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ABSTRACT
When using valid foreground and signal models, the uncertainties on extracted signals in global
21-cm signal experiments depend principally on the overlap between signal and foreground models. In
this paper, we investigate two strategies for decreasing this overlap: (i) utilizing time dependence by
fitting multiple drift-scan spectra simultaneously and (ii) measuring all four Stokes parameters instead
of only the total power, Stokes I. Although measuring polarization requires different instruments than
are used in most existing experiments, all existing experiments can utilize drift-scan measurements
merely by averaging their data differently. In order to evaluate the increase in constraining power from
using these two techniques, we define a method for connecting Root-Mean-Square (RMS) uncertainties
to probabilistic confidence levels. Employing simulations, we find that fitting only one total power
spectrum leads to RMS uncertainties at the few K level, while fitting multiple time-binned, drift-
scan spectra yields uncertainties at the . 10 mK level. This significant improvement only appears if
the spectra are modeled with one set of basis vectors, instead of using multiple sets of basis vectors
that independently model each spectrum. Assuming that they are simulated accurately, measuring
all four Stokes parameters also leads to lower uncertainties. These two strategies can be employed
simultaneously and fitting multiple time bins of all four Stokes parameters yields the best precision
measurements of the 21-cm signal, approaching the noise level in the data.
Keywords: cosmology: dark ages, reionization, first stars — cosmology: observations
1. INTRODUCTION
The hyperfine, spin-flip transition of neutral hydro-
gen produces radiation of 1420 MHz of frequency in
the rest frame, corresponding to a wavelength of 21 cm
(Hellwig et al. 1970). Although this transition is highly
forbidden, with a mean lifetime of around 11 million
years (Condon & Ransom 2016, Section 7.8), its emis-
sion and absorption are visible from the vast amount of
neutral gas in the early universe, redshifted to low fre-
quencies of 10-200 MHz by cosmic expansion (Pritchard
& Loeb 2012). It is the only existing direct probe of
the neutral hydrogen in the Dark Ages and Cosmic
Dawn of the early Universe and it could be a power-
Corresponding author: Keith Tauscher
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ful tool in the study of the Epoch of Reionization, when
the hydrogen in the Universe was ionized by light from
compact sources like stars and black holes (Furlanetto
et al. 2006). Two aspects of this 21-cm signal are cur-
rently under study: the power spectrum, where angu-
lar variations in the gas evolution manifest (Morales &
Wyithe 2010), and the sky-averaged (global) monopole
component, which tracks the average properties of the
gas across the Universe as a function of cosmic time
(Pritchard & Loeb 2010). This paper concerns the lat-
ter.
The most difficult analysis task in measuring the
global 21-cm signal is separating it from foreground
emission from our galaxy that is ∼ 104−6 times larger
than the signal, which is expected to be a few hun-
dred mK above the Cosmic Microwave Background
(CMB). The foreground emission largely consists of syn-
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chrotron radiation, which follows a power law in fre-
quency when the energy of the electrons emitting it
follows a power law distribution (Condon & Ransom
2016, section 5.2); so it is expected to be very spec-
trally smooth. However, there are large anisotropies in
galactic emission both in magnitude and spectral index,
which are averaged together by wide antenna beams that
also change in frequency. Due to the corruption caused
by this beam averaging, there is no obvious analytical
model to use to fit the beam-weighted foreground spec-
trum, although many have used polynomial-based mod-
els (Sathyanarayana Rao et al. 2017; Monsalve et al.
2017; Bowman et al. 2018).
In Paper I of this series (Tauscher et al. 2018), we laid
out a procedure for extracting the global signal from
foregrounds without assuming a particular foreground
model, but instead by simulating the foregrounds many
times, with the parameters of these simulations vary-
ing between limits corresponding to realistic uncertain-
ties. Using these simulations as a training set of fore-
grounds, the pipeline performs Singular Value Decom-
position (SVD) to extract orthogonal basis vectors with
which to fit the foreground. After performing the same
process with the (much wider) training set of global sig-
nals, we fit the spectral data simultaneously with both
SVD models and use the signal basis and the correspond-
ing fit coefficients to construct confidence intervals on
the 21-cm signal. The uncertainties on these intervals
depend on the noise level of the data and the overlap
between foreground and signal basis vectors.
While some overlap between foreground and signal is
unavoidable, it can be mitigated to a degree with exper-
imental design, for example by utilizing time dependent
drift-scan measurements and observations of the four
Stokes parameters describing polarization, both of which
are the focus of this paper. The ability to use these ex-
tra pieces of data efficiently in constraining the signal
is unique to our pipeline. While one can perform in-
ference on drift-scan measurements using a polynomial-
based method, the connection between the foregrounds
of the spectra (i.e., the fact that they come from the
same beam and sky offset by some angle) cannot be
fully accounted for. There is also no clear way to extend
polynomial methods to Stokes parameters while utiliz-
ing the connection between them to help constrain the
signal.
Next, in Paper II (Rapetti et al. 2019), we presented
our pipeline’s strategy to translate from spectral con-
straints to nonlinear signal parameter constraints using
a Markov Chain Monte Carlo (MCMC) algorithm, while
analytically marginalizing over the same SVD-derived
modes for the foreground as used in forming the spec-
tral constraints at each step. This allows us to efficiently
explore the MCMC parameter space of the nonlinear
signal, fully accounting for complex foreground models
from many correlated spectra. The latter is critical to
extract the signal at the level required by standard 21-
cm models, as we demonstrate in this paper, the third
of the series.
In Section 2, we review the pipeline, with a particu-
lar focus on how the overlap between signal and fore-
ground generates uncertainties in the signal extraction.
In Section 3, we present how we simulate training sets
using drift-scan measurements and how they help reduce
overlap between foreground and signal. In Section 4, we
do the same for measurements of the Stokes parame-
ters by pairs of dipoles. In Section 6, we connect RMS
uncertainties to confidence levels and compare the un-
certainties with and without polarization and drift-scan
measurements. We conclude in Section 7.
2. PIPELINE REVIEW
2.1. Formalism
The basis of our pipeline is the formation of the data
vector, y, which contains a large number of individual
spectra concatenated,
y = yfg + Ψ21y21 + n (1)
where yfg and y21 are the true foreground and signal
vectors, respectively, Ψ21 is the signal expansion ma-
trix (see Section 2.3), which encodes information about
how the signal appears in the data, and n is a random
Gaussian noise vector with covariance C. We model the
data using weighted combinations of basis vectors con-
tained in matrices denoted F fg and F 21, composed of
the singular vectors of the foreground and signal train-
ing sets, respectively. These matrices are found via SVD
and are normalized such that F TfgC
−1F fg = I and
F T21Ψ
T
21C
−1Ψ21F 21 = I, where I is the identity ma-
trix. The model of the data is
M(xfg,x21) = F fgxfg + Ψ21F 21x21, (2)
where xfg and x21 are weighting coefficients for the fore-
ground and signal basis vectors, respectively. This is
the same asM = Gx where G =
[
F fg Ψ21F 21
]
and
xT =
[
xTfg x
T
21
]
. The probability distribution of the
parameters is then taken to be proportional to the like-
lihood, given by
L(x) ∝ exp
{
−1
2
(y −Gx)TC−1(Gx− y)
}
. (3)
This implies that x is normally distributed with mean
ξ and covariance S where
S = (GTC−1G)−1 and ξ = SGTC−1y. (4)
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We then create signal confidence intervals centered on
γ21 with a channel covariance ∆21 given by
γ21 = F 21ξ21 , (5a)
∆21 = F 21S21F
T
21, (5b)
where ξ21 and S21 are the parts of ξ and S correspond-
ing to the signal parameters. The 1-sigma Root-Mean-
Square (RMS) uncertainty on the signal can then be
defined as
RMS1σ21 =
√
Tr(∆21)
nν
, (6)
where nν is the number of frequencies in each spec-
trum. This mathematical formalism is implemented in
the pylinex Python code.1
2.2. Effect of overlap on uncertainties
From the reconstruction described by Equations 5, we
can define the normalized RMS error on the signal as
NRMS21 =
√
Tr(C−1/2Ψ21∆21ΨT21C
−1/2)/nν , which
is essentially the RMS of the ratio of the 1σ uncertainty
level to the 1σ noise level, leading to a unitless summary
quantity that is 1 if the 1σ posterior uncertainty level is
the same size as the 1σ noise level. It is given by
NRMS21 =
√
Tr(S21F
T
21Ψ
T
21C
−1Ψ21F 21)
nν
(7a)
=
√
Tr(S21)
nν
, (7b)
=
√√√√ 1
nν
n21∑
j=1
1
1− λj , (7c)
where n21 is the number of signal vectors and λj
enumerates the eigenvalues of the overlap matrix,
F T21Ψ
T
21C
−1F fgF TfgC
−1Ψ21F 21. If all foreground and
signal basis vectors are orthogonal, then the eigenvalues
are all zero and NRMS21 reaches its minimum value of√
n21/nν . If, on the other hand, at least one foreground
vector can be written as a combination of the signal vec-
tors, or vice versa, then at least one of these eigenvalues
is 1 and NRMS21 diverges to ∞. In general NRMS21
lies between these two extremes.
If there is one signal vector, f21, and an arbitrary
number of foreground vectors, then
NRMS21 =
1
|η|
√
1
nν
, (8)
1 Tauscher (2020), current version at https://bitbucket.org/
ktausch/pylinex
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Figure 1. Simplified schematic representation of how
the overlap between signal and systematic modes increases
the uncertainties of both individually separated components
with respect to the minimum level determined by the statis-
tical noise. The red circle represents the 2σ noise uncertainty
of the data (red vector). The blue and green vectors whose
tails sit on the origin represent the signal and systematics
basis vectors, respectively. The blue and green intervals de-
marcated by solid circles are the 2σ uncertainties on the sig-
nal and foreground. The signal (foreground) uncertainty is
computed by projecting the noise ellipse parallel to the fore-
ground (signal) basis vector onto the line defined by the sig-
nal (foreground) basis vector. The left panel shows that the
minimum uncertainties for each of the components, defined
by the noise level, is achieved by using orthogonal modes,
while larger uncertainties are obtained when the overlap is
large, as occurs in the right panel. In the left (right) panel,
the dot product between the signal and foreground unit vec-
tors, which is also the y-coordinate of the green unit vector,
is 0 (0.7). In this simplified example, the 1D uncertainties
are proportional to | cscα| where α is the angle between the
unit vectors.
where η is the part of Ψ21f21 that has no projection
in the span of the foreground basis vectors (the column
space of F fg). Since Ψ21f21 is a unit vector, |η| ≤ 1
and NRMS21 ≥
√
1
nν
.
Figure 1 shows a schematic explanation of how noise
in data interacts with the overlap between signal and
foreground basis vectors, confusing the extraction of the
signal. In this case, Ψ21 is the identity matrix because
the foreground and signal exist in the same space. The
standard deviations of the one dimensional confidence
intervals on foreground and signal (lengths of blue and
green line segments) are projections of the noise (red el-
lipse) onto the foreground and signal basis and are given
by setting nν = 1 and C = I in Equation 8, defining F fg
as the single column f fg, and using f
T
fgf21 = cosα. This
yields the | cscα| expression in the caption of Figure 1,
which can also be seen geometrically.
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2.3. Expansion matrix
The expansion matrix, Ψ21, plays a large role in de-
termining the overlap between the foreground and sig-
nal by encoding the design of the experiment measur-
ing the data. For example, if the foreground consists
of two correlated spectra with similar magnitudes and
the signal exists in only one of them, then the overlap
with the signal may be reduced by half. In addition to
providing theory for the simulation of drift-scan and po-
larization measurements, Sections 3 and 4 describe the
expansion matrices they imply for the signal (see Sec-
tions 3.2 and 4.4).
3. TIME DEPENDENCE WITH DRIFT-SCAN
3.1. Drift-scan formalism
To simulate drift-scan measurements for training sets
made to fit data from a ground-based experiment, we
compute the boresight direction of a zenith-pointing an-
tenna at a given latitude, longitude, and Local Sidereal
Time (LST). Using this direction and the orientation of
the antenna with respect to geographic north, we can
define a foreground power map that is a function of sky
position (given in terms of antenna-based spherical coor-
dinate angles θ and φ), frequency, ν, and sidereal time,
t, as T (θ, φ, ν, t). Any real observation will take place
over a finite time period, say from ti to tf . The effective
foreground seen by the antenna is a smeared version of
the foreground created by an integral of T , given by
Teff(θ, φ, ν, ti → tf ) = 1
tf − ti
∫ tf
ti
T (θ, φ, ν, t) dt. (9)
In practice, we split the time interval into n + 1 snap-
shots, so that the integral can be approximated by the
following finite Riemann sum:
Teff(θ, φ, ν, ti → tf ) = 1
n+ 1
n∑
k=0
T (θ, φ, ν, tk) , (10)
where tk = ti +
k
n (tf − ti).
3.2. Drift-scan expansion matrix
While the foreground changes as a function of time,
the global 21-cm signal exists equally in every spectrum
when using a drift-scan measurement strategy. There-
fore, if there are Ndrift measured spectra, the drift-scan
expansion matrix is
ΨTdrift =
[
I I . . . I
]
︸ ︷︷ ︸
Ndrift I’s
(11)
where I is the identity matrix. Because the signal
does not change as the foreground changes, drift-scan
measurements decrease the similarity between the fore-
ground and signal models.
4. OBSERVATION OF STOKES PARAMETERS
Data from radio antennas are caused by electric fields,
Es, from the sky, which are written in terms of θ and φ
components, Eθ and Eφ, i.e. Es = Eθθˆ+Eφφˆ (note that
there is no rˆ component of the electric field because the
radiation is traveling in the −rˆ direction), where θ = 0
is the pointing direction of the antenna. Eθ and Eφ can
in general be complex and Es be a complex random
vector. The Stokes parameters of the sky radiation, Is,
Qs, Us, and Vs, which are the real power-unit quantities
measuring polarization, are then given by
Is =
〈|Eθ|2 + |Eφ|2〉 (12a)
Qs =
〈|Eθ|2 − |Eφ|2〉 (12b)
Us = 〈2 Re(E∗θEφ)〉 (12c)
Vs = 〈2 Im(E∗θEφ)〉 (12d)
where 〈. . .〉 denotes the expectation value. This can be
written as Ps = 〈E†sσPEs〉 where † represents the Her-
mitian transpose and
σI =
[
1 0
0 1
]
, σQ =
[
1 0
0 −1
]
, (13a)
σU =
[
0 1
1 0
]
, σV =
[
0 −i
i 0
]
, (13b)
are the Pauli matrices. Es is a function of both sky
position and frequency, so Ps is as well.
4.1. Sky polarization
Assuming that there is no coherent radiation coming
from the sky, the expectation value of the electric field
is zero, 〈Es〉 = 0. Since Es is coming from many differ-
ent electrons (in the case of synchrotron emission), and
every phase is equally probable, Es follows a complex
normal distribution with probability density
f(Es) =
exp
(
−E†sΣsEs
)
pi2|Σs| , (14)
where Σs = 〈EE†〉 is the Hermitian covariance matrix.
With this probability density, the expected values of the
Stokes parameters are given by
Ps = Tr(σPΣs). (15)
Since the distribution of Es can represent any ellipti-
cal shape around the origin, it can be decomposed into
the sum of two independent normally distributed vec-
tors, one with a circular covariance matrix (i.e., pro-
portional to the identity matrix) and another that ex-
ists only along a line, specified by a complex vector
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vs, satisfying v
†
svs = 1. This means that Σs can be
written as Σs = αsI + βsvsv
†
s, where I is the 2 × 2
identity matrix and αs and βs are non-negative, so
Ps = αsTr(σP ) + βsv
†
sσPvs. To interpret αs and βs,
we write the expression for the total intensity of the sky
radiation, Is, by plugging in σP = σI = I and us-
ing v†svs = 1. We find Is = 2αs + βs. Since αs is the
coefficient in front of the circular covariance matrix, it
must involve only unpolarized radiation; so, we write
αs = [(1− ps)/2]Is where 0 ≤ ps ≤ 1 is the polarization
fraction of the sky radiation, leaving us with βs = psIs.
This means that Σs = [(1− ps)/2]IsI + psIsvsv†s and
Ps =
(
1− ps
2
)
Is Tr(σP ) + psIsv
†
sσPvs. (16)
Is in these expressions can be taken from total power
maps of the sky at a given frequency. ps and vs can
be determined from Qs, Us, and Vs using Equation 16
and noting that Tr(σQ) = Tr(σU ) = Tr(σV ) = 0. Vs =
0 because no circular polarization comes from the sky.
This implies that both components of vs have the same
phase, meaning that, up to an arbitrary phase, it can be
expressed through v†s =
[
cosψs sinψs
]
. Plugging this
expression into Equation 16, Qs and Us can be written
as
Qs + iUs = psIse
2iψs . (17)
Therefore,
ps =
∣∣∣∣Qs + iUsIs
∣∣∣∣ and ψs = 12 Arg (Qs + iUs) . (18)
The random vector Es can be written as the sum of
two independent random vectors, As with covariance
[(1− ps)/2]IsI and Bs with covariance psIsvsv†s. Both
As and Bs contribute to Is, but only Bs contributes to
Qs and Us.
4.2. Antenna polarization
The electric fields induced in the antenna can be writ-
ten as Ea = Exxˆ+ Eyyˆ where xˆ and yˆ are the (gener-
ally orthogonal) antenna polarization directions. Ea is
derived from Es through a matrix known as the Jones
matrix, J .
Ea = JEs, (19)
or, equivalently,[
Ex
Ey
]
=
[
Jθx Jφx
Jθy Jθy
][
Eθ
Eφ
]
. (20)
We can now solve for the Stokes parameters seen by the
antennas by using the complex random vectors As and
2 1 0 1 2
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Figure 2. Illustration of the induced polarization effect
for orthogonal ideal dipoles. Left : Unpolarized sky radiation
coming from θ = 50◦ off boresight and φ = 30◦ from the
direction of the X-antenna, given in terms of θ and φ electric
field components. The filled blue region represents the 1σ
confidence interval with a covariance matrix of (Is/2)I where
Is = 2E0
2. Right : The projection of the electric fields from
the left panel onto the X- and Y-antennas using the Jones
matrix of orthogonal ideal dipoles, defined in Equation A1.
The filled orange region represents the 1σ confidence inter-
val with a covariance matrix of [(1 − pa)/2]IaI + paIavav†a
where Ia = (Is/2)(2 − sin2 θ) (given by Equation A7a with
ps = 0), pa = sin
2 θ/(2 − sin2 θ), and va is a unit vector in
the direction of the black arrow.
Bs in Equation 19, i.e. Ea = J(As+Bs). This implies
Pa = 〈E†aσPEa〉, (21a)
= 〈A†sJ†σPJAs〉+ 〈B†sJ†σPJBs〉, (21b)
where the last line follows because As and Bs are zero-
mean and independent. Using the covariances ofAs and
Bs derived in Section 4.1, this can be written
Pa =
(
1− ps
2
)
Is Tr(J
†σPJ) + psIsv†sJ
†σPJvs.
(22)
As opposed to the sky polarization case, in general,
both of these terms contribute to Ia, Qa, Ua, and Va.
The first term encodes Stokes parameters induced from
the unpolarized radiation from the sky while the sec-
ond term encodes the effect of polarization intrinsic to
the sky, so we term them induced and intrinsic polariza-
tion, respectively. Figure 2 shows an intuitive cartoon
of the induced polarization effect using the Jones ma-
trix of ideal orthogonal dipoles, which is described in
Appendix A.
The electric field, Ea,tot, measured by the instru-
ment at each frequency of every spectrum is the sum
of the electric fields from all sky positions, Ea,tot(ν) =∫
Ea(ν, θ, φ) dΩ. Since Ea(ν, θ, φ) is zero-mean with
covariance Σa(ν, θ, φ) and is independent at each sky
position (θ, φ), Ea,tot(ν) is zero-mean with covariance
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Σa,tot(ν) where Σa,tot(ν) =
∫
Σa(ν, θ, φ) dΩ, which im-
plies that the Stokes parameters at each frequency are
given by Pa,tot(ν) =
∫
Pa(ν, θ, φ) dΩ. To calibrate the
Stokes parameters so that antenna temperatures corre-
spond to actual sky brightness temperatures, we con-
sider a case where ps = 0 and Is is independent of
angle and equal to I0. In this case, the calibrated
total power, Ia,cal, should be equal to I0. By imple-
menting this with a multiplicative factor, we find that
Pa,cal(ν) = [2Pa,tot(ν)]/[
∫
Tr(J†J) dΩ], i.e.
Pa,cal(ν) =
∫
(1− ps)Is Tr(J†σPJ) dΩ∫
Tr(J†J) dΩ
+
2
∫
psIsv
†
sJ
†σPJvs dΩ∫
Tr(J†J) dΩ
. (23)
Using this factor, we can also define a calibrated total
electric field, Ea,cal =
√
2Ea,tot/
√∫
Tr(J†J) dΩ, and
covariance matrix, Σa,cal = 2Σa,tot/
∫
Tr(J†J) dΩ.
The Jones matrix-based formalism used here is equiv-
alent to the commonly used Mueller matrix-based for-
malism. The connection between the Jones and Mueller
formalisms is laid out in Appendix B. It is worthwhile to
note that the Mueller matrix is proportional to a prod-
uct including two factors of the Jones matrix, just like
both terms in Equation 22 have two factors of J .
4.3. Neglecting intrinsic polarization
If the total intensity of the sky, Is, is known, but in-
trinsic polarization is neglected in a prediction of the
antenna Stokes parameters, then there is an unmodeled
residual effect given by
∆
(P )
a,cal = Pa,cal −
∫
IsTr(J
†σPJ) dΩ∫
Tr(J†J) dΩ
, (24a)
=
∫
psIs
[
2v†sJ
†σPJvs − Tr(J†σPJ)
]
dΩ∫
Tr(J†J) dΩ
.
(24b)
If an experiment has only one antenna, then J be-
comes a row vector instead of a square matrix. Defining
q as the column vector J†, the single antenna power
signal I1-anta , analogous to Equation 23, is given by
I1-anta,cal =
∫
(1− ps)Is|q|2 dΩ∫ |q2| dΩ + 2
∫
psIs|q†vs|2 dΩ∫ |q|2 dΩ . (25)
As in Equation 22, the first (second) term represents
the effects of unpolarized (polarized) sky radiation. The
error term in the total power measured by a single an-
tenna when neglecting intrinsic polarization, analogous
to Equation 24b, is then given by
∆1-anta,cal =
∫
psIs cos 2α |q|2 dΩ∫ |q|2 dΩ (26)
where α is defined through |q†vs|2 = |q|2 cos2 α. It is
clear from Equations 24b and 26 that intrinsic polar-
ization must be included in the modeling of all 21-cm
signal experiments, not just those that measure Stokes
parameters.
Nevertheless, due to their complexity, a complete ex-
ploration of and a process for modeling and removing
effects of intrinsic polarization in global 21-cm data is
left for future work.
4.4. Stokes parameter expansion matrix
Under the assumptions that the two polarizations
have equivalent beams rotated by 90◦ and are phased
correctly,2 isotropic intensity components like the 21-
cm global signal do not induce any polarization signa-
ture. Therefore, since there are four spectra and the
signal only exists in the first, the expansion matrix cor-
responding to data from Stokes measurements is
ΨTStokes =
[
I 0 0 0
]
, (27)
where I and 0 are the identity and zero matrices, respec-
tively. By providing additional data describing aspects
of the foreground where the signal is known to be absent,
Stokes parameter measurements provide extra leverage
in the extraction of the signal.
4.5. Averaging Stokes parameters spectra
Normally, the Stokes parameters from Ns spectra,
{P (1)a,cal, P (2)a,cal, . . . , P (Ns)a,cal }, are averaged into one, Pa,ave,
through Pa,ave(ν) =
(∑Ns
k=1 P
(k)
a,cal(ν)
)
/Ns. If the spec-
tra are measured over a total time ∆t and the frequency
resolution of each spectrum is ∆ν, then Ns = ∆ν ∆t,
since 1/∆ν is the amount of time each spectrum takes
to measure.3 Therefore,
Pa,ave(ν) =
1
∆ν ∆t
∆ν ∆t∑
k=1
P
(k)
a,cal(ν) . (28)
5. SIMULATIONS
To perform our analysis and illustrate the effects of
induced polarization and drift-scan measurements, we
2 These assumptions amount to Jαx(θ, φ) = Jαy(θ, φ+ pi/2) =
−Jαx(θ, φ+ pi) and Im[J∗αx(θ, φ) Jαx(θ, φ− pi/2)] = 0, where α is
either θ or φ.
3 When using drift-scan measurements, ∆t is the total integra-
tion time divided by the number of integration periods, Ndrift.
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need to generate two different training sets: one for the
signal, described in Section 5.1, and one for the beam-
weighted foregrounds, described in Section 5.2. While
the training sets are simulated without noise, the data
curves used in fits to generate the results presented in
Section 6 contain radiometer noise, as described in Sec-
tion 5.3.
5.1. Signal training set
We use the same signal training set used in Paper
I of this series (see Figure 2 of Tauscher et al. 2018),
which was made using physical simulations from the
ares code4 evaluated at frequencies of 40-120 MHz. It
contains signals with troughs across this band whose
depths vary between 50 and 250 mK.
If using drift-scan but not polarization measurements,
the expansion matrix employed is Ψdrift, and the one
employed if using polarization but not drift-scan mea-
surements is ΨStokes. The full expansion matrix used
for the signal when both drift-scan measurements and
polarization are included is the product of the drift-scan
and Stokes expansion matrices, given by
ΨT21 = (ΨdriftΨStokes)
T , (29a)
=
[
I 0 0 0 I 0 0 0 · · ·
]
︸ ︷︷ ︸
Ndrift
[
I 0 0 0
]
’s
. (29b)
This reflects the fact that there are 4Ndrift spectra in
the data and the signal is in every fourth spectrum (i.e.
the Stokes I spectra).
5.2. Beam-weighted foreground training set
In principle, the beam-weighted foreground training
set is created from two sources, antenna beam varia-
tions and spectral foreground maps. In this paper, as
in Paper I, however, we use one foreground map,5 the
map given by Haslam et al. (1982) scaled with a spectral
index of -2.5, and many beams. The beams are defined
using a Jones matrix derived from that of ideal orthogo-
nal dipole antennas (see Appendix A) modulated by an
angular Gaussian whose angular scale, α, is a function
of frequency, ν, allowing for beam chromaticity to be ro-
bustly included in the analysis. The full Jones matrices
take the form
J = exp
(
− θ
2
4[α(ν)]2
) [
cos θ cosφ − sinφ
cos θ sinφ cosφ
]
. (30)
4 https://bitbucket.org/mirochaj/ares
5 Future work will include variations of the foreground map.
Since, as mentioned in Section 4.2, the measured Stokes
parameters depend on two powers of the Jones matrix,
the effective beam (i.e. the Mueller matrix; see Ap-
pendix B) is proportional to exp
(
− θ22[α(ν)]2
)
. So, the
Full Width at Half Maximum (FWHM) is given by
FWHM(ν) =
√
8 ln 2 α(ν).
Table 1. Parameters of Legendre coefficient distributions
k µk σk
[◦] [◦]
0 70 10
1 -20 5
2 0 5
Note: See Equations 31, 32, and 33.
We vary FWHM(ν) between training set elements. For
the sake of simplicity, we use FWHM(ν) curves given by
quadratic polynomials in frequency. Instead of choos-
ing the coefficients of each power of frequency indepen-
dently, we utilize Legendre polynomials for easier control
over the magnitude of variations, i.e.
FWHM(ν) =
2∑
k=0
akLk
(
ν − ν0
δν
)
, (31)
where ν0 = (νmax + νmin)/2 is the average frequency,
δν = (νmax − νmin)/2 is half the width of the frequency
band, and
L0(x) = 1, L1(x) = x, L2(x) =
3x2 − 1
2
. (32)
In our case, where νmin = 40 MHz and νmax = 120
MHz, ν0 = 80 MHz and δν = 40 MHz. To seed the
beam variations in our training set, we draw a0, a1, and
a2 from independent normal distributions,
ak ∼ N (µk, σ2k), (33)
with the means and standard deviations µk and σk given
in Table 1. An extra constraint is applied to exclude
FWHM(ν) curves which dip below 20◦ or rise above 150◦
in the 40− 120 MHz band. The resulting training set of
FWHM curves is shown in the left panel of Figure 3.
We simulate observed Stokes parameters with Equa-
tion 23 using antenna Jones matrices of the form of
Equation 30 with the FWHM functions described above
pointing at zenith from the Green Bank Observatory
(GBO), the site of the Cosmic Twilight Polarimeter
(CTP; Nhan et al. 2018), at 38.4◦ N, 79.8◦ W. These
simulated spectra at 19 hr LST are shown in the right
panel of Figure 3. The full beam weighted training set
includes 100 LSTs, equally spaced throughout the day.
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Figure 3. Left : FWHM(ν) curves formed via Equation 31 and the distributions described in the text, Equation 33, and Table 1,
of the Gaussian functions modulating the Mueller matrix of our simulated beam. Top right : Training set of Stokes I, Q, and U
spectra at 19:00 LST. Bottom right : Same training set with the mean subtracted to show levels of variation.
5.3. Simulation noise
In Equations C18a-C18d of Appendix C describe the
ideal radiometric noise level on Stokes parameter mea-
surements from dual-antenna systems. These equations
should be used when analyzing data from a real experi-
ment because precision in the noise level is very impor-
tant for analysis accuracy. However, since, in our case,
Ia,cal is much larger than |Qa,cal|, |Ua,cal|, and |Va,cal|
(see the right panel of Figure 3) and we are adding the
noise ourselves at a known level, we simplify these equa-
tions to Var[Pa,ave] =
I2a,ave
2∆ν ∆t for all P ∈ {I,Q, U, V },
meaning the standard deviation of the noise follows the
simple radiometer equation with an extra factor of 2
provided by the fact that there are two independent an-
tennas, i.e.
σPa,ave(ν, t) =
Ia,ave(ν, t)√
2∆ν ∆t
. (34)
For all fits in this paper, we use a total integration
time of 800 hours. When performing fits withNdrift drift-
scan measurements, we split the integration time among
them equally so that ∆t = (800 hr)/Ndrift.
6. RESULTS
We perform fits to 5000 simulated data curves gener-
ated as described in Section 5 for four different cases:
full Stokes with drift-scan, full Stokes without drift-
scan, Stokes I only with drift-scan, Stokes I only with
no drift-scan. When only Stokes I is used, it is assumed
that the measurements are made with the same dual-
antenna system as is used for full Stokes measurements
so that the noise and antenna beam are the same, but
Stokes Q, U, and V are simply not available. When
drift-scan is used, spectra are taken from 25 foreground
snapshots evenly spaced throughout the sidereal day,
whereas when it is not used, all 25 of these time steps
are averaged to generate the data curves to fit, which
is analogous to analyzing spectra averaged over one or
more full sidereal days.
To evaluate these fits, we design an RMS uncertainty
to capture the bias generated through signal extrac-
tion. To begin, we consider the 1σ RMS uncertainty
defined in Equation 6. Due to overlap between signal
and foreground, however, it is not guaranteed that the
1σ uncertainty interval on the signal actually contains
the true signal at any particular confidence level. To
proceed, we must be able to determine the number of σ
at which the uncertainty interval of a given fit contains
the input signal. This is the purpose of the signal bias
statistic, ε, first introduced in Tauscher et al. (2018) as
ε =
√√√√ 1
nν
nν∑
i=1
[(γ21 − y21)i]2
(∆21)ii
, (35)
where y21 is the input 21-cm signal and γ21 and ∆21
are given in Equations 5a and 5b. The RMS uncer-
tainty of the interval known to include the signal is de-
noted by RMS21 and is formed by the product of Equa-
tions 6 and 35,
RMS21 = ε RMS
1σ
21 , (36a)
=
1
nν
√√√√ nν∑
i=1
nν∑
j=1
(∆21)jj
(∆21)ii
[(γ21 − y21)i]2 . (36b)
Using the values of RMS21 for each of the 5000 fits in
every case studied, we make a Cumulative Distribution
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Figure 4. CDF (Equation 37) of the RMS uncertainty level
given in Equation 36 from 5000 fits for each of four cases.
The solid lines use a single time average for an entire side-
real day while the dashed lines break the sidereal day into
25 bins in LST, leveraging the drift-scan (DS) observation
strategy advantageously. The orange lines use data from all
four Stokes parameters while the blue lines use only Stokes
I. The vertical, black dotted line marks the RMS noise level
on the signal, i.e. the RMS uncertainty if there was no beam-
weighted foreground. This level is the same with and with-
out drift-scan information because the same total integration
time is used in both cases. The RMS uncertainty levels at
68%, 95%, and 99% confidence are shown in Table 2.
Table 2. RMS uncertainties for different cases from Figure 4
DS Pol 68% 95% 99%
[mK] [mK] [mK]
x x 2.2× 103 4.9× 103 1.1× 104
x X 1.8× 103 3.7× 103 5.2× 103
X x 8.3× 100 2.0× 101 3.2× 101
X X 1.7× 100 3.2× 100 4.2× 100
Note: All values given to two significant digits.
Function (CDF) defined by
CDF(x) = Pr[RMS21 < x]. (37)
We interpret the values of this CDF as confidence levels
for future fits in which y21 is unknown. A CDF for each
of our four cases is plotted in Figure 4. Clearly, using
multiple time bins leads to more robust fits than using a
single averaged spectrum and leveraging all four Stokes
parameters yields better fits than using only Stokes I.
Figure 5 shows the confidence level as a function of
RMS uncertainty for various numbers of LST bins with
and without polarization. In both panels, it is clear that
the benefits of including more time bins are necessary to
achieve reasonable errors; but, they eventually saturate
100 101 102 103 104 105
RMS uncertainty [mK]
0
20
40
60
80
100
Co
nf
id
en
ce
 le
ve
l [
%
]
Without polarization
RMS noise
1 LST bin
2 LST bins
4 LST bins
5 LST bins
10 LST bins
25 LST bins
100 101 102 103 104 105
RMS uncertainty [mK]
0
20
40
60
80
100
Co
nf
id
en
ce
 le
ve
l [
%
]
With polarization
RMS noise
1 LST bin
2 LST bins
4 LST bins
5 LST bins
10 LST bins
25 LST bins
Figure 5. CDFs of the RMS uncertainty level for analyses
with various numbers of LST bins, where 5000 simulations
have been performed for each case. The curves in the bottom
panel use data from all four Stokes parameters while the
curves in the top panel use only Stokes I. The benefits of
using more time bins saturate at ∼5-10 in both cases. This
is due to the fact that the beams in the training set have
FWHMs that can fit about 5 times in a 360◦ rotation (see
Table 1 and the left panel of Figure 3). The vertical, black
dotted lines represent the RMS noise level on the signal.
at around 5-10 bins due to the size of the beams used in
our simulations.
So far in this paper, it has been assumed that the
foreground basis vectors exist across all time bins. How-
ever, a common analysis method is to treat every spec-
trum as independent and model them separately, even
though they are being fit simultaneously. Figure 6 shows
the effects of this key difference between the two analy-
ses. When each time bin has its own basis vectors, the
benefit of using multiple time bins is severely damped.
From this, it is clear that to fully benefit from fitting all
spectra simultaneously, it is imperative to do so using a
single matrix, with the basis vectors spanning all time
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Figure 6. CDFs of the RMS uncertainty level for analyses
with and without correlation assumed between time bins,
where 5000 simulations have been performed for each case.
The curves in the bottom panel use data from all four Stokes
parameters while the curves in the top panel use only Stokes
I. In Figures 4 and 5, when multiple time bins are used, they
are assumed to be correlated, as is the case here with the
orange curves. The blue curves represent fits done where
each spectrum has its own independent basis vectors. The
black dash-dot lines represent the single time bin case and
the vertical, black dotted lines represent the RMS noise level
on the signal.
bins, as opposed to using independent basis vectors in
each spectrum.
7. CONCLUSIONS
In this third paper of the series, we defined a method
for converting RMS uncertainty to a probabilistic confi-
dence level when using the pipeline we first introduced
in Tauscher et al. (2018) (Paper I). We then applied this
method to different sets of simulated data representing
the global 21-cm signal and foregrounds, with the pur-
pose to test the benefits of measuring time-binned drift-
scan data and Stokes parameters.
The largest impact we found was from the use of drift-
scan spectra, which can be done with any global signal
experiment. By using the correlations between different
time bins and enforcing that the signal must be constant
from spectrum to spectrum, we found that fitting mul-
tiple time bins instead of only one can decrease biases
from the few K level to the few mK level. It is impor-
tant to note that this large benefit is not seen if using
instead the traditional method where spectra are mod-
eled independently, even if they are fit simultaneously.
Measurements of all four Stokes parameters with dual-
antenna systems also proved useful in simulations to re-
duce biases and, when in combination with the drift-
scan strategy, can lead to uncertainties approaching the
radiometer noise level. However, for both single and
dual antenna experiments, extra care must be taken to
model the effects of intrinsic sky polarization. If neither
of these two independent strategies is used (i.e., if analy-
sis is done with only a single total power spectrum, such
as in Bowman et al. 2018), then the uncertainties are
consistently at the few K level.
We thank David Bordenave and Bang Nhan for
helpful discussions on polarization measurements. We
also thank Neil Bassett and Joshua Hibbard for feed-
back. D.R. was supported by a NASA Postdoctoral
Program Senior Fellowship at the NASA Ames Re-
search Center, administered by the Universities Space
Research Association under contract with NASA. This
work is directly supported by the NASA Solar System
Exploration Virtual Institute cooperative agreement
80ARC017M0006.
APPENDIX
A. IDEAL DIPOLES
In this appendix, we consider the Jones matrix of an orthogonal pair of ideal dipoles as given by
J =
[
cos θ cosφ − sinφ
cos θ sinφ cosφ
]
, (A1)
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which simply encodes a geometrical projection from electric fields on the celestial sphere to electric fields on the X
and Y antennas. Since J is real in this case, J† = JT .
A.1. Induced polarization
The induced portion of measured polarization (first term of Equation 22) is
(Pa)ind =
(
1− ps
2
)
IsTr(J
TσPJ). (A2)
Computing the trace using Equation A1, we find
(Ia)ind =
(
1− ps
2
)
Is(1 + cos
2 θ), (A3a)
(Qa + iUa)ind = −
(
1− ps
2
)
Ise
2iφ sin2 θ, (A3b)
(Va)ind = 0. (A3c)
Equations A3a, A3b, and A3c with ps = 0 are the origin of the beam defined in Equation 9 of Tauscher et al. (2018).
A.2. Intrinsic polarization
The intrinsic portion of measured polarization (second term of Equation 22) is
(Pa)int = psIs(Jvs)
†σP (Jvs). (A4)
Using Equation A1 and the definition of vs in terms of ψs, we find that
Jvs =
[
cos θ cosφ − sinφ
cos θ sinφ cosφ
][
cosψs
sinψs
]
(A5a)
=
[
cos θ cosφ cosψs − sinφ sinψs
cos θ sinφ cosψs + cosφ sinψs
]
. (A5b)
This means that
(Ia)int = psIs(1− sin2 θ cos2 ψs), (A6a)
(Qa + iUa)int = psIse
2iφ (cos 2ψs − sin2 θ cos2 ψs + i cos θ sin 2ψs), (A6b)
(Va)int = 0. (A6c)
A.3. Combined results
The total power seen by the antennas is given by the sum of Equations A3a and A6a while the polarization signal seen
by the antenna is given by the sum of Equations A3b and A6b. After normalizing so that Is = I0 and Qs = Us = Vs = 0
yield Ia,cal = I0 (see Equation 23), we find that the calibrated antenna temperatures are
Ia,cal =
3
16pi
∫
Is
[
(1 + cos2 θ)− ps sin2 θ cos 2ψs
]
dΩ, (A7a)
Qa,cal + iUa,cal =
3
16pi
∫
Is e
2iφ
{[
ps(1 + cos
2 θ) cos 2ψs − sin2 θ
]
+ 2ips cos θ sin 2ψs
}
dΩ, (A7b)
Va,cal = 0. (A7c)
If it is assumed, as in the simulations of this paper, that no sky sources are intrinsically polarized (ps = 0), then
Ia,cal =
3
16pi
∫
Is (1 + cos
2 θ) dΩ and Qa,cal + iUa,cal = − 316pi
∫
Is e
2iφ sin2 θ dΩ.
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B. CONNECTION TO THE MUELLER MATRIX FORMALISM
Equation 15 states that, in the absence of coherent radiation, the Stokes parameters in a given basis are the trace
of the product of the covariance matrix of electric fields in that basis with the Pauli matrices, PX = Tr(ΣXσP ).
Since σP form a complete orthogonal basis of 2 × 2 Hermitian matrices, subject to the inner product defined by
[A,B] = Tr(AB), we can write
ΣX =
∑
P∈{I,Q,U,V }
Tr(ΣXσP )
Tr(σ2P )
σP . (B8)
Since Tr(σ2P ) = Tr(I) = 2 and Tr(ΣXσP ) = PX , this means that
ΣX =
1
2
∑
P∈{I,Q,U,V }
PXσP . (B9)
Plugging in X = s, multiplying on the left by J and on the right by J†, and noting that Σa = JΣsJ†, we find
Σa =
1
2
∑
P∈{I,Q,U,V }
Ps JσPJ
†. (B10)
Writing P ′a = Tr(ΣaσP ′) through P
′
a =
∑
P∈{I,Q,U,V } PsMPs→P ′a , we can then write
MPs→P ′a =
1
2
Tr(JσPJ
†σP ′). (B11)
The Mueller matrix is normalized by the integral over the Is → Ia element,M(norm)Ps→P ′a =MPs→P ′a/
∫ MIs→Ia dΩ. This
normalized Mueller matrix satisfies
M(norm)Ps→P ′a(θ, φ, ν) =
Tr
{
[J(θ, φ, ν)]σP [J(θ, φ, ν)]
†
σP ′
}
∫
Tr
{
[J(θ, φ, ν)]
†
[J(θ, φ, ν)]
}
dΩ
. (B12)
The total calibrated antenna Stokes parameters are given by
Pa,cal(ν) =
∑
P ′∈{I,Q,U,V }
∫
M(norm)P ′s→Pa(θ, φ, ν) P
′
s(θ, φ, ν) dΩ. (B13)
When assuming that there are no polarized sky sources as in the simulations of this paper, the Mueller matrix effectively
becomes a column vector with elements
M(norm)Is→Pa =
Tr
{
[J(θ, φ, ν)]
†
σP [J(θ, φ, ν)]
}
∫
Tr
{
[J(θ, φ, ν)]
†
[J(θ, φ, ν)]
}
dΩ
(B14)
and the calibrated Stokes parameters can be written
Pa,cal(ν) =
∫
M(norm)Is→Pa(θ, φ, ν) Is(θ, φ, ν) dΩ. (B15)
For the orthogonal ideal dipole Jones matrix defined in Appendix A, the full Mueller matrix is given by
M(norm)(θ, φ) = 3
16pi

1 + cos2 θ − sin2 θ 0 0
− sin2 θ cos 2φ (1 + cos2 θ) cos 2φ −2 cos θ sin 2φ 0
− sin2 θ sin 2φ (1 + cos2 θ) sin 2φ 2 cos θ cos 2φ 0
0 0 0 2 cos θ
 (B16)
and the first column is the effective Mueller matrix when ps = 0.
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C. NOISE ON STOKES PARAMETERS
Denoting the average of a quantity X over all Ns = ∆ν ∆t spectra by X, Equation 28 is Pa,ave(ν) = Pa,cal(ν). The
squared noise level on the averaged, measured Stokes parameters is given by
Var[Pa,ave(ν)] = Var
[
1
∆ν ∆t
∆ν ∆t∑
k=1
P
(k)
a,cal(ν)
]
(C17a)
=
Var[Pa,cal(ν)]
∆ν ∆t
(C17b)
=
Tr[(σPΣa,cal)2]
∆ν ∆t
. (C17c)
Using σP =
[
δPI + δPQ δPU − iδPV
δPU + iδPV δPI − δPQ
]
and Σ
(k)
a,cal =
1
2
[
I
(k)
a,cal +Q
(k)
a,cal U
(k)
a,cal − iV (k)a,cal
U
(k)
a,cal + iV
(k)
a,cal I
(k)
a,cal −Q(k)a,cal
]
, we find that
Var[Ia,ave] =
I2a,cal +Q
2
a,cal + U
2
a,cal + V
2
a,cal
2 ∆ν ∆t
, (C18a)
Var[Qa,ave] =
I2a,cal +Q
2
a,cal − U2a,cal − V 2a,cal
2 ∆ν ∆t
, (C18b)
Var[Ua,ave] =
I2a,cal −Q2a,cal + U2a,cal − V 2a,cal
2 ∆ν ∆t
, (C18c)
Var[Va,ave] =
I2a,cal −Q2a,cal − U2a,cal + V 2a,cal
2 ∆ν ∆t
. (C18d)
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