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Abstract. As autonomous systems increasingly rely on onboard sens-
ing for localization and perception, the parallel tasks of motion planning
and state estimation become more strongly coupled. This coupling is
well-captured by augmenting the planning objective with a posterior-
covariance penalty – however, prediction of the estimator covariance is
challenging when the observation model depends on unknown landmarks,
as is the case in Simultaneous Localization and Mapping (SLAM). This
paper addresses these challenges in the case of landmark- and SLAM-
based estimators, enabling efficient prediction (and ultimately minimiza-
tion) of this performance metric. First, we provide an interval-based fil-
tering approximation of the SLAM inference process which allows for
recursive propagation of the ego-covariance while avoiding the quadratic
complexity of explicitly tracking landmark uncertainty. Secondly, we in-
troduce a Lie-derivative measurement bundling scheme that simplifies
the recursive “bundled” update, representing significant computational
savings for high-rate sensors such as cameras. Finally, we identify a large
class of measurement models (which includes orthographic camera pro-
jection) for which the contributions from each landmark can be directly
combined, making evaluation of the information gained at each timestep
(nearly) independent of the number of landmarks. This also enables the
generalization from finite sets of landmarks {`(n)} to distributions, fore-
going the need for fully-specified linearization points at planning time
and allowing for new landmarks to be anticipated. Taken together, these
contributions allow SLAM performance to be accurately and efficiently
predicted, paving the way for online, observability-aware trajectory op-
timization in unknown space.
Keywords: observability, belief-space planning, trajectory optimization
1 Introduction
In the last decade, significant progress has been made to enable basic autonomy
for low-SWaP (Size, Weight, and Power) systems. Thanks to recent algorithmic
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advances, such systems can navigate purely from onboard sensors and avoid de-
pendence on dedicated infrastructure such as GPS or motion-capture, allowing
operation in a wider range of environments. However, commonly-used sensors
such as IMUs, laser scanners, and cameras have nonlinear observation models
and/or limited field-of-view (FoV), and therefore the observability of the esti-
mated state will fundamentally depend on the system trajectory. Furthermore,
these sensors can have time-varying latent parameters (e.g., IMU biases, rigid-
body calibrations) and environmental dependencies (e.g., the presence or absence
of high-gradient corner features). Thus, even with a good initialization point, es-
timation quality can degrade to catastrophic levels if the chosen trajectory or
environment does not provide sufficient information.
In this paper, we are interested in discovering well-observable motions ac-
counting for the (possibly latent) distribution of landmarks over receding time-
horizons. This motivates continuous optimization techniques leveraging a full-
DoF system model, and efficient evaluation requires a compact representation
of the SLAM inference process. In focusing on receding time-horizons, we are
willing to neglect certain aspects of SLAM such as global loop closure in favor
of computational efficiency and applicability to real-world scenarios where the
map is not fully known at planning time.
When formulating the uncertainty-aware planning problem, we follow the
common approach [3,11,21,24,25,27] of representing uncertainty as a Gaussian
distribution about a nominal trajectory. This representation is deterministic and
compactly parameterizable, and is therefore amenable to optimization based
on trajectory sampling [3, 21, 24], motion-primitives [8, 9, 14, 27], or continuous
optimization [11, 25]. Of these, sampling-based approaches are not well-suited
for systems with more than a few degrees of freedom, and motion-primitive
solutions do not address the fundamental issue of ensuring trajectories are well-
observable in the first place. In the space of continuous trajectory optimization,
existing approaches have only been demonstrated with relatively simple sensor
models [20,22,25] or scale poorly to large numbers of landmarks [11].
In order to avoid the computational challenges associated with explicit co-
variance prediction and minimization, heuristic approaches maximize an observ-
ability or (in the case of landmark-based systems) visibility metric. For exam-
ple, [1,5,16] identify and enumerate non-observable configurations to hand-design
a discrete set of “well-observable” maneuvers for use in online planning. More re-
cently, [19] leverages a reinforcement learning framework to select a sequence of
primitive maneuvers in a manual calibration routine. Working from a continuous
optimization framework, [15,20] design trajectories which maximize observability
metrics based on the Local Observability Gramian (LOG). For landmark-based
systems with limited FoV (e.g., visual SLAM), explicit visibility-based metrics
have been used by [10] and [18] in real-time planning frameworks, with some
success. However, LOG and visibility objectives are ultimately heuristic and
therefore may select high-energy (expensive) trajectories with little correspond-
ing estimation improvement [22].
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Nevertheless, direct posterior-covariance minimization is challenging, partic-
ularly in the case of SLAM. Landmark-based systems such as visual SLAM can
estimate tens or hundreds of landmarks simultaneously, and linearization points
of to-be-discovered landmarks are generally unknown at planning time. Besides
having to compute and accumulate the contribution from each of these land-
marks (linear complexity), explicit representation of the belief state requires
either reasoning over random factor graphs or maintaining the joint covariance
matrix over the ego-state and map, both of which are intractable in online ap-
plication. Furthermore, high-rate sensors such as cameras can produce many
measurements over the time-horizon in consideration, furthermore contributing
to the complexity of direct covariance analysis. While [14] and [8] introduce
some sparsification and incremental-update techniques to partially mitigate the
cost of graph-based evaluation with large maps, they require known landmark
linearization points and are applicable only in the case of finite action sets.
1.1 Contributions
In this work, we address these challenges to enable efficient posterior-covariance
prediction and minimization for a general class of landmark-based observation
models.
– Measurement bundling: To avoid the prohibitive complexity of forward-
simulating the SLAM estimation process during motion planning, Section 3
describes a compact, filtering-based approximation that avoids representa-
tion of the landmark uncertainty entirely. We refer to this simplified frame-
work as the Structureless Interval Information Filter (SIIF), as it “bundles”
measurements according to pre-specified time intervals and marginalizes out
the uncertain map state from each “interval update.”
– A Lie-Taylor update approximation: The exact or “explicit” form of the
SIIF update represents the full history of discrete-time process noise within
the interval and requires multiple rounds of state integration, resulting in
non-trivial computation. To simplify implementation and reduce computa-
tion, Section 4.2 introduces an approximate form of the interval update based
on continuous-time Lie derivatives. This provides significant computational
speedups (particularly in the case of high-rate sensors like cameras) while
preserving the observability characteristics of the system.
– Handling large numbers of unknown landmarks: In general, the in-
formation contribution from each landmark must be computed individually,
rendering the SIIF update expensive when landmarks number in the hun-
dreds and ill-posed when linearization points are unavailable. Fortunately,
we identify a convenient (and useful) class of sensor models for which the
total information against a landmark distribution can be computed directly.
From a purely computational perspective, this facilitates scaling to large
clouds of hundreds or even thousands of landmarks, and ultimately allows
planning against predictive models of feature density in the environment. As
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compared to [28], which only applies to a particular observation and visibil-
ity model of known landmarks, our decomposition applies to a much more
general class of models which includes orthographic camera projection.
In Section 6 we numerically validate our measurement bundling approxima-
tion, demonstrating significant computational improvement with low approxi-
mation error. Moreover, we evaluate our full trajectory generation pipeline over
a large number of random trials, demonstrating more effective estimation im-
provement than heuristic methods (in a Pareto sense). Although a fully online
planning implementation is still in-work, the improvements and results herein
suggest that real-time performance should be attainable.
2 Preliminaries
We assume the system state x lies on an nx-dimensional manifold X with dy-
namics given by the stochastic ODE
dx(t) = f
(
x(t), u(t)
)
dt+ Gc
(
x(t), u(t)
)
dw(t). (1)
The input u(t) is confined to a set U , and w(·) is a standard Brownian noise
process. We assume measurements are acquired by a collection of homogeneous
sensors
z(n) = h(x; `(n)) + ν(n) ∈ Rm, (2)
each corrupted by an independent Gaussian noise ν(n) and parameterized by
a latent environmental variable `(n) (i.e., a landmark). We assume that these
measurements are acquired synchronously with frequency 1/∆t. Without loss of
generality, each ν(n) is assumed to have identity covariance.
We are interested in the setting where state x(t) and landmarks {`(n)} are all
uncertain, and that the system controller must operate from an estimated state
xˆ(t). It is worth noting that our framework avoids making any implementation-
specific assumptions with regard to this “estimator,” aside from the fact that
it is constrained to operate as a function of the observation history and initial-
izes from a Gaussian prior with mean xˆ0 and covariance P0. For the purposes
of planning well-observable trajectories, this paper will apply a local Linear-
Time-Varying (LTV) assumption which simplifies computation of the “optimal”
error covariance as a deterministic function of the underlying trajectory. It is
worth emphasizing that under this framework, the posterior error covariance
P(T ) reflects the intrinsic (local) observability properties of the trajectory in
implementation-agnostic way.
2.1 Local Linear-Time-Varying (LTV) dynamics
Let
(
x(·), u(·)) define a nominal (noise-free) state/control trajectory pair, that is
it obeys x˙ = f(x, u). The small-perturbation dynamics can then be approximated
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by linearizing f and h about (x, u) and the landmark linearization points {`(n)}.
This gives a stochastic LTV system
dδx(t) ≈
(
Ac(t)δx(t) + Bc(t)δu(t)
)
dt+ Gc(t) dw(t) (3a)
δz(n)(t) ≈ H(x(t); `(n))δx(t) + L(x(t); `(n))δl(n) + ν(n)(t) (3b)
where we have the dropped the explicit dependence on the linearization point(
x(t), u(t), `(n)
)
for clarity. Note that the local observation model (3b) depends
not only on the state deviation δx(t) but also the deviation of the landmark
δl(n).
The estimator error covariance P(t) is defined with respect to an assumed
error state e(t) = xˆ(t)x(t), where the  operator reflects a generalized “differ-
ence” operator on the manifold X. Crucially, for reasons that will be elaborated
later, we specifically avoid representing the landmark deviations in e(t), which
would have quadratic complexity implications on the matrix P(t). This will be
accomplished via a marginalization approach similar in spirit to the MSCKF [17],
and is motivated by the fact that we seek an efficient proxy for estimator per-
formance (capturing “observability” as a function of a trajectory) rather than
an actual estimator implementation.
2.2 Trajectory Optimization
This paper focuses on deterministic, continuous optimal control problems of the
form
min
u(·)
Jc(u) + λJobs(u) (4)
subject to: x˙(t) = f
(
x(t), u(t)
)
x(0) = x0 (5)
u(t) ∈ U x(t) ∈ Xsafe
where we have augmented a “conventional” cost functional Jc, representing a
min-energy or min-time objective, with auxiliary penalty Jobs capturing the
effects of uncertainty. Note that the dynamics constraint (5) is defined via a
noise-free, nominal model.
Note that irrespective of the choice of Jobs, the presence of nonlinear dynam-
ics is generally sufficient to imply that only numeric, local solutions are available
in practice. Thus, choice of a non-convex Jobs does not usually make (4) fun-
damentally harder to solve. However, it is critical that Jobs be differentiable so
that gradient-based methods can still be applied, and that such gradients can
be efficiently computed.
2.3 Choices of Uncertainty Metric Jobs
At a high level, a good choice of uncertainty term Jobs should produce a multi-
objective optimization which smoothly and efficiently trades expedience (cap-
tured by Jc) for estimation performance. A number of choices for Jobs have been
proposed in the literature, but they generally fall into one of three classes.
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Maximizing landmark visibility: A common heuristic in the case of landmark-
based estimators (i.e. visual-inertial odometry) is to maximize some visibility
metric [10, 18]. While this encourages onboard sensors to be pointed towards
informative parts of the environment, it does not explicitly capture the observ-
ability properties of the system.
Maximizing the Observability Gramian or Fisher-information: From
a control-theoretic perspective, [15] and [20] propose maximization of metrics
based on the Local Observability Gramian (LOG). The LOG is equivalent to
the Fisher information up to a constant scaling. Because Λ  0 is singular for
trajectories about which the system is locally unobservable, [15] and [20] propose
maximization of the smallest eigenvalue s1(Λ) ≥ 0.
However, there are some challenges to direct maximization. Each row and
column of Λ corresponds to a different estimated state variable, and can refer
to quantities as varied as positions, velocities, and IMU biases. Maximization of
individual sub-matrices (e.g., the position block) as proposed by [20] maintains
consistent units of measurement, but is information-theoretically equivalent to
conditioning on all other states (treating them all as known) and fundamentally
neglects key observability properties of the system. Joint maximization, on the
other hand, requires some scaling method; two different statistical approaches
are presented in [20] and [19]. Ultimately, direct maximization of Λ is heuristic
and, as pointed out by [22], can produce expensive trajectories (with respect to
Jc) that yield little improvement in actual estimation error.
Minimizing posterior covariance: Following a number of existing works [21,
24], we propose minimization of the posterior estimator covariance P(t)  0. In
contrast to the Fisher information or LOG, the posterior covariance of the EKF
captures uncertainty in both the system dynamics and sensing. Furthermore,
sub-blocks of Pk represent the marginal covariances over those variables, cap-
turing the effects of all other unknown states. Minimization over the trajectory
allows the optimization to smoothly trade-off between minimizing uncertainty
and conventional planning costs, even to the extent of allowing Λk singular at
some instances. Moreover, this trade-off can naturally take into account the ini-
tial uncertainty P0.
In particular, if Y is chosen to select the sub-block of Pk corresponding to
the estimated position wpˆk, then
Jobs(u) ,
K¯∑
k¯=1
tr
(
YPk¯Y
>) = K¯∑
k¯=1
E ||wpˆk¯ − wpk¯||22. (6)
That is, this choice of Jobs explicitly minimizes the mean-squared estimator error
over position (with well-defined units of m2). In a sense, minimizing the posterior
covariance is similar to maximizing Λ, but warped and scaled correctly by the
dynamics and prior uncertainty of the system.
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3 Approximating the SLAM Estimation Process
In order to solve the optimal control problem over the continuum of possible
control inputs, we require an efficient means of computing posterior covariance
as a function of a nominal trajectory. This section outlines our approximation
and how it differs from existing work, and introduces the proposed Structureless
Interval Information Filter (SIIF) framework that will be elaborated in the rest
of the paper.
A key aim of this paper is to efficiently approximate the covariance dynamics
corresponding to the locally-LTV system (3), in order to enable observability-
aware trajectory generation. Note that, if it were not for the dependence on the
environmental features {`(n)}, these dynamics would be given by the familiar
Kalman Filter (KF) equations. While the point (mean) state estimate evolves
according to the realized observations (and is therefore unknown at planning
time), the error covariance evolves deterministically as a function of the under-
lying, linearizing trajectory 3.
3.1 Challenges in the SLAM case
When sensors do depend on landmarks as in (2) – the setting assumed in this pa-
per – predicting and optimizing estimator performance over trajectories becomes
fundamentally more challenging. This is because the locations of landmarks are
usually uncertain (the case assumed in SLAM), and indeed often completely
unknown at planning time. Of course, a number of filtering approaches such as
MonoSLAM [6] and ROVIO [2] account for landmark uncertainty by including
the landmark error {δl(n)} in the error state. However, this augmentation comes
at a quadratic cost with the number of landmarks and is clearly intractable when
numerous rapid evaluations are required for online optimization.
A popular alternative to filtering approaches instead views the estimation
problem over the entire trajectory (i.e., in batch) as a factor graph, as in Fig. 1a.
In a factor graph, variable nodes represent unknowns such as robot poses and
landmark locations, and factor nodes represent measurements or priors. Signifi-
cant work over the last decade has produced efficient estimation techniques over
factor graphs, particularly leveraging sparsity [7, 8, 12, 14] to minimize compu-
tation. However, these techniques assume full knowledge of the graph, which
ultimately depends on sensor field-of-view (FoV) and therefore on both the tra-
jectory and locations of landmarks. When landmark locations are unknown,
observability-aware trajectory optimization could then be viewed as an opti-
3 We distinguish the (linear) KF defined according to the given LTV dynamics from
the Extended KF (EKF) more often used in practice. Unlike the KF, the EKF
re-linearizes the nonlinear dynamics based on its current state estimate, and thus
the ensuing Jacobians and posterior covariance are indeed dependent on the random
observations. In contrast, the determinism of the KF covariance makes it much more
useful for the purposes of observability-aware planning.
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(a) Typical SLAM factor graph
(b) Our Structureless Interval Filter (SIIF) approximation
Fig. 1: The original SLAM factor graph includes both pose and landmark vari-
ables over the trajectory, and its structure depends on FoV constraints and (po-
tentially unknown) landmark locations. Even when the graph is fully known at
planning time, exact computation of the posterior covariance is expensive, pro-
hibiting the multiple evaluations required for online observability-aware plan-
ning. In contrast, our SIIF approximation breaks up the trajectory into time
intervals and discards inter-interval loop closures, Then connectivity can be gen-
eralized by enforcing a landmark visibility weighting within the Jacobians them-
selves, and landmarks can then be marginalized out over each interval. This
produces a compressed sequence of structureless, “bundled” measurements al-
lowing the covariance to be propagated efficiently according to a recursive update
law, as described in Section 4.
mization over (random) graphs – a clearly unsuitable formulation in the context
of online, continuous trajectory optimization 4.
3.2 The SIIF Formulation
To avoid the complexities of the graph-theoretic view, we adopt a “structureless”
filtering formulation similar to the MSCKF [17]. In order to properly account
for landmark uncertainty across timesteps without augmenting the error state
vector, we develop a bundled filter update over time intervals. As illustrated
in Fig. 1b, this can be visualized by explicitly partitioning the factor graph
according to these a priori time intervals and then marginalizing the landmarks.
The resulting estimation problem can be solved algorithmically via a recursive,
bundled updating procedure we refer to as the interval filter.
4 When landmark locations are approximately known, approaches like [8, 14, 27] nev-
ertheless do adopt the search-over-graphs formulation. However, their methods are
restricted to evaluation of a finite set of candidate trajectories.
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It is crucial to note here that for the purpose of optimizing observability-
aware trajectories, we are only concerned with efficiently representing the esti-
mation process, and are not actually producing an estimate. To accomplish this
we only require a (deterministic) model of covariance propagation over time and
do not need to produce an actual state estimate (as this would require access to
“future” observations). Moreover, the interval filtering model proposed in Fig. 1b
is clearly sub-optimal, as it decouples inter-interval connections and loop closures
(thus discarding information). Nevertheless, it will be seen that the computa-
tional and algorithmic benefits of this approximation are significant, and the
resulting model is sufficient to capture the “short-horizon” observability char-
acteristics of SLAM for the purposes of planning. Furthermore, this will enable
generalization to the case where landmark locations are only known in a distri-
butional sense, and thus estimator performance can be predicted well beyond
known space.
The remainder of this paper details how this interval filter is propagated, how
landmarks can be anticipated into the future, and how the resulting covariance
estimate can be used in planning. Section 4 describes how measurements over
each interval can be bundled and the landmarks marginalized out. Additionally,
it proposes a Lie-derivative-based approximation which greatly simplifies Jaco-
bian formation in the case of high-rate sensors such as cameras. Section 5 defines
a privileged class of sensor models (those with Jacobians affine in the landmark
l(n)), and describes how information contributions from all landmarks can be
aggregated directly without explicit (linear-time) summation. Besides expedit-
ing computation, this allows for generalization to distributions of landmarks,
allowing natural reasoning about where new landmarks might be discovered.
Finally, Section 6 gives some preliminary planning results demonstrating that
significant covariance reduction can indeed be achieved for popular systems such
as quadrotor-equipped VIO, and that heuristic alternatives are often ineffective.
4 The SIIF Update
For high-rate sensors such as cameras, simulation of the EKF update (and
subsequent gradient back-propagation) at measurement rate can be intractable
for real-time planning. For this reason, we propose a computationally-efficient
method to “bundle” multiple high-rate measurements into a single update. In
contrast to the traditional Kalman Filter, which proceeds one measurement
timestep at a time, our approximate filter operates on larger “chunks” of time,
incorporating batches of observations according to user-specified interval length
K > 1. The overall planning horizon is comprised of K¯ such intervals, account-
ing for a total of KK¯ individual measurement timesteps. Besides reducing the
total number of “updates” required to model high-rate sensors, this allows for
landmark uncertainty to be marginalized away within each interval, avoiding
the need to track landmark uncertainty across intervals. This marginalization is
information-theoretically “lossy” but yields significant computational and algo-
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rithmic benefits while capturing the fundamental observability characteristics of
the system, particularly over short horizons.
Without loss of generality, assume that measurements are collected every ∆t
seconds and consider a single time interval [0, T = K∆t] for some K > 1. Let
T = {t0 = 0, t1, t2, . . . , tk = T} refer to the set of corresponding (K + 1) evenly-
spaced timesteps. Following a conventional filtering paradigm, assume we are
given a prior estimate xˆ0 with corresponding error e0 ∼ N (0, P0 = S−10 ). From
here, we seek an update equation or algorithm that ingests the proceeding batch
of linearized observations
(
z˜
(n)
1 , z˜
(n)
2 , . . . , z˜
(n)
K
)
and outputs a posterior estimate
xˆK . However, it is worth pointing out that for the purposes of planning, we
do not actually need to do inference (that is, compute the point estimate xˆK).
Rather, in this paper we focus solely on the covariance update, which as discussed
in the previous section can indeed be considered a deterministic function of the
nominal trajectory.
From the continuous-time LTV dynamics (3), we can produce a discrete-time
error dynamics model
ek+1 =
(
I +∆tAc(xk, uk)
)︸ ︷︷ ︸
,Ak
ek +
√
∆tGc(xk, uk)︸ ︷︷ ︸
,Gk
wk (7)
z˜
(n)
k = σ(xk, `
(n)) H(xk; `
(n))︸ ︷︷ ︸
,H(n)k
ek + L(xk; `
(n))︸ ︷︷ ︸
,L(n)k
l˜(n) + ν
(n)
k (8)
where σ(x; `(n)) ∈ [0, 1] indicates the “visibility” of landmark `(n) from state
x. When σ(x; `(n)) = 0 (i.e., the landmark is out of view), and no information
is obtained. Under evaluation, σ takes “hard” values of {0, 1}, but during opti-
mization it will be useful to instead apply a smooth approximation as in [28].
A candidate choice of σ tailored for use with pinhole camera models is given in
Appendix A.
For the purposes of our interval filtering approximation, it will be useful to
assume that visibility is constant over each interval – that is, we will replace (8)
with
z˜
(n)
k ≈ σ(x0, `(n)) H(xk; `(n))︸ ︷︷ ︸
,H(n)k
ek + L(xk; `
(n))︸ ︷︷ ︸
,L(n)k
l˜(n) + ν
(n)
k . (9)
Though clearly approximate, this will allow significant computational speedup
and is intuitively reasonable for short interval lengths.
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4.1 Overview: Update in information space
From (7) it is straightforward to write the error state trajectory over the interval
e1
e2
...
eK
 =

A0
Φ10
...
ΦK−10

︸ ︷︷ ︸
,A(x0,u0)
e0 +

G0
A1G0 G1
Φ21G0 A2G1 G2
...
...
...
. . .

︸ ︷︷ ︸
,G(x0,u0)

w0
w1
w2
...
wK−1

︸ ︷︷ ︸
,W
(10)
where the error state transition matrix Φk1k2 , Φ(tk1 , tk2) ≈ Ak1 Ak1−1 . . . Ak2 .
Using (9), the corresponding measurement innovations for each landmark
`(n) can be written
z˜
(n)
1
z˜
(n)
2
...
z˜
(n)
K
 = σ(x0; `(n))
(
blkdiag

H
(i)
1
H
(i)
2
...
H
(i)
K

︸ ︷︷ ︸
,H(x0,u0;`(n))

e1
e2
...
eK
+

L
(i)
1
L
(i)
2
...
L
(i)
K

︸ ︷︷ ︸
,L(x0,u0;`(n))
l˜(n)
)
+

ν
(n)
1
ν
(n)
2
...
ν
(n)
K

︸ ︷︷ ︸
,V(n)
(11)
= σ
(n)
0
(
H(n) [A G] [e0W
]
+ L(n) l˜(n)
)
+ V(n) (12)
where for clarity we’ve introduced the shorthand H(n) = H(x0, u0; `(n)) and
L(n)(x0, u0; `(n)) and otherwise suppressed the (x0, u0) dependence.
As shown by Mourikis et al. [17], the landmark error l˜(n) can be marginalized
out by computing the left-nullspace matrix Q(n) subject to
Q(n)>L(n) = 0 and Q(n)>Q(n) = I. (13)
Then left-multiplication of (12) by Q(n)> produces a marginalized innovation
Z(n)exp , σ(n)0 Q(n)
>H(n) [A G]︸ ︷︷ ︸
,Hexp(x0,u0;`(n))
[
e0
W
]
+Q(n)>V(n) (14)
(14) allows us to interpret the sequence of measurements corresponding to `(n)
as a large, joint measurement over e0 and W. Note that by construction, the
Q(n)>V(n) term refers to an i.i.d. additive noise with unit covariance. This per-
spective allows the joint information over (e0,W) to be combined additively
as
Λ0(x0, u0) =
[
S0 0
0 I
]
︸ ︷︷ ︸
,Λprior0
+
N∑
n=1
σ
(n),2
0 Hexp(x0, u0; `(n))>Hexp(x0, u0; `(n))︸ ︷︷ ︸
,ΛZ0 (x0,u0;`(n))
. (15)
12 Kristoffer M. Frey et al.
In (15) we recall the functional dependence of the underlying Jacobians and the
visibility score σ on the nominal trajectory over the interval, which in turn is a
deterministic function of x0 and the control over the interval u0. Furthermore,
note that the information matrices involved are defined jointly over a single error
state e0 and the interval-length process noise W.
While (15) gives a convenient form for the information “update”, we still
must propagate the uncertainty from initial state e0 to the error state at the
end of the interval eK and marginalize out the nuisance variableW. Fortunately,
we have from (7) we have[
eK
W
]
=
[
ΦK0 Φ
K
1 G0 Φ
K
2 G1 . . . GK−1
0 I
]
︸ ︷︷ ︸
,M(x0,u0)
[
e0
W
]
and it is then straightforward to verify that
ΛK = M
−>Λ0M−1. (16)
Note that inversion of M is possible so long as ΦK0 is invertible (a very mild
condition), and can be significantly accelerated by leveraging the block sparsity
pattern. From ΛK , the marginal covariance over ek can be extracted via Schur
complement
SK = [ΛK ]eK ,eK − [ΛK ]eK ,W [ΛK ]−1W,W [ΛK ]W,eK . (17)
Taken together, (10-17) describe an exact (up to the constant visibility as-
sumption) information update under our “interval filter” paradigm. Crucially,
we avoid ever explicitly representing the uncertainty over landmarks, and as long
as the visibility function σ(x0, u0) is a smooth function of the initial state and
interval control, SK = SK(x0, u0) will be also.
However, there are a few limitations of this “explicit” approach. First, di-
mensionality of the batch Jacobians in (10) and (12), and thus the dimension-
ality of W and Λ0, grows with the size of the interval, and this multi-step inte-
gration represents non-trivial computation. Secondly, and more relevant to the
SLAM problem, evaluation of Λ0 according to (15) requires explicit formation
and summation of information contributions from each of the N landmarks.
For observability-aware motion planning, this additionally requires knowledge of
the linearization points {`(n)} at planning time, a restrictive assumption that
prohibits anticipation into unknown space. The remainder of this section will
address the first issue by introducing a Lie-derivative-based approximation of
ΛZ0 (x0, u0; `
(n)), and a generalization beyond the finite landmark set {`(n)} will
be the subject of Section 5.
4.2 A Lie-Taylor approximation of ΛZ0
In this section we introduce a Taylor-style approximation of ΛZ0 based on the
Lie derivatives of h
(
x(t); `(n)
)
. This approach effectively approximates the batch
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Jacobians (10) and (12) in a fixed-dimensional representation (i.e., independent
of interval length K). In doing so, the interval process noise W is approximated
in a fixed-dimensional form – this is naturally desirable, as W is ultimately a
“nuisance” variable modeling an abstract noise source, and “exact” representa-
tion is neither well-defined nor necessary. Ultimately, our approach here can be
considered a stochastic extension of the approximation proposed in a slightly
different context by Preiss et al. [20].
Let jLh(x0, u0; `
(n)) represent the j-th Lie derivative of h
(
x(t); `(n)
)
with
respect to the nominal dynamics f taken at x(0) = x0. Then for small t > 0, we
can approximate the instantaneous measurement model as
h
(
x(t); `(n)
) ≈ r−1∑
j=0
tj
j!
jLh(x0, u0; `
(n)) (18)
using the first r Lie derivatives taken at x0.
However, the Lie derivatives {jLh} take into account only the nominal dy-
namics and neglect any form of process uncertainty. To address this, we would
like to find a finite-dimensional representation of Brownian noise process w(t) as
it appears in the continuous diffusion (1). However, the continuous-time process
w(t) is of course infinite-dimensional. Instead, we locally model the continuous-
time error dynamics via a particular jump process with a “matching” discrete-
time approximation. This effectively amounts to applying a fixed-dimensional
process noise “all-at-once” as an instantaneous “jump” at t0. More specifically,
say that at time t0 = 0,
e+0 = e0 +
√
tKΦ
0
K(x0, u0)Gc(x0, u0)w0 =
[
I
√
tKΦ
0
KGc
]︸ ︷︷ ︸
,E(x0,u0)
[
e0
w0
]
(19)
where w0 ∼ N (0, I) as before. From our discrete-time dynamics (7) we can
verify
eK ≈ ΦK0 e0 +
√
tKGcw0 = Φ
K
0 e
+
0 , (20)
suggesting that (19) is a reasonable perturbation model. Of course, the stochas-
tic jump at t0 is zero-mean, and therefore the linearization point x
+
0 = x0 is
unaffected.
Now, from (18) we can write the instantaneous measurement Jacobian with
respect to the perturbed initial error state e+0 as a sum of the Jacobians of the
corresponding Lie derivatives
z˜
(n)
k = σ
(n)
0
r−1∑
j=0
tjk
j!
[
jH(n) jL(n)
] [ e+0
l˜(n)
]
+ ν
(n)
k
= σ
(n)
0
r−1∑
j=0
tjk
j!
[
jH(n)E jL(n)
]  e0w0
l˜(n)
+ ν(n)k (21)
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where jH(n) = jH(x0, u0; `
(n)) and jL(n) = jL(x0, u0; `
(n)) are the Jacobians of
the i-th Lie derivative with respect to e+0 , l˜
(n), respectively. Note that use of
Lie derivatives as in (21) is particularly attractive because it avoids the need for
explicit (and linearized) integration Jacobians as in (10).
As before, we need to combine the measurements {z˜(n)k } over the all k and
marginalize out the landmark error l˜(n). Rather than doing this explicitly, first
note that the total information over (e+0 , l˜
(n)) can be expressed
K∑
k=1
r−1∑
i=0
r−1∑
j=0
( tik
i!
[
jH(n) jL(n)
] )>( tjk
j!
[
jH(n) jL(n)
] )
=

jH(n) jL(n)
jH(n) jL(n)
...
...
jH(n) jL(n)

>
(
W ⊗ Im×m
)

jH(n) jL(n)
jH(n) jL(n)
...
...
jH(n) jL(n)
 (22)
where ⊗ represents the Kronecker product. The r × r coupling matrix W is
defined element-wise as
W(T )ij = λi+j(T )
i!j!
and λs(T ) ,
K∑
k=1
(tk)
s (23)
where indices i, j run from 0 to (r−1) (i.e., they are zero-indexed). The form (22)
indicates that by expressing the measurement model as a finite sum of its Lie
derivatives, the combination of measurements over the interval can be expressed
as a stacked Jacobian of finite dimension. The magnitude and couplings between
contributions from different derivatives is determined by the measurement times-
tamps T and captured by W(T ), whereas the rank and observability structure
of the information contribution are determined by jH(n) and jL(n). Crucially, the
inclusion of higher-order derivatives generally increases the rank of the bundled
measurement, capturing the fact that states that are unobservable under a single
measurement may become observable over multiple sequential sensor readings.
Letting the marginalization matrix Q(n) be defined according to
Q(n)>(W ⊗ I) 12

jL(n)
jL(n)
...
jL(n)
 = 0 and Q(n)>Q(n) = I (24)
we can define a Lie-Taylor based measurement residual as
Z(n)lie = Q(n)
>
(W ⊗ I) 12

jH(n)
jH(n)
...
jH(n)
 E
︸ ︷︷ ︸
,Hlie(x0,u0;`(n))
[
e0
w0
]
+Q(n)>V(n). (25)
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Note that W(T ) is independent of x0 and `(n), and thus the matrix square root
is constant and can be pre-computed.
From (25) the information contribution ΛZ0 (x0, u0, `
(n)) over (e0,W = w0)
can be computed for each `(n), and the update and propagation can proceed as
before. The overall update-propagation procedure for the interval filter is given
in Algorithm 1.
Algorithm 1: Interval Filter Update
Input: Nominal state and control x0, u0
Input: N landmark linearization points {`(n)}
Input: Measurement timestamps T = {t0, t1, . . . , tK}
Input: Prior info matrix S0 = P
−1
0 over e0
Output: Posterior info matrix SK = P
−1
K over eK
/* Build Λ0 */
1 Λ0 ←
[
S0 0
0 I
]
// init joint info over (e0,W)
/* For each landmark */
2 for n in {1, 2, . . . , N} do
3 σ0 ← σ(x0, `(n)) // compute visibility
4 if σ0 > 0 then
/* Info contribution via explicit or Lie-Taylor method. */
5 ΛZ ← ComputeInfoContribution(T , x0, u0, `(n))
6 Λ0 ← Λ0 + σ20ΛZ
7 end
8 end
/* Propagate and marginalize */
9 ΛK ← M−>Λ0M−1 // see (16), can be implemented sparsely
10 SK ← SchurComplement(ΛK) // see (17)
5 Handling Many Landmarks
The preceding discussion assumed a generic (albeit sufficiently differentiable)
per-landmark observation function h(x; `). Moreover, it is clear from Algorithm
1 that the measurement bundling and landmark marginalization approximations
as stated will still assume an explicit (and finite) set of landmark linearization
points {`(n)}, and computation will still scale linearly with the landmark count
N . However, it is often the case that hundreds of landmarks are being tracked
and estimated, and independent computation of H(x; `(n)) for each landmark
can be prohibitive. The restriction to finite landmark sets is additionally limiting
because it makes it difficult to model how future landmarks may discovered when
planning into unknown space. Similar in spirit to [28], we would like to instead
generalize the finite sum over landmarks in (15) into an evaluation against a
more general landmark distribution.
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5.1 A Convenient Class of Measurement Models
Consider the case when there exists a local parameterization of the landmark
l ∈ Rnl such that the observation function h(x; `) is affine in the l. That is,
assume h can be written
h(x; `) = h0(x) +
nl∑
i=1
lihi(x) =
∑
i=0
l0hi(x) (26)
where for simplicity we “homogenize” the l vector by augmenting it with a fixed
zero-index element l0 = 1. From (26) it is straightforward to verify that the
following conditions hold for all Lie derivatives j:
jH(x; `) =
nl∑
i=0
li
j
iH(x) and
jL(x; `) = jL(x) (27)
These conditions, which refer to as the Jacobian conditions, in turn are suf-
ficient to guarantee that the marginalizing operator Q(n)(x) is independent of
`(n), and that
H(x; `(n)) =
nl∑
i=0
liiH(x). (28)
(28) implies thatH is affine, which allows us to write the sum-over-landmarks
in (15) as
N∑
n=1
σ2(x; `(n))H(x; `(n))>H(x; `(n)) =
nl∑
i=0
nl∑
j=0
ηij(x)iH(x)>jH(x) (29)
where the landmark mass coefficients
ηij(x) =
N∑
n=1
σ2(x; `(n))lilj (30)
describe a visibility-weighted distribution of landmarks over the state space X.
Note that (29) only requires explicit formation of the nl + 1 affine coefficient
matrices iH(x), rather than computing H(x; `) separately for each of the N
landmarks. The (nl + 1)
2 distribution parameters ηij(x) then fully describe how
much “landmark” is visible from a given state x ∈ X. If these “mass coefficients”
were computable in constant-time, so would the total information Λ(x).
Fortunately, there exist useful observation models for which the affine condi-
tion (26) is met. In fact, any affine function of the relative landmark position (for
example in the vehicle body frame) bl = wR>b (
wl− wp) has this property. While
this category does not include perspective camera projection, it does include or-
thographic projection, which has often been used as a proxy [13]. This provides
a convenient approximation for visual-SLAM systems, for which observability-
based planning has already demonstrated benefit [10, 18, 27]. It is worth noting
that the decomposition (29) is much more general than that proposed by [28],
applying to any visibility function σ(x; `) and the full class of affine observation
models.
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Algorithm 2: Interval Filter Update (Affine Jacobians)
Input: Nominal state and control x0, u0
Input: Landmark distribution M
Input: Measurement timestamps T = {t0, t1, . . . , tK}
Input: Prior info matrix S0 = P
−1
0 over e0
Output: Posterior info matrix SK = P
−1
K over eK
/* Build Λ0 */
1 η ← ComputeMassCoefficients(x0,M)
2 Λ0 ←
[
S0 0
0 I
]
// init joint info over (e0,W)
3 for i, j in {0, 1, . . . , nl} do
4 Λ0 ← Λ0 + ηij iH(x0, u0)>jH(x0, u0) // accumulate affine components
5 end
/* Propagate and marginalize */
6 ΛK ← M−>Λ0M−1 // see (16), can be implemented sparsely
7 SK ← SchurComplement(ΛK) // see (17)
5.2 Interpretation of the Mass Coefficients
Intuitively, the mass coefficients ηij represent a visibility-weighted landmark
distribution, and may be interpreted a number of ways.
An optimized implementation. When computing the SIIF update against
a finite set of landmarks {`(n)}, (29) allows the affine components iH(x0, u0) to
be computed once for all landmarks and then directly combined.
Pre-computation and lookup. When σ depends on a low-dimensional
component of the state space y = g(x), that is that σ(x; `) = σ(y; `), this y-
space can be discretized and corresponding values of the mass coefficients can
be pre-computed. Then computation can be approximated by a lookup table.
For example, the authors of [28] do exactly this for a particular choice of σ,
discretizing over a workspace in R3.
A (possibly learned) prior. In many online robotics applications, land-
marks are discovered and tracked in real-time as they enter the sensor’s FoV.
As trajectories are often planned to the edge of (or beyond) the sensing hori-
zon, planning strictly against the currently-estimated cloud may lead to myopic,
undesirable behaviors such as “turning-back.” This is because the reliance on a
finite landmark set {`(n)} in (15) affords no mechanism for anticipation of where
new landmarks may appear. However, if η(x) is interpreted as (and replaced by)
a predictive model over X, then the affine update (29) will naturally extend into
into unknown space.
In this paper, we leave implementation of a predictive landmark model for
future work. For now, our experimental results focus on demonstrating the com-
putational advantages of the affine formulation.
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6 Results
Our approach was evaluated in simulation on a VIO-equipped quadrotor anal-
ogous to that used in the EuRoC MAV dataset [4]. The 21-DoF estimator dy-
namics are assumed IMU-driven, with uncertain IMU biases and camera ex-
trinsics calibration. The 12-DoF plant dynamics are driven by a commanded
mass-normalized thrust c and angular moments bτ . The full dynamics are given
below.
x =
(
wp wv wqb
bω
)
u =
(
c bτ
)
e =
(
wp˜ wv˜ wq˜b
bb˜a
bb˜ω
cq˜b
c˜tb
)
Plant dynamics:
d
dt
wp = wv
d
dt
wv = wa = cwqb(e3) +
wg + ηa
d
dt
wqb =
bω
d
dt
bω = J−1
(
bτ + ητ − [bω]×Jbω
)
IMU model:
bωm =
bω + bω + νω
bam =
wq−1b (
wa− wg) + ba + νa
Estimator dynamics:
d
dt
wpˆ = wvˆ
d
dt
wvˆ = wqˆb(
bam − bˆa) + wg
d
dt
wqˆb =
bωm − bˆω
Error dynamics:
d
dt
wp˜ = wv˜
d
dt
wv˜ ≈ −cwRˆbE3wq˜b − wRˆb b˜a − νa + ηa
d
dt
wq˜b = − b˜ω − νω
The orthographic projection model given landmark position wl(`) in R3 is
h(x, `) =
[
I2 02×1
] (
cRb
wR>b (
wl− wp) + ctb
)
(31)
where the rigid-body transform (cRb,
ctb) describes the (uncertain) body-to-
camera offset. In our simulation, the camera is forward-mounted and captures
measurements at a rate of 1/∆t = 50 Hz.
6.1 Validation of Lie-Taylor Approximation
To evaluate the Lie-Taylor approximation described in Section 4, we can com-
pare the approximation (25) with the explicit form (14). The results over vary-
ing interval length T are plotted in Fig. 2, and show that while error of course
grows with time, satisfactory approximation is achieved for time horizons corre-
sponding to the accumulation of 10 or more measurements in either case. The
computational advantage of our approximation is demonstrated in Table 1, in
which computation times of the full Jobs objective are compared.
Observability-Aware Traj. Optimization for Landmark-based Estimators 19
0 0.05 0.1 0.15 0.2 0.25 0.3
Interval length T [s]
0
5
10
15
M
ea
n 
tra
ce
10 5
0
20
40
60
80
Gramian prediction
Explicit
Lie-Taylor
0 0.05 0.1 0.15 0.2 0.25 0.3
Interval length T [s]
1.5
2
2.5
0
20
40
60
80
100
R
el
at
iv
e 
er
ro
r [%
]
Covariance P prediction
Explicit
Lie-Taylor
Fig. 2: Numerical comparison between empirical and Lie-Taylor implementations
for a single interval-filter update over varying interval lengths T = K∆t. The left
plot shows results for the information Gramian [ΛZ(T )]e0,e0 (the sub-block of
the information matrix pertaining to initial ego-state e0), and the right plot does
the same for the posterior covariance P(T ) given P(0) = 0.3I. Unsurprisingly,
both the explicit and Lie-Taylor forms of ΛZ increase monotonically with T , as
more measurements are included in the update. More interestingly, the relative
error between ΛZexp and ΛZ lie is near-constant over the horizon T . Moving
to the covariance results in the right plot, note that the traces of the estimates
track well for low T , but ultimately diverge exponentially as should be expected.
Nevertheless, Lie-Taylor prediction of P(T ) achieves reasonable accuracy over
moderate intervals.
6.2 Value of Posterior-Covariance Objective
We compared the performance of the posterior-covariance objective (6) to several
heuristics:
– Maximizing landmark visibility: The method labeled max-visibility
explicitly maximizes the total visibility along the trajectory, using the smooth
visibility function given in (34)
Jobs ,
K¯∑
k¯=1
N∑
n=1
σ
(
x(tk); `n
)
. (32)
– Max Fisher information: Following [20], max-gramian maximizes the
smallest eigenvalue of the information Gramian (i.e., the Fisher information)
Jobs , s1
( K¯∑
k¯=1
Yv[Λk(xk, uk)]ek¯,ek¯Y
>
v
)
. (33)
Because our sensor model (31) assumes unknown landmarks, absolute posi-
tion is unobservable and therefore the position sub-matrix of Λk is always
zero. Therefore we chose Yv to extract the velocity
wv˜ sub-block of Λk.
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Table 1: Averaged timing for SIIF covariance propagation on a consumer lap-
top over the full trajectory with K = 7 and K¯ = 11 (includes computation of
analytic gradients required for optimization). As can be seen, our Lie-Taylor ap-
proximation represents a significant computational speedup, and exploitation of
affine sensor models as in Alg. 2 allows for scaling to large numbers of landmarks.
Sensor Bundling N = 10 N = 20 N = 50 N = 100
Ortho cam Explicit 265 [ms] 430 [ms] 966 [ms] 1862 [ms]
Lie-Taylor 19 [ms] 33 [ms] 77 [ms] 151 [ms]
Ortho cam (affine) Explicit 395 [ms] 406 [ms] 402 [ms] 420 [ms]
Lie-Taylor 18 [ms] 17 [ms] 18 [ms] 17 [ms]
Additionally, we consider the efficacy of various approximations of the posterior-
covariance during planning. For example, pc-exact uses the explicit form of the
SIIF update (14), more accurately reflecting how estimator covariance is eval-
uated in practice. The method labeled pc-lie applies our Lie-Taylor approxi-
mation as given in (25) to computing Jobs, and pc-lie-cond takes the further
approximation of assuming landmarks are fully known (that is, conditioning on
rather than marginalizing out the landmark uncertainty).
These three posterior covariance methods, alongside the heuristics, were eval-
uated across a batch of 50 programmatically-generated motion-planning prob-
lems. In each trial, a random starting state and goal position is selected, and a
corresponding baseline trajectory identified by minimizing Jc. Then this trajec-
tory is refined under the augmented objective (4) via IPOPT [26], by replacing
Jc with Jobs in the objective and constraining that the conventional cost Jc
may not increase beyond a fixed percentage r0. As the tradeoff allowance r0
is increased, the refined trajectory accepts larger increases in conventional cost
Jc for more significant reductions in the uncertainty objective Jobs. It is worth
noting that while smooth FoV approximations (see App. A) may be used during
optimization, the output trajectories are evaluated using the explicit measure-
ment rollout (14) and hard visibility indicator 1vis(x; `). For our purposes here,
pc-exact can be considered to define the Pareto front between observability and
expedience.
Fig. 3 shows that our approximation pc-lie is nearly as effective as pc-exact
in guiding the solver towards well-observable trajectories, achieving significant
RMSE reductions at moderate marginal cost. Moreover, the heuristic objectives
(max-viz and max-gramian) and incorrect sensor model (pc-lie-cond) are far
less effective, often pushing the solver towards irrelevant and unhelpful solutions.
A central goal of observability-based planning is to avoid instances where
uncertainty grows to dangerous or catastrophic levels. Fig. 4 plots position un-
certainties along a large number of simulated trajectories for the two systems.
Unrefined trajectories can develop large uncertainty, often well beyond safe lev-
els, and heuristic refinement methods do not ensure good performance in all in-
stances (even if they do well on average). In contrast, refinement via the pc-lie
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Fig. 3: Each choice of Jobs defines an effective trade-off curve between trajec-
tory cost Jc and estimation improvement (larger is better). We plot this curve
by sweeping through the weighting parameter r0 and aggregating results for a
batch of random trials. Refinement based on heuristic objectives (see max-viz
and max-gramian) or approximate sensor models (see pc-lie-cond) does not
always yield significant estimation improvement. In contrast, minimization of
the posterior covariance (via pc-lie or pc-exact) produces better estimation
improvement for the same Jc cost increase.
objective effectively moderates uncertainty growth across a variety of conditions,
ensuring safety.
Note that our computational complexity results in Table 1 demonstrate that
pc-lie is indeed far less expensive than pc-exact, while being nearly as effec-
tive in guiding the optimizer towards well-observable trajectories. This further
validates our Lie-Taylor approximation and demonstrates its applicability for
online trajectory generation.
7 Conclusions
Our results indicate that significant estimation improvement can be achieved by
explicitly considering observability during trajectory generation. While posterior-
covariance minimization is not novel in itself, we address several computational
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Fig. 4: Evolution of the covariance traces shown for each refined trajectory, un-
der varying settings of r0. For a chosen “safety” threshold (dashed horizontal
line), histograms of expected violation time are shown on the right. Without
any refinement (black), uncertainty can grow without bound, but refinement
under posterior-covariance objectives tend to keep uncertainty bounded, even
for relatively low r0. Other methods are significantly less effective at curbing
uncertainty growth and ensuring safety.
challenges that arise in the case of landmark-based estimators (i.e., visual SLAM).
In doing so, we reduce algorithmic complexity from quadratic to near constant in
the number of landmarks N , opening the door to online, real-time observability-
aware planning. Furthermore, we identify a natural mechanism allowing for
generic (and non-finite) landmark distributions, which ultimately enables ex-
tension of estimator performance prediction into unknown space.
In ongoing work, we are developing a real-time implementation capable of
online motion planning for a VIO-enabled quadrotor. Furthermore, we hope to
further explore the idea of learned landmark distributions.
Additionally, it is likely that orthographic projection will not ultimately pro-
vide an optimal analog for real-world cameras, which are usually modeled under
perspective projection. Identifying a more accurate affine approximation of per-
spective projection is of direct interest, but for now is left as the subject of future
work.
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A Modeling Field-of-View
Because landmarks are often distributed non-uniformly, it is important that
generated trajectories point sensors towards informative regions of the envi-
ronment. For the purposes of continuous observability-aware optimization, we
(similar to [18,28]) seek a function σ(x; `) ∈ [0, 1] that smoothly interpolates the
“hard” visibility indicator 1vis(x; `) ∈ {0, 1}.
As observed in Alg. 1 and 2, for our purposes we actually use the squared
visibility σ2(x; `). One choice well-suited for a pinhole camera model is
σ2(x, `) =
{
1
2
(
cos aθ + 1
) |θ| < θmax
0 else
(34)
where
θ = cos−1
(
eˆ>cl
cl>cl
)
∈ [0, pi] (35)
is the angle between the optical axis eˆ and the landmark vector cl in the camera
frame. The scaling parameter can be chosen a = pi/θmax, ensuring that σ
2 is
continuous and differentiable. In practice θmax can be chosen to exactly match
the (assumed conical) FoV of the sensor, or taken slightly larger to improve
convergence of the optimization.
It may appear problematic that the inverse cosine cos−1(y) is not differen-
tiable in its argument at y = cos θ = 1 ⇐⇒ θ = 0 (and its derivative in the open
interval θ ∈ (0, pi] is unbounded). Fortunately, the composite function σ2(y) is
differentiable in y for all θ ∈ [0, pi] with bounded derivative, as shown in Fig. 5.
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Fig. 5: Our visibility weighting function (34) plotted against θ [blue]. The deriva-
tive ∂σ
2(cos θ)
∂ cos θ is plotted as a function of θ in red, and both are clearly continuous
(and bounded) over the entire domain [0, pi].
B Computing Gradients through Marginalization
As pointed out by Mourikis et al. [17], computing a left-nullspace matrix Q(n)
of L(n) satisfying (13) can be accomplished via a partial SVD.
L(n) = U
[
Σ1
0r×n
]
V> =⇒ Q(n) = U
[
0n×r
Ir
]
(36)
Then the linearized residual (12) can be made independent of landmark error
l˜(n) by application of Q(n)>. However, in a continuous optimization framework,
we need to be able to compute gradients through this marginalization process.
While the SVD is differentiable in general [23], we identify a simpler form
of dQ(n). Letting L(n) have dimension m × n with m > n, then Q(n) will have
dimension m× (m− n). Letting r = m− n, then a suitable dQ(n) must also be
m× r and satisfy differentiated forms of the constraints (13).
dQ(n)>L(n) +Q(n)> dL(n) = 0r×n (37)
dQ(n)>Q(n) +Q(n)> dQ(n) = 0r×r (38)
It is straightforward to verify that these conditions will be satisfied by any dQ(n)
such that
dQ(n) = U
[
Z1
Z2
]
(39)
Z1 = −Σ−11 V> dH>` Q(n) (40)
Z2 = −Z>2 (skew-symmetric) (41)
where the inverse of diagonal Σ1 is trivial to compute, and Z2 can conveniently
be taken as 0n×n. In practice, this recipe is inexpensive to compute and straight-
forward to implement.
