Abstract. The authors propose a new variation of random walks called ladder chains L(r, s, p). We extend concepts such as ruin probability, hitting time, transience and recurrence of random walks to ladder chain. Take L(2, 2, p) for instance, we find the linear difference equations that the ruin probability and the hitting time satisfy. We also prove the recurrence of a critical case (p = √ 2 − 1). All approaches of these results can be generalized to solve similar problems for other ladder chains.
Introduction
Research on random walks has a long history. The random walk problem was first formally proposed by Pearson in 1905 [9] . At the same year, Rayleigh solved it and extended the problem to 2-dimensions [11] . Later on, Pólya discussed the recurrence of random walks of several dimensions in his paper [10] . After that, Erdős and Rényi initiated the study of random graphs in [4, 6] and greatly advanced the research on graph theory. There is also much research on discrete variations of random walks such as Lévy flight, random walks on Riemannian manifolds, and random walks on finite groups (see [12, 1] ). In the past several decades, the related theoretical work has made a tremendous success in various fields, including but not limited to, physics, psychology, computer science, and solving Laplace's equation (see [13, 8, 2, 7] ).
However, to the best knowledge of the authors, there is little mature research on the variation of random walks as follows. Suppose {ξ n } is a sequence of independent and identically distributed random variables and X = (X n , n 1) is a stochastic process, where X n is a simple function of (ξ n , · · · , ξ n−r+1 ) unrelated to n. Define S n = X 1 + · · · + X n . Then it is natural to ask the three questions as below.
(Q-1) What is the ruin probability for {S n }?
(Q-2) How to calculate the mean duration of this case? (Q-3) Can we define the transience and recurrence about {S n } similarly to Markov chains, along with an easy criterion?
Although it is easy to see that (S n , n 1) is a second order Markov chain, we cannot directly apply the properties of higher order Markov chain to answer the above questions. Therefore, we start from a new perspective and solve these kinds of problems using the methods for random walks in [14] . The rest of the paper is organized as follows. In Section 2, we give and prove the linear differential equation that the ruin probability satisfies, using reflection principle. This is followed in Section 3 by proving the existence of the mean duration and the linear difference equation it satisfies. Finally, we compute the "absorption probability" for a critical case and derive the recurrence of this case in Section 4.
How likely is the gambler ruin?
Think about such a question. Suppose two gambler A and B are gambling under the rule as follows. If A wins B, B gives A a coin; otherwise, A gives B a coin. Specially, if A wins B both this round and previous round, B has to give A an extra coin. We already know that the probability that A wins B is p > 0 and they have a and b coins respectively. How likely is A before B to ruin within finite rounds? It is easy to find that this problem is a variation of the gambler's ruin problem. To solve it, we first introduce some notations.
Consider the Bernoulli scheme (Ω, A, P), where
and S k = X 1 + · · · + X k . For any n ∈ N and starting point x ∈ R, define S x n = x + S n and stopping time
2) where L < U are two integers. Let
and
Obviously we have for any positive integer k,
as the boundary conditions.
Proof. It is easy to see that {A x k } ∞ k=1 is a sequence of increasing events. Therefore,
The monotone convergence theorem promises the convergence of {α k (x)}, that is lim
exists and is in [0, 1] . Similarly, we know lim k→∞ β k (x) exists and is in [0, 1].
The following theorem gives the values of α(x) and β(x).
Theorem 2.2. Suppose U − L 4, then the α(·) defined above are the unique solution of the linear difference equation
And the β(·) defined above are the unique solution of the linear difference equation
Proof. We only give the proof of β(·). For k 2 we have
Similarly,
Notice that
so we have
For L + 1 x U − 3 and positive integer k, define
In other words, L k is the least positive number l such that ξ l = −1. Then we have
From the above two figures we can see that the paths
in B x k satisfying L k 3 are in one-to-one correspondence with the paths
k−1 satisfying ξ 1 = 1. By the reflection principle, we know
Furthermore,
which means that
Combine (2.14), (2.17) with
and we get
According to Theorem 2.1 and (2.5), we finally find the linear difference equation that β(x) satisfies. According to the theory of linear difference equations, (2.7) has and only has one solution β(·). By the same token, we can get the corresponding conclusion for α(·).
The answer to the question we asked at first is a direct corollary of the above theorem as follows.
Corollary 2.3. The probabilities that A ruins before B within finite rounds and B ruins before A within finite rounds are β(0) and α(0) respectively, where α(·), β(·) can be computed by (2.6) and (2.7) after setting L = −a and U = b.
4 are two integers and α(·), β(·) follows Theorem 2.1.
which has the only solution 0. Therefore, α(x) + β(x) = 1.
According to the Theorem 2.2 and its proof, whether U − L 4 or U − L < 4, U, L and x are integers or not, we always have the following corollary.
Hence, as the classic gambler's ruin problem, we can conclude that there must be one of the two gamblers ruin within finite rounds.
When will a gambler ruin?
We have defined the τ x k as a stopping time from above. In this section, we will first give the linear difference equation that m k (x) = Eτ x k (obviously it exists because it is bounded) satisfies, and then prove the existence of lim k→∞ m k (x) for any integer x ∈ [L, U ] and 0 < p < 1.
For simplicity, we assume that U and L are two integers satisfying U − L 4 and x is an integer between them in the rest of the paper. 
Proceed as in the derivation of the recurrent relations for β k (x) and we have
Combining the boundary conditions that
with (3.2) and (3.6) gives the linear difference equation showed in (3.1).
Theorem
Proof. See Appendix A.
Ladder Chains
In this Section, we generalize the S n in the Section 2 to a specific r-th order Markov Chain named ladder chain, denoted by L(r, s, p), and prove the recurrence of L(2, 2, √ 2 − 1).
Basic Concepts
and s is a positive integer. Define
1)
and S n = X 1 + X 2 + · · · + X n . Then we call the stochastic process S = (S n : n 1) a ladder chain with order r, step s, and probability p, simply denoted by S ∼ L(r, s, p).
Similar to the transience and recurrence of a state of a Markov chain, we can define the transience and recurrence of a ladder chain here. Otherwise, the ladder chain S is said to be recurrent.
Recurrence of L(2, 2,
Before demonstrating the recurrence of the ladder chain L(2, 2, √ 2 − 1), we first prove a rather intuitive theorem about the ruin probability when U or L are infinite. Theorem 4.1. Suppose S = (S n : n 1) ∼ L(2, 2, p) and x is a given positive integer. Then for p = √ 2 − 1, P(S n x for some n 1) = P(S n −x for some n 1) = 1.
Proof. It is easy to see that the event {ω : S n x for some n 1} ⇔ {ω : the particle leaves (−∞, x) from 0}
and {ω : S n −x for some n 1} ⇔ {ω : the particle leaves (−x, +∞) from 0}
(4.5) Therefore, we have P(S n x for some n 1) = β(0)
, P(S n −x for some n 1) = α(0)
(4.6) Solving the characteristic equation of (2.7) gives λ 1 = λ 2 = 1,
Therefore, the general formula of β(x) is given by
where
Since for fixed U ∈ R, It is easy to see that the p 0 = √ 2 − 1 here is the probability such that EX k = 0, ∀ k 2 of L(2, 2, p 0 ). We end the paper with a theorem about the transience and recurrence of the ladder chain L (2, 2, p) . Since the corresponding properties of ladder chains with higher orders and steps can be derived by a similar method, we omit them in this paper.
Proof. Define L k = inf{n k : ξ n = −1}, T = inf{n 1 : S n = 0}, and T = inf{n 1 :
On one hand,
(4.14)
By Theorem 4.1, we find P(S n 2(2−k) for some n 1) = 1 for any k 3 and consequently
On the other hand,
For any ω ∈ Ω satisfying {ξ 1 = −1, T < ∞, T = k, S k = 1}, assume for contradiction that ξ k = −1; then it follows that X k = −1 and S k−1 = 2, which means that there exists some l < k − 1 such that S l = 0 or 1 and T = inf{n 1 : S n = 0 or 1} l < k.
For any l k + 1, according to Theorem 4.1,
Substituting (4.18) into (4.17) and applying Theorem 4.1 again give
Therefore, Proof. We first prove that m k (x) is bounded on [L, U ] for any 0 < p < 1, where U and L are two integers such that U − L 4. We demonstrate it in two cases.
•(Case a) p = √ 2 − 1.
S x k 1{τ x n = k} describes the walk at the stopping time τ x n . Computing the expectation of both sides gives From the definition of X k and τ x n , we can conclude that 1{τ x n = k} is only related with (ξ 1 , · · · , ξ k ), and (X k+2 , · · · , X n ) is only related with (ξ k+1 , ξ k+2 , · · · , ξ n ). Hence, by the independence among ξ 1 , · · · , ξ n we know that 1{τ x n = k} and (X k+2 , · · · , X n ) are mutually independent. It follows that
Besides, we have
, which shows that
, which shows that 
(4.27)
Notice that in this case p 2 + 2p − 1 = 0 and −L S x τ x n U a.s. Therefore, we have
In this case, we have EX 2 = · · · = EX n = 0. Simple computation gives
Then it follows that
(4.31) 
