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Abstract: We develop a finite-sample goodness-of-fit test for latent-variable block mod-
els for networks and test it on simulated and real data sets. The main building block
for the latent block assignment model test is the exact test for the model with observed
blocks assignment. The latter is implemented using algebraic statistics. While we focus
on three variants of the stochastic block model, the methodology extends to any mixture
of log-linear models on discrete data.
1. Introduction
Analysis of networks has become increasingly popular with wide-ranging applications at the
intersection of applied mathematics, statistics, computer science and machine learning. Ex-
citing theoretical and algorithmic developments have been motivated by the ever-increasing
availability of network data in diverse fields such as social sciences, web recommender sys-
tems, protein networks, genomics and neuroscience, to name a few. There is a rich literature
on probabilistic modeling of network data, from the classical Erdo¨s and Re´nyi graphs [ER61],
exponential random graph models [HL81], Markov graphs [FS86] to a recent emphasis on
stochastic block models [HLL83, NS01], latent space models [HRH02] and mixed membership
stochastic block models [ABFX09]; [GZFA10] contains a detailed review on the development
and analysis of statistical network models. In particular, the stochastic block model (or SBM),
originally proposed in the social sciences [HLL83], has since attained centerstage in computer
science, statistics and machine learning as one of the more popular approaches that induce
community structures in networks. As a generalization of the Erdo¨s-Re´nyi random graph
model, SBM allows the probabilities of occurrences of the edges between different pairs of
nodes to be distinct, depending on the block membership of the two nodes in the pair. SBMs
are extended to allow variable degree distribution [KN11], dynamically evolving networks
[FSX09, MM15] and also to allow variable membership of the nodes [ABFX09].
In the growing literature on probabilistic network models, the question of whether these
models provide an adequate fit to the data has received relatively little attention. However,
this is an important practical question which is not only relevant for the adequacy of a single
model, but can be generalized to ask questions whether we shouldwe fit a block model, or its
variants, to the data. Even so, a large part of the literature on computation and modeling does
not address model adequacy issues beyond heuristic algorithms [HGH08], [CKHG15]. This is
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largely due to inherent model complexity or degeneracy and the lack of tools that can handle
network models and sparse small-sample data. Unfortunately, most well-known goodness-of-
fit tests are based on large sample approximations that are not applicable to network data.
Examples of inadequacy of the use of asymptotic approximations are popular in statistics
literature and date as far back as [Hab88]: when sample size is small, or, for example, if some
cell entries in a contingency table data are much smaller than others, exact testing should be
performed instead. Various problems relating to exact goodness-of-fit tests are well-studied for
contingency tables and some examples of exponential random graph models (see, for example,
[AHT12], [DS98], [GPS16], and the literature cited therein). There is, however, a dearth of
such tests for stochastic block models and its variants when the block assignments, as well as
the number of blocks, are unknown.
While [Lei16] does provide an asymptotic test for goodness of fit of SBMs, we instead derive
an exact test which will deliver desired levels of Type I and II errors, for networks of arbitrary
size, even in the typical case of sample size 1. Although the testing method we derive is ap-
plicable to general latent-block SBMs and, in fact, any model that is a mixture of log-linear
models, the focus of this article are three variants of the stochastic block model, introduced
in Section 2.
In Section 3, we describe the non-asymptotic test for both known and unknown block
assignment of nodes; the latter is built from the former. Specifically, Section 3.2 outlines
an exact testing framework that is applicable to any variant of the SBM when the block
assignment for each node is known. This method uses some recently developed tools from
algebraic statistics with two main ingredients: 1) a valid choice of a goodness-of-fit statistic
and 2) a good way to sample from the conditional distribution given the sufficient statistics.
A statistic choice is presented in Section 3.1, while sampling methods rely on Markov bases
that are derived in Section 4. The latter also contains theoretical results on the geometry of
the three model polytopes with direct implications on MLE existence.
The usually more interesting scenario in applications is when the block assignments are
latent; the new finite-sample test for this scenario is developed in Section 3.3. Specifically,
when the block assignment and the number of blocks are not known, the entire network is a
minimal sufficient statistic, so conditioning as above achieves nothing, as sampling from the
model given the observed network is too expensive. Instead, we propose a novel way to exploit
the exact test for the non-latent model in combination with a consistent, asymptotically valid
method for estimating the block assignment. When the number of communities is known, the
Bayesian approach [PB15] demonstrates good empirical evidence for consistent estimation
of block assignments. When the number of communities is unknown, the mixture-of-finite-
mixtures method for SBM from [GBP16] is one such method that is provably consistent; see
also [NR16a] for another algorithm for which there is heuristic evidence that it works. We
take such methods as a black box, essentially, and, not surprisingly, we assume that they offer
a good estimator of block assignments. Note that latent-block SMBs are mixtures of known-
block ERGMs, directly motivating the construction of our test. The geometry of mixtures
is explained in [FHRZ07], who explore the link between the geometric and statistical model
properties and the implications on parameter estimation.
The interpretation of our goodness-of-fit test varies in a few important ways depending
on the method used to estimate the latent block assignments. If a classical method is used
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to estimate the block assignments, we propose to develop an exact conditional test [Fis25]
by sampling from the fiber conditional on the estimated block assignments. If a Bayesian
approach [GBP16] is used to provide a posterior distribution of the block assignments, one
can sample from the posterior predictive distribution by first drawing samples from posterior
distribution of the block assignments and then sampling from the fiber conditional on the
block assignments. Posterior predictive checks for model validation are popular [Men94, GG98,
GMS96] Bayesian counterparts of p-values and are suited to latent variables models or models
with abundance of nuisance parameters. Sampling from the posterior predictive distribution is
challenging in general and this intermediate step of sampling from the conditional fiber provides
an efficient way to gather the samples. The posterior quantity analogous to p-value here is
the posterior predictive-p-value which can be viewed as the posterior mean of the classical p-
value. Despite its controversy regarding issues with calibration, we obtained promising results
in delivering accurate Type I and II errors. In Section 5 we assess the performance of our tests
on synthetic graphs. We close with an application to the well-known Karate dataset [Zac77]
and the Human Connectome data [HCP] in Section 6 and the Discussion in Section 7.
2. Three variants of the stochastic block model
Let us establish some notation used throughout. Let G be a random graph on n nodes. In some
cases, we may also refer to a graph by its n × n adjacency matrix, also denoted by g, where
guv = 1 if there is an edge between node u and v in the graph g, 0 otherwise. We assume all
graphs are unweighted and undirected and that self-loops are not allowed. We begin with the
definition of an exponential random graph model (ERGM) and introduce the stochastic block
model or SBM with known blocks assignment as its special case. Such a definition allows us
to formulate sufficient statistics of an SBM with known blocks which is crucial for developing
our tests.
An ERGM assumes that the probability of observing a graph g depends only on a set of
sufficient statistics t(g). Formally, the probability of observing a given network G = g takes
the exponential form pθ(g) = exp{〈T (g), θ〉 − ψ(θ)}, where ψ(θ) =
∑
g exp{〈T (g), θ〉} is a
normalizing function called the log-partition function, θ ∈ Θ are the natural parameters, and
T (g) is the vector of minimal sufficient statistics for the model.
On the other hand, a stochastic block model assumes that the nodes are partitioned into k
blocks and conditional on the block assignments, the dyads guv are modeled as a collection of
mutually independent Bernoulli random variables with parameters puv. The structure of each
puv is governed by the model variant and depends on the blocks assignments of nodes i and j.
Formally, let B1, . . . , Bk be the labels of k blocks. The block assignment function z : [n]→ [k]
records the block label of each node; thus the block assignment is a list Z = {z(1), . . . , z(n)}.
Given a block assignment Z, and a matrix of edge probabilities [puv], the probability of
observing a graph g takes the form
P (G = g|Z) =
∏
1≤u,v≤n
pguvuv (1− puv)(1−guv).
where the specific parametrization of puv depends on the variant of the stochastic block model.
Let ni = |Bi| be the size of block Bi. The block assignments Z and the number of blocks k
may or may not be known. In the latent case, Z are random and are specified by a multinomial
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distribution on {ni}. It is easy to see that a stochastic block model with known block structure
is a special case of an ERGM, whereas the latent SBM does not belong to the ERGM family.
However, we make use of the connection between the known block SBM and ERGMs to
develop our finite sample tests for latent SBMs. We now present three different variants of
SBMs, each one of them can be considered with known or unknown block assignments.
We begin with the classic stochastic block model [HLL83], where the probability of an
edge occurring between two nodes depends only on their block assignments. To distinguish
from other block models below, we will refer to it as the ER-SBM, as this model is a natural
generalization of the Erdo¨s-Re´nyi model (i.e., the Erdo¨s-Re´nyi appears within each block of
this SBM).
Definition 2.1 (ER-SBM). The model is parametrized by
(
k+1
2
)
parameters, αz(u)z(v) for
1 ≤ u, v ≤ n, with log-odds of the probability of the edge {u, v} given by:
log
(
puv
1− puv
)
= αz(u)z(v). (1)
The model parameters αz(u)z(v) measure propensities of nodes in pairs of blocks to be con-
nected when z(u) 6= z(v), and the edge density within each block when z(u) = z(v). Following
standard notation, we can also define a k× k matrix Q = [qij] whose entries denote probabil-
ities of edges between or within the blocks. Specifically, for i, j ∈ [k], we let qij = puv for any
nodes u, v such that i = z(u) and j = z(v) or in other words, puv = qz(u)z(v). In this case, the
probability of observing a graph g takes the following form:
P (G = g|Z) =
∏
u,v
qguvz(u)z(v)(1− qz(u)z(v))(1−guv).
Next, we study the additive stochastic block model, introduced in [FW81] and [FMW85] in
the context of directed networks, see also [HLL83] for motivation. This model is a special case
of ER-SBM, where an additional constraint is placed on intra-block edges. The probability
of forming an edge between nodes in different blocks is predetermined by properties of end
blocks only. The log-odds are parametrized by k parameters, αz(u).
Definition 2.2 (Additive SBM). Additive stochastic block model is parameterized by k block
parameters, αi for i ∈ [k], where the log-odds of each edge is specified as
log
(
puv
1− puv
)
= αz(u) + αz(v). (2)
Remark 2.3. Additive SBM is related – in two ways – to the so-called β-model, see for
example [CDS11]. The β-model is an ERGM with the degree sequence of the graph as its
sufficient statistic. In particular, let β = {β1, . . . , βn} be a vector of parameters, the β-model
assigns a probability proportional to exp{∑nu=1 βudu} to a graph g with degree sequence
{d1, . . . , dn}. Additive SBM can be seen as a special case of the β-model with the additional
constraint βu = βv if z(u) = z(v). It can be seen also as its generalization: [RPF13] define a
generalized β-model that allow multiple edges in the graph. If, in addition, loops are allowed,
then identifying all nodes within each block turns the additive SBM into this generalized
β-model.
MRC 2016 Network Models Working Group/Exact tests for stochastic block models 5
One drawback of the ER-SBM is that it does not provide an adequate fit to networks
where nodes have highly varying degrees within blocks. Degree-corrected SBM have been
proposed by [KN11] to model networks with heterogeneous degrees; see also [CWA11]. Here
we focus on the exponential family version of the degree-corrected SBM, which, along with a
minor difference from the standard definition, was formally introduced in [Yan15]. This model
allows for heterogeneity in node degrees.
Definition 2.4 (β-SBM). The model is parametrized by
(
k+1
2
)
block parameters αz(u)z(v) and
n node-specific parameters βu for 1 ≤ u ≤ n, with the log-odds of the probability of an edge
{u, v} given by:
log
(
puv
1− puv
)
= αz(u)z(v) + βu + βv. (3)
[Yan15] names this model EXPDCSBM; we will instead refer to it as the β-SBM, as it is a
combination of the β-model and the usual SBM. In fact, it can be seen as a generalization of
β-model where probabilities of edges appearing are influenced not only by the parameters of
the endpoints, but also their block membership, via additional parameters αz(u)z(v).
3. Testing goodness of fit
In this section, we describe general procedures for exact tests of goodness of fit for SBMs.
While an exact test need not be a holy grail of tests, the one we construct here provides a
first non-asymptotic test for all of the three versions of SBMs with latent block assignments.
The test for the latent block version (Section 3.3) builds upon the observed block version
(Section 3.2). Both the observed and latent block version tests include a choice of a goodness-
of-fit statistic, discussed next (Section 3.1).
3.1. Choosing a goodness-of-fit statistic
A goodness-of-fit statistic, or a GoF, is any statistic that can be used to determine lack of
fit of the model. The finite-sample test will provide the sampling distribution of this statistic
and compute the number of sampled networks whose value of the statistic is at least that of
the observed network. The setup for the sampling and its validity is explained in the following
sections. In this section, we derive a statistic whose large value indicates departure from the
null hypothesis (that the model fits).
Naturally, one of the first choices that comes to mind is the usual Pearson’s chi-square
statistic, a scaled distance between the observed g and the expected gˆ:∑
1≤u<v≤n
(gˆuv − guv)2
gˆuv
. (4)
While there is no need to use the asymptotic distribution of this statistic, it is a bona-fide
choice (as explained in [PRF10]; see also [DS98]). Chi-square is an obvious choice because
it incorporates the expected graph and large values of it indicate departure from the null.
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However, we need to make sure it leads to a valid p-value and, in particular, that it is not
constant on the set of graphs used to devise the conditional test. (This set is called a fiber; see
next section.) In some simplistic models, such as the models based on the Erdo¨s-Re´nyi, the
usual chi-square statistic is actually constant on the fiber and would thus lead to a meaningless
test. In these cases, we use a degree-based version of the chi-square; we may refer to it as the
block-corrected chi-square statistic. Let us now define the appropriate GoFs for the three
variants of SBM.
GoF statistic for the ER-SBM. Define mui to be the number of neighbors vertex u has
in block Bi. Note that mui =
∑
v∈Bi guv. Recall that the entry qij of the k× k matrix Q is the
probability of an edge between block Bi and block Bj. Recall that the MLE of qij is:
qˆij =

∑
u∈Bi
∑
v∈Bj guv
ninj
, if i 6= j,
∑
u∈Bj
∑
v∈Bj guv
ni(ni−1) , if i = j.
Hence we define the block-corrected chi-square statistic as follows:
χ2BC :=
n∑
u=1
k∑
i=1
(mui − niqˆz(u)i)2
niqˆz(u)i
. (5)
Since mui counts the number of neighbors u has in block Bi, under the ER-SBM, the expected
value E[mui] = niqˆz(u)i, therefore large values of χ
2
BC indicate lack of fit.
GoF statistic for the additive SBM. Since the additive SBM is a special case of the
ER-SBM, the same χ2BC from Equation (5) can be used. In the additive model, the MLE of
qij is qˆij =
mij
(n2)
, where mij =
∑
u∈Bi
∑
v∈Bj guv is the number of edges between blocks Bi and
Bj.
GoF statistic for the β-SBM. Since the usual chi-square statistic is not constant on the
fibers of the β-SBM, there is no need to use the corrected version of it above. Then, analogous
to the β-model [PRF10], we use the usual Pearson’s chi-square statistic:
χ2βSBM =
∑
1≤u<v≤n
(gˆuv − guv)2
gˆuv
(6)
where gˆuv =
exp(αˆz(u)z(v) + βˆu + βˆv)
1 + exp(αˆz(u)z(v) + βˆu + βˆv)
.
By definition, large values of χ2βSBM correspond to departure from the null and thus lead to
valid tests of model fit.
3.2. SBMs with known block assignments
The SBMs with known block assignments fall under the natural ERGM framework. In fact,
they are examples of particularly simple exponential family models: one where sufficient statis-
tics are obtained via a linear function of the data. Thus these models are equivalent to log-linear
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models for 0/1 contingency tables and this is precisely the reason we can use the algebraic
sampling method described in this section.
As usual, an exact conditional test for a model with observed sufficient statistics vector
T (gobs) = tobs compares an observed graph gobs to a reference set Ftobs := {g : T (g) = tobs}
of data with the same value of the sufficient statistic. The set Ftobs is called the fiber of the
observed graph under the model. In order to produce a random sample from the conditional
distribution on Ftobs , as customary in algebraic statistics, we use the Metropolis-Hastings
algorithm described in [DS98] (see also [AHT12]). A critical input to the algorithm is a set B
of “moves” that are guaranteed to discover the entire Ftobs and produce a connected, irreducible
Markov chain. Specifically, the set B is said to connect Ftobs if given any two graphs g1, g2 ∈
Ftobs , there are moves in B that allow one to move from g1 to g2, visiting only graphs in Ftobs
along the way. If B connects Ft for every possible value of the sufficient statistic t, then B is
said to be a Markov basis for the model.
Hence, to test the three variants of the SBM with known block assignments from Section 2,
we may use Algorithm 1. Specifically, Step 3 is implemented using Markov bases for the
models; these are derived in Sections 4.1, 4.2, and 4.3 using the algebraic correspondence,
which simultaneously guarantees existence and finiteness of the bases for each of the models.
The exact testing procedure described here has not yet appeared in the SBM literature, but is
the standard method for testing models on discrete data in algebraic statistics and serves as a
fundamental building block for the case of SBMs with latent block assignments as described
next.
Algorithm 1: Goodness-of-fit test for an SBM with a known block assignment
input : An observed graph gobs,
choice of SBM,
block assignment Z = {z(1), . . . , z(n)},
GoF, choice of goodness-of-fit statistic,
numGraphs, number of graphs to sample.
output: exact conditional p-value for the hypothesis test that the chosen model fits gobs against a
general alternative
1 for each i = 1 to numGraphs do
2 Randomly construct a Markov move m
3 Use m to sample g′ ∈ Ftobs
4 Compute GoF (g′) for each sampled graph g′
5 end
6 Let fpval := #{graphs g′ : GoF (g′) ≥ GoF (gobs)}
7 Return p-value = 1numGraphs · fpval
To illustrate how this exact testing method would work in practice, consider one of the
scenarios from Section 5, but let us assume the block assignment is known. Suppose n = 90
and we wish to test the hypothesis that the true model is ER-SBM with k = 2 blocks and one
particular fixed block assignment (not listed here, as the specifics are not insightful; roughly
half of the 90 nodes were in block 1 and the other half in block 2). This scenario corresponds
to exactly the first histogram in Figure 4. This one histogram illustrates the outcome of one
run of Algorithm 1: the observed value of the goodness-of-fit statistic, the block-corrected chi-
square χ2BC in this case, is marked on the histogram of its sampling distribution, coming from
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Step 4 in the exact test. As the histogram indicates, the p-value will be very large and thus
the model will not be rejected. (In fact, the same is true for each of the three histograms in
Figure 4, but with different block assignments, and different p-values.) A similar story unfolds
for the histograms in Figure 5, but there the p-value would be very small for each of the fibers,
thus each of the exact tests for known blocks would reject the model.
3.3. SBMs with latent block assignments
To derive a non-asymptotic test, we rely on the fact that the latent-block SBMs are mixtures
of observed-block SBMs. In a nutshell, we combine an estimator of the block assignment
with a sampler of the known-blocks model. For known Z, an exact goodness-of-fit test is
obtained by sampling from g | Ft(gobs,Z) and then obtaining the distribution of GoF (g) | gobs,
the posterior predictive distribution of the statistic. For unknown Z, the minimal sufficient
statistic is the entire observed graph gobs. The standard approach of sampling from g | gobs is
highly expensive, as one needs to sample from the space of all graphs on the given number of
nodes.
Instead, our novel idea is to use the following identity:
P (g | gobs) =
∑
Z∈Zn,k
P (g | Ft(gobs,Z)) · P (Z | gobs), (7)
where Zn,k is the set of all possible block assignments of n nodes into k blocks. (Note that
P (Z|gobs) is just a product of the distribution [gobs|Z] and the prior [Z].) Observe that sam-
pling from g | Ft(gobs,Z) is sampling from the fiber, hence we exploit Markov bases and Algo-
rithm 1 to develop an efficient sampler.
A general outline of the testing algorithm, relying on Equation (7), is offered in Algorithm 2.
This is the first non-asymptotic goodness-of-fit test in SBM with unknown number of blocks.
Note that one run of the outer for-loop (Steps 5 through 10) corresponds to, essentially, the
exact test for known blocks outlined in Algorithm 1.
In practice, there is some choice on how to implement Step 1. There is a growing body of
work on algorithms for estimating the block assignment from stochastic block models; see e.g.,
[ACBL13, PB15, GBP16, YS16]. Roughly speaking, they can be categorized into two large
families, one generates a point estimator for each node, and the other generates the entire
block assignment distribution. As mentioned above, we treat these algorithms as a black box.
In a Bayesian framework, assuming the number of block k to be known, we use the method
in [PB15] to get a posterior distribution of the model parameters, P (Z | gobs, k), then sample
block assignment from it. The simulation studies in [PB15] demonstrates that method leads
to clustering consistency which ensures that the χ2-based test is asymptotically valid. When
the number of blocks is unknown, one can potentially use MFM-SBM [GBP16] inside Step 1
of Algorithm 2.
When the graph grows in size, the MCMC might suffer from slow convergence, and we
can apply deterministic estimators instead. For example, in some of the simulations in this
paper, we use regularized spectral clustering [ACBL13], which has been shown to be consistent
asymptotically and achieve state-of-the-art performance. In this regime, we first estimate the
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Algorithm 2: A general goodness-of-fit test for an SBM with latent block assignment
input : An observed graph gobs,
choice of SBM,
GoF, choice of a goodness-of-fit statistic,
numSteps, length of the simulation,
numGraphs, length of each fiber walk.
output: p-value for the hypothesis test that the chosen model fits gobs against a general alternative
1 Estimate a distribution, pi, of the block assignment Z = {z(1), . . . , z(n) given gobs}
2 Estimate αˆ, model parameter estimates, given gobs // choice of estimation method;e.g.,
Bayesian or MLE
3 for each i = 1 to numSteps do
4 Sample a Z from the distribution pi; let us call it Z(i)
5 Calculate GoF (gobs) := GoF (gobs,Z(i),model, estimates αˆ)
6 for each j = 1 to numGraphs do
7 Sample g′ ∈ Ftobs given Z(i) // Using Algorithm 1, in which Z(i) is fixed
8 Calculate GoF (g′) := GoF (g′,Z(i),model, estimates αˆ) // e.g., GoF = χ2BC from Eq. (5)
for ER-SBM
9 end
10 Calculate pi :=
1
numGraphs ·#{graphs g′ | GoF (g′) ≥ GoF (gobs)}
11 end
12 Return 1numSteps ·
∑
i pi
block assignment labels, then treat them as known labels and run Algorithm 1. When the
estimation is accurate, this delivers the same test statistics as when we know the ground-
truth block assignments.
Illustrations of this exact testing method in practice can be found in Section 5. For con-
venience, let us compare to the brief illustration from the end of Section 3.2: in the case of
unknown block assignment for the ER-SBM with k = 2 blocks, the test would sample not
one, but several fibers from the model - each corresponding to a particular fixed block assign-
ment. Thus each of the histograms in Figure 4 corresponds to one value of Z(i) in Step 4. The
sampling distributions shown are each computed in Step 8, with the observed values in each
histogram from Step 5.
4. Algebra and Geometry of SBMs
This section describes the structure of two key objects associated to SBMs: model polytopes
and Markov bases. The motivation for the study of these objects is rooted in the fact that the
known-blocks models are exponential families and, as such, the algebra and geometry capture
important statistical information.
Let T := {T (g) ∈ Rd : g ∈ G} be the range of sufficient statistics T : G −→ Rd, where G is
the collection of all observable networks in the sample space. Recall that the model polytope
PM of a statistical model M with sufficient statistics T is
PM := conv(T ) ⊂ Rd.
The combinatorial geometry of PM plays an important role in parameter estimation for the
model M. Specifically, by the standard theory of exponential families [BN14], the maximum
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likelihood estimator for the observed data exists if and only if the observed sufficient statistic
vector lies in the relative interior of the model polytope PM. Therefore, it is worthwhile to have
an explicit representation of PM as an intersection of finitely many closed halfspaces in Rd; i.e.
an H-representation of PM. In the following, we provide an H-representation for the variants
of the stochastic block models from Section 2. Explicit descriptions of the model polytopes,
such as those we derive in Theorems 4.1, 4.4 and 4.7, are not known for many models, one
notable exception being the β-model [RPF10] and its variants (such as the Bradley-Terry
model). Nevertheless, the usefulness of such a representation goes beyond only the problem of
MLE existence; for example, it has important implications in data privacy and confidentiality
and inference under noisy data [KS12, KS16].
The second goal in this section is to utilize the algebro-geometric structure of the SBMs to
identify a Markov basis for fiber sampling. This is the key ingredient in algorithms for exact
testing; specifically, Markov bases are required in Step 2 of Algorithm 1. Our methods are
based on the fact, commonly used in algebraic statistics, that the probability distributions
within each model correspond to the positive real points on an algebraic variety defined by
the model’s parametrization. The polynomial equations vanishing on this variety represent
the algebraic relations on the joint probabilities. In the special case of our various SBMs this
variety is toric, and consequently, these polynomial equations are all generated by a finite set
of binomials. These binomials encode moves along the fibers of the model. In particular, the
fundamental result [DS98, Theorem 3.1] tells us that a collection of binomials vanishing on
the toric variety associated to our model encodes a Markov basis if and only if the binomials
generate the ideal of the variety. Thus, to identify a Markov basis of fiber moves for our
various SBMs we will identify a binomial generating set for each of the associated toric ideals.
Following Theorems 4.3 and 4.6 and Example 4.8 are corresponding illustrations, Figures 1,
2 and 3, along with simple explanations of how to interpret algebraic Markov moves in terms
of the network data.
4.1. The ER-SBM
Recall that the ER-SBM (Definition 2.1) considers a partition of the node set [n] into k
nonempty blocks B := {B1, . . . , Bk}, and assigns a parameter αz(u)z(v) to the log-odds of
the probability of existence of the edge {u, v} in a graph g that depends only on the blocks
containing nodes u and v. Consequently, the sufficient statistics TER for this model consist of
a k × k symmetric matrix in which the ijth entry records the number of edges between the
nodes in block Bi and the nodes in block Bj. Equivalently,
TER : G −→ R(
k+1
2 );
TER : g 7→ (T (g)ij : 1 ≤ i ≤ j ≤ k) ,
where
TER(g)ij := |{{u, v} ∈ E(g) : u ∈ Bi, v ∈ Bj}| .
From this, it is straightforward to observe an H-representation for the ER-SBM model poly-
tope PMER .
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Theorem 4.1. Let MER be an ER-SBM with node set [n] partitioned into nonempty blocks
B := {B1, . . . , Bk}, and let ni := |Bi| for all i ∈ [k]. Then the model polytope PMER is the(
k+1
2
)
-dimensional rectangle ∏
i 6=j
[0, ninj]×
k∏
i=1
[
0,
(
ni
2
)]
.
In particular, PMER is the intersection of the closed halfspaces given by the set of inequalities
0 ≤xij ≤ ninj, for 1 ≤ i < j ≤ k, and
0 ≤xii ≤
(
ni
2
)
, for i ∈ [k].
Proof. Let P denote the rectangle specified in the above theorem. Notice first that each vertex
of the rectangle P is clearly the sufficient statistics of some graph g. Thus, it suffices to show
that PMER ⊆ P . However, this is also easy to see by considering the sufficient statistics TER(g).
Given a graph g, we know that g has at least 0 edges between the nodes in block Bi and the
nodes in block Bj for any choice of i and j. We also know that g has no more than ninj edges
between the nodes in block Bi and Bj for i 6= j, and no more than
(
ni
2
)
edges between the
nodes of block Bi. Thus, 0 ≤ TER(g)ij ≤ ninj if i 6= j and 0 ≤ T (g)ii ≤
(
ni
2
)
for all i ∈ [k].
Therefore, PMER ⊆ P .
Remark 4.2. It follows from Theorem 4.1 that the maximum likelihood estimator for any
observed data under an ER-SBM cannot exist if any of the blocks are size one, since in this
case there are simply no lattice points in the relative interior of PMER .
Our next goal is to identify a Markov basis for the ER-SBM. To do this, we identify a finite
collection of binomials generating the toric ideal associated to the ER-SBM. As a guideline
for the statistician, note that the algebraic object corresponding to the statistical model is
defined via a map which essentially encodes the model parametrization: Namely, the indeter-
minates xuv in the map below represent
puv
1−puv , the odds of the edge probabilities (see also the
Markov move explanation and illustration following the next Theorem). The indeterminates
tij correspond to the model parameters αij; specifically, setting tij = e
αij , one recovers exactly
the model parametrization (1). Let K denote some field, and consider the following semigroup
algebra homomorphism:
ϕER : K[xuv : 1 ≤ u < v ≤ n] −→ K[tij : 1 ≤ i ≤ j ≤ k];
ϕER : xuv 7−→ tz(u)z(v).
The toric ideal IMER associated to an ER-SBM MER is the kernel of this semigroup algebra
homomorphism, IMER := ker(ϕER).
Given a nonnegative integer vector m = (m1, . . . ,mN) ∈ ZN , we let xm := xm11 xm22 · · ·xmNN .
Recall that any integer vector u ∈ ZN can be written uniquely as u = u+ − u− where u+ and
u− are nonnegative integer vectors with disjoint support. We let Φ denote the sublattice of
Z(
n
2) consisting of all vectors u such that ϕ(xu
+
) = ϕ(xu
−
). If M is any log-linear statistical
model and if ϕ is the associated semigroup homomorphism, it is a fundamental result in toric
geometry that IM = 〈xu+ − xu− : u ∈ Φ〉 [Stu96, Corollary 4.3]. A binomial xu+ − xu− ∈ IM
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(a) A graph g with blocks B
and TER(g) = (0, 4, 0, 1, 2, 0).
B1
B2
B3
1
2
3
4
5
6
(b) A linear Markov move for
the ER-SBM with blocks B.
B1
B2
B3
1
2
3
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(c) A graph h with TER(h) =
TER(g).
Fig 1: Two graphs g and h in the same fiber of the ER-SBM with block structure B =
{B1, B2, B3} and a Markov move corresponding to the linear form x23 − x15 ∈ ker(ϕER) that
moves from g to h. The blue, loosely dashed line indicates edge insertion and the red, densely
dashed line indicates edge deletion.
is called primitive if there exists no other binomial xv
+ − xv− ∈ IM such that xv+ | xu+
and xv
− | xu− . The Graver basis of IM is a generating set for IM consisting of all primitive
binomials in IM, and we denote it by GrM.
Theorem 4.3. Let MER be an ER-SBM with associated toric ideal IMER. The Graver basis
of MER is
GrMER := {xuv − xyw : u, y ∈ Bi; v, w ∈ Bj, and i, j ∈ [k]}.
Moreover, a Markov basis for MER consists of replacing any edge between blocks Bi and Bj
for i, j ∈ [k] with any other edge connecting the same blocks.
Proof. By the definition of the toric ideal IMER it is straight-forward to see that the primitive
binomials in IMER are precisely the linear forms given above. The description of the Markov
basis is then immediate from the definition of IMER , and its existence follows from [DS98,
Theorem 3.1].
Theorem 4.3 allows us to identify a Markov basis in the following way: The indeterminate
xuv corresponds to the odds of the edge probabilities puv of the edge {u, v} appearing in the
graph, so the binomial xuv − xyw for u, y ∈ Bi and v, w ∈ Bj corresponds to a move from a
graph g containing the edge {u, v} but not the edge {y, w} to a graph h containing the edge
{y, w} but not the edge {u, v}. An example of one such move is depicted in Figure 1. These
moves are precisely the moves captured by Theorem 4.3.
4.2. The additive SBM
The additive SBM considers a partition of the node set [n] into k nonempty blocks B :=
{B1, . . . , Bk}. As before, we set ni := |Bi| for all i ∈ [k]. The sufficient statistics map for the
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additive SBM model is:
TAdd : G −→ Rk;
TAdd : g 7→ (x1 . . . , xk),
where
xi :=
∑
v∈Bi
degg(v).
Recall from Remark 2.3 that the additive SBM is a generalization of the β-model on k nodes
that allows for multiple edges and loops. The model polytope of the typical β-model is the
polytope of degree sequences for simple graphs, and the vertices of this polytope are well-
known to correspond to degree sequences of threshold graphs [MP95]. Thus, one would hope
that the geometry of the additive SBM model polytope as compared to that of the typical
β-model reflects the underlying generalization. Indeed, the following theorem nicely captures
this relationship.
Theorem 4.4. Let MAdd be an additive SBM model defined on node set [n] with block struc-
ture B := {B1, . . . , Bk}. Let T, S ⊂ B be such that
T ∪ S 6= ∅ and T ∩ S = ∅. (8)
The model polytope PMAdd is the intersection of the closed halfspaces defined by the inequalities∑
Bi∈T
xi −
∑
Bi∈S
xi ≤ 2
(∑
Bi∈T ni
2
)
+
∑
Bj∈B\(T∪S)
Bi∈T
ninj, (9)
ranging over all such pairs of subsets of B.
The H-representation for the additive SBM model polytope given in Theorem 4.4 explicitly
generalizes that of the β-model, and the proof of this theorem follows analogously. We will
however present a proof of Theorem 4.4 for the sake of completeness. To do so, we first prove
the following short lemma.
Lemma 4.5. Let S and T be subsets of B satisfying the conditions in (8). Then inequality (9)
is valid for the model polytope PMAdd. Moreover, the sufficient statistics of a graph g satisfy
(9) with equality if and only if the following hold.
(i) The nodes within blocks of T form a clique in g.
(ii) The nodes within blocks of S form an independent set in g.
(iii) Every node in blocks within T is adjacent to all nodes in blocks in B \ (T ∪ S), and
(iv) Every node in blocks within S is not adjacent to any node in B \ (T ∪ S).
Proof. Let TAdd(g) = (TAdd(g)1, . . . , TAdd(g)k) denote the additive SBM sufficient statistics of
the graph g. We claim that the following inequality holds:∑
Bi∈T
TAdd(g)i ≤ 2
(∑
Bi∈T ni
2
)
+
∑
Bj∈B\(T∪S)
Bi∈T
ninj +
∑
Bi∈S
TAdd(g)i.
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To see this, notice that the first term on the right-hand-side double counts the maximum
number of edges that can exist amongst nodes in blocks within T . Similarly, the second term
counts the maximum number of edges that can exist between nodes in blocks within T and
nodes in blocks within B\(T ∪S). Thus, to bound the total degree of nodes in blocks within T ,
it only remains to bound the number of edges between nodes in blocks within T and nodes in
blocks within S. This bound is given by the third term on the right-hand-side. Thus, inequality
(9) is valid for PMAdd . The characterization of when equality occurs is clear from the above
proof.
The following proof parallels that for the polytope of degree sequences as presented in
[MP95, Chapter 3].
4.2.1. Proof of Theorem 4.4
Let P be the polytope determined by the inequalities (9). By Lemma 4.5, we know that
PMAdd ⊆ P . So it only remains to show that P ⊆ PMAdd . To do this, we can show that for a
cost vector cT = (c1, . . . , ck)
T ∈ Rk the linear program
maximize cTx
subject to x ∈ PMAdd
(10)
has the same optimum solution as
maximize cTx
subject to x ∈ P. (11)
Notice first that producing an optimal solution x∗ to (10) is easy. Recall that our graphs all
have node set [n] partitioned into k nonempty blocks B = {B1, . . . , Bk}, and that each block
Bi is associated to a coordinate-value ci of the cost vector c. So we construct an optimal graph
g∗ on node set [n] as follows: for every pair of nodes {u, v} ⊂ ([n]
2
)
, if ci + cj ≥ 0 then add
the edge {u, v} to g∗. Let T (g∗) =: x∗ denote the sufficient statistics of g∗. It remains to show
that x∗ is an optimal solution to (11). The dual linear program to (11) can be formulated as
minimize
∑
T,S⊂B:
T∪S 6=∅,
T∩S=∅
2(∑Bi∈T ni2
)
+
∑
Bj∈B\(T∪S)
Bi∈T
ninj
 yT,S
subject to
∑
Bi∈T
xi −
∑
Bj∈S
xi = ci and xi ≥ 0.
(12)
By complementary slackness, whenever the primal variable yT,S > 0 then the corresponding
dual inequality must be tight. That is, whenever yT,S > 0 then∑
Bi∈T
xi −
∑
Bi∈S
xi = 2
(∑
Bi∈T ni
2
)
+
∑
Bj∈B\(T∪S)
Bi∈T
ninj, (13)
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Thus, to show that x∗ is optimal with respect to (11), it suffices to produce a dual solution y
such that yT,S > 0 only when (13) holds.
To do this, we first reindex the blocks of B such that
c1 ≤ c2 ≤ · · · ≤ cr < 0 ≤ cr+1 ≤ · · · ≤ ck.
Then it is clear that, for the graph g∗, the nodes within blocks B1, . . . , Br form a stable set,
and the nodes within blocks Br+1, . . . , Bk form a clique. Moreover, by the construction of g
∗,
we have that
N(B1) ⊆ N(B2) ⊆ · · · ⊆ N(Br), and
N(Br+1) ∩ {v ∈ [n] : v ∈ Bi, i ∈ [r]} ⊆ · · · ⊆ N(Bk) ∩ {v ∈ [n] : v ∈ Bi, i ∈ [r]},
(14)
where N(Bi) denotes the neighborhood of the block Bi. We now construct the following pairs
of subsets of B: For all i ∈ [r] define
Ti := {Bj : ∃u ∈ Bi and v ∈ Bj such that {u, v} ∈ E(g∗)}, and
Si := {B1, . . . , Bk}.
(15)
Then for all i ∈ [k] \ [r] define
Ti := {Bi, . . . , Bk}, and
Si := {B1, . . . , Br} \ {Bj : ∃u ∈ Bi and v ∈ Bj such that {u, v} ∈ E(g∗)}.
(16)
It follows from the observations (14) and Lemma 4.5 that each pair (Ti, Si) satisfies (9) with
equality. Thus, our goal is to find a feasible solution y∗ such that yT,S > 0 only if (T, S) =
(Ti, Si) for some i.
Since Ti ⊂ {Br+1, . . . , Bk}, and Si ⊂ {B1, . . . , Br}, then we may rewrite the dual feasibility
conditions as ∑
Bj∈Si
yTi,Si = |cj| for all j ∈ [r],∑
Bj∈Ti
yTi,Si = |cj| for all j ∈ [k] \ [r], and
yTi,Si ≥ 0.
(17)
We must now show that these equations have a nonnegative solution.
For each j ∈ [k], let Pj denote the set of indices i such that yTi,Si appears in the jth equation
for (17). Then for j ∈ [r],
Pj = {i ∈ [k] : Bj ∈ Si},
= {i ∈ [r] : i ≥ j} ∪ {i ∈ [k] \ [r] : ∀u ∈ Bi, v ∈ Bj, {u, v} /∈ E(g∗)},
= {i ∈ [r] : i ≥ j} ∪ {i ∈ [k]\[r] : ci < |cj|},
= {i ∈ [r] : i ≥ j} ∪ {i ∈ [k]\[r] : |ci| < |cj|}.
Similarly, for j ∈ [k]\[r], we have that
Pj = {i ∈ [k]\[r] : i ≤ j} ∪ {i ∈ [r] : |cj| ≥ |ci|}.
Let pi = pi1 . . . pik be permutation of [k] that sorts the components of c by nondecreasing
absolute values, resolving ties as follows:
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1. |cpi1| ≤ |cpi2| ≤ · · · ≤ |cpik |;
2. If |cpii | = |cpij | for some i 6= j then
(i− j)(pii − pij) < 0 if pii, pij ∈ [r],
(i− j)(pii − pij) > 0 if pii, pij ∈ [k] \ [r],
pii < pij if pii ∈ [r] and pij ∈ [k] \ [r].
We then have that Ppij = {pi1, . . . , pij}. Therefore, applying the permutation pi−1 to the index
order of the equations (17) and to the index order of the variables yTi,Si produces a system
Ay = b in which A has zeros above the diagonal and ones everywhere else. Since the values
of b are all nonnegative, this system has the desired nonnegative solution. This completes the
proof. 
Our next goal is to compute a Markov basis for the additive SBM. Similar to the case
of the ER-SBM, this can be accomplished using techniques from toric algebra. As before,
the algebraic object corresponding to the statistical model is defined using a map which
essentially encodes the model parametrization: again, the indeterminates xuv correspond to
the log-odds of the edge probabilities, that is, setting xuv =
puv
1−puv and ti = e
αi recovers the
model parametrization from Equation (2) (see also explanations and illustrations following the
next Theorem). In this case, the toric ideal associated to MAdd is defined by the semigroup
algebra homomorphism
ϕAdd : K[xuv : 1 ≤ u < v ≤ n] −→ K[t1, . . . , tk];
ϕAdd : xuv 7−→ tz(u)tz(v).
We denote this toric ideal by IMAdd := ker(ϕAdd). The algebra of this toric ideal is intimately
described by the relationship between the β-model and the additive SBM model. The toric
ideal for the typical β-model is the kernel of the semigroup algebra homomorphism
ρ : K[xuv : 1 ≤ u < v ≤ n] −→ K[β1, . . . , βn];
ρ : xuv 7−→ βuβv,
and we denote it by I := ker(ρ). It is a well-known fact that I is a toric ideal of the Veronese-
type corresponding to the (n, 2)-hypersimplex. The toric ideal IMAdd arises from applying the
linear map
τ : K[β1, . . . , βn] −→ K[t1, . . . , tk];
τ : βi 7−→ tz(i)
to the toric ideal I. That is to say, IMAdd = ker(τ ◦ ρ), and consequently, any Markov basis
for the β-model can be extended to a basis for the additive SBM model via the addition of
some linear forms to its corresponding binomial generating set.
A famous and well-investigated binomial generating set for a variety of the Veronese-type
is a quadratic and reduced Gro¨bner basis [Stu96] known in the literature as the sorted basis
or sort-closed basis and it is described in detail in [Stu96, Chapter 14]. In the case of the
(n, 2)-hypersimplex and its associated toric ideal I, this reduced Gro¨bner basis arises from a
completely lexicographic term order, and its binomials correspond to special 4-cycles in the
complete graph Kn [Stu96, Chapter 9]. We denote this Gro¨bner basis for I by G.
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(a) A graph g with blocks
B and TAdd(g) = (4, 8, 2).
B1
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B3
1
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(b) A quadratic Markov move
for the additive SBM with
blocks B.
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(c) A graph h with
TAdd(h) = TAdd(g).
Fig 2: Two graphs g and h in the same fiber of the additive SBM with block structure B =
{B1, B2, B3} and a quadratic Markov move corresponding to the binomial x26x45 − x24x56 ∈
ker(ϕAdd) that moves from g to h. The blue, loosely dashed lines indicate edge insertion and
the red, densely dashed lines indicate edge deletion.
Theorem 4.6. Let MAdd be an additive SBM model with associated toric ideal IMAdd, and
let G denote the sorted basis for the toric ideal of the (n, 2)-hypersimplex. Then
G ∪ {xuv − xyw : u, y ∈ Bi; v, w ∈ Bj, and i, j ∈ [k]}
is a Gro¨bner basis for IMAdd. Moreover, a Markov basis for MAdd is given by an exchange of
edges along any sorted 4-cycle and the exchange of any edge for any other edge whose endpoints
lie in the same respective blocks.
Proof. By [NP09, Lemma 5.1] the proposed collection of binomials is a Gro¨bner basis for
IMAdd . The description of the associated Markov basis follows from the description of the
sorted basis of I in [Stu96, Chapter 9], and its existence is immediate from [DS98, Theorem
3.1].
Similar to Theorem 4.3, Theorem 4.6 allows us to identify a Markov basis. Just as before, the
indeterminate xuv corresponds to the odds of the probability puv of the edge {u, v} appearing
in the graph. In this Markov basis, we now have the same moves as the ER-SBM, but also a
collection of “quadratic” moves corresponding to switching edges along a 4-cycle. For example,
the binomial xuvxyw−xuyxvw for u,w ∈ Bi and v, y ∈ Bj corresponds to a move from a graph
g containing the two edges {u, v} and {y, w} but not the edges {u, y} and {v, w} to a graph h
containing the edges {u, y} and {v, w} but not the edges {u, v} and {y, w}. Collectively, the
four edges {u, v}, {y, w}, {u, y} and {v, w} form a 4-cycle. An example of one such move is
depicted in Figure 2.
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4.3. The β-SBM
The β-SBM considers a partition of the node set [n] into nonempty blocks B := {B1, . . . , Bk}
and assigns each edge gij a probability pij that depends on both the nodes i and j as well as
the blocks Bc(i) and Bc(j) that contain them. From Definition 2.4 we can quickly see that the
sufficient statistics for this model consist of the degree of each node i ∈ [n] together with the
number of edges between each pair of blocks Bi and Bj for 1 ≤ i ≤ j ≤ k. In other words, if
we let TER : G −→ R(
k+1
2 ) and T : G −→ Rn denote the sufficient statistics for the ER-SBM
and β-model, respectively, then the sufficient statistics Tβ(g) for the β-SBM are given by the
product map
TER × T : G −→ R(
k+1
2 )+n;
TER × T : g 7−→ (TER(g), T (g)).
From this description of the sufficient statistics, we can recover an H-representation for the
model polytope PMβ of the β-SBM.
Let P ⊂ Rn be an n-dimensional convex polytope and let Q ⊂ Rm be an m-dimensional
convex polytope. Recall that the free join of P and Q, denoted by P ∨©Q, is the (n+m+ 1)-
dimensional polytope given by respectively embedding P and Q into skew affine spaces and
taking their convex hull. For instance,
P ∨©Q := conv({(p, 0, 0) ∈ Rn × Rm × R : p ∈ P} ∪ {(0, q, 1) ∈ Rn × Rm × R : q ∈ Q}).
The free sum of P and Q, denoted by P ⊕Q, is the projection of P ∨©Q on Rn × Rm along
the final coordinate of Rn × Rm × R. The facets of P ∨© Q are given by the joins of the i-
faces of P and the (n + m − i − 1)-faces of Q as i varies over −1, 0, 1, . . . , n + m − 1. Using
Fourier-Motzkin elimination on the collection of facet-supporting hyperplanes of P ∨©Q, one
can recover a (redundant) H-representation of P ⊕Q. For more details on these combinatorial
operations see [HRGZ97, Kal88] and [Zie95, Chapter 1]. The following proposition follows
immediately.
Proposition 4.7. Let B = {B1, . . . , Bk} be a partition of the node set [n] into k nonempty
blocks. Let Mβ, MER, and M respectively denote the β-SBM, ER-SBM, and β-models with
respect B and [n]. The model polytope PMβ of the β-SBM is the free sum
PMβ = PMER ⊕ PM.
Moreover, a valid H-representation of PMβ is given by applying Fourier-Motzkin elimination
to the H-representation of the free join P ∨©Q.
Finally, it remains to identify a Markov basis for the β-SBMMβ. Markov moves for the β-
SBM are naturally more complex, as they are formed by combining the moves of the β-model,
which preserve node degrees, and the ER-SBM moves, which preserve the number of edges
between and within blocks. While a complete theoretical description of a minimal Markov
basis is an open problem, [GPS] implement a dynamic algorithm to generate applicable moves
on the fibers of the β-SBM. The construction of the moves relies on the so-called parameter
hypergraph, defined in [GPS16, Section 2.2].
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(a) A graph g with
blocks B and Tβ(g) =
(0, 4, 0, 1, 2, 0, 2, 2, 3, 4, 3, 2).
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(b) A cubic Markov move for
the β-SBM with blocks B.
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(c) A graph h with
Tβ(h) = Tβ(g).
Fig 3: Two graphs g and h in the same fiber of the β-SBM with block structure B =
{B1, B2, B3} and a cubic Markov move corresponding to the binomial x23x45x46−x24x34x56 ∈
ker(ϕβ) that moves from g to h. The blue, loosely dashed lines indicate edge insertion and the
red, densely dashed lines indicate edge deletion.
Theoretically, the desired Markov basis is encoded in any binomial generating set for the
toric ideal that is the kernel of the following semigroup algebra homomorphism:
ϕβ : K[xuv : 1 ≤ u < v ≤ n] −→ K[{tij : 1 ≤ i ≤ j ≤ k} ∪ {s1, . . . , sn}];
ϕβ : xuv 7−→ tz(u)z(v)susv,
where z is the block assignment function as in the model definition. As before, the corre-
spondence between this algebraic map and the statistical model parametrization is clear: the
indeterminates xuv correspond to the odds of the edge probabilities and the ti’s and si’s cor-
respond to the model parameters; specifically, setting xuv =
puv
1−puv , su = e
βu , and tij = e
αij
recovers the model parametrization from Equation (2) (see also explanations and illustrations
following the next Theorem).
Experimentally, this toric ideal appears to always have a finite binomial basis consisting of
only cubic and quadrics. We end with a brief example illustrating these observations.
Example 4.8. Let n := 6 and partition [n] into the nonempty blocks
B := {B1 := {1, 2}, B2 := {3, 4, 5}, B3 := {6}}.
With the help of Macaulay2 [GS], we find that the kernel of the semigroup algebra homomor-
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phims ϕβ is generated in 18 quadrics and the 2 cubics:
ker(ϕβ) = 〈x35x46 − x34x56, x25x46 − x24x56, x15x46 − x14x56, x36x45 − x34x56,
x25x36 − x23x56, x24x36 − x23x46, x15x36 − x13x56, x14x36 − x13x46,
x24x35 − x23x45, x14x35 − x13x45, x25x34 − x23x45, x15x34 − x13x45,
x16x25 − x15x26, x16x24 − x14x26, x15x24 − x14x25, x16x23 − x13x26,
x15x23 − x13x25, x14x23 − x13x24,
x23x45x46 − x24x34x56, x13x45x46 − x14x34x56〉.
The quadratic binomials above correspond to Markov moves like those captured in Theo-
rem 4.6 and depicted in Figure 2. The two cubic binomials correspond to new moves that are
particular to the β-SBM. Graphically, these “cubic” moves correspond to an exchange of two
collections of three edges spanning three blocks. One of these cubic moves is illustrated in
Figure 3.
Similar to the Markov bases, an efficiently-sized H-representation of the model polytope for
the β-SBM also appears to be difficult (if not impossible) to identify. The polytope of degree
sequences on 6 nodes has 728 facets and the model polytope for the ER-SBM has an additional
6 facets. Thus, both the the free join PMER ∨©PM, and its projection PMβ = PMER ⊕PM, will
have H-representations with size exponential in n.
5. Simulations
In this section, we illustrate the performance of the finite-sample goodness-of-fit test from
Section 3.3 on synthetic datasets generated from the three variants of the SBM. We test the
null hypothesis that the ER-SBM with k = 2 blocks fits the synthetic networks and evaluate
Type I and II errors. In all experiments, we assume that block memberships are latent, but
the number of blocks is known. The experiments proceed with the following steps.
Data generation: We generate synthetic networks from each of the three variants of the
SBM from Definitions 2.1, 2.2, and 2.4, assuming that the data come from a network with k = 2
blocks. The block assignment Z is generated by sampling 1, ..., k uniformly and independently
for each node. We consider two different network sizes, n = 27 and n = 90. In addition, we
study two probability regimes: in the dense regime, the propensity of nodes to create edges
is high; this is achieved by choosing higher values of model parameters. In the sparse regime,
nodes form edges with lower probability and the probability parameters are lower.
For each of the models used to generate a synthetic network, we specify parameters puv
and sample edges as Bernoulli independent variables with parameter puv. In particular, for
ER-SBM and additive SBM, we specify a block matrix of probabilities. For β-SBM, we specify
block parameters αij for 1 ≤ i, j ≤ k and node parameters βu for 1 ≤ u ≤ n. The specific
choices are displayed in Table 1.
Block assignment estimation: A key ingredient in the finite sample tests with latent
block assignments is the estimation of the block assignment distribution Z in Step 1 of Al-
gorithm 2. We follow a Bayesian approach [PB15, GBP16] which involves fitting an ER-SBM
by placing uniform priors on the edge probabilities and a Dirichlet-Multinomial prior on the
MRC 2016 Network Models Working Group/Exact tests for stochastic block models 21
Parameters
Model for synthetic data Dense Sparse
ER-SBM Q =
(
0.6 0.1
0.1 0.6
)
Q =
(
0.20 0.01
0.01 0.20
)
additive SBM Q =
(
0.77 0.67
0.67 0.55
)
Q =
(
0.02 0.12
0.12 0.50
)
β-SBM α =
(
0.6 0.1
0.1 0.3
)
α =
(−2.00 −0.01
−0.01 −1.00
)
βu ∼ Unif(−n,n), u = 1, . . . , n
Table 1
Model parameter values for generation of synthetic datasets
block assignments (refer to (7) - (10) in [PB15]). Markov chain Monte Carlo is used to sample
from the posterior distribution of the block assignments by simultaneously generating block,
parameter and assignment sampling distributions in a three-dimensional Gibbs sampler. 2000
block assignment are collected to adequately represent the posterior distribution.
Fibers in the goodness-of-fit test: For each of the fibers in the posterior distribution,
we generate the sampling distribution of the GoF statistic, as in Steps 5-10 in Algorithm 2.
Figures 4 and 5 demonstrate the inner workings of these crucial ingredients of the goodness-
of-fit test: they contain histograms of GoF statistics as generated on some of the fibers in a
posterior distribution of Z. (Of course, we do not plot 2000 histograms; we select those with
highest posterior probabilities.) Each fiber is then used to compute a p-value from Step 10.
The final p-value is obtained by taking a weighted average of the p-values on all of the fibers,
as in Step 12 of Algorithm 2, using posterior probabilities as weights. This is then reported
as the p-value of the goodness-of-fit test (see related discussion at the closing paragraphs of
the Introduction Section 1).
Figure 4 illustrates three such fibers of the ER-SBM on k = 2 blocks. In this experiment, the
synthetic data was generated using an additive SBM on k = 2 blocks. The number of nodes
is n = 90 and the data is generated using a sparse parameter regime. The three histograms
of the sampling distributions of the GoF statistic shown correspond to the three fibers with
highest posterior distribution; the fiber weights are re-scaled after discarding the fibers whose
posterior probability was only 1/2000. The weighted p-value for this case is 0.87 and the test
does not reject the null.
Similarly, we tested goodness of fit of the 2-block ER-SBM on synthetic data generated
from the 2-block β-SBM. Figure 5 shows sampling distributions of the GoF statistic for two
of the ER-SBM fibers with positive (non-trivial) posterior probabilities. The number of nodes
in this experiment is n = 27 and the data is generated using a dense parameter regime. The
test’s p-value for this distribution is 0.005 and therefore the null is rejected, i.e., the ER-SBM
does not fit the synthetic data, as expected.
The experiment and Type I/II error rates: Synthetic networks are generated 50 times
from the null model and the block assignment estimation process is repeated for each network.
For each of these, the fibers are analyzed as described above.
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Fig 4: Histograms of the GoF statistic for testing the fit of ER-SBM with 2 blocks. Data
generated from a 2-block additive SBM. Each histogram represents a fiber from a posterior
distribution of block assignments. We display 3 fibers with highest posterior probabilities (re-
scaled after discarding those with probability was only 1/2000). The red dotted lines represent
the observed GoF statistics. The test does not reject the model with p-value of 0.87. At the
nominal level of 0.05, 8% of tests rejected the null for this dataset.
The proportion of rejections of the null hypothesis (i.e., conclusion of poor fit of the ER-
SBM) at a nominal level of 0.05 is reported in Table 2. As expected, when the synthetic
networks are generated from the ER-SBM, the test rejects only 4% and 2% of the times for
the dense and sparse case, respectively. When the networks are generated from the additive
SBM, for the small networks with n = 27, in both the dense and the sparse regime, the
reported rejection rate is less than the nominal level of 0.05. This is the expected result since
the additive SBM is a sub-model of the ER-SBM and we expect not to reject the null. However,
for the bigger networks with n = 90, the test rejects in 8% and 14% of the samples, for the
dense and sparse regimes, respectively. Finally, the test demonstrates good power, as seen by
the results in the last rows of the Table: when the networks are generated from the β-SBM,
for both n = 27 and n = 90 and in both the dense and the sparse regime, the test rejects the
ER-SBM for 100% of the samples.
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Fig 5: Histograms of the GoF statistic for testing the fit of a 2-block ER-SBM. Data generated
from a 2-block β-SBM. Each histogram represents a fiber from a posterior distribution of block
assignments. We display 2 fibers with highest posterior probabilities (rescaled after discarding
those with probability less that 1%). The red dotted lines represent the observed GoF statistics
on the particular fiber. The weighted p-value for this distribution is 0.005 and the rejects the
model. The rejection rate for this dataset was 100% at the nominal level of 0.05.
Density
Model for synthetic data Size Dense Sparse
ER-SBM n = 27 0.04 0.02
n = 90 0.04 0
additive SBM n = 27 0 0.04
n = 90 0.08 0.14
β-SBM n = 27 1 1
n = 90 1 1
Table 2
Rejection rates, at nominal level of 0.05, over 50 runs of the the goodness-of-fit test for the ER-SBM.
MRC 2016 Network Models Working Group/Exact tests for stochastic block models 24
6. Application on real datasets
We consider the application of our test to two real datasets: The Karate dataset and the
Human Connectome data.
Karate Club Network: Zachary’s Karate club data is a classic, well-studied social network
of friendships between 34 members of a Karate club at a US university in the 1970s [Zac77].
The block structure of the Karate dataset is well understood: the network has 2 natural blocks
(refer to Figure 6) that formed due to a social conflict that occurred during the observation;
because of this reason it been used as a benchmark for community detection and fitting
stochastic block models.
Fig 6: Karate club data: reference clustering
Some authors have also fit a SBM with k = 4 blocks for the Karate dataset, see for e.g
[BC09]. We test the Karate dataset for the ER-SBM with k = 2 and k = 4 blocks. For k = 2
blocks, we obtain a p-value of 0.01 whereas for k = 4 blocks, we obtain a p-value of 0.17. Thus
the tests rejects the 2-block SBM but fails to reject the 4-block SBM. Histograms of the test
statistic for the dominant fibers are demonstrated in Figure 7.
[BC09] noted that if no constraints are imposed on the edge probabilities, the Newman-
Girvan modularity [GN02] and the likelihood-based modularity [BC09] provide conflicting
estimates of the block assignments. While Newman-Girvan modularity delivers a clustering
result which seems to mostly agree with the split in Figure 6, the communities obtained by
the likelihood based modularity are quite different [BC09]. It shows one community consisting
of five individuals with central importance that connect with many other nodes while the
other community consists of the remaining individuals. However, under the constraint that
within-community density is no less than the density of relationship to all other communities,
they both seem to match with the split in Figure 6. Since the model fitting in [PB15] does
not impose any constraints in the edge probabilities, we expect our likelihood-based method
to expected to have a poor fit for a 2-block SBM. [BC09] argued that 4-block SBM might be
a better fit for the Karate network. This is indeed shown by the p-values obtained from the
goodness-of-fit method.
Human Connectome Network: We analyze the connections in the human brain, using
the data provided by the Human Connectome Project [HCP]1. Each of 857 subjects the
1Data collection and sharing for this project was provided by the MGH-USC Human Connectome Project
(HCP; Principal Investigators: Bruce Rosen, M.D., Ph.D., Arthur W. Toga, Ph.D., Van J. Weeden, MD). HCP
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(a) k = 2, test rejects the null with p-value 0.01. (b) k = 4, test favors the null with p-value 0.17.
Fig 7: Histograms of the GoF statistic for testing the fit of the Karate Club Network. Tested
against the null hypothesis of ER-SBM with a) 2 and b) 4 blocks. Each histogram represents
a fiber from a posterior distribution of block assignments. We display 2 fibers with highest
posterior probabilities (re-scaled after discarding those with probability was only 1/2000). The
red dotted lines represent the observed GoF statistics.
connectome is represented as a network on 68 nodes, corresponding to two brain regions, the
left and the right hemisphere with 34 nodes in each hemisphere. If two regions demonstrate
a high correlation between the fMRI signals (see [GSW+13] for a detailed pipeline), then the
corresponding nodes are linked by an edge. Thus, the choice of 2 blocks is natural in these
data because of the left and the right hemisphere of the brain. We consider two randomly
chosen subjects: Subject 1 and Subject 8 and test for the null hypothesis that the data comes
from an ER-SBM with k = 2 blocks. The heatmap for the adjacency matrices for Subjects 1
and 8 are shown in Figure 8.
We obtained a p-value of 0.00025 and 0.00059 for Subject 1 and 8 respectively, thus re-
jecting the null hypothesis that the data comes from an ER-SBM with k = 2 blocks. We
also implemented out goodness of fit test with k = 3, . . . , 8 values. However, all the tests
reject the null hypothesis. This suggests that the connectomics data cannot be adequately
funding was provided by the National Institute of Dental and Craniofacial Research (NIDCR), the National
Institute of Mental Health (NIMH), and the National Institute of Neurological Disorders and Stroke (NINDS).
HCP data are disseminated by the Laboratory of Neuro Imaging at the University of California, Los Angeles.
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(a) Subject 1 (b) Subject 8
Fig 8: Heatmap of the adjacency matrices; blue pixels indicate 0 and red pixels indicate 1
described by this SBM. This is not surprising, since the SBM assumes that the degree dis-
tribution of the different nodes to be the same. However, the human brain is highly complex
with varying degree distributions for the regions. Also the assumption of a node belonging to
a single cluster may not be true. Typically multiple subsets of the regions of the brain work
in unison to perform various tasks. So it is reasonable to assume the nodes will have multiple
memberships. We do conjecture that a degree-corrected SBM may adequately describe the
connectivity of a human brain. To that end, we implemented a Bayesian version of the β-SBM
as in [NR16b] with unknown number of communities with the fiber walk implementation from
[GPS]. Preliminary results for the latent-block β-SBM show that the p-values for Subjects 1
and 8 are 0.98 and 0.79, respectively, indicating good fit of the model. In Subject 1, there was
one significant block assignment in the estimate with k = 5. In Subject 8, the posterior block
distribution Z consisted of close to 2000 fibers, those with weights > 0.01 were included to
produce the weighted p-value above.
7. Discussion
Stochastic block models are widely used models for fitting network data. Despite their pop-
ularity, there are very few tools to assess the adequacy of model fit, which is an important
practical issue in applications. Existing works on goodness-of-fit tests for SBMs [Lei16] rely on
asymptotic justifications and it is not straightforward to modify the methodology to handle
variants of SBM such as the degree-corrected SBM.
In this work, we develop the first non-asymptotic goodness-of-fit tests for both sparse and
dense SBMs with unknown block assignments. Our tests for the latent-block SBMs rely cru-
cially on an algebrogeometric construction of fibers of observed-block SBMs, along with a
set of moves called Markov bases that connect all elements in each fiber. Our tests can be
considered as generalizations of Fisher’s exact tests for contingency tables to network models.
Simulations in Section 5 show that the tests control the Type 1 error at the advertised nom-
inal level and possess good power. Our methodology extends in a straightforward manner to
variants of SBM such as the the additive SBM and the degree-corrected SBM [KN11] (β-SBM
in our notation) since the key ingredients are already available i) Markov-moves for exploring
the fiber and ii) methods for estimating the block assignments (this is similar to [PC13]).
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Fig 9: Histograms of the GoF statistic for testing the fit of the Human Connectome Network
for subject 1. Tested against the null hypothesis of ER-SBM with 2 blocks. Each histogram
represents a fiber from a posterior distribution of block assignments. We display 2 fibers
with highest posterior probabilities (re-scaled after discarding those with probability was only
1/2000). The red dotted lines represent the observed GoF statistics. The test does rejects the
null with p-value 0.
Furthermore, the methodology developed here for the three variants of the SBM does, in
fact, also extend to any mixture of log-linear models on discrete data: mixture parameter
estimation is akin to the block assignment estimation, while each log-linear model has a
Markov basis and the theory from algebraic statistics can be used in a straightforward way to
sample from model fibers.
As we have seen in the real data application Section 6, an SBM may not adequately de-
scribe several real-life situations such as overlapping communities with heterogeneous degree
distributions. In the future, we propose to extend the tests developed here to the case of
overlapping communities.
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