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1. Introduction
This paper is intended as a follow up paper to [15]. Let us first recall some
necessary notation and definitions.
Definition 1.1. Let V be a Banach space. We shall use Isom(V ) for the group of
all linear, surjective, isometric maps from V to itself.
Definition 1.2. For σ, τ ∈ Sn (here Sn is the group of self-bijections of {1, . . . , n})
we define the Hamming distance by
dHamm(σ, τ) =
1
n
|{j : σ(j) 6= τ(j)}|.
The Hamming distance can also be seen as the probability that σ 6= τ, using the
uniform probability measure on {1, . . . , n}.
Definition 1.3. Let Γ be a countable discrete group. A sofic approximation of Γ
is a sequence σi : Γ → Sdi of functions, not assumed to be homomorphisms, with
σi(e) = 1 such that
dHamm(σi(gh), σi(g)σi(h))→ 0, for all g, h ∈ Γ,
dHamm(σi(g), σi(h))→ 1, for all g 6= h in Γ.
We say that Γ is sofic, if it has a sofic approximation.
Definition 1.4. On Mn(C) we shall use tr =
1
n Tr, where Tr is the usual trace.
We shall use 〈A,B〉 = tr(B∗A) and ‖A‖p = tr((A∗A)p/2)1/p. We shall use ‖A‖∞
for the operator norm of A.
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In fact, if M is a von Neumann algebra with a faithful normal tracial state τ, we
will use
‖x‖p = τ((x∗x)p/2)1/p
and ‖x‖∞ for the operator norm of x ∈M.
Definition 1.5. Let Γ be a countable discrete group. An embedding sequence of
Γ is a sequence σi : Γ → U(di), (here U(n) is the unitary group of Cn) satsifying
σi(e) = Id and
‖σi(gh)− σi(g)σi(h)‖2 → 0 for all g, h ∈ Γ
〈σi(g), σi(h)〉 → 0 for all g 6= h ∈ Γ.
We say that Γ is Rω-embeddable if it has an embedding sequence. The ter-
minology comes from the Connes’ Embedding Problem, as one can show that Γ
is Rω-embeddable according to our definition if and only if the group von Neu-
mann algebra of Γ embeds into an ultrapower of the hyperfinite II1 factor R (see
[25] Proposition 2.5 and Definition 2.6). It is a simple exercise to show that every
sofic group is Rω-embeddable. The class of sofic groups include amenable groups,
residually finite groups, and is closed under free products with amalgamation over
amenable groups, increasing unions, and taking subgroups (see [9] for proofs of
these facts). In particular, all linear groups are sofic.
In [15] if we are given a countable discrete group Γ and Σ = (σi : Γ→ Isom(Vi))
with dim(Vi) <∞, then to every uniformly bounded action of Γ on a Banach space
V, we defined a number
dimΣ(V,Γ) ∈ [0,∞].
The definition will be given later in this section. Suppose Γ is a sofic group, and
Vi = l
p(di), and Σ = (σi : Γ → Sdi) is as sofic approximation. Let Σ˜ = (σ˜i : Γ →
Isom(lp(di))) be the sequence of maps defined by composing σi with the map Sdi →
Isom(lp(di)) given by the natural action of Sdi on l
p(di). In this case we will use
dimΣ,lp(V,Γ)
instead of
dimΣ˜(V,Γ).
Similarly if Γ is Rω-embeddable and Σ = (σi : Γ → U(di)) is an embedding se-
quence, we let
dimΣ,Sp,mult(V,Γ),
dimΣ,Sp,conj(V,Γ),
be the dimensions coming from the left multiplication and conjugation actions of
U(n) on Sp(n), respectively.
In [15], we proved the following properties of this dimension function
Property 1: dimΣ(W,Γ) ≤ dimΣ(V,Γ) if there is a equivariant bounded linear map
W → V with dense image.
Property 2: dimΣ(W,Γ) ≤ dimΣ(V,Γ) + dimΣ(V/W,Γ), if W ⊆ V is a closed Γ-
invariant subspace.
Property 3: dimΣ,lp(W ⊕ V,Γ) ≥ dimΣ,lp(W,Γ) + dimΣ,lp(V,Γ) for 2 ≤ p < ∞,
where dim is a “lower dimension,” and is also an invariant,
Property 4: dimΣ,lp(l
p(Γ, V ),Γ) = dimΣ,lp(l
p(Γ, V )) = dim(V ) for 1 ≤ p ≤ 2,
Property 5: dimΣ,lp(W,Γ) ≥ dimL(Γ)(W
‖·‖2
) if 1 ≤ p ≤ 2, W ⊆ lp(N, lp(Γ)),
Property 6: dimΣ,Sp,conj(W,Γ) ≥ dimL(Γ)(W
‖·‖2
) if 1 ≤ p ≤ 2, W ⊆ lp(N, lp(Γ)),
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Property 7: dimΣ,l2(H,Γ) = dimΣ,l2(H,Γ) = dimL(Γ)H if H ⊆ l2(N, l2(Γ)).
Thus dimΣ,lp can be seen as an extension of the von Neumann dimension of
a Γ-invariant subspace of l2(N,Γ) as defined by Murray and von Neumann. The
above shows that dimΣ,lp has many of the properties that the usual dimension
in linear algebra and von Neumann dimension have and thus it makes sense to
think of dimΣ,lp as a version of von Neumann dimension. We mention that in
[20] Monod-Petersen show that if 2 < p < ∞, then any isomorphism invariant
associated to Γ-invariant subspaces of lp(Γ) cannot satisfy all the properties that
von Neumann dimension satisfies. In particular, they show that if Γ contains an
infinite elementary amenable subgroup and 2 < p < ∞, then there exists closed
Γ-invariant linear subspaces En and F 6= {0} of lp(Γ) with En ∩ F = {0} for all n,
but
lp(Γ) =
∞⋃
n=1
En.
This is impossible for p = 2, because
dimL(Γ)(Hn)→ dimL(Γ)
( ∞⋃
n=1
Hn
)
,
whenever Hn is an increasing sequence of closed linear Γ-invariant subspaces of
l2(Γ).
Let us mention how the results of Monod-Petersen show that there must be
paradoxical properties of our dimension function. Let Vn,W be the polars of En, F
constructed by Monod-Petersen. We see that if 1 < p < 2, then we have a Γ-
invariant closed subspace W ⊆ lp(Γ) with W 6= lp(Γ) and decreasing closed Γ-
invariant subspaces Vn ⊆ lp(Γ) such that W + Vn‖·‖p = lp(Γ) and
⋂∞
n=1 Vn = {0}.
We thus have a Γ-equivariant map with dense image
Vn ⊕W → lp(Γ),
so
1 ≤ dimΣ,lp(Vn,Γ) + dimΣ,lp(W,Γ).
Thus one of two things occurs. Either
lim inf
n→∞
dimΣ,lp(Vn,Γ) > 0
or
dimΣ,lp(W,Γ) ≥ 1.
Therefore, one of the two properties
dimΣ,lp(W,Γ) < dimΣ,lp(V,Γ) if W is a proper closed linear subspace of a Banach space V ,
dimΣ,lp(Vn,Γ)→ 0, if Vn ⊇ Vn+1 are Banach spaces with
∞⋂
n=1
Vn = {0},
must fail for lp-dimension. Each of these properties is true for von Neumann di-
mension, and so we must have some paradoxical properties (i.e. contrary to what
one would intuitively believe should hold for a dimension function) for lp dimension
when p 6= 2.
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Definition 1.6. Let Γ be a countable discrete group and Σ = (σi : Γ→ Isom(Vi)).
Let Γ have a uniformly bounded action on a Banach space V and let S = (xj)
∞
j=1
be a bounded sequence in V. For F ⊆ Γ finite and m ∈ N, let
VF,m = Span{g1g2 . . . gkxj : g1, . . . , gk ∈ F, 1 ≤ j, k ≤ m}.
For M, δ > 0, we let HomΓ(S, F,m, δ, σi)M consist of all bounded linear maps
T : VF,m → Vi such that ‖T ‖ ≤M and
‖T (g1 · · · gkxj)− σi(g1) · · ·σi(gk)T (xj)‖ < δ for all g1, . . . , gk ∈ F, 1 ≤ j, k ≤ m.
We shall typically denote HomΓ(S, F,m, δ, σi)1 by HomΓ(S, F,m, δ, σi). If Σ is a
sofic approximation, we use HomΓ,p(S, F,m, δ, σi) for the space of maps above using
the permutation action of Sdi on l
p(di).
Definition 1.7. Let V be a vector space with pseudonorm ρ. For A ⊆ V and
ε > 0 we say that a linear subspaceW ⊆ V ε-contains A, written A ⊆ε W, if for all
x ∈ A, there is a w ∈W such that ρ(x−w) < ε. We set dε(A, ρ) to be the smallest
dimension of a linear subspace which ε-contains A.
Definition 1.8. A product norm on l∞(N) is a norm ρ with ρ(f) ≤ ρ(g) if |f | ≤ |g|,
and such that ρ induces the topology of pointwise convergence on {f ∈ l∞(N) :
‖f‖∞ ≤ 1}. If ρ is a product norm, and V is a Banach space we define ρV on
l∞(N, V ) by ρV (f) = ρ((‖f(n)‖)∞n=1).
Definition 1.9. Let Γ, S = (xj)
∞
j=1,Σ, V be as Definition 1.6. For F ⊆ Γ finite
and m ∈ N let αS : B(VF,m, Vi) → l∞(N, Vi) be given by αS(T )(n) = T (xj), if
1 ≤ n ≤ m and αS(T )(n) = 0 for n > m. We define
dimΣ(S, F,m, δ, ε, ρ) = lim sup
i→∞
1
dim(Vi)
dε(αS(HomΓ(S, F,m, δ, σi)), ρVi).
dimΣ(S, ε, ρ) = lim sup
(F,m,δ)
dε(αS(HomΓ(S, F,m, δ, σi)), ρVi).
dimΣ(S, ρ) = sup
ε>0
dimΣ(S, ε, ρ).
Here the triples (F,m, δ) are ordered by (F,m, δ) ≤ (F ′,m′, δ′) if F ⊆ F ′,m ≤
m′, δ′ < δ. In [15] it is shown that
dimΣ(S, ρ) = dimΣ(S
′, ρ′)
if Span(ΓS) = Span(ΓS′), and ρ, ρ′ are product norms. Because of this we use
dimΣ(V,Γ) for dimΣ(S, ρ) if Span(ΓS) = V and ρ is a product norm. Also in [15]
we showed that
dimΣ(V,Γ) = sup
ε>0
lim inf
(F,m,δ)
lim sup
i→∞
1
dim(Vi)
dε(αS(HomΓ(S, F,m, δ, σi)), ρVi).
It is a simple exercise to show that HomΓ(S, F,m, δ, σi) may be replaced by HomΓ(S, F,m, δ, σi)M
for any M > 0. We let dimΣ(V,Γ) be the number obtained by replacing the first
limit supremum with a limit infimum (again we showed in [15] that this depends
only on Span(ΓS)). Similar to above we showed in [15] that
dimΣ(V,Γ) = sup
ε>0
lim inf
(F,m,δ)
lim inf
i→∞
1
dim(Vi)
dε(αS(HomΓ(S, F,m, δ, σi), ρVi).
These definitions may seem quite technical and bizarre, but they are really in-
spired by ideas of Bowen [2], Kerr and Li [18], Gournay [10] and Voiculescu [29].
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The main point is that one should view the usual von Neumann dimension as a
type of dynamical entropy thinking of the action of Γ on l2(Γ) as an analogue of a
Bernoulli shift action of Γ. Bowen in [2] and Kerr and Li in [18] give a microstates
version of dynamical entropy for sofic groups. Similar to Kerr and Li, we consider
“almost structure-preserving maps” (in this case almost equivariant maps), and
measure the growth rate of the size of the space of such maps. Here it makes sense
to consider the linear growth rate, since ε-dimension can grow at most linearly. In
this paper we prove some of the conjectures stated in [15]. Namely, we show the
following new properties of lp-dimension:
Property 1: dimΣ,lp(H
lp
1 (Fn),Fn) = dimΣ,lp(H
lp
1 (Fn),Fn) = n− 1.
Property 2: dimΣ,lp(H
1
lp(Fn),Fn) = dimΣ,lp(H
1
lp(Fn),Fn) = n− 1.
Property 3: dimΣ,Sp,mult(
(⊕n
j=1 L
p(L(Γ)qj , τ)
)
,Γ) =
∑n
j=1 τ(qj), for 1 ≤ p <∞,
where q1, . . . , qn are projections in L(Γ) and τ is the group trace.
Property 4: dimΣ,lp(V,Γ) = 0 if V is finite-dimensional and Γ is infinite.
Here H1lp , H
lp
1 are l
p-homology and lp-cohomology spaces, and Fn is the free
group on n letters. Our approach to proving the last property is to consider a
free, ergodic, probability measure-preserving action of Γ such that the associated
equivalence relation RΓ is sofic ( the definition of what it means for an equivalence
relation to be sofic will be given in Section 2 and the Bernoulli action of a sofic
group will be an example). Because RΓ contains an amenable equivalence relation
we can try to adapt the proof of the last property in the case Γ = Z. This suggests
exploring lp-dimension for representations of equivalence relations, which is part of
ongoing research (see [14]). We will also give an equivalent approach to lp-dimension
defined by using vectors instead of almost equivariant operators.
2. Triviality In The Case of Finite-Dimensional Representations
The main goal of this section is to prove the following.
Theorem 2.1. Let Γ be a infinite sofic group, and Σ a sofic approximation of Γ.
Then for every 1 ≤ p ≤ ∞, and for uniformly bounded representation of Γ on a
finite-dimensional Banach space V,
dimΣ,lp(V,Γ) = 0.
Here is the outline of the proof. We will begin by studying lp-dimension for
amenable groups, using the standard technique of averaging over Følner sequences.
Using this averaging technique, we show that for finite Γ
dimΣ,lp(V,Γ) =
dimC V
|Γ| .
This easily proves the theorem when Γ has finite subgroups of unbounded size. We
then show that
dimΣ,lp(V,Z) = 0,
if V is finite-dimensional. Since dimension increases when we restrict the action to
a subgroup, we may assume that Γ has no elements of infinite order, but that there
is a uniform bound on the size of a finite subgroup of Γ. A compactness argument
will show that Γ has an infinite subgroup which acts on V trivially, so we only have
to show that
dimΣ,lp(C,Γ) = 0
6 BEN HAYES
where Γ acts trivially on C. To prove this last statement, we will pass to a sofic
equivalence relation induced by the group and use that the full group of such an
equivalence relation contains Z/nZ for every integer n.
We first show that in the case of an action of an amenable group, we may assume
that the maps we use to compute dimension are only approximately equivariant
after cutting down by certain subsets. We formalize this as follows.
Definition 2.2. Let Γ be a sofic group with a uniformly bounded action on a
Banach space V. Let σi : Γ→ Sdi be a sofic approximation. Fix a bounded sequence
S = (aj)
∞
j=1 in V. Let Ai ⊆ {1, . . . , di}. For F ⊆ Γ finite, m ∈ N, δ > 0, we let
HomΓ,lp,(Ai)(S, F,m, δ, σi) be the set of all linear maps T : VF,m → lp(di) such that
‖T ‖ ≤ 1, and for all 1 ≤ j, k ≤ m and all s1, . . . , sk ∈ F we have
‖T (s1 · · · skaj)− σi(s1) · · ·σi(sk)T (aj)‖lp(Ai) < δ.
Set
dimΣ,lp(S,Γ, (Ai), ε, F, δ, ρ) = lim sup
i→∞
1
di
dε(αS(HomΓ,lp,(Ai)(S, F,m, δ, σi)), ρlp(di)),
dimΣ,lp(S,Γ, (Ai), ε, ρ) = inf
F⊆Γfinite,
δ>0
dimΣ,lp(S,Γ, (Ai), ε, F, δ, ρ),
dimΣ,lp(S,Γ, (Ai), ρ) = sup
ε>0
dimΣ,lp(S,Γ, (Ai), ε, ρ),
where ρ is any product norm.
Proposition 2.3. Fix a product norm ρ on l∞(N). Let Γ be a countable amenable
group and Σ = (σi : Γ → Sdi) a sofic approximation. Let Ai ⊆ {1, . . . , di} be such
that
|Ai|
di
→ 1.
Then for any uniformly bounded action of Γ on a separable Banach space V, for
every generating sequence S in V, for every product norm ρ and every 1 ≤ p < ∞
we have
dimΣ,lp(V,Γ) = dimΣ,lp(S,Γ, (Ai), ρ).
Proof. Fix S = (xj)
∞
j=1 a dynamically generating sequence for V. As
HomΓ,lp(S, F,m, δ, σi) ⊆ HomΓ,lp,(Ai)(S, F,m, δ, σi)
for m, i ∈ N, δ > 0 and F ⊆ Γ finite, we have
dimΣ,lp(V,Γ) ≤ dimΣ,lp(S,Γ, (Ai), ρ).
For the reverse inequality we first fix some notation. For E,F finite subsets of
Γ containing the identity and m ∈ N define
P
(E)
i : B(VE−1F,m, l
p(di))→ B(VF,m, lp(di))
by
P
(E)
i (T ) =
1
|E|
∑
s∈E
σi(s) ◦ T ◦ s−1.
Then ‖P (E)i ‖ ≤ 1. Note that for s1, . . . , sk ∈ F and T ∈ B(VF,k, lp(di))
P
(E)
i (T )(s1 · · · skx) =
1
|E|
∑
s∈E
σi(s)T (s
−1s1 · · · skx) =
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1
|E|
∑
s∈s−1
k
···s−11 E
σi(s1 · · · sks)T (s−1x).
Let Bi ⊆ {1, . . . , di} be the set of all 1 ≤ j ≤ di such that
σi(s1 · · · sks)−1(j) = σi(s)−1σi(s1 · · · sk)−1(j),
for all s ∈ E, s1, . . . , sk ∈ F, 1 ≤ k ≤ m. Then the above shows that if T ∈
B(VE−1F,m, l
p(Bi)) then
(1)
‖σi(s1 · · · sk)P (E)i (T )(xl)− P (E)i (T )(s1 · · · skxl)‖ ≤ 2
|E∆s−1k · · · s−11 E|
|E| ‖T ‖‖xl‖,
for 1 ≤ l ≤ m.
Let ε > 0, and M = supj ‖xj‖ <∞. Since ρ is a product norm, we may choose
N ∈ N, and κ > 0 such that if f, g ∈ l∞(N, lp(di)) and ‖f‖, ‖g‖ ≤M and
max
1≤l≤N
‖f(l)− g(l)‖p < κ,
then
ρ(f − g) < ε.
Let δ > 0 depend upon κ to be determined later. Let m ≥ max(2, N) be an integer
and let F be a symmetric finite subset of Γ with e ∈ F. Let E ⊆ Γ be a finite
set containing the identity, the set E will depend upon F,m, δ in a manner to be
determined later. Let T ∈ HomΓ,lp,(Ai)(S,E−1F,m, δ, σi), then
P
(E)
i (χBiT ) =
1
|E|
∑
s∈E
σi(s)χBiT ◦ s−1 =
1
|E|
∑
s∈E
χσi(s)Biσi(s)T ◦ s−1.
Set Ci = Ai ∩Bi ∩
⋂
s∈E σi(s)(Ai ∩Bi). Then |Ci|di → 1 and for 1 ≤ j ≤ m
(2)
‖P (E)i (χBiT )(xj)− T (xj)‖lp(Ci) ≤
1
|E|
∑
s∈E
‖σi(s)T (s−1xj)− T (xj)‖lp(σi(s)Ai) < δ.
By amenability of Γ, we may choose E with
max
1≤k≤m,
s1,...,sk∈F
2
|E∆s−1k · · · s−11 E|
|E| ‖xj‖ < δ.
Then by (1), we know P
(E)
i (χBi(T )) ∈ HomΓ,lp(S, F,m, δ, σi). By (2),
(3) max
1≤j≤m
‖χCi(P (E)i (χBiT )(xj)− T (xj))‖p < δ.
For A ⊆ {1, . . . , n}, we use 1⊗ χA for the operator on l∞(N, lp(n)) given by
[(1⊗ χA)f ](j) = χAf(j), f ∈ l∞(N, lp(n)), j ∈ N.
If we now force δ < κ, then by our choice of κ,m,N and (3),
αS(HomΓ,lp,(Ai)(S, F,m, δ, σi)) ⊆2ε,ρlp(di)(1⊗ χCi)αS(HomΓ,lp(S, F,m, δ, σi)
+ {f ∈ l∞(N, lp(Aci )) : f(j) = 0, if j > N}.
Thus,
d3ε(αS(HomΓ,lp,(Ai)(S, F,m, δ, σi)), ρlp(di)) ≤ N |Aci |+dε(αS(HomΓ,lp(S, F,m, δ, σi)), ρlp(di)).
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As
|Aci |
di
→ 0,
dividing by di, taking the limit supremum over i, then the limit supremum over
(F,m, δ) and letting ε→ 0 proves that
dimΣ,lp(S,Γ, (Ai), ρ) ≤ dimΣ,lp(V,Γ).

It may not seem clear to the reader that amenability is important in the previous
proposition. Note that T ∈ HomΓ,lp,(Ai)(S, F,m, δ, σi) means that ‖T ‖ ≤ 1 and for
all 1 ≤ k ≤ m and s1, . . . , sk ∈ F we have
‖T (s1 · · · skaj)− σi(s1) · · ·σi(sk)T (aj)‖lp(Ai) < δ,
whereas T ∈ HomΓ,lp(S, F,m, δ, σi) means that ‖T ‖ ≤ 1 and for all 1 ≤ k ≤ m,
and s1, . . . , sk ∈ F we have
‖T (s1 · · · skaj)− σi(s1) · · ·σi(sk)T (aj)‖p < δ.
We invite the reader to think about the fact that the first does not imply the second,
even if we replace δ with δ′ for some δ′ depending on δ with δ′ → 0 as δ → 0. Part
of the essential difficulty is that our assumptions do not imply anything about
‖T (aj)‖lp(Ac
i
) even if we know A
c
i is “small.” For example, we could a priori have
that T (aj) is supported on a small set. The significance of amenability is that we
can use any linear map
T : VF,m → lp(di),
and, by using the operators P
(E)
i in the proposition, produce an almost equivariant
map. Moreover if we start with an element of HomΓ,lp,(Ai)(S, F,m, δ, σi), then
P
(E)
i (T ) will be close to T (after projecting to a complement of a small dimensional
space).
Corollary 2.4. Let Γ be an amenable group with a uniformly bounded action on a
separable Banach space V. Let Σ = (σi : Γ→ Sdi), Σ′ = (σ′i : Γ→ Sdi) be two sofic
approximations. Then for all 1 ≤ p ≤ ∞,
dimΣ,lp(V,Γ) = dimΣ′,lp(V,Γ).
Proof. An ultrafilter argument using Theorem 1 of [8] shows that we can find
τi : Sdi → Sdi such that
dHamm(τiσi(s)τ
−1
i , σ
′
i(s))→ 0.
Replacing σi by τi ◦ σi ◦ τ−1i , we may assume that
dHamm(σi(s), σ
′
i(s))→ 0
for all s ∈ Γ. In this case, we can find Ai ⊆ {1, . . . , di} such that
|Ai|
di
→ 1
and for all s1, . . . , sn ∈ Γ, we have
σi(s1 · · · sn)(j) = σi(s1) · · ·σi(sn)(j) = σ′i(s1) · · ·σ′i(sn)(j) = σ′i(s1 · · · sn)(j)
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for all j ∈ Ai and all sufficiently large i. Thus if we are given a finite F ⊆ Γ, an
m ∈ N and a δ > 0, then for all large i
HomΓ,lp,(Ai)(S, F,m, δ, σi) = HomΓ,lp,(Ai)(S, F,m, δ, σ
′
i).
The corollary now follows from the preceding proposition.

Proposition 2.5. Let Γ be a finite group acting on a finite-dimensional vector
space V. For n ∈ N, let
n = qn|Γ|+ rn
where 0 ≤ rn < |Γ| and qn, rn ∈ N. Let An be a set of size rn and define a sofic
approximation Σ = (σn : Γ→ Sym((Γ× {1, . . . , qn}) ⊔ An) by
σn(s)(g, j) = (sg, j) for s ∈ Γ, 1 ≤ j ≤ qn,
σn(s)(a) = a for a ∈ An.
Then for any 1 ≤ p ≤ ∞
dimΣ,lp(V,Γ) = dimΣ,lp(V,Γ) =
dimC V
|Γ| .
Proof. Fix a norm on V. By finite dimensionality, we may use the operator norm
on B(V, lp(di)) as our pseudonorm and we may replace HomΓ(S,Γ,m, δ, σi) by the
space Hom′Γ(Γ,m, δ, σi) of all operators T : V → lp(di) such that
‖T ◦ s1 · · · sk − σi(s1) · · ·σi(sk) ◦ T ‖ < δ
for all 1 ≤ k ≤ m, s1, . . . , sk ∈ Γ.
Let Vn ⊆ B(V, lp(n)) be the linear subspace of all linear operators
T : V → lp(Γ× {1, . . . , qn})
which are equivariant with respect to the Γ-action on lp(Γ× {1, . . . , qn}) given by
(gf)(x, j) = f(g−1x, j) for g, x ∈ Γ, 1 ≤ j ≤ qn.
Note that we have norm one projections
B(V, lp(n))→ B(V, lp(Γ× {1, . . . , qn}),
B(V, lp(Γ× {1, . . . , qn})→ Vn,
given by multiplication by χ{1,...,qn} and by
T → 1|Γ|
∑
s∈Γ
σn(s)
−1 ◦ T ◦ s.
Let Pn denote the composition of these two projections. Since we have a norm one
projection from B(V, lp(n))→ Vn the Riesz Lemma implies that
(4) dε({T ∈ Vn : ‖T ‖ ≤ 1}, ‖ · ‖) ≥ dimC Vn.
With the norm in (4) being the operator norm. Define an action of Γ on V ∗ by
(gφ)(x) = φ(g−1x). Let Wn be the set of all Γ-equivariant operators in B(lp(Γ ×
{1, . . . , qn}, V ∗).We use T t for the Banach space adjoint of T. Then T 7→ T t defines
an isomorphism Vn ∼=Wn. For f ∈ lp(Γ), k ∈ lp({1, . . . , qn}) let f ⊗ k be defined by
(f ⊗ k)(g, j) = f(g)k(j). We leave it as an exercise to the reader to verify that the
map
Φ: Wn → B(lp({1, . . . , qn), V ∗)
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given by
Φ(T )(f) = T (χ{e} ⊗ f)
is an isomorphism. Thus,
dimC(Vn) = dimC(Wn) = qn dimC(V ).
For T ∈ Hom′Γ(Γ,m, δ, σi) we have
‖Pn(T )− T ‖B(V,lp(n)) < δ.
Thus
(5) dε(Hom
′
Γ(Γ,m, δ, σi), ‖ · ‖) ≤ (dimC V )qn + rn,
and (4), (5) are enough to imply the proposition.

Corollary 2.6. Let Γ be a finite group acting on a finite-dimensional vector space
V. For any sofic approximation Σ = (σi : Γ→ Sdi) of Γ and 1 ≤ p ≤ ∞ we have
dimΣ,lp(V,Γ) = dimΣ,lp(V,Γ) =
dimC V
|Γ| .
Proof. Take
Σ′ = (ρdi : Γ→ Sdi)
where ρn is defined as in Proposition 2.5, then use Proposition 2.5 and Corollary
2.4.

Proposition 2.7. Let V be a finite-dimensional Banach space with a uniformly
bounded action of Z. Let σn : Z → Sym(Z/nZ) be given by the quotient map Z →
Z/nZ. Then for all 1 ≤ p ≤ ∞,
dimΣ,lp(V,Z) = 0.
Proof. Since all norms on a finite-dimensional space are equivalent, we may assume
that V is a Hilbert space. Since V is now a Hilbert space, we will call it H instead.
Let pi : Z→ B(H) be the representation given by the action of Z, and let K = pi(Z).
By finite-dimensionality, K is a compact group. Let 〈·, ·〉H be the inner product on
H. Define a new inner product on H by
〈ξ, η〉 =
∫
K
〈Tξ, T η〉H dT,
where the integration is with respect to the Haar measure on K. We leave it as an
exercise to verify that this is indeed an inner product inducing a norm equivalent
to the original norm on H and that K acts unitarily with respect to 〈·, ·〉. Thus
we may assume that pi(Z) ⊆ U(H). Set U = pi(1). By passing to direct sums, we
may assume that pi is irreducible. Thus if we fix any ξ ∈ H with ‖ξ‖ = 1, then ξ is
generating. We will take S = (ξ, 0, 0, . . . ) and as a pseudonorm we take
ρ(T ) = ‖T (ξ)‖.
Fix n ∈ N, since αS(T )(j) = 0 for all T ∈ B(H, lp(di)) and j ≥ 2, we may view αS
as a map into lp(di).
Fix 1 > ε > 0, and let ε > δ > 0. Choose k such that δpk < ε, (if p = ∞ then
let k be any integer.) Since pi(Z) is compact, we can find an integer m such that
‖Umj − 1‖ < δ,
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for 1 ≤ j ≤ k.We may assume thatm is large enough so that {U jξ : −m ≤ j ≤ −1}
spans H. Let F = {j ∈ Z : |j| ≤ m(2k+1)}. For n ∈ N, let qn ∈ N∪{0}, 0 ≤ rn < k
be the integers defined by
n = qnmk + rn.
Define Qj, j = 0, . . . , k − 1 by
Qj =
m⋃
l=1
{jm+ l + qmk : 0 ≤ q ≤ qn − 1}.
Pictorially, if we think of {1, . . . , qnmk} as a rectangle formed out of mk horizontal
dots and qn vertical dots, then Qj is the rectangle from the jm+1
st horizontal dot
to the (j+1)mth horizontal dot. Fix T ∈ HomΓ(S, F,m, δ, σn). Let fj : Qj → C be
given by
fj(l) = T (ξ)(σn(mj)
−1(l)).
We then extend fj to a map Z/nZ→ C by saying that fj(r) = 0 for r ∈ Z/nZ\Qj.
Note that for 1 ≤ p <∞,∥∥∥∥∥∥T (ξ)−
k−1∑
j=0
fj
∥∥∥∥∥∥
lp({1,...,qnmk})
=
k−1∑
j=0
‖T (ξ)− σn(mj)T (ξ)‖plp(Qj)
1/p
< δk +
k−1∑
j=0
‖T ((U−mj − 1)ξ)‖pp
1/p
< 2δk
< 2ε,
using the triangle inequality on lp. Similarly for p =∞,∥∥∥∥∥∥T (ξ)−
k−1∑
j=0
fj
∥∥∥∥∥∥
l∞({1,...,qnmk})
< 2ε.
Additionally, if l ∈ Q0 and 0 ≤ s ≤ k − 1, then
f(l +ms) =
k−1∑
j=0
fj(l +ms),
and since Q0, · · · , Qk−1 are pairwise disjoint the only nonzero term in the above
sum is when j = s. Thus
f(l +ms) = fs(l +ms) = T (ξ)(l).
So f is constant on {l+mt : 0 ≤ t ≤ k − 1}. Thus
αS(HomΓ(S, F,m,δ, σn)) ⊆2ε,‖·‖p lp({1, . . . , n} \ {1, . . . , qnmk})+
{f ∈ lp(qnmk) : f(i+mj) = f(i), for all i ∈ Q0, 0 ≤ j ≤ k − 1}.
So
1
n
d2ε(αS(HomΓ(S, F,m, δ, σn), ‖ · ‖p) ≤ qnm
n
+
rn
n
.
Letting n → ∞, taking the limit supremum over (F,m, δ) and then letting ε → 0
we conclude that
dimΣ,lp(H,Γ) ≤ 1
k
.
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Since k becomes arbitrarily large when δ becomes small (or can be made arbitrarily
large when p =∞), this completes the proof.

We will now proceed to prove that if Γ is an infinite sofic group and Σ is a sofic
approximation of Γ, then for any finite-dimensional representation V of Γ we have
dimΣ,lp(V,Γ) = 0.
The method is based on passing to an action of the group on a measure space and
then using that the corresponding equivalence relations contains an action of Z.
We shall first work with the trivial action of Γ on C. For this, fix a sofic group Γ
and a sofic approximation Σ . For S = (1, 0, 0, . . . ), and the trivial action of Γ on
C the map T → T ({1}) identifies HomΓ,p(S, F,m, δ, σi) with all vectors ξ ∈ lp(di)
such that
‖σi(g)ξ − ξ‖p < δ
for all g ∈ F. For the proof of the next Lemma we will also need the concept of
a sofic approximation of an equivalence relation. Let us recall some preliminary
definitions.
Definition 2.8. A discrete equivalence relation, is a triple (R, X, µ) where X is
a standard Borel space, µ is a Borel probability measure on X, R ⊆ X × X is a
Borel subset such that the relation x ∼ y if (x, y) ∈ R is an equivalence relation
and such that for almost every x ∈ X, {y : (x, y) ∈ R} is countable. We say that
R is measure-preserving if for all Borel A ⊆ R∫
X
|{y ∈ X : (x, y) ∈ A}| dµ(x) =
∫
X
|{x ∈ X : (x, y) ∈ A}| dµ(y).
We shall denote the above quantity by µ(A). Then µ is a measure on the Borel
subsets of R. We say that R is ergodic if for all measurable f : X → C with
f(x) = f(y) for µ-almost every (x, y) ∈ R, there is a λ ∈ C with f(x) = λ almost
everywhere with respect to µ.
The main example of relevance for us is given by taking a countable discrete
group Γ and a free measure-preserving action Γy (X,µ) where (X,µ) is a standard
probability space. In this case RΓy(X,µ) = {(x, gx) : g ∈ Γ}. Such an action is free
if for all g ∈ Γ \ {e}, µ({x ∈ X : gx = x}) = 0.
Definition 2.9. Let (R, X, µ) be a discrete, measure-preserving equivalence rela-
tion. A partial morphism is a bimeasurable bijection φ : dom(φ) → ran(φ) where
dom(φ), ran(φ) ⊆ X are measurable and (x, φ(x)) ∈ R for almost every x ∈ dom(φ).
We let φ−1 be the partial morphism with dom(φ−1) = ran(φ), ran(φ−1) = dom(φ)
and φ(φ−1(x)) = x for x ∈ ran(φ). If φ, ψ ∈ [[R]], we let φ ◦ ψ be the partial mor-
phism with dom(φ◦ψ) = {x ∈ dom(ψ) : ψ(x) ∈ dom(φ)}, and (φ◦ψ)(x) = φ(ψ(x)).
If A ⊆ X is measurable, we let IdA : A → A be the partial morphism which is
the identity on A. If φ, , ψ and partial morphisms with µ(dom(φ) ∩ dom(ψ)) =
0, µ(ran(φ) ∩ ran(ψ)) = 0, we let φ + ψ be the partial morphism with domain
dom(φ)∪dom(ψ)\[dom(φ)∩dom(ψ)] which is equal to φ(x) for x ∈ dom(φ)\dom(ψ),
and equal to ψ(x) for x ∈ dom(ψ) \ [dom(φ) ∩ dom(ψ)]. We leave it as an exercise
to the reader to verify that, after removing a null set, φ+ψ is a partial morphism.
We let [[R]] be the set of all partial morphisms of R, we let [R] be the set of all
partial morphisms of R with µ(dom(φ)) = 1.We identify two elements φ, ψ of [[R]]
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if µ(dom(φ)∆dom(ψ)) = 0, and µ({x ∈ dom(φ) ∩ dom(ψ) : φ(x) 6= ψ(x)}) = 0.
If Γ y (X,µ) by measure-preserving transformations then we let αg : X → X for
g ∈ Γ be the element of [RΓy(X,µ)] defined by αg(x) = gx. We define a metric on
[[R]] by
d[[R]](φ, ψ)
2 = µ(dom(φ)∆dom(ψ)) + 2µ({x ∈ dom(φ) ∩ dom(ψ) : ψ(x) 6= φ(x)}).
For the next definition, we need to note the following example. For n ∈ N, let Rn
be the equivalence relation on {1, . . . , n} declaring all points to be equivalent. We
may view Sn ⊆ {1, . . . , n} since both are (partially defined) functions on {1, . . . , n},
indeed [Rn] = Sn.
Definition 2.10. Let Γ be a countable discrete sofic group with sofic approxi-
mation Σ = (σi : Γ → Sdi). Let Γ have a free, measure-preserving action on a
standard probability space (X,µ). A sofic approximation of RΓy(X,µ) extending Σ
is a sequence of maps Σ′ = (ρi : [[R]]→ [[Rn]]) such that
ρi(ug) = σi(g), for all g ∈ Γ,
for all A ⊆ X measurable, there exists Ai ⊆ {1, . . . , di} such that ρi(IdA) = IdAi ,
|{1 ≤ j ≤ di : j ∈ dom(ρi(φ)), ρi(φ)(j) = j}|
di
→ µ({x ∈ dom(φ) : φ(x) = x}),
d[[Rdi ]](ρi(φ
−1), ρi(φ)−1)→ 0, for all φ ∈ [[Rn]],
d[[Rdi ]](ρi(φψ), ρi(φ)ρi(ψ))→ 0, for all φ, ψ ∈ [[Rn]].
The notion of a sofic equivalence relation is due to Elek-Lippner in [7].
Lemma 2.11. Let Γ be a countable discrete sofic group with a sofic approximation
Σ. Let Γ y (X,µ) be a free, ergodic, measure-preserving action on a standard
probability space (X,µ) such that there is a sofic approximation (still denoted Σ)
of RΓy(X,µ) extending the sofic approximation of Γ. Let Σ = (σi : [[R]] → [[Rdi ]]).
Fix φ ∈ [[R]], and η > 0. Then there are F ⊆ Γ finite, m ∈ N, δ > 0 and
Ci ⊆ {1, . . . , di} with |Ci| ≥ (1 − η)di with the following property. For the trivial
representation of Γ on C, and T ∈ HomΣ,p((1, 0, 0, . . . ), F,m, δ, σi) with ξ = T (1)
we have
‖σi(φ)ξ − σi(Idran(φ))ξ‖lp(Ci) < η,
for all large i.
Proof. Let {Ag : g ∈ Γ} be a partition of ran(φ) with
φ =
∑
g∈Γ
IdAg αg,
with the sum converging d[[R]]. Choose F ⊆ Γ finite such that
d[[R]]
φ,∑
g∈F
IdAg αg
 < η.
For ξ ∈ lp(di), ψ ∈ [[Rdi ]], we use
(ψξ)(j) = χran(ψ)(j)ξ(ψ
−1(j)).
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For A ⊆ {1, . . . , di} we use χA for the operator on lp(di) given by multiplication by
A. By soficity, for all large i we may find a Ci ⊆ {1, . . . , di} with |Ci| ≥ (1− 2η)di
and
χCiσi(φ) =
∑
g∈F
χCiσi(IdAg)σi(g),
χCiσi(Idran(φ)) =
∑
g∈F
χCiσi(IdAg ),
as operators on lp(di). Let m ∈ N, and let δ > 0 be sufficently small in a manner
to be determined later. For T, ξ as in the statement of the lemma,
χCiσi(φ)ξ =
∑
g∈F
χCiσi(IdAg)σi(g)ξ,
χCiσi(Idran(φ))ξ =
∑
g∈F
χCiσi(IdAg )ξ,
so
‖σi(φ)ξ − σi(Idran(φ))ξ‖lp(Ci) ≤ |F |δ.
So if δ < η|F | , our claim is proved.

Lemma 2.12. Let Γ be a countably infinite discrete sofic group with sofic approx-
imation Σ. Then for the trivial representation of Γ on C, we have
dimΣ,lp(C,Γ) = 0.
Proof. Let R be the equivalence relation induced by the Bernoulli action of Γ on
(X,µ) = ({0, 1}, u)Γ, u being the uniform measure. Extend Σ to a sofic approxima-
tion of [[R]], (this is essentially possible by [2] Theorem 8.1, see also [7] Proposition
7.1,[6] Theorem 5.5, [23] Theorem 2.1). Let S = (1, 0, 0, . . . ). Since Γ is an infinite
group, by ([17] Corollary 7.6) we know that for all n ∈ N there is a subequivalence
relation Rn of R generated by a free, measure-preserving action of Z/nZ on (X,µ).
Let α ∈ [Rn] generate the action of Z/nZ on (X,µ). Fix η > 0. By the preceding
lemma, we may choose a finite subset F ⊆ Γ, δ > 0 and subsets Ci ⊆ {1, . . . , di}
with |Ci| ≥ (1 − di)η such that if T ∈ HomΓ(S, F, 1, δ, σi) and ξ = T (1), then for
all large i
‖σi(α)jξ − ξ‖lp(Ci) < η, for 1 ≤ j ≤ n− 1.
We may assume that there are Ai ⊆ {1, . . . , di} with |Ai|di → 1n and
{σi(α)j(Ai) : 0 ≤ j ≤ n− 1} are a disjoint family,
σi(α)
∣∣
{1,...,di}\
⋃n−1
j=0 σi(α)
j(Ai)
= Id .
Let
ζ =
n∑
j=1
σi(α)
jχAiξ =
n∑
j=1
χσi(α)j(Ai)σi(α)
jξ.
Set Di = Ci ∩
⋃n−1
j=0 σi(α)
j(Ai). Then
χDiζ − χDiξ =
n∑
i=1
χDi∩σi(α)j(Ai)(σi(α)
jξ − ξ),
so
‖χDiζ − χDiξ‖p ≤ ηn.
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Since αS(T )(l) = 0 for all l ∈ N, l ≥ 2 and T ∈ B(C, lp(di)), we may view αS as a
map into lp(di). Then
αS(HomΓ(S, F,m, δ, σi)) ⊆ηn,‖·‖pχDi

n∑
j=1
σi(α)
jf : f ∈ lp(Ai)

+ lp({1, . . . , di} \Di).
As
|Di|
di
→ 1,
|Ai|
di
→ 1
n
we find that
lim sup
(F,m,δ)
lim sup
i→∞
1
di
dηn(αS(HomΓ(S, F,m, δ, σi)), ‖ · ‖p) ≤ 1
n
.
Letting η → 0, and then n→∞ completes the proof.

Theorem 2.13. Let Γ be a countably infinite sofic group with sofic approximation
Σ. Then for any representation of Γ on a finite-dimensional vector space V and for
all 1 ≤ p <∞,
dimΣ,lp(V,Γ) = 0.
Proof. Let Σ = (σi : Γ→ Sdi).We first prove that the Theorem is true when Γ = Z.
For this, consider the sofic approximation
σ′i : Z→ Sym(Z/nZ))
defined as in Proposition 2.7. Consider Σ′ = (σ′di : Z → Sym(Z/diZ)). Applying
Proposition 2.7 and Corollary 2.4,
dimΣ,lp(V,Z) = dimΣ′,lp(V,Z) ≤ 0.
This prove the case Γ = Z.
Similary Corollary 2.6 implies that if Λ is a finite subgroup of Γ then
dimΣ,lp(V,Γ) ≤ dimΣ,lp(V,Λ) = dimC(V )|Λ| .
Since dimension increases under restricting the action to a subgroup, we see that
the Theorem holds if
{|Λ| : Λ is a finite subgroup of Γ}
is unbounbed.
Again because dimension increases under passing to subgroups, we may assume
that
{|Λ| : Λ is a finite subgroup of Γ}
is bounded and that every element of Γ has finite order. As in Proposition 2.7 we
may assume that V is a Hilbert space and Γ acts by unitaries. Let M be greater
than |Λ| for any finite subgroup of Γ. Choose ε > 0 such that if U is a unitary on
a Hilbert space and
‖U − 1‖ < ε,
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then UM 6= 1 unless U = 1. Let pi : Γ → U(V ) be the homomorphism induced by
the action of Γ. By finite-dimensionality pi(Γ) is compact, so we may find an infinite
sequence (gn)
∞
n=1 of distinct elements of Γ with
‖pi(gn)− 1‖ < ε.
If
Λ = 〈gn : n ∈ N〉,
our assumptions then imply that Λ is an infinite subgroup of Γ which acts triv-
ially. Thus by the preceding lemma and subadditivity of dimension under exact
sequences,
dimΣ,lp(V,Γ) ≤ dimΣ,lp(V,Λ) = 0.

3. A Complete Calculation In The Case of
⊕n
j=1 L
p(L(Γ))qj).
In this section, we show that if Γ is Rω-embeddable, Σ is an embedding sequence
and q1, . . . , qn ∈ Proj(L(Γ)), then
dimΣ,Sp,mult
 n⊕
j=1
Lp(L(Γ), τ)qj ,Γ
 = dimΣ,Sp,mult
 n⊕
j=1
Lp(L(Γ), τ)qj ,Γ
 =
n∑
j=1
τ(qj)
where τ is the group trace.
We shall frequently use functional calculus throughout the proofs. For notation,
if T is a closed, densely-defined operator on a Hilbert space H, then |T | = (T ∗T )1/2.
We use {ug : g ∈ Γ} for the canonical unitaries generating L(Γ). We use tr for the
linear functional on Mn(C) equal to
1
n Tr, and for A ∈ Mn(C), we use ‖A‖pp =
tr(|A|p). As before ‖A‖∞ is defined to be the operator norm. We introduce some
background. For proofs of the following facts see [26] Chapter IX.2.
Definition 3.1. A subalgebra M of B(H) is a von Neumann algebra if it closed
under adjoints, limits in the weak operator topology and contains the identity of
H. A faithful normal tracial state on M is a linear functional τ : M → C with
τ(xy) = τ(yx), for x, y ∈M, τ(x∗x) ≥ 0 for all x ∈M, with equality if and only if
x = 0 and such that τ
∣∣
{x∈M :‖x‖∞≤1} is weak operator topology continuous. Here,
as always, ‖x‖∞ is the operator norm of x.
Let M ⊆ B(H) is von Neumann algebra and τ : M → C is a faithful normal
tracial state. We say that a closed densely-defined operator x on H is affiliaed to
M if it commutes with all the unitaries in
M ′ = {T ∈ B(H) : [T, x] = 0 for all a ∈M}.
For 1 ≤ p <∞ we define
Lp(M, τ)
to be all closed densely-defined operators x on H affiliated to M such that if
|x| =
∫
[0,∞)
t dE(t)
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is the spectral decomposition of x, then
‖x‖pp =
∫
[0,∞)
tp dτ ◦ E(t) <∞.
Furthermore, ‖x‖p is a norm on Lp(M, τ) which makes Lp(M, τ) into a Banach
space, with the sum being the closure of the operator x+ y with domain dom(x)∩
dom(y). We have the inequalities
‖xy‖r ≤ ‖x‖p‖y‖q
if
1
r
=
1
p
+
1
q
.
Here we are using xy for the closure of the (densely-defined) operator with domain
y−1(dom(x)) and defined by xy(ξ) = x(y(ξ)).
For any closed densely-defined operator T on H we will use dom(T ), ran(T ) for
its domain and range.
Lemma 3.2. (a) Let n ∈ N. Suppose that A,B ∈ Mn(C) are such that |A| ≤ |B|,
then for all β > 0
tr(|A|β) ≤ tr(|B|β).
(b) Suppose that A,B ∈ Mn(C) and Q is an orthogonal projection in Mn(C).
Fix 1 ≤ p <∞. Suppose that δ, η > 0 are such that
‖(A− 1)B‖p < δ, ‖A−Q‖p < η.
Then
‖B − χ(0,√δ)(|A− 1|)B‖p <
√
δ,
and
tr(χ(0,
√
δ)(|A− 1|)) ≤ tr(Q) +
(
η
1−
√
δ
)p
.
Proof. We first make the following preliminary observation: if P,Q are orthogonal
projections in Mn(C) with
PCn ∩QCn = {0},
then
tr(P ) ≤ 1− tr(Q).
This follows directly from the fact that 1−Q is injective on PCn.
(a) First note that
tr(Tα) = α
∫ ∞
0
tα−1 tr(χ(t,∞)(T )) dt
if T ≥ 0. Suppose that 0 ≤ T ≤ S and
ξ ∈ χ(t,∞)(T )(Cn) ∩ χ[0,t](S)(Cn)
with ξ 6= 0, then
t‖ξ‖2 < 〈Tξ, ξ〉 ≤ 〈Sξ, ξ〉 ≤ t‖ξ‖2,
which is a contradiction. Hence
χ(t,∞)(T )(Cn) ∩ χ[0,t](S)(Cn) = {0},
so the above integral formula and our preliminary observation prove (a).
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(b) Note that
|χ[√δ,∞)(|A− 1|)B|2 = B∗χ[√δ,∞)(|A− 1|)B
≤ 1
δ
B∗|A− 1|2B =
∣∣∣∣ 1√δ (A− 1)B
∣∣∣∣2 .
So by (a)
‖B − χ(0,√δ)(|A− 1|)B‖p = ‖χ[√δ,∞)(|A− 1|)B‖p <
√
δ.
Further if
ξ ∈ χ(0,√δ)(|A− 1|)(Cn) ∩ (1−Q)(Cn) ∩ χ[0,1−√δ](|A−Q|)(Cn)
is nonzero, then
(1 −
√
δ)2‖ξ‖2 ≥ 〈|A−Q|2ξ, ξ〉 = ‖Aξ‖2 > (1−
√
δ)2‖ξ‖2,
which is a contradiction. Thus
tr(χ(0,
√
δ)(|A− 1|)) ≤ tr(Q) + tr(χ(1−√δ,∞)(|A−Q|)).
Since
χ(1−√δ,∞)(|A−Q|) ≤
|A−Q|p
(1−
√
δ)p
,
we have that
tr(χ(1−
√
δ,∞)(|A−Q|)) <
ηp
(1−
√
δ)p
.

Proposition 3.3. Let Γ be an Rω-embeddable group and Σ an embedding sequence.
Let M = L(Γ) and τ the canonical group trace on M. Then for all 1 ≤ p <∞ and
for every q1, . . . , qn ∈ Proj(M) we have
dimΣ,Sp,mult
 n⊕
j=1
Lp(M, τ)qj ,Γ
 ≤ n∑
j=1
τ(qj).
Proof. Let Σ = (σi : Γ → U(di)). By subadditivity of dimension it is enough to
show that if q is a projection in M, then
dimΣ,Sp,mult(L
p(M, τ)q) = τ(q).
Let 0 < ε, κ < 1/2. By [15] Lemma 5.5, we may extend σi to (potentially nonlinear
and nonmultiplicative) maps σi : L(Γ)→Mdi(C) with
sup
i
‖σi(x)‖∞ <∞, for all x ∈ L(Γ),
tr(σi(x))→ τ(x), for all x ∈ L(Γ),
‖P (σi(x1), . . . , σi(xn))− σi(P (x1, . . . , xn))‖2 → 0,
for all x1, . . . , xn ∈ L(Γ) and all ∗-polynomials in n-noncommuting variables.
Let p ∈ L(Γ) be any orthogonal projection. Then
(6) ‖σi(p)− σi(p)∗σi(p)‖2 → 0
(7) ‖σi(p)∗σi(p)− (σi(p)∗σi(p))2‖2 → 0.
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By the triangle inequality and functional calculus,
‖χ[1−ε,1+ε](σi(p)∗σi(p))− σi(p)∗σi(p)‖2 ≤ ‖χ[0,∞)\[1−ε,1+ε](σi(p)∗σi(p))σi(p)∗σi(p)‖2
(8)
+ ‖χ[1−ε,1+ε](σi(p)∗σi(p))(1 − σi(p)∗σi(p))‖2.
For 1 > ε > 0, we have
‖χ[0,∞)\[1−ε,1+ε](σi(p)∗σi(p))σi(p)∗σi(p)‖22 = tr(χ[0,∞)\[1−ε,1+ε](σi(p)∗σi(p))(σi(p)∗σi(p))2)
(9)
≤ 1
ε2
tr(|σi(p)∗σi(p)− (σi(p)∗σi(p))|2)
=
1
ε2
‖σi(p)∗σi(p)− (σi(p)∗σi(p))2‖22.
Here we use functional calculus and the fact that if t ∈ R and 1 > ε > 0, then
χ[0,∞)\[1−ε,1+ε](t)t2 ≤
1
ε2
|t− t2|2.
If 0 < ε < 1, we have
‖χ[1−ε,1+ε](σi(p)∗σi(p))(1 − σi(p)∗σi(p))‖22 = tr(χ[1−ε,1+ε](σi(p)∗σi(p))(1 − σi(p)∗σi(p))2)
(10)
≤ 1
(1− ε)2 tr(|σi(p)
∗σi(p)− (σi(p)∗σi(p))2|2)
=
1
(1− ε)2 ‖σi(p)
∗σi(p))− (σi(p)∗σi(p))2‖22.
Here we use functional caclulus and the fact that if t ∈ R, then
χ[1−ε,1+ε](t)(1 − t)2 ≤
1
(1 − ε)2 |t− t
2|2.
Combining (6),(7), (8),(9),(10) we see that for all 0 < ε < 1,
‖σi(p)− χ[1−ε,1+ε](σi(p)∗σi(p))‖2 → 0.
Applying the above estimates with p = q, we see that we may replacing σi(q) with
χ[3/4,5/4](σi(q)
∗σi(q)). Thus, we may assume that σi(q) is an orthogonal projection
for all i.
Choose f ∈ cc(Γ) with ∥∥∥∥∥q −∑
s∈Γ
f(s)us
∥∥∥∥∥
p
< κ.
If T : Lp(M, τ)q → Lp(Mdi(C), tr), define
T˜ (x) = T (xq).
Let F be the support of f, then if m ∈ N, κ, δ > 0 are sufficiently small we have∥∥∥∥∥
(∑
s∈Γ
f(s)σi(s)− 1
)
T˜ (q)
∥∥∥∥∥
p
< ε2,
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for all T ∈ HomΓ(S, F,m, δ, σi). Thus the proceeding lemma implies that if
ei = χ(ε,∞)
(∣∣∣∣∣∑
s∈Γ
f(s)σi(s)− 1
∣∣∣∣∣
)
,
then for all large i we have
‖T (q)− eiT (q)‖p < ε,
tr(ei) ≤ tr(σi(q)) + 2pκp.
We identify αS as a map into L
p(Mdi(C), tr). Then
αS(HomΓ(S, F,m, δ, σi)) ⊆ε {eiA : A ∈ Lp(Mdi(C), tr)}.
So
1
di
dε(αS(HomΓ(S, F,m, δ, σi), ‖ · ‖p) ≤ 1
di
Tr(ei) = tr(ei) ≤ tr(σi(q)) + 2pκp
and
tr(σi(q))→ τ(q)
as i→∞. Taking the limit supremum over (F,m, δ) and then letting ε→ 0 proves
that
dimΣ,Sp,mult(L
p(M, τ),Γ) ≤ τ(q) + 2pκp.
Since κ > 0 is arbitrary, this proves the claim.

Lemma 3.4. Fix 1 ≤ p ≤ ∞ and a sequence of positive integers d(n) → ∞. Let
µn be the Lebesgue measure on L
p(Md(n)(C),
1
d(n) Tr) normalized so that
µn(Ball(L
p(Md(n)(C),
1
d(n)
Tr))) = 1.
Further, let qn ∈ Proj(Md(n)(C)) be such that 1d(n) Tr(qn) converges to a positive
real number. Then there is a function
κ : (0, 1)× (0,∞)→ [0, 1]
such that
lim
ε→0
κ(α, ε) = 1, for all α > 0,
which satisfies the following property. For all measurable An ⊆ Ball(Lp(Md(n)(C), 1d(n) Tr))
and α > 0 with
lim sup
n→∞
µn(An)
1/2d(n)2 ≥ α,
we have for all ε > 0,
lim sup
n→∞
1
d(n)Tr(qn)
dε(Anqn, ‖ · ‖p) ≥ κ(α, ε).
Proof. Fix 1 > ε > 0 and α > 0. Suppose that An is a sequence of meausrable
subsets of Ball(Lp(Md(n)(C),
1
d(n) Tr) with
lim sup
n→∞
µn(An)
1/2d(n)2 ≥ α.
Suppose that κ > 0 is such that
lim sup
n→∞
1
d(n)Tr(qn)
dε(Anqn, ‖ · ‖p) < κ.
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We wish to get a lower bound on κ. For all large n
dε(Anqn, ‖ · ‖Vn) < d(n)κTr(qn).
Let Wn be a subspace of dimension at most d(n)κTr(qn) which ε-contains Anqn.
Thus
Anqn ⊆ (1 + ε) Ball(Wn) + εBall
(
Lp(Md(n)(C), tr)qn
)
.
Let S ⊆ (1 + ε) Ball(Wn) be a maximal family of ε-separated vectors, i.e. for all
x, y ∈ S with x 6= y we have ‖x− y‖ ≥ ε. Then the ε/3 balls centered at points in
S are disjoint and so by a volume computation
|S| ≤
(
3 + 3ε
ε
)2 dim(Wn)
.
By maximality, S is ε-dense in (1 + ε) Ball(Wn). Thus
Anqn ⊆
⋃
x∈S
x+ 2εBall
(
Lp(Md(n)(C), tr)qn
)
,
so
vol(Anqn) ≤ 22d(n) tr(qn)ε2d(n)
2 tr(qn)−2 dim(Wn) (3 + 3ε)2 dim(Wn) ap(qn),
where for q ∈ Proj(Md(n)(C)) we use
ap(q) = vol(Ball
(
Lp(Md(n)(C), tr)q
)
).
Since An ⊆ Anqn × Ball
(
Lp(Md(n)(C), tr
)
, we have
vol(An) ≤ vol(Anqn)ap(1−qn) ≤ ε2d(n)Tr(qn)−2 dim(Wn) (3 + 3ε)2 dim(Wn) ap(qn)ap(1−qn).
Thus
α ≤ lim sup
n→∞
µn(An)
1/2d(n)2
≤ lim sup
n→∞
εtr(qn)−tr(qn)
dim(Wn)
Tr(qn)d(n) (3 + 3ε)tr(qn)
dim(Wn)
Tr(qn)d(n)
(
ap(qn)ap(1− qn)
ap(Idd(n))
)1/2d(n)2
.
Let q = limn→∞ tr(qn). Since
lim sup
n→∞
1
d(n)Tr(qn)
dim(Wn) < κ
and 0 < ε < 1, we find that
α ≤ 6 · εq(1−κ) lim sup
n→∞
(
ap(qn)ap(1 − qn)
ap(Idd(n))
)1/2d(n)2
.
Hence it suffices to show that
(11) lim sup
n→∞
(
ap(qn)ap(1− qn)
ap(Idd(n))
)1/2d(n)2
<∞.
It is well known that
a2(q) =
piTr(q)
Tr(q)!
d(n)−d(n).
Since 1d(n) Tr(qn) converges to a positive real number, we may apply Stirling’s for-
mula and the above equation to see that there is a M > 1 with
M−1 ≤
(
a2(qn)a2(1− qn)
a2(Idd(n))
)1/2d(n)2
< M.
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We know by [27] that there is a constant C > 0 with(
ap(qn)ap(1− qn)
ap(Idd(n))
)1/2d(n)2
≤ C
(
ap(qn)ap(1 − qn)
a2(Idd(n))
)1/2d(n)2
≤ CM2
(
ap(qn)
a2(qn)
)1/2d(n)2 (
ap(1 − qn)
a2(1− qn)
)1/2d(n)2
.
Let p′ be such that 1p+
1
p′ = 1. By the Santalo inequality (see [24] Corollary 7.2),
and the fact that 1d(n) Tr(qn) converges to a positive real number, we may find an
A > 0 with(
ap(qn)
a2(qn)
)1/2d(n)2 (
ap(1 − qn)
a2(1− qn)
)1/2d(n)2
≤ A
(
a2(qn)
ap′(qn)
)1/2d(n)2 (
a2(1− qn)
ap′(1− qn)
)1/2d(n)2
≤ AM2
(
a2(Id)
ap′(qn)ap′(1− qn)
)1/2d(n)2
.
Again by [27], we can find some D > 0 with(
a2(Id)
ap′(qn)ap′(1− qn)
)1/2d(n)2
≤ D
(
ap′(Id)
ap′(qn)ap′(1− qn)
)1/2d(n)2
.
As
Ball(Lp
′
(Mdi(C), tr)) ⊆ Ball(Lp
′
(Mdi(C), tr)qn)× Ball(Lp
′
(Mdi(C), tr)(1 − qn)),
we find that (
ap′(Id)
ap′(qn)ap′(1 − qn)
)1/2d(n)2
≤ 1.
Putting all these inequalities together, we find that(
ap(qn)ap(1− qn)
ap(Idd(n))
)1/2d(n)2
≤ ACM4D,
and this proves (11).

To complete the calculation, it suffices to prove the following Theorem.
Theorem 3.5. Let Γ be an Rω-embeddable group and Σ an embedding sequence.
Let M = L(Γ) and τ the canonical group trace on M. Then for all 1 ≤ p <∞ and
for every q1, . . . , qn ∈ Proj(M) we have
dimΣ,Sp,mult
 n⊕
j=1
Lp(M, τ)qj ,Γ
 = dimΣ,Sp,mult
 n⊕
j=1
Lp(M, τ)qj ,Γ

=
n∑
j=1
τ(qj).
Proof. We use the generating sequence S = (q1, . . . , qn, 0, . . . ) to do the calcula-
tion. By Proposition 3.3, we have the upper bound. So it suffices to prove the
lower bound. By Lemma 5.5 in [15], we can find maps (not assumed to be linear)
ρi : L(Γ)→Mdi(C) such that
ρi(λ(g)) = σi(g), for g ∈ Γ
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sup
i
‖ρi(x)‖∞ <∞, for all x ∈ L(Γ),
tr(ρi(x))→ τ(x), for all x ∈ L(Γ),
‖P (ρi(x1), . . . , ρi(xn)− ρi(P (x1, . . . , xn))‖2 → 0,
for all x1, . . . , xn ∈ L(Γ), and all ∗-polynomials P in n-noncommuting variables.
As in Proposition 3.3, we may assume that ρi(qj) is an orthogonal projection for
all i, j.
Fix F ⊆ Γ finite m ≥ n in N, δ > 0. Let E ⊆ Γ be a finite set which is sufficiently
large in a manner to be determined later. Let
V
(j)
E = Span{ugq : g ∈ E}.
For A ∈Mdi(C) and E ⊆ Γ finite define
T
(j)
A
∑
g∈E
cgugq
 = ∑
g∈E
cgσi(g)ρi(qj)A.
Note that ∥∥∥∥∥∥T (j)A
∑
g∈E
cgugq
∥∥∥∥∥∥
p
≤ ‖A‖∞
∥∥∥∥∥∥
∑
g∈E
cgσi(g)ρi(qj)
∥∥∥∥∥∥
p
.
Since σi is an embedding sequence, we know that∥∥∥∥∥∥
∑
g∈E
cgσi(g)ρi(qj)
∥∥∥∥∥∥
p
→
∥∥∥∥∥∥
∑
g∈E
cguqqj
∥∥∥∥∥∥
p
pointwise. As V
(j)
E is finite-dimensional,∥∥∥∥∥∥
∑
g∈E
cgσi(g)ρi(qj)
∥∥∥∥∥∥
p
→
∥∥∥∥∥∥
∑
g∈E
cguqqj
∥∥∥∥∥∥
p
uniformly on the ‖ · ‖p unit ball of V (j)E .
If E is sufficiently large, then for all g1, . . . , gk ∈ F
‖T (j)A (g1 · · · gkqj)− σ1(g1) · · ·σi(gk)T (j)A (qj)‖p = ‖σi(g1 · · · gk)ρi(qj)A− σ1(g1) · · ·σi(gk)ρi(qj)A‖p
≤ ‖A‖∞‖σi(g1 · · · gk)− σi(g1) · · ·σi(gk)‖p
→ 0.
Thus if E is sufficiently large, depending upon F,m, δ then for all A1, . . . , An ∈
Mdi(C) with ‖Aj‖∞ ≤ 1,
T
(1)
A1
⊕ · · · ⊕ T (n)An ∈ HomΓ(S, F,mδ, σi)n.
So
αS(HomΓ(S, F,mδ, σi)n) ⊇
n∏
j=1
Ball(Mdi(C), ‖ · ‖∞)ρi(qj).
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By [27]
inf
i
 vol(Ball(Mdi(C), ‖ · ‖∞))
vol
(
Ball
(
Mdi(C), ‖ · ‖Lp(Mdi (C), 1di Tr
)
))

1/2d2i
> 0,
so the theorem now follows from Lemma 3.4.

We can prove an analogue for the action of Γ on its reduced C∗-algebra but first
we need a Lemma.
Lemma 3.6. Let Γ be a countable discrete group, and V ⊆ Lp(L(Γ), τΓ) a closed
Γ-invariant subspace (for the action of left multiplication by elements of Γ). Then
there is an orthogonal projection q ∈ L(Γ) with V = Lp(L(Γ), τΓ)q.
Proof. We always have the inequality
‖xy‖p ≤ ‖x‖∞‖y‖p.
Note that if xn ∈ L(Γ), supn ‖xn‖∞ < ∞, and xn → x in the strong operator
topology on l2(Γ), then xny → xy. Indeed, this follows by the above inequality and
the density of l2(Γ) in Lp(L(Γ), τΓ). Thus a closed Γ-invariant subspace is the same
as an L(Γ)-invariant subspace. It suffices to prove the following two claims.
Claim 1. If x ∈ Lp(L(Γ), τΓ), then L(Γ)x
‖·‖p
= Lp(L(Γ), τΓ)χ(0,∞)(|x|).
Claim 2. If e, f are orthogonal projections in L(Γ), then
Lp(L(Γ), τΓ)e+ Lp(L(Γ), τΓ)f = L
p(L(Γ), τΓ)(e ∨ f).
Indeed, if we grant the two claims, then by separability we can find increasing
subspaces Vn of Γ of the form L
p(L(Γ), τΓ)qn for some orthogonal projection qn
such that
V =
∞⋃
n=1
Vn.
Setting q = sup qn we see that
V = Lp(L(Γ), τΓ)q.
For Claim 2 it suffices to note that by functional calculus
1− (e ∨ f) = 1− (1 − e) ∧ (1− f) = 1− lim
n→∞
((1 − e)(1− f)(1− e))n,
the limit in ‖ · ‖p. As
1− [(1− e)(1− f)(1− e)]n ∈ Lp(L(Γ), τΓ)e+ Lp(L(Γ), τΓ)f
for all n, this implies that
Lp(L(Γ), τΓ)(e ∨ f) ⊆ Lp(L(Γ), τΓ)e+ Lp(L(Γ), τΓ)f.
The reverse inclusion being trivial, this proves claim 2.
For Claim 1, let x = v|x| be the polar decomposition. Since |x| = v∗x,
L(Γ)x
‖·‖p
= L(Γ)|x|‖·‖p .
Let
yn = χ(ε,∞)(|x|)|x|−1.
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By functional calculus
‖yn|x| − χ(0,∞)(|x|)‖p → 0.
Thus
L(Γ)|x|‖·‖p ⊇ Lp(Γ, τΓ)χ(0,∞)(|x|).
The reverse inclusion being trivial, we are done.

If Γ is a countable discrete group we use C∗λ(Γ) for C[Γ]
‖·‖∞
with the closure
taken in the left regular representation. As a corollary of the above Theorem we
deduce one of the conjectures stated in [15].
Corollary 3.7. Let Γ be an Rω-embeddable group and 1 ≤ p <∞. Let I ⊆ C∗λ(Γ)
be a norm closed left-ideal. Let I
wk∗
= L(Γ)q (with the closure taken in L(Γ). Then
dimΣ,Sp,mult(I,Γ) ≥ τ(q).
Proof. It suffices to show that the inclusion I ⊆ Lp(L(Γ), τ)q has dense image. By
the previous Lemma we may find q′ ∈ Proj(L(Γ)) such that
I
‖·‖p
= Lp(L(Γ), τ)q′.
By the argument in the previous Lemma,
q′ = sup
x∈I
χ(0,∞)(|x|).
So it suffices to prove the following two claims.
Claim 1. If x ∈ C∗λ(Γ), then χ(0,∞)(|x|) ∈ I
wk∗
.
Claim 2. If e, f ∈ Proj(Iwk
∗
), then e ∨ f ∈ Proj(Iwk
∗
).
For the proof of Claim 1, let x = v|x| be the polar decomposition. By the
Kaplansky Density Theorem, we can find vn ∈ C∗λ(Γ) with ‖vn‖∞ ≤ 1 and ‖vn −
v‖2 → 0. But then ‖v∗nx− |x|‖2 → 0, so |x| ∈ I
wk∗
. Since
χ(ε,∞)(|x|) = |x|−1χ(ε,∞)(|x|)|x|,
we find that χ(0,∞)(|x|) ∈ Iwk
∗
.
For the proof of claim 2, we use the formula (proved by functional calculus):
e ∨ f = 1− lim
n→∞
([(1 − e)(1− f)(1− e)])n
where the limit is in ‖ · ‖2. Since e, f ∈ Iwk
∗
, a little calculation shows that
1− ([(1 − e)(1− f)(1− e)])n ∈ Iwk
∗
.
This proves the corollary.

We can also handle the case p =∞ if we assume a little more.
Definition 3.8. Let A be a C∗-algebra. A sequence of potentially nonlinear,
nonmultiplicative maps
σi : A→Mdi(C)
where di is a sequence of integers going to ∞ are said to be norm microstates if for
all a, b ∈ A
‖σi(ab)− σi(a)σi(b)‖∞ →i→∞ 0,
26 BEN HAYES
‖σi(a)‖∞ → ‖a‖,
‖σi(a∗)− σi(a)∗‖∞ → 0,
‖σi(a+ b)− σi(a)− σi(b)‖∞ → 0,
‖σi(λa)− λσi(a)‖∞ → 0, for all λ ∈ C, a ∈ A.
Theorem 3.9. Let Γ be a countable discrete group. Assume that there are norm
microstates σi : C
∗
λ(Γ)→Mdi(C) such that
tr(σi(x))→ τ(x) for all x ∈ C∗λ(Γ),
σi(g) ∈ U(di) for all g ∈ Γ.
Let I ⊆ C∗λ(Γ) be a norm-closed left ideal and let Iwk
∗
= L(Γ)q, with q ∈ Proj(L(Γ)).
Then,
dimΣ,S∞,mult(I,Γ) ≥ τ(q).
Proof. Let
A =
l∞(N, (Mdi(C))
∞
i=1)
c0(N, (Mdi(C))
∞
i=1)
.
Our hypothesis implies that there is an isometric ∗-homomorphism
σ : C∗λ(Γ)→ A,
such that
σ(ug) = pi(σ1(g), σ2(g), . . . )
where
pi : l∞(N, (Mdi(C))
∞
i=1)→ A
is the quotient map. By using a Hamel basis for C∗λ(Γ), we may choose a sequence
of linear maps
φi : C
∗
λ(Γ)→Mdi(C)
with
σ(x) = pi(φ1(x), φ2(x), . . . ).
As before, we may extend φi to an embedding sequence
ψi : L(Γ)→Mdi(C).
Now let ε > 0, and choose a finite subset E ⊆ Γ, l ∈ N, and cgj ∈ C, for
(g, j) ∈ E × {1, . . . , l} with ∥∥∥∥∥∥∥∥q −
∑
g∈E,
1≤j≤l
cgjugxj
∥∥∥∥∥∥∥∥
2
< ε.
Fix E ⊆ F ⊆ Γ finite, l ≤ m ∈ N, δ > 0. Since all injective ∗-homomorphisms
defined on C∗-algebras are isometric, it is easy to see that if we define ρi =
φi
∣∣
IF,m∥∥∥∥φi
∣∣
IF,m
∥∥∥∥
,
then ∥∥∥ρi − φi∣∣IF,m∥∥∥→ 0.
For B ∈Mdi(C) define
TB : IF,m →Mdi(C),
by
TB(x) = ρi(x)B.
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If ‖B‖∞ ≤ 1, then for all x ∈ IF,m
‖TB(x)‖ ≤ ‖B‖∞‖ρi(x)‖∞ ≤ ‖B‖∞‖x‖∞.
Further if ‖B‖∞ ≤ 1, if 1 ≤ j, k ≤ m and g1, . . . , gk ∈ F, then
‖TB(g1 · · · gkxj)− σi(g1) · · ·σi(gk)TB(xj)‖ ≤ ‖φi(g1 · · · gkxj)− σi(g1) · · ·σi(gk)φi(xj)‖
→ 0
using that
pi((φi(g1 · · · gkxj))∞i=1) = pi((σi(g1) · · ·σi(gk)φi(xj))∞i=1)).
Now suppose V ⊆ l∞(N,Mdi(C)) ε-contains {(ρi(xj)B)∞j=1 : ‖B‖∞ ≤ 1}. Define
a map Φ: l∞(N,Mdi(C))→ L2(Mdi(C), tr) by
Φ(f) =
∑
g∈E,1≤j≤l
cgjσi(g)f(j).
Our hypotheses imply that for all large i,
Φ(V ) ⊇3ε,‖·‖2 {qB : B ∈ Ball(Mdi(C), ‖ · ‖∞)}.
Our methods to prove Theorem 3.5 can be used to complete the proof.

Let us note that the assumption that σi(g) ∈ U(di) is mild. For example, given
any sequence of norm microstates
σi : Γ→ C∗λ(Γ)
there always exists Ui,g ∈ U(di) such that
‖σi(g)− Ui,g‖ →i→∞ 0.
To see this, observe that
‖σi(g)∗σi(g)− 1‖ →i→∞ 0,
‖σi(g)σi(g)∗ − 1‖ →i→∞ 0.
This implies that for all large i, both σi(g)
∗σi(g), σi(g)σi(g)∗ are invertible. Thus
for all large i, σi(g) is both left and right invertible, and thus invertible. Hence if
we let σi(g) = Ui,g|σi(g)| be the polar decomposition, then for all large i, we know
Ui,g is a unitary. Further,
‖σi(g)− Ui,g‖ ≤ ‖|σi(g)| − 1‖.
Since |σi(g)| = (σi(g)∗σi(g))1/2, and
‖σi(g)∗σi(g)− 1‖∞ → 0,
uniform continuity of the square root function and continuous functional calculus
imply that
‖|σi(g)| − 1‖∞ → 0.
Thus
‖σi(g)− Ui,g‖∞ → 0.
We close this section by giving a Proposition which provides examples of groups
which have a norm microstates as in the previous theorem. We first state a Lemma
that which will ease the process of proving that a group has such norm microstates.
We need some preliminary notation. Let A be a set and (Va)a∈A be Banach
spaces. We let l∞(A, (Va)a∈A) be the set of (va)a∈A such that va ∈ Va and
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supa ‖va‖ < ∞. We let c0(A, (Va)a∈A) be the set of all (va)a∈A such that va ∈ Va
and a 7→ ‖va‖ is in c0(A). We need to consider the special case when Va are matrix
algebras. Given d(a) ∈ N, and a free ultrafilter ω ∈ βA \A we let
τω :
l∞(A, (Md(a)(C))a∈A)
c0(A, (Md(a)(C))a∈A)
→ C
be defined by
τω((Aa)a∈A + c0(A, (Md(a)(C))a∈A)) = lim
a→ω
tr(Aa).
Lemma 3.10. Let Γ be a countable discrete group, and suppose that di is a sequence
of integers with
di →∞.
Let σi : C
∗
λ(Γ) → Mdi(C) be a sequence of potentially nonlinear, nonmultiplicative
maps. Then σi is a sequence of norm microstates such that
tr(σi(x))→ τ(x) for all x ∈ C∗λ(Γ)
if and only if there is an injective ∗-homomorphism
σ : C∗λ(Γ)→
l∞(N, (Mdi(C))
∞
i=1)
c0(N, (Mdi(C))
∞
i=1)
satisfying
σ(x) = (σi(x))
∞
i=1 + c0(N, (Mdi(C))
∞
i=1),
τω ◦ σ = τ,
for all ω ∈ βN \ N.
Proof. First suppose that there is an injective ∗-homomorphism
σ : C∗λ(Γ)→
l∞(N, (Mdi(C))
∞
i=1)
c0(N, (Mdi(C))
∞
i=1)
with
σ(x) = (σi(x))
∞
i=1 + c0(N, (Mdi(C))
∞
i=1),
τω ◦ σ = τ.
By definition of the norm on
l∞(N,(Mdi (C))
∞
i=1)
c0(N,(Mdi (C))
∞
i=1)
we know that
‖x‖∞ = lim sup
i→∞
‖σi(x)‖∞.
The statement that τω ◦ σ = τ is equivalent to
lim
i→ω
tr(σi(x)) = τ(x).
Since we are assuming this for all free ultrafilters ω we have
lim
i→∞
tr(σi(x)) = τ(x),
for all x ∈ C∗λ(Γ). As noted in Proposition 3.1 of [19], this implies that
lim inf
i→∞
‖σi(x)‖∞ ≥ ‖x‖∞,
for all x ∈ C∗λ(Γ). We thus see that σi is a sequence of norm microstates such that
tr(σi(x))→ τ(x)
for all x ∈ C∗λ(Γ). The converse is even easier.

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For part (i) of the next Proposition we recall that a discrete group Γ is maximally
almost periodic if it has an injective homomorphism into a compact topological
group.
Proposition 3.11. Let C be the class of discrete groups Γ which have norm mi-
crostates σi : C
∗
λ(Γ)→Mdi(C) such that
tr(σi(x))→ τ(x)
for all x ∈ C∗λ(Γ).
(i): Γ ∈ C if and only if, for every finite F ⊆ Q[i](Γ), for every ε > 0, there is a
map
σ : Q[i](Γ)→Md(C)
for some d ∈ N with
‖σ(ab)− σ(a)σ(b)‖ < ε, for all a, b ∈ F ,
|‖σ(a)‖ − ‖a‖| < ε, for all a ∈ F ,
| tr(σ(a)) − τ(a)| < ε, for all a ∈ F .
(ii): Every maximally almost periodic amenable group is in C.
(iii): If Γ1,Γ2 ∈ C, and Γ1 is exact (see [4] Definition 5.1.1), then Γ1 × Γ2 ∈ C.
(iv): Suppose Γ is a discrete group and (Γn)n∈N is an increasing sequence of
subgroups of Γ with
Γ =
∞⋃
n=1
Γn.
If Γn ∈ C for all n ∈ N, then Γ ∈ C.
(v): If Γ1,Γ2 ∈ C, then Γ1 ∗ Γ2 ∈ C.
Proof. For all five parts we will use the preceding Lemma.
(i): From the hypothesis and a diagonal argument, we may find a sequence of
integers dk and maps
σk : Q[i](Γ)→Mdk(C)
such that for all x, y ∈ Q[i](Γ), λ ∈ Q[i]
‖σk(x)‖ →k→∞ ‖x‖,
‖σk(xy)− σk(x)σk(y)‖ →k→∞ 0,
tr(σk(x))→ τ(x),
‖σk(x+ y)− σk(x) − σk(y)‖ →k→∞ 0,
‖σk(λx) − λσk(x)‖ →k→∞ 0.
We thus have an isometric ∗-homomorphism
σ : Q[i](Γ)→ l
∞(N, (Mdk(C))
∞
k=1)
c0(N, (Mdk(C))
∞
k=1)
,
with
σ(x) = (σk(x)) + c0(N, (Mdi(C))
∞
k=1)
for all x ∈ Q[i](Γ). We may extend by σ continuity to C∗λ(Γ) to an isometric map
σ : C∗λ(Γ)→
l∞(N, (Mdk(C))
∞
k=1)
c0(N, (Mdk(C))
∞
k=1)
.
It is not hard to check that τω ◦ σ = τ for every ω ∈ βN \ N.
(ii): This is a consequence of Corollary 4.15 of [3].
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(iii): For this part, to avoid ambiguity, we let τj be the trace on C
∗
λ(Γj).We shall
then use τ for the trace on C∗λ(Γ1 × Γ2). We use the notation as in the preceding
Lemma. Also, if A,B are C∗-algebras, we use A ⊗min B for the minimal tensor
product of A and B (see [4] Definition 3.3.4). We shall use that
C∗λ(Γ1 × Γ2) = C∗λ(Γ1)⊗min C∗λ(Γ2).
Let
σ
(j)
k : C
∗
λ(Γj)→Md(j)
k
(C), j = 1, 2
be a sequence of norm microstates with
tr(σ
(j)
k (x))→ τ(x) for all x ∈ C∗λ(Γj).
For j = 1, 2 we let
σ(j) : C∗λ(Γj)→
l∞(N, (M
d
(j)
k
(C))∞k=1)
c0(N, (Md(j)
k
(C))∞k=1)
be the injective ∗-homomorphism defined by
σ(j)(x) = (σ
(j)
k (x))
∞
k=1 + c0(N, (Md(j)
k
(C))∞k=1).
Since Γ1 is exact, we have inclusions
C∗λ(Γ1)⊗min C∗λ(Γ2)→ C∗λ(Γ1)⊗min
l∞(N, (M
d
(2)
k
(C))∞k=1)
c0(N, (Md(2)
k
(C))∞i=1)
∼=
C∗λ(Γ1)⊗min l∞(N, (Md(2)
k
(C))∞k=1)
C∗λ(Γ1)⊗min c0(N, (Md(2)
k
(C))∞k=1)
→
l∞(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)
c0(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)
,
the first line being given by Id⊗σ(2), and the second line following from exactness
of C∗λ(Γ1). We let
φ : C∗λ(Γ1)⊗min C∗λ(Γ2)→
l∞(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)
c0(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)
be the composition of these inclusion maps. If ω ∈ βN \ N is a free ultrafilter, we
let
τ1 ⊗ τω :
l∞(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)
c0(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)
→ C
be defined by
τ1 ⊗ τω((xk)∞k=1 + c0(N, (C∗λ(Γ1)⊗minMd(2)
k
(C))∞k=1)) = lim
k→ω
τ1 ⊗ tr(xk).
It is easy to see that
τ1 ⊗ τω ◦ φ = τ
for all ω ∈ βN \ N. As in the preceding Lemma, we have that for all x1, . . . ,
xp ∈ C∗λ(Γ1), y1, . . . , yp ∈ C∗λ(Γ2),∥∥∥∥∥∥
p∑
j=1
xj ⊗ yj
∥∥∥∥∥∥ = limk→∞
∥∥∥∥∥∥
p∑
j=1
xj ⊗ σ(2)k (yj)
∥∥∥∥∥∥ .
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But now applying the same argument (using exactness of M
d
(2)
k
(C)) we have for all
k ∈ N, ∥∥∥∥∥∥
p∑
j=1
xj ⊗ σ(2)k (yj)
∥∥∥∥∥∥ = liml→∞
∥∥∥∥∥∥
p∑
j=1
σ
(1)
l (xj)⊗ σ(2)k (yj)
∥∥∥∥∥∥ .
So ∥∥∥∥∥∥
k∑
j=1
xj ⊗ yj
∥∥∥∥∥∥ = limk→∞ liml→∞
∥∥∥∥∥∥
p∑
j=1
σ
(1)
l (xj)⊗ σ(2)k (yj)
∥∥∥∥∥∥ .
Additionally, it is easy to see that
lim
k→∞
lim
l→∞
p∑
j=1
tr(σ
(1)
l (xj)) tr(σ
(2)
k (xj)) =
p∑
j=1
τ1(xj)τ2(yj).
From these two limiting statements, it is not hard to argue that the conditions of
(i) hold.
(iv): Since every finite subset of Q[i](Γ) is contained in Q[i](Γn) for some n ∈ N,
and we have an isometric, trace-preserving inclusion
C∗λ(Γn) ⊆ C∗λ(Γ)
this is obvious from (i).
(v): As noted in (iv), if Λ is a subgroup of Γ, then we have a canonical trace-
preserving isometric inclusion
C∗λ(Λ) ⊆ C∗λ(Γ).
From this observation and (iv) it suffices to assume that Γ1,Γ2 are finitely gener-
ated. Let s
(j)
1 , . . . , s
(j)
tj be generators of Γj, j = 1, 2. Let
pi : Ft1+t2 → C∗λ(Γ1 ∗ Γ2)
be the unique homomorphism defined by
pi(al) =
{
s
(1)
l , if 1 ≤ l ≤ t1
s
(2)
l−t1 , if t1 < l ≤ t1 + t2.
We denote by pi its unique linear extension to a map
C(Ft1+t2)→ C(Γ1 ∗ Γ2).
Let d
(j)
k , j = 1, 2 be a sequence of integers and
σ
(j)
k : C
∗
λ(Γj)→Md(j)
k
(C)
be a sequence of norm microstates with
tr ◦σ(j)k (x)→k→∞ τ(x)
for all x ∈ C∗λ(Γ). By replacing σ(1)k , σ(2)k with the maps
C∗λ(Γ1)→Md(1)
k
(C)⊗M
d
(2)
k
(C), x 7→ σ(1)k (x)⊗ 1,
C∗λ(Γ2)→Md(1)
k
(C)⊗M
d
(2)
k
(C), x 7→ 1⊗ σ(2)k (x),
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we may assume that d
(1)
k = d
(2)
k . Hence, we shall use dk for d
(1)
k (or d
(2)
k ). By the
remarks after Theorem 3.9 , we may assume that σ
(j)
k (g) ∈ U(dk) for every g ∈ Γj .
For any U ∈ U(dk), let
pik,U : Ft1+t2 → U(dk)
be the unique homomorphism defined by
pi(al) =
{
U∗σ(1)k (s
(1)
l )U, if 1 ≤ l ≤ t1
σ
(2)
k (s
(2)
l−t1), if t1 < l ≤ t1 + t2.
By [5] Theorem 1.5, there is a sequence Uk ∈ U(dk) such that
‖pik,Uk(x)‖ → ‖pi(x)‖ for all x ∈ C(Ft1+t2),
tr(pik,Uk (x))→ τ(x) for al x ∈ C(Ft1+t2).
From this it is not hard to show that the conditions of (i) hold.

We note that by [3] Proposition 4.1.4 and Choi-Effros lifting theorem (see [4]
Theorem C.3), if every amenable group were in C it would follow that C∗λ(Γ) is
quasidiagonal for every amenable group. This is known as Rosenberg’s conjecture,
and is an open problem of major current interest (see e.g. [21],[16]). The case
Γ1 = Γ2 = Z of (v) was first proved by Haagerup and Thorbjørnsen in [12] Theorem
B (combining with [28] Theorem 3.8).
4. Definition of lp-Dimension Using Vectors
In this section, we give a definition of the extended von Neumann dimension
using vectors instead of almost equivariant operators. This may be conceptually
simpler, as we do not have to deal with the technicalities involving changing domains
inherent to the definition of HomΓ(· · · ). The definition is much simpler and requires
fewer preliminaries as well. However, for many theoretical purposes it will still be
easier to use the notion of almost equivariant operators. We will give this alternate
definition after the following lemma.
Lemma 4.1. Let V be a finite-dimensional Banach space, let B be a finite set and
(vβ)β∈B ∈ V B such that V = Span{vβ;β ∈ B}. Then for any η > 0, there is a
δ > 0 with the following property. If Y is a Banach space and (ξβ)β∈B ∈ Y B have
the property that for all c ∈ l1(B) with ‖c‖1 ≤ 1∥∥∥∥∥∥
∑
β∈B
c(β)ξβ
∥∥∥∥∥∥ ≤ δ +
∥∥∥∥∥∥
∑
β∈B
c(β)vβ
∥∥∥∥∥∥ ,
then there is a T : V → Y with ‖T ‖ ≤ 1 such that
‖T (vβ)− ξβ‖ < η,
for all β ∈ B.
Proof. Let A ⊆ B be such that {vα : α ∈ A} is a basis for V. For Y and (ξβ)β∈B
as in the statement of the Lemma, let T˜ : V → Y be the unique linear operator
satisfying
T˜ (vα) = ξα,
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for α ∈ A. By finite-dimensionality, there is a CV > 0 with∑
α∈A
|cα| ≤ CV
∥∥∥∥∥∑
α∈A
cαvα
∥∥∥∥∥ .
Fix ξ ∈ V, with ‖ξ‖ = 1, and write
ξ =
∑
α∈A
cαvα.
Then by hypothesis,
‖T˜ (ξ)‖∑
α∈A |cα|
≤ δ +
∥∥∑
α∈A cαvα
∥∥∑
α∈A |cα|
= δ +
1∑
α∈A |cα|
.
So
‖T˜ (ξ)‖ ≤ 1 + δ
∑
α∈A
|cα| ≤ 1 + δCV .
As ξ was arbitrary,
‖T˜‖ ≤ CV δ + 1.
Set T = 11+CV δ T˜ , then ‖T ‖ ≤ 1. For each β ∈ B \A choose a
(β)
α , α ∈ A such that
vβ =
∑
α∈A
a(β)α vα.
For β ∈ B \A, let
Aβ =
∑
α∈A
|a(β)α |.
For β ∈ B \A, define c(β) ∈ l1(B) by
c(β)(α) =
a
(β)
α
1 +Aβ
, for all α ∈ A
c(β)(β) = − 1
1 +Aβ
,
c(β)(β′) = 0, for all β′ ∈ B \ (A ∪ {β}).
Then for β ∈ B \A, ‖c(β)‖1 = 1 and∑
β′∈B
c(β)(β′)vβ = 0.
Thus by our hypothesis for β ∈ B \A,
1
1 +Aβ
‖ξα − T˜ (vα)‖ =
∥∥∥∥∥∥
∑
β′∈B
c(β)(β′)ξβ′
∥∥∥∥∥∥ ≤ δ,
so
‖ξβ − T˜ (ξβ)‖ ≤ (1 +Aβ)δ.
Trivially for all α ∈ A we have
‖ξα − T˜ (ξα)‖ = 0.
For all β ∈ B,
‖T˜ (vβ)− T (vβ)‖ =
∣∣∣∣1− 11 + δCV
∣∣∣∣ ‖T˜ (vβ)‖ ≤ δCV ‖vβ‖.
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Set
M = max
(
max
β∈B\A
1 +Aβ + CV ‖vβ‖,max
α∈A
CV ‖vα‖
)
.
Then M does not depend upon Y, or ε and for all β ∈ B
‖T (vβ)− ξβ‖ ≤ 2Mδ,
so if δ < η2M , we are done.

Definition 4.2. Let V be a Banach space with a uniformly bounded action of a
countable discrete group Γ and σi : Γ → Isom(Vi) with Vi finite-dimensional. We
let VectΓ(S, F,m, δ, σi) be all m-tuples (ξj)
m
j=1 of vectors in V such that for all
(cg1,...,gl,j)1≤l,j≤m,g1,...,gl∈F with
∑
g1,...,gl∈F
1≤j,l≤m
|cg1,...,gm,j| ≤ 1, we have∥∥∥∥∥∥∥∥
∑
g1,...,gl∈F
1≤j.l≤m
cg1,...,gl,jσi(g1) · · ·σi(gm)ξj
∥∥∥∥∥∥∥∥ ≤ δ +
∥∥∥∥∥∥∥∥
∑
g1,...,gl∈F
1≤j,l≤m
cg1,...,gl,jg1 · · · glxj
∥∥∥∥∥∥∥∥ .
Set
vdimΣ(S, F,m, δ, ε, ρ) = lim sup
i→∞
1
dimVi
dε(VectΓ(S, F,m, δ, σi), ρVi),
vdimΣ(S, ε, ρ) = inf
F,m,δ
vdimΣ(S, F,m, δ, ε, ρ),
vdimΣ(S, ρ) = sup
ε>0
vdimΣ(S, ε, ρ).
Proposition 4.3. Let V be a Banach space with a uniformly bounded action of a
countable discrete group Γ and σi : Γ→ Isom(Vi) with Vi finite-dimensional. Then
for any dynamically generating sequence S, and any product norm ρ,
dimΣ(V,Γ) = vdimΣ(S, ρ).
Proof. Let S = (xj)
∞
j=1. Fix F ⊆ Γ finite with e ∈ F , m ∈ N, δ > 0. Suppose that
T ∈ HomΓ(S, F,m, δ, σi) and set ξj = T (xj). Then for all (cg1,...,gl,j)g1,...,gl∈F,1≤j,l≤m
with ∑
g1,...,gl∈F
1≤j,l≤m
|cg1,...,gl,j| ≤ 1,
we have∥∥∥∥∥∥∥∥
∑
g1,...,gl∈F
1≤j,l≤m
cg1,...,gm,jσi(g1) · · ·σi(gl)ξj
∥∥∥∥∥∥∥∥ ≤ δ +
∥∥∥∥∥∥∥∥T
 ∑
g1,...,gl∈F
1≤j,l≤m
cg1,...,gl,jg1 · · · glξj

∥∥∥∥∥∥∥∥
≤ δ +
∥∥∥∥∥∥∥∥
∑
g1,...,gl∈F
1≤j,l≤m
cg1,...,gl,jg1 · · · glξj
∥∥∥∥∥∥∥∥ .
So (ξj)
m
j=1 ∈ VectΓ(S, F,m, δ, σi) and vdim ≤ dim .
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For the opposite inequality, let ε > 0 and letM = supj ‖xj‖. Since ρ is a product
norm, we may find an N ∈ N and a κ > 0 such that if f ∈ l∞(N), if ‖f‖∞ ≤ M
and
max
1≤j≤N
|f(j)| < κ,
then
ρ(f) < ε.
Fix F ⊆ Γ finite with e ∈ F and m ∈ N with m ≥ N. Let δ′ > 0 be sufficiently
small depending upon κ, in a manner to be determined later. Set
B =
m⊔
l=1
{(g1, . . . , gl, j) : g1, . . . , gl ∈ F, 1 ≤ j ≤ m},
V = VF,m,
vβ = g1 · · · glxj , if β = (g1, . . . , gl, j) ∈ B,
η = δ′.
Let δ > 0 be as in the preceding lemma for this B, V, (vβ)β∈B, η. If (ξj)mj=1 ∈
VectΓ(S, F,m, δ, σi), then by the preceding lemma we can find a T : VF,m → Vi
with ‖T ‖ ≤ 1 and ‖T (g1 · · · glxj) − σi(g1) · · ·σi(gl)ξj‖ < δ′, for all g1, . . . , gl ∈
F, 1 ≤ j, l ≤ m. Thus for all 1 ≤ j, l ≤ m, g1, . . . , gl ∈ F,
‖T (g1 · · · glxj)− σi(g1) · · ·σi(gl)T (xj)‖ < 2δ′.
Thus T ∈ HomΓ(S, F,m, 2δ′, σi), and
max
1≤j≤m
‖T (xj)− ξj‖ < δ′,
since e ∈ F. So if we choose δ′ < κ, then since m ≥ N, our choice of κ implies
αS(HomΓ(S, F,m, δ, σi)) ⊆ε,ρVi VectΓ(S, F,m, δ, σi),
so
d2ε(αS(HomΓ(S, F,m, δ, σi), ρVi) ≤ dε(VectΓ(S, F,m, δ, σi), ρVi).
Taking limits in the appropriate order, we see that dim ≤ vdim .

5. lp-Betti Numbers of Free Groups
Let X be a CW complex and let ∆n(X) be the collection of n-simplices of X.
Suppose that Γ acts properly on X with compact quotient, preserving the simplicial
structure. For v0, . . . , vn ∈ X, let
[v0, v1, . . . , vn]
be the simplex spanned by v0, . . . , vn. Let
Vn(X) = {(v0, . . . , vn) ∈ X : [v0, . . . , vn] ∈ ∆n(X)}.
We abuse notation and let lp(∆n(X)) for 1 ≤ p ≤ ∞ be the set of all functions
f : Vn(X)→ C such that
f(vσ(0), . . . , vσ(n)) = (sgnσ)f(v0, . . . , vn), for σ ∈ Sym({0, . . . , n}),∑
[v0,...,vn]∈∆n(X)
|f(v0, . . . , vn)|p <∞, for p <∞,
sup
[v0,...,vn]∈∆n(X)
|f(v0, . . . , vn)| <∞, forp =∞.
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By our antisymmetry condition the above sum is unchanged if we use a different
representative for [v0, . . . , vn]. On l
p(∆n(X)) we use the norm
‖f‖pp =
∑
v∈∆n(X)
|f(v0, . . . , vn)|p, for p <∞,
‖f‖∞ = sup
[v0,...,vn]∈∆n(X)
|f(v0, . . . , vn)|.
Define the discrete differential δ : lp(∆n−1(X))→ lp(∆n(X)) by
(δf)(v0, . . . , vn) =
n∑
j=0
(−1)jf(v0, . . . , v̂j , . . . , vn),
where the hat indicates a term omitted. Note that δf satisfies the appropriate
antisymmetry condition. Define the nth lp-cohomology space of X by
Hnlp(X) =
ker(δ) ∩ lp(∆n(X))
δ(lp(∆n−1(X))
.
We define the lp-Betti numbers of X with respect to Γ by
β
(p)
Σ,n(X,Γ) = dimΣ,lp(H
n
lp(X),Γ).
The definition of lp-cohomology is due to Gromov in [11]. We also refer the
reader to [22] for a survey on results on lp-cohomology. It is known that if X is
contractible and pi1(X/Γ) ∼= Γ, then the lp-cohomology space only depends upon Γ
(see [11] page 219). If Γ is sofic, we may use lp-dimension to define
Hnlp(Γ) = H
n
lp(X,Γ),
β
(p)
Σ,n(Γ) = β
(p)
Σ,n(X,Γ),
for such X. We will call these the lp-Betti numbers of Γ (with respect to Σ). The
definition above for p = 2 goes back to Atiyah in [1]. We remark that this is the
first definition of an lp-Betti numbers for a class of groups. The reason for this is
that one needs to use a dimenison function valid for actions on lp-spaces in order
to defined lp-Betti numbers and this is what we have done in [15].
We also consider lp-homology. Define ∂ : lp(∆n(X))→ lp(∆n−1(X)) by
∂f(v0, . . . , vn−1) =
∑
x:[v0,...,vn−1,x]∈∆n(X)
f(v0, . . . , vn−1, x).
We use T t for the Banach space adjoint of a bounded T : V →W between Banach
spaces V,W. By direct computation
(∂ : lp
′
(∆n(X))→ lp
′
(∆n−1(X))) = (δ : lp(∆n−1(X))→ lp(∆n(X)))t,
when 1p +
1
p′ = 1. Define the l
p-homology of X by
H l
p
n (X) =
ker(∂) ∩ lp(∆n(X))
∂(lp(∆n+1(X))
.
We shall be interested in the lp-Betti numbers of free groups. Fix n ∈ N and
consider the free group Fn on n letters a1, . . . , an. Let G be the Cayley graph of
Fn with respect to a1, . . . , an, we regard the edges of G as oriented. There is a
natural 1-dimensional CW complex X associated to G, whose 0-simplices are the
vertices of G, and whose 1-simplices are the edges of G, and whose attaching maps
are determined by incidence of edges in the natural way (see [13] page 83). Then X
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is contractible, since G is a tree. Also pi1(X/Fn) ∼= Fn, so the lp-cohomology of G is
the lp-cohomology of Fn. Let E(Fn) denote the set of edges of Fn. Then l
p(E(Fn))
as defined above is the set of all functions f : E(Fn)→ C such that
f(x, s) = −f(s, x) if (s, x) ∈ E(Fn),
n∑
j=1
∑
x∈Fn
|f(x, xaj)|p <∞
with the norm
‖f‖pp =
n∑
j=1
∑
x∈Fn
|f(x, xaj)|p.
Note that this is indeed a norm on lp(E(Fn)), and that Fn acts isometrically on
lp(E(Fn)) by left translation. Also l
p(E(Fn)) is isomorphic to l
p(Fn)
⊕n with respect
to this action. If (x, s) ∈ E(Fn), we let E(x,s) be the function on E(Fn) such that
E(x,s)(y, t) = 0 if {x, s} 6= {y, t}
E(x,s)(x, s) = 1
E(x,s)(s, x) = −1.
We think of E(x,s) as representing the edge going from x to s.
The discrete differential δ : lp(Fn)→ lp(E(Fn)) we defined above is given by
(δf)(x, s) = f(s)− f(x) (x, s) ∈ E(Fn)).
The corresponding lp-cohomology space is given by
H1lp(Fn) = l
p(E(Fn))/δ(lp(Fn).
Also, ∂ : lp(E(Fn))→ lp(Fn) is given by
(∂f)(x) =
n∑
j=1
f(x, xaj)−
n∑
j=1
f(xa−1j , x).
In this section, we compute the lp-Betti numbers
β
(p)
Σ,1(Fn),
for 1 ≤ p ≤ 2.
Let Γ be a countable discrete group. We define ρ : Γ→ B(lp(Γ)) by
(ρ(g)f)(x) = f(xg).
Lemma 5.1. Let n ∈ N, with n ≥ 2. Fix 1 ≤ p <∞. There is a C > 0 such that
‖δf‖p ≥ C‖f‖p,
for all f ∈ lp(Fn). In particular, the image of δ is closed.
Proof. Assume the lemma is false. Then we can find fk ∈ lp(Fn), with ‖fk‖p = 1
and
‖δfk‖p → 0.
By direct computation
‖δfk‖pp =
n∑
j=1
‖ρ(aj)fk − fk‖pp,
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where a1, . . . , an are the free generators of Fn. By the triangle inequality,
‖ρ(aj)|fk| − |fk|‖p ≤ ‖ρ(aj)fk − fk‖p
so we may assume fk ≥ 0. Let gn = fpk , then gk ∈ l1(Fn) and ‖gk‖1 = 1.
By calculus, for real numbers a, b ≥ 0 we have
|ap − bp| ≤ pmax(|a|p−1, |b|p−1)|a− b| ≤ p|a|p−1|a− b|+ p|b|p−1|a− b|.
Thus
‖ρ(aj)gk − gk‖1 ≤ p
∑
g∈Fn
|fk(g)|p−1|fk(g)− fk(gaj)|+ |fk(gaj)|p−1||fk(gaj)− fk(g)|
≤ 2p‖fk − ρ(aj)fk‖p,
where in the last line we use Ho¨lder’s inequality and that ‖fk‖p = 1. Thus
‖ρ(aj)gk − gk‖1 → 0.
Since {a1, . . . , an} generate Fn, it follows that
‖ρ(x)gk − gk‖1 → 0
for all x ∈ Fn. By [4] Theorem 2.6.8 (2), this implies that Fn is amenable. It is well
known that Fn is not amenable so we have reached a contradiction.

Lemma 5.2. Fix n ∈ N, 1 ≤ p < ∞. Then the set of all images of the elements
E(e,a1), . . . , E(e,an−1) is dynamically generating for H1lp(Fn).
Proof. It suffices to show that
W = δ(lp(Fn)) + Span{E(s,saj) : s ∈ Fn, 1 ≤ j ≤ n− 1}
is norm dense in lp(E(Fn)). It is enough to show that
E(e,an) ∈W
‖·‖
.
By convexity it is enough to show that E(e,an) is in the weak closure of W. We shall
prove by induction on k that
E(e,an) ≡ E(akn,ak+1n ) mod W.
This is enough since
E(akn,ak+1n ) → 0
weakly.
The base case k = 0 is trivial, so assume the result true for some k. Then
E(akn,ak+1n ) − δ(χ{ak+1n }) =
n∑
j=1
E(ak+1n ,ak+1n aj) +
n−1∑
j=1
E(ak+1n ,ak+1n a−1j )
= E(ak+1n ,ak+2n ) +
n−1∑
j=1
ak+1n E(e,aj) −
n−1∑
j=1
ak+1n a
−1
j E(e,aj)
≡ E(ak+1n ,ak+2n ) mod W.
Here is a graphical explanation of the above calculation. If we think of the elements
of lp(E(Fn)) as formal sums of oriented edges, then −δ(χak+1n ) is a “source” at ak+1n .
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It is the sum of all edges adjacent to ak+1n , directed away from a
k+1
n . Below is a
graphical representation of −δ(χak+1n ) :
ana
−1
n−1 a
k+2
n anan−1
−δ(χak+1n ) =
... ak+1n
bb❊❊❊❊❊❊❊❊❊
||②②
②②
②②
②②
②
OO

<<②②②②②②②②②②
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
...
ana
−1
1 a
k
n ana1
The above computation can be phrased as follows:
−δ(χak+1n ) + E(akn,ak+1n ) =
ak+1n an−1 a
k+2
n a
k+1
n a1
... ak+1n
cc❍❍❍❍❍❍❍❍❍❍
{{✇✇
✇✇
✇✇
✇✇
✇✇

OO ;;✈✈✈✈✈✈✈✈✈✈
##●
●●
●●
●●
●●
●
... + ak+1n
ak+1n a
−1
1 a
k
n a
k+1
n a
−1
n−1 a
k
n
OO
=
ak+2n ana
−1
n−1 anan−1
al+1n
OO
+
... an
aa❈❈❈❈❈❈❈❈❈❈
}}④④
④④
④④
④④
④
==④④④④④④④④④④
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
...
ana
−1
1 ana1
and the second term on the right-hand side is easily seen to be in the span of
translates of E(e,aj), j = 1, . . . , n− 1. This completes the induction step.

We shall prove the analogous claim for lp-homology of free groups, but we need
a few preliminary results. These next few results must be well known, but we
include proofs for completeness. For a countable discrete group Γ, we let ρ : Γ →
B(lp(Γ)), 1 ≤ p ≤ ∞ be given by
(ρ(g)f)(x) = f(xg), for f ∈ lp(Γ).
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Lemma 5.3. Let Γ be a non-amenable group with finite-generating set S. Let
A : lp(Γ)→ lp(Γ) be defined by
A =
1
|S ∪ S−1|
∑
s∈S∪S−1
ρ(s).
For 1 < p < ∞, there is a constant Cp < 1 such that ‖Af‖p ≤ Cp‖f‖p for all
f ∈ lp(Γ).
Proof. We use
‖A‖lp→lp
for the norm of A as an operator from lp(Γ)→ lp(Γ). We know ‖A‖l2→l2 < 1 from
the non-amenability of Γ (see [4] Theorem 2.6.8 (8)). Since ‖A‖l∞→l∞ ≤ 1 and
‖A‖l1→l1 ≤ 1, it follows by interpolation that for all 1 < p < ∞, there exists a
Cp < 1 with ‖A‖lp→lp ≤ Cp. From this the lemma follows. 
Lemma 5.4. Let n ∈ N with n ≥ 2. For 1 < p <∞, the operator ∂ ◦ δ : lp(Fn)→
lp(Fn) is invertible.
Proof. Let a1, . . . , an be free generators for Fn, and let S = {a1, . . . , an}. We have
that
∂(δf)(x) =
∑
s∈S∪S−1
f(x)−f(xs) = |S∪S−1|
(
f(x)− 1|S ∪ S−1|
∑
s∈S∪S−1
ρ(s)f(x)
)
.
So
(12) ∂ ◦ δ =
(
Id− 1|S ∪ S−1|
∑
s∈S∪S−1
ρ(s)
)
|S ∪ S−1|.
By the previous lemma ∥∥∥∥∥ 1|S ∪ S−1| ∑
s∈S∪S−1
ρ(s)
∥∥∥∥∥
lp→lp
< 1,
for 1 < p <∞. By (12) it follows that ∂(δ) is invertible for 1 < p <∞. 
For the next corollary we use the following notation: if V,W,U are Banach spaces
with W,U ⊆ V, we use V =W ⊕ U to mean W ∩ U = {0},W + U = V.
Corollary 5.5. Let n ∈ N with n ≥ 2. For 1 < p < ∞, we have the following
Hodge Decomposition:
lp(E(Fn)) = ker(∂ : l
p(E(Fn))→ lp(Γ))⊕ δ(lp(Fn)).
Proof. By Lemma 5.1, we know that δ(lp(Fn)) is closed in l
p(E(Fn)). It is clear that
ker(∂ : lp(E(Fn)) → lp(Γ)) is closed in lp(E(Fn)). Given f ∈ ker(∂ : lp(E(Fn)) →
lp(Fn)) ∩ δ(lp(Fn)) write f = δ(g). Then
0 = ∂(f) = ∂(δ(g)).
By the preceding lemma we have that g = 0.
If f ∈ lp(E(Γ)), then by the preceding lemma we can find a unique g with
∂(f) = ∂(δ(g)). Then f − δ(g) ∈ ker(∂), and
f = f − δ(g) + δ(g).

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For the next proposition, recall that if a1, . . . , an are free generators for Fn, then
every x ∈ Fn can be written as
x = ar1i1 a
r2
i2
· · ·arkik ,
where il 6= il+1 for 1 ≤ l ≤ k, and rk ∈ Z \ {0}. This will be call the reduced
expression of x. We will say x starts with ai1 if r1 > 0, and that x starts with a
−1
i1
if r1 < 0. We will call
k∑
l=1
rl
the word length of x. We use |x| for the word length of x.
Proposition 5.6. Let n ∈ N, and 1 < p < ∞. Then H lp1 (Fn) can be generated by
n− 1 elements.
Proof. The claim for n = 1 is clear since H1lp(Z) = 0. First, we show how to reduce
to the case n = 2. Let n > 2, and let a1, . . . , an be the generators of Fn. Consider
the injective homomorphisms φj : F2 → Fn for 1 ≤ j ≤ n−1 given by φj(ai) = ai+j .
Let f be an element in lp(E(F2)) such that Span(F2f) is dense in ker(∂)∩lp(E(F2)).
Let fj ∈ lp(E(Fn)) be the element defined by
fj(x, y) =
{
0, if one of x, y /∈ φj(F2)
f(φ−1j (x), φ
−1
j (y)), otherwise.
Then fj ∈ ker(∂). It is easy to see from the preceding corollary and the fact that f
generates ker(∂) ∩ lp(E(F2)) that
E(e,aj) ∈ ker(∂) + δ(lp(Fn))
‖·‖p
.
Again by the preceding corollary we find that f1, . . . , fn−1 generate ker(∂). Thus it
suffices to handle the case n = 2.
We now concentrate on the case n = 2, and we use a, b for the generators of F2.
We define f : E(F2)→ R as follows:
f(x, y) =

(
1
3
)|x|
, (x, y) ∈ E(Fn), |y| = |x|+ 1 y starts with a or b
− ( 13)|y| , (x, y) ∈ E(Fn), |x| = |y|+ 1 x starts with a or b(
1
3
)|y|
, (x, y) ∈ E(Fn), |x| = |y|+ 1, x starts with a−1 or b−1
− ( 13)|x| (x, y) ∈ E(Fn), |y| = |x|+ 1, y starts with a−1 or b−1
.
42 BEN HAYES
The function f is pictured below:
... ab−1 a2 ab · · ·
b−2a
1/9

b−1a
1/3

a
1/3
cc❋❋❋❋❋❋❋❋❋❋❋
1/3
OO
1/3
==④④④④④④④④④④
ba b2a
b−3
1/9 // b−2
1/3 // b−1 1 // e
1
OO
1 // b
1/3

1/3
OO
1/3 // b2
1/9
OO
1/9 //
1/9

b3 · · ·
b−2a−1
1/9
OO
b−1a−1
1/3
OO
a−1
1
OO
ba−1 b2a−1
· · · a−1b−1
1/3
::✈✈✈✈✈✈✈✈✈
a−2
1/3
OO
a−1b
1/3
bb❋❋❋❋❋❋❋❋
It is not hard to show that ∂(f) = 0. Since the number of words in the free group of
length n is 4·3n−1, we also see that f ∈ lp(E(Fn)). Set V = Span(F2f) + δ(lp(F2))wk =
Span(F2f) + δ(lp(F2))
‖·‖
. To show that f generates ker(∂) it suffices by the preced-
ing corollary to show that
E(e,a1), E(e,a2) ∈ V.
Let Bn = {(x, y) ∈ G : |x|, |y| ≤ n}. For n ≥ 0, let gn : E(Fn) → C, be the
function defined by
χBngn =
(
n−1∑
k=0
(1/3)n
)(E(e,a) + E(e,b) + E(a−1,e) + E(b−1,e)) ,
(1− χBn)gn = (1− χBn)f,
we first show that gn ∈ Span(F2f) + δ(lp(F2)) for all n ∈ N.
We prove this by induction on n, the case n = 1 being clear since g1 = f. Suppose
the claim true for some n. Then, it is not hard to show that
gn+1 = gn +
1
3n
∑
w∈Fn\{e},
|w|≤n,
w starts with a or b
δ(χ{w})−
1
3n
∑
w∈Fn\{e},
|w|≤n,
w starts with a−1 or b−1
δ(χ{w}).
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So inductively, we see that gn ∈ Span(F2f) + δ(lp(F2)), for all n ∈ N. The first two
steps of this process are pictured below:
... ab−1 a2 ab · · ·
b−2a
1/9

b−1a
1/3

a
1/3
cc❋❋❋❋❋❋❋❋❋❋❋
1/3
OO
1/3
==④④④④④④④④④④
ba b2a
b−3
1/9 // b−2
1/3 // b−1 1 // e
1
OO
1 // b
1/3
OO
1/3 //
1/3

b2
1/9
OO
1/9 //
1/9

b3 · · ·
b−2a−1
1/9
OO
b−1a−1
1/3
OO
a−1
1
OO
ba−1 b2a−1
· · · a−1b−1
1/3
::✈✈✈✈✈✈✈✈✈
a−2
1/3
OO
a−1b
1/3
bb❋❋❋❋❋❋❋❋
1
3 (δ(χ{a})+δ(χ{b})−δ(χ{b−1})−δ(χ{a−1}))+3
... ab−1 a2 ab · · ·
b−2a
1/9

b−1a
0

a
0
cc❋❋❋❋❋❋❋❋❋❋❋
0
OO
0
==④④④④④④④④④④
ba b2a
b−3
1/9 // b−2 0 // b−1
4/3 // e
4/3
OO
4/3 // b
0
OO
0 //
0

b2
1/9
OO
1/9 //
1/9

b3 · · ·
b−2a−1
1/9
OO
b−1a−1
0
OO
a−1
4/3
OO
ba−1 b2a−1
· · · a−1b−1
0
::✈✈✈✈✈✈✈✈✈
a−2
0
OO
a−1b
0
bb❋❋❋❋❋❋❋❋
1
9 (δ(χ{b2}−δ(χ{b−2})+δ(χ{a2})+··· )+3
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... ab−1 a2 ab · · ·
b−2a
0

b−1a
1/9

a
1/9
cc❋❋❋❋❋❋❋❋❋❋❋
1/9
OO
1/9
==④④④④④④④④④④
ba b2a
b−3 0 // b−2
1/9 // b−1
4/3 // e
4/3
OO
4/3 // b
1/9

1/9
OO
1/9 // b2
0
OO
0 //
0

b3 · · ·
b−2a−1
0
OO
b−1a−1
1/9
OO
a−1
4/3
OO
ba−1 b2a−1
· · · a−1b−1
1/9
::✈✈✈✈✈✈✈✈✈
a−2
1/9
OO
a−1b
1/9
bb❋❋❋❋❋❋❋❋
1
9 (δ(χ{a})+δ(χ{b})−δ(χ{b−1})−δ(χ{a−1}))+3
... ab−1 a2 ab · · ·
b−2a
0

b−1a
0

a
0
cc❋❋❋❋❋❋❋❋❋❋❋
0
OO
0
==④④④④④④④④④④
ba b2a
b−3 0 // b−2 0 // b−1
13/9 // e
13/9
OO
13/9 // b
0

0
OO
0 // b2
0
OO
0 //
0

b3 · · ·
b−2a−1
0
OO
b−1a−1
0
OO
a−1
13/9
OO
ba−1 b2a−1
· · · a−1b−1
0
::✈✈✈✈✈✈✈✈✈
a−2
0
OO
a−1b
0
bb❋❋❋❋❋❋❋❋
Since supn ‖gn‖p <∞ we find that gn converges weakly to
3
2
(E(e,a) + E(e,b) + E(b−1,e) + E(a−1,e)).
Rescaling we find that
E(e,a) + E(e,b) + E(b−1,e) + E(a−1,e) ∈ V.
By adding ±δ(χ{e}) and scaling we find that
E(e,a) + E(e,b) ∈ V,(13)
E(e,b−1) + E(e,a−1) ∈ V.
Since
E(e,a) + E((ba−1)n,(ba−1)nb) = E(e,a) + E((ba−1)n−1,(ba−1)n−1b) + (ba−1)n−1b
(E(e,b−1) + E(e,a−1))
+ (ba−1)n
(E(e,a) + E(e,b)) ,
by F2-invariance of V we see inductively from (13) that
E(e,a) + E((ba−1)n−1,(ba−1)n−1b) ∈ V
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for all n ∈ N. If we let n→∞ we see that
E(e,a) ∈ V weak = V.
Subtracting E(e,a) from E(e,a) + E(e,b) and using (13) we see that
E(e,a), E(e,b) ∈ V.
By F2-invariance of V we see that V = l
p(E(F2)). This completes the proof.

Theorem 5.7. Fix n ∈ N, and a sofic approximation Σ.
(a) The dimension of the lp-cohomology groups of Fn satisfy
dimΣ,lp(H
1
lp(Fn),Fn) = dimΣ,lp(H
1
lp(Fn),Fn) = n− 1, for 1 ≤ p ≤ 2,
Hmlp (Fn) = {0} for m ≥ 2.
(b) The dimension of the lp-homology groups of Fn satisfy:
dimΣ,lp(H
lp
n (Fn),Fn) = dimΣ,lp(H
lp
n (Fn),Fn) = n− 1, for 1 < p < 2,
H l
1
1 (Fn) = ker(∂) ∩ l1(E(Fn)) = {0},
H l
p
m(Fn) = 0 for m ≥ 2.
Proof. The statements about higher-dimensional homology or cohomology are clear,
since we know that the Cayley graph of Fn is contractible and one-dimensional.
Since the image of δ is closed, the sequence
0 −−−−→ lp(Fn) δ−−−−→ lp(E(Fn)) −−−−→ H1lp(Fn) −−−−→ 0
is exact. Subadditivity under exact sequences and the computation for lp-spaces
implies that
n = dimΣ,lp(l
p(E(Fn)),Fn)
≤ dimΣ,lp(H1lp(Fn),Fn) + dimΣ,lp(lp(Fn),Fn)
= dimΣ,lp(H
1
lp(Fn),Fn) + 1.
Thus
dimΣ,lp(H
1
lp(Fn),Fn) ≥ n− 1.
On the other hand, by Lemma 5.2, H1lp(Fn) can be generated by n− 1 elements, so
dimΣ,lp(H
1
lp(Fn),Fn) ≤ n− 1,
which proves the first claim.
For the second claim, let 1 < p′ <∞ be such that 1p + 1p′ = 1. Note that Lemma
5.1 implies that δ : lp
′
(Fn)→ lp′(E(Fn)) is an injection with closed image. Taking
transposes, we see that δ : lp(E(Fn))→ lp(Fn) is surjective. Thus the sequence
0 −−−−→ H lp1 (Fn) −−−−→ lp(E(Fn)) ∂−−−−→ lp(Fn) −−−−→ 0
is exact. As in the first half this implies that
dimΣ,lp(H
lp
1 (Fn),Fn) ≥ n− 1
for 1 < p ≤ 2. The upper bound for 1 < p ≤ 2 also holds by the preceding
proposition.
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We turn to the last claim. Because the Cayley graph of Fn is a tree, for x ∈ Fn
we can define γx to be the unique geodesic path from e to x. Define
A : CE(Fn) → CFn
by
(Af)(x) =
|x|∑
j=1
f(γx(j − 1), γx(j)).
Note that δ(Af) = f. A direct computation verifies that A(E(x,xaj)) ∈ l∞(Fn), so
δ(l∞(Fn)) is weak∗ dense in l∞(E(Fn)). By duality ker(∂)∩ l1(E(Fn)) = {0}. This
completes the proof.

6. Closing Remarks
Here are some natural conjectures based on our work in this paper and [15].
Conjecture 1. Let Γ be a an amenable group and W ⊆ lp(Γ)⊕n for some n ∈ N.
Let dimGlp(W,Γ) be l
p-dimension as defined by Gournay in [10]. Then for any sofic
approximation Σ of Γ we have
dimGlp(W,Γ) = dimΣ,lp(W,Γ).
Conjecture 2. Let 2 < p < ∞, and let Γ be a countable discrete sofic group with
sofic approximation Σ. Then for all n ∈ N,
dimΣ,lp(l
p(Γ)⊕n,Γ) = dimΣ,lp(l
p(Γ)⊕n,Γ) = n.
Little progress has been made on Conjectures 1,2. It may be quite possible that
our definition is simply not the right way to look at von Neumann dimension for
the action of Γ on lp(Γ)⊕n if 2 < p <∞. Another natural conjecture based on the
techniques in Section 2 is the following.
Conjecture 3. Let Γ be an amenable group. If Σ,Σ′ are two sofic approximations
of Γ and V is a uniformly bounded representation of Γ, then
dimΣ,lp(V,Γ) = dimΣ′,lp(V,Γ).
Because of the techniques in Section 2, if Σ = (σi : Γ→ Sdi), it suffices to assume
Σ = (σ⊕ki ), for a sequence of integers ki.
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