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Abstract
Given a sequence of resistance forms that converges with respect to the Gromov-Hausdorff-
vague topology and satisfies a uniform volume doubling condition, we show the convergence
of corresponding Brownian motions and local times. As a corollary of this, we obtain the
convergence of time-changed processes. Examples of our main results include scaling limits of
Liouville Brownian motion, the Bouchaud trap model and the random conductance model on
trees and self-similar fractals. For the latter two models, we show that under some assumptions
the limiting process is a FIN diffusion on the relevant space.
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1 Introduction
In recent years, interest in time-changes of stochastic processes according to irregular measures
has arisen from various sources. Fundamental examples of such time-changed processes include
the so-called Fontes-Isopi-Newman (FIN) diffusion [20], the introduction of which was motivated
by the study of the localisation and aging properties of physical spin systems, and the two-
dimensional Liouville Brownian motion [11, 22], which is the diffusion naturally associated with
planar Liouville quantum gravity. More precisely, the FIN diffusion is the time-change of one-
dimensional Brownian motion by the positive continuous additive functional with Revuz measure
given by
ν(dx) =
∑
i
viδxi(dx), (1)
where (vi, xi)i∈N is the Poisson point process with intensity αv
−1−αdvdx, and δxi is the probability
measure placing all its mass at xi. Similarly, the two-dimensional Liouville Brownian motion is the
time-change of two-dimensional Brownian motion by the positive continuous additive functional
with Revuz measure given by
ν(dx) = eκγ(x)−
κ2
2
E(γ(x)2)dx (2)
for some κ ∈ (0, 2), where γ is the massive Gaussian free field; actually the latter description is
only formal since the Gaussian free field can not be defined as a function in two dimensions. In
both cases, connections have been made with discrete models; the FIN diffusion is known to be
the scaling limit of the one-dimensional Bouchaud trap model [10, 20] and the constant speed
random walk amongst heavy-tailed random conductances in one-dimension [13], and the two-
dimensional Liouville Brownian motion is conjectured to be the scaling limit of simple random
1
walks on random planar maps [22], see also [19]. The goal here is to provide a general framework
for studying such processes and their discrete approximations in the case when the underlying
stochastic process is strongly recurrent, in the sense that it can be described by a resistance
form, as introduced by Kigami (see [31] for background). In particular, this includes the case of
Brownian motion on tree-like spaces and low-dimensional self-similar fractals.
To present our main results, let us start by introducing the types of object under consideration
(for further details, see Section 2). Let F be the collection of quadruples of the form (F,R, µ, ρ),
where: F is a non-empty set; R is a resistance metric on F such that (F,R) is complete, separable
and locally compact, and moreover closed balls in (F,R) are compact; µ is a locally finite Borel
regular measure of full support on (F,R); and ρ is a marked point in F . Note that the resistance
metric is associated with a resistance form (E ,F) (see Definition 2.1 below), and we will further
assume that for elements of F this form is regular in the sense of Definition 2.2. In particular,
this ensures the existence of a related regular Dirichlet form (E ,D) on L2(F, µ), which we suppose
is recurrent, and also a Hunt process ((Xt)t≥0, Px, x ∈ F ) that can be checked to admit jointly
measurable local times (Lt(x))x∈F,t≥0. The processX represents our underlying stochastic process
(i.e. it plays the role that Brownian motion does in the construction of the FIN diffusion and
Liouville Brownian motion), and the existence of local times means that when it comes to defining
the time-change additive functional, it will be possible to do this explicitly.
Towards establishing a scaling limit for discrete processes, we will assume that we have a
sequence (Fn, Rn, µn, ρn)n≥1 in F that converges with respect to the Gromov-Hausdorff-vague
topology (see Section 2.2) to an element (F,R, µ, ρ) ∈ F. Our initial aim is to show that it is
then the case that the associated Hunt processes Xn and their local times Ln converge to X
and L, respectively. To do this we assume some regularity for the measures in the sequence –
this requirement is formalised in Assumption 1.2, which depends on the following volume growth
property. In the statement of the latter, we denote by Bn(x, r) the open ball in (Fn, Rn) centred
at x and of radius r, and also r0(n) := infx,y∈Fn, x 6=y Rn(x, y) and r∞(n) := supx,y∈Fn Rn(x, y).
We note that this control on the volume yields an equicontinuity property for the local times.
Definition 1.1. A sequence (Fn, Rn, µn, ρn)n≥1 in F is said to satisfy uniform volume growth
with volume doubling (UVD) if there exist constants c1, c2, c3 ∈ (0,∞) such that
c1v(r) ≤ µn (Bn(x, r)) ≤ c2v(r), ∀x ∈ Fn, r ∈ [r0(n), r∞(n) + 1]
for every n ≥ 1, where v : (0,∞) → (0,∞) is non-decreasing function with v(2r) ≤ c3v(r) for
every r ∈ R+.
Assumption 1.2. The sequence (Fn, Rn, µn, ρn)n≥1 in F satisfies UVD, and also
(Fn, Rn, µn, ρn)→ (F,R, µ, ρ) , (3)
in the Gromov-Hausdorff-vague topology, where (F,R, µ, ρ) ∈ F.
It is now possible to state our first main result. We write D(R+,M) for the space of cadlag
processes on M , equipped with the usual Skorohod J1 topology. The definition of equicontinuity
of the local times Ln, n ≥ 1, should be interpreted as the conclusion of Lemma 2.9.
Theorem 1.3. Suppose Assumption 1.2 holds. It is then possible to isometrically embed (Fn, Rn),
n ≥ 1, and (F,R) into a common metric space (M,dM ) in such a way that if Xn is started from
ρn, X is started from ρ, then
(Xnt )t≥0 → (Xt)t≥0
in distribution in D(R+,M). Moreover, the local times of L
n are equicontinuous, and if the finite
collections (xni )
k
i=1 in Fn, n ≥ 1, are such that dM (xni , xi) → 0 for some (xi)ki=1 in F , then it
simultaneously holds that
(Lnt (x
n
i ))i=1,...,k,t≥0 → (Lt (xi))i=1,...,k,t≥0 , (4)
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in distribution in C(R+,R
k).
From the above result, we further deduce the convergence of time-changed processes. The
following assumption adds the time-change measure to the framework.
Assumption 1.4. Assumption 1.2 holds with (3) replaced by
(Fn, Rn, µn, νn, ρn)→ (F,R, µ, ν, ρ) ,
in the (extended) Gromov-Hausdorff-vague topology (see Section 2.2), where νn is a locally finite
Borel regular measure on Fn, and ν is a locally finite Borel regular measure on (F,R) with
ν(F ) > 0.
The time-change additive functional that we consider is the following:
At :=
∫
F
Lt(x)ν(dx). (5)
In particular, let τ(t) := inf{s > 0 : As > t} be the right-continuous inverse of A, and define a
process Xν by setting
Xνt := Xτ(t). (6)
As described in Section 2.1, this is the trace of X on the support of ν (with respect to the measure
ν), and its Dirichlet form is given by the corresponding Dirichlet form trace. We define An, τn,
and Xn,νn similarly. The space L1loc(R+,M) is the space of cadlag functions R+ →M such that∫ T
0 dM (ρ, f(t))dt <∞ for all T ≥ 0, equipped with the topology induced by supposing fn → f if
and only if
∫ T
0 dM (fn(t), f(t))dt→ 0 for any T ≥ 0.
Corollary 1.5. (a) Suppose Assumption 1.4 holds, and that ν has full support. Then it is possible
to isometrically embed (Fn, Rn), n ≥ 1, and (F,R) into a common metric space (M,dM ) in such
a way that
Xn,νn → Xν (7)
in distribution in D(R+,M), where we assume that X
n is started from ρn, and X is started from
ρ.
(b) Suppose Assumption 1.4 holds, and that X is continuous. Then (7) holds in distribution in
L1loc(R+,M).
The above results are proved in Section 3, following the introduction of preliminary material
in Section 2. In the remainder of the article, we demonstrate the application of Theorem 1.3 and
Corollary 1.5 to a number of natural examples. Firstly, we investigate the Liouville Brownian
motion associated with a resistance form, showing in Proposition 4.3 that Assumption 1.2 implies
the convergence of the corresponding Liouville Brownian motions. This allows us to deduce the
convergence of Liouville Brownian motions on a variety of trees and fractals, which we discuss
in Example 4.5. We note that Liouville Brownian motion associated with a resistance form is a
toy model and we discuss it merely as a simple example of our methods. The more interesting
and challenging problem of analysing this process in two dimensions is not possible within our
framework. Next, in Section 5, we proceed similarly for the Bouchaud trap model, describing
the limiting process as the FIN process associated with a resistance form in Proposition 5.4, and
giving an application in Example 5.5. Related to this, in Section 6, we study the heavy-tailed
random conductance model on trees and a class of self-similar fractals, discussing a FIN limit for
the so-called constant speed random walk in Propositions 6.4, 6.17 and Examples 6.5, 6.18. Heat
kernel estimates for the limiting FIN processes will be presented in a forthcoming paper [17].
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Of the applications outlined in the previous paragraph, one that is particularly illustrative of
the contribution of this article is the random conductance model on the (pre-)Sierpin´ski gasket
graphs. More precisely, the random conductance model on a locally finite, connected graph
G = (V,E) is obtained by first randomly selecting edge-indexed conductances (ωe)e∈E , and
then, conditional on these, defining a continuous time Markov chain that jumps along edges
with probabilities proportional to the conductances. For the latter process, there are two time
scales commonly considered in the literature: firstly, for the variable speed random walk (VSRW),
the jump rate along edge e is given by ωe, so that the holding time at a vertex x has mean
(
∑
e: x∈e ωe)
−1; secondly, for the constant speed random walk (CSRW), holding times are assumed
to have unit mean. From this description, it is clear that the CSRW is a time-change of the VSRW
according to the measure placing mass
∑
e: x∈e ωe on vertex x. Here, we will only ever consider
conductances that are uniformly bounded below, but this still gives a rich enough model for there
to exist a difference in the trapping behaviour experienced by the VSRW and CSRW. Indeed,
in the one-dimensional case (i.e. when G is Z equipped with edges between nearest neighbours)
when conductances are i.i.d., it is easily checked that the VSRW has as its scaling limit Brownian
motion (by adapting the argument of [13, Appendix A] to the VSRW, for example); although
the VSRW will cross edges of large conductance many times before escaping, it does so quickly,
so that homogenisation still occurs. In the case of random conductances also uniformly bounded
from above, the analogous result was proved in [35] for the VSRW on the fractal graphs shown in
Figure 1, with limit being Brownian motion on the Sierpin´ski gasket. In Section 6.2, we extend
this result significantly to show the same is true whenever the conductance distribution has at
most polynomial decay at infinity. Specifically, writing Xn,ω for the VSRW on the nth level
graph and X for Brownian motion on the Sierpin´ski gasket, we prove that, under the annealed
law (averaging over both process and environment),
(Xn,ω5nt )t≥0 → (Xt)t≥0 ; (8)
the time scaling here is the same as for the VSRW on the unweighted graph. For the CSRW,
on the other hand, the many crossings of edges of large conductance lead to more significant
trapping, which remains in the limit. In particular, if the conductance distribution satisfies
P(ωe > u) ∼ u−α for some α ∈ (0, 1), then, as noted above, in the one-dimensional case the
CSRW has a FIN diffusion limit [13]. Applying our time-change results, we are able to show that
the corresponding result holds for the Sierpin´ski gasket graphs. Namely, writing Xn,ω,ν for the
CSRW on the nth level graph, we establish that there exists a constant c such that, again under
the annealed law, (
Xn,ω,ν
c3n/α(5/3)nt
)
t≥0
→ (Xνt )t≥0 , (9)
where the limit is now α-FIN diffusion on the Sierpin´ski gasket, which is time-change of the
Brownian motion on the limiting gasket by a Poisson random measure defined similarly to (1),
but with Lebesgue measure in the intensity replaced by the appropriate Hausdorff measure. (Note
that, in the case that Eωe <∞, our techniques also yield convergence of CSRW to the Brownian
motion, see Remark 6.19.) Full details for the preceding discussion are provided in Section 6. At
the start of the latter section, we also give an expanded heuristic explanation for the appearance
of the FIN diffusion as a limit of the CSRW amongst heavy-tailed conductances. We remark
that the specific conclusion of this interpretation is dependent on the point recurrence of the
processes involved; by contrast, for the random conductance model on Zd for d ≥ 2, the same
trapping behaviour gives rise in the limit to the so-called fractional kinetics process, for which
the time-change and spatial motion are uncorrelated [6, 13].
Finally, we note there are many other applications to which the notion of time-change is
relevant, so that the techniques of this article might be useful. Although we do not consider it
here, one such example is the diffusion on branching Brownian motion, as recently constructed in
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Figure 1: The Sierpin´ski gasket graphs G1, G2, G3.
[2]. Moreover, whilst the examples of time-changes described above are based on measures that
are constant in time, our main results will also be convenient for describing time-changes based
on space-time measures, i.e. via additive functionals of the form At :=
∫
F×R+
1{s≤Lt(x)}ν(dxds).
In particular, Theorem 1.3 would be well-suited to extending the study of the scaling limits of
randomly trapped random walks, as introduced in [9], from the one-dimensional setting to trees
and fractals.
2 Preliminaries
2.1 Resistance forms and associated processes
In this section, we define precisely the objects of study and outline some of their relevant prop-
erties; primarily this involves a recap of results from [21] and [31]. We start by recalling the
definition of a resistance form and its associated resistance metric.
Definition 2.1 ([31, Definition 3.1]). Let F be a non-empty set. A pair (E ,F) is called a
resistance form on F if it satisfies the following five conditions.
RF1 F is a linear subspace of the collection of functions {f : F → R} containing constants, and
E is a non-negative symmetric quadratic form on F such that E(f, f) = 0 if and only if f
is constant on F .
RF2 Let ∼ be the equivalence relation on F defined by saying f ∼ g if and only if f − g is
constant on F . Then (F/ ∼, E) is a Hilbert space.
RF3 If x 6= y, then there exists a f ∈ F such that f(x) 6= f(y).
RF4 For any x, y ∈ F ,
R(x, y) := sup
{
|f(x)− f(y)|2
E(f, f) : f ∈ F , E(f, f) > 0
}
<∞. (10)
RF5 If f¯ := (f ∧ 1) ∨ 0, then f¯ ∈ F and E(f¯ , f¯) ≤ E(f, f) for any f ∈ F .
We note that (10) can be rewritten as
R(x, y) = (inf {E(f, f) : f ∈ F , f(x) = 1, f(y) = 0})−1 ,
which is the effective resistance between x and y. The function R : F × F → R is actually a
metric on F (see [31, Proposition 3.3]); we call this the resistance metric associated with (E ,F).
Henceforth, we will assume that we have a non-empty set F equipped with a resistance form (E ,F)
such that (F,R) is complete, separable and locally compact. Defining the open ball centred at x
and of radius r with respect to the resistance metric by BR(x, r) := {y ∈ F : R(x, y) < r}, and
denoting its closure by B¯R(x, r), we will also assume that B¯R(x, r) is compact for any x ∈ F and
r > 0. Furthermore, we will restrict our attention to resistance forms that are regular, as per the
following definition.
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Definition 2.2 ([31, Definition 6.2]). Let C0(F ) be the collection of compactly supported, contin-
uous (with respect to R) functions on F , and ‖ · ‖F be the supremum norm for functions on F .
A resistance form (E ,F) on F is called regular if and only if F ∩ C0(F ) is dense in C0(F ) with
respect to ‖ · ‖F .
We next introduce related Dirichlet forms and stochastic processes. First, suppose µ is a Borel
regular measure on (F,R) such that 0 < µ(BR(x, r)) < ∞ for all x ∈ F and r > 0. Moreover,
write D to be the closure of F ∩C0(F ) with respect to the inner product E1 on F ∩L2(F, µ) given
by
E1(f, g) := E(f, g) +
∫
F
fgdµ. (11)
Under the assumption that (E ,F) is regular, we then have the following. See [21] for the definition
of a regular Dirichlet form.
Theorem 2.3 ([31, Theorem 9.4]). The quadratic form (E ,D) is a regular Dirichlet form on
L2(F, µ).
Given a regular Dirichlet form, standard theory then gives us the existence of an associated
Hunt process ((Xt)t≥0, Px, x ∈ F ) (e.g. [21, Theorem 7.2.1]). Note that such a process is, in
general, only specified uniquely for starting points outside a set of zero capacity. However, in this
setting every point has strictly positive capacity (see [31, Theorem 9.9]), and so the process is
defined uniquely everywhere. Moreover, since we are assuming closed balls are compact, we have
from [31, Theorem 10.4] that X admits a jointly continuous transition density (pt(x, y))x,y∈F,t>0.
We note that the Dirichlet form for Brownian motion on Rd is a resistance form only when d = 1.
However, resistance forms are a rich class that contains various Dirichlet forms for diffusions on
fractals, see [30].
Key to this study will be the existence of local times for X. As a first step to introducing
these, note that the strict positivity of the capacity of points remarked upon above implies that
all points are regular (see [14, Theorems 1.3.14 and 3.1.10, and Lemma A.2.18], for example).
Thus X admits local times everywhere (see [12, (V.3.13)]). In the following lemma, by studying
the potential density of X, we check that these local times can be defined in a jointly measurable
way and satisfy an occupation density formula.
Lemma 2.4. (a) Define the (one-)potential density (u(x, y))x,y∈F of X by setting
u(x, y) =
∫ ∞
0
e−tpt(x, y)dt. (12)
It then holds that u(x, y) <∞ for all x, y ∈ F . Furthermore,
Ex
(
e−τy
)
=
u(x, y)
u(y, y)
, (13)
where τy := inf{t > 0 : Xt = y} is the hitting time of y by X, and also
|u(x, y)− u(x, z)|2 ≤ u(x, x)R(y, z) (14)
for all x, y, z ∈ F .
(b) The process X admits jointly measurable local times (Lt(x))x∈F,t≥0 that satisfy, Px-a.s. for
any x, ∫ t
0
1A(Xs)ds =
∫
A
Lt(y)µ(dy) (15)
for all measurable subsets A ⊆ F and t ≥ 0.
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Proof. To prove part (a), we essentially follow the proof of [5, Theorem 7.20], and then apply
results from [41]. First, observe that the definition of the resistance metric at (10) readily implies
|f(x)− f(y)|2 ≤ E(f, f)R(x, y) (16)
for all f ∈ F , x, y ∈ F . Hence
f(x)2 ≤ 2f(y)2 + 2 |f(x)− f(y)|2 ≤ 2f(y)2 + 2E(f, f)R(x, y).
Using the local compactness of (F,R), for any point x ∈ F , we can integrate the above over a
compact neighbourhood of x to obtain f(x)2 ≤ cE1(f, f) for any f ∈ D, where E1 was defined at
(11). We thus have that f 7→ f(x) is a bounded linear operator on the Hilbert space (D, E1/21 ),
and so by the Riesz representation theorem there exists a function u(x, ·) ∈ D such that
E1(u(x, ·), f) = f(x) (17)
for all f ∈ D. From (17), we immediately obtain that u(x, x) = E1(u(x, ·), u(x, ·)) < ∞. In
combination with (16), this implies (14) and the finiteness of u(x, y) everywhere. Furthermore,
if we define an operator on L2(F, µ) by setting Uf(x) :=
∫
F u(x, y)f(y)µ(dy), then by arguing
exactly as in the proof of [5, Theorem 7.20], one can check E1(Uf, g) =
∫
F fgdµ for every f ∈
C0(F ) and g ∈ D. It follows that U agrees with the resolvent of X on C0(F ), i.e. Uf(x) :=
Ex
∫∞
0 e
−tf(Xt)dt for all f ∈ C0(F ), and extending the latter statement to all f ∈ L2(F, µ)
is elementary. By the continuity of the transition density in this setting, this implies that the
function u can alternatively be defined via (12). To complete the proof of part (a), we note that
(13) is proved in [41, Theorem 3.6.5].
From part (a), we know that Ex(e
−τy ) is a jointly continuous function of x, y ∈ F . Thus,
because we also know that all points of F are regular for X, we can immediately apply the first
part of [25, Theorem 1] to obtain that X admits jointly measurable local times (Lt(x))x∈F,t≥0.
Furthermore, since X has a transition density, it holds that µ is a reference measure for X, i.e.
µ(A) = 0 if and only if U1A(x) =
∫∞
0 e
−tPx(Xt ∈ A)dt = 0 for all x ∈ F (see [12, Definition
V.1.1]). Thus we can apply the second part of [25, Theorem 1] to confirm (15) holds.
We now describe background on time-changes of the Hunt process X from [21, Section 6.2].
First suppose ν is an arbitrary positive Radon measure on (F,R). As at (5), define a contin-
uous additive functional (At)t≥0 by setting At :=
∫
F Lt(x)ν(dx), and let (τ(t))t≥0 be its right-
continuous inverse, i.e. τ(t) := inf {s > 0 : As > t}. If G ⊆ F is the closed support of ν, then
((X˜)t≥0, Px, x ∈ G) is also a strong Markov process, where X˜t := Xτ(t); this is the trace of X
on G (with respect to ν). We also define a trace of the Dirichlet form (E ,D) on G, which we will
denote by (E˜ , D˜), by setting
E˜(g, g) := inf {E(f, f) : f ∈ De, f |G = g} , (18)
D˜ :=
{
g ∈ L2(G, ν) : E˜(g, g) <∞
}
, (19)
where De is the extended Dirichlet space associated with (E ,D), i.e. the family of µ-measurable
functions f on F such that |f | <∞, µ-a.e. and there exists an E-Cauchy sequence (fn)n≥0 in D
such that fn(x)→ f(x), µ-a.e. Connecting these two notions is the following result.
Theorem 2.5 ([21, Theorem 6.2.1]). It holds that (E˜ , D˜) is a regular Dirichlet form on L2(G, ν),
and the associated Hunt process is X˜.
Finally, we note a result that, in the recurrent case, characterises the trace of our Dirichlet
form on a compact set. Note that the Dirichlet form (E ,D) is said to be recurrent if and only if
1 ∈ De and E(1, 1) = 0.
7
Lemma 2.6. If (E ,D) is recurrent and G is compact, then (E˜ , D˜) is a regular resistance form on
G, with associated resistance metric R|G×G.
Proof. Since (E ,D) is recurrent, we have that De = F (see [27, Proposition 2.13]). Thus
E˜(g, g) = inf {E(f, f) : f ∈ F , f |G = g} , (20)
and also D˜ = {f |G : f ∈ F}∩L2(G, ν). By (16), we moreover have that {f |G : f ∈ F} ⊆ C(G) ⊆
L2(G, ν), and so
D˜ = {f |G : f ∈ F} . (21)
Finally, we observe that (20) and (21) give that (E˜ , D˜) is the trace of the resistance form (E ,F)
on G in the sense of [31, Definition 8.3]. Since G is closed, by [31, Theorem 8.4], this implies
(E˜ , D˜) is also a regular resistance form on this set, with associated resistance metric R|G×G.
2.2 Gromov-Hausdorff-vague topology
In this section we introduce the Gromov-Hausdorff-vague topology and an extension that we
require. For more details regarding such metrics, see [1, 4]. We start by defining a topology
on Fc, which is the subset of F containing elements (F,R, µ, ρ) such that (F,R) is compact. In
particular, for two elements (F,R, µ, ρ), (F ′, R′, µ′, ρ′) ∈ Fc, we set ∆c((F,R, µ, ρ), (F ′, R′, µ′, ρ′))
to be equal to
inf
M,ψ,ψ′
{
dHM
(
ψ(F ), ψ′(F )
)
+ dPM
(
µ ◦ ψ−1, µ′ ◦ ψ′−1)+ dM (ρ, ρ′)} , (22)
where the infimum is taken over all metric spaces M = (M,dM ) and isometric embeddings
ψ : (F,R) → (M,dM ), ψ′ : (F ′, R′) → (M,dM ), and we define dHM to be the Hausdorff distance
between compact subsets ofM , and dPM to be the Prohorov distance between finite Borel measures
on M . It is known that ∆c defines a metric on the equivalence classes of Fc (where we say two
elements of Fc are equivalent if there is a measure and root preserving isometry between them),
see [1, Theorem 2.5].
To extend ∆c to a metric on the equivalence classes of F, we consider bounded restrictions
of elements of F. More precisely, for (F,R, µ, ρ) ∈ F, define (F (r), R(r), µ(r), ρ(r)) by setting: F (r)
to be the closed ball in (F,R) of radius r centred at ρ, i.e. B¯R(ρ, r); R
(r) and µ(r) to be the
restriction of R and µ respectively to F (r), and ρ(r) to be equal to ρ. By assumption, (F (r), R(r))
is compact, and so to check that (F (r), R(r), µ(r), ρ(r)) ∈ Fc it will suffice to note that: R(r) is a
resistance metric on F (r), the associated resistance form (E(r),F (r)) is regular, and (E(r),F (r)) is
moreover a recurrent regular Dirichlet form. (These claims follow from Theorem 2.5 and Lemma
2.6.)
As in [1, Lemma 2.8], we can check the regularity of the restriction operation with re-
spect to the metric ∆c to show that, for any two elements of the space F, the map r 7→
∆c((F
(r), R(r), µ(r), ρ(r)), (F ′(r), R′(r), µ′(r), ρ′(r))) is cadlag. (NB. In [1, Lemma 2.8], the met-
ric spaces are assumed to be length spaces, but it is not difficult to remove this assumption.)
This allows us to define a function ∆ on F2 by setting
∆
(
(F,R, µ, ρ), (F ′, R′, µ′, ρ′)
)
:=
∫ ∞
0
e−r
(
1 ∧∆c((F (r), R(r), µ(r), ρ(r)), (F ′(r), R′(r), µ′(r), ρ′(r)))
)
dr, (23)
and one can check that this is a metric on (the equivalence classes of) F, cf. [1, Theorem 2.9],
and also [4, Proof of Proposition 5.12]. The associated topology is the Gromov-Hausdorff-vague
topology, as defined at [4, Definition 5.8]. From [4, Proposition 5.9], we have the following
important consequence of convergence in this topology.
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Lemma 2.7. Suppose (Fn, Rn, µn, ρn), n ≥ 1, and (F,R, µ, ρ) are elements of F such that
(Fn, Rn, µn, ρn) → (F,R, µ, ρ) in the Gromov-Hausdorff-vague topology. It is then possible to
embed (Fn, Rn), n ≥ 1, and (F,R) isometrically into the same (complete, separable, locally com-
pact) metric space (M,dM ) in such a way that, for Lebesgue-almost-every r ≥ 0,
dHM
(
F (r)n , F
(r)
)
→ 0, dPM
(
µ(r)n , µ
(r)
)
→ 0, dM (ρ(r)n , ρ(r))→ 0, (24)
where we have identified the various objects with their embeddings.
We next note that the measure bounds of UVD transfer to limits under the Gromov-Hausdorff-
vague topology. The proof, which is an elementary consequence of the previous result, is omitted.
Lemma 2.8. Suppose (F,R, µ, ρ) ∈ F is the limit with respect to the Gromov-Hausdorff-vague
topology of a sequence (Fn, Rn, µn, ρn)n≥1 in F that satisfies UVD. It is then the case that
c1v(r) ≤ µ (BR(x, r)) ≤ c2v(r), ∀x ∈ F, r ∈ [r0, r∞ + 1], (25)
where r0 := infx,y∈F, x 6=y R(x, y) and r∞ := supx,y∈F R(x, y).
Finally, we define an extended version of the Gromov-Hausdorff-vague topology for elements
of the form (F,R, µ, ν, ρ), where (F,R, µ, ρ) ∈ F, and ν is another locally finite Borel regular
measure on (F,R) (not necessarily of full support). We do this in the obvious way: for elements
(F,R, µ, ν, ρ) and (F ′, R′, µ′, ν ′, ρ′) such that (F,R) and (F ′, R′) are compact, we include the
term dPM
(
ν ◦ ψ−1, ν ′ ◦ ψ′−1) in the definition of ∆c at (22); in the general case, we use this
version of ∆c to define ∆((F,R, µ, ν, ρ), (F
′, R′, µ′, ν ′, ρ′)) as at (23); the induced topology is then
the extended Gromov-Hausdorff-vague topology. It is straightforward to check that the natural
adaptation of Lemma 2.7 that includes the convergence dPM (ν
(r)
n , ν(r)) also holds, where ν
(r)
n , ν(r)
is the restriction of νn, ν to F
(r)
n , F (r), respectively.
2.3 Local time continuity
Key to our arguments is the following equicontinuity result for the local times of a sequence
satisfying the UVD property. Since the proof is similar to the discrete time version proved for
graphs in [16, Theorem 1.2], we only provide a sketch.
Lemma 2.9. If (Fn, Rn, µn, ρn)n≥1 is a sequence in Fc satisfying supn r∞(n) <∞ and also UVD,
then, for each ε > 0 and T > 0,
lim
δ→0
sup
n≥1
sup
x∈Fn
Pnx

 sup
y,z∈Fn:
Rn(y,z)≤δ
sup
0≤t≤T
|Lnt (y)− Lnt (z)| ≥ ε

 = 0.
Proof. We start by checking the commute time identity for a resistance form. In particular, if
(F,R, µ, ρ) ∈ Fc, then we claim that
Ex (τy) + Ey (τx) = R(x, y)µ(F ) ∀x, y ∈ F, (26)
where τz is the hitting time of z by X. Indeed, fix x, y ∈ F . As in the proof of [33, Proposition
4.2], there exists a function g{x}(y, ·) ∈ F such that: E(g{x}(y, ·), f) = f(y) for every f ∈ F
such that f(x) = 0; g{x}(y, y) = E(g{x}(y, ·), g{x}(y, ·)) = R(x, y); and also g{x}(y, x) = 0. By
symmetry, we deduce that
E (g{x}(y, ·) + g{y}(x, ·), f) = E (g{x}(y, ·), f − f(x))+ E (g{y}(x, ·), f − f(y)) = 0
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for every f ∈ F . It follows that g{x}(y, ·) + g{y}(x, ·) is constant, and so satisfies
g{x}(y, ·) + g{y}(x, ·) ≡ g{x}(y, x) + g{y}(x, x) = R(x, y).
Moreover, as at [33, (4.7)], we have that g{x}(y, ·) is the occupation density for X, started at y
and killed at x, and so Ey(τx) =
∫
F g{x}(y, z)µ(dz). Combining the latter two results, the identity
at (26) follows.
We now suppose (Fn, Rn, µn, ρn)n≥1 is a sequence in Fc as in the statement of the lemma, and
consider the associated local time processes. From [12, (V.3.28)], we have that
Pnx
(
sup
0≤t≤T
|Lnt (y)− Lnt (z)| ≥ ε
)
≤ 2eT e−ε/2δn(x,y), (27)
where
δn(x, y)
2 := 1− Enx
(
e−τ
n
y
)
Eny
(
e−τ
n
y
) ≤ Enx (τny )+ Eny (τnx ) = Rn(x, y)µn(Fn),
and the final equality is a consequence of (26). Hence we obtain that
sup
x,y,z∈Fn
Pnx
(
sup
0≤t≤T
|Lnt (y)− Lnt (z)|√
Rn(y, z)µn(Fn)
≥ ε
)
≤ 2eT e−ε/2.
Thus if we set
Γn :=
∫
Fn
∫
Fn
exp
(sup0≤t≤T |Lnt (y)− Lnt (z)|
4
√
Rn(y, z)µn(Fn)
)
µn(dy)µn(dz),
then it follows that
lim
λ→∞
sup
n≥1
sup
x∈Fn
Pnx
(
Γn > λµn(Fn)
2
)
= 0. (28)
The result now follows from a standard argument involving Garsia’s lemma, as originally proved
in [23], see also [24]; applications to local times appear in [8, 16], for example. We simply
highlight the differences. Choose y, z ∈ Fn and t ∈ [0, T ]. Then let (Ki)∞i=0 be a sequence of
balls Ki = Bn(y, 2
1−2iRn(y, z)), so that K0 contains both y and z, and ∩i≥0Ki = {y}. Write
fKi := µn(Ki)
−1
∫
Ki
Lnt (w)µn(dw), and then we deduce that
e|fKi−fKi−1 |/16
√
2−2iRn(y,z)µn(Fn)
≤ 1
µn(Ki)µn(Ki−1)
∫
Ki
∫
Ki−1
e|L
n
t (w)−L
n
t (w
′)|/4
√
Rn(w,w′)µn(Fn)µn(dw)µn(dw
′)
≤ cv(21−2iRn(y, z))−2Γn,
where the first inequality is an application of Jensen’s inequality, and the second is obtained from
UVD and the definition of Γn. Summing over i and repeating for a sequence decreasing to z
yields
|Lnt (y)− Lnt (z)| ≤ 16
√
Rn(y, z)µn(Fn)
∞∑
i=0
2−i log
(
cΓn
v(21−2iRn(y, z))2
)
. (29)
Now, suppose Γn ≤ λµn(Fn)2. The UVD property then gives Γn ≤ cλv(r∞(n)). Together with
the doubling property of v and the assumption that M = supn r∞(n) <∞ we thus find that
|Lnt (y)− Lnt (z)| ≤ 16
√
Rn(y, z)v(r∞(n))
∞∑
i=0
2−i log
(
cλv(r∞(n))
2
v(21−2iRn(y, z))2
)
10
≤ c
√
Rn(y, z)v(M) max{1, log λ1/cM, logRn(y, z)−1},
uniformly over y, z ∈ Fn and t ∈ [0, T ]. Combining this estimate with (28) completes the proof.
Note that we also have continuity of the limiting local times.
Lemma 2.10. If (F,R, µ, ρ) ∈ Fc satisfies (25), then the local times (Lt(x))x∈F,t≥0 of the asso-
ciated process are continuous in x, uniformly over compact intervals of t, Py-a.s. for any y ∈ F .
Proof. Arguing as for (28), we have that
Γ :=
∫
F
∫
F
esup0≤t≤T |Lt(y)−Lt(z)|/4
√
R(y,z)µ(F )µ(dy)µ(dz)
is a finite random variable, Py-a.s., for any T < ∞. Hence, by applying the estimate (29), we
obtain the result.
3 Convergence of processes
3.1 Compact case
In this section, we prove the first part of Theorem 1.3 in the case that the metric spaces (Fn, Rn),
n ≥ 1, and (F,R) are all compact (see Proposition 3.5 below). Throughout, we assume that
Assumption 1.2 holds. Note that, by Lemma 2.7, under this Gromov-Hausdorff-vague convergence
assumption, it is possible to suppose that (Fn, Rn), n ≥ 1, and (F,R) are isometrically embedded
into a common metric space (M,dM ) such that
dHM (Fn, F )→ 0, dPM (µn, µ)→ 0, dM (ρn, ρ)→ 0, (30)
where we have identified the various objects with their embeddings. Throughout this section, we
fix one such collection of embeddings.
Our argument will depend on approximating the processes Xn, n ≥ 1, and X by processes on
finite state spaces. We start by describing such a procedure in the limiting case. Let (xi)i≥1 be
a dense sequence of points in F with x1 = ρ. For each k, it is possible to choose εk such that
F ⊆ ∪ki=1BM (xi, εk), (31)
(where BM (x, r) represents a ball in (M,dM ),) and moreover one can do this in such a way that
εk → 0 as k → ∞. Choose εk1 , εk2 , . . . , εkk ∈ [εk, 2εk] such that (BM (xi, εki ))ki=1 are continuity sets
for µ (i.e. µ(B¯M (xi, ε
k
i )\BM (xi, εki )) = 0); such a choice is possible because, for any x ∈ M , the
map r 7→ µ(BM (x, r)) has a countable number of discontinuities. Define sets Kk1 ,Kk2 , . . . ,Kkk by
setting Kk1 = B¯M (x1, ε
k
1) and
Kki+1 = B¯M (xi+1, ε
k
i+1)\ ∪ij=1 B¯M (xj , εkj ). (32)
In particular, the elements of the collection (Kki )
k
i=1 are measurable, disjoint continuity sets, and
cover F . We introduce a corresponding measurable mapping φ(k) : F → {x1, . . . , xk} by setting
φ(k)(x) = xi if x ∈ Kki , and a related measure µ(k) = µ ◦ (φ(k))−1. Of course, the image of
φ(k) might not be the whole of {x1, . . . , xk} since some of the Kki might be empty. So, to better
describe it, we introduce the notation Ik := {i : Kki 6= ∅} and Vk := {xi : i ∈ Ik}. (We will often
implicitly use the fact that the points (xi)i∈Ik are distinct, which follows from the definition.)
The following simple lemma establishes that the measure µ(k) charges all the points of Vk.
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Lemma 3.1. The support of the measure µ(k) is equal to Vk.
Proof. Suppose i ∈ {1, . . . , k} and µ(k)({xi}) = 0. Then by definition
0 = µ(Kki ) = µ
(
B¯R(xi, ε
k
i )\ ∪i−1j=1 B¯R(xj, εkj )
)
= µ
(
BR(xi, ε
k
i )\ ∪i−1j=1 B¯R(xj , εkj )
)
,
where we use that BR(xi, ε
k
i ) is a continuity set for µ. Now, BR(xi, ε
k
i )\ ∪i−1j=1 B¯R(xj , εkj ) is an
open set. Thus, because µ has full support, the fact that the latter set has zero measure implies
that it is empty. Hence BR(xi, ε
k
i ) ⊆ ∪i−1j=1B¯R(xj , εkj ). Since the right-hand side is closed, it
follows that B¯R(xi, ε
k
i ) ⊆ ∪i−1j=1B¯R(xj , εkj ), and therefore Kki = ∅. Thus i 6∈ Ik. In particular, we
have established that the support of µ(k) contains Vk. Since the reverse inclusion is trivial, this
completes the proof.
Next observe that supx∈F R(x, φ
(k)(x)) ≤ 2εk → 0, and hence µ(k) → µ weakly as measures on
F . This will allow us to check that a family of associated time-changed processes X(k) converge
to X. Indeed, set
A
(k)
t =
∫
F
Lt(x)µ
(k)(dx).
The continuity of the local times L (see Lemma 2.10) then implies that, Pρ-a.s., for each t,
A
(k)
t →
∫
F
Lt(x)µ(dx) = t.
Since the processes are increasing, this convergence actually holds uniformly on compact intervals
(cf. the proof of Dini’s theorem). Setting τ (k)(t) := inf{s > 0 : A(k)t > s}, it follows that,
Pρ-a.s., τ
(k)(t) → t uniformly on compact intervals. Composing with the process X to define
X
(k)
t := Xτ (k)(t), we thus obtain that X
(k)
t → Xt for all t ≥ 0 such that X is continuous at t,
Pρ-a.s. In particular, denoting by TX the set of times t such that Pρ(X is continuous at t) = 1,
this implies the following finite dimensional convergence result.
Lemma 3.2. If t1, . . . , tm ∈ TX , then dM (X(k)ti ,Xti) → 0 for each i = 1, . . . ,m, as k → ∞,
Pρ-a.s.
We next adapt the approximation argument to the processes Xn, n ≥ 1. By (30), it is possible
to choose xni ∈ Fn such that dM (xni , xi) → 0, with the particular choice xn1 = ρn. Moreover, by
(31), it is possible to suppose that for each k there exists an integer nk such that, for n ≥ nk,
Fn ⊆ ∪ki=1BM (xi, εk). Thus, for each k and n ≥ nk we can define a map φn,k : Fn → {xn1 , . . . , xnk}
by setting φn,k(x) = xni if x ∈ Kki . Note that
lim
k→∞
lim sup
n→∞
sup
x∈Fn
Rn(x, φ
n,k(x)) ≤ lim
k→∞
lim sup
n→∞
(
2εk + sup
i=1,...,k
dM (x
n
i , xi)
)
= 0. (33)
We define µ
(k)
n = µn ◦ (φn,k)−1, and set
An,kt =
∫
Fn
Lnt (x)µ
(k)
n (dx).
Moreover, let τn,k(t) = inf{s > 0 : An,kt > s}, and define Xn,kt := Xnτn,k(t). It is then straightfor-
ward to deduce the following lemma.
Lemma 3.3. The law of Xn,k under Pnρn converges weakly to the law of X
(k) under Pρ as probabil-
ity measures on the space D(R+,M). In particular, the finite-dimensional distributions converge
for any collection of times t1, . . . , tm ≥ 0, m ∈ N.
12
Proof. Fix k, and define Vk as above Lemma 3.1. Our first step is to characterise the Dirichlet
form (E(k),D(k)) of the Markov chain X(k), which by Theorem 2.5 is given by (18), (19) with
G = Vk and ν = µ
(k). Since F is compact, we have that (E ,D) = (E ,F) (see [31, p. 35]), and
so (E ,D) is recurrent. Hence we have from Lemma 2.6 that (E(k),D(k)) is also a resistance form
with associated resistance metric R(k) := R|Vk×Vk . In particular, we obtain that
E(k)(f, f) = 1
2
∑
x,y∈Vk
c(k)(x, y)(f(y) − f(x))2,
where the conductances (c(k)(x, y))x,y∈Vk are uniquely determined by the resistance R
(k) [29,
Theorem 1.7].
We similarly have that the Dirichlet form (En,k,Dn,k) of the Markov chain Xn,k is given by
En,k(f, f) = 1
2
∑
x,y∈Vn,k
cn,k(x, y)(f(y) − f(x))2,
where Vn,k := {xni : i ∈ Ik}, and we note that for large n we have that the cardinality of Vn,k and
Vk are both equal. We will now check that(
cn,k(xni , x
n
j )
)
i,j∈Ik
→
(
c(k)(xi, xj)
)
i,j∈Ik
. (34)
Observe that, from the definition of the resistance metric, we have cn,k(xni , x
n
j ) ≤ Rn(xni , xnj )−1.
Hence we find that
lim sup
n→∞
max
i,j∈Ik:
i 6=j
cn,k(xni , x
n
j ) ≤ max
i,j∈Ik:
i 6=j
R(xi, xj)
−1 <∞.
In particular, for any subsequence (cnm,k(xnmi , x
nm
j ))i,j∈Ik , we have a convergent subsubsequence
(cnml ,k(x
nml
i , x
nml
j ))i,j∈Ik with limit (c˜(xi, xj))i,j∈Ik . Define an associated form (E˜ , D˜) by setting
E˜(f, f) = 1
2
∑
x,y∈Vk
c˜(x, y)(f(y)− f(x))2,
and D˜ := {f : Vk → R}, and let R˜ be the associated resistance (which may a priori be infinite
between pairs of vertices). It is then an elementary exercise to check that cnml ,k → c˜ implies
(Rnml (x
nml
i , x
nml
j ))i,j∈Ik → (R˜(xi, xj))i,j∈Ik . However, we also know (Rnml (x
nml
i , x
nml
j ))i,j∈Ik →
(R(k)(xi, xj))i,j∈Ik , and so it must be the case that R˜ = R
(k). In turn, this implies c˜ = c(k) (see
[29, Theorem 1.7]), and the conclusion at (34) follows as desired.
Next, note that for each i ∈ Ik
µ(k)n ({xni }) = µn
(
Kki
)
→ µ
(
Kki
)
= µ(k)({xi}) > 0, (35)
where we have applied that µn → µ weakly, and that Kki is a continuity set for the limiting
measure. The fact that the limit is strictly positive was proved in Lemma 3.1. These observations
will allow us to check convergence of the generators. Specifically, the generator of X(k) is given
by
∆(k)f(xi) =
1
µ(k)({xi})
∑
j∈Ik
c(k)(xi, xj)(f(xj)− f(xi)).
Similarly, if we define πn,k : Vn,k → Vk by xni 7→ xi (which is a bijection for large n), then the
generator of πn,k(X
n,k) is given by
∆n,kf(xi) =
1
µ
(k)
n ({xni })
∑
j∈Ik
cn,k(xni , x
n
j )(f(xj)− f(xi)).
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Hence, (34) and (35) imply that
max
i∈Ik
∣∣∣∆(k)f(xi)−∆n,kf(xi)∣∣∣→ 0
for any f : Vk → R. Since the starting points of the processes satisfy πn,k(Xn,k0 ) = X(k)0 = ρ
(as local time accumulates immediately), this generator convergence is enough to establish the
distributional convergence πn,k(X
n,k) → X(k) (see [28, Theorem 19.25]). To complete the proof
of the first claim, it is thus enough to recall that dM (x
n
i , πn,k(x
n
i )) = dM (x
n
i , xi)→ 0 for each i.
For the claim regarding finite-dimensional distributions, one notes that convergence in the
space D(R+,M) implies convergence of finite-dimensional distributions at times t1, . . . , tm that
are continuity times for the process X(k), i.e. times at which X(k) is continuous, Pρ-a.s. Further-
more, it is elementary to check that every t ≥ 0 is a continuity time for the finite state space
continuous time Markov chain X(k).
The remaining ingredient we need to establish the result of interest is the following lemma.
Lemma 3.4. The laws of Xn under Pnρn , n ≥ 1, form a tight sequence in D(R+,M). Moreover,
for any ε > 0 and t ≥ 0,
lim
k→∞
lim sup
n→∞
Pnρn
(
Rn
(
Xnt ,X
n,k
t
)
> ε
)
= 0. (36)
Proof. To verify tightness, it will suffice to check Aldous’ tightness criteria (see, for example, [28,
Theorem 16.11]): for any bounded sequence of Xn stopping times σn and any sequence δn → 0,
it holds that, for ε > 0, Pnρn(Rn(X
n
σn ,X
n
σn+δn
) > ε). Applying the strong Markov property, to
establish this it will be enough to show that
sup
x∈Fn
Pnx
(
Rn(x,X
n
δn) > ε
)→ 0. (37)
To do this, we note that the UVD condition implies the following exit time estimate
sup
x∈Fn
Pnx
(
sup
0≤t≤δ
Rn (x,X
n
t ) > ε
)
≤ c1e−
c2ε
v−1(δ/ε) , (38)
uniformly in n, where v is the function appearing in the definition of UVD (see [33, Proposition
4.2 and Lemma 4.2]). Moreover, the doubling property of v implies that v(r) ≥ c3rc4 for r ≤ 1,
and so v−1(δ/ε) ≤ c5(δ/ε)c6 for δ suitable small. The result at (37) follows.
To prove (36), first note that
∣∣∣An,kt − t∣∣∣ =
∣∣∣∣
∫
Fn
Lnt (x)µ
(k)
n (dx)−
∫
Fn
Lnt (x)µn(dx)
∣∣∣∣
≤
∫
Fn
∣∣∣Lnt (φn,k(x)) − Lnt (x)∣∣∣ µn(dx)
≤ µn(Fn) sup
x∈Fn
∣∣∣Lnt (φn,k(x))− Lnt (x)∣∣∣ .
Now, by (30), µn(Fn)→ µ(F ), and the compactness of the space (F,R) implies that the latter is
a finite limit. Hence, also applying (33) and the local time equicontinuity result of Lemma 2.9, it
follows that
lim
k→∞
lim sup
n→∞
Pnρn
(
sup
0≤t≤T
∣∣∣An,kt − t∣∣∣ > ε
)
= 0.
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Taking inverses, we thus find that
lim
k→∞
lim sup
n→∞
Pnρn
(
sup
0≤t≤T
∣∣∣τn,k(t)− t∣∣∣ > ε
)
= 0.
From this, we see that, for any t, ε, δ ≥ 0,
lim
δ→0
lim sup
n→∞
Pnρn
(
Rn
(
Xnt ,X
n,k
t
)
> ε
)
≤ lim
δ→0
lim sup
n→∞
Pnρn
(
sup
s∈[t−δ,t+δ]∩R+
Rn (X
n
t ,X
n
s ) > ε
)
≤ lim
δ→0
lim sup
n→∞
sup
x∈Fn
Pnx
(
sup
s∈[0,2δ]
Rn (x,X
n
s ) > ε
)
= 0,
where to deduce the second inequality, we apply the Markov property at time max{0, t− δ}, and
(38) to deduce the equality.
Piecing together Lemmas 3.2 and 3.3, and (36), we obtain that the finite-dimensional distri-
butions of Xn converge to those of X for any collection of times t1, . . . , tm ∈ TX , where we recall
that TX is the set of continuity times of X (see [28, Theorem 4.28]). Together with the tightness
of Xn, as established in Lemma 3.4, we arrive at the desired conclusion by applying [28, Theorem
16.10].
Proposition 3.5. The law of Xn under Pnρn converges weakly to the law of X under Pρ as
probability measures on the space D(R+,M).
3.2 Locally compact case
In this section, we explain how to extend from the compact case to the locally compact case.
The proof will involve considering the trace of the relevant processes on bounded subsets (cf. the
proof of [7, Theorem 1.4]). Key to this approach is the following lemma, which is an immediate
consequence of Lemma 2.6. (Recall that we are assuming (E ,D) is recurrent for (F,R, µ, ρ) ∈ F.)
Lemma 3.6. Let (F,R, µ, ρ) ∈ F. For r ≥ 0, let (E(r),D(r)) be the trace of (E ,D) on F (r)
with respect to the measure µ(r). Then (E(r),D(r)) is a resistance form on F (r) with associated
resistance metric R(r).
A second key ingredient for our argument is the following uniform exit time estimate for
sequences of resistance forms satisfying UVD.
Lemma 3.7. Suppose (Fn, Rn, µn, ρn)n≥1 is a sequence in F satisfying UVD, then, for any T <
∞,
lim
r→∞
sup
n≥1
Pnρn
(
sup
0≤t≤T
Rn(ρn,X
n
t ) > r
)
= 0.
Proof. Similarly to (38), we have by [33, Proposition 4.2 and Lemma 4.2] that
sup
n≥1
Pnρn
(
sup
0≤t≤T
Rn (x,X
n
t ) > r
)
≤ c1e−
c2r
v−1(T/r) .
Letting r →∞ establishes the result.
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We are now ready to prove the main result of this section, which establishes the first claim of
Theorem 1.3.
Proposition 3.8. Suppose (Fn, Rn, µn, ρn), n ≥ 1, and (F,R, µ, ρ) satisfy Assumption 1.2. It
is then possible to embed (Fn, Rn), n ≥ 1, and (F,R) isometrically into the same metric space
(M,dM ) in such a way that the law of X
n under Pnρn converges weakly to the law of X under Pρ
as probability measures on the space D(R+,M).
Proof. Under the assumption of the proposition, it is possible to suppose all the objects of the
discussion have been isometrically embedded into a common metric space (M,dM ) in the way
described in Lemma 2.7. Define (E(r),D(r)) as in the statement of Lemma 3.6. By Theorem 2.5,
we have that this is a regular Dirichlet form on L2(F (r), µ(r)), and the associated process X(r) is
given by a time-change according to the additive functional
A
(r)
t :=
∫
F
Lt(x)µ
(r)(dx).
By monotonicity and the fact that the various additive functionals are increasing, we have that
A
(r)
t →
∫
F Lt(x)µ(dx) = t uniformly on compact time intervals, Pρ-a.s. Similarly to the proof
of Lemma 3.2, it follows that if t1, . . . , tm ∈ TX for any m ∈ N (where again we denote by TX
the continuity times of X), then Pρ-a.s., dM (X
(r)
ti
,Xti) → 0 for each i = 1, . . . ,m. Moreover,
writing τ (r) for the right-continuous inverse of A(r), we have that for any bounded sequence of
X(r) stopping times σr and any sequence δr → 0, it holds that, for any ε, δ > 0,
Pρ
(
R
(
X(r)σr ,X
(r)
σr+δr
)
> ε
)
= Pρ
(
R
(
Xτ (r)(σr),Xτ (r)(σr+δr)
)
> ε
)
≤ sup
x∈F
Px
(
sup
s≤δ
R (x,Xs) > ε
)
+ o(1),
as r → ∞. (We note that τ (r)(σr) is a stopping time for X.) Since by (25) we know that the
limiting space (F,R, µ, ρ) satisfies uniform volume doubling, we can again apply [33, Proposition
4.2 and Lemma 4.2] as at (38) to deduce that the probability above is bounded by c1e
−c2ε/v−1(δ/ε).
Letting δ → 0, we obtain that Aldous’ tightness criteria holds (cf. the proof of Lemma 3.4), and
so the laws of X(r) under Pρ are tight in D(R+,M). Combining this with the above convergence
of finite dimensional distributions, we obtain that, under Pρ, X
(r) converges to X in distribution
in the space D(R+,M).
Next, let Xn,r be the trace of Xn on F
(r)
n with respect to µ
(r)
n . By Lemma 3.6, the Dirichlet
form of this process, (E(r)n ,D(r)n ) say, is actually a resistance form with associated resistance metric
R
(r)
n , cf. the corresponding result in the limiting case. Hence, recalling we have embedded all the
relevant objects into M in the way described by Lemma 2.7, Proposition 3.5 yields that, for
Lebesgue-almost-every r ≥ 0, we have that the law of Xn,r under Pnρn converges weakly to the
law of X(r) under Pρ as probability measures on the space D(R+,M).
Finally, we observe that if sup0≤t≤T+1Rn(ρn,X
n
t ) ≤ r, then the time-change functional de-
scribing Xn,r satisfies
An,rt =
∫
Fn
Lnt (x)µ
(r)
n (dx) =
∫
Fn
Lnt (x)µn(dx) = t
for t ≤ T + 1. It follows that Xn,rt = Xnt for t ≤ T . Thus we find that, for any ε > 0,
Pnρn
(
sup
0≤t≤T
Rn(X
n
t ,X
n,r
t ) > ε
)
≤ Pnρn
(
sup
0≤t≤T+1
Rn(ρn,X
n
t ) > r
)
.
By Lemma 3.7, this converges to 0 as r → ∞, uniformly in n ≥ 1. Combining this with the
conclusions of the previous two paragraphs completes the result.
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3.3 Convergence of local times
Again we suppose that the spaces (Fn, Rn), n ≥ 1, and (F,R) are isometrically embedded into
a common metric space (M,dM ) in such a way that the conclusion of Lemma 2.7 holds. Given
the convergence result of Proposition 3.8 (and [28, Theorem 4.30], for example), it is further
possible to suppose that Xn started from ρn and X started from ρ are coupled so that X
n → X
in D(R+,M), almost-surely. We will suppose that this is the case throughout this section, and
write the joint probability measure as P . To prove the finite dimensional convergence of local
times as at (4), we will follow an approximation argument, based on averaging over small balls.
To this end, it is useful to introduce the following functions: for x ∈M , δ > 0,
fδ,x(y) := max {0, δ − dM (x, y)} .
An immediate consequence of the continuity of local times of X is the following lemma.
Lemma 3.9. P -a.s., for any x ∈ F and T ≥ 0, as δ → 0,
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0 fδ,x(Xs)ds∫
F fδ,x(y)µ(dy)
− Lt(x)
∣∣∣∣∣→ 0.
Proof. For the case when F is compact, the result follows easily from Lemma 2.10 (and the
occupation density formula of (15)). In the case when F is only locally compact, we note that on
the event supt∈[0,T ]R(ρ,Xs) ≤ r it is the case that the local times of X are identical to the local
times of X(r) up to time T . Since the latter are continuous functions for each t > 0, almost-surely,
then so are the local times of X for t ∈ [0, T ], almost-surely on supt∈[0,T ]R(ρ,Xs) ≤ r. Taking
r →∞, and then T →∞, we deduce that the local times of X are continuous functions for each
t > 0, almost-surely, and the result follows in this case as well.
Lemma 3.10. P -a.s., for any x ∈ F , T ≥ 0 and δ > 0, as n→∞,
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0 fδ,x(X
n
s )ds∫
Fn
fδ,x(y)µn(dy)
−
∫ t
0 fδ,x(Xs)ds∫
F fδ,x(y)µ(dy)
∣∣∣∣∣→ 0.
Proof. Fix x ∈ F . It is then possible to choose r such that B¯M (x, δ) ∩ F ⊆ F (r) for every δ < 1.
Moreover, since our choice of embeddings satisfies the conclusions of Lemma 2.7, we may further
suppose that µ
(r)
n → µ(r) weakly as probability measures on M . It follows that∫
Fn
fδ,x(y)µn(dy) =
∫
M
fδ,x(y)µ
(r)
n (dy)→
∫
M
fδ,x(y)µ
(r)(dy) =
∫
F
fδ,x(y)µ(dy) > 0,
where the strict positivity of the limit is a simple consequence of the fact that µ has full support.
Thus it remains to show that, for any T ≥ 0,
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
fδ,x(X
n
s )ds −
∫ t
0
fδ,x(Xs)ds
∣∣∣∣→ 0. (39)
To begin with, suppose that X is continuous at time t. It is then the case that, for each n, there
exists a homeomorphism λn : [0, t]→ [0, t] with λn(0) = 0 such that
sup
s∈[0,t]
|s− λn(s)| → 0, (40)
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and also
sup
s∈[0,t]
dM
(
Xnλn(s),Xs
)
→ 0. (41)
Now, ∣∣∣∣
∫ t
0
fδ,x(X
n
s )ds −
∫ t
0
fδ,x(Xs)ds
∣∣∣∣ ≤
∫ t
0
∣∣∣fδ,x(Xnλn(s))− fδ,x(Xs)
∣∣∣ dλn(s)
+
∫ t
0
∣∣∣fδ,x(Xλ−1n (s))− fδ,x(Xs)
∣∣∣ ds.
The first term in the upper bound here converges to zero by (41). As for the second term, we have
from (40) that dM (Xλ−1n (s),Xs)→ 0 whenever X is continuous at s. Since the times at which X
is not continuous is at most countable, the dominated convergence theorem yields that the second
term also converges to zero, thereby establishing the limit (39) pointwise at times at which X is
continuous. To extend to the full result is straightforward, using again that the times at which
X is not continuous is countable, as well as the monotonicity and continuity of the limit.
Lemma 3.11. For any x ∈ F and T ≥ 0, if xn ∈ Fn is such that dM (xn, x)→ 0, then
lim
δ→0
lim sup
n→∞
P
(
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0 fδ,x(X
n
s )ds∫
Fn
fδ,x(y)µn(dy)
− Lnt (xn)
∣∣∣∣∣ > ε
)
= 0.
Proof. For large n, we have that by the occupation density formula (15)∣∣∣∣∣
∫ t
0 fδ,x(X
n
s )ds∫
Fn
fδ,x(y)µn(dy)
− Lnt (xn)
∣∣∣∣∣ ≤ supy,z∈B¯n(xn,2δ) |Lnt (y)− Lnt (z)| .
Thus if the sequence (Fn, Rn, µn, ρn)n≥1 satisfies supn r∞(n) < ∞, then the result follows from
the local time equicontinuity result of Lemma 2.9. In the general case, it is possible to obtain
the result by considering the restriction to bounded subsets as in the last part of the proof of
Proposition 3.8.
From Lemmas 3.9, 3.10 and 3.11, we deduce that for any x ∈ F and T ≥ 0, if xn ∈ Fn is such
that dM (xn, x) → 0, then (Lnt (xn))t∈[0,T ] → (Lt(x))t∈[0,T ] in P -probability in C([0, T ],R). This
result immediately extends to finite collections of points, which is enough to establish (4).
3.4 Time-changed processes
In this section, we prove Corollary 1.5, starting by showing convergence of the time-change
additive functionals.
Proposition 3.12. If Assumption 1.4 holds, then (Ant )t≥0 → (At)t≥0 in distribution in the space
C(R+,R), simultaneously with the convergence of processes X
n → X in D(R+,R), where we
assume that Xn is started from ρn, and X is started from ρ.
Proof. We first prove the result in the case that the underlying spaces are compact, i.e. when
(Fn, Rn, µn, ρn) ∈ Fc, n ≥ 1, and (F,R, µ, ρ) ∈ Fc. Suppose all the objects are isometrically
embedded into a common space in the way described at (30), and let (xi)i≥1 be as in Section 3.1.
Moreover, for each k, define (Kki )
k
i=1 as in (32), but with each set chosen to be a continuity set
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for the measure ν, rather than for µ. Then, for any T ≥ 0, we have from the continuity of local
times (Lemma 2.10) that, Pρ-a.s.,
sup
t∈[0,T ]
∣∣∣∣∣At −
k∑
i=1
Lt(xi)ν(K
k
i )
∣∣∣∣∣ ≤ ν(F ) supt∈[0,T ] supy,z∈F :
R(y,z)≤4εk
|Lt(y)− Lt(z)| → 0.
Next, from (4), we deduce that(
k∑
i=1
Lnt (x
n
i )ν
n(Kki )
)
t≥0
→
(
k∑
i=1
Lt(xi)ν(K
k
i )
)
t≥0
in distribution in C(R+,R), where x
n
i are also chosen as in Section 3.1. Furthermore, for large n,
we have that
sup
t∈[0,T ]
∣∣∣∣∣Ant −
k∑
i=1
Lnt (x
n
i )ν
n(Kki )
∣∣∣∣∣ ≤ νn(Fn) supt∈[0,T ] supy,z∈Fn:
Rn(y,z)≤4εk
|Lnt (y)− Lnt (z)| .
Under Pnρn , this converges to zero in probability as n → ∞ and then k → ∞ by Lemma 2.9.
Noting that, from Theorem 1.3, the convergence of local times at (4) occurs simultaneously with
the convergence of processes, the desired result follows.
For the general case, one again proceeds by considering the restriction to bounded subsets
similarly to the proof of Proposition 3.8. For this, it is useful to note that it is enough to consider
radii r that are continuity sets for both µ and ν, since the collections of points of discontinuity
of the maps r 7→ µ(BR(ρ, r)) and r 7→ ν(BR(ρ, r)) are both countable.
We next check the divergence of the additive functional (At)t≥0, as defined at (5).
Lemma 3.13. For (F,R, µ, ρ) ∈ F, and ν a locally finite Borel regular measure on (F,R) with
ν(F ) > 0, we have At →∞, Px-a.s. for any x ∈ F .
Proof. First note that, by [14, Theorem 5.2.16], we have that (E ,D) is an irreducible Dirichlet
form (see [14, Section 2.1] for a definition). Since (E ,D) is recurrent, we can apply [14, Theorem
3.5.6(ii)] to deduce that Px(τy < ∞) = 1, for all x, y ∈ F . Moreover, by [41, Theorem 3.6.5], we
have that Ex(
∫∞
0 e
−tdLt(x)) = u(x, x) > 0, for all x ∈ F , where (u(x, y))x,y∈F is the potential
density of X, as defined at (12). Combining these two observations, following the proof of [15,
Lemma 2.3] allows us to deduce that limt→∞ infx∈F (r) Lt(x) = ∞ for any r ≥ 0, Py-a.s. for any
y ∈ F . This readily yields the result.
Note that the previous lemma implies that τ(t) := inf{s > 0 : As > t} remains finite for all
t ≥ 0, and so confirms that Xτ(t) has an infinite lifetime. We are now in a position to complete
the proof of Corollary 1.5.
Proof of Corollary 1.5. First, suppose we are in case (a); in particular, ν(F ) has full support.
Moreover, suppose that we have embedded all the objects of the discussion into a common metric
space (M,dM ) in the way described by Lemma 2.7, and that the various processes are coupled
so that Xn → X in D(R+,M), and An → A in D(R+,R+), almost-surely. As in Section 3.3,
denote the probability measure corresponding to the coupling by P . Now, note that, P -a.s., for
any t, δ > 0 we have that
∫
F (Lt+δ(x) − Lt(x))µ(dx) = δ > 0, and so, applying the continuity of
local times, we can find an ε > 0 such that Lt+δ(x)− Lt(x) ≥ ε on a non-empty open set. Since
ν(F ) has full support, it readily follows that (At)t≥0 is strictly increasing, P -a.s. Thus we can
apply [44, Theorem 7.2], to deduce that τn → τ in D(R+,R+), where the limiting function is
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strictly increasing and continuous, P -a.s. (Recall that τn is the right-continuous inverse of An,
and τ is the right-continuous inverse of A.) Together with the convergence Xn → X, this implies
(see [44, Theorem 3.1]) that Xn,νn → Xν in D(R+,M), P -a.s., which confirms the result.
The proof of part (b) is essentially the same, but involves different topologies. In particular,
from An → A in D(R+,R+), it is only possible in general to suppose τn → τ with respect to
the Skorohod M1 topology [44, Theorem 7.1]. Given this convergence holds simultaneously with
Xn → X in D(R+,M), where X is assumed to be continuous, we can apply the straightforward
generalisation of [18, Lemma A.6] to deduce the result.
4 Liouville Brownian motion
Given an element in (F,R, µ, ρ) ∈ F, the associated Liouville Brownian motion is the process
Xν , defined as at (6), where ν is the Liouville measure. To define this, let us first introduce
the Gaussian free field on F , (γ(x))x∈F say, which we will suppose is pinned at ρ, and built
on a probability space with probability measure P and expectation E. In particular, we define
(γ(x))x∈F to be a centred Gaussian field (i.e. Eγ(x) = 0 for all x ∈ F ), with covariances given by
Cov(γ(x), γ(y)) = g(x, y), ∀x, y ∈ F,
where g(x, y) is the Green’s function of X killed on hitting ρ (cf. the notation g{ρ} in the proof
of Lemma 2.9). Note that these assumptions imply that γ(ρ) = 0, P-a.s., and yield that an
alternative way to characterise the covariances is via the formula
E
(
(γ(x)− γ(y))2
)
= R(x, y), ∀x, y ∈ F.
(To deduce the latter identity, it is useful to observe that 2g(x, y) = R(ρ, x) +R(ρ, y)− R(x, y),
see [31, Theorem 4.3].) Thus we have from standard estimates for Gaussian random variables
that
P (|γ(x)− γ(y)| ≥ ε) ≤ 2e− ε
2
2R(x,y) , (42)
and substituting this for the estimate (27), one can follow the proof of Lemma 2.9 to deduce
that, if (F,R, µ, ρ) satisfies the volume doubling estimates of (25), then (γ(x))x∈F is a continuous
function, P-a.s. (To check this continuity property, one might alternatively note that (25) yields
an estimate for the size of a ε-cover of F (r) of the form c1ε
−c2 , and from this the result is an
application of [40, Theorem 8.6], for example.) In this case, for κ > 0 fixed, setting (similarly to
(2))
ν(dx) = eκγ(x)−
κ2
2
E(γ(x)2)µ(dx),
yields a locally finite, Borel regular measure on (F,R) of full support, P-a.s. (Note also that this
choice of normalisation yields Eν(dx) = µ(dx).) Thus, for P-a.e. realisation of ν, we can define
Xν by the procedure at (6). Since under Px the starting point of X
ν is x, the corresponding
quenched law of Xν started from x ∈ F is well-defined; we will denote this by P νx . Moreover, we
can define the annealed law of the Liouville Brownian motion Xν by integrating out the Liouville
measure, i.e.
P
LBM
x (·) :=
∫
P νx (·)P(dν). (43)
The principal aim of this section is to show that if we have (Fn, Rn, µn, ρn) → (F,R, µ, ρ) in
F and the UVD property holds (i.e. Assumption 1.2 is satisfied), then the associated Liouville
measures and Liouville Brownian motions converge. To this end, we start by noting the equicon-
tinuity of the Gaussian free fields in the sequence, which we will denote by (γn(x))x∈Fn , n ≥ 1. As
for the continuity of γ, the proof of this result is identical to that of the local time equicontinuity
result of Lemma 2.9, with (27) replaced by (42), and so is omitted.
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Lemma 4.1. If (Fn, Rn, µn, ρn)n≥1 is a sequence in F satisfying UVD, then, for each ε > 0 and
r > 0,
lim
δ→0
sup
n≥1
P

 sup
y,z∈F
(r)
n :
Rn(y,z)≤δ
|γn(y)− γn(z)| ≥ ε

 = 0.
We can now deduce convergence of Liouville measures under Assumption 1.2; the following
result can be interpreted as a distributional version of Assumption 1.4. We write νn for the
Liouville measure associated with (Fn, Rn, µn, ρn).
Lemma 4.2. Suppose Assumption 1.2 holds, and that (Fn, Rn, µn, ρn), n ≥ 1, and (F,R, µ, ρ)
are isometrically embedded into a common (complete, separable, locally compact) metric space
(M,dM ) so that the conclusion of Lemma 2.7 holds. It is then the case that νn → ν in distribution
with respect to the vague topology for locally finite Borel measures on (M,dM ).
Proof. By [28, Theorem 16.16], it will suffice to show that∫
M
f(x)νn(dx)→
∫
M
f(x)ν(dx) (44)
in distribution, for any non-negative, continuous, compactly supported f : M → R. For each
such f , we note that the support of f is contained in BM (ρ, r/2) for some r > 0 for which (24)
holds. Moreover, under the assumptions of the lemma, we have that (f(x)eκγ(x)−
κ2
2
E(γ(x)2))x∈F
is a continuous function on F , P-a.s., and Lemma 4.1 implies the equicontinuity of the functions
(f(x)eκγn(x)−
κ2
2
E(γn(x)2))x∈Fn . Consequently, the result at (44) can be proved in the same way as
Proposition 3.12 if we can show the analogue of (4) in this setting, i.e. if (xni )
k
i=1 in Fn, n ≥ 1,
are such that dM (x
n
i , xi)→ 0 for some (xi)ki=1 in F , then it holds that
(γn (x
n
i ))i=1,...,k → (γ (xi))i=1,...,k ,
in distribution in Rk. However, this is straightforward, since all the random variables above are
centred Gaussian random variables, and(
Cov(γn(x
n
i ), γ(x
n
j ))
)
i,j=1,...,k
→ (Cov(γ(xi), γ(xj)))i,j=1,...,k ,
where to deduce the latter convergence, it is again helpful to apply the identity 2g(x, y) =
R(ρ, x) +R(ρ, y)−R(x, y) from [31, Theorem 4.3].
From this convergence of Liouville measures, a simple adaptation of Corollary 1.5 yields the
convergence of Liouville Brownian motion in this setting. In particular, by the separability of the
space of locally finite Borel measures on (M,dM ) under the vague topology, we can suppose νn
and ν are coupled so that the conclusion of Lemma 4.2 holds P-a.s. (see [28, Theorem 4.30], for
example). Under this coupling, the proof of Corollary 1.5 yields the almost-sure convergence of
quenched laws, i.e. Pn,νnρn → P νρ , weakly as probability measures on D(R+,M), P-a.s., where, for
νn given, P
n,νn
ρn is the law of X
n,νn started from ρn. Integrating out the above result with respect
to P then gives the following, where PLBMnρn is the annealed law of X
n,νn started from ρn.
Proposition 4.3. Suppose Assumption 1.2 holds. It is then possible to isometrically embed
(Fn, Rn, µn, ρn), n ≥ 1, and (F,R, µ, ρ) into a common metric space (M,dM ) so that
P
LBMn
ρn → PLBMρ
weakly as probability measures on D(R+,M).
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Remark 4.4. It is natural to ask for heat kernel estimates for the Liouville Brownian motion Xν .
In the two-dimensional setting, this is a significant challenge (see [3, 39] for work in this direction).
Here, however, estimating the quenched heat kernel of Xν is straightforward. Indeed, as noted
above, the measure estimates for µ at (25) imply that the density dνdµ(x) = e
κγ(x)−κ
2
2
E(γ(x)2) is
P-a.s. a continuous, strictly positive function, and so uniformly bounded away from 0 and ∞ on
compact regions. Thus, uniformly over compact regions, ν satisfies the same measure estimates
as µ (up to constants that depend on the particular region and realisation of ν). In particular,
this implies that, up to constants, the short-time on-diagonal quenched heat-kernel behaviour of
Xν will be the same as for the original process X. (See [33] for particular heat kernel estimates
that hold under uniform volume doubling.)
Example 4.5. As simple examples, one might consider graphical approximations to tree-like and
low-dimensional fractal spaces. In the following, we briefly introduce some of these.
(i) The most basic example would be to set Fn to be the integer lattice Z equipped with the
rescaled Euclidean distance Rn(x, y) = n
−1|x − y|, counting measure µn(A) := n−1|A|, and
distinguished vertex ρn = 0. Then Assumption 1.2 is satisfied with limit (F,R, µ, ρ) given by
F = R, R the Euclidean metric, µ one-dimensional Lebesgue measure, and ρ = 0.
(ii) More generally than the previous example, one might consider a family of graph trees (Gn)n≥1
for which there exist scaling factors (an)n≥1, (bn)n≥1 such that (Gn, anRn, bnµn, ρn)n≥1 satisfies
Assumption 1.2 for some limiting tree (F,R, µ, ρ) ∈ F, where: Rn is the resistance metric asso-
ciated with unit resistances along edges of Gn; µn is the counting measure on Gn; and ρn is a
distinguished vertex. (Here and in the following, we call G a graph tree if it is connected and
contains no cycle.) In this setting the resistance metric is identical to the usual shortest path
graph distance, for which the assumptions are generally easier to check. For example, it is ele-
mentary to check the result for the graphs approximating the Vicsek set, as shown in Figure 2,
with an = 3
−n, bn = 5
−n.
Figure 2: The Vicsek set graphs G1, G2, G3.
(iii) It is known that the resistance metric on the graphs approximating nested fractals, again
when unit resistors are placed along edges, can be rescaled to yield a resistance metric on the
limiting fractal (this is an application of the homogenisation result of [42, Theorem 3.8], for
example). In Section 6.2, we introduce a more general class of fractals, so leave details until later
(alternatively, see [38] for background on nested fractals). However, as an illustrative example,
we note that the Assumption 1.2 applies to the sequence (Gn, anRn, bnµn, ρn), n ≥ 1, where: Gn
is the nth level Sierpin´ski gasket graph, as introduced at the end of Section 1 (see Figure 1);
Rn is the associated resistance metric; µn is the counting measure on vertices; ρn can be chosen
arbitrarily as long as (ρn)n≥1 converges in R
2; and the scaling factors are given by an = (3/5)
n,
bn = 3
−n. Furthermore, we note that the results in this section also establish that
a1/2n sup
x∈Gn
γGn(x)→ sup
x∈F
γ(x)
in distribution, where γGn is the Gaussian free field on Gn, and γ the Gaussian free field on the
limiting fractal; this refines the result of [36, Theorem 2.2] for these examples.
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(iv) Finally, another fractal for which our present setting is appropriate is the two-dimensional
Sierpin´ski carpet and its graphical approximations, as shown in Figure 3. (Again, the results
would apply to other low-dimensional carpets.) Whilst the exact resistance scaling factor is
not known in this case, previous results allow us to control the resistance in terms of the
graph distance (cf. the comments in [16, Section 5.4]). It follows that there exist subsequences
(Gni , aniRni , bniµni , ρni) (where again Rn is the resistance metric onGn with unit edge resistances,
and µn is counting measure) that satisfy Assumption 1.2 with an = γ
n for some γ ∈ (0, 1), and
bn = 8
−n.
Figure 3: The Sierpin´ski carpet graphs G1, G2, G3.
5 Bouchaud trap model
We start this section by introducing the (symmetric) Bouchaud trap model (BTM) on a locally
finite, connected graph G = (VG, EG). To do this, we first introduce a trapping landscape
ξ = (ξx)x∈VG , which is a collection of independent and identically distributed strictly-positive
random variables built on a probability space with probability measure P. Conditional on ξ, the
dynamics of the BTM are then given by a continuous-time VG-valued Markov chain X
ξ = (Xξt )t≥0
with jump rate from x to y given by 1/ξx if {x, y} ∈ EG, and jump rate 0 otherwise. The quenched
law of Xξ started from x (i.e. the law given ξ) will be denoted P ξx , and the corresponding annealed
law, obtained by integrating out ξ, by PBTMx (cf. (43)).
To put the BTM into the framework of this article, we note that it can be obtained as a time-
change of the continuous time simple random walk on G. In particular, let RG be the resistance
metric on VG obtained by placing unit resistors along edges, and µG be the counting measure on
VG (i.e. µG({x}) = 1 for all x ∈ VG). As in Section 2.1, we can naturally associate a process X
with the triple (VG, RG, µG), and it is an elementary exercise to check that this is the continuous-
time VG-valued Markov chain with unit jump rate along edges. Moreover, by time-changing X
as at (6) according to the measure νG defined by setting νG({x}) = ξx, we obtain Xξ .
Similarly to the previous section, our goal is to present scaling limits of the BTM for sequences
of recurrent graphs which, when equipped with resistance metrics and counting measure, satisfy
UVD and converge in the Gromov-Hausdorff-vague topology to a limit in F. We will do this
in the case when the trapping environment is heavy-tailed. More specifically, in this section we
make the following assumption.
Assumption 5.1. Suppose (Gn)n≥1 is a sequence of locally finite, connected graphs with vertex
sets Vn, resistance metrics Rn (as above, here we assume that individual edges have unit resis-
tance), counting measures µn, and distinguished vertices ρn. Suppose further that each graph
Gn is recurrent, so that (Vn, Rn, µn, ρn) ∈ F. Moreover, assume that there exist scaling factors
(an)n≥1, (bn)n≥1 such that (Vn, anRn, bnµn, ρn)n≥1 satisfy Assumption 1.2, where the measure µ
of the limiting space (F,R, µ, ρ) ∈ F is non-atomic. Finally, we suppose that each Gn is equipped
with a trapping landscape ξn = (ξnx )x∈Vn such that
P (ξnx > u) ∼ u−α (45)
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for some fixed α ∈ (0, 1), where f(u) ∼ g(u) means limu→∞ f(u)/g(u) = 1.
Remark 5.2. It would be straightforward to replace (45) with the assumption that the random
variables ξnx are in the domain of attraction of a stable law with index α, but we do not do so
here for reasons of brevity.
We next describe the limits of the trapping landscape and BTM under the above assumption.
We will show that the former is given by the natural generalisation to (1) obtained by setting
ν(dx) :=
∑
i
viδxi(dx),
where (vi, xi) are the points of a Poisson process on (0,∞) × F with intensity αv−1−αdvµ(dx),
and δx is the probability measure on F that places all its mass at x; note that this is a locally
finite, Borel regular measure on (F,R) of full support, P-a.s. (where we suppose ν is also built on
the probability space with probability measure P). Moreover, the latter is given by Xν , that is,
the time-change of the process X naturally associated with (F,R, µ) by the measure ν. Reflecting
the terminology for the corresponding one-dimensional object, we will call this the α-FIN process
on (F,R, µ). In general, this is not a diffusion, but under our assumptions it will be whenever X
is, and in this case we will call it the α-FIN diffusion. Given ν, the quenched law of Xν started
from x will be denoted by P νx , and the associated annealed law P
FIN
x .
The following lemma establishes convergence of the trapping landscapes. We write νn for the
measure on Vn induced by the trapping landscape ξ
n.
Lemma 5.3. Suppose Assumption 5.1 holds, and (Vn, anRn, bnµn, ρn), n ≥ 1, and (F,R, µ, ρ)
are isometrically embedded into a common (complete, separable, locally compact) metric space
(M,dM ) so that the conclusion of Lemma 2.7 holds. It is then the case that b
1/α
n νn → ν in
distribution with respect to the vague topology for locally finite Borel measures on (M,dM ).
Proof. By [28, Theorem 16.16] (and the fact that measures of disjoint sets are independent under
both νn and ν), it will suffice to show that b
1/α
n νn(B)→ ν(B) in distribution, for every relatively
compact set B ⊆ M such that B is a continuity set for ν, P-a.s. Since ν(B) = 0, P-a.s., if and
only if µ(B) = 0, the latter requirement is equivalent to supposing B is a continuity set for µ.
For such a B, we have by assumption that bnµn(B) → µ(B). Hence we have by an elementary
computation that
E
(
e−λb
1/α
n νn(B)
)
= E
(
e−λb
1/α
n
∑
x∈B ξ
n
x
)
= (1− λαbnΓ(1− α) + o(bn))µn(B) → e−λαΓ(1−α)µ(B).
(46)
Moreover, it is a simple application of Campbell’s theorem [32, (3.17)] that
E
(
e−λν(B)
)
= E
(
e
−
∑
i:xi∈B
λvi
)
= e
−
∫
(0,∞)×B(1−e
−λv)αv−1−αdvµ(dx) = e−λ
αΓ(1−α)µ(B),
and so we are done.
In light of Lemma 5.3, and incorporating the scaling factors where appropriate, we can proceed
exactly as for the proof of Proposition 4.3 to deduce convergence of the rescaled BTMs. We write
P
BTMn
x for the annealed law of the BTM X
n,ξn on Gn.
Proposition 5.4. Suppose Assumption 5.1 holds. It is then possible to isometrically embed
(Vn, anRn, bnµn, ρn), n ≥ 1, and (F,R, µ, ρ) into a common metric space (M,dM ) so that
P
BTMn
ρn
((
Xn,ξ
n
t/anb
1/α
n
)
t≥0
∈ ·
)
→ PFINρ
(
(Xνt )t≥0 ∈ ·
)
weakly as probability measures on D(R+,M).
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Example 5.5. As applications of Proposition 5.4, we can consider the same spaces as discussed
in Example 4.5. For instance, for the BTM on the graph approximations to the Sierpin´ski gasket
(Gn)n≥1 of Example 4.5(iii), we have the convergence of the annealed law of (X
n,ξn
3n/α(5/3)nt
)t≥0 to
the annealed law of the α-FIN diffusion on the Sierpin´ski gasket.
6 Random conductance model
We now recall from the introduction the random conductance model; this is defined similarly to
the BTM, but with random weights now assigned to the edges rather than to the vertices. As
in the previous section, let G = (VG, EG) be a locally finite, connected graph. Let ω = (ωe)e∈EG
be a collection of independent and identically distributed strictly-positive random variables built
on a probability space with probability measure P; these are the so-called random conductances.
(Actually, for our model of self-similar fractals, we will allow some local dependence.) Conditional
on ω, we define the variable speed random walk (VSRW) Xω = (Xωt )t≥0 to be the continuous-time
VG-valued Markov chain with jump rate from x to y given by ωxy if {x, y} ∈ EG, and jump rate
0 otherwise. We obtain the associated constant speed random walk (CSRW) Xω,ν = (Xω,νt )t≥0
by setting the jump rate along edge x to y to be ωxy/ν({x}), where
ν ({x}) :=
∑
e∈EG: x∈e
ωe;
note that this is the time-change of Xω according to the measure ν, and has unit mean holding
times at each vertex.
An important observation is that the VSRW and CSRW experience different trapping be-
haviour on edges of large conductance. In particular, if we have an edge of conductance ωe ≫ 1
(surrounded by other edges of conductance close to 1), then both the VSRW and CSRW cross the
edge order ωe times before escaping. However, each crossing only takes the VSRW a time of 1/ωe,
meaning that it is only trapped for a time of order 1, whereas each crossing for the CSRW takes
a time of order 1, and so the latter process is trapped for a total time of order ωe. In particular,
when the weights are bounded below, we might typically expect the VSRW associated with the
conductances ω to behave like the VSRW on the unweighted graph, which in each of the exam-
ples we consider converges under scaling to Brownian motion on the limiting space. Moreover,
we might expect the CSRW to behave like the Bouchaud trap model with trapping environment
described by ν, and therefore we expect to see FIN-type scaling limits for this process when the
conductances are heavy-tailed.
The aim of this section is to make the heuristics of the previous paragraph rigourous, in the
sense that we will show for the random conductance model on certain sequences of graphs that,
if the weights are chosen to satisfy (similarly to (45))
P (ωe > u) ∼ u−α (47)
for some fixed α ∈ (0, 1), then the rescaled VSRW Xω converges to the canonical Brownian
motion on the limit space, and the rescaled CSRW Xω,ν converges to the α-FIN diffusion. The
two classes we discuss are graph trees, and a family of self-similar fractals.
6.1 Random conductance model on trees
In this section, we will study the scaling limit of the VSRW and CSRW for the random conduc-
tance model on sequences of graph trees; our main result is Proposition 6.4. As for the Bouchaud
trap model, we will need to show that the associated time-change measures converge. The addi-
tional part of the argument will be to check that we also have homogenisation of the resistance
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metric when random conductances are placed along edges. In this setting, this is straightforward,
since we can apply the law of large numbers along paths. We start by stating the main assump-
tion of this section, which closely matches Assumption 5.1. The restriction to compact spaces is
only for convenience of presentation, and not essential.
Assumption 6.1. Suppose (Tn)n≥1 is a sequence of finite graph trees with vertex sets Vn, edge
sets En, resistance metrics Rn (here we assume that individual edges have unit resistance), count-
ing measures µn, and distinguished vertices ρn. In particular, (Vn, Rn, µn, ρn) ∈ Fc. More-
over, assume that there exist scaling factors (an)n≥1, (bn)n≥1 such that
∑
n≥1 a
2
n < ∞ and
(Vn, anRn, bnµn, ρn)n≥1 satisfy Assumption 1.2, where the limit space (F,R, µ, ρ) is in Fc, and the
measure µ is non-atomic. Finally, we suppose that each Tn is equipped with random conductances
ωn = (ωne )e∈En such that (47) holds.
We start by considering the resistance metrics on the weighted graph trees. In particular,
given the conductances ωn, we define Rωn to be the associated resistance metric on Vn. In the
following lemma, we show that, for large n, these random metrics are uniformly close to a scaled
copy of Rn. The scaling factor is given by ̺ := Eω
−1
e .
Lemma 6.2. Suppose Assumption 6.1 holds. It is then the case that, P-a.s.,
sup
x,y∈Vn
an |Rωn(x, y)− ̺Rn(x, y)| → 0.
Proof. Suppose (Vn, anRn) and (F,R) are embedded into the same space (M,dM ) such that (30)
holds. Define (xni )i,n≥1 and (xi)i≥1 as in Section 3.1, so that anRn(x
n
i , x
n
j ) → R(xi, xj), for all
i, j ≥ 1. Since Rωn(xni , xnj ) is the sum of (ωne )−1 along the Rn(xni , xnj ) edges in the path from xni
to xnj , we obtain from (a fourth moment version of) the strong law of large numbers that, P-a.s.,
Rωn(x
n
i , x
n
j )/Rn(x
n
i , x
n
j )→ ̺, for every i, j ≥ 1 (it is for this that the assumption
∑
n≥1 a
2
n <∞ is
needed). In particular, the combination of the two previous observations implies that, P-a.s.,
sup
i,j≤k
an
∣∣Rωn(xni , xnj ))− ̺Rn(xni , xnj ))∣∣→ 0, ∀k ≥ 1.
Since the resistances of unit edges satisfy (ωne )
−1 ≤ 1, we also have that Rωn ≤ Rn. It thus follows
that, P-a.s.,
lim sup
n→∞
sup
x,y∈Vn
an |Rωn(x, y)− ̺Rn(x, y)|
≤ lim sup
n→∞
{
sup
i,j≤k
an
∣∣Rωn(xni , xnj )− ̺Rn(xni , xnj )∣∣+ 2 sup
x∈Vn
inf
i≤k
anRn(x, x
n
i )
}
≤ 2εk,
where εk is defined as in Section 3.1. In particular, since εk → 0 as k →∞, the result follows.
Similarly to Lemma 5.3, we next check convergence of the measures νn, where we define
νn({x}) =
∑
e∈En: x∈e
ωne for x ∈ Vn. The limiting measure ν is the FIN measure on F , defined
as in the previous section.
Lemma 6.3. Suppose Assumption 6.1 holds, and (Vn, anRn, bnµn, ρn), n ≥ 1, and (F,R, µ, ρ)
are isometrically embedded into a common (complete, separable, locally compact) metric space
(M,dM ) so that the conclusion of Lemma 2.7 holds. It is then the case that 2
−1b
1/α
n νn → ν in
distribution with respect to the vague topology for locally finite Borel measures on (M,dM ).
26
Proof. We first note that, if µ˜n is a measure on Vn defined by setting µ˜n({x}) = degn(x), i.e. the
usual graph degree of x in Tn, then it is an elementary exercise to check that d
P
Tn
(µ˜n, 2µn) ≤ 2,
where dPTn is the Prohorov metric for measures on Tn. In particular, it follows that bnµ˜n → 2µ
weakly as measures on M .
We next show that, for all x ∈M , r > 0 such that BM (x, r) is a continuity set for µ,
2−1b1/αn νn (BM (x, r))→ ν (BM (x, r)) (48)
in distribution. Writing B = BM (x, r), we have that
νn (B) = 2
∑
e∈En:e⊆B
ωe +
∑
e∈En: e∩B 6=∅, e 6⊆B
ωe.
If we denote by E1n(B) and E
2
n(B) the subsets over which the two sums are taken, respectively,
then we claim that
bn
∣∣E1n(B)∣∣→ µ(B), bn ∣∣E2n(B)∣∣→ 0. (49)
Indeed, for the second limit, we note that the edges in E2n(B) each connect to a distinct vertex
in the annulus B¯M (x, r + an)\B. It follows that, for any ε > 0,
lim sup
n→∞
bn
∣∣E2n(B)∣∣ ≤ lim sup
n→∞
bnµn
(
B¯M (x, r + an)\B
) ≤ µ (B¯M (x, r + ε)\B) .
Since B is a continuity set for µ, the right-hand side can be made arbitrarily small by adjusting
ε as appropriate, which confirms the desired result. Given this, the first limit at (49) is a simple
consequence of the identity µ˜n(B) = 2|E1n(B)|+|E1n(B)|, and the conclusion of the first paragraph.
Thus, exactly as for (46), we have that E(e−λ2
−1b
1/α
n νn(B)) → e−λαΓ(1−α)µ(B) , which establishes
(48).
With the same techniques, it is straightforward to extend (48) to the result that
(
2−1b1/αn νn (Bi)
)k
i=1
→ (ν (Bi))ki=1
in distribution, where each set Bi is a finite unions of balls that are continuity sets for µ. In
particular, since the collection of such sets forms a separating class (see [28, p. 317]), this implies
the result (see [28, Theorem 16.16 and Exercise 16.11]).
From Lemmas 6.2 and 6.3, we are able to prove the main result of this section. We write
PVSRWnx for the quenched law of the VSRW X
n,ω on the tree Tn with conductances ω
n, started
from x. We write PCSRWnx for the annealed law of the corresponding CSRW X
n,ω,ν . We write Px
for the law of the Brownian motion on (F,R, µ) started from x, and PFINρ is the annealed law of
the associated α-FIN diffusion, defined as in Section 5.
Proposition 6.4. Suppose Assumption 6.1 holds. It is then possible to isometrically embed
(Vn, anRn, bnµn, ρn), n ≥ 1, and (F,R, µ, ρ) into a common metric space (M,dM ) so that, P-a.s.,
PVSRWnρn
((
Xn,ω̺t/anbn
)
t≥0
∈ ·
)
→ Pρ
(
(Xt)t≥0 ∈ ·
)
(50)
weakly as probability measures on D(R+,M). Moreover,
P
CSRWn
ρn
((
Xn,ω,ν
2̺t/anb
1/α
n
)
t≥0
∈ ·
)
→ PFINρ
(
(Xνt )t≥0 ∈ ·
)
weakly as probability measures on D(R+,M).
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Proof. The proof is essentially the same as that of Theorem 1.3 and Corollary 1.5, but with care
needed as the random metric Rωn is different to the metric Rn used for the embedding. (We
suppose throughout that the embeddings of (Vn, anRn, bnµn, ρn), n ≥ 1, and (F,R, µ, ρ) into
(M,dM ) satisfy the conclusion of Lemma 2.7.)
We first note that, since Rωn ≤ Rn and Lemma 6.2 holds, we have from the UVD assumption
for the underlying space that, P-a.s.,
bnµn (B
ω
n (x, r)) ≥ c1v(r), ∀x ∈ Vn, r ∈ [rω0 (n), rω∞(n) + 1],
and, for every ε > 0,
bnµn (B
ω
n (x, r)) ≤ c2v(r), ∀x ∈ Vn, r ∈ [max{rω0 (n), a−1n ε}, rω∞(n) + 1],
where distances are defined with respect to the metric Rωn (note the truncation at a
−1
n ε in the
upper bound). These bounds are enough to repeat the proof of Lemma 2.9 (cf. the weaker version
of UVD in [16]) to deduce the equicontinuity of the rescaled local times (anL
n,ω
̺t/anbn
(x))x∈Vn of
the VSRW Xn,ω with respect to the distance anR
ω
n , and, by Lemma 6.2 again, the equicontinuity
of these local times with respect to anRn. We also claim that the above volume bounds yield
that in place of (38) we have, for δ, ε˜ > 0,
lim sup
n→∞
sup
x∈Vn
PVSRWnx
(
sup
0≤t≤δ
anRn
(
x,Xn,ω
̺t/anbn
)
> ε˜
)
≤ c1e−
c2ε˜
v−1(δ/ε˜) , P-a.s. (51)
Checking this requires only a minor adaptation of results from [33]. Indeed, writing τn,ω(x, r) :=
inf{t > 0 : anRn(x,Xn,ω̺t/anbn) > r} and h(r) = rv(r), the proof of [33, Proposition 4.2] gives the
existence of constants c1, c2 such that
EVSRWnx (τ
n,ω(y, r)) ≤ c1h(r), EVSRWnx (τn,ω(x, r)) ≥ c2h(r),
for all x, y ∈ Vn, r ∈ [max{anrω0 (n), ε}, an(rω∞(n) + 1)] and n ≥ 1, and from this it readily follows
that
PVSRWnx (τ
n,ω(x, r) ≤ s) ≤ 1− c3 + c4s
h(r)
for every x ∈ Vn, r ∈ [max{anrω0 (n), ε}, an(rω∞(n) + 1)], s ≥ 0 and n ≥ 1, cf. proof of [33, Lemma
4.2]. To obtain the exponential estimate of (51), we then follow the chaining argument of [33,
Lemma 4.2]. This requires us to apply the previous exit time tail estimate for radii no smaller
than c5v
−1(ε˜/δ) (with respect to the metric anRn). Noting that anr
ω
0 (n) → 0, P-a.s., one can
thus adjust ε so that the relevant estimates hold for large n.
Applying the conclusions of the previous paragraph, the proof of Proposition 3.5 can be
followed exactly to yield the result at (50). Moreover, since we have local time equicontinuity and
the distributional convergence of time-change measures given by Lemma 6.3, we also obtain the
convergence of local times as at (4), and the convergence of the CSRW Xn,ω,ν under the annealed
measure (cf. the proof of Proposition 4.3 again).
Example 6.5. As a first application of Proposition 6.4, one might consider the random con-
ductance model on the Vicsek set example of Example 4.5(ii). For this, we obtain the quenched
convergence of the VSRW, (
Xn,ω̺15nt
)
t≥0
→ (Xt)t≥0 ,
where X is the Brownian motion on the Vicsek set, and also the annealed convergence of the
CSRW, (
Xn,ω,ν
2̺5n/α3nt
)
t≥0
→ (Xνt )t≥0 ,
where Xν is the α-FIN diffusion on the Vicsek set.
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6.2 Random conductance model on self-similar fractals
In this section, we study the random conductance model on a class of self-similar fractals, extend-
ing the homogenisation results of [34, 35] greatly. After introducing the model in Section 6.2.1,
we then go on to study the renormalisation and homogenisation of associated discrete Dirichlet
forms in Sections 6.2.2 and 6.2.3, respectively, and derive our main scaling results in Section 6.2.4.
6.2.1 Uniform finitely ramified graphs
For β > 1 and I = {1, 2, · · · , N}, let (Ψi)i∈I be a family of contraction maps on Rd such that
Ψix = β
−1Uix+γi, x ∈ Rd, where Ui is a unitary map and γi ∈ Rd. Assume that (Ψi)i∈I satisfies
the open set condition, i.e., there is a non-empty, bounded open set W such that (Ψi(W ))i∈I are
disjoint and ∪i∈IΨi(W ) ⊂ W . As (Ψi)i∈I is a family of contraction maps, there exists a unique
non-void compact set F such that F = ∪i∈IΨi(F ). We assume F is connected.
Let Fix be the set of fixed points of the maps Ψi, i ∈ I. A point x ∈ Fix is called an
essential fixed point if there exist i, j ∈ I, i 6= j and y ∈ Fix such that Ψi(x) = Ψj(y). Let
IF ix := {i ∈ I : the fixed point of Ψi is an essential fixed point}. We write V0 for the set of
essential fixed points. Denote Ψi1,...,in = Ψi1 ◦ · · · ◦ Ψin . We further assume a finitely ramified
property, i.e., if {i1, . . . , in}, {j1, . . . , jn} are distinct sequences, then
Ψi1,...,in(F )
⋂
Ψj1,...,jn(F ) = Ψi1,...,in(V0)
⋂
Ψj1,...,jn(V0);
note that, for each n ≥ 0 and i1, · · · , in ∈ I, we call a set of the form Ψi1,··· ,in(V0) an n-cell.
A compact uniform finitely ramified (u.f.r.) fractal F is a set determined by (Ψi)i∈I satisfying
the above assumptions with |V0| ≥ 2. Throughout, we assume without loss of generality that
Ψ1(x) = β
−1x and 0 belongs to V0. We observe that u.f.r. fractals, first introduced in [26], form
a class of fractals which is wider than nested fractals ([38]), and is included in the class of p.c.f.
self-similar sets ([30]). In particular, the Sierpin´ski gasket is an example of a u.f.r. fractal.
We next introduce the sequence of u.f.r. graphs approximating F . In particular, let
Vn = ∪i1,··· ,in∈IΨi1,...,in(V0),
noting that F is the closure of ∪∞n=0Vn. Moreover, denote by En the collection of pairs of distinct
points x, y ∈ Vn such that x and y are in the same n-cell, and let µn be the counting measure
on Vn (placing mass one on each vertex). We will be interested in the scaling behaviour of
(Vn, R
ω
n , µn, ρn) (where ρn is some distinguished vertex) and the associated VSRW and CSRW
when Rωn is the resistance metric determined by placing random conductances along edges in En;
in this section we generalise slightly from the i.i.d. conductance assumption to allow dependencies
within the same n-cell.
For some of our results, it will be convenient to work in terms of the unbounded u.f.r. fractal
and graphs; we define these now. We call Fˆ := ∪∞n=1βnF an unbounded uniform finitely ramified
fractal. Let Vˆ = Vˆ0 = ∪∞n=0βnVn, and Vˆn = β−nVˆ for n ∈ Z. We define n-cells for n ∈ Z as
in the compact case, and denote by Eˆn the edges of the unbounded graph, connecting vertices
within the same n-cell.
Finally for this section, we introduce some useful index spaces. In particular, let
Ξ = {η ∈ IZ : there exists n ∈ Z such that ηk = 1, k ≥ n},
Ξ+ = {η ∈ IN : there exists n ∈ N such that ηk = 1, k ≥ n}.
There is then a continuous map π : Ξ→ RD such that
π(η) = lim
n→∞
βnΨηn(Ψηn−1(· · · (Ψη−n(0)) · · · )).
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It is easy to see Fˆ = π(Ξ). For any η ∈ Ξ+ and i ∈ IF ix, define [η, i] ∈ Ξ as follows;
[η, i](k) =
{
ηk, k ≥ 1
i, k ≤ 0.
Then, Vˆ = {π([η, i]) : η ∈ Ξ+, i ∈ IF ix}.
6.2.2 Renormalisation of forms
In this section, we introduce notation and basic properties for Dirichlet forms and associated
renormalisation maps on uniform finitely ramified graphs. To begin with, let Q be the set of
Q = (Qij)i,j∈IFix such that
Qij = Qji, ∀i, j ∈ IF ix,
∑
j∈IFix
Qij = 0, ∀i ∈ IF ix.
Observe that Q is a vector space, with an inner product (·, ·)Q given by
(Q,Q′)Q =
∑
j,k∈IFix
QjkQ
′
jk = Trace Q
tQ′, Q,Q′ ∈ Q.
Let Q+ = {Q ∈ Q : SQ(ξ, ξ) ≥ 0 for any ξ ∈ l(IF ix)}, where
SQ(ξ, ξ) = −
∑
i,j∈IFix
Qijξiξj =
1
2
∑
i,j∈IFix
Qij(ξi − ξj)2,
and we define l(A) = {f : A→ R} for a set A. Set
‖Q‖2 = sup
ξ∈l(IFix)
SQ(ξ, ξ)∑
i∈IFix
ξ2i
.
Note that c1‖Q‖2 ≤ (Q,Q)Q ≤ c2‖Q‖2 for all Q ∈ Q+. Let
QM := {Q ∈ Q : Qij ≥ 0,∀i, j ∈ IF ix, i 6= j},
Int(QM ) := {Q ∈ Q : Qij > 0,∀i, j ∈ IF ix, i 6= j},
Qirr := {Q ∈ QM : SQ(ξ, ξ) = 0⇔ ξ is constant}.
Note that Int(QM ) ⊂ Qirr ⊂ QM ⊂ Q+. Take Q∗ ∈ Int(QM ), and let
Θ+ := C(Ξ+,Q+), ΘM := C(Ξ+,QM ), Θirr := C(Ξ+,Qirr).
Then Θ+ and ΘM are convex cones. For any θ ∈ Θ+, define Sˆθ by
Sˆθ(u, u) =
1
2
∑
η∈Ξ+
Sθ(η)(u(π([η, ·])), u(π([η, ·]))), u ∈ L2(Vˆ , µˆ0),
where µˆ0 is the counting measure on Vˆ . If θ ∈ ΘM , then Sˆθ is a Dirichlet form on L2(Vˆ , µˆ0). So,
there is an associated Markov process ((Xθt )t≥0, (P
θ
x )x∈Vˆ ). We introduce an order relation ≤ in
Θ+ as follows:
θ ≤ θ′ if Sˆθ(u, u) ≤ Sˆθ′(u, u) for all u ∈ L2(Vˆ , µˆ0).
The norm on Θ+ is given by ‖θ‖2 = supu∈L2(Vˆ ,µˆ0) Sˆθ(u, u)/‖u‖2L2(Vˆ ,µˆ0).
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We now define the renormalisation map Φ¯. For any θ ∈ Θ+, let Sˆ(1)θ : L2(Vˆ , µˆ0)→ [0,∞) be
given by
Sˆ
(1)
θ (u) = inf{Sˆθ(v, v) : v ∈ L2(Vˆ , µˆ0), v(βx) = u(x), x ∈ Vˆ }.
By the self-similarity of Fˆ , there is a renormalisation map Φ¯ : Θ+ → Θ+ defined by setting
Sˆ
(1)
θ (u) = SˆΦ¯(θ)(u, u) for all θ ∈ Θ+ and u ∈ L2(Vˆ , µˆ0). Let ι : Q+ → Θ+ be such that
ι(Q)(η) = Q for all η ∈ Ξ+ and Q ∈ Q+. Define a renormalisation map Φ˜ : Q+ → Q+ as
Φ˜(Q) = Φ¯(ι(Q))(η) for η ∈ Ξ+. Note that it is independent of the choice of η ∈ Ξ+. By
Schauder’s fixed point theorem, we know that there exists Q∗ ∈ QM (with (Q∗)ij > 0 for some
i 6= j) and ̺Q∗ > 0 such that Φ˜(Q∗) = ̺−1Q∗Q∗. Henceforth, we assume the following.
Assumption 6.6. (1) For each Q ∈ Qirr, there exists n0 = n0(Q) ∈ N such that Φ˜n(Q) ∈
Int(QM ) for all n ≥ n0.
(2) There exists Q0 ∈ Int(QM ) and ̺Q0 > 0 such that Φ˜(Q0) = ̺−1Q0Q0.
In the following, we take one Q0 ∈ Int(QM ), as given by Assumption 6.6(2), and fix it.
Remark 6.7. (1) It is known that ̺Q0 > 0 is uniquely determined, i.e. if Q1, Q2 ∈ Qirr satisfy
Φ˜(Qj) = ̺
−1
Qj
Qj (j = 1, 2) with ̺Q1 , ̺Q2 > 0, then ̺Q1 = ̺Q2 = ̺Q0 . In the class of fractal graphs
we consider, we can prove ̺Q0 > 1 (see [30], for example).
(2) Every nested fractal satisfies Assumption 6.6.
Under Assumption 6.6, we set Φ = ̺Q0Φ¯ : Θ+ → Θ+, Φˆ = ̺Q0Φ˜ and SˆΦθ (u) = ̺Q0SˆΦ¯θ (u) for
u ∈ L2(Vˆ , µˆ0).
6.2.3 Homogenisation of forms
In this subsection, we will describe the homogenisation of the discrete Dirichlet forms associated
with the random conductance model on u.f.r. fractals, see Theorem 6.11 for the main result.
First, we give some further definitions for later use. Let V0 = {ai : i ∈ IF ix}. For Q∗ ∈ Int(QM ),
k ∈ I, we define a matrix Ak,Q∗ ∈ l(I2F ix) by setting
(Ak,Q∗)ij = P
Q∗
Ψk(ai)
(
X1τV0
= aj
)
,
where X1 is a discrete time Markov chain on V1 whose transition probabilities are determined by
the Dirichlet form obtained by placing a copy of Q∗ on each 1-cell, and τV0 = inf{n ≥ 0 : X1n ∈ V0}.
Then, it is easy to see that the following holds for u.f.r. graphs; 0 < (Ak,Q∗)ij < 1 if k 6= i and
(Ak,Q∗)kj = δkj.
We now define a liberalisation of the renormalisation map around the fixed point Q∗. For any
θ ∈ Θ+ and Q∗ ∈ Int(QM ) with Φˆ(Q∗) = Q∗, define
Sˆ
(2)
θ (u) = ̺Q0Sˆθ(v, v) for u ∈ L2(Vˆ , µˆ0),
where v ∈ L2(Vˆ , µˆ0) satisfies v(βx) = u(x), x ∈ Vˆ , and v is Q∗-harmonic on Vˆ \ βVˆ , i.e.,
v(π([η · i, j])) =
∑
k∈IFix
(Ai,Q∗)jku(π([η, k])) for i ∈ I, j ∈ IF ix.
Here η · i ∈ Ξ+ is given by (η · i)n = ηn−1, n ≥ 2 and (η · i)1 = i. It is easy to see that
Sˆ
(2)
θ (u) = SˆHQ∗(θ)(u, u) for all θ ∈ Θ+ and u ∈ L2(Vˆ , µˆ0), where
HQ∗(θ)(η) = ̺Q0
∑
k∈I
tAk,Q∗θ(η · k)Ak,Q∗ .
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Similarly, we define a linear map HˆQ∗ : Q+ → Q+ by HˆQ∗(Q) = ̺Q0
∑
k∈I
tAk,Q∗QAk,Q∗. Note
that HˆQ∗(Q∗) = Q∗. The following properties of Φ and HQ∗ are easy, but important. Note that
the corresponding results hold for Φˆ.
Lemma 6.8. Let Q∗ ∈ Int(QM ) satisfy Φˆ(Q∗) = Q∗ and θ, θ′ ∈ Θ+.
(1) If θ ≤ θ′, then Φ(θ) ≤ Φ(θ′), HQ∗(θ) ≤ HQ∗(θ′) and Φ(θ) ≤ HQ∗(θ).
(2) For a, b ≥ 0, Φ(aθ + bθ′) ≥ aΦ(θ) + bΦ(θ′) and HQ∗(aθ + bθ′) = aHQ∗(θ) + bHQ∗(θ′).
We are now ready to introduce a probability measure P on ΘM to describe our random
conductance model in this setting. In particular, we now write θ for a ΘM -valued random variable,
and suppose that, underP, the elements (θ(η))η∈Ξ+ are independently identically distributedQM -
valued random variables such that C1Q0 ≤ θ(η) for η ∈ Ξ+. Note that in [34, 35] it was assumed
that P({θ ∈ ΘM : C1Q0 ≤ θ(η) ≤ C2Q0, for η ∈ Ξ+}) = 1 for some C1, C2 > 0. Here we do not
assume such a uniform ellipticity condition from above. We note the following further property
of Φ:
E(Φ(θ)) ≤ Φ(E(θ)), (52)
where the expectation is taken for each element of the matrix in QM .
Let Φn be the n-th iteration of Φ. We make the following further assumption, which is possible
to verify in the case of nested fractals when the distribution of the individual conductances does
not have too heavy a tail at infinity.
Assumption 6.9. There exists n0 ∈ N such that
E
[
(Φn0(θ)(η)ij)
2
]
<∞, ∀i, j ∈ IF ix, η ∈ Ξ+.
Note that under Assumption 6.9 we have, for all i 6= j ∈ IF ix, η ∈ Ξ+,
E[Φn0(θ)(η)ij ] ≤ (E[(Φn0(θ)(η)ij)2])1/2 <∞,
so by (52), E[Φn(θ)(η)ij ] < ∞ for all i 6= j ∈ IF ix, η ∈ Ξ+, n ≥ n0. We next give a sufficient
condition for Assumption 6.9 to hold. For x, y ∈ Vn, define
hn(x, y) = min{k : K1, · · ·Kk are n-cells, x ∈ K1, y ∈ Kk,Ki ∩Ki+1 6= ∅,∀i = 1, . . . , k − 1}.
Proposition 6.10. Suppose that there exists n0 ∈ N such that minx,y∈V0,x 6=y hn0(x, y) ≥ 2.
Suppose also that the law of θ(η)ij has at most polynomial decay at infinity for all i 6= j ∈ IF ix,
η ∈ Ξ+, namely there exists c1, γij > 0 such that P(θ(η)ij ≥ s) ≤ c1s−γij . Then Assumption 6.9
holds. In particular, Assumption 6.9 holds for nested fractal graphs if the law of the random
conductances has at most polynomial decay at infinity.
Proof. First, suppose we have two edges with conductance ω1, ω2 such that P(ωi ≥ s) ≤ cis−γi
for i = 1, 2. If the edges are connected in parallel, then the effective conductance is ω1 + ω2,
which satisfies
P(ω1 + ω2 ≥ s) ≤ P(ω1 ≥ s/2) +P(ω2 ≥ s/2) ≤ 2(c1 ∨ c2)s−γ1∧γ2 , ∀s ≥ 1. (53)
Similarly, connect the two conductances in series, and assume that ω1 and ω2 are independent.
Then the effective conductance is (ω−11 + ω
−1
2 )
−1, and we have
P((ω−11 + ω
−1
2 )
−1 ≥ s) = P(ω−11 + ω−12 ≤ s−1)
≤ P(ω−11 ≤ s−1)P(ω−12 ≤ s−1)
≤ c1c2s−γ1−γ2 , ∀s ≥ 1. (54)
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Next, note that by the assumption we have minx,y∈V0,x 6=y hln0(x, y) ≥ 2l for all l ≥ 1. Let
ai ∈ V0 be the fixed point of Ψi. Consider the network on βln0Vln0 and fix ai 6= aj ∈ V0. Define
Hm = {z ∈ βln0Vln0 : hln0(ai, β−ln0z) = m} for 1 ≤ m ≤ hln0(ai, aj) − 1, and Hhln0(ai,aj) =
{z ∈ βln0Vln0 : hln0(ai, β−ln0z) ≥ hln0(ai, aj)}. Now short all the vertices that are in the same
Hm for 1 ≤ m ≤ hln0(ai, aj), and let Cij be the effective conductance between ai and aj for
the induced network. By Rayleigh’s monotonicity principle for electric networks, we see that
Φln0(θ)(η)ij ≤ Cij, where η = (1, 1, 1, . . . ). Applying (53) and (54) repeatedly, we see that C2ij
is integrable when l is large enough. Therefore Assumption 6.9 holds in this case. Finally, note
that the condition minx,y∈Vˆ0,x 6=y hn0(x, y) ≥ 2 holds for nested fractal graphs due to [37, Lemma
(2.8)], so the last assertion holds.
We are now ready to state the main result of this section.
Theorem 6.11. Under Assumptions 6.6 and 6.9, there exists QP ∈ Int(QM ) such that, for all
η ∈ Ξ+,
QP = lim
n→∞
Φn(θ)(η), in L1(QM ,P). (55)
The rest of this subsection is devoted to proving Theorem 6.11. The next proposition is a
restricted version of the result by Peirone [42], whose original ideas come from Sabot [43]; see [34,
Appendix A] for the proof.
Proposition 6.12. Under Assumption 6.6, for each M ∈ Qirr, there exists QM ∈ Int(QM ) such
that QM = limn→∞ Φˆ
n(M).
The next lemma is an adaptation of [35, Lemma 4.1], but the proof requires serious modifica-
tion from the latter work to cover our more general setting. We denote by HnQ∗ the n-th iteration
of HQ∗.
Lemma 6.13. Let Q∗ ∈ Int(QM ) satisfy Φˆ(Q∗) = Q∗. Under Assumption 6.9, there exist c1 > 0
and 0 < ε < 1 such that
E[‖HnQ∗(Φn0(θ))(η)−HnQ∗(E[Φn0(θ)])(η)‖2] ≤ c1(1− ε)n, ∀η ∈ Ξ+, n ≥ 1. (56)
In particular, it P-a.s. holds that
lim
n→∞
‖HnQ∗(Φn0(θ))(η) −HnQ∗(E[Φn0(θ)])(η)‖ = 0, ∀η ∈ Ξ+.
Proof. Let the left hand side of (56) be f(n, η) and set θ′ = Φn0(θ). Further, let
θ
′(1)
i1,··· ,in
(η) = tAin · · · tAi1θ′(η · i1 · · · · in)Ai1 · · ·Ain ,
θ
′(2)
i1,··· ,in
(η) = tAin · · · tAi1E[θ′(η · i1 · · · · in)]Ai1 · · ·Ain ,
θ′i1,··· ,in(η) = θ
′(1)
i1,··· ,in
(η)− θ′(2)i1,··· ,in(η),
where we set Ai := Ai,Q∗ . Then we have
f(n, η) ≤ c̺2nQ0E

Trace



 ∑
i1,··· ,in
θ′i1,··· ,in(η)


2



= c̺2nQ0
∑
i1,··· ,in
E
[
Trace
[(
θ′i1,··· ,in(η)
)2]]
= c̺2nQ0
∑
i1,··· ,in
(
E
[
Trace
[(
θ
′(1)
i1,··· ,in
(η)
)2]]
− Trace
[(
θ
′(2)
i1,··· ,in
(η)
)2])
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≤ c̺2nQ0
∑
i1,··· ,in
E
[(
Trace θ
′(1)
i1,··· ,in
(η)
)2]
,
where the first equality is because θ′i1,··· ,in(η) and θ
′
j1,··· ,jn
(η) are independent (because of the
finitely ramified property) and mean zero for (i1, · · · , in) 6= (j1, · · · , jn), and the last inequality
is because Trace (B2) ≤ (Trace B)2 for any non-negative definite symmetric matrix B.
Set A = (aij) = Ai1 · · ·Ain , (xij) = θ′(η · i1 · · · · in). Then we have
(θ
′(1)
i1,··· ,in
(η))ij =
∑
k,l
akialjxkl = −1
2
∑
k,l:k 6=l
(aki − ali)(akj − alj)xkl,
because xll = −
∑
k:k 6=l xkl. Thus, denoting Q∗ = (q∗)ij , we have
E
[(
Trace θ
′(1)
i1,··· ,in
(η)
)2]
= E



−1
2
∑
i
∑
k,l:k 6=l
(aki − ali)2xkl


2

=
1
4
∑
i
∑
k,l:k 6=l
∑
i′
∑
k′,l′:k′ 6=l′
(aki − ali)2(ak′i′ − al′i′)2E[xklxk′l′ ]
≤ 1
4
∑
i
∑
k,l:k 6=l
∑
i′
∑
k′,l′:k′ 6=l′
(aki − ali)2(ak′i′ − al′i′)2(E[x2kl])1/2(E[x2k′l′ ])1/2
=
1
4

∑
i
∑
k,l:k 6=l
(aki − ali)2(E[x2kl])1/2


2
≤ c1

∑
i
∑
k,l:k 6=l
(aki − ali)2(q∗)kl


2
,
where the last inequality is because there exists c∗ > 0 such that E[(Φ
n0(θ)(η)ij)
2] ≤ c∗ for all
i, j ∈ IF ix, which is due to Assumption 6.9. In particular, we obtain that
f(n, η) ≤ c2̺2nQ0
∑
i1,··· ,in
{Trace tAin · · · tAi1Q∗Ai1 · · ·Ain}2.
Now, from the proof of [37, Proposition (5.5)], we have
̺nQ0
tAin · · · tAi1Q∗Ai1 · · ·Ain ≤ (1− ε)nQ∗
for some 0 < ε < 1. (Note that in [37] it is assumed that
∑
k 6=i
tAkAk is strictly positive for all i,
but this assumption is satisfied in our setting; see [37, Proposition (7.2)].) Combining this with
HˆQ∗(Q∗) = Q∗, we obtain
f(n, η) ≤ c′∗(1− ε)n(Trace Q∗)2 ≤ c1(1− ε)n.
Proof of Theorem 6.11. Let φm = E[Φ
m+n0(θ)(η)] (φm is independent of η). By Assumption 6.9
and Proposition 6.12, for each m ∈ N, there exists Qm ∈ Int(QM ) such that limn→∞ Φˆn(φm) =
Qm and Φˆ(Qm) = Qm. On the other hand, similarly to (52) we see
Φˆn(φm) ≥ φn+m ∀m,n ∈ N ∪ {0}, (57)
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so that Qm ≥ Qn+m. Denote the limit of (Qm)m≥0 by Q+; then Φˆ(Q+) = Q+. (Note that
Q+ ∈ Int(QM ) due to Assumption 6.6(1) and the assumption P({θ ∈ ΘM : C1Q0 ≤ θ(η) for
η ∈ Ξ+}) = 1.) For any ε > 0, there exists Nε ∈ N such that
(1 + ε)Q+ ≥ φm ∀m ≥ Nε. (58)
Indeed, if this does not hold, then because there exists C∗ > 0 such that (φm)ij ≤ C∗ for all
i 6= j ∈ IF ix and all m ∈ N, there exists a subsequence (lj)j≥0 such that φlj ≥ (1 + ε)Q+ and
limj→∞ φlj =: φ¯ exists. On the other hand, by (57), we have Φˆ
lj′−lj (φlj ) ≥ φlj′ for all j′ ≥ j so
that Q+ ≥ φ¯, which is a contradiction. By the definition of Qm, for each m and ε > 0, there
exists Lm,ε such that (1 − ε)Qm ≤ Φˆn(φm) for all n ≥ Lm,ε. Combining these facts and noting
HˆnQ+(φm) ≥ Φˆn(φm), we have
(1− ε)Q+ ≤ HˆnQ+(φm) ≤ (1 + ε)Q+ ∀n ≥ Lm,ε,m ≥ Nε. (59)
On the other hand, by Lemma 6.13, we have P-a.s. that
lim
n→∞
‖HnQ+(Φm+n0(θ))(η) − HˆnQ+(φm)‖ = limn→∞ ‖H
n
Q+(Φ
m+n0(θ))(η) −HnQ+(ι(φm))(η)‖ = 0
for all η ∈ Ξ+, m ≥ 0. Since HnQ+(Φm+n0(θ))(η) ≥ Φn+m+n0(θ)(η), we see that the following
holds P-a.s.: for some N ′ε,η ∈ N,
(1 + ε)Q+ ≥ Φm+n0(θ)(η), ∀η ∈ Ξ+,m ≥ N ′ε,η. (60)
We now establish some more properties of HˆQ+. It is easy to see supn |||HˆnQ+ ||| < ∞, where
|||HˆnQ+ ||| := supQ∈QM ,‖Q‖=1 ‖HˆnQ+(Q)‖, see [35, Lemma 4.3]. Using this, we see that the size of
each Jordan cell corresponding to the largest eigenvalue of HˆQ+ is 1. We thus obtain that there
exists an orthogonal projection P0 : QM → QM so that for each k ∈ N, there exists nk ∈ N such
that
|||HˆnkQ+ − P0||| ≤ 2−k. (61)
By (59) and (61), we have φm ≥ P0φm ≥ (1− ε)Q+ for all m ≥ Nε. Together with (58), we have
lim
n→∞
φn = Q+. (62)
Now, by Fatou’s lemma and (62),
E
[
lim sup
n→∞
SΦn(θ)(η)(u, u)
] ≥ lim sup
n→∞
Sφn(u, u) = SQ+(u, u), (63)
for all η ∈ Ξ+, u ∈ l(Vη), where Vη := {π([η, i]) : i ∈ IF ix} is a 0-cell whose address is η. (Note
that we can use Fatou’s lemma thanks to (60).) By (60) and (63), we have
lim sup
n→∞
SΦn(θ)(η)(u, u) = SQ+(u, u),
P-a.s. for all η ∈ Ξ+, u ∈ l(Vη). Applying [35, Lemma 4.2] with Yn = SΦn(θ)(η)(u, u) and
Y = SQ+(u, u) (note that supnE[Y
2
n ] <∞ due to Assumption 6.9), we have
lim
n→∞
E
[|SΦn(θ)(η)(u, u) − SQ+(u, u)|] = 0, ∀η ∈ Ξ+, u ∈ l(Vη).
Since l(Vη) is finite dimensional, we obtain (55) where QP = Q+.
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6.2.4 Application to the random conductance model
We are now ready to explain the application of the homogenisation results of the previous section
to the random conductance model; see Proposition 6.17 for the main result. For the setting, we
recall the graphs (Vn, En), and the associated counting measure µn, from Section 6.2.1. We further
suppose each graph is equipped with a collection of random conductances (ωne )e∈En such that the
conductances within each n-cell, (ωne )e⊆Ψi1,...,in(V0), are independent, and identically distributed as
(ω0e)e∈E0 (and built on a probability space with probability measure P). The associated random
resistance metric will be denoted by Rωn .
Note that this family of random graphs can be coupled with the framework of the previous
section. In particular, suppose that (θ(η)ij)
IF
i,j=1 is distributed as (ω
0
ai,aj )
IF
i,j=1, independently
for each η. Then we easily see that the random weighted graph (Vn, En, ω
n) is identical in
distribution to that given by the conductances associated with θ on βnVn ⊆ Vˆ . We will fix this
identification throughout the section, and typically suppose that Assumptions 6.6 and 6.9 are
satisfied accordingly. This means that we can define the QP for which the conclusion of Theorem
6.11 holds.
We next describe the limiting object. First, let Rn be the resistance metric on Vn induced
by placing conductances according to QP along edges of n-cells, i.e. setting the conductance
from Ψi1,...,in(ai) to Ψi1,...,in(aj) to be (QP)ij . From the fact that Φˆ(QP) = QP, it follows that
there exists a resistance metric R on V∗ := ∪n≥0Vn defined by setting R := ̺−nQ0Rn on Vn, where
̺Q0 > 1 is the scaling factor given by Assumption 6.6. Moreover, by [30, Theorems 2.3.10 and
3.3.4], taking the completion of the metric space (V∗, R) yields a resistance metric R on the
u.f.r. fractal F , which is topologically equivalent to the Euclidean metric. It is moreover an
elementary exercise to check that N−nµn → µ, where µ is the (unique up to a constant multiple)
self-similar measure on F , placing equal weight on each 1-cell; this measure is non-atomic and
has full-support. We observe that, for any ρn ∈ Vn such that ρn → ρ (with respect to R, or
equivalently the Euclidean metric), we have that (Vn, anRn, bnµn, ρn) → (F,R, µ, ρ) in Fc with
respect to the Gromov-Hausdorff-vague topology for an = ̺
−n
Q0
, bn = N
−n. We moreover note
that (Vn, anRn, bnµn, ρn)n≥1 satisfies UVD (see [26, Lemma 3.2]).
As in Section 6.1, to get from the convergence of the previous paragraph to the convergence
of the VSRW associated with the random conductances (ωne )e∈En , we need to establish the con-
vergence of the random metric Rωn . This is the aim of the following lemma.
Lemma 6.14. Suppose Assumptions 6.6 and 6.9 hold, and that the conductances (ω0e)e∈E0 are
uniformly bounded from below (i.e. there exists a constant c > 0 such that ω0e ≥ c, P-a.s.). Then
it is the case that in P-probability
sup
x,y∈Vn
an |Rωn(x, y)−Rn(x, y)| → 0.
Proof. Translating Theorem 6.11 into the present notation, and noting that, for a finite network,
convergence of edge conductances implies convergence of the resistance metric (cf. the proof of
Lemma 3.3), we obtain for any x, y ∈ V∗ that, in P-probability, anRωn(x, y)→ R(x, y). Moreover,
the fact that conductances are uniformly bounded below implies that there exists a constant c1
such that Rωn ≤ c1Rn, P-a.s. From these two facts, one can deduce the result by following the
argument of Lemma 6.2.
To prove convergence of the CSRW to the α-FIN diffusion, we introduce the random time-
change measures νn, as given by νn({x}) =
∑
e∈En: x∈e
ωne . In Lemma 6.16, we will prove con-
vergence to the limiting FIN measure ν, again obtained from a Poisson process on (0,∞) × F
with intensity αv−1−αdvµ(dx), under the following assumption. We note, in this setting, it makes
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sense to state convergence results with respect to the original Euclidean topology, since the ob-
jects already have a natural (non-isometric) embedding there. Moreover, we observe that the
assumption is satisfied for i.i.d. edge weights, each with tails satisfying the same distributional
asymptotics.
Assumption 6.15. There exists a constant c > 0 such that the random conductance distribution
satisfies
P

∑
e∈E0
ω0e > u

 ∼ cu−α
for some α ∈ (0, 1).
Lemma 6.16. Suppose Assumption 6.15 holds, then there exists a constant c0 > 0 such that
c−10 b
1/α
n νn → ν in distribution with respect to the weak topology for finite measures on Rd.
Proof. The proof is again similar to the tree case (Lemma 6.3). In particular, it is an easy
exercise to check that there exists a constant c0 > 0 such that, for any i1, . . . , im ∈ {1, . . . , N},
b
1/α
n νn(Ψi1,...,im(F )) → c0ν(Ψi1,...,im(F )) in distribution. From this, the result again follows from
[28, Theorem 16.16].
From Lemmas 6.14 and 6.16, we are able to prove the main result of this section by a similar
argument to the proof of Proposition 6.4; we thus state it without proof. We write PVSRWnx for the
annealed law of the VSRW Xn,ω on the graph Vn with conductances ω
n, started from x. (Note
that in Proposition 6.4 convergence of VSRW is shown P-a.s., but here we have only annealed
convergence since the convergence in Theorem 6.11 is in the L1-sense.) We write PCSRWnx for
the annealed law of the corresponding CSRW Xn,ω,ν . We write Px for the law of the Brownian
motion on (F,R, µ) started from x, and PFINρ is the annealed law of the associated α-FIN diffusion,
defined as in Section 5.
Proposition 6.17. Suppose Assumptions 6.6 and 6.9 hold, and that the conductances (ω0e)e∈E0
are uniformly bounded from below. It is then the case that
P
VSRWn
ρn
((
Xn,ωt/anbn
)
t≥0
∈ ·
)
→ Pρ
(
(Xt)t≥0 ∈ ·
)
weakly as probability measures on D(R+,R
d). Moreover, if Assumption 6.15 also holds, then
P
CSRWn
ρn
((
Xn,ω,ν
c0t/anb
1/α
n
)
t≥0
∈ ·
)
→ PFINρ
(
(Xνt )t≥0 ∈ ·
)
weakly as probability measures on D(R+,R
d).
Example 6.18. To continue with the example of the Sierpin´ski gasket graphs from previous
sections, one can also apply Proposition 6.17 for this collection. In particular, assuming that the
conductances are uniformly bounded below and have at most polynomial decay at infinity, we
know that nested fractals satisfy both Assumption 6.6 and 6.9, and so we obtain the annealed
convergence of the VSRW on the Sierpin´ski gasket graphs as at (8). Moreover, if it is further the
case that the tail behaviour at infinity of the conductances satisfies Assumption 6.15, then we
also have the annealed convergence of the CSRW as at (9).
Remark 6.19. When Eω0e < ∞ for each e ∈ E0, one obtains in place of Lemma 6.16 (via
the same argument) that there exists a constant c0 such that c
−1
0 bnνn → µ. Consequently, if
Assumption 6.15 is replaced by the assumption of finite first moments, then one can check the
annealed limit of the CSRW is Brownian motion, rather than the FIN diffusion that appears in
the second statement of Proposition 6.17. A similar remark pertains to Proposition 5.4 and the
second statement of Proposition 6.4.
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