able to show that every p.i. algebra of characteristic zero satisfies a Capelli polynomial. Then he quotes [ 11, Theorem 31 to complete his proof. This approach does not seem to generalize to algebras of arbitrary characteristics due to the strong dependence of [ 11, Theorem 31 and the theory of representations of Z, on the char F = 0 assumption.
Using a result of [9, Theorem lo], we obtain the following important corollary.
COROLLARY. Let R = F{x, ,..., xk} be a p.i. algebra, F a central subfield. Then, R is an homomorphic image of the fmitely generated ring of n x n generic matrices. FC(, ,..., &I, for some n.
The best previously known result concerning the nilpotency of the radical is the following (due in this form to Schelter):
THEOREM [ll; 12, pp. 214-215; 141. Let R =A(x ,,..., xk} be ap.i. ring, A a central noetherian subring. Suppose that R satisfies all the polynomial identities of M,(Z), for some n. Then, N(R) is nilpotent.
The structure of this paper is as follows.
Section 0 is devoted to preliminary material. In Section 1 we prove a theorem on T-ideals, generalizing a theorem of Razmyslov [ 11, Theorem 31 . Perhaps this section should be skipped in the first reading (although it is used in Section 2). The main results are proved in Section 2. Here we first prove the main theorem with the additional assumption Krull-dim(A) < co. This is done in Theorem 2.2. The affirmative solution to the open problem in [ 10, pp. 103 , 1861 already follows. The main theorem is proved in Theorem 2.5. This separation is done in order to clarify the inductive procedure which is much more easier in Theorem 2.2. In fact this is the sole difference between the two theorems. Finally, in the Appendix we reproduce a result of Latyshev, which we heavily use, together with a theorem of Shirshov on which it depends.
PRELIMINARIES
We shall use the following notations and conventions throughout this paper. Z(R) will denote the center of R and N(R) will denote the nil radical of R.
Throughout this work R = A (x, ,..., xk} will denote an associative, finitely generated p-i. ring, with 1, where /i is a central noetherian subring. Then by [ 10, p. 108, Corollary 2.41, N(R) = P, n ea. nP,, where (Pi} are the minimal prime ideals of R.
An instrumental tool in this investigation is the following: THEOREM 0.1 [8, Proposition 121 . Let R = A {x1 ,..., xk} be a p.i. ring satisfying a manic polynomial identity. Let I c N(R) be a two-sided ideal. Then, I is nilpotent provided I is finitely generated as a two-sided ideal.
Remark 0.2. (1) The statement of Proposition 12 in ]8] involves the assumption that II = F is a field and char F = 0. These restrictions are obviously superfluous. Indeed, Shirshov's theorem [ 16, Theorem 21 , which is the only external tool to be used in [8, Proposition 121 , is combinatorial in nature and is "characteristic free" (e.g., [ 12, p. 2061) . (See Appendix for a detailed explanation.) (2) By a manic polynomial we mean a polynomial at least one of whose coefficients is k 1. This is the only restriction in Shirshov's theorem [ 16, Theorem 2; 12, p. 2061 .
We use the notations R, z R[ l/L] to denote the localization of R by A E Z(R) (e.g., [ 12, p. 511) . Observe that 1 may be a zero divisor in R. In fact if v: R + R, denotes the obvious map r+ r e 1 PI then kerv= (xER IASx=O, for some s}.
We shall have cause to use Re 5 R 0, R', the enveloping algebra of R, where Z z Z(R). One has the following natural map: defined by vJ(JJ ai 0, bi) = 2 a, @,,1 b,. We have that kerv,= {xER'/ASx=O for some s}.
We also have a map 4: Re -+ Hom,(R, R), defined by {$(C ai 0, hi)}(x) = 2 a,xb,, for all x E R. It is easily verified that Q is a ring homomorphism.
(O,.: J(R)) denotes {d E Re 1 (x @ 1 -1 @ x")d = 0, for every x in R }. One has the following: 
Proo$
We prove (1) . By [6, Theorem 3.4, p. 521, R being Azumaya implies that R is a generator as a left R' module. Now, by [6, p. 53, line IO] this is equivalent to the fact that R'(0,: J(R)) = Re.
To prove (2) we use 4: Re + Hom,(R,R).
CUi@ by E (0,: J(R)), hence (r @ 1 -1 @ r")(C ai @ by) = 0 f or all r E R; equivalently C rui @ by = JJ ai@ (bir)', for all I E R. Apply Q to this equality and get {4(x rUi 0 by)}(x) = {#(C ai @ (b,r)')}(~), for all x E R; consequently 'CC 'ixbi) = CC UiXbi)r for all X, r E R. The proof of (3) appears in [4, Proposition 2.11. We repeat the reasoning for the sake of completeness. We shall show that [ (xy @ 1) 
Now, one argues by induction on the length of monomials in x1 ,..., xk that (l-0 1 -1 @ rO)d= 0 for each such monomial r (the first step of the induction is (xi @ 1 -1 @ xp)d = 0 for i = l,..., k). Now by linearity and the fact that /i c Z(R) we get that (r @ 1 -1 @ r")d = 0 for all r E R.
The next lemma is part of the folklore of p.i. ring theory.
LEMMA 0.4. Let R =A{xl ,..., xk} be a p.i. ring (A a central noetheriun subring). Suppose that R/I is a finite module over its center, and I is a twosided ideal in R.
Then I is a finitely generated two-sided ideal.
ProoJ Let zii ,..., U, be the generators of R/I over Z(R/I). Then Then I, c I, I, is a finitely generated two-dsided ideal in R. Also, R" z R/I, is a finite module over its central subring /i [ai,,, prj, i, j, t = l,..., m, r= 1 ,..., k]. Thus g is left and right noetherian and I/I, is a finitely generated two-sided ideal. Consequently, I is finitely generated.
COROLLARY 0.5. Let R = A{xl ,..., xk} be a p.i. ring satisfying a manic polynomial identity, A a central noetheriun subring.
Let I be a two-sided ideal such that (i) R/I is a finite module over Z(R/I); (ii) I c N(R).
Then, I is a nilpotent ideal.
Proof
We apply Theorem 0.1 and Lemma 0.4. Q.E.D.
We now make two additional definitions. Firstly, by p.i.d.(R) we denote the minimal number n (if it exists), such that R satisfies all the identities of n x n matrices (M,(Z)) over Z. We also write p. (1) We may and shall assume without further notice that P(X, ,..., X,), the identity which R satisfies, is multilinear in X, ,..,, X,. is invertible in R. In fact, adding a new variable t and taking n = t, one verifies that R G R [t] E R[t, I/<], since < is regular in R [t], and it sufices to prove the theorem for the latter ring.
A GENERALIZATION OF A THEOREM OF RAZMYSLOV
Let F, be the free algebra generated by u1 ,..., ak, x1 ,..., x, over A. Let A {a, ,..'> ak} =A, be the free subalgebra of F,, generated by a,,..., ak, and Z = Z(A), the center of A. Recall the mth Capelli polynomial:
We add to A az 1 E A az A0 new centralizing indeterminates {t,(h) 1 i = l,..., m,hEA}.
Let B=(A@, l){t,(h)li= l,..., m,hEA}. Let L= span, {d,(x, ,..., x, , y. ,..., y,) 1 yj E A, is a monomial, j = 0 ,..., m }.
We now regard L c F, as a left B module via the following action: This last definition is best motivated by adding a new variable 1 to F,, and realizing that (ii) is obtained by computing the coefficient of A"-' in the following equality:
which is actually equivalent to (ii).
We next prove the following identity. We have now the following:
Then, L is a left B module.
Proof
Clearly, by (i), (iii), and (ii),
then one shows that L is closed under the action of the generators of B = (A oz l){ti(h) / h E A, i = l,..., m}.
Remarks.
(1) If I= 1, m=n2, then
i=l which already appears in [ 11, p. 2011 . (2) For the motivation of (ii) and (ii') with m = z2, we refer to ]I, (2.4), (2.511.
We assume now that m = 7~' and by using (ii'), one readily checks that Each one of these identities is u polynomial identity of M,(Z).
Proof. Let J be the ideal in B = (A @ l){t,(h) 1 h E A, i= l,..., rr'} generated by {[t,(h), t,(h') ] i, j = I,..., rc*, h, h' E A} and by {(h @ 1)"' -t,(h)(h 0 l)n*-l + ..a f t,,(h) 1 .., 7cL, h E A, and each element h @ 1 E A @ 1 is integral over z(g) with bounded degree x2. Consequently, A @ 1 satisfies a p.i. of degree 1 + 2 + ... + (n* + 1) = e (e.g., [ 10, p. 181) . Let B' = (A @ l){t,(h) 1 i = l,..., r*, h is a monomial of length <e); then B//B' n J is a finite module over its noetherian center by Shirshov's theorem [ 12, p. 2061 , and so its nil radical is nilpotent. Now, since v,(B') G N(B'/B' n J) for some c, there exists t such that V@') G J, and therefore V$I @ 1) c J. Consequently, COROLLARY 1.3. Let R =A@;,..., a;} be a ring (A c Z(R), 3n E A, ni<j (n' -vi) is invertible) satisfying the identities fzl, g (of M,(Z)).
Then, there exists c such that V:(R) V(d,,) = {0} for some t, where V,(R) is the ideal in R, generated by all the evaluations of the identities of M,(Z), and V(d,J is the ideal in R generated by all the evaluations of dz*.
ProoJ
There exists an epimorphism rp from F,* onto R, so, by Theorem 1.2 we get Vi(rp(A)) . 9(L) c 9(V) = {O}. Now we use 9(L) = Wnz), V,(9(A)) = V,(R). We shall restrict attention to the following set:
r= {(z(S), d(S)) 1 S = A{ y ,,..., yk}, 1 E S, S is a ring satisfying P(X, ,..., Xd)}, where ( , ) denotes an ordered pair. We endow Z with a lexicographic order. One should observe that the set of elements in Z which is smaller than W), 4s)) ' f 't zs znz e, since d(S) < b < co by Lemma 0.6, and n(S) < co as well.
We shall argue, by way of contradiction, assuming that R is a counterexample to the theorem with a minimal ( Let f(X, ,..., si,,, Y1 ,..., v,) be the polynomial appearing in Theorem 0.7; then f(a, ,..., units) E P,+ 1 r7 -.e n P, for every a, ,..., anIts E R, since p.i.d.(R/P,) < 7c = n(R) for i = m + l,..., t. Also, [f(al ,..., u,~+J,_x~] E P, n a** n P, for Z= l,..., k, a ,,.,., units E R, sincef(X, ,..., x,,, Y, ,..., Y,) is a central polynomial on R/P, n . . . n P,. Consequently, Lf(uill Y..P uI,z+, ),x1] E N(R) for i ,,..., i,,,, E { l,..., g} and 1= l,..., k. (3) Let L be the two-sided ideal generated by the finite number of elements appearing in (2) and (3). Then, L is afinitely generated two-sided ideal in R, L c N(R), and by Theorem 0.1 L is nilpotent.
One further verifies that n(R/L) = II(R), d(R) = d(R/L), so we may argue on R/L E R. Now (2) implies that R"[ l/x] is a finitely generated module over its center, with generators u'; ,..., 6; ; where x denotes the canonical image of X E R in K. Combining this last fact with (3) and the multilinearity of s (X, T---Y Y,) we get that R"[ l/x] satisfies the identity [f(x, ,..., x,,, T 1 )...) T,), X] = 0. Now, Theorem 0.7 implies that a[ l/x] is an Azumaya algebra of constant rank 7~' over its center.
Starting again with fresh notations we may assume that
is an Azumaya algebra of constant rank x(R)', over its center. Now, by Proposition 2.1 there exists e such that A'R E Zb, + ..a + Zb,, where 2 = Z(R), bi E R, for i = l,..., h, and Zb, + *se + Zb, is a ring. We next show that given a finite number of identities of M,(Z), g, ,..., g,, we can assume that R satisfies g, ,..., g,. We prove it with g = g,, the extension to a > 1 is obvious. We may assume that g = g(X, ,...,X,) is homogeneous of degree a.
In the process of linearization of g we obtain a finite number of polynomials g = g(l), gc2),..., g"', where g"' is an identity of M,(Z) for Taking a = 2, g, = g, g, = fz2 as in Theorem 1.2. Then, the previous reasoning shows that we may assume that R satisfies the identities g, fnz.
Consequently, by Corollary 1. We also have the following important corollary. THEOREM 2.4. Let R = F{x, ,..., xk} be a p.i. ring, F a central subfield. Then, R satisfies all the identities of M,(H) for some n. Equivalently, R is an homomorphic image of the ring of n x n generic matrices F{t, ,..., &}.
Proof. We apply [9, Theorem lo] . Indeed, if F is infinite, then this is exactly a consequence of [9, Theorem lo] . If F is finite, let F be its algebraic closure; then R c R,-R @ 2, R, a p.i. ring, and by Theorem 2.3 its nil radical is nilpotent. Now, by [9, Theorem IO] RF satisfies all the identities of M,(Z) for some n (F is infinite) and consequently, so does R.
Before beginning the proof of Theorem 2.5, we should point out the difficulty in proving the general statement. Following the notations of Theorem 2.2, say P is a minimal prime containing 1 and p.i. Let G= {SIS=/i{y I ,..., yk j, 1 E S, S satisfies the identity P(x, ,..., x,,)}. We assume the truth of (*) for every S E G with n(S) 2 z(R). The case n(R) = 1 is easily checked as in Theorem 1.1. As in Theorem 2.2, let P, ,..., P, be the minimal prime ideals of R, satisfying p.i.d.(R/P,) = n(R), i = l,..., m. Let a 6? P, U . .. VP,, be finite sum of evaluations of f(X, ,..., Y,) (again, as Theorem 2.2), and let R, = R/RaR. Obviously z(RO) < z(R).
If 4Ro) I Oh we get by induction that
where Di is the image in R, of the evaluation pi ofS(x, ,..., 9,). Now (N(R) + RaR)/RaR c N(R,) and therefore So, we may assume that x(R,) = z(R) E 71. We use now a second induction in order to prove (*). More precisely, we prove for each 5' E G with n(S) = 7c, d(S) < 00 that (*) is valid, by induction on d(S). Let d(R) = 0 and a E R, be as above. Let P be a minimal prime ideal above a; then since P1 N(R) = flf=, Pi, P 3 P, for some s E l,..., 1. Also a E P\Ps implies that P +A? P,. Now, since d(R) = 0 we have that The remaining case is to show the validity of (*) for S E G with E(S) = z and d(S) = co. So we assume that d(R) = 00.
Let a, R,, Py',..., Pin",' be as before. We have n(R,) = n(R) = rt. Also, as before, for each i E {l,..., mo) there exists J' E (l,..., m} such that Pj"' $ Pj, p. Proof.
We regard A as being generated by a, ,..., ak, n ,,..., n, and let v, ,*.*, us, N be as in Theorem A.1 (with respect to these generators). Recall that length (vi) 6 d. We observe that some of the vI)s are in I.
Let M be the largest index of nilpotency of such vi)s. Let q = hdM + 1 and p = max(N, q). We shall show that Ip = {O}. Let w E Ip; then w is a monomial in a, ,..., ak, n, ,..., n, and by Theorem A. 1 w = U$ . . . vii; (length (w) > p > N). We have that p elements of n, ,..., n, (with repetitions) appear in w and therefore there exists a j such that v$ contains dM + 1 elements of n, ,..., n, (with repetitions) since p > sdM + 1. Thus length (vfv) > dM + 1. Also, since length (vii) <d we have that length (vi:) < dlij. konsequently I']> M. Now since vii E I we have that VT = 0 and therefore v?j = 0, implying that w = 0.
Q!E.D.
We next reproduce the proof of Theorem A.l, mainly because there is no available reference in English. In order to do so we use another Shirshov theorem 112, p. 2061. So we recall the basic definitions of the total ordering which are introduced on the free monoid generated by X, ,..., X, and 1. We specify that X, < X, < ... <X, and that u<l for any u#l, and u=xi, *. We prove now Theorem A. 1. We begin with:
The height of a monomial a with respect to a set of generators vi,..., v, is h if a = vi; -.. vi", and h is minimal.
We prove the theorem by induction on the lexicographic order described earlier (lifting the monomials to A {X, ,..., X,) and doing the induction there). = cude and by collecting initial subwords equal to u we may assume that a = cudle, d, > d and u does not appear in e as an initial segment. Thus, either length(e) > d and we can find an initial segment of e, b' length (b') < d which is nol an initial segment of u and then we take b = U, or length (e) < d and e is an initial segment of U, u = ee,. Hence a = cudle = ce(e, e)dl = ce(z4')d1, where u' = e,e. Observe that height (a) ,< height(ce) + 1. Now, if height (ce) < N then (a) < N, a contradiction. So height (ce) > N implying that length (ce) > N, and as before, we may assume that ce has a subword of the form (u")~, length (u") < d, a = c1(z4n)de2(u')d1.
Equivalently a = Cam%:, where in ei, U" does not appear as an initial segment, d, > d. As before, either e: has an initial segment b', length (b') < d and b' is not an initial segment of U" and we take b = u", or e: is an initial segment of u", length (e:) < d. So, U" = e:e, and a = c1 e:(u"')d2, where u"' = e3 ei . Now length(u"')d2 = length{ (U")d(U')dl} -length ei + length e, > length (~4')~~ + 1, since length (e:) < d.
Consequently, length (c,e:) < length(ce), and by continuing the process with c,ei we must stop after a finite step bounded by length (a). 
