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Résumé
Deux approches pour la décomposition parcimonieuse des signaux sont
étudiées.
L’une utilise des méthodes variationnelles avec une attache aux don-
nées l2 pénalisée par une norme mixte permettant de structurer la parci-
monie. Les fonctionnelles sont minimisées par des algorithmes itératifs dont
la convergence est prouvée. Les normes mixtes donnent des estimations par
des opérateurs de seuillage généralisés, qui ont été modiﬁés pour les localiser
ou introduire de la persistance.
L’autre modélise les signaux comme combinaisons linéaires parcimo-
nieuses d’atomes temps-fréquence choisis dans l’union de deux bases or-
thonormées, à coeﬃcients aléatoires. La distribution de ces coeﬃcients fait
intervenir deux niveaux d’aléa : leur valeur et leur position dans leur espace
temps-fréquence. L’étude des coeﬃcients d’analyse permet une estimation
des cartes temps-fréquence. La projection du signal sur ces cartes donne une
décomposition en deux couches plus un résidu.
9
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1
Introduction générale
«Les entités ne doivent pas être multipliées par delà ce qui est nécessaire»
Guillaume d’Occam
Le rasoir d’Occam, aussi appelé principe de parcimonie, consiste à privi-
légier la solution la plus simple (ce qui ne veut pas dire «simplette») comme
explication à un phénomène, avant d’envisager des théories complexes. Il
faut comprendre «solution simple» comme une solution faisant intervenir le
moins d’hypothèse possible pour expliquer une seule chose.
1.1 Quelques exemples courants
C’est ce principe que l’on va essayer de mettre en oeuvre pour expliquer
des signaux. Pour cela, encore faut-il savoir ce qu’on entend par «expliquer»
un signal. Prenons pour exemple un signal de musique. Une représentation
pratique et quasi-idéale serait la partition du morceau. Cette représenta-
tion contient une quantité d’information importante (comment jouer chaque
note, à quel rythme, pour chaque instrument), et permet de rejouer le mor-
ceau presque à l’identique. L’inconvénient de la partition est, que plus de
savoir la lire, il faut savoir la jouer.
Pour un mélomane non musicien, cette représentation n’est au ﬁnal pas la
panacée. Il préfèrera une autre représentation : les échantillons du signal en-
registré sur CD, la théorie de Shannon assurant une qualité d’écoute presque
parfaite1. Un inconvénient des enregistrements CD, est qu’ils prennent beau-
coup de place : un CD audio ne contient que 80 minutes de musique. Pour
un voyage de trois heures en TGV, cela nous oblige à apporter deux CD en
plus du lecteur (voire quatre, si l’on ne veut pas écouter la même chose au
retour). Aujourd’hui, on préfère ainsi souvent le stockage de la musique avec
le MP3 (ou encore AAC, OGG et autres formats2), qui permet de stocker
1On n’entrera pas ici dans les débats interminables sur la qualité d’un enregistrement
sur CD ou sur disque vinyle. . .
2On ne fera pas non plus de comparaison de qualité entre les diﬀérents formats de
compression, meme si le MP3 est tout de même mauvais par rapport aux autres existant
aujourd’hui.
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plusieurs centaines de morceaux de musique sur le même CD que précédem-
ment. Le principe de la compression MP3 est de ne garder que l’information
«essentielle» des signaux audio pour restituer une qualité d’écoute conve-
nable (c’est le principe de la compression avec perte).
On vient de voir en quelques lignes déjà trois façons diﬀérentes de repré-
senter le signal : la partition de musique, les échantillons numériques du CD
et la compression MP3. La partition explique la façon dont la musique est
jouée, les échantillons permettent de représenter l’évolution de la pression
de l’air qui transporte le signal audio, et le MP3 permet de en retenir que
l’information «utile» pour écouter de la musique, et ainsi économiser de la
place par rapport aux échantillons. Ainsi, en fonction de l’objectif ou du
problème qu’on se pose, la notion d’information n’est pas la même.
Cependant, dans tous les cas, on cherche à représenter le signal de la
façon la plus succincte possible. Dans cette thèse, on considérera de façon
assez générale l’approximation d’un signal, avec le moins d’éléments possible.
Si le but est la compression du signal, l’intérêt est immédiat. Mais cela
sert aussi pour l’analyse d’un signal. Reprenons l’exemple de la partition.
Imaginons qu’on veuille pouvoir rejouer un morceau qui nous plaît, mais
qu’on ne dispose que de son enregistrement. Comment retrouver la partition
facilement (sans avoir l’oreille absolue) ? Bien que le but de cette thèse ne
soit pas la transcription automatique, l’approximation parcimonieuse peut
être une piste judicieuse pour ce problème.
Maintenant l’intérêt de l’approximation parcimonieuse est posé, et que
l’on a souligné quelques diﬃcultés, nous allons donner quelques pistes, de
façon très générale.
1.2 Quelques idées générales
Aﬁn d’approximer au mieux un signal, on cherche en général un système de
représentation idoine. Nous avons déjà parlé des échantillons temporels. Ce-
pendant, cette représentation ne rend pas compte du contenu fréquentiel du
signal (le contenu fréquentiel étant l’information donnant la hauteur d’une
note jouée par un piano par exemple). L’idéal serait de connaître l’évolu-
tion du contenu fréquentiel au cours du temps (comme pour une partition
de musique). Il existe des représentations temps-fréquence, mais celles-ci
se heurtent malheureusement au principe d’incertitude d’Heinsenberg qui
empêche d’être précis à la fois en temps et en fréquence.
Reprenons un exemple musical pour illustrer cette limitation. Imaginons
un morceau joué par une guitare accompagnée d’une percussion. La per-
cussion est un signal qui est localisé en temps : on entend une succession
de frappes qui donnent le rythme, et il est très diﬃcile d’associer une note
précise à chaque frappe (même si les percussions paraissent plus ou moins
graves). C’est ce qui sera appelé un «transitoire». Il convient alors d’avoir
16
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un système assez précis en temps pour représenter les transitoires. À l’in-
verse, la guitare joue des notes qui se détachent, et qui sont parfaitement
audibles. C’est ce qui sera appelé l’information «tonale». Pour elle, il nous
faut un système précis en fréquence pour représenter les notes et leur évo-
lution au cours du temps. Sur cet exemple, la limitation due au principe
d’Heinsenberg est bien illustré : il va falloir faire un choix (diﬃcile !) entre la
précision temporelle et fréquentielle. On peut ensuite compliquer encore un
peu les choses, en remarquant que l’attaque d’une note à la guitare présente
un transitoire, puis qu’elle est suivie de l’information tonale.
Pour essayer d’apporter une solution à ce problème, une idée est de
considérer que le signal peut se décomposer en deux «couches» : une couche
tonale (avec essentiellement l’information fréquentielle) et une couche tran-
sitoire (avec essentiellement l’information temporelle). Le problème étant
alors de pouvoir identiﬁer ces deux couches.
En trois paragraphes, on voit que la représentation d’un signal devient
vite complexe. Une approche pourrait être de choisir plusieurs systèmes de
représentation diﬀérents (échantillons, fréquence, temps-fréquence avec dif-
férents choix de précisions en temps et en fréquence. . . ), puis de rechercher
l’information qui nous intéresse eﬀectivement. La diﬃculté devient : com-
ment chercher et sélectionner ce qu’on veut parmi la masse d’information ?
L’objet de ce travail est de proposer deux méthodes assez générales, aﬁn
de sélectionner, ou de trouver une représentation parcimonieuse, c’est à dire
concise, d’un signal dans un ensemble d’informations élémentaires (qu’on ap-
pellera atomes). Ces approches sont testées sur diverses applications, comme
la séparation d’un signal en couches transitoire et tonale, le débruitage, ou
encore la séparation de sources.
1.3 Organisation du document
Plutôt que d’écrire cette thèse en quelques gros chapitres, j’ai choisi de
la diviser en deux parties quasi-indépendantes (à première vue !), la troi-
sième regroupant la conclusion générale et les perspectives. En particulier,
on montrera comment la deuxième partie semble apporter une solution au
principal problème de la première. Elle contient également les annexes et
les références bibliographiques. Chaque partie contient plusieurs chapitres,
parfois assez brefs, ce qui permet de hiérarchiser le propos au maximum, et
ainsi faire ressortir les parallèles, ou au contraire de bien distinguer certaines
approches.
Le chapitre 2 permet de présenter le problème de façon générale, en fai-
sant le parallèle entre l’approche synthèse et l’approche analyse de l’approxi-
mation d’un signal. On y discute de la notion de parcimonie, des problèmes
que cela soulève. On eﬀectue aussi un état de l’art des approches les plus
populaires.
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La première partie aborde le problème de la régression parcimonieuse à
l’aide de normes mixtes qui sont un moyen simple de structurer l’informa-
tion. Ces normes mixtes sont utilisées dans une formulation variationnelle
pour approximer le signal. Cette approche fait intervenir une fonctionnelle
constituée d’un terme d’attache aux données ℓ2, pénalisée par une norme
mixte. On peut alors introduire de nouveaux «opérateurs de seuillage gé-
néralisés», qui permettent de sélectionner les coeﬃcients pertinents, en es-
sayant de tenir compte d’une certaine hiérarchie entre-eux. Ces opérateurs de
seuillage peuvent être utilisés dans des algorithmes itératifs, dont la conver-
gence vers le minimum de la fonctionnelle considérée est prouvée. Ces opé-
rateurs de seuillage peuvent aussi être modiﬁés aﬁn de corriger certaines
limitations des normes mixtes : on peut les localiser ou introduire de la per-
sistance. Cette partie repose sur les articles [Kow08, KT08b] pour les cha-
pitres sur la régression parcimonieuse à l’aide de norme mixte et le seuillage.
Les résultats en séparation de sources ont été publiés dans [KVG08].
La seconde partie modélise a priori les signaux comme combinaison li-
néaire parcimonieuse d’atomes temps-fréquence choisis dans l’union de deux
bases orthonormées, à coeﬃcients aléatoires. On suppose de plus qu’un si-
gnal x suit un modèle en couches additives du type x = x1+x2+ r où x1 et
x2 sont supposés admettre une décomposition parcimonieuse dans une base
(ou un repère) adaptée, et r un résidu ne pouvant pas être décrit de manière
parcimonieuse (tel un bruit blanc). On cherche donc à décomposer un signal
dans un dictionnaire construit comme l’union de deux bases, chacunes étant
adaptées à une caractéristique du signal. La distribution des coeﬃcients
fait intervenir plusieurs niveaux d’aléa, essentiellement leur valeur et leur
position dans leur espace temps-fréquence respectif. L’étude des coeﬃcients
d’analyse (i.e. le produit scalaire du signal avec les atomes temps-fréquence)
permet d’obtenir une estimation des cartes temps-fréquence par classiﬁca-
tion. Le signal peut ensuite être projeté sur ces cartes, aﬁn d’obtenir une
décomposition en deux couches plus un résidu. Les résultats théoriques et
pratiques de cette partie ont été publiés dans [KT08a].
On verra dans la conclusion générale comment les deux parties peuvent
se rejoindre, et aussi l’orientation des travaux futurs à plus ou moins courte
échéance qui suivront cette thèse.
Les démonstrations sont en règle générale dans le corps du texte, sauf
pour le chapitre 5 de la première partie. Dans ce chapitre, toutes les dé-
monstrations sont reportées à l’annexe C, pour ne pas casser le rythme de
lecture et faciliter ainsi l’enchaînement des idées.
Bien que ce travail repose beaucoup sur les transformations temps-
fréquence ou en ⋆-lettes, il n’y a pas de chapitre dédié à ces transformations.
On en rappellera le principe en temps voulu, et l’annexe B décrit briève-
ment la transformation MDCT beaucoup utilisée dans les applications. On
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pourra se reporter à [Mal98] pour une description précise des principales
transformations temps-fréquence ou en ondelettes.
Si les méthodes étudiées ont été testées sur des applications, ces dernières
sont surtout là pour illustrer l’intérêt des méthodes. Un travail spéciﬁque
devrait être fait si le but visé est vraiment l’application elle-même. Cepen-
dant, les résultats obtenus sont souvent très encourageants et motivent ce
travail supplémentaire (en particulier pour la séparation de source).
La conclusion générale décrit brièvement le rapprochement des deux par-
ties, en donnant les idées principales. Ce rapprochement demande un travail
précis qui sera une suite immédiate aux travaux eﬀectués dans cette thèse.
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2
Approximation
parcimonieuse à l’aide de
formes d’ondes
Ce chapitre situe le cadre mathématique de la représentation et de l’approxi-
mation des signaux. On attachera une importance particulière à la déﬁni-
tion, voire aux déﬁnitions, de la parcimonie, et aux conséquences pratiques
et théoriques de cette hypothèse.
Le cadre mathématique de la représentation parcimonieuse d’un signal
dans un dictionnaire de formes d’ondes est présenté en premier lieu, puis
les diﬀérences entre l’analyse d’un signal et sa synthèse. La parcimonie est
alors introduite comme un modèle. Les hypothèses mathématiques corres-
pondantes seront formulées avant d’aborder cette approche sous un angle
pratique.
Enﬁn, on verra comment introduire et préciser la notion de structures
pour la représentation des signaux.
2.1 Représentation dans un dictionnaire
2.1.1 Cadre mathématique
Le cadre général de la représentation des signaux est l’analyse hilbertienne.
Un signal est un élément d’un espace de Hilbert H séparable. Un produit
scalaire 〈., .〉 est associé à cet espace et on note ‖.‖2 la norme issue du produit
scalaire. Cette norme permet de mesurer l’énergie d’un signal s ∈ H.
On travaille indiﬀéremment dans un espace de dimension ﬁnie ou inﬁnie.
Lorsque l’hypothèse de la dimension ﬁnie est faite, celle-ci sera clairement
précisée. Cette hypothèse n’est pas restrictive étant donné que les signaux
numériques sont par nature de dimension ﬁnie, même si cette dernière peut
être très grande.
En dimension inﬁnie, un cadre pratique est donné par l’espace L2(R) des
signaux d’énergie ﬁnie. Dans la suite, sauf mention contraire, on considérera
H ⊂ L2(R), c’est-à-dire que pour tout signal s ∈ H, ‖s‖2 < +∞.
21
Chapitre 2. Approximation parcimonieuse à l’aide de formes d’ondes
L’espace de Hilbert choisi étant séparable, on peut alors déﬁnir une base
ou un repère1 dans lequel représenter un signal donné. La déﬁnition d’un
repère est rappelée ci-après.
Définition 2.1. Une famille {φi, i ∈ I}, où I est un ensemble d’indices,
est un repère de l’espace H s’il existe deux constantes 0 < A ≤ B <∞ telles
que pour tout x ∈ H
A‖x‖22 ≤
∑
i∈I
|〈x, φi〉|2 ≤ B‖x‖22 .
Si A = B on dit que le repère est ajusté.
Plus généralement, on parlera de dictionnaire D = {φi, i ∈ I} pour un
ensemble sur-complet dont les éléments φi sont normés. Ces éléments sont
aussi appelés atomes du dictionnaire. En dimension inﬁnie, un dictionnaire
n’est pas nécessairement un repère : la deuxième partie de l’inégalité de la
déﬁnition 2.1 n’est pas toujours vériﬁée si le dictionnaire est très redondant.
On peut, par exemple, construire des dictionnaires par union de bases ou de
repères.
2.1.2 Analyse et synthèse
Étant donné un signal x ∈ H et un dictionnaire D = {φi, i ∈ I}, deux
questions peuvent se poser.
La première consiste à se demander comment x se décompose dans le
dictionnaire, c’est-à-dire quelle est l’information apportée par les atomes sur
le signal. C’est l’approche analyse. L’analyse du signal se fait simplement
par le calcul des produits scalaires avec tous les atomes du dictionnaire, et
on s’intéresse alors aux coeﬃcients {〈x, φi〉}.
La seconde question consiste à savoir comment représenter x avec les
atomes du dictionnaire. C’est l’approche synthèse. On cherche les coeﬃcients
αi de manière à représenter x comme une combinaison linéaire des atomes,
c’est à dire tel que
x =
∑
i∈I
αiφi . (2.1)
On peut introduire l’opérateur de synthèse
Φ : ℓ2(C)→ H
{αi}i∈I 7→
∑
i∈I
αiφi .
qui permet de récrire (2.1) sous forme opératorielle
x = Φα . (2.2)
1traduction française de frame.
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En dimension ﬁnie, l’opérateur Φ sera noté comme une matrice dont les
colonnes sont formées par les atomes du dictionnaire, et les coeﬃcients α
comme un vecteur colonne. Φ est appliquée au vecteur α = (α1, . . . , α|D|)T
(où |D| représente le cardinal de l’ensemble D).
L’opérateur adjoint de Φ sera noté Φ∗2, qui est le trans-conjugué de Φ
en dimension ﬁnie. Φ∗ appliqué à x permettra l’analyse du signal.
Si le dictionnaire choisi est en fait une base orthonormée de H, alors
l’analyse et la synthèse de x sont simplement liées du fait de l’unicité de la
décomposition. On a alors
x =
∑
i∈I
〈x, φi〉φi .
À l’inverse, si D est redondant, c’est-à-dire qu’on dispose plus d’atomes
que nécessaire pour représenter le signal, il existe une inﬁnité de représenta-
tions (2.1) possibles. Cependant, dans le cas où {φi}i∈I est un repère, une
représentation possible du signal est donnée à l’aide du repère dual cano-
nique {φ˜i}i∈I déﬁni par φ˜i = (ΦΦ∗)−1 φi pour tout i. On a alors
x =
∑
i∈I
〈x, φ˜i〉φi .
On verra par la suite que cette représentation n’est pas toujours suﬃ-
sante, et qu’une synthèse plus concise du signal à l’aide des atomes du dic-
tionnaire est souvent plus judicieuse. La question sera alors de savoir quels
sont les atomes signiﬁcatifs, c’est-à-dire porteurs de l’information voulue, du
dictionnaire.
Cette diﬀérence de point de vue entre l’analyse et la synthèse est essen-
tielle. Suivant l’application visée on pourra privilégier l’une ou l’autre, bien
que les deux approches soient complémentaires. On verra en particulier dans
la partie II que l’analyse peut aider à trouver les atomes signiﬁcatifs d’un
dictionnaire et permettre ensuite de calculer les coeﬃcients de synthèse.
Par exemple, si le but est de retrouver dans un signal de musique l’évo-
lution de la fréquence fondamentale d’un instrument, on s’intéressera parti-
culièrement à l’analyse donnée par des représentations temps-fréquence. Par
contre, si le but est de compresser le signal, on cherchera à le représenter le
mieux possible dans un dictionnaire : la synthèse est privilégiée.
2.2 Parcimonie et problèmes inverses
Sauf indication contraire, on notera dans cette section s un signal quelconque
appartenant à l’espace H. Étant donné un dictionnaire D = {φi, i ∈ I} de
formes d’ondes, qui peut être redondant, on note Φ l’opérateur de synthèse
associé au dictionnaire.
2On rappelle que l’adjoint A∗ d’un opérateur A : H1 → H2 est déﬁni tel que ∀x ∈
H1, ∀y ∈ H2, 〈x,Ay〉 = 〈A
∗x, y〉.
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2.2.1 Synthèse et reconstruction exacte
Lorsque le dictionnaire choisi est redondant, il existe une inﬁnité de solutions
au problème (2.1). Ce problème, qui consiste à chercher les coeﬃcients de
synthèse d’un signal dans un dictionnaire, peut être vu comme un problème
inverse mal posé.
Avec les notations utilisées ici, le problème consiste à trouver les coeﬃ-
cients α = {αi, i ∈ I} tels que
s = Φα . (2.3)
Une première idée est de lever l’indétermination en contrôlant l’énergie
des coeﬃcients recherchés, on cherche alors à résoudre le problème
min
α
‖α‖22
sous contrainte s = Φα =
∑
i
αiφi . (2.4)
L’avantage de cette formulation est qu’elle admet une solution analytique
simple. Si l’on note αˆ la solution de (2.4), on l’obtient par
αˆ = Φ∗(ΦΦ∗)−1x . (2.5)
Si cette solution peut être satisfaisante dans certains cas (c’est ainsi
que l’on trouve le repère dual d’un repère donné), elle s’avère insuﬃsante
lorsqu’on cherche à représenter x avec le moins de coeﬃcients possibles.
Aﬁn de trouver une solution parcimonieuse au problème (2.1), on va
chercher à minimiser une mesure M de la «diversité», ou de «l’étalement»
des coeﬃcients. On pose alors le problème :
min
α
M(α)
sous contrainte s = Φα =
∑
i
αiφi . (2.6)
Le problème est donc de trouver une bonne mesureM de la parcimonie.
Le choix de cette mesure sera discuté dans la section 2.3 et dépend de la
déﬁnition choisie pour la parcimonie.
2.2.2 Synthèse et approximation
De manière générale, les conditions d’acquisition et de mesure introduisent
sur le signal s une distortion. Cette distortion sera modélisée comme un
bruit additif.
On considère alors que le signal à notre disposition, noté x, s’écrit sous
la forme :
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x = s+ b (2.7)
où b ∈ H est un bruit quelconque.
Aﬁn de minimiser l’erreur entre x et s, on cherche à minimiser une mesure
de distortion, notée L :
sˆ = argmin
s
L(x− s) . (2.8)
Comme pour la section précédente, on cherche à représenter s dans un
dictionnaire adapté. Ainsi, le problème (2.8) s’écrit de manière équivalente
αˆ = argmin
α
L(x− Φα) . (2.9)
L’estimation de s étant donnée par sˆ =
∑
i αˆiφi .
Dans ce travail, on utilisera pour L, en général, une norme ℓ2. La minimi-
sation de cette norme nous impose de chercher un signal «assez proche» de
l’observation x, dans le sens où l’énergie de l’erreur doit être faible. On verra
dans la section 2.4.2 que dans un contexte Bayesien, cette norme correspond
à modéliser b comme un bruit blanc gaussien.
Le problème 2.9 admettant une inﬁnité de solutions sur les coeﬃcients
α, on doit le régulariser en fonction du type de solution que l’on souhaite
obtenir.
Une des premières régularisations proposées est celle de Tikhonov, le
problème se posant alors comme
min
α
‖x− Φα‖22 + λ‖α‖22 (2.10)
où λ est un paramètre de Lagrange que l’on peut régler. Cette régularisation
très classique en physique permet de contrôler l’énergie de la solution, et
d’éviter ainsi qu’elle n’explose.
Comme pour le cas de la reconstruction exacte, ce problème admet une
solution analytique simple :
α = Φ∗(ΦΦ∗ + λId)−1x. (2.11)
Où Id est l’opérateur d’identité.
Dans le cas où Φ est orthogonale la solution s’obtient simplement par une
pondération de tous les coeﬃcients avec le même poids. En notant x¯ = Φ∗x :
αˆi =
x¯i
1 + λ
,∀i . (2.12)
Il apparaît clairement que la solution obtenue n’est pas parcimonieuse
dans le sens où aucun coeﬃcient n’est mis à zéro.
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Comme lorsqu’on cherche une décomposition exacte, il convient de ré-
gulariser le problème avec une mesure M favorisant une solution parcimo-
nieuse :
min
α
‖x− Φα‖22 + λM(α) . (2.13)
avec λ ∈ R+ un paramètre de Lagrange.
Il existe deux autres formulations équivalentes du problème d’optimisa-
tion (2.13)
min
α
M(α)
sous contrainte ‖x− Φα‖22 ≤ σ , (2.14)
avec σ ∈ R+. Ou bien
min
α
‖x− Φα‖22
sous contrainte M(α) ≤ m , (2.15)
avec m ∈ R+.
Plus les paramètre λ et σ des formulations respectives (2.13) et (2.13)
sont petits (ou plus le paramètre m est grand dans la formulation (2.15)),
plus on va chercher à minimiser l’erreur ‖x − Φα‖22, au détriment de la
parcimonie. Inversement, plus les paramètres λ et σ sont grands (ou plus
le paramètre m est petit dans la formulation (2.15)) plus on va chercher
à minimiser M(α) et donc à obtenir une décomposition parcimonieuse au
détriment de l’erreur de reconstruction.
Suivant les cas, on utilisera l’une ou l’autre des formulations. Dans ce
travail, on utilisera essentiellement les formulations (2.13) ou (2.14) pour
illustrer le propos. L’avantage de la seconde formulation est d’englober le
problème (2.6) si l’on prend σ = 0.
Si, pour un même problème, ces trois formulations sont équivalentes, le
choix a priori des paramètres ne se fait pas de la même manière. Dans la
formulation (2.14), on contrôle directement le bruit ‖x− Φα‖22, ce qui peut
être avantageux dans un problème de débruitage. La formulation (2.13) a
l’avantage d’être sous la forme Lagrangienne, et permet d’obtenir facilement
les équations variationnelles associées au problème.
Les paramètres λ, σ et m sont reliés de manière implicite lorsqu’on trace
la courbe du chemin de régularisation. Cette courbe représente l’évolution
de l’erreur L(α) = ‖x−Φα‖22 en fonction de la mesure de parcimonieM(α).
Le lien entre λ, σ et m est alors donné par :
σ = L(α) (2.16)
m =M(α) (2.17)
λ =
d L
d M(α)(α) . (2.18)
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La ﬁgure 2.1 montre un exemple de chemin de régularisation, et comment
sont liés les paramètres des trois formulations.
Fig. 2.1 – Chemin de régularisation : lien entre les paramètres λ, σ et m.
L’étude du chemin de régularisation associé à un type de problème (où la
fonction d’erreur L et la mesure de parcimonieM sont ﬁxées) est à l’origine
d’algorithmes performants, et très utilisée en apprentissage statistique (voir
en section 2.4.3).
2.2.3 Analyse et problème inverse
Si la recherche des coeﬃcients de synthèse semble naturelle pour beaucoup
d’applications, comme le codage, on peut aussi adopter le point de vue
analyse.
On cherche alors à trouver une estimation y du signal s, telle que sa
décomposition dans le dictionnaire soit parcimonieuse. Autrement dit, on
cherche à résoudre
min
y
M(Φ∗y)
sous contrainte ‖x− y‖22 ≤ σ . (2.19)
Si l’opérateur Φ est orthogonal, les deux approches synthèse et analyse
données par les problème (2.19) et (2.14) sont équivalentes.
On trouvera dans [EMR07] une étude détaillée des deux approches. Si
l’approche synthèse connaît un certain succès comparée à l’approche analyse,
il n’y a pas de modèle meilleur que l’autre. L’approche synthèse a le mérite de
s’interpréter facilement : on cherche à trouver un signal comme combinaison
linéaire d’atomes, avec le moins d’atomes possibles.
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Il reste la question du choix de la mesure de parcimonie, dont la réponse
n’est ni évidente, ni unique. Ce choix dépend de la déﬁnition qu’on donne au
mot «parcimonie», et ce que l’on veut modéliser derrière cette hypothèse. Au
choix d’une mesure de parcimonieM correspondra une déﬁnition intrinsèque
de la parcimonie.
2.3 Mesures de parcimonie et de diversité
Cette section a pour but de discuter de l’hypothèse de parcimonie. Encore
une fois, suivant le point de vue adopté, analyse ou synthèse, la notion de
parcimonie sera diﬀérente.
Aﬁn d’introduire les mesures de parcimonie, on va tout d’abord se placer
du point de vue de l’analyse. Ensuite, on verra d’un point de vue synthèse
quelles mesures sont a priori adaptées pour un problème donné.
2.3.1 Mesurer la parcimonie des coeﬃcients d’analyse
Étant donné l’observation x d’un signal, on se pose la question de savoir si
la décomposition de ce signal dans un dictionnaire D donné est parcimo-
nieuse ou, inversement, présente une forte diversité. On note Φ∗ l’opérateur
d’analyse associé à D, et x¯ = Φ∗x les coeﬃcients d’analyse.
Ici, l’idée derrière la notion de parcimonie est que si le signal observé
admet une représentation avec peu de «gros» coeﬃcients et beaucoup de
«petits» coeﬃcients, on pourra facilement l’approcher (au sens de l’erreur
ℓ2), avec un petit nombre de coeﬃcients. On pourra alors espérer que cette
approximation soit bonne.
La question qui se pose est alors : quand peut-on dire que le signal x
admet eﬀectivement une représentation parcimonieuse ? Un point de vue
«dual» de la parcimonie est la diversité d’un signal, qu’on peut relier intui-
tivement en considérant que la diversité est «l’inverse» de la parcimonie.
Jusqu’à maintenant, la seule mesure rencontrée est la norme ℓ2 qui per-
met de mesurer l’énergie contenue dans le signal. Cette norme possède la
propriété remarquable de conservation de l’énergie dans n’importe quelle
base orthonormale de H. Ainsi, quelle que soit {ei}i∈I une base orthonor-
male de H, on peut écrire pour tout x ∈ H (théorème de Parseval)
‖x‖22 =
∑
i∈I
|〈x, ei〉|2 . (2.20)
D’un point de vue énergétique, tous les coeﬃcients d’analyse 〈x, ei〉 ont
donc le même poids. Dans le cas qui nous intéresse, on aimerait que pour
un signal parcimonieux, la mesure M de diversité soit petite. Pour cela,
on aimerait que dans notre base, les petits coeﬃcients d’analyse |〈x, ei〉|
comptent «plus» dans cette mesure. Une première mesure de diversité (resp.
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de parcimonie) est alors donnée par les (quasi)-normes ℓp, avec p < 2 (resp.
p > 2) déﬁnie ci-après
Définition 2.2. Soit a = {ai, i ∈ I}. On appelle norme ℓp pour 1 ≤ p <∞
de a et quasi-norme ℓp pour 0 ≤ p < 1 la quantité
‖a‖p =
(∑
i∈I
|ai|p
)1/p
.
On déﬁnit la norme ℓ∞ comme
‖a‖∞ = sup
i∈I
|ai| .
Enﬁn, on déﬁnit les quasi-normes ℓp pour −∞ < p < 0 comme
‖a‖p =
 ∑
i∈I,ai 6=0
|ai|p
1/p .
Remarque 2.1. Dans les normes ℓp, plus p est grand, plus les gros coeﬃ-
cients prennent de l’importance dans le calcul de la norme. Donc, lorsqu’on
cherche à minimiser une quantité du type ‖a‖pp, si p > 2 on aura tendance
à pénaliser plus fortement les gros coeﬃcients, et donc à favoriser la diver-
sité. À l’inverse, lorsque l’on choisit de minimiser ‖a‖pp avec p < 2, ce sont
les plus petits coeﬃcients qui seront pénalisés, voire annulés si p ≤ 1, et la
parcimonie est favorisée.
Finalement, suivant le choix de p, la quantité ‖a‖pp donne une idée de la
parcimonie ou de la diversité de décomposition d’un signal dans un diction-
naire donné.
Un cas particulier des (quasi)-normes ℓp est la norme ℓ0 qui est déﬁnie
comme
‖a‖0 =
∑
i∈I
|ai|0 (2.21)
= #{ai, ai 6= 0} .
Cette quasi-norme donne le nombre de coeﬃcients non nuls d’un vecteur de
coeﬃcients et peut être vue comme une déﬁnition «idéale» de la diversité
(ou l’étalement).
Il existe d’autres mesures pour avoir une idée de la parcimonie d’une
décomposition. Parmi ces mesures on trouve les mesures d’entropies qui,
comme le nom l’indique, permettent de mesurer le «désordre» d’une décom-
position. Coifman et Wickerhauser [CW92] ont utilisés les mesures d’entro-
pies issue de la théorie de l’information, pour mesurer la concentration des
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coeﬃcients. Ils utilisent ces mesures dans l’algorithme Best Basis, aﬁn de
choisir la base orthogonale dans laquelle les coeﬃcients d’analyse sont le
plus concentrés possible. La mesure d’entropie la plus connue est sûrement
l’entropie de Shannon, introduite aﬁn de mesurer la quantité d’information
contenue dans un signal. Notée HS , elle est déﬁnie comme suit
HS(α) = −
∑
i∈I
|ai|2
‖a‖22
log2
|ai|2
‖a‖22
= −E{log2(pi)} ,
où pi =
|ai|2
‖a‖22
mesure la probabilité d’apparition de l’évènement |ai|. Grâce à
cette déﬁnition, l’entropie est maximale lorsque tous les ai ont la même pro-
babilité d’apparition : le «désordre» est maximal, et le signal contient «trop»
d’informations. Cette mesure d’entropie peut donc être utilisée comme me-
sure de parcimonie : on veut qu’un minimum de coeﬃcients soient signiﬁca-
tifs, et donc que leur probabilité d’apparition soit faible.
Une autre mesure d’entropie utile est l’entropie de Rényi, notée HR et
déﬁnie comme suit, pour β ∈ R− {1} ﬁxé
HβR(a) =
1
β − 1 log2
(∑
i∈I
|ai|2β
‖a‖2β2
)
.
Cette entropie correspond, à une constante près, au log de la norme ℓ2β
des coeﬃcients a. Elle peut être utilisée comme mesure de diversité pour
β ∈]0, 1[. On peut de plus montrer que limβ→1HβR(a) = HS(a).
Enﬁn, on mentionnera l’entropie de Gauss, notée HG et déﬁnie par
HG(a) =
∑
i∈I
ln |ai|2 .
L’intérêt de cette entropie réside dans la propriété suivante : en dimension
ﬁnie, si l’on considère un vecteur a de taille N , alors
exp
{
1
2N
HG(a)
}
= lim
p→0
(
1
N
N∑
i=1
|ai|p
)1/p
.
C’est à dire que l’on peut voir l’entropie de Gauss comme la limite de la
norme ℓp lorsque p tend vers 0.
2.3.2 Mesurer la parcimonie des coeﬃcients de synthèse
Cas d’une reconstruction exacte
Idéalement, on souhaiterait trouver une représentation du signal, dans un
dictionnaire donné, faisant intervenir très peu de coeﬃcients non nuls. On a
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vu précédemment qu’une mesure idéale de la parcimonie est donnée par la
quasi-norme ℓ0.
Le problème d’optimisation permettant de retrouver une représentation
parcimonieuse idéale d’un signal peut s’écrire alors
min ‖α‖0
sous contrainte s = Φα . (2.22)
Malheureusement un tel problème est très diﬃcile à résoudre (c’est un pro-
blème NP-complet).
On aimerait donc trouver une mesure de la parcimonie qui permettrait
de trouver une représentation parcimonieuse du signal dont la solution est
calculable en temps «raisonnable». Une mesure populaire est la norme ℓ1
qui s’écrit :
‖α‖1 =
∑
i∈I
|α1| . (2.23)
Le problème d’optimisation associé, connu sous le nom de Basis Pursuit
et introduit par Chen, Donoho et Saunders [CDS98] est le suivant :
min ‖α‖1
sous contrainte s = Φα . (2.24)
Ce problème convexe, peut se résoudre relativement eﬃcacement, grâce aux
méthodes de programmation linéaire.
Regardons pourquoi la norme ℓ1 est une bonne mesure de parcimonie.
Pour cela on considère dans un premier temps la cas de la dimension ﬁnie,
et on suppose s ∈ CN . s peut alors être représenté parfaitement avec au plus
N coeﬃcients non nuls dans n’importe quelle base (orthogonale ou non) de
C
N . Le problème (2.24) porte le nom de Basis Pursuit car il va sélectionner
au plus N atomes dans un dictionnaire donné pour représenter le signal
s. Il va chercher la «meilleure» base (généralement non orthogonale) dans
laquelle représenter s, «meilleure» étant à prendre dans le sens : «base dans
laquelle l’énergie mesurée par la norme ℓ1 des coeﬃcients est minimale».
Les auteurs du Basis Pursuit ont aussi remarqué expérimentalement la
chose suivante : si le signal s admet une décomposition très parcimonieuse
dans un dictionnaire (i.e. avec K coeﬃcients non nul et K << N), alors
dans la plupart des cas la solution au problème (2.24) est unique et coïncide
avec cette décomposition. Cette remarque a été précisée et démontrée par
la suite par Gribonval et Nielsen [GN07] pour toute une classe de mesures
de parcimonie, et par Joel Tropp [Tro04] qui se concentre sur le Matching
Pursuit orthogonal. Ce résultat fait appel à une mesure de cohérence du
dictionnaire déﬁnie comme suit :
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Définition 2.3. Soit D = {φλ} un dictionnaire d’un espace de Hilbert H.
On appelle cohérence du dictionnaire D la quantité µ suivante
µ(D) = max
k 6=k′
|〈φk, φk′〉| .
Si la cohérence du dictionnaire est suﬃsamment petite et que s admet
une décomposition très parcimonieuse dans ce dictionnaire, alors la solution
associée aux problèmes (2.24) et (2.22) est unique (on se reportera à [GN07]
et [Tro04] et leurs références pour plus de précisions).
Cas d’observations bruitées
Comme vu en section 2.2.2, l’observation du signal à notre disposition est en
général bruitée. Ce bruit fait que, en pratique, lorsqu’on observe le signal x,
ce dernier n’admet en général pas de décomposition parcimonieuse telle que
décrite dans la section précédente, faisant intervenir moins de N coeﬃcients.
On ne peut donc pas espérer représenter le signal avec moins d’atomes que
nécessaire pour former une base.
Cependant, ce signal étant une observation bruitée d’un signal original,
on peut espérer que ce dernier admette une représentation parcimonieuse
faisant intervenir seulement K coeﬃcients, K < N . Un autre point de vue
est de chercher à approximer au mieux le signal x avec le moins de coeﬃcients
possibles. Ce dernier point de vue étant celui de la compression des signaux.
Idéalement, le problème à résoudre peut alors se formuler ainsi
min
α
‖α‖0
sous contrainte ‖x− Φα‖22 ≤ σ , (2.25)
avec σ ∈ R+. Encore une fois, ce problème ne peut pas se résoudre facile-
ment, et l’on préfère remplacer la norme ℓ0 par la norme ℓ1 :
min
α
‖α‖1
sous contrainte ‖x− Φα‖22 ≤ σ . (2.26)
Le choix de la norme ℓ1 permet d’obtenir un problème convexe, et plusieurs
algorithmes sont disponibles pour trouver une solution. La section 2.4.3 re-
viendra sur les principaux algorithmes permettant de trouver une décompo-
sition parcimonieuse.
Aﬁn de se convaincre que la norme ℓ1 permet d’obtenir une solution
parcimonieuse, regardons le cas où Φ est une matrice orthogonale. Le pro-
blème (2.26) revient alors à chercher le minimum de la fonctionnelle
‖Φ∗x− α‖22 + λ‖α‖1 ,
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avec λ ∈ R+. Si l’on dérive cette fonctionnelle par rapport à un αi donné, les
équations variationnelles associées se découplent et l’on obtient la solution
suivante pour tout i ∈ I
|αi| =
{
|x¯i| − λ si |x¯i| > λ
0 si |x¯i| ≤ λ
(2.27)
arg(αi) = arg(x¯i) . (2.28)
La solution est donc obtenue par un seuillage doux, et permet de réduire à
zéro les plus petits coeﬃcients pour obtenir une solution parcimonieuse.
La norme ℓ1 n’est pas la seule norme à assurer la parcimonie de la solu-
tion. Si l’on prend pour mesure de parcimonieM la quantité ‖α‖pp, toutes les
(quasi)-normes ℓp avec −∞ < p ≤ 1 vont permettre d’obtenir une solution
parcimonieuse. Le fait que les petits coeﬃcients soient mis à zéro provient
en fait de la non-dérivabilité en zéro de la fonctionnelle ‖Φ∗x−α‖22+λ‖α‖pp ,
lorsque p ≤ 1. Cependant, le choix de p = 1 permet de conserver la convexité
du problème, propriété généralement appréciée en optimisation.
2.4 La parcimonie en pratique
On a décrit jusqu’à présent tout le cadre mathématique et la modélisation
permettant de prendre en compte la parcimonie. Il reste maintenant à savoir
comment l’exploiter en pratique. On verra dans cette section comment choi-
sir ou construire un dictionnaire D convenable pour une classe de signaux
donnée. Enﬁn, on donnera quelques algorithmes classiques utilisés pour les
décompositions parcimonieuses en approche synthèse.
2.4.1 Dictionnaires temps fréquence
En règle générale, lorsqu’on enregistre un signal, la première représenta-
tion à notre disposition est l’ensemble des échantillons mesurés en l’état.
Par exemple pour un signal audio, on observe l’évolution de la pression
subie par la membrane du micro au cours du temps. Pour une image, on
observe l’intensité lumineuse enregistrée par les capteurs. Cette première
représentation, qui apporte déjà son lot d’informations, n’est généralement
pas parcimonieuse. Une première représentation duale encore très utilisée
est donnée par la transformée de Fourier. Cette dernière – souvent bien
plus parcimonieuse dans le sens où, en général, seulement quelques grosses
fréquences de distinguent de beaucoup de petites – apportent d’autres in-
formations complémentaires à celles données par les échantillons. C’est le
contenu fréquentiel du signal.
Ces deux approches «duales» sont exclusives dans le sens où la repré-
sentation temporelle des échantillons ne contient aucune information sur
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le contenu fréquentiel, et la représentation des coeﬃcients de Fourier fait
perdre toute information temporelle. C’est aﬁn de pouvoir représenter l’évo-
lution du contenu fréquentiel en fonction du temps que les représentations
temps-fréquences ont vu le jour. L’idée générale des transformées temps fré-
quence, et plus particulièrement de la transformée de Fourier à court terme,
est d’utiliser une fenêtre glissante sur le signal, et d’eﬀectuer la transformée
de Fourier du signal ainsi fenêtré. Ces transformées sont malheureusement
limitées par le principe d’incertitude d’Heinsenberg qui interdit de pouvoir
être à la fois précis en temps et en fréquence : un compromis subtil s’im-
pose au choix de la transformée, dépendant du signal et de l’information que
l’on veut faire ressortir. Ainsi, plus la fenêtre choisie a un support temporel
grand, plus la transformée sera précise en fréquence (mais moins précise en
temps). Inversement, plus le support de la fenêtre est petit, plus on sera
précis en temps (mais moins en fréquence). La ﬁgure 2.2 est une illustration
de ce principe d’incertitude.
Sans s’attarder particulièrement sur la construction des dictionnaires
temps-fréquence existants, un dictionnaire temps-fréquence beaucoup utilisé
est le dictionnaire de Gabor [Mal98]. Cette transformée, qui est une version
discrétisée de la transformée de Fourier à court terme, se construit par trans-
lation temporelle et fréquentielle d’une fenêtre d’analyse (souvent une fenêtre
de type gaussienne). Ce dictionnaire a l’avantage d’être très redondant et
de fournir une analyse temps-fréquence du signal facilement interprétable
par la représentation du spectrogramme (qui est l’image temps-fréquence
construite par le module au carré des valeurs du produit scalaire entre le
signal et les atomes).
Le principal inconvénient est soulevé par le théorème de Balian-Low,
qui assure l’inexistance de bases de Gabor avec une fenêtre diﬀérentiable
à support compact. Or, ce type de fenêtre est appriéciable en traitement
du signal pour au moins deux raisons : la première étant que si la fenêtre
n’est pas diﬀérentiable, on introduit facilement des artefacts (comme, par
exemple, le phénomène de Gibbs), la seconde raison, purement pratique,
est que c’est très appréciable pour une bonne implémentation informatique.
On utilisera alors souvent la transformée MDCT (Modiﬁed Discrete Cosinus
Transform) qui est une base orthonormée d’atomes temps-fréquence. On se
reportera à l’annexe B pour plus de détails sur la MDCT.
Un exemple de transformée temps-fréquence d’un signal de glockenspiel
d’une durée d’environ 6 s échantillonné à 44,1 kHz (218 échantillons) est
donné sur la ﬁgure 2.2. Les échantillons temporels laissent clairement deviner
le début de chaque note (qui a lieu lorsqu’on tape sur la cloche), et la
longueur de celle-ci.
La représentation du haut de la ﬁgure 2.2, qui utilise une fenêtre d’ana-
lyse assez courte (environ 3 ms), fait clairement apparaître des lignes fré-
quentielles bien localisées en temps, au moment de l’attaque de chaque note
(c’est ce qu’on nommera plus tard les transitoires). L’autre transformation
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Fig. 2.2 – De haut en bas : échantillons d’un signal de Glockenspiel, transfor-
mée MDCT précise en temps (fenêtre d’analyse de 128 échantillons), transformée
MDCT précise en fréquence (fenêtre d’analyse de 4096 échantillons).
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MDCT du signal, avec une grande fenêtre d’analyse (environ 90 ms), fait
apparaître les structures harmoniques du signal, bien localisées en fréquence
(ce qu’on appellera la partie tonale).
Une multitude de dictionnaires existent, tels que les transformées en
ondelettes et toutes les dérivées en ⋆−lettes, (surtout) développées pour
l’analyse d’images, dans lesquelles la géométrie joue un rôle de première
importance. On pourra citer notamment les curvelettes [CDDY06] et les
bandelettes [PM07].
Mais alors, quel dictionnaire est adapté à un signal donné ? On a vu
dans la section 2.3 qu’il existe tout un choix de mesures de parcimonie
aﬁn de savoir quelle représentation est la plus parcimonieuse. L’idée étant
que plus la décomposition est parcimonieuse, plus l’information est concen-
trée dans quelques coeﬃcients signiﬁcatifs. On se doute que le choix du
dictionnaire (ondelettes, MDCT avec quelle taille de fenêtre. . . ) sera natu-
rellement guidé par la nature du signal. Le choix peut se faire aussi selon
la performance d’approximation du dictionnaire, c’est-à-dire le dictionnaire
capable d’approximer au mieux le signal pour un nombre de coeﬃcients
donné [Mal98, CDGO02].
Continuons sur les signaux audio pour illustrer le propos. On peut dis-
tinguer au moins deux catégories très générales de signaux audios. Les sons
percussifs, comme une batterie, qui sont bien localisés en temps et auxquels
il est impossible d’associer une note de musique précise. À l’opposé, il y a
les sons musicaux qui produisent de belles notes, comme le piano, le violon
ou autres. Cependant, chaque note doit avoir une durée minimale aﬁn d’être
perçue, et reconnue. En fonction de la catégorie du signal, on ne va pas choi-
sir le même dictionnaire. On préférera représenter les sons percussifs dans
des bases bien localisées en temps, comme les bases MDCT avec un petite
fenêtre ou bien les bases d’ondelettes, et les sons musicaux seront a priori
mieux représentés dans les bases localisées en fréquence, comme les bases
MDCT avec une grande fenêtre.
Aﬁn de s’en convaincre, plutôt que de calculer toute une série de mesures
de parcimonie diﬀérentes, on peut représenter la distribution empirique des
coeﬃcients d’analyse de divers signaux dans diﬀérentes bases. C’est ce qu’on
représente sur la ﬁgure 2.3 reprise de [DT06].
On remarque sur ces ﬁgures que le signal percussif de castagnettes est
mieux représenté dans une base d’ondelettes, comme on pouvait s’y attendre,
tandis que le signal d’orgue est mieux représenté par la base MDCT. En ef-
fet, on remarque de manière générale que les distributions sont piquées en
zéro (beaucoup de petits coeﬃcients contenant peu d’informations) et ont
une queue lourde (quelques gros coeﬃcients contenant l’information utile).
Dans la base d’ondelettes, la distribution des coeﬃcients du signal de casta-
gnettes possède une queue beaucoup plus lourde que les coeﬃcients du signal
d’orgue : il y a plus de gros coeﬃcients contenant de l’information utile. Et
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Fig. 2.3 – ddp de diverses représentations de deux signaux : un signal de casta-
gnettes (lignes continues) et d’orgue (pointillés). Gauche : coeﬃcients dans une
base d’ondelette. Droite : coeﬃcients dans une base MDCT.
inversement, la distribution des coeﬃcients MDCT du signal d’orgue a une
queue plus lourde que celle des coeﬃcients MDCT du signal de castagnettes.
2.4.2 Modèles mathématiques d’approximation
Lorsqu’on choisit une base ou un repère, on peut se demander si on ap-
proxime le signal eﬃcacement. L’eﬃcacité de l’approximation est mesurée
par l’erreur L2 entre le signal original à approcher et son approximation. La
théorie de l’approximation regarde comment évolue cette erreur suivant le
choix de la base, et le nombre de vecteur retenu pour approcher le signal.
On distinguera l’approximation linéaire, qui consiste à projeter le signal
sur M vecteurs de bases ﬁxés, de l’approximation non-linéaire, qui consiste
à choisir les M vecteurs de bases en fonction du signal. On peut distinguer
deux approches : l’une se base sur les espaces fonctionnels, et étudie la vitesse
de décroissance de l’erreur en fonction du nombre d’atomes retenus, l’autre
pose un modèle probabiliste sur la distribution des coeﬃcients de synthèses.
Espaces fonctionnels
Lorsqu’on se ﬁxe une base, par exemple une base d’ondelettes, certaines
fonctions sont mieux approchées que d’autres dans cette base. Des classes de
fonctions peuvent ainsi être recherchées, qui regroupent les signaux pouvant
s’approcher correctement dans une base donnée. Une classes très utilisées
est donnée par les espaces de Besov. Ces espaces peuvent se déﬁnir ainsi :
Définition 2.4. L’espace de Besov Bsβ,γ [0, 1] est l’ensemble des fonctions
f ∈ Ł2[0, 1] dont les coeﬃcients d’une base d’ondelettes {ψ} satisfont :
‖f‖s,β,γ =
 J+1∑
j=−∞
2−j(s+1/2−1/β)
2−j−1∑
n=0
|〈f, ψj,n〉|β
1/β

γ
1/γ
<∞
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L’intéret de ces espaces, est qu’ils permettent de borner la vitesse de
décroissance de l’erreur. Ainsi, si p = β = γ et s = 1/2+ 1/p alors la norme
de Besov ‖.‖s,β,γ est une simple norme ℓp, et plus p est petit, plus la vitesse
de décroissance est grande. On pourra se reporter à [Mal98, CDGO02] pour
plus de précisions sur les espaces de Besov et la théorie d’approximation.
De façon plus générale, on peut se ﬁxer une base ou un repère et une
norme pour se donner un espace fonctionnel, et étudier les vitesses de décrois-
sance d’erreur. Un autre espace fonctionnel utile est donné par les espaces
de modulation déﬁnit à l’aide des repères de Gabor. Soit {gm,n}m∈Z,n∈Z un
repère de Gabor. f appartient à l’espace de modulationMwp,q si et seulement
si [SS06] ∑
m∈Z
∑
n∈Z
wpm,n|〈f, gm,n〉|p
q/p

1/q
<∞ .
Ici aussi des résultats sur la vitesse de décroissance de l’erreur en ap-
proximation peuvent être obtenus, et sont donnés dans [GS00].
Modèles probabilistes
Le problème d’approximation (2.13) peut aussi s’interpréter sous un angle
probabiliste.
En eﬀet on a
argmin
α
{
‖x− Φα‖22 + λM(α)
}
= argmax
α
{
e−[‖x−Φα‖
2
2+λMα]
}
= argmax
α
{
e−[‖x−Φα‖
2
2]e−[λMα]
}
(2.29)
Ainsi, minimiser (2.13) revient à trouver les coeﬃcients α qui maxi-
misent la vraisemblance du système où le résidu est supposé être un bruit
blanc gaussien, et les coeﬃcients α sont distribués selon une loi de proba-
bilité dépendant de la mesure M. Par exemple, si M(α) = ‖α‖1, alors les
coeﬃcients α sont indépendants et identiquement distribués selon une loi de
Laplace.
Plus généralement, on peut modéliser le signal par une distribution des
coeﬃcients α permettant de prendre en compte la parcimonie. Si une dis-
tribution Laplacienne est équivalent au problème du LASSO (voir en sec-
tion 2.4.3), on peut choisir d’autres types de distributions. Par exemple une
distribution de student-t [FG06a], ou bien un mélange de gaussienne [DM04].
Ces approches probabilistes modélisent a priori les distributions des co-
eﬃcients de synthèse permettent une modélisation très précise du signal, au
prix d’une fonctionnelle complexe à optimiser. On utilise alors le théorème
38
2.4. La parcimonie en pratique
de Bayes pour trouver la distribution a posteriori des coeﬃcients de syn-
thèse, sachant l’observation x. On utilise alors des approches type MCMC
(Monte Carlo Markov Chain) qui permettent d’échantillonner les distribu-
tions voulues par tirages aléatoires.
2.4.3 Principaux algorithmes de décomposition parcimonieuse
Maintenant que le problème de décomposition ou d’approximation parcimo-
nieuse d’un signal a été posé et discuté, on présente les principaux algo-
rithmes permettant d’obtenir une décomposition, en fonction de la mesure
de parcimonie choisie.
Matching Pursuit
Un des premiers algorithme présenté puis étudié dans le cadre de la décom-
position parcimonieuse est le Matching Pursuit de Mallat et Zhang [MZ93].
Le principe duMatching Pursuit, décrit par l’algorithme 1 est de chercher
dans un dictionnaire l’atome qui se rapproche le plus du signal, de retirer cet
élément du signal, puis d’itérer jusqu’à obtenir l’approximation souhaitée.
Cet algorithme glouton a été construit avec l’idée d’analyser le signal par la
synthèse.
Algorithme 1 : Matching Pursuit
Initialisation : m = 0, r(0) = x
while ‖r(m)‖ > ε do
On choisit l’atome le plus corrélé avec le résidu actuel :
ϕ(m) = argmax
ϕi∈D
|〈r(m), ϕi〉|
On met à jour le résidu en retirant l’atome choisi :
rm+1 = rm − 〈r(m), ϕ(m)〉ϕ(m)
m = m+ 1
Le principal avantage du Matching pursuit est sa simplicité, et de nom-
breux résultats théoriques ont été obtenus pour cet algorithme : principa-
lement, sa convergence vers la solution de norme ℓ1 ou ℓ0 minimale sous
des hypothèses bien précises sur le dictionnaire et le signal (voir [Tro04]).
On pourra remarquer que cet algorithme ne fait appel à aucune mesure de
parcimonie.
Plusieurs variations de cet algorithme existent, dont le Matching Pur-
suit orthogonal [PRK93] et le Stagewise Matching Pursuit [DTDS07]. L’al-
gorithme du Matching Pursuit entre dans le cadre général des algorithmes
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gloutons, dont une revue des nombreuses variantes est faite par Temlyakov
dans [Tem08].
Basis Pursuit
Le Basis Pursuit n’est pas un algorithme en tant que tel, mais désigne le
problème (2.24) réécrit ci-dessous
min ‖α‖1
sous contrainte s = Φα .
Ce problème proposé dans [CDS98] peut se résoudre par des méthodes de
programmation linéaire.
FOCUSS
FOCUSS [RKD99] (pour FOCal Underdetermined System Solver) permet
de résoudre le problème plus général
min M(α)
sous contrainte x = Φα (2.30)
pour certaines mesures de parcimonie ou de diversité M, et en particulier
pour M(α) = ‖α‖pp, p < 2.
Le principe de FOCUSS, décrit par l’algorithme 2 est le suivant : écrire
∇αM(α) sous forme factorisée ∇αM(α) = Π(α)α, puis de travailler sur les
équations variationnelles pour obtenir un algorithme itératif.
Cet algorithme fonctionne aussi pour des mesures d’entropie, comme
pour l’entropie de Shannon ou l’entropie de Gauss. Rao et al montrent que
minimiser l’entropie de Gauss avec FOCUSS revient à minimiser la norme
ℓ0 : l’algorithme converge vers un minimum local pour p = 0.
Algorithme 2 : FOCUSS
Initialisation : soit α(0) ∈ CN vériﬁant x = Φα et m = 0
repeat
α(m+1) = Π−1
(
α(m))Φ∗(ΦΠ−1(α(m))Φ∗
)−1
x
m = m+ 1
until convergence ;
Cet algorithme converge vers un minimum (local) pour tout p < 2.
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FOCUSS régularisé FOCUSS régularisé [REC+03] décrit par l’algo-
rithme 3 est une simple variation de l’algorithme FOCUSS précédent, adapté
au problème de débruitage
min
α
‖x− Φα‖22 + λ‖α‖pp . (2.31)
Algorithme 3 : FOCUSS régularisé
Initialisation : Soit α(0) ∈ CN vériﬁant x = Φα et m = 0
repeat
α(m+1) = Π−1
(
α(m))Φ∗(ΦΠ−1(α(m))Φ∗ + λId
)−1
x
m = m+ 1
until convergence ;
Une alternative comparable à FOCUSS régularisé est l’algorithme IRLS
(Itérative Reweighted Least Square) [Gui]. Cependant, si la convergence de
IRLS est prouvée pour p = 1, elle n’est pas assurée pour n’importe quel p.
BPDN, Lasso et variations
Le problème du Basis Pursuit Denoising de Chen, Donoho et Saunders
[CDS98] ou LASSO de Tibshirani [Tib96]3 est la version “débruitage” du
problème (2.24)
min
α
‖x− Φα‖22 + λ‖α‖1 (2.32)
On a vu en section 2.3.2 que si Φ est orthogonal, le minimum est obtenu
par un seuillage des coeﬃcients. Lorsque Φ n’est plus orthogonal mais cor-
respond à un opérateur de repère, un minimum global de (2.32) peut être
obtenu par des algorithmes de seuillage itératif.
Un de ces algorithmes qu’on adaptera par suite est le seuillage itératif
de Landweber, proposé par Daubechies et al dans [DDDM04]. En notant
Sλ l’opérateur de seuillage doux de seuil λ, ces itérations sont données par
l’algorithme 4
On reviendra en détail sur cet algorithme dans le chapitre 5, qui le re-
prendra dans un cadre plus général de normes mixtes.
D’autres algorithmes de seuillage itératif existent pour obtenir une solu-
tion au problème (2.32). On pourra par exemple citer l’algorithme proposé
par Elad dans [Ela06], ou bien l’amélioration du seuillage itératif de Land-
weber proposé par Fornasier dans [For07].
3Le nom de Basis Pursuit Denoising est surtout employé dans la communauté du
traitement du signal, tandis que le nom du LASSO vient essentiellement de la communauté
de l’apprentissage statistique. Cependant, le nom du LASSO semble aujourd’hui s’imposer.
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Algorithme 4 : Seuillage de Landweber itératif
Initialisation : Soit α(0) ∈ CN quelconque
repeat
α(m+1) = Sλ/C
(
Φ∗x+ Cα(m) − Φ∗Φα(m)
)
/C
until convergence ;
Une alternative au seuillage itératif très utilisée en apprentissage sta-
tistique sont les algorithmes de type homotopie initialement proposé par
Osborne [OPT00] et qui a inspiré l’algorithme du LARS [EHJT04]. L’avan-
tage de ces algorithmes est qu’ils s’aﬀranchissent du choix de λ. En eﬀet,
l’étude du chemin de régularisation associé à (2.32) permet de calculer pas
à pas toutes les solutions possibles en fonction de λ. En partant du vecteur
nul, on fait «rentrer» un coeﬃcient à chaque itération. Le coût de chaque
itération correspond au coût de la solution la moins contrainte (au sens des
moindres carrés). C’est toute la force de ces approches.
2.5 Décomposition en couches
Dans la section 2.4.1, on a vu deux exemples de décomposition temps-
fréquence dans deux bases MDCT avec une taille de fenêtre diﬀérente. On
a vu aussi précédemment qu’il existe diverses mesures de parcimonie, aﬁn
de pouvoir décider «quelle représentation est la plus parcimonieuse». On a
déjà fait remarquer en section 2.4.1 que, d’un point du vu intuitif, le choix
du dictionnaire est guidé par la nature du signal.
Cependant, si l’on reprend l’exemple d’un signal audio, on trouve en
général les deux types de composantes «transitoire» et «tonale». Ce qu’on
appelle transitoire est la partie bien localisée en temps du début de la note,
lorsque celle-ci est attaquée. La partie tonale correspondant elle a la partie
de la tenue de note, bien localisée en fréquence. Pour les images, on trouve
aussi deux types de composantes. Les contours géométriques de l’image (qui
correspondraient aux transitoires audios), et la partie texture (qui corres-
pondrait aux tonales).
Berger et al. [BCG94] donnent une technique de débruitage des signaux
audios qui exploite cette remarque. L’idée est de décomposer le signal dans
une première base adaptée à une particularité comme les transitoires, et de
mettre à zéro les très petits coeﬃcients (qui correspondent a priori au bruit).
Le signal ainsi débruité est resynthétisé, puis on le redécompose dans une
autre base, cette fois-ci adaptée à l’autre caractéristique (comme les tonales
dans notre exemple), permettant de mettre les plus petits coeﬃcients corres-
pondant au bruit à zéro. Cette technique de débruitage donne de meilleurs
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résultats que le seuillage dans une seule base choisie à l’avance. On s’adapte
ici aux diverses caractéristiques présentent dans le signal.
Cette idée a ensuite été reprise par Daudet, Molla et Torrésani dans le
cadre du codage audio [DT02, DMT04] avec des modèles hybrides. On re-
trouve le même type d’idée dans l’analyse en composantes morphologiques
proposée par Starck et al. dans [ESDQ05, SED05]. On peut l’écrire mathé-
matiquement sous la forme suivante. On suppose que x ∈ H peut s’écrire
comme
x = x1 + x2 + r (2.33)
où x1 ∈ H est une couche représentant une caractéristique donnée (comme
les contours d’une image ou les parties transitoires d’un signal) et x2 ∈ H une
deuxième couche représentant une autre caractéristique (comme la texture
d’une image ou la partie tonale d’un signal audio). On suppose que r ∈ H est
un résidu qui n’admet pas de décomposition parcimonieuse (une composante
stochastique tel qu’un souﬄe, un bruit. . . ).
Chacune des couches est supposée admettre une décomposition parcimo-
nieuse dans une base ou un repère bien choisi.
Il faut souligner que la déﬁnition d’un transitoire ou d’un tonal dans un
signal audio, d’un contour ou d’une texture dans une image est très vague.
Elle dépend bien souvent de la perception de chacun.
Ce problème peut se décrire dans le cadre général du Basis Pursuit (2.24)
(Denoising (2.32)), lorsque le dictionnaire est construit comme l’union de
deux bases (ou repères). On trouvera dans [GN03] (et ses références) une
étude sur les conditions suﬃsantes pour qu’un signal admette une décompo-
sition parcimonieuse unique lorsque le dictionnaire est l’union de deux bases
orthogonales.
2.5.1 Analyse en composante morphologique
L’analyse en composante morphologique [SED05] (MCA) reprend le modèle
du Basis Pursuit et l’adapte à l’équation (2.33). On choisit deux repères U et
V, chacun adapté à une caractéristique voulue. On note U et V les opérateurs
associés à ces repères. On cherche alors une décomposition parcimonieuse
de chaque couche dans ces repères en cherchant une solution à :
min
α, β
‖α‖1 + ‖β‖1
sous contrainte ‖x− Uα− V β‖22 ≤ σ2 (2.34)
Ainsi, on aura x1 = Uα et x2 = V β.
On peut aussi considérer la fonctionnelle
Ψ(α, β) = ‖x− Uα− V β‖22 + λ‖α‖1 + µ‖β‖1 (2.35)
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avec λ, µ ∈ R+ .
Les auteurs proposent un algorithme heuristique s’inspirant du Block Co-
ordinate Relaxation [BST98] pour minimiser (2.35), qui peut s’interpréter
sous l’angle du Stagewise Matching Pursuit [DTDS07]. Une telle fonction-
nelle peut se minimiser formellement par l’algorithme de seuillage itératif de
Landweber, qui a été étudié spécialement dans le cadre d’une telle fonction-
nelle par Teschke dans [Tes06a].
L’algorithme 5 décrit l’approche MCA , où Sλ est l’opérateur de seuillage
doux de seuil λ.
Algorithme 5 : MCA
Initialisation : β(0) = 0, i = 1
repeat
Estimation de la première couche :
x
(i)
1 = x− V β(i−1)
α(i) = Sλi(UTx1)
Estimation de la seconde couche :
x
(i)
2 = x− V α
β(i) = Sµi(V Tx2)
i = i+ 1
On fait décroitre les seuils λi et µi.
until convergence ;
2.5.2 Modèles hybrides
Les modèles hybrides proposés par Daudet, Mollat et Torrésani [DT02,
DMT04] se basent aussi sur l’idée de décomposition du signal en couches
aﬁn de le compresser eﬃcacement. Une diﬀérence essentielle avec l’analyse
en composante morphologique est qu’on ne cherche pas à minimiser de fonc-
tionnelle précise, mais à modéliser précisément chaque couche. L’idée est
de prendre en compte certaines structures que l’on peut observer sur les
cartes temps-fréquence, et de s’aﬀranchir ainsi du modèle d’indépendance
des coeﬃcients qui est derrière la norme ℓ1.
Initialement proposé pour les signaux audios, ce modèle fait le choix
d’une base d’ondelettes pour représenter la couche transitoire et d’une base
MDCT pour la couche tonale. L’algorithme de compression hybride est dé-
crit par l’algorithme 6
Une autre approche pour les décompositions hybrides est celle des puzzles
temps-fréquence proposé par Florent Jaillet dans [JT07]. Cette approche est
intéressante dans le sens où, en plus de donner des résultats satisfaisants,
elle se base sur la minimisation d’un critère d’entropie sur les coeﬃcients
d’analyse pour choisir quelle représentation est adaptée à une zone du plan
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Algorithme 6 : Décomposition hybride pour la compression
1. Modélisation de la partie tonale par une base MDCT et choisir le
nombre de coeﬃcients à conserver.
2. Ne garder que les coeﬃcients correspondant à la partie tonale. Ces
derniers peuvent être seuillés individuellement (absence de
structure), par groupe (seuillage N-termes), ou bien modéliser la
persistance par une chaîne de Markov.
3. Retirer la partie tonale ainsi estimée du signal original pour obtenir
un signal «non tonal»
4. Modélisation de la partie transitoire par une base d’ondelettes et
choisir le nombre de coeﬃcients à conserver.
5. Ne garder que les coeﬃcients correspondant à la partie transitoire.
Ici encore, on peut faire un seuillage simple ou bien structuré sur
l’arbre des coeﬃcients d’ondelettes
6. Retirer la partie transitoire ainsi estimée pour obtenir le résidu
temps-fréquence. On ne cherche donc pas à minimiser un critère de parci-
monie sur les coeﬃcients de synthèse.
Cet algorithme entièrement adaptatif est décrit par l’algorithme 7.
2.6 Conclusion du chapitre et positionnement de cette
thèse
Ce chapitre a tenté d’exposer en parallèle l’approche analyse d’un signal et
l’approche synthèse. Cette approche a été faite dans le cadre de la décompo-
sition d’un signal dans un dictionnaire de forme d’ondes, en exploitant une
hypothèse de parcimonie, sinon de concentration de l’information.
On a pu voir que le choix d’un dictionnaire, que ce soit pour l’analyse
ou la synthèse, impose un «point de vue» sur le signal : l’information ne se
concentre pas de la même façon.
De même, l’information est en général structurée : l’indépendance des
coeﬃcients sous-jacente à la mesure de parcimonie usuelle donnée par la
norme ℓ1 est une sur-simpliﬁcation de la réalité.
Cette thèse contient deux parties, qui peuvent être lue indépendamment.
Cependant, ce sera précisé dans les perspectives, les deux sont complémen-
taires. Un des buts de ce travail est de prendre en compte la structure de
l’information. C’est le but des normes mixtes introduites dans la première
partie, qui aborde le problème sous un angle «synthèse». La seconde par-
tie introduit un modèle aléatoire de synthèse simple, aﬁn de comprendre
à partir des coeﬃcients d’analyse, comment repérer l’information utile d’un
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Algorithme 7 : Puzzle temps-fréquence
Initialisation : choisir un β ∈ [0, 1] correspondant à une entropie de
Rényi. Choisir deux repères de Gabor G1 et G2 On pose r(0) = x et
i = 0.
Se donner un découpage en super-tuiles du plan temps-fréquence.
repeat
1. Calculer les coeﬃcients G1r(i) et G2r(i), puis calculer les entropies de
Rényi pour ces deux ensembles de coeﬃcients ainsi obtenus dans
chaque super-tuiles.
2. Sélectionner les super-tuiles dans lesquels l’entropie correspondant
aux coeﬃcients de G1r(i) est plus petite que celle correspondant aux
coeﬃcients G2r(i).
3. Reconstruire x(i)1 = (G1G
∗
1)
−1G1r
(i)
4. Calculer r(i+1/2) = r(i) − x(i)1
5. Calculer les coeﬃcients G1r(i+1/2) et G2r(i+1/2), puis calculer les
entropies de Rényi pour ces deux ensembles de coeﬃcients ainsi
obtenus dans chaque super-tuiles.
6. Sélectionner les super-tuiles dans lesquels l’entropie correspondant
aux coeﬃcients de G2r(i) est plus petite que celle correspondant aux
coeﬃcients G1r(i).
7. Reconstruire x(i)2 = (G2G
∗
2)
−1G2r
(i)
8. Calculer r(i+1) = r(i+1/2) − x(i)2
9. i = i+ 1
until i < I et ‖ri‖ > ǫ ;
signal supposé parcimonieux dans une union de base. Un second modèle per-
met de structurer l’information, toujours dans le but de pouvoir interpréter
facilement les coeﬃcients d’analyse.
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Première partie
Approche variationnelle et
normes mixtes
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3
Normes mixtes
Dans ce chapitre, nous rappelons la déﬁnition d’une norme mixte, ainsi que
quelques propriétés utiles. A ma connaissance, les espaces fonctionnels déﬁ-
nis à l’aide de normes mixtes ont été introduits et étudiés dans [BP61]. On
trouvera un résumé des principales propriétés de ces espaces dans [SOS05].
3.1 Déﬁnition
Nous utiliserons les notations suivantes. Soit une suite (x) ∈ CN indexée par
un double indice (g,m) ∈ N2 tel que (x) = (xg,m)(g,m)∈N2 . On peut alors
considérer les deux sous suites canoniques (xg) = (xg,1, xg,2, . . .) pour g ﬁxé,
et (x.,m) = (x1,m, x2,m, . . .).
La double indexation est purement conventionnelle et sert à introduire
une dépendance entre les coeﬃcients. Cette dépendance est utilisée dans la
déﬁnition suivante d’une norme mixte
Définition 3.1. Soit (w) ∈ RN, indicée par un double indice (g,m) ∈ N2,
et telle que pour tout (g,m) wg,m > 0.
Soit p ≥ 1 et q ≥ 1. On appelle norme mixte (pondérée) de (x) ∈ CN, la
norme ℓw;p,q déﬁnie par
‖x‖w;p,q =
∑
g
(∑
m
wg,m|xg,m|p
)q/p1/q .
Les cas p = +∞ et q = +∞ sont obtenus en remplaçant la norme corres-
pondante par le supremum.
La norme mixte ℓw;p,q peut être vue comme une composition des normes
ℓw;p et ℓq :
‖x‖w;p,q =
(∑
g
‖xg‖qw;p
)1/q
=
∥∥∥∥∥∥
(∑
m
W.,m|x.,m|p
)1/p∥∥∥∥∥∥
q
, (3.1)
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où |x.,m|p est obtenu en prenant le module de chaque élément de
la suite (x.,m) puis en les élevant à la puissance p ; et où W.,m =
diag(w1,m, . . . , wg,m, . . .). Ce type de notation sera utilisée par la suite
s’il n’y a pas d’ambiguïté.
On peut remarquer facilement que les normes mixtes généralisent les
normes ℓp usuelles si p = q : ‖x‖w;p,p = ‖x‖w;p.
Lorsque p < 1 ou q < 1 on ne peut plus parler de normes au sens strict,
mais on peut généraliser la déﬁnition pour obtenir des quasi-normes (en
particulier, on perd l’inégalité triangulaire).
Les deux indices g et m peuvent être interprétés comme une hiérar-
chie sur les coeﬃcients. Les coeﬃcients sont en eﬀet séparés entre groupes
aveugles les uns des autres (on verra qu’ils sont indépendants au sens sta-
tisque dans la section 5.1 du chapitre 5), et les coeﬃcients d’un même groupe
interagissent entre eux (et seront corrélés d’une certaine manière). Avec cer-
taines normes mixtes, les coeﬃcients d’un même groupe «s’uniront» tandis
qu’avec un autre choix, ces coeﬃcients entreront en compétition. Avec ces
notations, l’indice g représente l’indice du groupe, et l’indice m l’indice de
membre d’un groupe.
Remarque 3.1. En dimension ﬁnie, il n’y a aucune raison particulière
pour que le nombre M de membres dans un groupe soit le même pour tous
les groupes. Cependant, on peut toujours ajouter dans ce cas des coeﬃcients
«fantômes» égaux à zéro aﬁn que tous les groupes aient le même nombre de
membres. Lorsqu’on se placera en dimension ﬁnie, on considérera donc pour
des raisons de simplicité que tous les groupes ont chacun le même nombre
M de membres.
Les normes mixtes sont un moyen d’introduire explicitement un cou-
plage entre les coeﬃcients à la place de l’hypothèse d’indépendance qui est
derrière les normes ℓp. La double indexation nécessaire à la déﬁnition de la
norme mixte permet en eﬀet de considérer les coeﬃcients «par groupes».
Ce couplage est très fortement dépendant des choix faits pour p et q. On a
vu dans la remarque 2.1 du chapitre 2 que les normes ℓp sont utilisées pour
mesurer la diversité pour les petites valeurs de p et la parcimonie pour les
grandes valeurs de p. Les normes mixtes nous permettent de mélanger ces
deux concepts. Si on les utilise dans un contexte de régression, elles favori-
seront des types spéciﬁques de parcimonie et diversité jointes. On reviendra
sur ce point, qui devrait s’éclaircir d’avantage, dans le chapitre 5 avec la
formulation Bayesienne du problème de régression.
Les normes mixtes étant évidemment des normes, la proposition suivante
précise les cas de convexité et de convexité stricte.
Proposition 3.1. Si p ≥ 1 et q ≥ 1 alors la norme ℓw;p,q est convexe. La
convexité stricte est obtenue pour p > 1 et q > 1.
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Les normes mixtes vont ainsi nous permettre de prendre en compte cer-
taines structures qu’on peut trouver dans les signaux qu’on observe. Les
propriétés classiques des normes, et en particulier la convexité, nous per-
mettra de les utiliser dans un contexte de régression.
Comme rappelé en début de ce chapitre, l’utilisation des normes mixtes
n’est pas nouvelle. On rappelle dans la section suivante quelques modèles
classiques déjà étudiés qui utilisent des normes pour regrouper les variables.
3.2 Quelques normes mixtes dans la littérature
Quelques normes mixtes particulières sont déjà utilisées dans diverses si-
tuations. On voit d’abord dans cette section quelques espaces fonctionnels
classiques qui peuvent être caractérisés à l’aide de normes mixtes, puis on
présente des problèmes de régression qui utilisent aussi des normes mixtes,
en particulier dans la communauté statistique.
3.2.1 Les normes mixtes et les espaces fonctionnels
Trois exemples d’espaces fonctionnels sont donnés : les espaces de Besov,
Trieble-Lizorkin et les espaces de modulation. Une description des espaces de
Besov et de Triebel-Lizorkin est donnée dans [Ryc99]. On pourra se reporter
à [Fei06] et à ses références pour en savoir plus sur les espaces de modulation.
Les déﬁnitions des espaces de Besov et de modulation sont rappelées à la
section 2.4.2 du chapitre 2, et font intervenir des normes mixtes.
Les espaces de Triebel-Lizorkin sont déﬁnis de manière similaire aux
espaces de Besov, en inversant le rôle de j et n dans la norme mixte qui
intervient dans la déﬁnition.
3.2.2 Les normes mixtes en régression et apprentissage statistique
Plusieurs techniques de régression parcimonieuse ont été étudiées dans un
contexte d’apprentissage supervisé. Si la plus connue est la régression ℓ1
(problème du LASSO ou basis pursuit denoising présenté dans le chapitre 2),
d’autres techniques de régression ont été introduites aﬁn d’introduire une
dépendance entre les coeﬃcients.
Le Group-LASSO introduit par Yan et Lin dans [YL06], utilise une
norme mixte ℓ2,1. Ils ont introduit cette norme aﬁn de préserver des groupes
entiers d’individus. Plus récemment, Fornasier et Rauhut on étudié plus gé-
néralement des normes mixtes ℓp,1 comme régularisation pour les problèmes
inverses dans [FR08] ; Teschke et Ramlau ont étudié ce même type de normes
pour des problèmes inverses non linéaires dans [TR07].
Un autre exemple de normes mixtes est fournis par la pénalisation hié-
rarchique de Szafranski et Grandvalet dans [SGMM08]. La pénalisation hié-
rarchique modélise a priori le couplage des variables selon une hiérarchie
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donnée. L’étude du problème conduit alors à un problème de régression pé-
nalisé par une norme ℓ 4
3
,1. Un des intérêts de cet article est de faire ressortir
explicitement la hiérarchie entre les «groupes» et les «membres» d’un groupe
lors de la modélisation des données.
Dans la communauté statistique, les normes mixtes ont été introduite de
manière générale sous le nom de «Composite Absolute Penalties» par Peng
Zhao et al dans [ZRY08]. Ce dernier papier étudie un algorithme qui utilise
la norme ℓ∞,1.
Maintenant que les normes mixtes ont été introduites, on va se concentrer
dans les chapitres suivants sur les problèmes de régression en dimension ﬁnie.
On abordera tout d’abord le problème de minimisation d’une norme mixte
sous contrainte d’égalité grâce à l’algorithme FOCUSS, qui sera étendu au
cas multi-couches. L’estimation d’un signal bruité est alors étudié, et on
verra comment le seuillage itératif de Landweber permet de minimiser les
fonctionnelles correspondantes. On s’attardera alors sur comment choisir
sa norme mixte, et de nouveaux opérateurs de seuillages généralisés seont
alors introduits. Enﬁn, quelques illustrations et résultats obtenus en pratique
seront donnés.
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4Estimation sous contrainted’égalité
Le problème de l’estimation d’une fonction, ou d’un signal, sous la contrainte
d’égalité (ou de reconstruction exacte) est considéré, et l’algorithme FO-
CUSS adapté au cas des normes mixtes, puis généralisé pour la décompo-
sition d’un signal en couche. On se restreint dans ce chapitre au cas de la
dimension ﬁnie. Soit x ∈ CT . Soit α ∈ CN et un système de double in-
dexation g ∈ {1, . . . , G} et m ∈ {1, . . . ,M}, avec N = G × M , tel que
α = (α1, . . . ,αG) , et pour tout g, αg = (αg,1, . . . , αg,m, . . . , αg,M ). Soit
Φ ∈ CT×N une matrice dont les colonnes sont les vecteurs d’un dictionnaire
de CT , avec T ≤ N . Les cas p ≤ 2 et q ≤ 2 (p, q 6= 0) sont considérés, car ils
permettent de favoriser la parcimonie dans une des directions dépendantes
de l’index, le problème restant convexe pour 1 ≤ p, q ≤ 2.
4.1 Minimisation d’une norme mixte
Le problème que l’on souhaite résoudre est le suivant :
min
α
sgn(pq)‖α‖qw;p,q
sous contrainte x = Φα . (4.1)
Le problème (4.1) peut être résolu avec l’algorithme FOCUSS [RKD99],
qui est spécialement fait pour minimiser une mesure de parcimonie (ou de
diversité), sous contrainte d’égalité. Une version de FOCUSS adaptée aux
normes ℓp,q est décrite ci-dessous, et sa convergence est montrée.
Aﬁn d’utiliser FOCUSS, on doit écrire le gradient de la mesure de diver-
sité sous forme factorisée. On note M(α) la mesure de diversité de α, La
forme factorisée du gradient s’écrit alors
∇αM(α) = µ(α)Π(α)α¯ .
où α¯ est le conjugué de α.
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Par exemple, avec la mesure de parcimonie classique ℓp, M(p)(α) =
‖α‖pp, µ(α) = |p| et Π(α) = diag(|αn|p−2).
Dans le cas qui nous intéresse, on choisit ℓw;p,q pour mesure de diversité,
i.e. M(p,q)(α) = sgn(pq)‖α‖qw;p,q. La dérivée partielle par rapport à αg,m
est
∂M(p,q)(α)q
∂αg,m
= sgn(p)|q| wg,m x¯g,m|αg,m|p−2‖αg‖q−pwg ;p ,
Et donc
µ(x) = sgn(p)|q| and Π(x) = diag(wg,m|αg,m|p−2‖αg‖q−pwg ;p) (4.2)
Pour intialiser l’algorithme FOCUSS, on part d’un vecteur vériﬁant la
contrainte d’égalité. Un tel vecteur α est appelé une solution faisable ; i.e.
α(0) est une solution faisable si et seulement si s = Φα(0).
FOCUSS est un simple schéma itératif pour résoudre (4.1) donné par
l’algorithme suivant :
Algorithme 8 : FOCUSS
Initialisation : Soit α(0) ∈ CN une solution faisable et m = 0 .
repeat
α(i+1) = Π−1(α(i))Φ∗(ΦΠ−1(α(i))Φ∗)−1x
m = m+ 1
until convergence ;
où Φ∗ représente la transposée Hermitienne de Φ.
Théorème 4.1. Partant d’une solution faisable et bornée α(0) ∈ RN , La
suite des itérées générée par l’algorithme 8 est convergente, et minimise la
mesure de diversité ℓw;p,q.
Démonstration. On suit et adapte la preuve originale de [RKD99]. Le point
principal est de montrer que M(p,q)(α(i+1)) <M(p,q)(α(i)).
Aﬁn de montrer la convergence de l’algorithme, on doit vériﬁer les hy-
pothèses du théorème de convergence global [BS79], qui est rappelé ici
Théorème 4.2. Soit A un algorithme sur un ensemble X, et on suppose
que, pour x(0) donné, une suite {x(i)} est générée et qui satisfait
x(i+1) = A(x(i)) .
Soit un ensemble de solution donnée Γ ⊂ X, et l’on suppose que
i) Tous les points x(m) sont contenus dans un ensemble compacte S ⊂ X.
ii) Il existe une fonction continue (la fonction de descente) Z sur X telle
que
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a) Si x /∈ Γ, alors Z(y) < Z(x), ∀y ∈ A(x) ;
b) Si x ∈ Γ, alors Z(y) ≤ Z(x), ∀y ∈ A(x) ;
iii) L’opérateur A est fermé sur les points en dehors de Γ.
Alors, la limite de n’importe quelle sous-suite convergente de x(i) est une
solution, et Z(x(i))→ Z(x⋆) pour un x⋆ ∈ Γ.
On déﬁnit ici
Γ =
{
α⋆ : Φα⋆ = x, and α⋆ = P ⋆(ΦP ⋆)+x
}
,
où P ⋆ = (Π−1(α⋆))1/2 et + représente la pseudo-inverse de Moore-Penrose.
Le point iii) ne pose aucun problème car A est ici une fonction continue.
La preuve du point i) se fait exactement comme dans [RKD99]. Seul la
preuve du point ii) est écrite ici.
Aﬁn de montrer le point ii), on utilise la même technique que celle utilisée
dans la preuve originale, qui se base sur l’inégalité de Hölder : si αi, xi ≥ 0,
r > 1, 1r +
1
s = 1, alors
∑
i
αixi ≤
(∑
i
αri
) 1
r
(∑
i
xsi
) 1
s
.
L’inégalité est inversée pour r < 1 (r 6= 0).
α(i+1) s’écrit comme une fonction de la solution b(i+1) de norme ℓ2 mini-
male, du problème ΦP (i+1)b = x où P (i+1) = diag(w−1/2g,m |α(i)g,m| 2−p2 ‖αg‖
p−q
2
wg ;p).
On a alors α(i+1) = P (i+1)b(i+1)
Introduisons maintenant b˜ tel que b˜g,m = w
1/2
g,msgn(α
(i)
g,m)|α(i)g,m| q2 ‖α(i)g ‖
q−p
2
wg ;p
qui est une solution sous-optimale de ΦP (i+1)b = x. Si α(i+1) 6= α(i) (i.e.
l’algorithme n’a pas convergé), alors
‖b(i+1)‖22 < ‖b˜‖22 =
∑
g
∑
m
wg,m|α(i)g,m|p‖α(i)g ‖q−pwg ;p (4.3)
=
∑
g
‖α(i)g ‖q−pwg ;p
∑
m
wg,m|α(i)g,m|p
=
∑
g
‖α(i)p ‖q−pwg ;p‖α(i)g ‖pwg ;p = ‖α(i)‖qw;p,q .
On peut souligner le fait que
α(i+1)g,m = |α(i)g,m|
2−p
2 ‖α(i+1)g ‖
p−q
2
wg ;p b
(i+1)
g,m ,
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et donc, pour 0 < p < 2 et 0 < q < 2
M(α(i+1)) =
∑
g
(∑
m
wg,m|α(i+1)g,m |p
)q/p
=
∑
g
(∑
m
wg,m|α(i)g,m|
p(2−p)
2 ‖α(i)g ‖
p(p−q)
2
wg ;p |b(i+1)g,m |p
)q/p
=
∑
g
‖α(i)g ‖
q(p−q)
2
wg ;p
(∑
m
wg,m|α(i)g,m|
p(p−2)
2 |b(i+1)g,m |p
)q/p
≤
∑
g
‖α(i)g ‖
q(p−q)
2
wg ;p
(∑
m
wg,m|α(i)g,m|p
) q(2−p)
2p
(∑
m
|b(i+1)g,m |2
) pq
2p
=
∑
g
‖α(i)g ‖
q(p−q)
2
wg ;p ‖α(i)g ‖
q(2−p)
2
wg ;p ‖b(i+1)k ‖q2
=
∑
g
‖α(i)g ‖
2q−q2
2
wg ;p ‖b(i+1)g ‖q2
≤
(∑
g
‖α(i)g ‖qwg ;p
) 2−q
2
(∑
g
‖b(i+1)g ‖22
) q
2
<
(
‖α(i)‖qw;p,q
) 2−q
2
(
‖α(i)‖qw;p,q
) q
2
=M(α(i)) ,
où l’on a utilisé l’inégalité de Hölder à la 4ème ligne avec r = 22−p , s =
2
p ,
et à la 7ème ligne avec r = 22−q , s =
2
q .
Le point ii) est alors montré. Les cas p = 2 ou q = 2 sont assez simples
pour ne pas les écrire spéciﬁquement. Les cas p < 0 ou q < 0 sont similaires,
en utilisant l’inégalité de Hölder renversée.
Remarque 4.1. Aﬁn d’initialiser l’algorithme, une solution faisable bornée
simple est la solution de norme ℓ2 minimale, obtenue par la pseudo-inverse
de Moore-Penrose de Φ : α(0) = Φ+x .
4.2 Extension à la décomposition multi-couche
Dans certaines situations, les signaux considérés contiennent des com-
posantes aux caractéristiques signiﬁcativement diﬀérentes (appelées
«couches»), qui sont mieux décrites par des repères ou des bases diﬀé-
rentes. Cela mène à des problèmes de régression avec des dictionnaires
construits comme union de bases ou de repères. Il semble alors cohérent
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d’utiliser diﬀérentes normes sur les coeﬃcients correspondants aux diﬀé-
rentes bases. FOCUSS peut être adapté à une telle situation comme on va
le voir dans la suite.
Aﬁn de simpliﬁer la compréhension et l’écriture, on se limite ici au cas
de deux couches seulement. La généralisation à un nombre arbitraire de
couches est directe. Le problème peut être formulé comme suit. Soit x ∈
C
T et α =
(
α[1]
α[2]
)
∈ CN , avec T < N et pour tout i ∈ {1, 2}, α[i]
∈ RNi , avec Ni = Ki × Fi. Supposons que α[i] = (α[i]1 , . . . ,α[i]Gi) et pour
tout g ∈ {1, . . . , Gi}, α[i]g = (α[i]g,1, . . . , α[i]g,m, . . . , α[i]Gi,Mi). Soit Φ ∈ CT×N tel
que Φ = [Φ1Φ2], avec Φi ∈ CT×Ni pour i ∈ {1, 2}. On souhaite résoudre le
problème d’optimisation suivant :
min
α1,α2
{
sgn(p1q1)λ1 ‖α[1]‖q1
w[1],p1,q1
+ sgn(p2q2)λ2‖α[2]‖q2
w[2],p2,q2
}
sous contrainte x = Φα = Φ1α[1] +Φ2α[2] , (4.4)
avec λ1 > 0 et λ2 > 0 ﬁxé.
La mesure de diversité s’écrit :
M(α) = sgn(p1q1)λ1 ‖α[1]‖q1
w[1],p1,q1
+ sgn(p2q2)λ2‖α[2]‖q2
w[2],p2,q2
(4.5)
= sgn(p1q1)λ1
G1∑
g1=1
 M1∑
m1=1
w[1]g1,m1 |α[1]g1,m1 |p1
q1/p1 (4.6)
+ sgn(p2q2)λ2
G2∑
g2=1
 G2∑
m2=1
w[2]g2,m2 |α[2]g2,m2 |p2
q2/p2 (4.7)
=M1(α[1]) +M2(α[2]) . (4.8)
Aﬁn d’écrire le gradient de M sous forme factorisée, on calcule les déri-
vées partielles
∂M(α)
∂α
[1]
g1,m1
= sgn(p1)λ1|q1|w[1]g1,m1α[1]g1,m1 |α[1]g1,m1 |p1−2‖α[1]g1 ‖q1−p1w[1],p1 (4.9)
∂M(α)
∂α
[2]
g2,m2
= sgn(p2)λ2|q2|w[2]g2,m2α[2]g2,m2 |α[2]g2,m2 |p2−2‖α[2]g2 ‖q2−p2w[2],p2 . (4.10)
Le gradient de l’énergie M peut être écrit sous forme factorisée avec
µ(α) = 1 et Π(α) =
(
Π1(x[1]) 0
0 Π2(α[2])
)
où
Π1(α[1]) = sgn(p1)λ1|q1| diag(w[1]g1,m1 |α[1]g1,m1 |p1−2‖α[1]g1 ‖q1−p1w[1],p1)
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et
Π2(α[2]) = sgn(p2)λ2|q2| diag(w[2]g2,m2 |α[2]g2,m2 |p2−2‖α[2]g2 ‖q2−p2w[2],p2) .
Une première idée serait d’appliquer l’algorithme 8 (FOCUSS) sans rien
changer. Malheureusement, cet algorithme ne converge pas dans ce cas : la
mesure de diversité M n’est pas décroissante au cours des itérations. Aﬁn
de modiﬁer l’algorithme dans le but d’assurer la décroissance de la mesure
de diversité, et donc d’assurer la convergence, on va reprendre les idées de la
preuve précédente, avec les même notations, et les modiﬁer en conséquence.
On réécrit l’inégalité (4.3) :
‖b(i+1)‖22 = ‖b[1]
(i+1)‖22 + ‖b[2]
(i+1)‖22 (4.11)
< ‖b˜‖22 = ‖α(i)‖qw;p,q (4.12)
= ‖α[1](i)‖qw;p,q + ‖α[2]
(i)‖qw;p,q . (4.13)
Aﬁn de montrer la stricte décroissance deM au cours des itérations, on
aimerait avoir ‖b[1](i+1)‖22 < ‖α[1]
(i)‖qw;p,q (resp. ‖b[2](i+1)‖22 < ‖α[2]
(i)‖qw;p,q)
et ‖b[2](i+1)‖22 ≤ ‖α[2]
(i)‖qw;p,q (resp. ‖b[1](i+1)‖22 ≤ ‖α[1]
(i)‖qw;p,q). L’algorithme
FOCUSS va donc être légèrement modiﬁé pour garantir la stricte décrois-
sance de la mesure M.
Algorithme 9 : FOCUSS Multicouches
Initialisation : Soit x(0) ∈ RN une solution faisable et bornée.
repeat
α[1]
(i+1)
= Π−11 (α
[1](i))Φ∗1(ΦΠ
−1(α(i))Φ∗)−1x
α[2]
(i+1)
= Π−12 (α
[2](i))Φ∗2(ΦΠ
−1(α(i))Φ∗)−1x
if M(α(i+1)) ≥M(α(i)) then
if M1(α[1](i+1)) ≥M1(α[1](i)) then
α[1]
(i+1)
= α[1]
(i)
else
α[2]
(i+1)
= α[2]
(i)
until convergence ;
De cette manière, on est sûr d’obtenir une décroissance stricte de M1
ou M2 au cours des itérations, de sorte que la mesure M est strictement
décroissante. Cela assure la convergence de l’algorithme vers un minimum
(qui peut être local) de la fonction M.
L’algorithme FOCUSS nous permet d’estimer les coeﬃcients dans un dic-
tionnaire, sous la contrainte de reconstruction exacte du signal. Les observa-
tions d’un signal étant en général bruitées, il est alors utile de relacher cette
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contrainte d’égalité stricte lorsqu’on estime le signal et ses couches. FOCUSS
et la généralisation précédente peuvent être modiﬁé comme dans [REC+03]
pour prendre le bruit en compte ; cependant cet algorithme ne semble pas le
plus eﬃcace dans ce cas, comme nous allons le voir dans le chapitre suivant,
où une approche alternative est proposée.
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On s’intéresse ici au cas bruité, i.e. le cas où les observations sont de la forme
x = Φα+ b ,
où b est un bruit non spéciﬁé a priori. On utilise une formulation varia-
tionnelle classique du problème : la régression est faite classiquement en
minimisant une erreur ℓ2 entre le signal observé et son estimé, régularisé par
une norme mixte. On se place ic dans le cas général de la dimension inﬁnie.
Soit x ∈ H, avec H ⊂ L2(R) un espace de Hilbert séparable. Soit α
ell2(C) et un opérateur linéaire Φ : ℓ2(C)→ H. Ainsi, on considère la fonc-
tionnelle suivante à minimiser
Ψ(α) =
1
2
‖x− Φα‖22 +
λ
q
‖α‖qw,p,q , (5.1)
avec λ ∈ R∗+.
5.1 Interprétation Bayésienne
Dans un contexte Bayésien, le choix de la norme ℓ2 pour le terme d’attache
aux données est en général justiﬁé en supposant que le bruit est i.i.d selon
une distribution Gaussienne. La norme mixte conduit à une distribution a
priori sur les coeﬃcients de la forme
p(α) = exp{−λ
q
‖α‖qw,p,q} (5.2)
=
∏
g
exp{−λ
q
‖αg‖qp} , (5.3)
qui est un produit de distributions de Gibbs. Cette formulation Bayésienne
montre le couplage des coeﬃcients comme cela était souligné au chapitre 3,
et l’indépendance entre les groupes de coeﬃcients.
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5.2 Solution par FOCUSS régularisée
Plus généralement, pour une décomposition multicouche d’un signal, le but
est d’utiliser une fonctionnelle telle que :
Ψ(α) =
1
2
‖x− Φα‖22 +
I∑
i=1
λi
qi
‖α[i]‖qiwi,pi,qi , (5.4)
avec λi ∈ R∗+.
Dans le but de minimiser (5.4), en dimension ﬁnie, l’algorithme FOCUSS
peut être adapté comme suggéré dans [REC+03]. On propose ici de modiﬁer
l’algorithme pour I = 2 seulement, dans un souci de simplicité
Algorithme 10 : FOCUSS régularisé adapté au cas multicouche
Initialisation : Soit α(0) ∈ RN une solution faisable et bornée.
repeat
α[1]
(i+1)
= Π−11 (α
[1](i))Φ∗1(ΦΠ
−1(α(i))Φ∗ + Id)−1x
α[2]
(i+1)
= Π−12 (α
[2](i))Φ∗2(ΦΠ
−1(α(i))Φ∗ + Id)−1x
if E(α(i+1)) ≥ E(α(i)) then
if E1(α[1]
(i+1)
) ≥ E1(α[1](i)) then
α[1]
(i+1)
= α[1]
(i)
if E2(α[2]
(i+1)
) ≥ E2(α[2](i)) then
α[2]
(i+1)
= α[2]
(i)
until convergence ;
avec
Π1(α[1]) = sgn(p1)λ1|q1| diag(w[1]g1,m1 |α[1]g1,m1 |p1−2‖α[1]g1 ‖q1−p1w[1],p1) , (5.5)
et
Π2(α[2]) = sgn(p2)λ2|q2| diag(w[2]g2,m2 |α[2]g2,m2 |p2−2‖α[2]g2 ‖q2−p2w[2],p2) . (5.6)
À la diﬀérence de l’algorithme donné par Rao et al dans [REC+03], on
peut remarquer la présence du terme (ΦΠ−1(α(i))Φ∗ + Id) à la place de
(ΦΠ−1(α(i))Φ∗+λId). Cela vient du fait que, dans notre cas, le λj doit être
intégré dans la matrice Πj aﬁn de pouvoir écrire l’algorithme.
Cet algorithme peut eﬀectuer la minimisation pour n’importe quels p, q <
2 (p, q 6= 0). Cependant, il n’est pas très eﬃcace et devient lent pour les
problèmes de haute dimension, en raison de la présence d’une inversion de
matrice à chaque itération.
Une alternative valable est fournie par l’algorithme de seuillages
itératifs de Landweber, tel que l’algorithme introduit par Daubechies
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dans [DDDM04]. On étudie dans la section suivante le cas simple où Φ est
orthogonal (et correspond à l’opérateur d’une base orthogonale). Ensuite,
l’algorithme de seuillage itératif est développé pour 1 ≤ p, q ≤ 2. Bien que
cet algorithme soit plus restrictif en terme de valeur admissible pour p et q
que FOCUSS, il est bien plus rapide.
5.3 Le cas unitaire
Dans toute la section, Φ est supposée être un opérateur unitaire, ie Φ∗Φ =
ΦΦ∗ = Id. Ceci nous permet d’introduire des opérateurs utiles correspon-
dant à une norme mixte. De plus, le problème de régression formulé dans
le cas orthogonal donne une bonne idée de l’inﬂuence des normes mixtes
lorsqu’elles sont utilisées comme terme de pénalité dans une fonctionnelle.
La régression dans le cas orthogonal est équivalente au problème d’opti-
misation suivant
min
α
[
1
2
‖x− Φα‖22 +
λ
q
‖α‖qw;p,q
]
, (5.7)
qui peut être écrit comme la minimisation en α de
Ψ(α) =
1
2
‖x− Φα‖22 +
λ
q
 G∑
g=1
(∑
m
wg,m|αg,m|p
)q/p
=
1
2
‖x− Φα‖22 +
λ
q
∑
g
‖αg‖qwg ;p . (5.8)
Plusieurs cas doivent être pris en compte
– p > 1 et q > 1 La fonctionnelle Φ est diﬀérentiable partout.
– p > 1 et q = 1 La fonctionnelle Φ n’est pas diﬀérentiable aux points
αg = 0.
– p = 1 et q ≥ 1 La fonctionnelle Φ n’est pas diﬀérentiable aux points
αg,m = 0.
Comme Φ est un opérateur unitaire, on a
‖x− Φα‖22 = ‖Φ∗x−α‖22 =
∑
g,m
(x˜g,m − αg,m)2
On note Φ∗ l’adjoint de Φ et x˜ = Φ∗x. En notant θαg,m (resp. θx˜g,m)
l’argument de αg,m (resp. x˜g,m), on a pour tout g,m
|x˜g,m − αg,m|2 = |x˜g,m|2 + |αg,m|2 − 2|αg,m||x˜g,m| cos(θx˜g,m − θαg,m) .
Ainsi, on peut diﬀérencier la fonctionnelle Φ par rapport au module de αg,m,
pour un couple g,m ﬁxé, et l’on obtient
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|αg,m| = |x˜g,m| cos(θx˜g,m − θαg,m)− λwg,m|αg,m|p−1‖αg‖q−pwg ;p . (5.9)
La diﬀérenciation de Φ par rapport a θαg,m donne
2|αg,m||x˜g,m| sin(θx˜g,m − θαg,m) = 0 . (5.10)
De (5.9) et (5.10), on peut déduire que θαg,m = θx˜g,m et donc écrire que
les équations variationnelles sont équivalentes au système suivant :
|αg,m| = |x˜g,m| − λwg,m|αg,m|p−1‖αg‖q−pwg ;p (5.11)
arg(αg,m) = arg(x˜g,m) (5.12)
Les équations variationnelles sont couplées, de sorte que la solution
semble diﬃcile à obtenir. La discussion qui va suivre montre qu’une solution
analytique peut être trouvée dans beaucoup de cas, ou bien un algorithme
itératif est donné pour obtenir cette solution. Il apparaîtra que la solution
est obtenue par un opérateur de seuillage «généralisé», comme le suggèrent
les équations variationnelles. Dans tous les cas, l’argument de αg,m est le
même que celui de x˜g,m.
La suite utilisant beaucoup les opérateurs de seuillage doux, on en rap-
pelle ici la déﬁnition.
Définition 5.1. Soit λ ∈ R+. On appelle opérateur de seuillage doux, de
seuil λ, la fonction
Sλ : C −→ C
x 7→ Sλ(x) =
{
arg(x) (|x| − λ)+ si |x| > λ
0 sinon.
On pourra généraliser cette déﬁnition à un vecteur, où les seuils pourront
être donnés coordonnée par coordonnée.
5.3.1 Pour une parcimonie faible : p>1 et q>1
On introduit la fonction F : ℓ2(C) → ℓ2(C), |v| 7→ F(|v|) = |v| +
λWg|v|p−1‖v‖q−pw;p . F est bĳective, et le système (5.11), (5.12) a une solu-
tion unique qui peut être obtenue numériquement.
5.3.2 Pour des groupes parcimonieux : p>1 et q =1
Pour le cas particulier p = 2 et q = 1, la proposition 5.1 ci-dessous donne
une expression analytique de la solution. Le cas plus général 1 < p < 2 et
q = 1 est résolu en utilisant l’algorithme de point ﬁxe 11 (voir ci-dessous).
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Proposition 5.1. Soit Φ un opérateur unitaire. On suppose que, pour tout
g, et pour tout m, wg,m = wg. La solution du problème (5.7), où ℓp,q = ℓ2,1
est donnée par
|αg,m| = |x˜g,m|
(
1− λ
√
wg
‖x˜g‖2
)+
.
Démonstration. La preuve est donnée en annexe C.1.
On souligne le fait que le terme de pondération qui nous permet d’obtenir
la solution en fonction de x˜g,m, dépend seulement de l’indice de groupe g, et
pas de l’indice de membre m. On peut alors réécrire la solution sous forme
vectorielle :
|αk| = |x˜k|
(
1− λ
√
wg
‖x˜g‖2
)+
. (5.13)
Remarque 5.1. Le résultat donné à la proposition 5.1 montre un mélange
de pondération type ℓ2, et un seuillage (qui rappelle la minimisation ℓ1)
qui opère sur un groupe entier de variable. Dans ce cas, les groupes qui
contiennent beaucoup de «gros» coeﬃcients (ou coeﬃcients «signiﬁcatifs»)
sont privilégiés par rapport aux groupes constitués de petits coeﬃcients. Le
couplage apparaît entre les coeﬃcients signiﬁcatifs.
En outre, cette solution est identique à celle de l’estimateur du Group-
LASSO donnée dans [YL06].
Pour le cas plus général q = 1 et 1 < p < 2 on ne peut donner une expres-
sion analytique de la solution. Cependant, en dimension ﬁnie, un algorithme
de seuillage itératif peut être construit.
Algorithme 11 : Itérations p>1 q=1
Initialisation α(0) = x˜
for all g,m do
α
(m+1)
g,m = arg(x˜g,m)
(
|x˜g,m| − λwg,m|αg,m|p−1‖αk‖q−pwg ;p
)+
Proposition 5.2. Soit x˜ ∈ CG×M et Mwk =
∑M
m=1wk,ℓ. L’algorithme de
point ﬁxe 11 converge pour
λ <
M
2(p−1)
p(2−p)
wk
2(p− 1) mink (‖xk‖wg ;p−2) .
65
Chapitre 5. Régression parcimonieuse
Démonstration. La preuve est donnée en annexe C.2
Remarque 5.2. En dépit du fait que la solution n’est pas donnée par une
solution analytique, le résultat est obtenu par des seuillages itératifs. Ainsi,
la solution est obtenue ﬁnalement par un seuillage, dont le seuil est obtenue
a posteriori.
Fornasier et Rauhut ont étudié plus précisément ce type de normes
mixtes dans [FR08]. Ils montrent que la solution est donnée par opérateur
de seuillage et ils donnent l’expression analytique de la solution pour les
normes ℓ1, ℓ2,1 et ℓ∞,1. L’étude de l’opérateur de seuillage pour la norme
mixte ℓp,1 est aussi faite par Teschke et Ramlau dans [TR07] dans le cadre
des problèmes inverses non linéaires.
5.3.3 Pour une sélection parcimonieuse de coeﬃcients à l’intérieur
des groupes : p=1 et q >1
On montre ici que la solution est obtenue là encore par seuillage. La pro-
position suivante donne le seuil de manière analytique pour le cas q = 2, et
montre comme obtenir une estimation numérique dans les autres cas.
Proposition 5.3. Soit Φ un opérateur unitaire. La solution du pro-
blème (5.7), où ℓp,q = ℓ1,q est donné par un seuillage doux, dont le seuil
dépend du groupe g du coeﬃcient. Le seuil ξg est la solution (unique) sur
R+ de l’équation suivante
ξ
1
q−1
g + λ
1
q−1Mwgξg = λ
1
q−1 ‖|x˜g‖|wg
avec ‖|Wgx˜g‖|wg =
∑
m
wˇg,mxˇg,m, où xˇg,m (resp. wˇg,m) représente les coeﬃ-
cients |x˜g,m| (resp. wˇg,m) rangés par ordre décroissant. La quantité M est le
nombre tel que
xˇg,M > λ
(
M∑
m=1
wˇg,m(xˇg,m − xˇg,M )
)q−1
et xˇg,M+1 ≤ λ
(
M+1∑
m=1
wˇk,m(xˇg,m − xˇg,M+1)
)q−1
.
et Mwg =
∑M
m=1 wˇg,m.
En particulier, pour q = 2, le seuil ξg est égal à
λ
1 +Mwgλ
‖|x˜g‖|wg .
Démonstration. La preuve est donnée à l’annexe C.3.
Remarque 5.3. Cette proposition généralise le résultat donné dans le cadre
des ondelettes et des espaces de Besov dans [CALL98].
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Dans le cas q = 2, on souligne quelques propriétés de la norme ℓ1,2 dans
la remarque suivante.
Remarque 5.4. Après une réécriture adéquate, la solution est obtenue par
un mélange de pondération ℓ2 et de seuillage ℓ1 :
|αg,m| = |x˜g,m| − λ1 + λMwg
‖|x˜g‖|wg
= |x˜g,m|
(
1− λwg,m
1 + λMwg
)
− λ
1 + λMwg
M∑
ℓ=1,xˇg,ℓ 6=x¯g,m
wˇg,mxˇg,ℓ .
Ce mélange de pondération et de seuillage est ici très diﬀérent de celui
obtenu dans le cas de la norme mixte ℓ2,1. Ici, on pondère chaque coeﬃcient,
avant de le comparer à un seuil qui dépend de la norme du groupe g : alors
chaque coeﬃcient est seuillé. La parcimonie est alors favorisée tout en pré-
servant une certaine structure : le seuil dépend de la parcimonie selon m, à
l’index g. Plus le signal est parcimonieux à l’index g, plus le seuil est petit.
Contrairement à la norme mixte ℓ2,1, le couplage n’est pas entre les co-
eﬃcients signiﬁcatifs : un coeﬃcient apparaît comme signiﬁcatif par rapport
aux autres.
Remarque 5.5. Attardons nous sur le cas λ≫ 1 et wg,m = 1 pour tout g,m
pour la norme ℓ1,2. Alors, pour un groupe g donné, au moins un coeﬃcient
n’est pas mis à zéro. En eﬀet, si tous les coeﬃcients étaient mis à zéro,
alors ‖|x˜g‖| = 0 et aucun coeﬃcient ne pourrait être inférieur au seuil, ce
qui est une contradiction évidente. Conséquemment, les normes mixtes ℓ1,2
ne peuvent pas donner un estimateur aussi parcimonieux que la norme ℓ1.
Cette propriété est la conséquence de la structure de cette norme et illustre
bien le couplage entre coeﬃcients signiﬁcatifs ou non signiﬁcatifs, comme
dit dans la remarque 5.4.
Il est intéressant de remarquer que le minimum de la fonctionnelle (5.1)
quand Φ est unitaire, est aussi la solution du problème
min
α
[∑
g
1
ξg
∑
m
|x˜g,m −αg,m|2 + ‖α‖1
]
, (5.14)
i.e. un problème de régression parcimonieuse avec une pénalisation ℓ1, et un
terme d’attache aux données faisant intervenir une pondération dépendantes
des données.
Bien qu’il n’y ait pas d’interprétation Bayésienne simple, une telle ré-
interprétation montre qu’on peut s’attendre à ce que la solution se com-
porte particulièrement bien dans les situations où un signal parcimonieux
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est plongé dans un bruit dont la variance varie suivant les groupes g dans le
domaine des coeﬃcients.
Le problème de régression associé à la norme mixte ℓ1,2 est appelé Elitist-
LASSO (E-LASSO). Ce nom a été choisi suite au comportement de l’opé-
rateur de seuillage calculé précédemment. En eﬀet, cet opérateur a un com-
portement élitiste dans le sens où, pour chaque groupe, seul les «meilleurs»
(i.e. les plus gros) coeﬃcients seront gardés.
5.3.4 Résumé des principaux résultats
Aﬁn de réutiliser les résultats donnés ci-dessus, et faciliter la lecture, on les
résume en un seul théorème.
Théorème 5.1. Soit α ∈ ℓ2(C) et x ∈ ℓ2(C). Soit Φ : ℓ2(C) → H un
opérateur unitaire. Soit 1 ≤ p, q ≤ 2 et w une suite de réel strictement
positifs, tels que ‖α‖qw;p,q = ∑g (∑mwg,m|αg,m|p)q/p. Alors la solution du
problème d’optimisation suivant
min
α
1
2
‖x− Φα‖22 + λ‖α‖qw;p,q ,
est donnée par Sλw;p,q(Φ
∗x), avec Sλw;p,q un opérateur de seuillage doux déﬁni
coordonnée par coordonnée, par, pour tout g,m :
vg,m 7→ arg(vg,m) (|vg,m| − ξg,m)+
où les ξg,m sont donnés ci-après.
– Si p > 1 et q > 1. Alors le seuil est donné a posteriori, la solution
est donnée par l’inverse de F : ℓ2(C) → ℓ2(C), |v| 7→ F(|v|) = |v| +
λWg|v|p−1‖v‖q−pw;p ;
– Si p = 1 et 1 ≤ q <∞. Alors, pour tout m, ξg,m = ξg est solution sur
R+ de
ξ
1
q−1
g + λ
1
q−1Mwgξg = λ
1
q−1 ‖|x˜g‖|wg
avec ‖|Wgx˜g‖|wg =
M∑
m=1
wˇg,ℓxˇk,ℓ, où xˇg,m (resp. wˇg,m) représente les
coeﬃcients |x˜g,m| (resp. wˇk,ℓ) rangés en ordre décroissant. La quantité
M est le nombre tel que
xˇk,M > λ
(
M∑
m=1
wg,m(xˇk,m − xˇk,M )
)q−1
and xˇk,M+1 ≤ λ
(
M+1∑
m=1
wg,m(xˇg,m − xˇg,M+1)
)q−1
.
et Mwg =
M∑
m=1
wˇg,m.
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– En particulier, si p = 1 et q = 2,
ξk =
λ
1 +Mwgλ
‖|x˜g‖|wg
– Si p = 2 et q = 1, et pour un g donné, wg,m = wg ∀m. Alors
ξg,m =
λ
√
wg
x˜g,m‖x˜g‖2 ;
– Si 1 < p < 2 et q = 1. Alors la solution est donnée en dimension ﬁnie
par l’algorithme 11.
Le théorème précédent montre que le minimiseur est obtenue par un
opérateur seuillage doux. Cette remarque donne le corollaire suivant
Corollaire 5.1. Soit α ∈ CN . Soit Φ : ℓ2(C) → H un opérateur unitaire.
Soit 1 ≤ p, q ≤ 2 et w une suite de réel strictement positif tels que ‖α‖qw,p,q =∑
g (
∑
mwg,m|αg,m|p)q/p.
Alors, pour tout x ∈ ℓ2(C), il existe une suite de réels positifs ξ (qui
dépend de x) tel que le minimum de la fonctionnelle
Ψ(α) = ‖x− Φα‖22 + ‖α‖qw;p,q ,
coïncide avec le minimum de la fonctionnelle
Ψ(α) = ‖x− Φα‖22 + ‖α‖ξ;1 .
On a vu comment obtenir une estimation du signal dans le cas où Φ
est un opérateur unitaire. Ainsi, on a déﬁni des opérateurs nous permettant
d’obtenir la solution. La section suivante pose le problème dans un cas plus
général, et montre qu’un algorithme itératif inspiré par Daubechies et al
dans [DDDM04] et par Teschke dans [Tes06b] peut être étendu dans ce
nouveau contexte, avec les mêmes propriétés de convergence. Lorsque le
dictionnaire considéré est construit par une union de bases orthonormées,
un algorithme du type Block Coordinate Relaxation (BCR) peut être utilisé.
5.4 Généralisation
5.4.1 BCR
La section précédente donne une solution au problème 5.1 dans le cas simple
où Φ est un opérateur unitaire (et correspond à une base orthonormée). On
s’intéresse maintenant à un problème similaire où Φ est la concaténation de
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deux opérateurs unitaires (et correspond à l’union de deux bases orthonor-
mées). L’a priori choisi sur les coeﬃcients correspondants aux deux bases
peut être diﬀérent.
Une motivation à ce problème peut être la décomposition d’un signal
audio en trois couches Transitoire + Tonal + Bruit, à l’aide de deux bases
MDCT utilisant une résolution temps-fréquences diﬀérente. Des problèmes
similaires se retrouvent en traitement d’image sous le nom de décomposition
en Cartoon + Texture + Bruit. De tels problèmes ont été étudiés par divers
auteurs et plusieurs types d’algorithmes sont disponibles. Des approches pro-
babilistes ont été utilisées dans le domaine audio (voir [MT05, FTDG08],
qui exploitent simultanément la parcimonie et la persistance. Des approches
variationnelles (telles que l’analyse en composantes morphologiques) sont
souvent préférées dans la littérature du traitement d’image, mais qui n’in-
troduisent pas la notion de persistance. L’approche des normes mixtes sur
laquelle ont se concentre ici semble un bon compromis entre les deux ap-
proches précédentes, en permettant d’introduire de la persistance dans les
formulations variationnelles.
On part d’un problème d’optimisation similaire à celui donné par le MCA
(décrit à la section 2.5.1 du chapitre 2), qu’on rappelle ici
Ψ(α, α˜) = ‖x− Φ(α, α˜)T ‖22 + λ‖α‖1 + µ‖α˜‖1 . (5.15)
Plutôt que d’utiliser deux normes ℓ1 pour estimer les couches tonales et
transitoires, on va utiliser des normes mixtes. On déﬁnit alors la fonctionnelle
suivante à minimiser
Ψ(α, α˜) = ‖x− Φ(α, α˜)T ‖22 + λ‖α‖qp,q + µ‖α˜‖q˜p˜,q˜ (5.16)
où ℓp,q et ℓp˜,q˜ seront choisis de manière adéquate.
Pour décomposer un signal en plusieurs couches, il convient de choisir un
dictionnaire pour chacune des couches. Dans l’exemple des signaux audios,
la couche transitoire se représente bien dans un dictionnaire d’ondelette
ou temps-fréquence (type Gabor ou MDCT) avec une fenêtre étroite. À
l’opposé, la couche tonale est bien représentée dans des dictionnaires temps-
fréquence avec une fenêtre large.
On choisit ici le cas particulier où chaque dictionnaire est une base
orthonormée (par exemple, deux bases MDCT avec deux tailles de fe-
nêtre diﬀérentes). On applique la méthode Block Coordinate Relaxation
(BCR) [BST98] qui est à l’origine du MCA [SED04]. BCR est spécialement
adapté à l’union de bases orthogonales, et converge vers un minimum de la
fonctionnelle (5.15) du basis-pursuit denoising.
On introduit quelques notations. Soit U et V les deux bases en consi-
dération, et on note U et V les opérateurs correspondants. On note αU les
coeﬃcients correspondants à la base U et αV les coeﬃcients correspondants
à la base V. De cette façon, UαU correspond à la couche tonale et VαV à la
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couche transitoire. Pour obtenir une estimation des deux couches, on choisit
alors de minimiser la fonctionnelle suivante
Ψ(αU ,αV) =
1
2
‖x− UαU − VαV‖22 +
λ
q
‖αU‖qp,q +
µ
q˜
‖αV‖q˜p˜,q˜ (5.17)
L’algorithme BCR est alors légèrement modiﬁé pour obtenir un minimiseur
de (5.17) :
Algorithme 12 : Algorithme BCR
Initialisation : soit α(0)U et α
(0)
V quelquonques
repeat
r
(i)
U = x− Vα(i)V
Estimer α(i+1)U en résolvant
α
(i+1)
U = argmin
α∈RN
1
2
‖x− Uα‖22 +
λ
q
‖α‖qp,q
avec le théorème 5.1
r
(i)
V = x− Uα(i+1)U
Estimer α(i+1)V en résolvant
α
(i+1)
V = argmin
α∈RN
1
2
‖x− Vα‖22 +
µ
q˜
‖α‖q˜p˜,q˜
avec le théorème 5.1
until convergence ;
En suivant la preuve donnée dans [BST98] pour l’algorithme BCR, on
peut exploiter le travail fait dans [Tse93] et écrire
Théorème 5.2. Soit U et V deux opérateurs unitaires de ℓ2(C) dans H.
Soit x ∈ ℓ2(C) et p ≥ 1, q ≥ 1 p˜ ≥ 1, et q˜ ≥ 1. Alors l’algorithme 12
converge vers un minimum de (5.17).
Cet algorithme à l’avantage d’avoir une interprétation simple : on com-
mence par estimer une couche, puis celle-ci est retirée avant d’estimer la
seconde. On retire alors cette dernière estimation pour ré-estimer la pre-
mière couche et ainsi de suite. L’inconvénient de cet algorithme est de se
limiter au cas où Φ est l’union de bases orthonormées (le cas où Φ est
composée de plus de deux bases orthonormées s’obtient directement). La
section suivante présente un algorithme plus général, où Φ peut être l’opé-
rateur d’un dictionnaire très général (union de bases, de repères etc.) et
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permet même d’étendre l’approche au cas où Φ est un opérateur linéaire
quelconque (comme un opérateur de convolution).
5.4.2 Itérations de Landweber
On étudie ici un cas plus général que le problème (5.7). Φ est un opérateur
linéaire quelconque, et l’on veut exploiter la structure en couches qui peut
apparaître dans un signal. Dans le cas particulier où Φ est un opérateur
d’un dictionnaire construit comme l’union de bases orthogonales, on peut
appliquer l’algorithme BCR décrit ci-dessus. L’algorithme étudié ici est plus
général, et peut être appliqué à n’importe quel type d’opérateur linéaire
Φ, comme un opérateur associée à un repère (ou l’union de repère), un
opérateur de convolution etc.
Soit la fonctionnelle
Ψ(α) =
1
2
‖x−
I∑
i=1
Φiα[i]‖22 +
I∑
i=1
λi
qi
Mi(α[i]) = 12‖x− Φα‖
2
2 + λM(α) .
(5.18)
avec x ∈ ℓ2(C), pour tout i, Φi : ℓ2(C) → H est un opérateur linéaire
et Φ =
⊕
Φi. Soit α = (α[1], . . . ,α[I]) et λ = (λ1q1 , . . . ,
λI
qI
) ∈ R∗I . On a
Φα =
∑
iΦiα
[i] et M(α) = (M1(α[1]), . . . ,MI(α[I])).
On choisit comme pénalité une norme mixte introduite auparavant. On
a alors Mi(α[i]) = ‖α[i]‖w[i];pi,qi .
Pour résoudre le problème (5.18), en suivant [DDDM04, Tes06b], on
introduit une fonctionnelle de remplacement1
Ψsur(α,a) =
1
2
‖x− Φα‖22 +
C
2
‖α− a‖22 −
1
2
‖Φα− Φa‖22 + λM(α)
(5.19)
=
1
2
I∑
i=1
∑
g
∑
m
(
C(α[i]g,m)
2 − 2α[i]g,m[Φ∗ix+ Ca[i] − Φ∗iΦa]g,m +
λi
qi
Mi(α[i])
)
+
1
2
(
‖x‖22 + C‖a‖22 − ‖Φa‖22
)
(5.20)
=
1
2
I∑
i=1
(∑
g
∑
m
(
C(α[i]g,m)
2 − 2α[i]g,m[Φ∗ix+ Ca[i] − Φ∗iΦa]g,m
)
+
λi
qi
∑
g=1
(∑
m
w[i]g,m|α[i]g,m|pi
)qi/pi (5.21)
+
1
2
(
‖x‖22 + C‖a‖22 − ‖Φa‖22
)
,
1où l’on utilise la notation [Φ∗y]g,m pour désigner le coeﬃcient de coordonée (g,m) de
Φ∗y.
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avec C tel que C > C1+ . . .+CI , où chaque Ci est un majorant de la norme
de Φ∗Φ.
Alors, la solution du problème variationnel associé vériﬁe, pour tout
i, g,m :
∣∣∣α[i]g,m∣∣∣ = C−1 ∣∣∣[Φ∗ix+ Ca[i] − Φ∗iΦa]g,m∣∣∣− λiC w[i]g,m|α[i]g,m|pi−1‖α[i]g ‖qi−piw[i]g ,pi .
(5.22)
Dans la situation habituelle, l’introduction d’une fonctionnelle de rem-
placement découple le problème en sous-problèmes scalaires. Dans le cas qui
nous intéresse ici, elle procède aussi à un découplement en sous-problèmes
vectoriels de plus petite dimension, qui peuvent être résolus comme décrit
dans la section 5.3. Par conséquent, pour tout i, les opérateurs Sλi/C
w[i],pi,qi
donnés par le théorème 5.1 à la section 5.3.4, nous permet d’obtenir une
solution pour (5.22) à partir de C−1[Φ∗ix+ Ca
[i] − Φa].
Proposition 5.4. Soit a ﬁxé. La fonctionnelle de remplacement Ψsur(α,a)
admet un minimum donné par
argmin(Ψsurα (α,a)) = S(C
−1[Φ∗x+ Ca − Φ∗Φa]) ,
où S =
(
S
λ1/C
w[1],p1,q1
, . . . ,S
λI/C
w[I],pI ,qI
)
.
Démonstration. La fonctionnelle de remplacement nous permet de découpler
les équations variationnelles. On a ensuite juste à exploiter le travail fait en
section 5.3.
On peut alors en déduire l’algorithme itératif suivant
Algorithme 13 : Landweber
Initialisation : α(0) ∈ ℓ2(C)
repeat
for i = 1 : I do
|α[i](m+1) | = Sλi/Cwi,pi,qi(C−1[Φ∗ix+ Cα[i]
(m) − Φ∗iΦα(m)])
=
(
C−1
∣∣∣[Φ∗ix+ Cα[i](m) − Φ∗iΦα(m)]∣∣∣− ξ[I](m))+
until convergence ;
où les ξ[i]
(m)
sont les vecteurs qui contiennent les seuils ξ[i]
(m)
g,m . Ces seuils
sont donnés par les opérateurs Sλi/C
w[i],pi,qi
, associés à la norme mixte adéquate
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ℓpi,qi , appliqués à C
−1[Φ∗ix + Cα
[i](m) − Φ∗iΦα(m)]. Le théorème 5.1 donne
un moyen pratique d’obtenir les seuils.
Comme dans [DDDM04, Tes06b], on montre que l’algorithme précédent
converge, puis que le point de convergence est le minimum désiré (i.e., une
solution du problème (5.18)).
Théorème 5.3. Soit I ∈ N. Pour tout i ∈ {1, . . . I}, on pose Φi un opérateur
linéaire tel que Φi : ℓ2(C)→ H. Soit Φ l’opérateur linéaire tel que Φ =⊕Φi
et soit C tel que C > ‖Φ∗Φ‖. On suppose que x est un élément de H et
on note w une suite de réels bornée inférieurement par un réel strictement
positif. Alors, la suite des itérés générés par l’algorithme 13 avec α(0) choisi
arbitrairement dans ℓ2(C), converge vers un point ﬁxe qui est le minimiseur
de la fonctionnelle (5.18).
Ψ(α) =
1
2
‖x−
∑
i
Φiα[i]‖22 +
∑
i
λiMi(α[i]) = 12‖x− Φα‖
2
2 + λM(α) .
Démonstration. La preuve suit celle originalement proposée par Dau-
bechies et al dans [DDDM04], et résumée dans plusieurs contibutions
comme [Tes06b] pour montrer la convergence (faible) des seuillages itéra-
tifs de Landweber. On choisit alors de reporter la preuve à l’annexe C.4.
La convergence faible de l’algorithme de seuillage itératif de Landweber
nous permet d’énonce le théorème suivant
Théorème 5.4. Soit I ∈ N. Pour tout i ∈ {1, . . . I}, on pose Φi un opérateur
linéaire tel que Φi : ℓ2(C)→ H. Soit Φ l’opérateur linéaire tel que Φ =⊕Φi
et soit C tel que C > ‖Φ∗Φ‖. Soit 1 ≤ p, q ≤ 2 et w = (wg,m) une suite de
réel bornée inférieurement par un réel strictement positif.
Soit x(n) la suite générée par l’algorithme 13 et x⋆ sa limite faible.
Alors il existe une suite (non unique) ξ = (ξ[i]g,m) de R+ telle que
Ψ(x) = ‖x− Φα‖22 + λM(α)
et
Ψ˜(x) = ‖x− Φα‖22 + λ‖α‖ξ;1
ont le même minimum atteint au même point x⋆. De plus, un choix
possible de ξ est donnée coordonnée par coordonnée par
ξ[i]g,m
{
= wg,m|α⋆|p−1‖α⋆g‖qwg ;p,q si α⋆g,m 6= 0
≥ B sinon,
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où
B =
I∏
i=1
min{ξ(i]g,m|α[i]
⋆
g,m 6= 0}−4/pi‖x‖(2pi(6+qi−pi)−4qi)/(piqi)2 .
Démonstration. L’équation (5.22) nous dit que le minimum de Ψ est atteint
en α⋆ tel que, pour tout C > ‖Φ∗Φ‖
|α⋆k,ℓ| = C−1[Φ∗x+ Cα⋆ − Φ∗Φα⋆]g,m −
λ
C
wg,m|α⋆g,m|p−1‖α⋆g‖q−pwg ,p .
On note α˜⋆ le minimiseur de Ψ˜(α), qui est la limite des itérés α˜(m) gé-
nérés par l’algorithme 13 appliqué à Ψ˜. Le lemme C.6 assure qu’il existe une
borne uniforme B(x(0)) telle que ‖α(m)‖ ≤ B(α(0). Alors, ξg,m ≥ B(α(0))
pour α⋆g,m = 0 assure que α˜
⋆
g,m = 0. La convergence ne dépendant pas du
choix de α˜(0), on peut donc choisir ξg,m ≥ B(0) où B est donné par le
lemme C.6.
Ainsi, avec ξ[i]g,m = w
[i]
g,m|α[i]
⋆
g,m|pi−1‖α[i]
⋆
g ‖qi−pi
w
[i]
g ,pi
lorsque α[i]
⋆
g,m 6= 0 on a
α⋆ = argmin
α
Ψ(α) = argmin
α
Ψ˜(α) = α˜⋆ .
De plus, pour tout i ∈ {1, . . . I}
‖α[i]⋆‖
ξ[i];1 = λi
∑
g,m | α
[i]⋆
g,m 6=0
w[i]g,m|α[i]
⋆
g,m|pi−1‖α[i]
⋆
g ‖qi−pi
w
[i]
g ,pi
|α[i]⋆g,m|
= λi
∑
g
‖α[i]⋆g ‖qi−pi
w
[i]
g ;pi
∑
m
w[i]g,m|α[i]
⋆
g,m|pi
= λi‖α[i]⋆‖qi
w[i];pi,qi
et donc λM(α⋆) = ‖α⋆‖ξ;1 et Φ(α∗) = Φ˜(α⋆).
Le théorème précédent nous permet d’énoncer
Théorème 5.5. La suite α(n) des itérées générée par l’algorithme 13 avec
α(0) arbitrairement choisi dans ℓ2(C), converge fortement vers un point ﬁxe
qui est un minimiseur de la fonctionnelle (5.18).
Démonstration. Soit α⋆ la limite faible de α(n).
Soit Ψ˜ et ξ deﬁnis en appliquant le théorème 5.4 à Ψ. Soit α˜(m) la suite
des itérées générée par l’algorithme 13 appliquée à Ψ˜. Avec le théorème 5.4
cette suite converge – fortement (voir [DDDM04]) – vers α⋆ qui est un
minimiseur de Ψ and Ψ˜.
Avec L l’opérateur déﬁnie dans le lemme C.3 (voir l’appendix C), on a
Ψsur(α(n), α˜(m)) = Ψ(α(n)) + ‖L(α(n) − α˜(m))‖22 .
75
Chapitre 5. Régression parcimonieuse
De plus,
lim
n→∞,m→∞
Ψsur(α(n), α˜(m)) = Ψsur(α⋆,α⋆) = Ψ(α⋆) .
Alors, pour tout ε > 0, il existe N,M , tels que pour tout n > N et m > M ,
‖L(α(n) − α˜(m))‖22 = |Ψsur(α(n), α˜(m))−Ψ(α(n))| < ε .
Finalement, pour tout n > N et m > M , avec µ une borne inférieur
strictement positive du spectre de L∗L on a
‖α(n)−α⋆‖22 ≤ ‖α(n)−α˜(m)‖22+‖α˜(m)−α⋆‖22 <
1
µ
‖L(x(n)−x˜(m))‖22+ǫ < (
1
µ
+1)ε .
Et l’on peut conclure que la suite des x(n) converge fortement vers le point
ﬁxe α⋆.
On a maintenant à disposition plusieurs algorithmes pour résoudre des
problèmes de régressions spéciﬁques. Le chapitre suivant donne des illustra-
tions de ces algorithmes et les inﬂuences des normes mixtes.
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6
Le seuillage en pratique :
simulations
Le but principal de ce chapitre est d’illustrer et commenter le choix de
l’opérateur de seuillage généralisé, sur des problèmes spéciﬁques avec des
signaux simulés. Pour cela, on se limite à la décomposition dans une base
orthonormée (Φ est orthogonal). On a introduit dans le chapitre précédent
deux opérateurs de seuillages généralisés : le G-LASSO et le E-LASSO, qui
ont deux comportements complètement diﬀérents. On analyse et illustre ici
le comportement de ces deux opérateurs, et on propose aussi des alternatives
pour dépasser les limitations éventuelles dans des situations particulières.
À cette ﬁn, on applique le G-LASSO et E-LASSO et des variations sur
des signaux simulés, spécialement conçus pour illustrer leur comportement.
Les signaux simulés sont obtenus comme suit. D’abord, les cartes temps-
fréquence Λ sont simulées, en utilisant le modèle de Markov caché étudié
dans [MT05], qui génère de la persistance le long de l’axe temporel. Cette
carte est alors utilisée pour simuler un signal de la forme
x[t] =
∑
ℓ∈Λ
αℓϕℓ[t] . (6.1)
L’ensemble d’indices Λ = {ℓ : αℓ 6= 0} est appelé la carte de signiﬁance où
carte temps-fréquence. Les coeﬃcients temps-fréquence correspondant (i.i.d)
αℓ sont simulés suivant une loi normale N (0, 1).
Un exemple d’une telle carte de signiﬁance est donné sur la ﬁgure 6.1,
et contient 8.5% de coeﬃcients non nuls. Dans les exemples numériques
ci-dessous, on considère deux cartes avec respectivement 8.5% et 1% de co-
eﬃcients non nuls, pour étudier le comportement des opérateurs de seuillage
à diﬀérents degrés de parcimonie.
6.1 Sélection de groupes pertinents
6.1.1 Re-numérotation
Dans certaines situations, tous les membres d’un groupe donné n’ont pas
besoin d’être actifs en même temps. Lorsque les sous-groupes qui sont simul-
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Fig. 6.1 – Carte temps-fréquence avec 8.5% de coeﬃcients non nuls, générée avec
une chaine de Markov en fréquence ﬁxe.
tanément actifs ou inactifs sont connus par avance, les coeﬃcients peuvent
être reindexés de sorte que l’estimateur G-LASSO classique peut être utilisé.
Un exemple trivial d’une telle re-numérotation est montré sur la ﬁgure 6.2.
Ici, la renumérotation est simplement une séparation des groupes en sous-
groupes, mais des renumérotations plus complexe peuvent être envisagées.
Fig. 6.2 – Un exemple de renumérotation des coeﬃcients.
Cependant, ce n’est pas la situation la plus générale, et les sous-groupes
de coeﬃcients actifs ne sont en général pas connus à l’avance, ou même
ﬁxés. Pour cette raison, une alternative à «fenêtre glissante» pour l’approche
précédente peut être judicieuse.
6.1.2 Fenêtrage
Pour cela, on suppose qu’une information supplémentaire sur les coeﬃcients
est disponible, nous disant pour chaque coeﬃcients d’indice k = (g,m) quels
sont les autres coeﬃcients qui peuvent être «actifs» ou «inactifs» simulta-
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nément avec k. On génère ainsi un système de voisinage, qui associe à n’im-
porte quel indice «groupe/membre» k = 1, . . . N un groupe N (k) d’indices
«proches».
A présent, pour un indice k donné, il semble raisonnable d’utiliser seule-
ment son voisinage dansN (k) pour estimer sa décomposition parcimonieuse,
en exploitant la persistance à l’intérieur de N (k). En utilisant l’estimateur
du G-LASSO dans le théorème 5.1, cela suggère de calculer
αˆg,m = x¯g,m
(
1− λ‖α¯k‖ℓ2(N (k))
)+
, (6.2)
où l’on a noté α¯k la sous-séquence
α¯k = {α¯k′ , k′ ∈ N (k)} .
On appelle cet estimateur le Windowed Group-LASSO (WG-LASSO). No-
tons que contrairement à l’approche de la renumérotation précédente, chaque
coeﬃcients k utilise son propre voisinage, à la place d’un groupe entier.
Comparé au théorème 5.1, le coeﬃcient estimé αˆg,m est obtenu à partir des
observations x¯g,m en le multipliant par un masque qui dépend maintenant
de l’indice k = (g,m). Notons aussi que ce nouvel opérateur de seuillage
n’est plus associé à un simple problème variationnel. La ﬁgure 6.3 montre
un exemple d’une fenêtre glissante utilisée pour grouper un canal avec son
voisinage, où m est l’indice du canal et g l’indice temps-fréquence.
Fig. 6.3 – Un exemple de fenêtre glissante.
6.1.3 Simulations
On considère ici une décomposition d’un signal multicanal (échantillonné
à 44100 Hz) sur une base MDCT donnée (avec une fenêtre longue de 23.3
millisecond) :
xm[t] =
∑
m∈Λ
αg,mϕg[t] , (6.3)
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où g est ici un indice temps-fréquence et m indexe les canaux. Λ = {g :
xg,m 6= 0} est la carte de signiﬁance, ou carte temps-fréquence, et est sup-
posée être la même pour tous les canaux. On note alors x = (x1, . . . , xM ) ∈
R
N×M le signal multicanal.
Dans ce contexte, les groupes indexés par g et les membres indexés par
m correspondent respectivement à l’indice temps-fréquence et aux canaux.
En d’autres termes, le modèle suppose une dépendance «entre les canaux».
Deux signaux multicanaux sont simulés comme suit
1. On choisit un pourcentage de coeﬃcients non nuls, et on génère deux
cartes temps-fréquence Λ1 et Λ2 avec les pourcentages choisis.
2. On simule deux ensembles de coeﬃcients temps-fréquences i.i.d. selon
une loi normale N (0, 1), xg,m, m = 1, . . . 4 et g ∈ Λ1 (resp.m = 5, . . . 8
et g ∈ Λ2).
3. On synthétise les signaux avec le modèle (6.3).
Les signaux simulés ont alors M = 8 canaux. Les quatre premiers partagent
la carte temps-fréquence Λ1 et les quatre derniers partagent la carte temps-
fréquence Λ2.
Les divers opérateurs de seuillage généralisés décrit ci-dessus sont com-
parés dans le contexte d’un problème de débruitage. Un bruit blanc gaussien
est ajouté au signal multicanal de manière à obtenir un rapport signal à bruit
(SNR) égal à 10 dB. Dans un soucis de simplicité, le SNR n’est pas calculé
canal par canal, mais en considérant l’ensemble du signal multicanal :
SNR(x, xˆ) = 20 log
( ‖x‖2
‖x− xˆ‖2
)
(6.4)
où ‖.‖2 est la norme de Fröbenius du signal multicanal. Ce SNR peut être
diﬀérent de la moyenne des SNR de tous les canaux, mais cette diﬀérence est
inférieure à 1 dB et n’a aucune inﬂuence sur le comportement des courbes
obtenues.
Les estimateurs considérés sont les suivants
– Le LASSO, qui correspond au problème
αˆ = argmin
α∈RN×M
‖x¯−α‖22 + λ‖α‖1 .
Tous les coeﬃcients «canal-temps-fréquence» sont indépendants, l’es-
timation est obtenue par seuillage doux.
– Le G-LASSO 1, qui correspond au problème
αˆ = argmin
α∈RN×M
‖x¯−α‖22 +
G∑
g=1
(
M∑
m=1
|αg,m|
)2
.
Pour un indice temps-fréquence donné, tous les canaux sont rassemblés
pour créer les groupes du G-LASSO. Les groupes sont indépendants.
Cela correspond au regroupement donné sur la ﬁgure 6.2 (à gauche).
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– G-LASSO 2, qui exploite l’information a priori sur les deux cartes
temps-fréquence Λ1 et Λ2, correspond à
min
α∈RN×M
‖x¯−α‖22 +
G∑
g=1

 4∑
m1=1
|αg,m1 |
2+
 8∑
m2=5
|αg,m2 |
2
 .
Pour un indice temps-fréquence, les quatre premiers canaux sont ras-
semblés en un groupe, et les quatre derniers dans un autre groupe. Les
groupes sont indépendants et correspondent au regroupement donné
sur la ﬁgure 6.2 (à droite).
– Le WG-LASSO, qui correspond à l’estimation donnée par l’équa-
tion (6.2). Les deux plus proches voisins d’un canal sont rassemblés
en utilisant une fenêtre glissante. Cela correspondant au groupement
donné sur la ﬁgure 6.3.
Ces diﬀérents estimateurs ont été utilisés pour plusieurs valeurs de λ. L’in-
tervalle de valeur pour λ a été choisi de manière à obtenir des estimations
avec diﬀérents degrés de parcimonie, de très peu de coeﬃcients mis à zéro
à beaucoup de coeﬃcients nuls. Plus λ est gros, plus les estimations sont
parcimonieuses.
Les courbes de la ﬁgure 6.4 montrent l’évolution du SNR comme une
fonction du nombre de coeﬃcients (qui dépend de la valeur de λ) de diﬀé-
rents estimateurs pour le signal simulé en utilisant la carte de la ﬁgure 6.1
(i.e. 8.5% de coeﬃcients non nuls). Des résultats similaires sont obtenus en
utilisant une carte de signiﬁance plus parcimonieuse (1% de coeﬃcients non
nuls) sont montrés sur la ﬁgure 6.5.
Fig. 6.4 – Comparaison entre le LASSO, 2 types de G-LASSO et le WG-GLASSO.
Le comportement de ces estimateurs dépend clairement du degré de par-
cimonie du signal d’entrée. Dans les deux cas considérés, le G-LASSO 2 (qui
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Fig. 6.5 – Comparaison entre le LASSO, 2 types de G-LASSO et le WG-GLASSO.
utilise plus d’a priori que les autres) atteint le meilleur SNR, et donne un
meilleur SNR que les autres estimateurs lorsque le nombre de coeﬃcients
sélectionnés est proche du véritable nombre de coeﬃcients non-nuls.
Le WG-LASSO est bien meilleur que le LASSO sur les deux courbes,
sauf pour les grandes valeurs de λ (lorsqu’un grand nombre de coeﬃcients
sont mis à zéro) ; cependant, ce cas doit être évité si l’on veut avoir un bon
estimateur (le SNR s’eﬀondre rapidement).
Malgré leur aspect globalement diﬀérent, les courbes des ﬁgures 6.4 et
Fig. 6.5 montrent des comportements qualitativement proches. Dans les deux
cas, les meilleurs résultats sont obtenus lorsque les groupements sont connus
à l’avance. Lorsqu’une telle information n’est pas disponible, le WG-LASSO
est une bonne alternative pour exploiter les dépendances entre les coeﬃ-
cients. De plus, si les coeﬃcients ne peuvent pas être classés en groupes,
mais possèdent une relation de voisinage, le WG-LASSO est capable d’ex-
ploiter cette dernière.
6.2 Sélection parcimonieuse de coeﬃcients à l’intérieur
de groupes.
On regarde maintenant l’estimateur E-LASSO. On montre dans cette section
des résultats numériques obtenus avec le E-LASSO, une version simpliﬁée
du E-LASSO, et une variante proposée pour introduire de la persistance à
travers les groupes.
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6.2.1 Une approximation du E-LASSO
Comme on peut le voir sur le théorème 5.1, le E-LASSO suppose un classe-
ment des coeﬃcients y¯, et la détermination du nombre Mg(λ) avec l’opéra-
tion de seuillage eﬀective. Lorsque ces opérations sont «oubliés», cela donne
une approximation de l’estimateur, obtenue en remplaçant le seuil du théo-
rème 5.1 de la section 5.3.4 du chapitre précédent
ξg =
λ
1 + λLg(λ)
‖|x¯g‖|
par son approximation
ξ′g =
λ
1 + λL
‖x¯g‖1 . (6.5)
Cette approximation, appelée AE-LASSO (pour Approximate E-LASSO)
et plus simple à calculer, a une interprétation pratique, en particulier pour
les grandes valeurs de λ. En eﬀet, si l’on prend λ→∞ dans l’équation (6.5),
alors les coeﬃcients sont seuillés par ‖x¯g,m‖1L , qui est la moyenne des coef-
ﬁcients |x¯g,m| pour un groupe ﬁxé d’indice g. Le principal inconvénient de
cette approximation est que le seuil est borné par cette valeur moyenne,
qui borne inférieurement le nombre de coeﬃcients non nuls. Un avantage de
cette approximation, est que le rôle du paramètre de régularisation est plus
facile à comprendre. On verra dans les exemples numériques ci-dessous que
lorsque le nombre de coeﬃcients non nuls est assez grand, AE-LASSO est
une bonne approximation du E-LASSO.
6.2.2 Introduction de persistance
Comme on l’a vu précédemment, la pénalisation ℓ1,2 des coeﬃcients est très
diﬀérente de la pénalisation ℓ2,1 qui mène à la régression du G-LASSO : elle
favorise la parcimonie à l’intérieur des groupes des coeﬃcients plutôt que la
parcimonie à travers les groupes. Par exemple, la formule de seuillage (6.5)
sélectionne un petit nombre de coeﬃcients à l’intérieur de chaque groupe.
Pour ﬁxer les idées, on suppose qu’un seul coeﬃcient est retenu à l’intérieur
de chaque groupe. Ce coeﬃcient est supposé varier d’un groupe à l’autre,
puisque rien dans la norme ne l’empêche de le faire. Si l’on veut favoriser
la persistance des coeﬃcients retenus, une approche similaire à la précé-
dente peut être développée, en prenant en compte les voisins du coeﬃcient
considéré. On commence par associer à chaque groupe d’indice g une famille
N (g) de voisins. Alors, pour un g ﬁxé, on peut résoudre le problème de
minimisation ℓ1,2 sur le vecteur x¯N (g) = {x¯g′,m,m = 1, . . .M, g′ ∈ N (g)}
En applicant la même approche que précédemment, la formule de
seuillage généralisée (6.5) est alors remplacée par
ξ′′g =
λ
1 + λ|N (g)| ‖x¯N (g)‖1 , (6.6)
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|N (g)| étant la cardinalité de l’ensemble N (g). Encore une fois, ce seuillage
généralisé n’est pas associé à une approche variationnelle simple. L’estima-
teur correspondant est appelé PE-LASSO (pour Persistent Elitist LASSO).
6.2.3 Simulations
Pour illustrer le comportement des estimateurs décrits ci-dessus, on simule
un signal comme suit. Premièrement, une carte temps-fréquence est choisie
comme précédemment (la carte 6.1 de la section précédente a été choisie) ;
ensuite, les coeﬃcients sont tirés selon une loi normaleN (0, 1). Pour suivre le
modèle donné par l’équation (5.14) du chapitre 5, à chaque index de temps,
on ajoute un bruit blanc gaussien dont la variance est choisie uniformé-
ment entre 1 et 128. Le débruitage est alors fait en utilisant les estimateurs
E-LASSO, AE-LASSO, PE-LASSO, WG-LASSO et LASSO, avec diverses
valeurs pour le paramètre λ. L’estimateur PE-LASSO a été utilisé en intro-
duisant de la persistance en temps, en prenant en compte les plus proches
voisins (1 indice de temps avant et après). WG-LASSO a été utilisé en ras-
semblant 4 voisins en temps pour un coeﬃcient temps-fréquence donné.
On montre sur les ﬁgures 6.6 et 6.7 le SNR comme une fonction du
nombre de coeﬃcients non nuls retenus pour les estimateurs précédents, pour
deux valeurs diﬀérentes de SNR en entrée. Comme attendu, l’estimateur E-
LASSO est bien meilleur dans cette situation. L’estimateur AE-LASSO est
proche du E-LASSO, mais ne permet pas d’obtenir très peu de coeﬃcients
non nuls (comme expliqué précédemment). Le WG-LASSO est assez bon lors
que le nombre de coeﬃcients non nul est sur-estimé. Finalement, l’estimateur
PE-LASSO est assez décevant, vu qu’il ne fait mieux que par rapport au
LASSO. L’introduction de la persistance dans l’estimateur ne semble pas
payer, même dans la situation où la persistance est présente dans le signal.
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Fig. 6.6 – Comparaison entre le LASSO, E-LASSO, AE-LASSO (approximation
du E-LASSO), PE-LASSO (E-LASSO avec persistance) et WG-LASSO ; SNR en
entrée : 3dB.
Fig. 6.7 – Comparaison entre le LASSO, E-LASSO, AE-LASSO (approximation
du E-LASSO), PE-LASSO (E-LASSO avec persistance) et WG-LASSO ; SNR en
entrée : 5dB.
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7Résultats sur signaux réels
7.1 Quelques illustrations simples
On commence avec deux illustrations simples, aﬁn de montrer le com-
portement du seuillage itératif de Landweber et de l’algorithme FOCUSS
multi-couches. Ces deux illustrations utilisent des signaux audios. La pre-
mière consiste à décliquer un signal de musique, tandis que la seconde
est une décomposition en couches «tonales + transitoires» qu’on retrouve
dans [DT02, DMT04]. On pourrait imaginer de manière similaire les mêmes
applications au traitement des images.
7.1.1 Illustration du seuillage itératif de Landweber
Notre exemple de déclicage peut s’apparenter à un exemple jouet qui nous
permet de montrer le comportement de la norme mixte ℓ1,2 comparée à la
norme ℓ1. Ce choix sera clairement justiﬁé dans la remarque 7.1 plus bas.
On choisit un signal de trompette d’une durée de 3 secondes (217 échan-
tillons, pour un taux d’échantillonnage de 44.1 kHz). On ajoute à ce signal
des clicks aléatoires simulés par des impulsions de Dirac d’amplitudes ±1.
Le signal ainsi obtenu est le signal x de la théorie, et son rapport signal à
bruit (SNR) est de 20.33 dB. Les échantillons du signal original et la version
cliquée sont représentés sur la ﬁgure 7.1.
Le signal est ensuite décomposé dans un repère de Gabor avec une fenêtre
gaussienne de taille 2048 échantillons, un décalage temporel de 128 échan-
tillons, et de 2 en fréquence. La matrice correspondante de l’opérateur du re-
père de Gabor est la matrice Φ. Comme on peut le voir sur la représentation
temps-fréquence de la ﬁgure 7.2, les clics apparaissent clairement comme des
lignes verticales qui sont parcimonieuses en temps, mais recouvrent toutes
les fréquences.
Plusieurs stratégies peuvent être imaginées pour décliquer le signal. On
a tout d’abord utilisé un algorithme de seuillage itératif de Landweber avec
une pénalisation ℓ1, comparée avec le même algorithme correspondant à une
pénalisation ℓ12.
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Fig. 7.1 – Signal de trompette (haut) et sa version cliquée (bas).
Fig. 7.2 – Représentation temps-fréquence des coeﬃcients de Gabor pour le signal
original (haut) et sa version cliquée (bas).
La fonctionnelle Ψ qu’on veut minimiser est la suivante :
Ψ(α) =
1
2
‖x− Φα‖22 +
λ
q
 G∑
g=1
(
M∑
m=1
|xg,m|p
)q/p , (7.1)
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où x est le signal cliqué et Φ la matrice associée à l’opérateur du repère de
Gabor. Les paramètres p, q sont choisis comme suit
– p = q = 1. Ce qui correspond à la norme ℓ1 classique.
– p = 1 et q = 2. L’indice de groupe g correspond au temps, et l’indice de
membre m aux fréquences. Ce choix permet de favoriser la parcimonie
en fréquence.
La ﬁgure 7.3 représente l’évolution du SNR en fonction du nombre de
coeﬃcients non nuls. La norme mixte permet d’obtenir de biens meilleurs
résultats que la norme ℓ1 classique. Aﬁn d’illustrer le comportement de la
norme mixte, la ﬁgure 7.4 montre les représentations temps-fréquence des
coeﬃcients de Gabor, pour un nombre comparable de coeﬃcients non nuls
pour les normes ℓ1 et ℓ1,2. Il apparaît sur ces représentations que les clics sont
mieux éliminés avec l’E-LASSO qu’avec le LASSO. : la norme ℓ1 conserve
plus de lignes verticales qui correspondent aux clics. De plus, les partiels
sont mieux préservés par la norme mixte.
Fig. 7.3 – Évolution du SNR en fonction du nombre de coeﬃcients non nuls. En
trait plein : E-LASSO, en pointillé : LASSO.
Remarque 7.1. La norme mixte ℓ1,2 apparaît bien adaptée pour le problème
choisi si l’on regarde l’estimateur donné dans le cas d’une base orthonormée
à la proposition 5.3 de la section 5.3.3. Pour un index de temps g ﬁxé, Le
seuil est égal à λ1+λM ‖|[A∗y]k‖|. Par conséquent, lorsqu’un clic apparaît à
l’index de temps g, on s’attend à ce que le seuil soit plus grand qu’à un
index de temps qui ne contient pas de clic.
On n’a pas utilisé le G-LASSO, car la norme mixte ℓ2,1 garde des groupes
entiers (la parcimonie est sur les groupes, pas sur les coeﬃcients). Cette
structure en ligne ne semble pas vraiment adaptée pour le signal de trom-
pette : les partiels peuvent évoluer lentement avec le temps, et leur nombre
peut changer brutalement d’un indice temporel à l’autre.
Cependant, cette structure en ligne semblerait adaptée pour estimer
seulement les clics, et donc obtenir un signal débruité dans le résidu. Cette
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Fig. 7.4 – Représentations temps-féquence des coeﬃcients de Gabor d’une version
débruité. Gauche : LASSO. Droite : E-LASSO.
stratégie correspond donc à une autre fonctionnelle que (7.1) et n’a pas été
essayée ici.
7.1.2 Illustration de l’algorithme FOCUSS
Aﬁn d’illustrer l’algorithme FOCUSS multi-couches, on a choisi un signal
de xylophone d’une durée de 0.7 secondes (215 échantillons) représenté sur
la ﬁgure 7.5. Le but est de donner une décomposition en deux couches “to-
nale+transitoire” sous une condition de reconstruction exacte. Pour cela, on
choisi de décomposer dans un dictionnaire construit comme l’union de deux
bases MDCT. La première est choisie avec une fenêtre de taille 4096 échan-
tillons (environ 90 ms) et est adaptée à la couche tonale. La seconde a une
taille de 128 échantillons et est adaptée pour la couche transitoire. Les co-
eﬃcients MDCT de la couche transitoire sont représentés sur la ﬁgure 7.5.
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Fig. 7.5 – Gauche : le signal de xylophone. Droite : coeﬃcients MDCT du signal,
avec une fenêtre de traille 128 échantillons.
La stratégie classique est de minimiser une norme ℓ1 de tous les coeﬃ-
cients. Chaque couche est alors obtenue par la transformée inverse des coeﬃ-
cients MDCT correspondants. Cette minimisation est faite par l’algorithme
FOCUSS classique.
Notre adaptation de FOCUSS (voir chapitre 4) est utilisée avec deux
normes mixtes. Pour la couche tonale, on a choisi la norme ℓp1,q1 pour fa-
voriser la parcimonie en fréquence avec p1 = 1.2 et q1 = 2 (et donc, l’indice
de groupe g correspond au temps et l’indice de membre m aux fréquences).
Pour la couche transitoire, pour laquelle l’indice g correspond aux fréquences
et l’indice m au temps, on a choisi une norme mixte ℓp2,q2 avec p2 = 1 et
q2 = 1/2. Ce dernier choix a été fait pour obtenir une couche très parcimo-
nieuse, mais dont la parcimonie est structurée. On a choisi les paramètres
λ1 = 1 et λ2 = 5.
On représente sur la ﬁgure 7.6 les coeﬃcients MDCT de la couche tran-
sitoire estimée par la norme ℓ1 et les normes mixtes. On peut voir que
l’estimateur obtenu par la norme mixte est plus parcimonieuse que l’estima-
tion ℓ1. On observe de plus que la norme mixte favorise des structures plus
rectilignes que la norme ℓ1.
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Fig. 7.6 – Coeﬃcients MDCT de deux estimations de la couche transitoire pour le
xylophone. Gauche : ℓ1. Droite : norme mixte.
7.1.3 Débruitage
Débruitage d’un signal multicanal
On considère un signal multicanal y = {ygm, g = 1, . . . G, m = 1, . . .M}, où
g représente l’index de temps et m l’index du canal.
On choisi une base orthonormée U = {ug, g = 1, . . . G} (ici, g indexe les
atomes de la base) pour un canal du signal. On s’intéresse à la décomposition
de la forme y =
∑
g xgug, où les vecteurs multicanaux sont représentés en
gras. La base U a été choisie de manière à ce que la suite des coeﬃcients x
soit parcimonieuse dans la direction g, et persistante à travers les canaux.
On est donc dans un cas proche de celui décrit en section 6.1 du chapitre 6.
Les techniques d’approximation parcimonieuse ont été étendues aux cas
des signaux multicanaux (voir [BMFS07, GRSV07] et leurs références). On
attaque ce problème avec une approche de type basis pursuit généralisée,
en utilisant une norme ℓ1 dans la direction g, et une ℓ2 norme à travers les
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Fig. 7.7 – SNR en fonction du nombre de coeﬃcients non nuls ; dashed curve :
LASSO ; full curve : G-LASSO.
canaux. Le problème d’optimisation se formule de façon habituelle :
min
x
(
‖y−Ax‖22 + λ‖x‖qp,q
)
.
La matrice A étant orthogonale, les résultats précédents s’appliquent direc-
tement.
Puisque notre but est de privilégier les lignes de coeﬃcients, on choisit
ici l’estimateur G-LASSO, i.e. p = 2 et q = 1, et l’estimateur associée par
le théorème 5.1 du chapitre 5.
On illustre cela avec un enregistrement audio de l’intérieur d’un wagon
de train en marche.
Le signal considéré contient du bruit basse fréquence, des sonneries de
téléphone, de la parole, des clics et d’autres composantes transitoires. Le
signal contient quatre canaux, enregistrés avec trois micro directionnels et
un micro multidirectionnel. Un a ajouté un bruit blanc gaussien à tous les
canaux, et SNR du signal de sortie est ainsi de 6 dB. Le signal a été dé-
bruité en appliquant le seuillage doux du LASSO et le seuillage généralisé
du G-LASSO. Comme souligné auparavant, ce choix a été fait dans le but
d’utiliser les mêmes cartes de signiﬁance temps-fréquence (i.e. l’ensemble des
coeﬃcients non nul) pour tous les canaux. Diverses simulations ont été faites
en changeant la valeur du seuil (i.e. la valeur du paramètre de Lagrange).
Les courbes SNR correspondantes sont données sur la ﬁgure 7.7.
L’approche par normes mixtes permet clairement d’améliorer les résul-
tats par rapport à l’approche ℓ1 classique. Des résultats similaires (qui ne
sont pas montrés ici), ont été obtenus sur d’autres signaux multicanaux.
L’amélioration est d’autant plus signiﬁcative que le nombre de canaux est
élevé, comme attendu. Sur l’exemple considéré ici, on remarque que même si
les quatres microphones sont diﬀérents (trois sont directionnels), les quatres
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signaux sont assez cohérents pour que le G-LASSO améliore de façon signi-
ﬁcative les résultats comparés au LASSO.
Finalement, on peut aussi signaler que la même approche peut être déve-
loppée pour le débruitage d’autres signaux multicanaux, comme les images
couleurs, multispectrales. . .
Débruitage d’un bruit type “vinyle”
Les estimateurs E-LASSO et AE-LASSO sont comparés au LASSO dans le
contexte du débruitage d’un signal mono canal. Si l’on choisit le benchmark
habituel du bruit blanc gaussien, le seuillage doux donné par le LASSO
semble un meilleur choix que le E-LASSO et ses dérivés. Cependant, l’équa-
tion (5.14) donne un point de vu intéressant pour le E-LASSO conﬁrmé par
les expériences de la section 6.2 du chapitre 6 : le E-LASSO fonctionne bien
si la variance du bruit change avec l’indice g (ce qui était déja visible dans
les expériences de la section 6.2 du chapitre précédent).
On considère ici le cas d’un signal audio (mono canal), perturbé par un
bruit additif non stationnaire, dont la variance varie signiﬁcativement avec
le temps. L’exemple considéré a été extrait d’un enregistrement vinyle1.
Le bruit d’enregistrement d’un vinyle (qui comporte des «craquements» et
d’autres bruits non stationnaires) est ajouté à un signal musical (extrait
d’environs 6 s, 218 échantillons à un taux d’échantillonnage de 44100 Hz, du
morceau Mamavatu de Susheela Raman), le SNR résultant est de seulement
1 dB. Ce signal bruité a ensuite été décomposé dans une base MDCT (avec
une fenêtre de taille 512 échantillons, soit 11 ms). L’indice de groupe g a été
choisi comme l’indice de temps des fonctions de base MDCT, et l’indice m
est l’indice de fréquence.
La ﬁgure 7.8 montre l’évolution du SNR en fonction du nombre de co-
eﬃcients non nuls pour le LASSO, E-LASSO, AE-LASSO, PE-LASSO et
WG-LASSO. Le comportement de ces courbes est proche de celui observé
sur les ﬁgures 6.6 et 6.7 de la section 6.2, même si le gain en terme de SNR
n’est pas énorme.
7.1.4 Décomposition multi-couche d’un signal audio
On considère maintenant le problème de la décomposition d’un signal mono
en couches de diﬀérentes natures, dans un but de séparation des composantes
tonales et transitoires. Une telle tache peut être eﬀectuée selon diﬀérentes
approches [FTDG08, MT05] (voir aussi l’algorithme MCA pour la décom-
position d’images en cartoon + texture [SED04]). On illustre ici l’inﬂuence
des normes mixtes dans le problème de régressions (5.17) du chapitre 5, en
1Des échantillons de bruit d’enregistrements vinyles sont disponibles sur le site web
www.universal_soundbank.com/audio.htm .
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Fig. 7.8 – Comparaison entre le LASSO, E-LASSO, AE-LASSO, PE-LASSO et
WG-LASSO. sur un signal audio mono avec un bruit additif de type «vinyl».
comparaison de la norme ℓ1 usuelle utilisée dans le problème de régression
MCA (5.15).
On choisi un signal musical extrait deMamavatu qui contient des percus-
sions, du chant et de la guitare, d’une durée d’environ 6 s (218 échantillons).
En gardant les notations de la section 2.4.3, on s’attend alors à obtenir une
estimation V xˆV pour les transitoires et une estimation UxˆU de la couche
tonale. On compare les estimations données en choisissant deux normes ℓ1
(comme pour le MCA), et plusieurs normes mixtes que l’on précisera ci-
dessous. On choisi pour U une base MDCT avec une fenêtre de longueur
4096 échantillons, et pour V une base MDCT avec une fenêtre de longueur
128 échantillons. Les représentations des coeﬃcients MDCT de la couche
tonale (resp. transitoire) dans U (resp. V) sont montrés sur la ﬁgure 7.9.
Les structures particulières des deux couches, avec leurs propriétés de per-
sistance apparaissent ici clairement.
La couche tonale doit être parcimonieuse dans le domaine fréquentiel,
avec des fréquences émergentes qui peuvent évoluer lentement avec le temps
(i.e. des lignes presque horizontales pour les gros coeﬃcients MDCT). Les
choix possibles pour l’estimation sont le E-LASSO (parcimonie à l’intérieur
des groupes) dont l’indice de temps est l’indice de groupe, ou le G-LASSO
(parcimonie à travers les groupes) avec l’indice de fréquence comme l’indice
de groupe. Cependant, ce dernier choix n’est pas une bonne stratégie pour
la couche tonale, les fréquences pouvant évoluer lentement avec le temps.
En outre, les expériences montrent que pour cet exemple, le LASSO et le
E-LASSO donnent des résultats similaires pour la couche tonale.
De manière similaire, la couche transitoire est supposée être parcimo-
nieuse en temps, mais couvre tout le domaine fréquentiel. Si, pour la couche
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Fig. 7.9 – De haut en bas : couche tonale signal, couche transitoire.
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transitoire, le E-LASSO avec l’indice de fréquence pour l’indice de groupe
semble toujours être un choix pertinent, le G-LASSO (dont l’indice de temps
est l’indice de groupe) peut aussi être intéressant en raison de la structure
particulière des transitoires, qui sont en général très bien localisées en temps.
Ainsi, aﬁn de montrer les diﬀérences entre les normes mixtes ℓ1, ℓ12 et
ℓ21, on a choisi de ﬁxer la norme ℓ1 pour l’estimation de la couche tonale,
et de comparer les résultats avec les trois choix possibles pour la couche
transitoire.
Dans les simulations numériques présentées ici, les paramètres λ et µ
sont ajustés de façon à obtenir à peu près le même nombre de coeﬃcients
non nuls pour chaque fonctionnelle, et aﬁn d’illustrer au mieux les diﬀé-
rences de comportement entre les normes. La table 7.1 résume les divers
résultats obtenus avec les trois fonctionnelles utilisées. La première ligne de
la table contient les choix qui ont été faits pour les normes pour estimer
les deux couches transitoires et tonales. La seconde et la troisième (resp.
la quatrième et la cinquième) lignes donnent respectivement le nombre de
coeﬃcients retenus pour xU (resp. xV) et le SNR de cette couche. les deux
dernières lignes donnent le total du nombre de coeﬃcients retenus et le SNR
de la reconstruction xU +xV . Ici, les mesures de SNR ne doivent pas être in-
terprétées comme une mesure de performance, mais plutôt comme un moyen
de comparer les comportements des trois estimations. On peut en eﬀet voir
qu’avec le choix LASSO/LASSO, la couche transitoire est plus proche du
signal original qu’avec les deux autres choix, mais ne donne pas forcément
le meilleur résultat attendu pour cette couche (voir ci-après).
Avec cette table, les ﬁgures 7.10 et 7.11 montrent clairement les diﬀé-
rents comportement des estimateurs. Le E-LASSO encourage la persistance
en comparaison du LASSO. Pour la couche transitoire, les structures verti-
cales sont mieux préservées, comparées au LASSO qui capture beaucoup de
composantes basse fréquence qui seraient mieux représentées par la couche
tonale.
Il est intéressant de souligner que l’estimation de la couche transitoire par
le G-LASSO (Fig. 7.11) préserve des lignes verticales bien marquées comme
attendu. Ceci fait de cette norme un bon choix si l’on désire conserver de
telles structures particulières.
Même si la reconstruction obtenue avec les trois décompositions sont
très similaires (en terme de SNR et en terme d’écoute), le comportement
des couches est très diﬀérent. Avec le choix LASSO/LASSO, les basses
fréquences sont partagées entre les deux couches, tandis que les partiels
sont mieux préservés dans la couche tonale avec les estimateurs LASSO/E-
LASSO et LASSO/G-LASSO. La ﬁgure 7.10 montre les diﬀérences sur les
coeﬃcients temps-fréquence pour les trois estimations de la couche tonale.
Les ﬁchiers sons des diﬀérentes estimations peuvent être écoutés sur le
site web [urla].
On a aussi essayé de remplacer l’estimateur E-LASSO pour son ap-
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Fig. 7.10 – Coeﬃcients MDCT coeﬃcients des trois estimations de la couche tonale.
De haut en bas : LASSO/LASSO, LASSO/E-LASSO, LASSO/G-LASSO
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Fig. 7.11 – Coeﬃcients MDCT coeﬃcients des trois estimations de la couche tran-
sitoire. De haut en bas : LASSO/LASSO, LASSO/E-LASSO, LASSO/G-LASSO.
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norms L / L L / EL L / GL
nbcoeﬀ xU 16.4% 16.5% 16.7%
SNR xU 7.6 dB 17.8 dB 20.2 dB
nbcoeﬀ xV 7.4% 7.5% 7.4%
SNR xV 2.8 dB 0.22 dB 0.12 dB
nbcoeﬀ xU + xV 23.8% 24.1 24.2%
SNR xV + xV 26.1 dB 25.4 dB 24.1 dB
Tab. 7.1 – Résultats obtenus pour trois choix diﬀérents d’estimateurs. Nombre de
coeﬃcients retenus pour chaque couche et la reconstruction, et le SNR correspon-
dant. L pour LASSO, G-L pour G-LASSO et E-L pour E-LASSO.
proximation AE-LASSO (6.5) (même si la preuve de convergence de l’al-
gorithme 12 n’est plus valide dans ce cas, il y a toujours eu convergence
numérique en pratique). Comme le suggère les simulations du chapitre pré-
cédent, les résultats sont similaires au E-LASSO, si l’on ne veut pas avoir
une estimation très parcimonieuse.
On souligne le fait que le principal inconvénient du E-LASSO est sa
sensibilité aux paramètres de régularisation λ et µ : un léger changement
des paramètres peut changer signiﬁcativement la solution. Le AE-LASSO
semble moins sensible au choix des paramètres de régularisation.
7.2 Application à la séparation de sources
La séparation de source consiste, à partir de l’observation d’un mélange, les
sources originales qui composent ce mélange. L’application considéré ici est
la séparation d’un mélange sous déterminé, c’est à dire qu’on dispose de
moins d’observation que de sources à retrouver. Par exemple, on aimerait
retrouver les trois ou quatres instruments d’un enregistrement stéréo sur
CD.
Plus précisément, le problème considéré ici est la séparation de sources
pour les mélanges convolutifs de la forme
x = A ⋆ s , (7.2)
avec x = (x1, . . . ,xM )
T , xm ∈ RTx ∀m, les canaux du mélange observé,
s = (s1, . . . , sN )
T , sn ∈ RTs ∀n, les signaux sources inconnus , et A le
système de ﬁltres de mélange. Dans le cas d’un mélange sous-déterminé
(M < N), ce problème est en général séparé en deux étapes distinctes, qui
sont l’estimation du système de mélange A et la reconnaissance des signaux
sources s étant donné A et x. Les deux étapes sont des challenges diﬃciles.
Dans la suite, on se concentre sur l’estimation de s, supposant que A est
connue.
Puisque le système linéaire (7.2) est sous-déterminé, des hypothèses sup-
plémentaires sont nécessaires pour «l’inverser» et estimer les sources origi-
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nales. Une supposition classique est que seules quelques sources sont simul-
tanément actives. Cette supposition est souvent assez bien satisfaite après
avoir bien choisi une transformation, qui permet d’avoir une représentation
parcimonieuse. Dans le cas des sources audio, c’est généralement le cas après
être passé dans le domaine temps-fréquence par une transformation de Fou-
rier à court terme (STFT). La transformation STFT des deux membres de
l’équation (7.2) donne l’approximation en bande fréquentielle suivante
xˆ(f, t) ≈ Aˆ(f)sˆ(f, t) , (7.3)
où xˆ (resp. sˆ) est la transformée STFT de x (resp. s) et Aˆ est la transformée
de Fourier de A.
Cette approximation est justiﬁée par le lemme suivant
Lemme 7.1. Soit x ∈ L2(R), s ∈ L2(R) et A ∈ C1(R) de dérivée bornée,
tels que
x = A ⋆ s .
Alors, si l’on note Sx (resp. Ss) la transformée de Fourier à court terme,
avec une fenêtre d’analyse g dans le Sobolev W 1,2(R), de x (resp. s), pour
tout (t, f)
Sx(t, f) = Aˆ(f)Ss(t, f) +R(t, f)
avec
|R(t, f)| ≤ sup |A′| ‖s‖2
(∫
R
|νgˆ(ν)|2 d ν
)1/2
Démonstration. En applicant la transformée de fourier aux deux membres
de l’égalité x = A ⋆ s , on obtient xˆ = Aˆsˆ.
On peut alors écrire la transformée de Fourier à court terme de x comme
Sx(t, f) =
∫
R
Aˆ(ν)sˆ(ν)gˆ(ν − f)e2iπνf d ν .
Le développement de Taylor à l’ordre 1 de Aˆ en f est
Aˆ(ν) = Aˆ(f) + (ν − f)rf (ν)
avec |rf (ν)| ≤ sup |Aˆ′|.
En réinjectant le développement de Taylor de Aˆ dans l’expression de la
transformée de Fourier à court terme, on obtient
Sx(t, f) = Aˆ(f)Ss(t, f) +
∫
R
rf (ν)sˆ(ν)(ν − f)gˆ(ν − f)e2iπνf d ν .
On note R(t, f) = ∫
R
rf (ν)sˆ(ν)(ν − f)gˆ(ν − f)e2iπνf d ν. Ainsi,
|R(t, f)| ≤ sup |Aˆ′|
∫
R
|sˆ(ν)| |(ν − f)gˆ(ν − f)| d ν
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Finalement, après l’application de l’inégalité de Cauchy-Swartz, on obtient
|R(t, f)| ≤ sup |Aˆ′| ‖s‖2
(∫
R
|νgˆ(ν)|2 d ν
)1/2
.
Ce lemme dit justiﬁe l’approximation 7.3 si la fenêtre d’analyse choisie
est suﬃsemment régulière (aﬁn que le terme
(∫
R
|νgˆ(ν)|2 d ν
)1/2
reste assez
petit), ce qui est en général le cas, et si les ﬁltres du système de mélange
restent assez localisés (pour que le terme sup |Aˆ′| reste lui aussi assez petit).
Ceci laisse donc supposer que pour des ﬁltres de mélange assez longs, cette
approximation n’est plus satisfaisante.
L’hypothèse de parcimonie suppose que pour chaque point temps-
fréquence (f, t), seules quelques sources sont actives simultanément. Une
approche classique [ZP01, BZ01] pour identiﬁer leurs contributions est de
résoudre pour chaque point (f, t) le problème d’optimisation
min
sˆ
‖sˆ(f, t)‖pp = min
sˆ
N∑
n=1
|sˆn(t, f)|p (7.4)
sous contrainte xˆ(f, t) = Aˆ(f)sˆ(f, t) ,
où la norme ℓp est une mesure de la parcimonie pour p ≤ 1. Des algorithmes
tels que FOCUSS [RKD99] ou l’étude faite dans [Vin07] peuvent être utilisés
pour résoudre (7.4). Tandis que cette approche donneM sources actives par
point temps-fréquence pour de petite valeur de p [Vin07], une seule source
active peut être sélectionnée si l’on utilise un algorithme de masquage temps-
fréquence tel que DUET [YR04]. Un nombre variable de sources actives
entre 0 et M peut aussi être déterminé par la minimisation d’un problème
régularisé par une norme ℓ1 [TSA06] ou par une approche probabiliste.
Les techniques de séparation de sources décrites ci-dessus ne peuvent être
facilement appliquées à des mélange convolutifs, voire anéchoïque2, avec de
très longs délais, car l’approximation (7.3) devient alors mauvaise. En eﬀet,
même si les sources sont parcimonieuses et ont des supports de représen-
tations temps-fréquence disjointes, leurs contributions an ⋆ sn au mélange
(où an est la n-ème colonne de la matrice de ﬁltres A) peuvent avoir des
représentations temps-fréquence qui se chevauchent beaucoup.
7.2.1 Régularisation ℓ1
Une hypothèse possible est que les signaux sont parcimonieux dans le do-
maine temps-fréquence [ZP01]. Cette hypothèse a été utilisée en particu-
lier par les algorithmes d’analyse en composante morphologique multicanale
2On dit aussi anéchoïde.
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(MMCA) [BSFM07], qui utilisent la fonctionnelle suivante pour la sépara-
tion de source d’un mélange sur-déterminé instantané
min
s
[∥∥∥x−A (sΦT)∥∥∥2
2
+ λ‖s‖1
]
. (7.5)
où Φ est choisi comme l’union de repères (ou bases) adaptés aux diﬀérentes
composantes des sources.
Cependant, les expériences montrent que cette fonctionnelle n’est pas
adaptée dans le cas sous-déterminé. En eﬀet, cette fonctionnelle à tendance
à seuiller les sources à hautes fréquences, et de conserver tous les coeﬃcients
aux basses fréquences, où elles ont plus d’énergie. En d’autres termes, les
sources sont distordues aux hautes fréquences, et restent très mélangées dans
les basses fréquences.
7.2.2 Régularisation ℓ1,2
Aﬁn de procéder à une meilleure séparation, on suit l’hypothèse usuelle
faite dans le cas sous-déterminé : seules quelques sources sont actives pour
chaque indice temps-fréquence. Cependant, on aimerait s’aﬀranchir la «sur-
parcimonisation» qui seuillera les régions avec moins d’énergie (comme les
hautes fréquences). Les normes mixtes semblent particulièrement adaptées
ici.
Dans ce contexte de séparation de sources, la norme ℓ1,2 du E-LASSO
peut être utilisée pour modéliser la parcimonie à travers les canaux. En eﬀet,
si l’on note k l’indice temps-fréquence et n l’indice des canaux, on considère
la norme ℓ1,2 suivante sur les sources :
‖s‖21,2 =
∑
k
(∑
n
|sn,k|
)2
.
Minimiser une telle quantité va donc favoriser la parcimonie à travers les ca-
naux pour chaque indice temps-fréquence k, mais pas nécessairement la par-
cimonie sur les indices temps-fréquence eux-mêmes : pour un indice temps-
fréquence donné, on espère garder seulement les coeﬃcients correspondant
aux canaux les plus signiﬁcatifs.
Si l’on utilise cette norme mixte comme terme de régularisation, on ob-
tient le problème d’optimisation suivant
min
s
[
Ψ(s) :=
∥∥∥x−A ⋆ (sΦT)∥∥∥2
2
+ λ‖s‖21,2
]
. (7.6)
Cette fonctionnelle peut être minimisée par un seuillage itératif de Landwe-
ver, comme décrit à la section 5.4.2 du chapitre5.
On a testé les performances en séparation de source de cet algorithme sur
une mélange audio anéchoïque et un mélange audio convolutif. On a comparé
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les performances avec une implémentation de DUET basée l’approximation
STFT (7.3). La taille de la fenêtre a une inﬂuence sur les performances :
une longueur de 1024 échantillons semble un bon compromis pour les deux
exemples. Les résultats audio peuvent être téléchargés sur [urlb] pour une
comparaison à l’oreille.
On rappelle que le système de mélange de ﬁltre A est supposé connu.
7.2.3 Mélange anéchoïque
Le mélange anéchoïque est constitué de quatre sources musicales. Chaque
source a été échantillonnée à 44100 Hz et a une durée de 217 échantillons
(environ 3 s). Le système de mélange a été obtenu en combinant la matrice
instantanée suivante (disponible sur [urlc]) avec des délais compris entre 0
et 512 échantillons (
0.3420 0.6428 0.7934 0.9239
0.9397 0.7660 0.6088 0.3827
)
.
Le dictionnaire choisi Φ est une base MDCT avec une fenêtre de longueur
2048 échantillons (environ 46 ms). Il faut noter que, ici aussi, une longueur
diﬀérente peut changer les résultats. Le choix fait semble un bon compromis.
Les performances de l’algorithme sont évaluées avec les mesures déﬁnies
dans [VGF06]. Trois mesures sont introduites : le SDR (Rapport signal à
distortion), le SIR (rapport signal à interférence) et le SAR (rapport signal
à artefacts). Le SDR mesure le rapport du signal estimé au bruit de fond,
le SIR prend en compte le bruit du aux interférences provenant des autres
sources, et le SAR mesure le rapport au bruit musical.
On montre sur la ﬁgure 7.12 les SDR, SIR et SARmoyennés sur les quatre
sources, en fonction du paramètre λ. Une grande valeur de SDR/SIR/SAR
signiﬁe une meilleure qualité de séparation. Comme on pouvait s’y attendre,
le SIR de DUET est toujours meilleur que le SIR de notre algorithme :
puisque DUET utilise seulement une seule source pour chaque indice temps-
fréquence, il interdit au maximum les interférences entre les sources. En
contrepartie, DUET donne une moins bonne reconstruction des sources. À
l’opposé, le SAR obtenu par notre algorithme est toujours meilleur, en raison
du terme d’attache aux données.
La courbe de SDR donne une idée des performances globales, en pre-
nant en compte les artefacts et les interférences. On peut voir que, pour
un λ bien choisi, l’algorithme itératif est meilleur que DUET. Le choix du
paramètre λ est certainement le principal inconvénient de l’approche fonc-
tionnelle (7.6). Sur la ﬁgure 7.13 on représente le pourcentage de coeﬃcients
qui sont mis à zéro, et l’on peut voir que l’algorithme donne ses meilleurs
résultats lorsqu’environ 50 % des coeﬃcients sont mis à zéro. Ici, cela signi-
ﬁe qu’en moyenne, pour chaque point temps-fréquence, deux sources sont
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considérées actives et deux sont mis à zéro. Cela semble un bon compro-
mis pour les mélange stéréo, et on pense qu’une telle heuristique peut être
utilisée comme une stratégie adaptative pour régler le paramètre λ.
Fig. 7.12 – SDR, SIR, SAR du seuillage itératif de Landweber et de DUET en
fonction du paramètre λ (échelle logarithmique).
Fig. 7.13 – Pourcentage des coeﬃcients mis à zéro en fonction du paramètre λ
(échelle logarithmique).
7.2.4 Mélange convolutif
Le mélange convolutif a été fait en simulant une salle d’enregistrement avec
une réverbération de délai 250 ms en utilisant une paire de microphones
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omnidirectionnels espacés de 1 m. Les ﬁltres de mélange ont été simulés par
la méthode d’images et ont une longueur de 4000 échantillons.
Les sources sont quatre enregistrements de voix de femmes, échantillon-
nés à 16000 Hz, et d’une longueur de 217 échantillons (environ 8 s). La ma-
trice Φ correspond à une base MDCT, avec une fenêtre de 512 échantillons
(environ 32 ms). Toutes les données (les sources et le système de mélange)
sont disponibles sur [urlc].
Comme pour le mélange anéchoïque, on montre sur la ﬁgure 7.14 les
SDR, SIR et SAR obtenus par le seuillage itératif de Landweber, moyennés
sur les quatre sources, en fonction de λ. Ils sont comparés à ceux obtenus
par DUET. La ﬁgure 7.15 montre le pourcentage de coeﬃcients qui sont mis
à zéro.
Dans ce cas aussi, on peut remarquer que le seuillage itératif est meilleur
lorsqu’environ 50 % des coeﬃcients sont mis à zéro, même si le point λ = 104
semble donner de meilleurs résultats que les autres en terme de SAR (et
correspond à 75 % des coeﬃcients mis à zéro). En eﬀet, ces courbes sont faites
en moyenne sur les quatre sources, et, par chance, la première source et la
seconde sont très bien estimées pour cette valeur de λ. Ces deux sources sont
les mieux estimées par DUET, ce qui peut expliquer pourquoi le seuillage
itératif donne de bons résultats dans ce cas là. D’autres expériences montrent
que, en général, le seuillage itératif donne ses meilleurs résultats quand 50 %
des coeﬃcients sont mis à zéro3.
Fig. 7.14 – SDR, SIR, SAR du seuillage itératif de Landweber et de DUET en
fonction du paramètre λ (échelle logarithmique).
3pour un mélange stéréo de quatre sources.
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Fig. 7.15 – Pourcentage des coeﬃcients mis à zéro en fonction du paramètre λ
(échelle logarithmique).
7.2.5 Temps de calcul
Le temps de calcul de l’approche du seuillage itératif de Landweber dépend
essentiellement de l’eﬃcacité de la transformation temps-fréquence et du
calcul de la convolution par le système de mélange et son adjoint. La conver-
gence du seuillage itératif lui-même est connu pour être assez lent, mais des
accélérations potentielles sont proposées dans la littérature [DFL07, For07].
Dans les expériences ci-dessus, le temps de calcul est d’environ 5 min dans
le cas anéchoïque et entre 1 h pour les petites valeurs λ et 5 min pour les
très grandes valeurs de λ dans le cas du mélange convolutif.
7.3 Application aux signaux EEG
7.3.1 Introduction
Les signaux provenant des expériences de neurosciences tels que les EEG
ou les MEG sont de bons exemples pour tester les idées développées dans
cette partie : ce sont des signaux multicanaux4, auxquels des techniques de
régression parcimonieuse ont déjà été appliquées (voir par exemple [SHK06]
pour une adaptation du matching pursuit multicanal, et ses références pour
d’autres contributions). De plus, ils sont souvent bien représentés dans des
bases ou des repères temps-fréquence ; cela produit des décompositions dans
4Typiquement, les signaux EEG sont donnés par un nombre de capteurs compris entre
20 et 50, tandis que les signaux MEG en demandent encore plus
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des systèmes atomiques avec trois indices : le temps, la fréquence, et le canal.
x =
∑
t,f,c
αt,f,c ϕt,f . (7.7)
Un des principaux problèmes dans l’analyse de signaux EEG, est de sé-
parer l’information utile de diverses sources de bruits et de caractéristiques
moins importantes. C’est en raison de cela que les techniques de régression
multicanales appropriées aux signaux issus de plusieurs capteurs, et qui font
intervenir une modélisation adéquate, présentent un intérêt certain. On dé-
crit par la suite les premières expériences faites en utilisant des techniques
de modélisation décrites dans ce papier.
Dans les signaux EEG dont on parle ci-dessous, 34 canaux sont à notre
disposition, avec une topographie5 donnée sur la ﬁgure 7.16. Le taux d’échan-
tillonnage est de 1000 Hz. Les signaux multicanaux originaux sont représen-
tés sur la ﬁgure 7.17.
Fig. 7.16 – Localisation des électrodes pour les signaux EEG considérés.
Les signaux sont constitués d’environs 130 essais d’une durée de 1.2 s.
Les essais résultent d’une expérience réalisée dans les mêmes conditions. Ils
sont été concaténés aﬁn d’être traités globalement. Sur cet ensemble de don-
nées particulier, les portions de signal qui présentent un intérêt particulier
sont les potentiels évoqués, qui sont des signaux de durée courte, et qui ap-
paraissent suite à un stimulus (à raison d’un stimulus par essai). Ces signaux
ont une très faible amplitude comparés au fond généré par les divers signaux
biologiques et le bruit de mesure. Une technique souvent utilisée est alors de
5La topographie exploitée dans des schémas de G-LASSO fenêtré comme vu plus haut.
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Fig. 7.17 – Signaux EEG originaux.
traiter la moyenne des essais. Cette moyenne a pour inconvénient une perte
de précision due à la variabilité des essais. L’analyse d’un seul essai est donc
un challenge majeur dans ce contexte.
Dans la suite, ces signaux sont décomposés en utilisant diverses méthodes
de décomposition multicanale décrites précédemment, en utilisant des bases
MDCT (voir l’annexe B et [VK95] pour plus de détails sur les bases MDCT).
7.3.2 Régression LASSO et G-LASSO
Aﬁn de comparer les estimations données par le LASSO et le G-LASSO, on
a utilisé des bases MDCT avec une fenêtre de longueur 256 ms. Le paramètre
de régularisation a été choisi de manière à ce que l’énergie du résidu soit,
à peu de chose près, égale dans les deux cas. Comme on peut le voir, les
deux techniques de débruitage ont tendance à ﬁltrer les hautes fréquences.
Cependant, la qualité de l’estimateur du G-LASSO est meilleur aussi bien
numériquement que visuellement, puisque les propriétés de persistance à
travers les canaux ressortent. Aﬁn de rendre les ﬁgures le plus clair possible,
seuls les signaux des capteurs 3,4,7,8,9,12,13,17,18,21,22,23,26,27,29,30,33
sont représentés ici et dans les ﬁgures suivantes.
Dans les expériences numériques considérées ici, les paramètres µ ont été
choisis tels que les signaux estimés aient le même pourcentage d’énergie par
rapport au signal original (la valeur exacte, ici de 50%, a été choisie aﬁn
d’illustrer au mieux les diﬀérences entre les deux approches). Les diﬀérences
entre les deux signaux estimés apparaissent clairement sur les ﬁgures 7.18
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Fig. 7.18 – Signaux EEG débruités par le LASSO.
et 7.19. Comme on pouvait s’y attendre, le G-LASSO multicanal fait ressor-
tir les composantes qui sont présentes sur tous les capteurs simultanément,
tandis que le LASSO multicanal a une structure moins lisse, bien que les
deux signaux aient tous les deux la même énergie.
L’indice g du chapitre 5 et en particulier du théorème 5.1 est ici un
indice temps-fréquence ; par conséquent, l’estimation du G-LASSO équivaut
à multiplier point par point les coeﬃcients MDCT avec un masque temps-
fréquenceMtf ﬁxé. Parallèlement, l’estimateur du LASSO donne un masque
temps-fréquence pour chaque canal. Bien qu’ils ne soient pas montrés ici,
le masque du G-LASSO est signiﬁcativement diﬀérent de la moyenne des
masques donnée par le LASSO. La moyenne des masques du LASSO revient
essentiellement à un ﬁltre passe-bas, tandis que le masque du G-LASSO fait
apparaître plus de structures.
Les résultats obtenus avec le G-LASSO fenêtré décris au chapitre 6 sont
reportés dans un autre travail.
7.3.3 Décomposition multicouches
Aﬁn d’exploiter les approches décrites précédemment, on peut déﬁnir plu-
sieurs façons de regrouper les coeﬃcients (aﬁn de favoriser la parcimonie
dans les groupes, ou à travers les groupes) que l’on illustre sur la ﬁgure 7.20.
Dans de telles situations, les choix naturels pour les groupes sont des lignes
ou des plans.
110
7.3. Application aux signaux EEG
Fig. 7.19 – Signaux EEG débruités par le G-LASSO.
On se limite par la suite aux décompositions multicanales. Le diction-
naire utilisé est une union de deux bases orthonormées MDCT, avec une
diﬀérence signiﬁcative pour la résolution temps-fréquence des fenêtres. On
cherche donc à minimiser une fonctionnelle du type
Ψ(α, β) = ‖x− UαU − V αV‖22 + µ1P1[αU ] + µ2P2[αV ] .
Pour les composantes localisées en fréquence, l’hypothèse est qu’à l’inté-
rieur de chaque plan temps×canal, seules quelques fréquences remarquables
vont apparaître, qui ne sont pas forcément les mêmes pour chaque plans. On
utilise alors le troisième regroupement représenté sur la ﬁgure 7.20 (dans le
coin inférieur gauche) et on utilise la norme mixte
P1[α] =
∑
t,c
∑
f
|αtfc|
2 . (7.8)
Pour cette composante, on choisit une base MDCT avec une fenêtre de
longueur 256 ms et correspond à la base U .
Pour estimer les composantes localisées en temps, l’estimateur du G-
LASSO semble le mieux adapté, pour sélectionner des groupes complets à
des dates ﬁxes, et ainsi favoriser la persistance en fréquences et à travers les
canaux. Cela correspond donc à la norme mixte
P2[β] =
∑
t
√∑
f,c
|βtfc|2 . (7.9)
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Fig. 7.20 – L’ensemble des indices temps-fréquence-canal (en haut à gauche) et
divers regroupements (plans ou lignes).
La base MDCT choisie pour cette composante a une taille de fenêtre de
32 ms et correspond à la base V.
Aﬁn de favoriser la persistance en temps d’une fréquence, on a dé-
cidé d’utiliser la version fenêtrée de la norme ℓ1,2. Le système de voisi-
nage est construit comme suit. Soit ℓt l’ensemble de toutes les fréquences
au temps t. On considère alors toutes les fréquences contenues dans l’en-
semble N (t) = {ℓt−2, ℓt−1, ℓt, ℓt+1, ℓt+2}, au lieu de considérer seulement ℓt
à l’indice t donné. Finalement, on utilise l’opérateur de seuillage généralisé
PE-LASSO et G-LASSO pour estimer les deux couches.
L’algorithme BCR décrit à la section5.4.1 du chapitre 5 a été utilisé dans
cette conﬁguration. Pour la clarté des comparaisons, les résultats obtenus
avec G-LASSO multicanal classique sont aussi illustrés. Les paramètres ont
été choisis de façon à obtenir des résidus dont l’énergie est comparable (en-
viron 10% de l’énergie du signal original). De plus, les poids relatifs des deux
couches, donnés par le rapport µ2/µ1, ont été choisis tels que les composantes
localisées en temps soient restreintes à de très courts signaux transitoires (et
ont donc une énergie faible).
Les composantes localisées en fréquences estimées par les deux méthodes
sont diﬃcilement diﬀérentiables visuellement. On a donc choisi de ne repré-
senter qu’une seule d’entres elles sur la ﬁgure 7.21. Les seules diﬀérences
entre les deux peuvent se remarquer sur les hautes fréquences (non mon-
trées ici en raison du peu d’intérêt qu’elles présentent).
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Fig. 7.21 – Composantes localisées en fréquence pour les signaux EEG représentés
sur la ﬁgure 7.17, estimées avec l’approche décrite en section 7.3.3.
Les diﬀérences apparaissent plus visiblement sur les ﬁgures des compo-
santes localisées en temps. En eﬀet, l’estimateur du G-LASSO multicanal
illustré sur la ﬁgure 7.22 met en relief des variations plus nettes, et des
composantes très courtes et très oscillantes. Ces dernières disparaissent sur
l’estimation donnée par l’algorithme 1. Plus précisément, elles sont capturées
par la couche localisée en fréquence.
Ceci apparaît plus clairement si l’on se concentre sur un seul canal. On
représente sur la ﬁgure 7.24 les deux estimations de la couche localisée en
temps pour le canal 3. On remarque très clairement que l’approche proposée
donne une solution plus parcimonieuse en temps.
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Fig. 7.22 – Composantes localisées en temps pour les signaux EEG représentés sur
la ﬁgure 7.17, en utilisant l’estimateur du G-LASSO multicanal.
Fig. 7.23 – Composantes localisées en temps pour les signaux EEG représentés sur
la ﬁgure 7.17, en utilisant l’approche de la section 7.3.3.
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Fig. 7.24 – Composantes localisées en temps pour un canal particulier des signaux
EEG représentés sur la ﬁgure 7.17, en utilisant les deux algorithmes. Haut : G-
LASSO, bas : approche de la section 7.3.3.
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On a montré dans cette partie que, lorsque les données peuvent être indicées
par un double indice, les normes mixtes aident à l’introduction de structures.
Les indices peuvent en eﬀet être utilisés pour introduire une hiérarchie entre
les coeﬃcients. Cette hiérarchie est alors utilisée de façon explicite et modé-
lisée par les normes mixtes ℓp,q. On peut alors jouer sur p et q pour favoriser
une parcimonie structurée.
Ces normes sont adaptées à deux situations diﬀérentes de régression :
– L’estimation d’un signal sous contrainte de reconstruction exacte ;
– L’estimation d’un signal bruité.
Deux familles d’algorithmes ont été présentées pour résoudre ces deux pro-
blèmes : FOCUSS et deux algorithmes de seuillage itératifs (BCR et le
seuillage itératif de Landweber). On résume leurs principaux inconvénients
et avantage dans le tableau 8.1.
FOCUSS Seuillage itératif
Valeurs possibles pour p et q p, q ≤ 2 et p, q 6= 0 1 ≤ p, q ≤ 2, et
pour tout p ≤ 1 si q =
2. Les cas q = 1 et
1 ≤ p < 2 utilisent
un algorithme itératif
dont la convergence est
prouvée pour λ choisi
convenablement.
Vitesse – +
Facilité d’implémentation + +
Avec contrainte d’égalité + N’ont pas été créé pour
Avec sous contrainte d’inégalité + +
Tab. 8.1 – Comparaison des inconvénients et des avantages des deux familles d’al-
gorithmes.
Les normes ℓp,1 connaissent déjà un certain succès dans la communauté
statistique pour la sélection de variable [YL06, SGMM08, ZRY08], et ont
été plus particulièrement étudiées et appliquées à la restauration d’images
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couleurs [FR08, TR07]. Ce travail étudie lui les normes mixtes d’une ma-
nière très générale, et on aimerait aussi souligner l’utilité des normes ℓ1,q
pour encourager des structures sans imposer la parcimonie seulement sur
les groupes entiers de variables (voir la remarque 5.4 de la section 5.3.3 du
chapitre 5, et la remarque 7.1 de la section 7.1.1 du chapitre 7). En particu-
lier, l’application de l’estimateur E-LASSO à la séparation de sources dans
le cas des mélanges convolutifs sous-déterminés s’est avéré particulièrement
eﬃcace.
Si l’on se limite à la combinaison de normes ℓ1 et ℓ2, les opérateurs de
seuillage généralisé obtenus ont un comportement bien identiﬁé pour dépas-
ser le seuillage simple. L’estimateur E-LASSO (et son approximation AE-
LASSO) est une solution pour éviter la sur-parcimonisation du LASSO, et
sélectionner dans chaque groupes les «meilleurs» coeﬃcients. Le WG-LASSO
s’est révélé être une alternative utile au G-LASSO lorsque les groupes ne sont
pas correctement identiﬁés, voire leur déﬁnition impossible.
Le comportement des algorithmes de seuillage itératif a été illustré sur
des exemples simples pour souligner l’inﬂuence des normes mixtes par rap-
port à la norme ℓ1 classique. On a principalement utilisé des signaux audios
pour les structures inhérentes aux représentations temps-fréquence. Cepen-
dant, les normes mixtes peuvent être utilisées dans n’importe quelle appli-
cation faisant intervenir des structures, données par un choix judicieux de
double indiçage.
118
Deuxième partie
Analyse de modèles hybrides
aléatoires
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9
Introduction
«And Now For Something Completely Diﬀerent»
Monthy Python
L’approche étudiée dans cette partie est une approche aléatoire, dans
laquelle on modélise a priori le signal. On souhaite alors estimer l’ensemble
des paramètres du modèle. En particulier, l’étude porte sur un modèle hy-
bride adapté aux décompositions en couches type transitoire+tonal+bruit
d’un signal.
Le but est ici de combiner les avantages d’un modèle probabiliste et des
stratégies type “seuillage”. Pour cela, on se base sur l’étude des coeﬃcients
d’analyse (ou coeﬃcients observés) qui, comme on l’a vu dans le chapitre 2,
ne correspondent pas forcément aux coeﬃcients de synthèse. Lorsque le mo-
dèle du signal est suﬃsamment précis, le comportement de ces coeﬃcients
peut être caractérisé convenablement, ce qui donne des algorithmes simples
pour l’identiﬁcation de la décomposition du signal.
On commence par décrire les modèles aléatoires de formes d’ondes, ex-
primant un signal comme une somme parcimonieuse aléatoire de fonctions
de base. Plus précisément, on se concentre sur un modèle de signal de la
forme
x(t) =
∑
i∈I
Xiαiϕi(t) ,
où I est un ensemble d’indices génériques, les formes d’ondes ϕi forment le
dictionnaire, les Xi sont des variables aléatoires booléennes qui contrôlent
la parcimonie de la décomposition, et les αi sont des variables aléatoires
indépendantes suivant une loi normale.
9.0.4 Généralitées
Soit H un espace de Hilbert réel séparable (de dimension ﬁnie ou inﬁnie), et
soit V = {vn, n ∈ I} et U = {um,m ∈ I} deux bases orthonormées de H. Ici,
I représente un ensemble générique d’indices (dans le cas de la dimension
ﬁnie, on note I = {1, . . . N}). On note
D = V ∪ U
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le dictionnaire construit comme l’union de ces deux bases. D est clairement
(sur)complet dans H, et n’importe quel x ∈ H admet une inﬁnité d’expres-
sions de la forme
x =
∑
n∈I
αnvn +
∑
m∈I
βmum ,
où αn, βm ∈ R sont les coeﬃcients de synthèse.
On s’intéresse aux signaux parcimonieux, i.e. les signaux x ∈ H qui
peuvent s’écrire comme
x =
∑
λ∈Λ
αλvλ +
∑
δ∈∆
βδuδ + r , (9.1)
où Λ,∆ sont des petits sous-ensembles de l’ensemble d’indices I, que l’on
appelle cartes de signiﬁance et r ∈ H est un petit résidu.
Étant donné un tel signal parcimonieux, la non unicité de sa représen-
tation dans le dictionnaire rend diﬃcile l’identiﬁcation sans ambiguïté du
modèle (9.1). L’approche proposée utilise les coeﬃcients d’analyse
an = 〈x, vn〉 , bm = 〈x, um〉 , (9.2)
et développe une stratégie pour estimer les coeﬃcients eﬀectivement perti-
nents, à partir desquels une décomposition parcimonieuse peut être identi-
ﬁée.
Dans les applications numériques, on se limite à une paire de base or-
thonormée bien particulière : U est une base de cosinus locaux (i.e. une
base MDCT, voir l’annexe B et, par exemple, [VK95]) choisie de manière
à avoir une bonne résolution fréquentielle, et V est une base de cosinus lo-
caux avec une bonne résolution temporelle. Les ensembles d’indices sont
alors de dimension deux (un indice temporel et un indice fréquentiel), et on
les écrit tel quel lorsque nécessaire. D’autres choix pour les bases sont pos-
sibles (par exemple une combinaison de bases MDCT et d’ondelettes, comme
dans [DT02, MT05]), ou bien une extension aux repères (ce qui cependant
nécessite des modiﬁcations notables).
9.0.5 Modèle aléatoires hybrides
On introduit ici un modèle explicite pour les signaux parcimonieux
dans (9.1). Les ingrédients d’un tel modèle sont essentiellement au nombre
de deux : un modèle pour les cartes de signiﬁance Λ et ∆, et, étant donné
les cartes de signiﬁance Λ et ∆, un modèle pour les coeﬃcients {αλ, λ ∈ Λ}
et {βδ, δ ∈ ∆}.
Définition 9.1. Étant donné deux bases orthonormées de H comme ci-
dessus, un modèle hybride aléatoire est déﬁni par
i. Un modèle de probabilité discret pour les cartes de signiﬁance. Les mesures
de probabilité correspondantes pour les cartes aléatoires Λ et ∆ sont notées
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PΛ et P∆, et les espérances par EΛ et E∆.
ii. Un modèle de probabilité pour les coeﬃcients de synthèses {αλ, λ ∈ Λ}
et {βδ, δ ∈ ∆}, conditionellement aux cartes de signiﬁance. Les mesures de
probabilité correspondantes et les espérances sont notées P0 et E0. La mesure
de probabilité globale et l’espérance sont notées par P et E respectivement.
On note Xn et X˜n les variables indicatrices aléatoires, correspondant aux
cartes Λ et ∆, i.e.
Xn =
{
1 si n ∈ Λ
0 sinon ,
X˜n =
{
1 si n ∈ ∆
0 sinon
(9.3)
et par pn et p˜n les probabilités d’appartenance
pn = PΛ {Xn = 1} , p˜m = P∆
{
X˜m = 1
}
. (9.4)
Le modèle de signal correspondant prend alors la forme
x =
∑
n∈I
Xnαnvn +
∑
m∈I
X˜mβmum + r . (9.5)
Le but des chapitres suivants est d’étudier précisément le comportement
des coeﬃcients d’analyse dans le cadre de modèles aléatoires précis. On verra
que dans un tel contexte, sous des conditions appropriées, la distribution des
coeﬃcients d’analyse peut être modéliser par un mélange de Gaussiennes. Ce
mélange pourra être identiﬁé par des algorithmes adéquats, pour discriminer
les coeﬃcients qui appartiennent à la carte de signiﬁance des autres. Les
conditions qui entrent en jeu sont essentiellement 1) la parcimonie du modèle
de signal (qui est controlée par les variables booléenne Xi, et 2) l’incohérence
du dictionnaire.
Cette partie est organisée comme suit. Le chapitre 10 décrit un modèle
de Bernoulli et un modèle de Bernoulli-Hiérarchique pour les distributions
des variables aléatoires Booléennes Xi. On y fait l’étude des coeﬃcients
d’analyse du signal selon ces modèles, aﬁn d’obtenir des estimations pour
les paramètres du modèle. Le chapitre 11 décrit les algorithmes déduits de
l’étude faite au chapitre 10. Enﬁn, le chapitre 12 illustre le propos en présen-
tant les résultats obtenus par les algorithmes, principalement en débruitage.
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10Modèles aléatoires decartes temps-fréquence
On décrit ici deux modèles aléatoires simples, un modèle de Bernoulli et un
modèle de Bernoulli-Hiérarchique, pour les cartes temps-fréquence. Après la
description de chaque modèle, on procède à l’étude du comportement des
coeﬃcients d’analyse, qui nous permet d’obtenir des estimateurs pour les
paramètres des modèles aléatoires.
10.1 Modèle de Bernoulli
10.1.1 Modèle
Le modèle le plus simple pour les coeﬃcients, auquel on s’attache en premier
lieu, suppose que les coeﬃcients signiﬁcatifs sont des variables aléatoires
indépendantes distribuées selon une loi normaleN (0, σ2n), en d’autres termes
leur ddp (conditionnellement à Λ et ∆) s’écrit
pαn|Λ = (1−Xn)δ0 +XnN (0, σ2n) ,
pβn|∆ = (1− X˜n)δ0 + X˜nN (0, σ˜2n) .
Le résidu est modélisé ici comme un bruit blanc Gaussien centré de variance
s2 ﬁxé.
Les variances σ2n et σ˜
2
n dépendent des coeﬃcients. Pour plus de commo-
dité, on introduit les variances réduites
σn = σfn , σ˜n = σ˜f˜n , (10.1)
où σ = maxn(σn) et σ˜ = maxn(σ˜n), de sorte que fn ≤ 1, f˜n ≤ 1 Plus loin,
lorsqu’on s’attardera plus spécialement aux bases temps-fréquence U et V,
f et f˜ seront des proﬁls fréquentiels ﬁxés, qui modélisent une décroissance
“typique” des coeﬃcients avec la fréquence.
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Fig. 10.1 – ddp d’un signal synthétisé avec le model (mdct + ondelettes)
10.1.2 Coeﬃcients d’analyse
Étant donné le modèle hybride de formes d’ondes, et une réalisation x d’un
signal obéissant à ce modèle, les paramètres et les cartes de signiﬁance
peuvent être estimés dans un cadre purement Bayésien, en considérant leur
distribution de probabilité a posteriori, conditionnellement à l’observation.
Cette approche, combinée aux algorithmes d’optimisation MCMC, a mon-
tré son eﬃcacité pour le débruitage de signaux audio, au prix d’un coût
calculatoire élevé [FDGT06].
Dans ce travail, on a choisi de se concentrer sur une approche plus simple,
basée sur l’étude des coeﬃcients d’analyse, déﬁnie par (9.2), à partir desquels
une décomposition parcimonieuse de x dans le dictionnaire est estimée.
Pour commencer, on étudie la distribution de ces coeﬃcients d’analyse,
conditionnellement aux cartes de signiﬁance. En posant ρn = 〈r, vn〉 et ρ˜n =
〈r, un〉, on peut vériﬁer aisément que
an = 〈x, vn〉 = αnXn +
∑
m∈I
βmX˜m〈um, vn〉+ ρn (10.2)
bn = 〈x, un〉 = βnX˜n +
∑
m∈I
αmXm〈vm, un〉+ ρ˜n , (10.3)
i.e. que les coeﬃcients d’analyse peuvent s’exprimer comme la somme de
variables aléatoires indépendantes suivant une loi normale. Ainsi, on peut
écrire
Proposition 10.1. Conditionnellement aux cartes de signiﬁance, les co-
eﬃcients an et bn sont des variables aléatoires distribuées selon une loi
normale de moyenne nulle, de matrice de covariance Cmn = E0 {aman},
C˜mn = E0 {bmbn}, données par
Cmn = (σ2mXm + s2)δmn +
∑
i∈I
X˜iσ˜
2
i 〈vm, ui〉〈ui, vn〉 ,
C˜mn = (σ˜2mX˜m + s2)δmn +
∑
i∈I
Xiσ
2
i 〈um, vi〉〈vi, un〉 .
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En particulier, les termes diagonaux sont égaux à
E0
{
a2n
}
= σ2nXn +
∑
i∈I
X˜iσ˜
2
i 〈vn, ui〉2 + s2 . (10.4)
Si l’aléa des cartes de signiﬁance est pris en compte, les coeﬃcients a (resp. b)
sont distribués selon un mélange (aléatoire) de plusieurs variables aléatoires
distribuées selon une loi normale centrée. Une telle distribution est gouvernée
par les termes croisés dans le terme de droite des coeﬃcients de covariance
donnés par la proposition 10.1. Si on s’attarde sur les termes diagonaux de
la matrice de covariance, on peut introduire les quantités suivantes
Définition 10.1. Soit ∆ et Λ deux sous-ensembles de l’ensemble d’indices
I. Pour n ∈ I, les poids de projection γ, sont les variables aléatoires déﬁnies
par
γ˜n(∆) =
∑
δ∈∆
f˜2δ 〈vn, uδ〉2 , γn(Λ) =
∑
λ∈Λ
f2λ〈un, vλ〉2 . (10.5)
où fλ et f˜δ sont déﬁnis par l’équation (10.1).
Remarque 10.1. Les poids γ rappellent les poids de Parseval
p˜n(∆) =
∑
δ∈∆
〈vn, uδ〉2 , pn(Λ) =
∑
λ∈Λ
〈un, vλ〉2 .
introduits dans [KT05, KT06]. En eﬀet, dans le cas simple où les variances
sont constantes (σn = σ ∀n), on a γn(Λ) = pn(Λ), et une expression similaire
pour les poids γ˜. Les poids de Parseval ont une interprétation géométrique
simple : en eﬀet p˜n(∆) est la norme de la projection orthogonale de vn sur
l’espace vectoriel généré par {uδ, δ ∈ ∆}. Les poids γ devraient pouvoir
s’interpréter de manière similaire. Soit M (resp. M˜) les opérateurs déﬁnis
par une matrice diagonale dans la base V (resp. U)
Mvn = fnvn , M˜un = f˜nun . (10.6)
Alors γn(Λ) est le carré de la norme de la projection orthogonale de Mun
sur l’espace vectoriel généré par les fonctions {vλ, λ ∈ Λ} :
γn(Λ) =
∑
λ∈Λ
〈un,Mvλ〉2 =
∑
λ∈Λ
〈Mun, vλ〉2 ,
Il suit de la formule de Parseval que pour tous les n et Λ,
γn(Λ) ≤ ‖Mun‖2 ≤ 1 ,
(la dernière inégalité vient du fait que fn ≤ 1∀n), et une expression similaire
pour γ˜n(∆).
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M est un opérateur bien déﬁni dans le cas de la dimension ﬁnie. En
situation de dimension inﬁnie, i.e. pour les signaux en temps continu, des
hypothèses additionnelles sur les variances normalisées f2n, f˜
2
n sont néces-
saires pour assurer que M soit borné.
Remarque 10.2. Les termes diagonaux (10.4) de la matrice de covariance
prennent la forme suivante :
E0
{
a2n
}
=
{
σ2n + γ˜n(∆)σ˜
2 + s2 si n ∈ Λ
γ˜n(∆)σ˜2 + s2 si n /∈ Λ
. (10.7)
Si l’on prend en compte les poids γ, cela nous mène à la simple considéra-
tion suivante sur le comportement des coeﬃcients observés : si la distribution
des poids γ est piquée vers une petite valeur (au sens de «petit devant 1»),
alors les coeﬃcients an ont un comportement signiﬁcativement diﬀérent sui-
vant que Xn s’annule ou pas. De plus, plus la variance des poids est petite,
plus la discrimination des deux comportements est facile.
Caractériser la distribution des poids γ n’est pas une tâche aisée (une
estimation des moments dans le cas du modèle de Bernoulli est donné ci-
dessous). Néanmoins, si l’on suppose que les éléments de la carte de signi-
ﬁance Λ (resp. ∆) sont identiquement distribués, avec P{n ∈ Λ} = p (resp.
P{n ∈ ∆} = p˜), des estimateurs en champ-moyen pour les poids γ peuvent
être obtenus. Par estimateur en champ moyen, on entend des estimateurs
basés sur une moyenne par rapport à une seule des deux cartes de signiﬁance.
Par exemple, les coeﬃcients an (qui correspondent à la carte de signiﬁance
Λ) sont étudiés, en utilisant une moyenne par rapport à ∆. Cela peut être
utilisé par exemple pour initialiser des algorithmes itératifs pour lesquels
une estimation initiale des cartes de signiﬁance est nécessaire.
Par exemple, le premier moment des poids γ s’écrit
EΛ {γn(Λ)} = p ‖Mun‖2 ; E∆ {γ˜n(∆)} = p˜ ‖M˜vn‖2 . (10.8)
On donne ci-dessous les estimateurs en champ moyen pour les coeﬃcients
a (i.e. en moyenne par rapport à P∆, ce qui donne un résultat dépendant de
Λ), des expressions similaires peuvent être dérivées pour les coeﬃcients b.
Proposition 10.2. En supposant que les éléments de la carte de signiﬁance
∆ sont identiquement distribués, et en posant P{n ∈ ∆} = p˜, Alors l’esti-
mateur en champ-moyen s’écrit
E∆
{
E0
{
a2n
}}
= σ2nXn + p˜‖M˜vn‖2σ˜2 + s2 .
Notre but est d’estimer la carte de signiﬁance ∆ à partir des coeﬃcients
d’analyse. En ce sens, il est utile de normaliser les coeﬃcients d’analyse par
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les proﬁls fréquentiels. De cette manière, les variances sont stabilisées, dans
le sens où le terme principal ci-dessous a une variance σ2 constante :
E∆
{
E0
{
a2n
f2n
}}
= σ2Xn + p˜
‖M˜vn‖2
f2n
σ˜2 +
s2
f2n
(10.9)
= σ2Xn + p˜ σ˜2
∑
i∈I
f˜2i
f2n
〈vi, un〉2 + s
2
f2n
. (10.10)
On remarque que la distribution des coeﬃcients renormalisé est gouver-
née par
∑
i∈I
f˜2i
f2n
〈vi, un〉2.
Remarque 10.3. Cette renormalisation assure que le terme principal σ2Xn
dans (10.9) a une variance σ2 constante. La variance du second terme va-
rie en fonction de n. Dans le but de d’atténuer une telle dépendance, se
contraindre à des bases et des variances normalisées devront être imposées,
comme nous le verrons à la section 10.1.3 suivante.
10.1.3 Estimation des cartes
Supposons que les éléments de l’index sont iid. Alors la distribution de
probabilité de la carte de signiﬁance est donnée par P{∆} = p˜|∆|(1 −
p˜)N−|∆| , P{Λ} = p|Λ|(1 − p)N−|Λ| , et la distribution marginale des co-
eﬃcients d’analyse prend la forme simple
pan = (1− p)
∑
∆
P{∆}N (0, γ˜n(∆)σ˜2 + s2)
+ p
∑
∆
P{∆}N (0, σ2n + γ˜n(∆)σ˜2 + s2) . (10.11)
La distribution des coeﬃcients est alors un mélange de deux mélanges de
gaussiennes, dont le comportement est conduit par les poids γ. Supposons
dans un souci de simplicité que la distribution des variables aléatoires γ˜n(∆)
est fortement concentrée en une petite valeur, qui soit la probabilité d’ap-
partenance p˜ (voir (10.8)). Alors les deux types de Gaussiennes du mélange
sont centrés en zéro, et possèdent des variances signiﬁcativement diﬀérentes.
Dans de telles situations, on peut tenter de les séparer, dans le but d’estimer
les valeurs n des indices qui appartiennent à la carte de signiﬁance. La sé-
paration sera basée sur l’amplitude des coeﬃcients : les gros coeﬃcients (en
valeur absolue) seront assignés à la carte de signiﬁance. On décrit ci-dessous
comment les valeurs correspondantes aux seuils sont estimées.
Comme mentionné plus haut, dans le modèle de Bernoulli, les estima-
teurs des moments de la distribution des poids γ peuvent être obtenus, en
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plus du premier donné en (10.8). Pour le second moment, on a
EΛ
{
γn(Λ)2
}
= p2
∑
m6=m′
f2mf
2
m′〈un, vm〉2〈un, vm′〉2 + p
∑
m
f4m〈un, vm〉4
= (EΛ {γn(Λ)})2 + p(1− p)
∑
m
〈un,Mvm〉4 ,
et donc
Var{γn(Λ)} = p(1− p)
∑
m
〈un,Mvm〉4 . (10.12)
Le troisième moment peut aussi être calculé, et donne l’asymétrie (ou
skweness)
S{γn(Λ)} = E
{
γn(Λ)3
}
E {γn(Λ)2}3/2
=
1− 2p√
p(1− p)
N∑
k=1
〈vk,Mun〉6(
N∑
k=1
〈vk,Mun〉4
)3/2 . (10.13)
Remarque 10.4. Comme souligné à la remarque 10.2 ci-dessous, la discri-
mination entre les deux types de coeﬃcients d’analyse est plus facile lorsque
les moments du premier et du second ordre des poids γ sont petits. En eﬀet,
dans de telles situations, la distribution des coeﬃcients d’analyse est proche
d’un mélange de deux Gaussiennes, qui ont des variances signiﬁcativement
diﬀérentes.
1. Le premier moment est essentiellement contrôlé par la parcimonie de
la décomposition, représenté ici par la probabilité d’appartenance p.
Plus la carte de signiﬁance est parcimonieuse, plus les poids γ sont
petits.
2. La variance est contrôlée par la probabilité d’appartenance p et
la cohérence du dictionnaire. En eﬀet, si l’on introduit B4 =
supn
∑
m〈un,Mvm〉4, qui peut être vu comme une généralisation des
fonctions 4−Babel [Tro04], on obtient Var{γn(Λ)} ≤ p(1− p)B4.
3. Le skewness est contrôlé par la position de p par rapport à 1/2.
Le problème de séparation du mélange des gaussiennes peut être formulé
comme suit. On note Yn l’estimateur MAP pour Xn :
Yn =
{
1 si P{Xn = 1|an,∆} ≥ P{Xn = 0|an,∆}
0 sinon
.
Cet estimateur du MAP pour Xn donnera un seuil adapté pour chaque
coeﬃcient d’analyse, qui correspond à l’intersection des deux courbes gaus-
siennes du mélange. Plus précisément, on a :
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P{Xn = q|an,∆} ∝ P{Xn = q}P{an|Xn,∆}
∝
{
p N (0, σ2n + γ˜n(∆)σ˜2n + s2) si q = 1
(1− p) N (0, γ˜n(∆)σ˜2n + s2) sinon q = 0
.
(10.14)
Soit pour simpliﬁer
w2n;0 = γ˜n(∆)σ˜
2 + s2 , w2n;1 = w
2
n;0 + σ
2
n . (10.15)
Alors le point d’intersection τn des deux gaussiennes N (0, w2n;0) et
N (0, w2n;1), est donné par
τ2n =
2 w2n;1w
2
n;0
w2n;1 − w2n;0
ln
[(
1− p
p
)(
w2n;1
w2n;0
)]
,
et l’on obtient immédiatement :
Proposition 10.3. Supposons que les éléments de la carte de signiﬁance
Λ (resp. ∆) soient iid, avec P{n ∈ Λ} = p (resp. P{n ∈ ∆} = p˜). Suppo-
sons que les coeﬃcients de synthèse αn (resp. βn) soient des variables aléa-
toires indépendantes N (0, σ2n) (resp. N (0, σ˜2n)). Alors l’estimateur du MAP
Yn pour Xn est donné par :
Yn =
{
1 si |an| ≥ τn
0 sinon
,
De plus, la simplicité du modèle nous permet de calculer les erreurs en
probabilité, qui sont comme suit
P{Yn = 0|Xn = 1} = p erf

√√√√w2n;0
σ2n
ln
[
p
1− p
(
1 +
σ2n
w2n;0
)] ,
P{Yn = 1|Xn = 0} = (1− p) erfc

√√√√(1 + w2n;0
σ2n
)
ln
[
1− p
p
(
1 +
σ2n
w2n;0
)] ,
où erfc est la fonction d’erreur complémentaire déﬁnie par [AS64]
erfc(z) = 1− erf(z) = 2√
π
∫ +∞
z
e−t
2
d t
Remarque 10.5. Les erreurs en probabilité pour la carte de signiﬁance Λ
sont contrôlées par w2n;0/σ
2
n. Ici encore, on remarque que les poids γ jouent
un rôle crucial : plus les poids γ˜n(∆) sont petits (et la variance du bruit),
plus l’erreur en probabilité est faible.
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Remarque 10.6. La même analyse peut être faite en partant des estima-
teurs en champ moyen. Dans ce cas, on a vu à la remarque 10.4 que la
distribution des coeﬃcients d’analyse peut être approchée par un mélange
d’un petit nombre de gaussienne. Ceci mène à un seuil global (avec les poids
γ remplacés par leur moyenne) à la place des seuils dépendants de chaque
coeﬃcient.
Bases temps-fréquence pour les signaux audio
La discussion ci-dessus s’applique à n’importe quelles bases de H. On décrit
maintenant brièvement la situation qu’on considère ici. Les deux bases U
et V sont des bases MDCT, et l’ensemble des indices I (tout comme les
cartes de signiﬁance) sont de deux sortes : des indices temporels et fréquen-
tiels. La première base MDCT U est construite à partir d’une large fenêtre,
i.e. consiste en des atomes bien localisés en fréquence, tandis que la base
V, construite avec une fenêtre étroite, consiste en des atomes localisés en
temps. Dans un tel contexte, la reconstruction partielle
∑
δ∈∆ bδuδ (resp.∑
λ∈Λ aλvλ) sera appelée couche tonale (resp. couche transitoire) du signal.
Dans les applications numériques aux signaux audio plus loin, on se li-
mitera aux situations où les variances normalisées f2k,ν et f˜
2
k,ν dépendent
seulement de la partie fréquentielle ν, et modélisent une décroissance «ty-
pique» des coeﬃcients en fréquence.
Si l’on revient sur la remarque 10.3, on suppose que les fonction des
bases U et V en considération sont suﬃsamment bien localisée dans le do-
maine fréquentiel, de sorte que seulement quelques termes de la matrice des
produits scalaires 〈un, vm〉 ne sont pas négligeables. Si de plus les proﬁls fré-
quentiels fn et f˜n varient lentement en fonction de l’index de la fréquence, la
dépendance en n dans (10.10) peut être considérée comme faible en première
approximation.
10.2 Modèle de Bernoulli-Hiérarchique
10.2.1 Généralités
Contrairement au modèle de Bernoulli, les modèles structurés pour les cartes
de signiﬁance font apparaître des corrélations entre les éléments d’une carte
de signiﬁance. Par exemple, si l’on suppose que U est une base orthonor-
male d’atomes temps-fréquence, des corrélations peuvent être introduites
entre plusieurs indices temporels consécutifs pour modéliser la persistance
temporelle de la couche (tonale) correspondante. De manière similaire, on
peut introduire des corrélations entre les fréquences pour modéliser les com-
posantes du signal de courtes durées comme les transitoires (qui ont une
persistance fréquentielle).
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Dans de telles situations, la distribution marginale des coeﬃcients d’ana-
lyse est toujours donnée par (10.11), mais les probabilités ne sont plus aussi
simples qu’auparavant.
Il est intéressant de signaler que, dû à la décorrélations des coeﬃcients α
et β (les deux couches sont indépendantes), les corrélations intervenant dans
les cartes de signiﬁance n’apparaissent pas dans les moments du second ordre
des coeﬃcients d’analyse a et b, i.e. dans les matrices C et C˜. Par exemple,
ni EΛ {Cmn} où E∆
{
C˜mn
}
ne font apparaître les fonctions de corrélation
EΛ {XmXn} ou E∆
{
X˜mX˜n
}
des cartes de signiﬁance.
10.2.2 Modèle
Les dépendances entre les coeﬃcients de voisinage peuvent être introduites
de manière simple en remplaçant le modèle de Bernoulli précédent par un
modèle de Bernoulli-Hiérarchique. On présente ce modèle dans le cadre d’une
modélisation de la couche transitoire. L’idée est de prendre en compte les
indices temporels pour lesquels aucun coeﬃcient transitoire n’existe, et de
segmenter les indices temporels entre ceux qui contiennent des transitoires
des autres. Notons qu’un modèle similaire pourrait être développé pour la
carte de signiﬁance tonale ∆.
Soit n = (kn, νn) ∈ Λ = Λt×Λf un indice temps-fréquence, avec Λt (resp.
Λf ) l’ensemble des indices temporels (resp. fréquentiels). Soit Xn la variable
aléatoire indicatrice correspondante et Tkn la variable aléatoire indicatrice
correspondante à l’indice temporel. La variable aléatoire Xn est distribuée
suivant une loi de Bernoulli B(p1) conditionnellement à la variable indicatrice
temporelle Tkn qui est distribuée selon une loi de Bernoulli B(p2). Cela peut
s’écrire
X˜n ∼ B(p˜) ; Xn ∼ TknB(p2) + (1− Tkn)δ0 , avec Tkn ∼ B(p1) . (10.16)
10.2.3 Estimation des cartes
Aﬁn d’estimer les cartes de signiﬁance, on s’attarde en premier sur la sous-
carte Λt. Au lieu d’utiliser comme auparavant les coeﬃcients d’analyse un
par un, tous les coeﬃcients d’un même indice temporel sont pris en compte
dans la quantité suivante (avec wk,ν;0 et wk,ν;1 déﬁnis comme dans (10.15)).
ck =
|Λf |∑
ν=1
a2k,ν
w2k,ν;0
=
|Λf |∑
ν=1
[
αk,ν
wk,ν;0
Xk,ν + π˜k,ν
]2
, (10.17)
où l’on a posé pour simpliﬁer π˜k,ν = 1wkν;0
∑
δ∈∆
βδ〈uδ, vk,ν〉+ ρk,ν .
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On réécrit (10.17) pour séparer les coeﬃcients ck avec k ∈ Λt des autres
ck =

|Λf |∑
ν=1
[
αk,ν
wk,ν;0
Xk,ν + π˜k,ν(∆)
]2
si k ∈ Λt
|Λf |∑
ν=1
π˜k,ν(∆)2 si k /∈ Λt
. (10.18)
Les coeﬃcients βδ sont distribués selon une loi normale N (0, σ˜2δ ), et les
coeﬃcients ρk,ν selon N (0, s2). Donc, comme les βδ sont indépendants, les
coeﬃcients π˜k,ν(∆) sont distribués selon une loi normale
π˜k,ν(∆) ∼ N
0,
∑
δ∈∆
σ˜2δ 〈uδ, vk,ν〉2 + s2
w2k,ν;0
 ∼ N (0, 1) .
Dans le cas k /∈ Λt, les coeﬃcients ck sont distribués selon une loi du χ2 avec
|Λf | degré de liberté. On s’attend alors à ce que les ck,ν , k ∈ Λt, prennent une
valeur élevée et apparaissent comme des points aberrants pour la distribution
du χ2 dont on parle ci-dessus.
Le principal inconvénient d’une telle approche est que la carte de signi-
ﬁance ∆ doit être connue pour normaliser les coeﬃcients, et donc obtenir
les coeﬃcients ck. Pour éviter cela, on se limite à une approximation des
coeﬃcients ck, et l’on introduit les nouveaux coeﬃcients c′k :
c′k =
|Λf |∑
ν=1
a2k,ν
f2k,ν
=

|Λf |∑
ν=1
[
αk,ν
fk,ν
Xk,ν + π˜′k,ν(∆)
]2
if k ∈ Λt
|Λf |∑
ν=1
π˜′k,ν(∆)
2 if k /∈ Λt
, (10.19)
avec π˜′k,ν =
∑
δ∈∆
βδ〈uδ ,vk,ν〉+ρk,ν
fk,ν
∼ N
(
0,
w2
k,ν;0
f2
k,ν
)
.
Les coeﬃcients c′k rappellent ici la norme ℓ2 en fréquence (avec une pon-
dération par les proﬁls fréquentiels) des coeﬃcients d’analyses. Cela fait donc
penser aux quantités calculées par le G-LASSO déﬁni au chapitre 5 de la
partie 1, où la sélection des groupes se fait en fonction de la norme ℓ2 de ces
derniers.
Bien que les variances des πk,ν soient diﬀérentes, la distribution des
{c′k,ν , k /∈ Λt} doit pouvoir s’approcher correctement par une loi du χ2
à deux paramètres, et les coeﬃcients {c′k,ν , k ∈ Λt}, seront alors cherchés
comme des points aberrants pour cette loi du χ2. Après une présélection des
coeﬃcients d’analyse {ak,ν , k ∈ Λt}, le modèle de Bernoulli est utilisé pour
ﬁnir la sélection, et obtenir une estimation de la carte de signiﬁance.
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Remarque 10.7. Une alternative est de renormaliser tous les coeﬃcients
ck selon leur appartenance à la sous-carte Λt :
dk =
|Λf |∑
ν=1
 αk,ν
wk,ν;1
Xk,ν +
1
wk,ν;0
∑
δ∈∆
βδ〈uδ, vk,ν〉+ ρk,ν
2 if k ∈ Λt ,
d′k =
|Λf |∑
ν=1
 1
wk,ν;0
∑
δ∈∆
βδ〈uδ, vk,ν〉+ ρk,ν
2 if k /∈ Λt . (10.20)
Dans ce cas, on obtient p1|Λt| coeﬃcients dk distribués selon une loi du χ2
avec |Λf | degrés de liberté, et (1− p1)|Λt| coeﬃcients d′k distribués selon la
même loi du χ2 que précédemment. Une estimation du MAP, notée Zk pour
les variables indicatrices Tk peut se formuler comme suit
Zk =
{
1 si pχ2(dk) > (1− p)χ2(d′k)
0 sinon
. (10.21)
10.3 Estimation de la variance
Si des estimateurs sont disponibles pour les cartes de signiﬁance, les poids
γ peuvent aussi être estimés. La proposition suivante donne alors des esti-
mateurs puissants pour les paramètres σ et σ˜.
Proposition 10.4. Soit p et p˜ les probabilités d’appartenance. Soit an (resp.
bn) les coeﬃcients d’analyse et fn (resp. f˜n) le proﬁl fréquentiel correspon-
dant. Soit
θ1 =
1
|Λ|
∑
λ∈Λ
a2λ
f2λ
, θ2 =
1
|∆|
∑
δ∈∆
b2δ
f˜2δ
.
Alors, les estimateurs déﬁnis par,
σˆ2 =
θ1 − ǫ1θ2
1− ǫ1ǫ2 ,
ˆ˜σ2 =
θ2 − ǫ2θ1
1− ǫ1ǫ2 (10.22)
avec ǫ1 = 1|Λ|
∑
λ∈Λ
γ˜λ(∆)
f2
λ
et ǫ2 = 1|∆|
∑
δ∈∆
γδ(Λ)
f˜2
δ
, sont convergents et non
biaisés.
Démonstration. Pour commencer, les estimateurs pour σ et σ˜ sont non biai-
sés : sous forme matricielle, on a
E
{(
θ1
θ2
)}
=
(
1 ǫ1
ǫ2 1
)(
σ21
σ22
)
.
En résolvant le système linéaire, on voit que les estimateurs σˆ2 et ˆ˜σ2 sont
non biaisés.
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Aﬁn de montrer la convergence des estimateurs, il reste juste à montrer
que la variance s’annule lorsque le nombre d’observations tend vers l’inﬁni
var{σˆ} = var{θ1}+ ǫ
2
1var{θ2} − 2ǫ1cov{θ1, θ2}
(1− ǫ1ǫ2)2 .
θ1 (resp. θ2) est l’estimateur classique pour la moyenne de
a2
λ
f2
λ
, λ ∈ Λ (resp.
b2
δ
f˜2
δ
, δ ∈ ∆ ). On a alors
var{θ1} →
N→∞
0 , var{θ2} →
N→∞
0 .
Il reste juste à montrer que cov{θ1, θ2} →
N→∞
0. Pour cela, on a besoin de
calculer pour λ ∈ Λ et δ ∈ ∆
E
{
a2λ
f2λ
b2δ
f˜2δ
}
= σ2σ˜2+σ2σ˜2
γλ(∆)
f2λ
γ˜δ(Λ)
f˜2δ
+σ4
〈uδ, vλ〉2
f˜2δ
+σ˜4
〈uδ, vλ〉2
f2λ
+4σ2σ˜2〈uδ, vλ〉2 .
Alors,
cov{θ1, θ2} = E{θ1θ2} − E{θ1}E{θ2}
= σ2σ˜2 + σ2σ˜2ǫ1ǫ2 + σ4ǫ2 + σ˜4ǫ1
+
4σ2σ˜2
|Λ||∆|
∑
λ∈Λ
∑
δ∈∆
〈uδ, vλ〉2 − (σ2 + ǫ1σ˜2)(σ˜2 + ǫ2σ2)
=
4σ2σ˜2
|Λ||∆|
∑
λ∈Λ
∑
δ∈∆
〈uδ, vλ〉2 ≤ 4σ
2σ˜2
|Λ||∆|
∑
λ∈Λ
N∑
δ=1
〈uδ, vλ〉2 = 4σ
2σ˜2
|∆| →N→∞ 0 ,
(10.23)
ce qui conclut la preuve.
Maintenant que les modèles sont posés et étudiés, le chapitre suivant met
en oeuvre des algorithmes d’estimation des paramètres des modèles. En par-
ticulier, ces algorithmes seront par la suite exploités pour la décomposition
en couches tonale+ transitoire+ bruit des signaux.
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Dans ce chapitre, les algorithmes déduits de l’analyse du modèle de la sec-
tion 10.1.1 sont détaillés. On s’attarde tout d’abord sur l’estimation des
cartes de signiﬁances : sont décrits un algorithme de seuillage itératif et un
algorithme en champ moyen qui pourra aussi être utilisé comme initialisa-
tion. L’estimation des coeﬃcients de synthèse, pour laquelle deux méthodes
sont proposées, est alors considérée. Dans ces applications pratiques, H est
un espace de dimension ﬁnie. On note N = dim(H) la longueur du signal.
11.1 Algorithmes en champ moyen
Initialement, aucune information sur les cartes de signiﬁance n’est dispo-
nible. L’approximation en champ moyen donne naturellement des estima-
teurs pour les cartes de signiﬁances, qui peuvent être utilisés directement
(voir l’application au débruitage en section 12.2), ou comme initialisation
pour une approche plus précise. Les deux cartes de signiﬁances sont estimées
chacune indépendamment.
11.1.1 Modèle de Bernoulli
Il a été montré à la section 10.1.3, et souligné dans la remarque 10.4 que
la distribution des coeﬃcients an et bn peut être approchée par un mélange
d’un petit nombre de gaussiennes. L’estimation correspondante peut être
faite par un algorithme de type Expectation-Maximization (EM) adéquat.
Une classiﬁcation des coeﬃcients d’analyse selon les gaussiennes estimées
donne une estimation des cartes de signiﬁances.
L’algorithme EM que l’on propose est légèrement modiﬁé pour être ca-
pable de traiter en parallèle les coeﬃcients d’analyse renormalisés et les
coeﬃcients originaux. Ceci est nécessaire dans le but de prendre le bruit
en compte. En eﬀet, comme on peut le voir à l’équation (10.9), dans le cas
k /∈ Λ et s2 ≫ σ˜2γ˜(∆)2, la distribution gaussienne correspondante au bruit
est déformée par la renormalisation : il est alors nécessaire de travailler sur
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les coeﬃcients d’analyse originaux pour estimer les paramètres de cette dis-
tribution normale. Les aspects théoriques et techniques de cet algorithme
EM modiﬁé sont donnés en annexe A.
Selon la remarque 10.6, la classiﬁcation des coeﬃcients d’analyse est
équivalente à un seuillage adaptatif : les coeﬃcients d’analyse dont la valeur
absolue est plus grande que le seuil (calculé en fonction des coeﬃcients) sont
aﬀectés à la carte de signiﬁance.
Le choix du nombre de termes (deux ou trois) à estimer dans le mé-
lange de gaussiennes avec l’algorithme EM dépend de l’application visée.
Lorsque la distribution des coeﬃcients est estimée avec trois gaussiennes, la
troisième correspond au bruit, et les coeﬃcients correspondant ne sont pas
pris en compte. Par conséquent, cela produit des cartes de signiﬁance plus
parcimonieuses.
1. Séparation d’un mélange de deux distributions gaussiennes :
(a) Une première avec une grande variance correspond aux coeﬃ-
cients d’analyse qui appartiennent à la carte de signiﬁance, et
la seconde avec une petite variance correspond aux autres co-
eﬃcients. Les coeﬃcients d’analyse renormalisés anfn sont utilisés
(voir l’équation (10.9)).
(b) Si le bruit est supposé avoir une variance assez large, la gaussienne
avec la grosse variance est estimée sur les coeﬃcients d’analyse re-
normalisés, tandis que la gaussienne avec la petite variance est es-
timée sur les coeﬃcients d’analyse originaux (et cette gaussienne
correspond au bruit).
2. Séparation d’un mélange de trois distributions gaussiennes. Comparé
au premier algorithme, une troisième distribution gaussienne est ajou-
tée avec une très petite variance. Cette gaussienne correspond au bruit
et est estimée sur les coeﬃcients d’analyse originaux. Ce choix donne
des cartes plus parcimonieuses.
Une stratégie pratique est d’abord d’essayer de séparer trois distributions
gaussiennes et, si les cartes estimées ne contiennent pas assez de coeﬃcients
pour décrire le signal assez précisément (par exemple, moins de 0.001% de
la taille du signal), on choisit à la place le modèle avec deux gaussiennes.
L’estimation de Bernoulli pour les cartes de signiﬁances donne des résul-
tats assez satisfaisants pour la carte tonale. Pour la carte de signiﬁance des
transitoires l’estimation avec un modèle de Bernoulli-Hiérarchique donne de
meilleurs résultats.
11.1.2 Modèle de Bernoulli-Hiérarchique
Les coeﬃcients c′k déﬁnis à l’équation (10.19) sont utilisés pour obtenir une
estimation de la sous-carte transitoire Λt, grâce à un test statistique. On
a montré à la section 10.2.2 que la distribution des coeﬃcients c′k qui ne
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correspondent pas à la sous-carte transitoire (ce qui sera notre hypothèse
nulle) peuvent être approchés par une distribution du χ2 à deux paramètres.
On utilise un test d’adéquation pour notre détection de points aberrants,
ce qui permet une détection des coeﬃcients c′k correspondant aux lignes
transitoires. Les deux hypothèses du test sont
H0 :{c′1, . . . , c′|Λt|} suivent une loi du χ2
H1 :{c′1, . . . , c′|Λt|} ne suivent pas une loi χ2
Ce test est utilisé dans un algorithme de classiﬁcation qui procède comme
suit. Tant que le test d’adéquation sur les coeﬃcients c′k est rejeté (l’ensemble
ne suit pas une loi du χ2), le plus gros coeﬃcient est rejeté. Les coeﬃcients
rejetés sont ceux qui correspondent aux lignes transitoires.
Le test d’adéquation choisi est le test de Kuiper. Ce dernier est plus
approprié que le test de Kolmogorov, puisqu’il donne plus d’importance à la
queue de la distribution, où les coeﬃcients c′k se trouvent. Une description
de diﬀérents tests ainsi que leurs niveaux de conﬁance se trouve dans [Ste86].
Le test statistique est fait à un niveau de conﬁance de 1%. Trois cas doivent
être pris en compte
– Le test est accepté dès le début. Aucun coeﬃcient ne correspond à
une ligne transitoire. Un ensemble vide est retourné et il n’y a pas de
transitoires.
– Le test est toujours rejeté. Tous les coeﬃcients correspondent à une
ligne transitoire.
– Le test est rejeté pendant I itérations. C’est la situation la plus cou-
rante, où I coeﬃcients correspondent à une ligne transitoire.
À la section 10.2.3 du chapitre précédent, on avait remarqué que les
quantités calculées faisaient penser au G-LASSO. On voit ici que les groupes
formés par les coeﬃcients sur les lignes temporelles sont sélectionnés, au
ﬁnal, par un seuillage des coeﬃcients c′k. Cette sélection, ici adaptative,
renforce ce rapprochement avec l’estimateur du G-LASSO, qui conserve les
groupes dont la norme ℓ2 est la plus grande.
Une fois la sélection des lignes transitoires eﬀectuée, la sélection des
fréquences peut être faite comme dans la section précédente.
11.1.3 Algorithme en champ moyen itératif
L’algorithme en champ moyen peut être itéré sur le résidu après une première
passe de l’algorithme complet (avec estimation des coeﬃcients). Cela peut
améliorer l’estimation des diﬀérentes couches.
11.2 Algorithme itératif de seuillage adaptatif
Les algorithmes décrits en section 11.1 ci-dessus reposent sur une approxi-
mation en champ moyen des poids γ, qui sont utilisés pour calculer les seuils
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des coeﬃcients. On développe maintenant des algorithmes itératifs qui uti-
lisent les estimées de l’itération précédente plutôt que les estimées en champ
moyen. Les estimateurs en champ moyen sont utilisés comme initialisation.
11.2.1 Modèle de Bernoulli
Une première estimation pour les cartes de signiﬁance donne une estimation
pour les poids γ. Après cela, tous les paramètres du modèle peuvent être
estimés correctement grâce à la proposition 10.4 de la section 10.3.
Ces estimateurs peuvent être exploités dans un algorithme “Classiﬁca-
tion Expectation-Maximization” (CEM) [GC92] qui utilise les estimateurs
MAP pour Xn et X˜n décrit à la proposition 10.3 de la section 10.1.3.
Quelques généralités sur l’algorithme CEM sont données à la ﬁn de l’an-
nexe A. L’algorithme peut être résumé comme suit. Après une initialisation
pour les cartes de signiﬁance Λ et ∆ et les paramètres p, p˜, σ et σ˜, les quatre
séquences suivantes sont itérées :
1. Les poids γ sont calculés.
2. Les cartes sont réestimées en utilisant les estimateurs données à la
proposition 10.3.
3. Les paramètres σ et σ˜ sont réestimés selon la proposition 10.4.
4. Les paramètres p et p˜ sont réestimés avec p = |Λ|N et p˜ =
|∆|
N .
Il est important de souligner que l’on n’a pas d’estimateur pour la va-
riance s du bruit, qui doit être connue par avance. De façon alternative,
s peut être utilisé comme un paramètre de réglage pour l’algorithme, qui
contrôle la parcimonie des cartes. Pour l’initialisation, on utilise les estima-
teurs donnés par les algorithmes décrits en section 11.1.
11.2.2 Modèle Bernoulli-Hierarchique
Un algorithme similaire au précédent a été développé dans le cas du modèle
de Bernoulli-Hiérarchique. Le seul changement est l’estimation de la carte
de signiﬁance Λ qui utilise d’abord une estimation du MAP formulée dans la
remarque 10.7 en section 10.2.2. La première eﬀectue une classiﬁcation des
coeﬃcients d’analyse en temps, et la seconde exploite le modèle de Bernoulli
pour ﬁnir la classiﬁcation.
Le paramètre p1 est un paramètre de réglage de l’algorithme : plus p1
est petit, plus la carte de signiﬁance est parcimonieuse. p2 est estimé avec
l’algorithme EM utilisé pour ﬁnir la classiﬁcation.
11.3 Estimation des coeﬃcients
Après avoir estimé les cartes de signiﬁance, les coeﬃcients signiﬁcatifs cor-
respondants doivent être estimés, ce qui revient à un problème de régression.
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On suppose que les cartes de signiﬁance sont correctement estimées. L’esti-
mation des coeﬃcients peut être faite selon deux approches diﬀérentes :
– Une approche en champ moyen, dans laquelle les coeﬃcients sont es-
timés par la minimisation de l’erreur quadratique moyenne. Cette ap-
proche ne donne pas forcément une décomposition parcimonieuse.
– Par régression linéaire, qui peut améliorer la parcimonie si désiré.
11.3.1 Approche par régression
Régression L2
L’estimation des cartes de signiﬁance donne lieu en pratique à une réduction
de dimension. Soit x un signal, et Λˆ et δˆ les estimées des cartes de signiﬁance.
Ces estimateurs génèrent un sous-dictionnaire Dˆ = {uδ, δ ∈ δˆ}∪{vλ, λ ∈ Λˆ}
du dictionnaire de formes d’ondes complet U ∪ V, et on note HDˆ le sous-
espace de H généré par Dˆ. Le moyen le plus simple pour estimer les deux
couches xU et xV , est de calculer une projection orthogonale du signal x sur
HDˆ
xˆ = argmin
y∈H
Dˆ
= ‖x− y‖2 . (11.1)
On peut écrire
xˆ = xˆV + xˆU , (11.2)
avec
xˆV =
∑
λ∈Λˆ
αˆλvλ , xˆU =
∑
δ∈∆ˆ
βˆδuδ . (11.3)
Les estimateurs αˆλ et βˆδ pour les coeﬃcients sont obtenus en résolvant le
système linéaire
G
(
αˆ1, ..., αˆ|Λˆ|, βˆ1, ..., βˆ|∆ˆ|
)T
=
(
a1, ..., a|Λˆ|, b1, ..., b|∆ˆ|
)T
, (11.4)
où G est la matrice de Gram du dictionnaire Dˆ. La matrice de Gram G est
inversible à gauche si et seulement si les atomes sélectionnés forment une
base de l’espace vectoriel HDˆ qu’ils engendrent, ce qui est toujours vrai ici.
Régression parcimonieuse
Aﬁn d’améliorer la parcimonie, la projection orthogonale peut être remplacée
par une régression parcimonieuse, en résolvant par exemple :
xˆ = argmin
y∈H
Dˆ
‖x− y‖22 + λ‖y‖1 , (11.5)
où λ est un paramètre de réglable qui joue sur la parcimonie. Suivant Chen
et Donoho dans [CDS98] pour le basis pursuit denoising, on choisit la valeur
par défaut λ = s
√
2 log(#Dˆ). Ce problème de régression parcimonieuse peut
être résolu de manière relativement eﬃcace par divers algorithmes itératifs.
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11.3.2 Algorithme type Wiener
Lorsque le signal n’est pas assez parcimonieux, et donc que les cartes de
signiﬁance sont aussi trop grosses, l’inversion de la matrice de Gram devient
vite coûteuse en temps de calcul. Dans une telle situation, une alternative
valable est donnée par une méthode type «Wiener» ou en champ moyen sur
les coeﬃcients (et non plus par rapport aux cartes) qui minimise l’erreur
quadratique moyenne (conditionnelle à une carte de signiﬁance)
xˆ = argmin
y
E0
{
‖x− y‖2
}
, (11.6)
où l’estimateur y =
∑
λ∈Λ αˆλvλ +
∑
δ∈∆ βˆδuδ est cherché sous la forme spé-
ciale :
αˆ = tλα , βˆ = tδβ . (11.7)
La minimisation peut être eﬀectuée explicitement, et donne des estimateurs
pour αλ et βδ qui prennent la forme des coeﬃcients d’analyse pondérés
judicieusement
αˆλ =
σ2
σ2 + γλ(∆)σ˜2 + s2
aλ , βˆδ =
σ˜2
σ˜2 + γδ(Λ)σ2 + s2
bδ . (11.8)
Puisque l’estimation des coeﬃcients est postérieure à l’estimation de la carte
de signiﬁance, les estimées pour∆ et Λ sont disponibles, et peuvent être utili-
sées dans une telle conﬁguration. Ces estimateurs, provenant d’une moyenne
sur l’aléa, sont naturellement moins bons que les précédent, mais beaucoup
plus faciles et rapides à calculer.
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Les modèles hybrides et les algorithmes correspondants ont été testés sur
diverses applications «classiques» :
– Décomposition d’un signal en couche pour de la séparation de source
aveugle avec un seul capteur ;
– Débruitage
– Codage audio
Pour chaque cas, on rapporte seulement les résultats obtenus avec la
version de l’algorithme la mieux adaptée pour le problème considéré.
Les applications étant faites sur des signaux audio, on rappelle quelques
termes spéciﬁques qu’on utilise par la suite. Un signal audio peut être
modélisé comme la superposition de trois couches tonale + transitoire +
bruit [DT02, DMT04, MT05]. La couche transitoire est bien déﬁnie en
temps, comme les sons percussifs. La couche transitoire correspond aux notes
musicales et vit principalement dans le domaine fréquentiel. Le modèle pré-
senté semble adapté pour représenter ces diﬀérentes caractéristiques.
Sauf pour l’application au codage audio, on utilise l’algorithme en champ
moyen correspondant au modèle de Bernoulli pour estimer la couche tonale.
La couche transitoire est estimée par l’algorithme en champ moyen cor-
respondant au modèle de Bernoulli-Hiérarchique. Comme mentionné à la
section 11.1 du chapitre 11 les deux cartes de signiﬁance sont estimées in-
dépendamment l’une de l’autre. Une fois les cartes de signiﬁance estimées,
on a choisi d’utiliser une régression L2 pour estimer les coeﬃcients. Bien
que cette méthode soit plus lente que les estimations de type Wiener, les
estimations sont meilleures. Si l’on veut favoriser la vitesse d’exécution de
l’algorithme plutôt que la qualité des résultats, les estimations type Wiener
sont préférables.
Les paramètres utilisés pour les algorithmes sont les suivants. Le taux
d’échantillonnage est de 44100 Hz. Sauf mention contraire, on utilise deux
bases MDCT, l’une avec une fenêtre de longueur 128 échantillons pour mo-
déliser les transitoires1, et l’autre avec une fenêtre de taille 4096 échantillons
1Même si la durée correspondante d’environ 3 ms, ne semble pas avoir énormément
de sens d’un point de vu perceptuel, on obtient de bien meilleurs résultats avec de telles
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pour modéliser les transitoires. On a segmenté le signal en signaux d’environ
186 ms pour estimer la couche transitoire. La couche tonale est en générale
estimée sur tout le signal. Les proﬁles fréquentiels sont les mêmes pour les
deux bases, et ont la forme suivante : fk,ν = 11+ ν
ν0
. On a choisi ν0 = 500Hz.
Les algorithmes ont été développés sous Matlab et testés sur des PC
Linux cadencés à 2x3 GHz avec 2 Go de RAM
Tous les ﬁchiers audio des diﬀérents exemples sont sur les sites [urld]
et [urle].
12.1 Application à la séparation en deux couches : tran-
sitoire + tonale
Une des premières applications de la décomposition d’un signal audio sur une
union de bases est la séparation transitoire+tonale+bruit [DT02, DMT04,
MT05]. Ce problème peut être vu comme un problème de séparation de
source avec un seul capteur, les sources étant les trois couches : transitoire,
tonale et bruit. La séparation de source aveugle à l’aide d’un seul capteur
est une tâche très diﬃcile, et les techniques de séparation habituelles telles
que l’analyse en composantes indépendantes (ICA) [Com94], nécessite au
moins deux capteurs pour estimer deux sources.
On applique notre approche au problème de séparation d’un signal «to-
nal» et d’un autre plus impulsif à partir d’un seul mélange. La séparation
des deux sources est faite en séparant le signal en deux couches : l’instrument
tonal devant être retrouvé par la couche tonale et l’instrument transitoire
par la couche transitoire.
Ceci est illustré dans l’exemple suivant : un mélange instantané d’un
signal de trompette (le tonal) et d’un signal de castagnettes (le transitoire).
Le mélange et la séparation sont visibles sur la ﬁgure 12.1, et les ﬁchiers
audio sur le site web [urld].
On a choisi trois gaussiennes pour approcher la distribution de la couche
tonale avec le modèle de Bernoulli. Pour la couche transitoire, après une
sélection en temps par le modèle Bernoulli-Hiérarchique, le même nombre
de gaussiennes a été choisi pour la sélection en fréquence. L’algorithme est
appliqué trois fois comme suggéré dans la section 11.1.3.
La taille de la fenêtre pour la base MDCT tonale est de 8192 échantillons
(environ 186 ms), et la taille de la fenêtre pour la base MDCT transitoire est
de 128 échantillons (environ 3 ms). Le signal de mélange a 217 échantillons
(environ 3 s de son).
Les principales caractéristiques de l’estimation peuvent être vues sur les
représentations des couches estimées. Comme on peut le voir (et l’entendre
fenêtres courtes. La principale raison étant probablement que les deux fenêtres utilisées
ont des tailles signiﬁcativement diﬀérentes permettant la discrimination entre les deux
couches.
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sur les ﬁchiers audio), la séparation est assez satisfaisante. Néanmoins, il
apparaît clairement que l’estimation du signal de castagnettes a perdu sa
partie «tonale», qui a été «capturée» par l’estimation du signal de trompette
et se fait entendre comme des artefacts. Ceci n’est pas vraiment surprenant
et correspond au modèle.
Une mesure de performance objective (qui ne fait malheureusement tou-
jours vraiment sens pour les signaux audio) est donnée par le rapport signal
à bruit (SNR). Le SNR pour le signal de trompette est de 10.8 dB et de
5.5 dB pour le signal de castagnettes. Le SNR très bas obtenu pour le signal
de castagnettes s’explique par la perte de la partie tonale. Cependant, l’in-
formation pertinente pour ce signal est contenue dans la couche transitoire
qui est très bien estimée.
12.2 Application au débruitage
12.2.1 Bruit blanc gaussien synthétique
Le débruitage est une application naturelle à ce type de décomposition. Le
bruit blanc gaussien additif est une évaluation de référence, bien que ça soit
une sorte de situation idéale. Dans un tel cas, le bruit n’est pas parcimonieux
quelle que soit la base choisie pour décomposer le signal, et on s’attend à la
retrouver dans le résidu r de l’équation (9.1).
Le bruit blanc gaussien a été ajouté à diﬀérents types de signaux de ma-
nière à obtenir un SNR d’environ 6 dB. Tous les signaux ont 217 échantillons
(environ 3 s de son). On suit la stratégie proposée dans la section 11.1.1.
On essaie d’abord d’estimer la distribution de la couche tonale avec trois
gaussiennes et, si la carte de signiﬁance semble insigniﬁante, on utilise deux
gaussiennes pour l’approximation. Comme on s’attend à ce que la variance
du bruit soit assez grande, on travaille en même temps sur les coeﬃcients
renormalisés et les coeﬃcients originaux. La même stratégie est utilisée pour
estimer la carte transitoire après une présélection dans le domaine temporel
par le modèle de Bernoulli-Hiérarchique.
L’algorithme a d’abord été testé sur un signal de xylophone parfaite-
ment adapté pour : le xylophone a des attaques percusives suivies d’une
couche tonale bien perceptible. Les résultats sont donnés sur la ﬁgure 12.2.
La reconstruction tonal+ transitoire donne un signal débruité qui double le
SNR : 12 dB sont obtenus. La couche tonale seule produit un SNR de 10 dB.
Bien que la couche transitoire ne contienne pas l’information principale (au
sens énergétique), retrouver les attaques permet d’améliorer le résultat ﬁnal
de façon appréciable.
Pour évaluer la qualité des résultats, on les a comparés avec ceux obtenus
par trois algorithmes MCMC donnés dans [FDGT06], sur un signal de piano
bruité par un bruit blanc gaussien de manière à obtenir un SNR de 10 dB.
Les résultats numériques sont donnés sur la ﬁgure 12.3.
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Fig. 12.1 – Séparation aveugle de sources d’un mélange de trompette et de casta-
gnettes. De haut en bas : (a) signal de castagnettes original, (b) signal de trompette
original, (c) mélange, (d) estimation du signal de castagnettes, (e) estimation du
signal de trompette, (f) résidu.
146
12.2. Application au débruitage
Les trois algorithmes MCMC, correspondent au modèle suivant :
MCMC1 Les couches tonale et transitoire sont modélisées par un modèle
de Bernoulli.
MCMC2 La couche tonale est modélisée à l’aide d’une chaîne de Markov ;
la couche transitoire étant modélisée par un modèle de Bernoulli.
MCMC3 Les couches tonale et transitoire sont toutes les deux modélisées
à l’aide d’une chaîne de Markov.
Les modèles de chaîne de Markov permettent de préserver des structures
en «lignes» comme montré dans [MT05].
En plus de ces trois algorithmes MCMC, [FDGT06] donne les résultats
obtenus avec un algorithme EM utilisant un prior de Jeﬀrey. Ce dernier
algorithme est plus proche du notre.
Le comparatif est donné dans la table 12.1 (notre algorithme apparais-
sant sous le nom d’algorithme hybride). En terme de SNR, nos résultats
sont de moins bonne qualité que les diﬀérents algorithmes MCMC. Ceci
n’est pas surprenant, puisque ces approches sont supposées exploiter les dis-
tributions a posteriori des coeﬃcients de synthèse, tandis que notre approche
se contente d’approximations. Cependant, on rappelle que le SNR n’est pas
une mesure de distortion complètement satisfaisante pour les signaux audio,
et qu’une évaluation supplémentaire doit être faite en écoutant les signaux.
À partir des ﬁchiers audio, il apparaît clairement que l’algorithme MCMC3
fonctionne bien mieux que toutes les autres méthodes, au prix d’un coût
calculatoire assez élevé. Notre approche donne une restauration des signaux
plus plaisante à écouter que les algorithmes MCMC1 et MCMC2. Le dernier
produit beaucoup d’artefacts et de bruit «musical», mais notre algorithme
perd plus de hautes fréquences. Comparé à l’algorithme «Jeﬀrey’s + EM»,
nos résultats sont indiscutablement meilleurs, aussi bien en terme de SNR
qu’après écoute des ﬁchiers audio.
En terme de temps de calcul, notre algorithme est plus rapide que les
algorithmes MCMC : moins de cinq minutes sont nécessaires pour traiter
une seconde de signal contre une demie heure pour l’approche Bayesienne
+ MCMC. L’inversion de la matrice de Gram est de loin l’opération la plus
coûteuse, l’estimation à la Wiener donnant des algorithmes plus rapides.
Sur le site [urld], on peut écouter les résultats obtenus sur diﬀérents types
de signaux bruités. Parmi eux, le signal d’une ﬂûte de pan est particulière-
ment intéressant. Une particularité de ce signal est la présence du souﬄe,
qui peut être vu comme un résidu non parcimonieux dans le modèle (9.1).
Comme attendu, le signal restauré donne une ﬂûte de pan sans le souﬄe qui
a été capturé par le résidu.
L’algorithme peut sembler lent comparé à d’autres algorithmes de dé-
bruitage classiques, comme le seuillage doux [Don95]. Mais notre algorithme
ne demande pas de régler beaucoup de paramètres : seul le choix des deux
bases est vraiment important et peut être fait simplement de façon intui-
147
Chapitre 12. Résultats
Fig. 12.2 – Signal de xylophone. De haut en bas : (a) signal original, (b) signal
bruité, (c) signal restauré.
Algorithmes SNR
MCMC 1 20.7
MCMC 2 21.6
MCMC 3 21.6
Jeﬀrey’s + EM 15.3
Algorithme Hybrid 18.2
Tab. 12.1 – Comparaison des SNR entre divers algorithmes. Les lignes 1 à 4 sont
reprises de [FDGT06].
tive, contrairement au choix d’un seuil. En outre, notre algorithme prend en
compte les diﬀérentes couches présentes dans le signal comme dans [BCG94].
12.2.2 Comparaison Bernoulli vs Bernoulli-Hiérarchique
Le modèle de Bernoulli-Hiérarchique est comparé au modèle de Bernoulli
simple sur le signal de glockenspiel bruité aﬁn d’obtenir un rapport signal
à bruit (SNR) de 6 dB. Ce signal se prête particulièrement bien à la dé-
composition en couches, en raison de l’attaque percusive nette présente au
début de chaque note jouée. Le signal ainsi que les diﬀérentes couches ob-
tenues après décomposition par chacun des algorithmes sont représentés en
ﬁgure 12.4. Le modèle étant diﬀérent pour la partie transitoire, c’est sur
cette partie que la diﬀérence ressort. Le modèle de Bernoulli-Hiérarchique
permet d’obtenir des attaques bien marquées en temps, avec très peu d’ar-
tefacts entre deux notes. Le modèle de Bernoulli récupère de l’information
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Fig. 12.3 – Extrait d’un morceau de Norah Jones. De haut en bas : (a) signal
original, (b) signal bruité, (c) signal restauré.
basse-fréquence, et laisse entendre un bruit tout le long du signal transitoire.
Ce bruit se retrouve lors de la reconstruction, qui donne un débruitage moins
convaincant. En terme de SNR, les résultats sont équivalents : 17.1 dB pour
le débruitage par Bernoulli simple contre 17.5 dB pour le débruitage par
Bernoulli-Hiérarchique.
12.2.3 Débruitage de signaux provenants de l’INA
L’algorithme a aussi été testé sur deux extraits de signaux issus des archives
radiophoniques françaises, gracieusement fournis par l’INA2 .
Le premier extrait présente un bruit de fond à basse fréquence et des
clics. Le deuxième extrait présente un bruit de fond ainsi que de nombreux
clics et craquements. On appelle ici « bruit de fond » le bruit qui n’est
pas dû aux clics. C’est le bruit qui s’apparente au bruit blanc gaussien du
modèle.
De manière générale, les clics restent présents lors de la reconstruction
tonal + transitoire à la sortie de l’algorithme. Dans l’extrait 1, le bruit
basse fréquence donne de gros coeﬃcients lors de la transformation MDCT.
Malgré la pondération due aux proﬁls fréquentiels (voir (10.1)), il reste de
nombreux artefacts dus à ces coeﬃcients MDCT importants. Le « bruit de
fond » est cependant atténué. Pour l’extrait numéro 2, le meilleur résultat
semble être celui obtenu lorsque l’algorithme est itéré une seconde fois sur le
2Institut National de l’Audiovisuel. Merci à Vincent Fromont pour les extraits audio.
Les résultats et les ﬁchiers audio se trouvent sur le site [urle].
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Fig. 12.4 – Débruitage du signal de glockenspiel. Comparaison entre le modèle de
Bernoulli-Hiérarchique et le modèle de Bernoulli simple. En haut (1ère ligne) :
signal original et signal bruité. De haut en bas, à gauche modèle de Bernoulli-
Hiérarchique, à droite modèle de Bernoulli simple : couche transitoire, couche to-
nale, signal débruité (couche tonale + couche transitoire), résidu.
résidu : la partie tonale récupère en eﬀet de l’information en haute fréquence.
En revanche, la partie transitoire ajoute des clics lors de la deuxième itéra-
tion, plutôt que d’améliorer le résultat. En ajoutant la partie tonale de la
deuxième itération, à la partie transitoire de la 1ère, on obtient un résultat
150
12.3. Application au codage audio
correct, mais présentant un bruit « musical » à la place des clics (les clics
recouvrant ce bruit). Sur cet extrait, le « bruit de fond » est en majorité
retiré.
Comme l’on peut s’y attendre, les clics sont capturés par la partie tran-
sitoire du signal. On pourrait alors imaginer une discrimination entre les
diﬀérents transitoires pour eﬀectuer un déclicage.
12.3 Application au codage audio
Il a été montré avec succès que la décomposition en trois couches peut être
utile pour le codage audio dans [DMT04].
L’algorithme CEM de la section 11.2.1 est utilisé avec diﬀérentes va-
leurs pour la variance s du bruit pour régler la parcimonie des cartes de
signiﬁance. On rapporte ici seulement les résultats numériques obtenus en
utilisant le modèle de Bernoulli-Hiérarchique, avec une régression L2 ou une
régression parcimonieuse, et on les compare avec deux autres approches. On
utilise toujours le SNR comme critère de comparaison. Le deux approches
de référence sont basées sur une décomposition dans une base MDCT, suivie
d’un seuillage des coeﬃcients MDCT, ou bien d’un seuillage des coeﬃcients
MDCT pondérés par les proﬁles fréquentiels fk,ν . Cette dernière version est
motivée par le fait que notre approche utilise des proﬁles fréquentiels, ce qui
dégrade le SNR mais produit de meilleures reconstructions d’un point de vu
audio. Il est alors plus judicieux de comparer les résultats de notre approche
avec ceux obtenus par le seuillage des coeﬃcients MDCT pondérés.
La ﬁgure 12.5 montre l’évolution du SNR en fonction du pourcentage de
coeﬃcients retenus (i.e. la taille des cartes de signiﬁance). Comme attendu
(voir précédemment), le seuillage MDCT donne une bien meilleure courbe
de distortion, tandis que le seuillage des coeﬃcients MDCT pondérés est
comparable avec les deux versions de notre approche.
La partie droite de la ﬁgure 12.5 est un zoom sur les taux élevés de com-
pression. Comme on peut le voir, pour ces taux très élevés (moins de 1% des
coeﬃcients sont retenus), notre décomposition hybride est plus performante
que le seuillage pondéré.
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Fig. 12.5 – SNR comme fonction du pourcentage des coeﬃcients non-nuls utilisés
pour coder le signal. (a) la courbe entière, (b) zoom. Seuillage dans une base MDCT
(tirets-pointillés), Seuillage après pondération des coeﬃcients dans une base MDCT
(tirets), décomposition hybride avec une projection L2 (trait plein), décomposition
hybride avec une projection parcimonieuse (FOCUSS) (pointillés).
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Nous avons décrit et étudié dans cette partie une famille de modèles aléa-
toires permettant d’obtenir des représentations parcimonieuses pour les si-
gnaux (en particulier les signaux audio). L’originalité de cette approche com-
parée aux autres travaux est de partir d’un modèle explicite du signal ca-
pable de reproduire les statistiques observées en pratique sur les signaux,
en particulier la distribution des coeﬃcients d’analyse. On s’est concentré
sur des modèles relativement simples, mais des extensions à des situations
plus complexes (et en particulier, des modèles de carte de signiﬁances plus
complexes) sont envisageables.
L’étude théorique de ces modèles simples conduit à des algorithmes pra-
tiques qui peuvent être utilisés dans des applications comme le débruitage,
ou la décomposition d’un signal en couches. La simplicité des modèles se
retrouve dans la simplicité des algorithmes mis en oeuvre. En eﬀet, ces der-
niers ne demandent pas d’étape d’optimisation élaborée, et demande donc
un temps de calcul très raisonnable pour obtenir une estimation des cartes
de signiﬁance (sans avoir porté une attention particulière à l’implémentation
des algorithmes).
Les algorithmes de type champ moyen sont équivalents à des algorithmes
de seuillage dur adaptatifs, le seuil étant obtenu par la maximisation de la
vraisemblance du modèle. Les algorithmes itératifs de seuillage donnent des
seuils adaptés à chaque coeﬃcients.
Les résultats numériques présentés ici montrent l’eﬃcacité de cette ap-
proche pour les signaux audios. Parmi les diﬀérents algorithmes présentés,
les algorithmes en champ moyen sont les plus eﬃcaces, aussi bien en terme
de résultats que d’eﬃcacité de calcul.
Une extension naturel de ces modèles est le cas multicanal. Dans le cas
d’un signal multicanal, l’idée est de «partager» les cartes de signiﬁance entre
les diﬀérents capteurs. On réécrit alors le modèle (9.1), de façon vectorielle
pour rendre compte du caractère multicanal :
−→x =
∑
λ∈Λ
−→α λvλ +
∑
δ∈∆
−→
β δuδ + r . (13.1)
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On peut alors imaginer d’appliquer le premier niveau du modèle de Ber-
noulli Hiérarchique pour sélectionner les atomes uλ et vδ intervenant dans la
décomposition. Mais on peut aussi regarder le modèle de Bernoulli «simple»
dans le cas vectoriel. En conservant les même notations, le modèle du signal
prend la forme
−→x =
∑
n∈I
Xn
−→α nvn +
∑
m∈I
X˜m
−→
β mum + r . (13.2)
où les Xn et X˜m sont les variables indicatrices, suivant une loi de Bernoulli.
Pour les coeﬃcients vectoriels −→α n et −→β m, on garde un modèle Gaussien, les
lois multinormales étant à M dimensions, où M est le nombres de canaux
du signal. Les ddp (conditionnellement à Λ et ∆) s’écrivent alors de manière
similaire :
p−→αn|Λ = (1−Xn)δ0 +XnN (0,Σn) ,
p−→
βn|∆
= (1− X˜n)δ0 + X˜nN (0, Σ˜n) .
où Σ et Σ˜ sont les matrices de covariance des lois multinormales. Ces ma-
trices de covariance peuvent être un moyen d’introduire de l’a priori sur
le signal multicapteur, en prenant en compte les corrélations qui peuvent
intervenir entre les capteurs plus ou moins proches, de la même façon que
les proﬁls fréquentiels permettent de prendre en compte la décroissance des
coeﬃcients en fréquence.
Dans le cas multicapteur, les calculs du chapitre 10 peuvent se refaire
de manière tout à fait similaire. On s’attend donc à pouvoir obtenir des
estimateurs par maximum a posteriori pour les variables indicatrices Xn et
X˜n, et donc pouvoir estimer les cartes de signiﬁance avec un algorithme EM
pour estimer le mélange des lois multinormales. Il serait alors intéressant
de comparer la performance de l’estimation par un modèle de Bernoulli
multicapteur, et le premier niveau du modèle de Bernoulli Hiérarchique.
Les travaux futurs devront aussi regarder des modèles plus réalistes pour
les cartes de signiﬁance, et aussi des structures plus complexes faisant in-
tervenir des correspondances entre les cartes de signiﬁances. Un premier
point serait d’étendre les résultats théoriques de l’analyse à des modèles de
cartes de signiﬁances plus élaborés, comme les modèles de Markov choisis
dans [MT05, FG06b]. Une seconde amélioration serait de prendre un compte
une dépendance explicite entre les deux cartes de signiﬁance. En eﬀet, bien
que naturel d’un point de vue théorique et algorithmique, l’hypothèse d’indé-
pendance entre les couches tonale et transitoire est une simpliﬁcation impor-
tante : dans le contexte des signaux audio, une note de musique commence
par une attaque, et donc un transitoire est attendu avant la composante to-
nale. Cependant, l’extension du modèle en ce sens demande des algorithmes
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d’estimation bien plus compliqués. La question est alors de savoir si l’ajout
de cette diﬃculté donnera des améliorations signiﬁcatives. Le point de vue
de l’auteur est que les approches développées dans cette partie semblent un
bon compromis entre le réalisme des modèles pour les signaux et la simplicité
des algorithmes d’estimation.
Finalement, il convient de rappeler que des idées similaires peuvent être
développées dans diﬀérents contextes, comme par exemple la décomposition
d’images en couches “cartoon + texture + bruit”.
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Conclusion Générale
Dans cette thèse nous avons présenté deux approches diﬀérentes pour l’ap-
proximation des signaux.
La première utilise un cadre variationnel et cherche à optimiser une
fonction-coût adaptée à l’estimation d’un signal. Le but était de trouver un
moyen simple de structurer les coeﬃcients, pour corriger l’hypothèse d’in-
dépendance cachée derrière la norme ℓ1 utilisée classiquement. Les normes
mixtes se sont révélées être un moyen ﬂexible, pouvant être utilisées dans les
algorithmes de seuillage itératifs habituels. Les estimateurs calculés dans le
cas orthogonal ont pu être modiﬁés dans le cadre d’une stratégie de seuillage
«pur», pour corriger certains défauts des normes mixtes.
La seconde méthode avait pour but de donner un modèle a priori sur
le signal, aﬁn de reproduire les observations statistiques que l’on peut faire
sur les signaux (et en particulier, reproduire la distribution des coeﬃcients
d’analyse dans un dictionnaire favorisant la parcimonie). Le premier modèle,
de Bernoulli, était volontairement simple, aﬁn de permettre une série de cal-
culs et d’études qui ont permis de construire des algorithmes d’estimation
des paramètres du modèle. Le second modèle, construit pour l’estimation
des transitoires, permet de structurer les coeﬃcients de manière bien par-
ticulière. Là encore, des algorithmes d’estimation assez simples on pu être
construit.
Si ces deux approches sont indépendantes, la section suivante montre
comment elles peuvent se compléter.
14.1 Rencontre des deux approches
Comme suggéré dans l’introduction, les deux approches présentées ici
peuvent être utilisées de façon complémentaire, dans des cas particuliers.
Le principal inconvénient de l’approche variationnelle est le réglage du
paramètre de Lagrange qui permet de régler le «poids» du terme de régula-
risation par rapport au terme d’attache aux données. L’étude des méthodes
variationnelles pénalisées par une norme (mixte ou non) nous montre que
la minimisation des fonctionnelles peut être eﬀectué par des algorithmes de
seuillage.
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La seconde approche, qui pose un modèle a priori sur le signal, aboutit
ﬁnalement à un seuillage adaptatif. L’idée est alors simplement d’utiliser les
seuils calculés par cette dernière approche, dans les algorithmes de seuillages
itératifs.
On se place dans le cadre de la seconde partie dont on reprend les no-
tations. C’est à dire que l’on observe un signal x = s+ b, et l’on choisit un
dictionnaire constitué par l’union de deux bases orthonormées D = U∪V. Le
but est d’estimer s, en supposant que le signal admette une décomposition
en couches tonale+ transitoire.
On suppose dans un premier temps que le signal suit le modèle de Ber-
noulli décrit à la section 10.1.1 du chapitre 10 pour les deux couches to-
nale et transitoire. On va utiliser ce modèle dans l’algorithme BCR décrit
en section 5.4.1 du chapitre 5. En eﬀet, si l’on choisit de minimiser une
fonctionnelle telle que (5.17), avec deux normes ℓ1 pour pénaliser les deux
couches
Ψ(α, β) =
1
2
‖x− Uα− V β‖22 + µ1‖α‖1 + µ2‖β‖1 ,
alors l’algorithme BCR procède à un seuillage doux itératif, avec un seuil
ﬁxé.
À chaque itération de l’algorithme, on propose donc de calculer le seuil
avec l’algorithme EM issu du modèle de Bernoulli. On obtient alors l’algo-
rithme 14 (en notant Sµ l’opérateur de seuillage doux, de seuil µ).
Les quelques expériences faites avec cet algorithme donne des résultats
encourageants, sachant qu’il n’y a plus de paramètres à régler. Il reste à
étudier proprement la convergence de cet algorithme (ici, les seuils sont
réestimés à chaque itération), et vers quoi il converge.
La même idée peut être utilisée lorsqu’on utilise la norme mixte ℓ2,1 du
G-LASSO. En eﬀet, dans le cadre du modèle de Bernoulli-Hiérarchique, on
estime d’abord quelles sont les lignes temporelles de la carte de signiﬁance
transitoire qui sont actives. Cette sélection, faite par une détection d’outliers,
revient au ﬁnal à ne garder que les lignes dont la norme ℓ2 est la plus
grande, et donc à eﬀectuer un seuillage similaire au G-LASSO. Si l’on utilise
un modèle de Bernoulli pour la couche tonale et un modèle de Bernoulli-
Hiérarchique (où l’on ne garde que le premier niveau de la hiérarchie), on
peut alors modiﬁer l’algorithme BCR pour obtenir l’algorithme 15.
Ici encore, la convergence de l’algorithme doit être étudiée proprement.
Les quelques expérimentations faites donnent ici aussi des résultats encour-
geants. Le principal défaut à régler se retrouvant alors dans la détection des
outliers, qui peut être plus ou moins sensible.
Dans le cas de la norme ℓ1,2 du E-LASSO, les modèles étudiés dans la
partie 2 ne permettent pas d’estimer automatiquement un seuil adapté. Ce-
pendant, l’idée de la sélection par E-LASSO est de conserver les «meilleurs»
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Algorithme 14 : Algorithme BCR modiﬁé
Initialisation : soit α(0) ∈ RN et β(0) ∈ RN
repeat
r
(i)
U
= x− V α(i)
V
Estimer le seuil µ(i)1 en appliquant l’algorithme EM du modèle de
Bernoulli à r(i)
U
.
Pour tout λ, estimer α(i+1)λ par seuillage doux :
α
(i+1)
λ = Sµ(i)1
(〈r(i)
U
, uλ〉)
r
(i)
V
= x− Uα(i+1)
Estimer le seuil µ(i)2 en appliquant l’algorithme EM du modèle de
Bernoulli à r(i)
U
.
Pour tout δ, estimer β(i+1)δ par seuillage doux :
β
(i+1)
δ = Sµ(i)1
(〈r(i)
V
, vδ〉)
until convergence ;
coeﬃcients pour une ligne (fréquentielle ou temporelle) donnée. On peut
alors estimer un seuillage doux dont le seuil est calculé pour chaque ligne
(fréquentielle ou temporelle) par un algorithme EM issu d’un modèle de
Bernoulli. L’intérêt d’utiliser ce type d’estimation plutot qu’une estimation
global d’un seuil est l’adaptivité à chaque indice (de temps ou de fréquence),
plutôt qu’un seuillage global. Cependant, comme on dispose de moins de co-
eﬃcients pour faire tourner l’algorithme EM, le risque d’une convergence
vers un minimum local inadéquat, et donc de procéder à une mauvaise sé-
paration, semble plus élevé.
14.2 Perspectives
Les perspectives de recherche suite à ces travaux sont multiples. Tout
d’abord, et à court terme, l’étude précise de la rencontre des deux approches
étudiées doit être menée. Ensuite, des travaux supplémentaires peuvent être
menés séparément à l’issue de chacune des deux parties, aussi bien d’un
point de vue théorique que d’un point de vue pratique.
Au niveau théorique, plusieurs pistes sont envisagées. On a vu dans
la première partie que les opérateurs de seuillage généralisés associés aux
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Algorithme 15 : Algorithme BCR modiﬁé
Initialisation : soit α(0) ∈ RN et β(0) ∈ RN
repeat
r
(i)
U
= x− V α(i)
V
Estimer le seuil µ(i)1 en appliquant l’algorithme EM du modèle de
Bernoulli à r(i)
U
.
Pour tout λ, estimer α(i+1)λ par seuillage doux :
α
(i+1)
λ = Sµ(i)1
(〈r(i)
U
, uλ〉)
r
(i)
V
= x− Uα(i+1)
Estimer le paramètre µ(i)2 en appliquant l’algorithme de détection
d’outliers du modèle de Bernoulli-Hiérarchique à r(i)
U
.
Pour tout indice temps-fréquence (kδ, νδ), caluler
ρkδ ,νδ = 〈r(i)V , vkδ ,νδ〉. Puis estimer β(i+1)kδ ,νδ par :
β
(i+1)
kδ ,νδ
= ρkδ ,νδ
(
1− µ
(i)
2
‖ρkδ‖2
)+
until convergence ;
normes mixtes peuvent être modiﬁés pour corriger certains défauts. Une
idée assez naturelle est de les utiliser directement dans les algorithmes de
seuillage itératif. Malheureusement, comme ils ne sont pas associés à une
fonctionnelle simple (du moins, à première vue), les preuves de convergence
ne peuvent pas être utilisées telles quelles. Même si les algorithmes semblent
converger en pratique, il serait intéressant de pouvoir montrer cette conver-
gence, et dans quelles conditions on peut l’obtenir. La question qui suit
directement est de savoir vers quoi ces algorithmes convergent, et pourquoi
le fait d’itérer le seuillage permet d’améliorer les estimations.
Dans la seconde partie, on aimerait pouvoir introduire des modèles a
priori plus complexes, qui permettent de mieux structurer les coeﬃcients.
Cette structure peut intervenir au sein de chacune des couches d’une part, et
entre les couches d’autre part. Une piste envisagée, est d’utiliser les modèles
d’Ising pour structurer les cartes de signiﬁance.
Au niveau pratique, l’application à la séparation de mélange convolutif
de sources est mené avec Emmanuel Vincent et Rémi Gribonval. Les pre-
miers résultats montrés à la section 7.2 du chapitre 7 sont encourageants
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et demandent des expérimentations approfondies (qui sont en cours). Le
modèle variationnel peut ensuite être modiﬁé pour essayer de structurer les
coeﬃcients de chaque source. On se pose aussi la question de savoir si la
séparation en couche peut améliorer la séparation, et si cette dernière doit
être faite comme un pré-traitement, ou bien avoir lieu en même temps que
la séparation.
D’autres applications sont envisagées, notamment aux signaux MEEG,
dont on a eu un aperçu à la section 7.3 du chapitre 7. Des discussions ont
lieu dans le cadre d’un groupe de travail avec le pôle 3C de Marseille.
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AEM - CEM
On décrit ici le principe des algorithmes EM et CEM.
Soit {x1, x2, . . . , xn} les données observées, qui sont des réalisations indé-
pendantes d’une variable aléatoire X. La vraisemblance des données, condi-
tionnellement au modèle de paramètre Θ est L(Θ) = P(X|Θ) = ∏ni f(xi|Θ),
où f représente la densité de probabilité (pdf).
Supposons que les données suivent un modèle de mélange connu, après
une transformation φ des coeﬃcients conditionnellement à leur classe d’ap-
partenance. Notons les classes {C1, . . . , Cc} et x˜ = {x˜1, x˜2, . . . , x˜n} les don-
nées observées après la transformation, qui sont des réalisations de la variable
aléatoire X˜ déﬁnie par : x˜i = φk(xi) if xi ∈ Ck , avec φ : X ∈ RN 7−→
X˜ = φ(X) ∈ RN .
La variable aléatoire X est une observation partielle. Soit Z une variable
aléatoire qui correspond aux données manquantes cachées. Cette variable
aléatoire donne la classe de l’observation xi :{
zi,k = 1 si xi ∈ Ck
zi,k = 0 sinon
.
Soit Y = (X,Z) les données complétées et Y˜ = (X˜, Z) les données com-
plétées transformées. Soit πk = P{Z = k}, la log-vraisemblance complète
logL(Y˜ |Θ) = log(P (X˜, Z|Θ)) devient
logL(Y˜ |Θ) =
n∑
i=1
c∑
k=1
zi,k log(πkf(φk(xi)|θk)) . (A.1)
Les zi,k, qui représentent la classe de chaque xi, nous permet d’écrire la
log-vraisemblance, qui dépend des données observées xi. Les transforma-
tions φk correspondent aux classes Ck, sans connaître la partition. L’étape
d’expectation Q(Θ|Θˆ(t)) = E{L(Θ)|X˜, Θˆ(t)} à l’itération i est :
Q(Θ|Θˆ(t)) =
n∑
i=1
c∑
k=1
E{zi,k|X˜, Θˆ(t)} log(πkf(φk(xi)|θk)) ,
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i.e. l’estimation de la moyenne des zi,k :
zˆ
(t)
i,k = E{Zi,k|X˜ = x˜i, Θˆ(t)} = P{Zi,k = 1|X˜ = φk(xi), Θˆ(t)}
=
πkf(φk(xi), θk)∑c
q=1 πqf(φq(xi), θq)
.
L’étape de maximisation est obtenue classiquement en résolvant les équa-
tions de vraisemblance, qui dépendent du modèle de mélange.
Pour l’approche “Classiﬁcation”, les zˆi,k sont classés par Maximum A
Posteriori (MAP), et l’étape de maximisation est faite directement par l’es-
timation des données classées.
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Les bases de cosinus locaux, ou ondelettes de Malvar, ont été créées par
Coifman, Meyer et Malvar. La création de ce type de base a été motivée par
certaines limitations de la transformée de Fourier à fenêtre (où la fenêtre
utilisée est en général de type gaussienne, modulée par une exponentielle
imaginaire). Nous rappellerons brièvement la transformée de Fourier à fe-
nêtre pour introduire les bases de cosinus locaux.
B.1 Transformée de Fourier à fenêtre
Définition B.1. Soit g ∈ L2(R) une fenêtre symétrique g(t) = g(−t) de
norme ||g|| = 1. On module cette fenêtre par une exponentielle complexe de
fréquence ξ, et on la translate de u aﬁn d’obtenir l’atome temps-fréquence :
g(u,ξ)(t) = g(t− u)eiξt (B.1)
La transformée de Fourier à fenêtre d’une fonction f ∈ L2(R), est :
Sf(u, ξ) = 〈f, g(u,ξ)〉 =
∫ +∞
−∞
f(t)g¯(t− u)e−iξtdt (B.2)
Pour certaines applications où il est souhaitable d’avoir une analyse or-
thogonale, la principale limitation de la transformée de Fourier à fenêtre
vient du théorème de Balian-Low :
Théorème B.1. Soit g ∈ L2(R), et g(n,k)(t) = e2kπitg(t−n). On suppose g
telle que
∫ +∞
−∞
t2|g(t)|2dt < +∞ et
∫ +∞
−∞
ξ2|gˆ(ξ)|2dξ < +∞ (B.3)
Alors la famille {gn,k, (n, k) ∈ Z2} ne peut pas être une base de Riesz
de L2(R)
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Fig. B.1 – Fenêtres wk(t) utilisées dans les bases de cosinus locaux
Ce théorème montre qu’une analyse orthogonale ne peut pas être ob-
tenue avec la transformée de Fourier à fenêtre, si la fenêtre g utilisée est
diﬀérentiable à support compact.
Les bases de cosinus locaux sont une sorte d’analyse de Fourier à fenêtre
«améliorée» dans le sens où l’on obtient une base orthogonale, et que la
transformée est réelle pour un signal réel.
La section suivante dit comment modiﬁer les fenêtres et comment les
moduler aﬁn d’obtenir une base orthogonale de L2(R).
B.2 Déﬁnition de la MDCT
Soit {ak}k∈Z une suite de réels, telle que ak < ak+1 et lim
k→±∞
= ±∞. On
pose {ηk} une série de nombres telle que ak + ηk < ak+1 − ηk+1.
Soit une fenêtre wk(t) soumise aux conditions suivantes (voir ﬁgure B.1) :
1. 0 ≤ wk(t) ≤ 1, wk(t) = 1 sur [ak + ηk, ak+1 − ηk+1]
2. w(t) = 0 si t ≤ ak − ηk ou t ≥ ak+1 + ηk+1
3. wk−1(ak + t) = wk(ak − t) sur [ak − ηk, ak + ηk],
wk(ak + t)2 + wk−1(ak + t)2 = 1 sur [ak − ηk, ak + ηk]
On déﬁnit :
ukn(t) =
√
2
lk
wk(t) cos
[
π
lk
(
n+
1
2
)
(t− ak)
]
, k ∈ Z n ∈ N (B.4)
avec lk = ak+1 − ak.
Théorème B.2. La famille {ukn(t)}k∈Z, n∈N est une base orthonormée de
L2(R).
Dans des applications comme le codage MP3 (mais pas le MP3-pro), les
fenêtres utilisées sont identiques, ce qui donne les bases MDCT (pour Mo-
dulated Discrete Cosine Transform). Ce sont ces bases que nous utiliserons
dans la suite.
L’avantage de ces bases orthogonales est, comme pour la transformée de
Fourier à Fenêtre, de pouvoir choisir la taille de la fenêtre aﬁn de prendre en
compte plutôt l’information fréquentielle avec une fenêtre longue, ou plutôt
l’information temporelle avec une fenêtre courte.
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C.1 Preuve de la proposition 5.1
Les équations variationelles du problème (5.7) sont les suivantes : pour tout
g, m, tels que αg,m 6= 0 on a :
|αg,m| =
(
|x˜g,m| − λwg|αg,m|‖αg‖−1wg ,2
)+
.
On peut alors exprimer λ :
λ =
(|[x˜]g,m| − |αg,m|))+
wg|αg,m|‖αg‖−1wg ,2
.
Puis éliminer λ de l’expression de |αg,m| :
|αg,m| =
(
|x˜g,m| − |x˜g,ℓ| − |αg,ℓ||αg,ℓ| |αg,m|
)+
|αg,m|
(
1 +
(|x˜g,m| − |αg,ℓ|)+
|αg,ℓ|
)
= |x˜g,m|
|αg,m| = |x˜g,m|
1 + (
|x˜g,ℓ|−|αg,ℓ|)
+
|αg,ℓ|
=
|x˜g,m|
|x˜g,ℓ| |αg,ℓ| ∀l and |[Φ
∗x]g,ℓ| 6= 0 .
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Ainsi, on obtient
|αg,m| =
|x˜g,m| − λ|αg,m|wg√∑
l wg|αg,ℓ|2
+
=
|x˜g,m| − λ|αg,m|wg√∑
l
(
wg|x˜g,ℓ|2 |αg,m|
2
|x˜g,m|)2
)

+
=
|x˜g,m| − λ|αg,m|wg|αg,m|
|x˜g,m|
√
wg‖x˜g‖2
+
=
(
|x˜g,m| −
λ
√
wg(|x˜g,m|)
‖xg‖2
)+
= |x˜g,m|
(
1−
√
wgλ
‖x˜g‖2
)+
,
qui est le résultat voulu.
C.2 Preuve de la proposition 5.2 (convergence de l’al-
gorithme de point ﬁxe)
On montre que pour tout g, la suite de vecteurs αg converge ver un vecteur
ﬁxe unique. On note s l’opérateur de seuillage doux qui associe |α(m)g | à
|α(m+1)g | = s(|α(m)g |) (C.1)
=
(
|x˜g,m| − λwg,m|α(m)g,m|p−1‖α(m)g ‖1−pwg ;p
)+
. (C.2)
Pour montrer la proposition, on applique simplement le théorème du
point ﬁxe de Picard à s .
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On a
∂s(|αg|)
∂|αg,m| =

−λwg,1|αg,1|p−1wg,m|αg,m|p−1(1− p)‖αg‖1−2pwg ;p
...
−λ(1− p)w2g,m|αg,m|2p−2‖αg‖1−2pwg ;p − λ(p− 1)wg,m|αg,1|p−2‖αg,m‖1−pwg ;p
...

= −λwg,m|αg,m|p−1(1− p)‖αg‖1−2pwg ;p

wg,1|αg,1|p−1
...
wg,m|αg,m|p−1
...

− λ(p− 1)wg,m|αg,m|p−2‖αg‖1−pwg ;p

0
...
1
0
...

.
Pour trouver une borne supérieure de la norme ℓ1 de s , on utilise l’in-
égalité de la moyenne généralisée : soit les quantités suivantes
Mp =
(
1∑N
n=1wn
N∑
n=1
wn|αn|p
) 1
p
.
Si α < β, alors Mα < Mβ pour tout α et β dans R∗.
En notant Mwg =
∑M
m=1wg,m, et comme 1 < p < 2, on peut donner une
borne supérieure de la norme ℓ1 de s :
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∥∥∥∥∥∂s(|αg|)∂|αg,m|
∥∥∥∥∥
1
≤λ(p− 1)
(
‖αg‖1−2pwg ;pwg,m|αg,m|p−1‖αg‖p−1wg ;p−1 + wg,m|αg,m|p−2‖αg‖1−pwg ;p
)
≤λ(p− 1)
(
‖αg‖1−2pwg ;p ‖αg‖p−1wg ;p−1‖αg‖p−1wg ;p−1 + ‖αg‖p−2wg ;p−2‖αg‖1−pwg ;p
)
≤λ(p− 1)
(
M
2
p
wg‖αg‖1−2pwg ;p ‖αg‖p−1wg ;p‖αg‖p−1wg ;p +M
2(p−1)
p(p−2)
wg ‖αg‖p−2wg ;p−2‖αg‖1−pwg ;p−2
)
≤λ(p− 1)
(
M
2
p
wg‖αg‖−1wg ;p +M
2(p−1)
p(p−2)
wg ‖αg‖−1wg ;p−2
)
≤λ(p− 1)‖αg‖−1wg ;p−2
(
M
2
p
+ 2
p(p−2)
wg +M
2(p−1)
p(p−2)
wg
)
≤λ(p− 1)‖xg‖−1wg ;p−2
(
2M
2(p−1)
p(p−2)
wg
)
≤λ(p− 1)max
g
(‖xg‖−1wg ;p−2)
(
2M
2(p−1)
p(p−2)
wg
)
≤λ(p− 1) 1
ming(‖xg‖wg ;p−2)
(
2M
2(p−1)
p(p−2)
wg
)
.
où l’on a utilisé l’inégalité de la moyenne à la ligne 3.
Ainsi, pour λ < M
2(p−1)
p(2−p)
2(p−1) ming(‖xg‖wg ;p−2), la quantité
∥∥∥∂s(|αg |)∂|αg,m| ∥∥∥1 est
strictement plus petite que 1. Donc l’application s est contractante, ce qui
assure la convergence de l’algorithme.
C.3 Preuve de la proposition 5.3
Pour tout g, m, l’équation (5.11) donne
|αg,m| =
(
|x˜g,m| − λ ‖Wgαg‖q−11
)+
.
On peut donc exprimer λ :
λ =
|x˜g,m| − |αg,m|
‖Wgαg‖q−11
,∀g,m
et donner l’expression de n’importe quel |αg,m| 6= 0 en fonction de n’importe
quel |αg,ℓ| :
|αg,m| = |x˜g,m| − (|x˜g,ℓ| − |αg,ℓ|) .
On a donc, avec Mwg =
∑
ℓ:|αg,ℓ|6=0
wg,ℓ =
∑
ℓ:|xg,ℓ|>λ‖Wgαg‖1
wg,ℓ , et
‖|x˜g‖|wg =
∑
ℓ:|αg,ℓ|6=0
wg,ℓ|xg,ℓ|
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|αg,m| =
|x˜g,m| − λ
(∑
ℓ
wg,ℓ|αg,ℓ|)
)q−1+
=
|x˜g,m| − λ
 ∑
l:|αg,ℓ|6=0
wg,ℓ(|x˜g,ℓ| − |x˜g,m|+ |αg,m|
q−1

+
=
|x˜g,m| − λ
 ∑
l:|αg,ℓ|6=0
wg,ℓ|x˜g,ℓ|
−Mwg (|x˜g,m| − |αg,m|)
q−1

+
=
(
|x˜g,m| − λ
(‖|x˜g‖|wg −Mwg(|x˜g,m| − |αg,m|))q−1)+ . (C.3)
En notant ξg = λ‖Wgαg‖1, on doit maintenant déterminer l’ensemble
{ℓ : |αg,ℓ| 6= 0} = {ℓ : |xg,ℓ| > ξg}. Pour cela, pour un g ﬁxé, on classe
les |xg,m| (resp. wg,m) par ordre décroissant, et l’on note ces coeﬃcients
ordonnés xˇg,m (resp. wˇg,m). On doit avoir xˇg,M+1 ≤ ξg < xˇg,M . Alors,
d’après (5.11) M est tel que
xˇg,M > λ
(
M∑
m=1
wˇg,m(xˇg,m − ξg)
)q−1
and xˇk,M+1 ≤ λ
(
M+1∑
m=1
wˇg,m(xˇg,m − ξg)
)q−1
.
Et ﬁnalement, M est tel que
xˇg,M > λ
(
M∑
m=1
wˇg,m(xˇg,m − xˇg,M )
)q−1
and xˇg,M+1 ≤ λ
(
M+1∑
m=1
wˇg,m(xˇg,m − xˇg,M+1)
)q−1
.
Alors, ‖|Wgx˜g‖|wg =
M∑
m=1
wˇg,mxˇg,m, et les seuils ξg peuvent être trouvé
en résolvant sur R+ l’équation
ξ
1
q−1
g + λ
1
q−1Mwgξg = λ
1
q−1 ‖|x˜g‖|wg .
Chacun peut vériﬁer aisément que cette équation a une solution unique sur
R+.
On a alors
|αg,m| = (|x˜g,m| − ξg)+ .
Et dans le cas q = 2, ξg = λ1+Mwgλ‖|x˜g‖|wg .
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C.4 Preuve du théorème 5.3
Pour montrer la convergence de la suite des α(m) obtenue par l’algo-
rithme 13, on applique le théorème d’Opial [Opi67], que l’on rappelle ici :
Théorème C.1. Soit l’application Φ de H dans H, qui satistait les condi-
tions suivantes :
i Φ n’est pas expansive : ∀u, v ∈ H, ‖Φu− Φv‖ ≤ ‖u− v‖,
ii Φ est assymptotiquement régulière : ∀v ∈ H, ‖Φn+1v − Φnv‖ → 0,
iii L’esemble E des points ﬁxe de Φ dans H n’est pas vide.
Alors, ∀v ∈ H, la suite (Φnv)n∈N converge faiblement vers un point ﬁxe dans
E.
Soit l’application T telle que :
Tα = S(C−1[Φ∗x+ Cα− Φ∗Φα]) .
Aﬁn d’appliquer le théorème d’Opial à T , il suﬃt de vériﬁer les trois hy-
pothèses du théorème précédent. On montre pour cela une série de lemmes.
Lemme C.1. L’opérateur S n’est pas expansif, i.e. pour tout u, v ∈ H,
‖Su− Sv‖ ≤ ‖u− v‖ .
Démonstration. La non expansivité vient du fait que S est déﬁnie à partir
d’opérateurs de seuillage doux.
Lemme C.2. L’application T n’est pas expansive.
Démonstration. Cela vient du fait que l’opérateur S n’est pas expansif. On
a alors
‖Tu−Tv‖ ≤ ‖(I − C−1Φ∗Φ)(u− v)‖
≤ ‖I − C−1Φ∗Φ‖‖u− v‖
≤ ‖u− v‖ because ‖Φ‖2 < C .
La première hypothèse du théorème d’Opial est maintenant vériﬁée. Vé-
riﬁons mainteant que la seconde hypothèse est satisfaite.
Lemme C.3.
(
Ψ(α(m))
)
m∈N
et
(
Ψsur(α(m+1),α(m))
)
m∈N
sont des suites
non croissantes.
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Démonstration. On introduit l’opérateur L =
√
CI − Φ∗Φ, de sorte que
C‖h‖2 − ‖Φh‖2 = ‖Lh‖2. Comme α(m+1) est le minimiseur de la fonction-
nelle Ψsur(α,α(m)),
Ψ(α(m+1))+‖L(α(m+1)−α(m))‖2 = Ψsur(α(m+1),α(m)) ≤ Ψsur(α(m),α(m)) = Ψ(α(m)) .
De plus,
Ψsur(α(m+2),α(m+1)) ≤ Ψ(α(m+1)) ≤ Ψ(α(m+1))+‖L(α(m+1)−α(m))‖2 = Ψsur(α(m+1),α(m)) .
Lemme C.4. La série
∑∞
m=0 ‖α(m+1) −α(m)‖2 est convergente.
Démonstration. Puisque L est un opérateur strictement positif, on a
M∑
m=0
‖αm+1 −αm‖2 ≤ 1
µ
M∑
m=0
‖L(αm+1 −αm)‖2 ,
où µ est une borne inférieure strictement positive du spectre de L∗L. Par le
lemme C.3,
M∑
m=0
‖L(αm+1−αm)‖2 ≤
M∑
m=0
[Ψ(α(m))−Ψ(α(m+1))] = Ψ(α(0))−Ψ(α(M+1)) ≤ Ψ(α(0) .
Il suit que la série
∑∞
m=0 ‖α(m+1) −α(m)‖2 converge.
Par conséquent, on a
Lemme C.5. L’opérateur T est assymtotiquement régulier, i.e.
‖T (m+1)α(0) − T (m)α(0)‖ = ‖α(m+1) −α(m)‖ → 0 .
L’hypothèse (ii) du théorème d’Opial est vériﬁée. Il reste à vériﬁer la
dernière hypothèse.
Lemme C.6. On peut uniformément borner inférieurement la suite des
w par un réel strictement positif. Alors la suite ‖α(m)‖ est uniformément
bornée en m.
Démonstration. Grâce au fait que l’on travaille en dimension ﬁne, on peut
uniformément borné inférieurement la suite w par un réel strictement positif
(en dimension inﬁnie, cette hypothèse doit être faite). Ainsi on a wg,m ≥ c,
uniformément en (g,m), avec c > 0.
On peut écrire
Ψ(α(m)) ≤ Ψ(α(m)) ≤ Ψ(α(0)) ,
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grace au lemme C.3. Les Ψ(α(m)) sont alors uniformément bornés.
Donc, pour tout i
‖α[i](m)‖qiw,pi,qi ≤ Ψ(α(0)) , (C.4)
et donc, pour tout g,
‖α[i](m)g ‖qiw,pi ≤ Ψ(α(0)) . (C.5)
Pour tout i, on peut borner ‖α[i](m)‖22
‖α[i](m)‖22 ≤
∑
g
(∑
m
|α[i](m)g,m |2
)2−qi/pi (∑
m
|α[i](m)g,m |2
)qi/pi
≤max
g
((
‖α[i](m)g ‖22
)2−qi/pi)∑
g
(∑
m
|α[i](m)g,m |2
)qi/pi
≤c−2qi/p2i max
g
((
‖α[i](m)g ‖22
)2−qi/pi)
∑
g
(∑
m
w(2−pi)/pig,m |α[i]
(m)
g,m |2−piwg,m|α[i]
(m)
g,m |pi
)qi/pi
≤c−2qi/p2i max
g
((
‖α[i](m)g ‖22
)2−qi/pi)
max
g
(‖α[i](m)g ‖2−piw,pi )‖α[i]
(m)‖qiw,pi,qi .
En outre, on peut montrer que
‖α[i](m)g ‖22 ≤ c−2/pi max(w(2−pi)/pi |α[i]
(m)
g,m |2−pi)‖α[i]
(m)
g ‖piw,pi
≤ c−2/pi‖α[i](m)g ‖2−piw,pi ‖α[i]
(m)
g ‖piw,pi
= c−2/pi‖α[i](m)g ‖2w,pi ,
et que donc, on a 2− qi/pi ≥ 0
‖α[i](m)‖2 ≤ c−4/pi max
g
(‖α[i](m)g ‖2(2−qi/pi)w,pi )maxg (‖α
[i](m)
g ‖2−piw,pi )‖α[i]
(m)‖qiw,pi,qi ,
qui, avec les équations (C.4) et (C.5), nous permet de donner une borne
supérieure uniforme pour ‖α(m)‖2 .
Évidemment, la dimension ﬁnie nous permet de conclure bien plus ra-
pidement grace à l’équivalence des normes. Mais on a choisi de donner une
preuve qui peut être appliquée en dimension inﬁnie.
Comme souligné dans [DDDM04], on a
Lemme C.7. On suppose que l’application T satisfait les conditions (i) et
(ii) du théorème d’Opial. Si une sous-suite de (Tnv)n∈N converge faiblement,
alors sa limite est un point ﬁxe de T .
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Lemme C.8. La suite α(m) = Tmα(0),m = 1, 2, . . . converge faiblement, et
est un point ﬁxe de T .
Démonstration. Le lemme C.6 et le théorème de Banach-Alaoglu montrent
que T a un point d’accumulation faible. Le lemme C.7 montre que ce point
d’accumulation est un point ﬁxe de T . Ainsi, l’ensemble des points ﬁxe de
T n’est pas vide.
Toutes les hypothèses du théorème d’Opial sont maintenant vériﬁées, et
l’on peut conclure que la suite des α(m) converge vers un minimum de (5.19).
On veut maintenant montrer que le point ﬁxe obtenu est un minimum
de la fonctionnelle (5.18).
On note α⋆ un point ﬁxe de l’algorithme 13. On a Ψsur(α⋆ + h;α⋆) =
Ψ(α⋆ + h) + C‖h‖22 − ‖Φh‖22.
On montre d’abord que, si α est un point critique de Ψsur(α,α(m)),
alors
Ψsur(α+ h,α(m))−Ψsur(α,α(m)) ≥ C‖h‖22 .
Pour ça, on calcule ∂Ψsur(α,a) :
∂Ψsur(α,a) = −Φ∗(x− Φα) + 2C(α− a)− 2Φ∗(Φα− Φa) + λ∂Ψ(α) ,
de sorte que l’on peut vériﬁer
Ψsur(α+h,α(m))−Ψsur(α,α(m)) = ∂Ψsur(α,α(m))h+C‖h‖22+λ{Ψ(α+h)−Ψ(α)−∂Ψ(α)h} .
Comme α est un point critique, i.e. pour tout v dans ∂Ψsur(α,α(m)) et
pout tout h, on a ∂Ψsur(α,α(m))h = 0, alors
Ψsur(α+h,α(m))−Ψsur(α,α(m)) = C‖h‖22+2λ{Ψ(α+h)−Ψ(α)−∂Ψ(α)h} .
Par déﬁnition du sous-gradient, un élément v appartient à ∂Ψ(α) si et
seulement si pour tout x Ψ(α) + 〈v,x − α〉 ≤ Ψ(x). En particulier, pour
x = α+ h, cela donne pour tout h et pout tout v ∈ ∂Ψ(α)
Ψ(α) + 〈v,h〉 ≤ Ψ(x) i.e. 0 ≤ Ψ(α+ h)−Ψ(α)− ∂Ψ(α)h .
Finalement
Ψsur(α+ h,α(m))−Ψsur(α,α(m)) ≥ C‖h‖22 .
Comme Ψsur(α⋆,α⋆) = Ψ(α⋆) et Ψsur(α⋆ + h,α⋆) = Ψ(α⋆ + h) +
C‖h‖22 − ‖Φh‖22, on peut conclure que pour tout h :
Ψ(α⋆ + h) ≥ Ψ(α⋆) + ‖Φh‖22 ,
ce qui conclut la preuve.
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Résumé
Deux approches pour la décomposition parcimonieuse des signaux sont étudiées.
L’une utilise des méthodes variationnelles avec une attache aux données l2 pénalisée par une
norme mixte permettant de structurer la parcimonie. Les fonctionnelles sont minimisées par des
algorithmes itératifs dont la convergence est prouvée. Les normes mixtes donnent des estimations
par des opérateurs de seuillage généralisés, qui ont été modiﬁés pour les localiser ou introduire de
la persistance.
L’autre modélise les signaux comme combinaisons linéaires parcimonieuses d’atomes temps-
fréquence choisis dans l’union de deux bases orthonormées, à coeﬃcients aléatoires. La distribu-
tion de ces coeﬃcients fait intervenir deux niveaux d’aléa : leur valeur et leur position dans leur
espace temps-fréquence. L’étude des coeﬃcients d’analyse permet une estimation des cartes temps-
fréquence. La projection du signal sur ces cartes donne une décomposition en deux couches plus un
résidu.
Mots-clés : Approximation parcimonieuse ; Seuillage structuré ; Normes mixtes ; modèles hybrides
aléatoires ;
Abstract
Title : Signal approximation : variational approach and random models.
A probabilistic model and a variational method are being studied for sparse approximation.
The variational method use a L2 data term regularized by a mixed norm. These mixed norms
are used to structure the sparsity. The resulted functionals can be minimized by iterative algo-
rithms which convergence is proved. These mixed norms give estimates by "generalized thresholding
operators". These operators are then modiﬁed to localize them or to introduce more persistence.
The probabilistic one uses a model a priori of signals as sparse random series of waveforms, with
random coeﬃcients chosen in an union of two orthonormal basis. The pdf of these coeﬃcients involve
two levels of randomness : the position in the time-frequency space, and the value. The study of
analysis coeﬃcients allows us to estimate the time-frequency maps by classiﬁcation. The signal is
then estimated by an orthogonal projection on these maps, and one obtains a decomposition into
two layers and a residual.
Keywords : Sparse approximation ; Structured thresholding ; Mixed norms ; random hybrid mo-
dels
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