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In linear optics, photons are scattered in a network through passive optical elements including beamsplitters
and phase shifters, leading to many intriguing applications in physics, such as Mach-Zehnder interferometry,
Hong-Ou-Mandel effect, and tests of fundamental quantum mechanics. Here we present a general analytic
expression governing the upper limit of the transition amplitudes in sampling bosons, through all realizable
linear optics. Apart from boson sampling, this transition bound results in many other interesting applications,
including behaviors of Bose-Einstein Condensates (BEC) in optical networks, counterparts of Hong-Ou-Mandel
effects for multiple photons, and approximating permanents of matrices. Also, this general bound implies the
existence of a polynomial-time randomized algorithm for estimating transition amplitudes of bosons, which
represents a solution to an open problem raised by Aaronson and Hance in 2012.
Introduction. Apart from being of fundamental interest
in physics, linear optics has become a simple but powerful
tool for processing quantum information [1–4] and quantum
simulation [5–8]. One of the major advantages for encod-
ing information with light is that photons are highly robust
against decoherence, which makes it an ideal system to study
quantum coherence [9–12].Furthermore, in linear optical net-
works, all possible transformations can be achieved with sim-
ple operations involving at most a pair of modes; more pre-
cisely, every optical circuit can be implemented with beam-
splitters and phase shifters only [13]. Linear optical networks
have been routinely built in photonic chips [14–16] using stan-
dard semiconductor fabrication technology. In particular, a re-
programmable linear optical circuit has been integrated into a
photonic chip [16], which can perform universal operations
on six photonic modes with up to six photons.
Recently, it was found that boson sampling [17], as a novel
application of linear optics, can be regarded as evidence for
proving the inefficiency of classical devices to perform quan-
tum simulation, which represents a serious challenge to the
validity of the extended Church-Turing thesis [1]. In boson
sampling [17], a product of single-photon states is injected
into a linear photonic network that encodes an instance of
complex matrices. The ability of simulating boson sampling
with classical devices implies the ability to approximate the
corresponding permanents of matrices with a multiplicative
error, which is widely believed to be impossible, based on
computational complexity assumptions [17]. With this mo-
tivation, much progress [16, 18–23] has been made in the ex-
perimental realization of boson samplers using linear optical
devices.
Here we present a theoretical bound on the transition am-
plitudes for sampling bosons, from a product of Fock states
to another, through linear optics. This bound limits the ef-
ficiency of sampling bosons for all possible linear optical
networks, including the the behaviors of Bose-Einstein Con-
densates (BEC) in optical networks, and the counterparts of
Hong-Ou-Mandel effects for multiple photons.
Furthermore, our bound is important for our proof on the
existence of a polynomial-time randomized algorithm for ap-
proximating permanents of matrices; this result resolves an
open problem [24] raised by Aaronson and Hance.
The open question [24] is: “can we estimate any linear-
optical amplitude (see Eq. (6)) to ±1/poly(n) additive error
(or better) in polynomial time?”. For the special case where
the initial state is the same as that in Boson Sampling, i.e.,
|t1t2...tm〉 = |111..00〉. Aaronson and Hance confirmed that
such algorithm exists through a modification of the Gurvits
algorithm.
With our bound shown in Eq. (2), we confirm that there ex-
ists a polynomial-time randomized algorithm for the general
cases. Thus, the open problem is now completely settled.
Transition amplitude in linear optics. The problem of
interest in this work is described as follows: let us suppose
that we are given a product of Fock states containing a total of
n identical photons (or generally bosons) distributed over m
different modes, i.e., |t1t2 · · · tm〉 ≡ |t1〉 ⊗ |t2〉 ⊗ · · · ⊗ |tm〉,
where |tk〉 ≡ (tk!)−1/2(a†k)tk |vac〉 contains tk photons for
tk = 0, 1, 2, ..., n.
Moreover, the state is subject to the constraint of particle
conservation:
∑m
k=1 tk = n. Here a
†
k creates a boson in k-
th mode and satisfies the commutation relations: [aj , a†k] ≡
aja
†
k − a†kaj = δij , [a†j , a†k] = [aj , ak] = 0.
Let us consider any memberU in the set of all possible uni-
tary operators (i.e., linear optics) that induces a linear trans-
formation (i.e., non-interacting) for the boson modes, i.e.,
Ua†kU
† =
m∑
j=1
ukja
†
j . (1)
2The central problem is to give an upper bound
for the absolute value of the transition amplitude,
| 〈s1s2 · · · sm|U |t1t2 · · · tm〉 |, for locating the resulting
state in another given product state, |s1s2 · · · sm〉, subject to
the same particle-conserving constraint
∑m
k=1 sk = n, for
sk = 0, 1, 2, ..., n.
Main result. Here we shall prove that the upper bound
of the boson transition amplitude is given by the following
expression:
|〈s1 · · · sm|U |t1 · · · tm〉| 6 min {vs/vt, vt/vs} , (2)
where vs is a product of m factors generated from the ele-
ments in the list s = (s1, s2, ..., sm),
vs ≡
√
(s1!/s
s1
1 )(s2!/s
s2
2 ) · · · (sm!/ssmm ) , (3)
and defined similarly for vt. If one of the modes is unoccu-
pied, e.g., sk = 0, then we simply set sk!/sskk → 1.
In the context of boson sampling [17], the initial state is al-
ways a product of single-photon states, i.e., |t1t2 · · · tm〉 =
|111 · · ·00〉. In this case, we can recover the result
obtained previously by Aaronson and Hance [24], i.e.,
|〈s1s2 · · · sm|U |111 · · ·00〉| 6 vs.
Direct applications. As an application, the bound found
by Aaronson and Hance implies that [24] for the case where
s1 = n, and s2 = s3 · · · = sm = 0, the probability of putting
all bosons into the same mode from |111..00〉 is exponentially
low, as
Pmax (n, 0...0|1, 1...1) = v2s = n!/nn ≈
√
2πn e−n , (4)
using the Stirling approximation, n! ≈ √2πn (n/e)n.
Consequently, for n ≥ 3, one cannot observe the coun-
terpart of Hong-Ou-Mandel dip with linear optics [24]; the
reason why Hong-Ou-Mandel dip is possible for the case of
n = 2 is because the bound is given by Pmax (2, 0|1, 1) =
v2
s
= 2!/22 = 1/2, but there are two modes; so the total prob-
ability can reach unity.
With the more general bound shown in Eq. (2), we can
bound the transition probabilities for more scenarios. For ex-
ample, imagine there are p bosons in one mode and q bosons
in another mode. The probability of getting p + q in a single
mode through linear optics is then bounded by the following,
Pmax (p+ q, 0|p, q) = (p+ q)!
p!q!
ppqq
(p+ q)
p+q , (5)
or its inverse. We can, for instance, ask the following ques-
tions.
Question 1: can we apply linear optics to create a mode
with 2n bosons from two separate modes with n bosons each?
Unlikely. In this case, Pmax (2n|n, n) = 2n!/n!222n. In the
limit of Bose-Einstein Condensate (BEC), where n ≫ 1, the
probability bound, Pmax (2n|n, n) ≈ 1/
√
πn, decreases as
O(1/
√
n). An optimal strategy for achieving the bound is to
apply the 50:50 beamsplitter, i.e., a†1 → (a†1 + a†2)/
√
2 and
a†2 → (a†1 − a†2)/
√
2.
Question 2: can we add 1 extra boson to a BEC using lin-
ear optics? Yes! Suppose p = n and q = 1, the bound
is given by Pmax (n+ 1, 0|n, 1) = (n/(n+ 1))n, which ap-
proaches a constant limit when n → ∞. In fact, this bound
can be saturated by the following transformation: Una†1U †n =
cos θn a
†
1+sin θn a
†
2, where sin
2θn = (n+ 1)
−1
. We provide
justification on the validity of the optimal strategies for both
questions in the appendix.
Connection with permanents of matrices. Another impli-
cation of our main result is related to permanents of matrices.
The transition amplitude in Eq. (2) is known (see e.g. [17])
to be related to a permanent of a matrix regarding the unitary
operator U :
〈s1s2...sm|U |t1t2...tm〉 = Perm (Us,t)√
s1! · · · sm! · t1! · · · tm!
, (6)
whereUs,t is a n×nmatrix constructed by the transformation
elements ukj (see Eq. (1)) of the unitary operator U in the
following way: create sk copies of a row vectors µk,t that
contains tj copies of ukj’s. For example, if s = (1, 0, 2), and
t = (2, 1, 0), then the matrix Us,t is of the following form:
Us,t =

 µ1,tµ3,t
µ3,t

 =

 u1,1 u1,1 u1,2u3,1 u3,1 u3,2
u3,1 u3,1 u3,2

 . (7)
Note that if all s’s and t’s equal unity, then the transition prob-
ability is exactly the same as the permanent of the matrix de-
fined in Eq. (1), i.e., 〈11...1|U |11...1〉 = Perm(ukj). There-
fore, our bound also implies an upper bound of the permanent
of a matrix:
| Perm(Us,t) | 6 min
{
vs
vt
,
vt
vs
}
×
m∏
k=1
√
sk! tk! . (8)
Before we present the proof of the bound, let us first estab-
lish a general theorem that is crucial for our result:
Theorem 1. Given any polynomial function,
f(a†1, a
†
2, ..., a
†
m), of multi-mode creation operators a
†
k’s,
the vacuum-to-vacuum transition amplitude (unnormalized),
Fs ≡ 〈vac| as11 as22 · · ·asmm f(a†1, a†2, ..., a†m) |vac〉 , (9)
can always be expressed as a sum involving a set of weighted
complex roots of unity, by mapping the boson operator, a†k →
zk, to a complex number zk, and similarly ak → z¯k to its
complex conjugate z¯k:
Fs =
v2
s
dm
∑
{z}
z¯s11 z¯
s2
2 · · · z¯smm f(z1, z2, ..., zm) , (10)
where zj ∈ {√sj ω0,√sj ω1, ...,√sj ωd−1} is related to one
of the complex roots of unity ω ≡ e−2pii/d, weighted by a
factor √sj . Here d is chosen to be an integer larger than the
degree of the function and the sum
∑m
k=1 sk.
3Alternatively, we can write Fs in the form of an expectation
value:
Fs = v
2
s
E[z¯s11 z¯
s2
2 · · · z¯smm f(z1, z2, .., zm)] , (11)
which allows us to devise a sampling algorithm to estimate its
value, as we shall discuss later.
Proof of Theorem 1. Since all the terms in the function
f(a†1, a
†
2, ..., a
†
m) commute with one another, we can, for ex-
ample, sort out the first creation operator a†1 as if it was just a
real number, and write
f(a†1, a
†
2, ..., a
†
m) =
d∑
k=0
a†k1 φk(a
†
2, ..., a
†
m) , (12)
where φk(a†2, ..., a†m) is a resulting polynomial func-
tion without a†1. Consequently, we have Fs =∑d
k=0 〈0| as11 a†k1 |0〉 〈vac| as22 · · ·asmm φk(a†2, ..., a†m) |vac〉,
but there is only one non-zero term in the summation, as
〈0| as11 a†k1 |0〉 = s1! δs1k.
Now, since the Kronecker delta function can be ex-
pressed (by the representation through discrete Fourier trans-
form) as follows: δs1k = (1/d)
∑d−1
j=0 e
−(2piij/d)(s1−k) =
(1/d)
∑d−1
j=0 ω
j(s1−k)
, we can therefore write the inner prod-
uct (with z1 ∈ {√s1ω0,√s1ω1, ...,√s1ωd−1}),
〈0| as11 a†k1 |0〉 =
s1!
ss11
1
d
∑
{z1}
z¯s11 z
k
1 , (13)
as a sum over all values of z1, which implies that Fs =
(s1!/s
s1
1 d)
∑
{z1}
z¯s11 〈vac| as22 · · · asmm f(z1, a†2, ..., a†m) |vac〉.
Next, we can define a new polynomial function,
f ′(a†2, ..., a
†
m) ≡ (s1!/ss11 d)
∑
{z1}
z¯s11 f(z1, a
†
2, ..., a
†
m),
and repeat the same procedure for a†2, and so on, which yields
the result in Eq. (10) at the end.
Proving the main result. We are now ready to present
the proof for the bound in Eq. (2). For this purpose, we ex-
press the transition amplitude explicitly with bonsonic opera-
tors, i.e.,
〈s1...sm|U |t1...tm〉 = G (U, s, t)√
(s1! · · · sm!)(t1! · · · tm!)
, (14)
where we defined an operator function,
G (U, s, t) ≡ 〈vac| as11 · · ·asmm U a†t11 · · · a†tmm |vac〉 . (15)
The proof can be completed with only three steps as follows.
Step 1 (operator-to-number conversion): With the trans-
formation rule given in Eq. (1), we have Ua†t11 · · · a†tmm U † =∏m
k=1 (uk,1a
†
1 + ... + uk,ma
†
m)
tk
, which is exactly a polyno-
mial function of the creation operators. Therefore, the theo-
rem above implies that
G (U, s, t) =
v2
s
dm
∑
{z}
(z¯s11 z¯
s2
2 · · · z¯smm ) g (z) , (16)
where the function g(z) is defined as follows:
g (z) ≡
∏m
k=1
(uk,1z1 + ...+ uk.mzm)
tk . (17)
In order to bound the absolute value of G(U, s, t),
it is sufficient to bound the function g(z) by writing
its absolute value in the following form: |g (z)| =√
tt11 ...t
tm
m
∏m
j=1 (1/
√
tj)
tj |uk,1z1 + ...+ uk.mzm|tj .
Step 2 (arithmetic-geometric inequality): Recall that the
weighted arithmetic-geometric inequality suggests that,
Aλ11 A
λ2
2 · · ·Aλmm 6 λ1A1 + λ2A2 + ...+ λmAm , (18)
for all non-negative Ak’s and λk, subject to the con-
straint
∑m
k=1 λk = 1. In terms of our t’s (by set-
ting λk = tk/n), we have (At11 At22 · · ·Atnn )1/2 6
[(t1/n)A1 + (t2/n)A2 + ...+ (tn/n)An]
n/2
. Now, let us
denote Aj = (1/tj) |uk,1z1+ ...+uk.mzm|2. Then, we have,
|g (z)|√
tt11 · · · ttmm
6 (
m∑
j=1
1
n
|uk,1z1 + ...+ uk.mzm|2)n/2 . (19)
Step 3 (bounding the norms): Note that the right-
hand side is related to the 2-norm of a vector: ‖z‖ ≡
‖z‖2 =
√
|z1|2 + |z2|2 + ...+ |zm|2. To take a step fur-
ther, we can always define a unitary matrix V such that
(V z)k = uk,1z1+ ...+uk,mzm, which implies that |g (z)| 6
(tt11 ...t
tm
m /n
n)1/2‖V z‖n/2. Since ‖V ‖ = 1 for unitary ma-
trices, and ‖z‖ = (s1 + s2 + ...sm)1/2 =
√
n, we have
|g (z)| 6 (tt11 ...ttmm )1/2. Consequently, we have
|G (U, s, t) | 6 v2
s
√
(ss11 · · · ssmm )(tt11 · · · ttmm ) , (20)
which implies part of the advertised result of the bound vs/vt
in Eq. (2). We can repeat essentially the same procedure for
the complex conjugate, 〈t1 · · · tm| U † |s1 · · · sm〉, of the tran-
sition amplitude, in order to obtain the other part, vs/vt. This
completes our proof. 
Permanent by Sampling. It is known that any m × m
matrix W = (wi,j) permanent can be calculated exactly
with a scaling O(m2 2m) using Ryser’s formula [25].
Glynn [26, 27] suggested a different algorithm re-
quiring a similar computational cost that the Glynn’s
formula is given as a normalized form: Perm (W ) =
2−m
∑
x
x1 · · ·xm
∏m
i=1 (wi,1x1 + · · ·+ wi,mxm), sum-
ming over all possible m-bit strings x = (x1, x2, ..., xm) ∈
{±1}m, then normalizing with the total number of
summations 2m. Based on the Glynn’s formula,
Gurvits [28] proposed a polynomial-time random-
ized algorithm to produce an approximation Perm (W )
to the value of the permanent, with an additive error
±ǫ ‖W‖m, i.e., |P˜ (W )− Perm (W )| ≤ ǫ ‖W‖m, where
‖W‖ ≡ sup
v 6=0 ‖Wv‖ / ‖v‖.
The main idea of Gurvits is that one can con-
vert Glynn’s formula into an expectation value:
4Perm (W ) = E[x1 · · ·xm
∏m
i=1 (wi,1x1 + ...+ wi,nxm)],
where Gly(x) ≡ x1 · · ·xm
∏m
i=1 (wi,1x1 + ...+ wi,mxm) is
Glynn’s estimator [26]. An approximation of the permanent
is obtained by randomly and uniformly picking T strings
xk ∈ {±1}m, for k = 1, 2, ..., T , and evaluate the average
value:
P˜ (W ) =
1
T
T∑
k=1
Gly (xk) . (21)
As a result, if we take a total of T = O(m2/ǫ2) samples, then
the Chebyshev’s inequality guarantees that the failure proba-
bility, where |P˜ (W )− Perm (W )| > ǫ ‖W‖m, can be upper-
bounded with a small value.
In Ref. [24], Aaronson and Hance proposed a gen-
eralization of Gurvits’s algorithm by defining a gen-
eralized Glynn’s estimator, namely GenGly(z) ≡
v2
s
(z¯s11 · · · z¯smm )
∏m
i=1 (wi,1z1 + ...+wi,mzm), where vs
is defined in Eq. (3). Sampling the generalized Glynn’s
estimator over the complex values, the permanent, Perm(V ),
of a matrix V , which is obtained by repeating si times
the i-th row of the m × m matrix W = (wi,j), can
be estimated in polynomial time with an additive error
± ǫ vs
√
s1! · · · sm! ‖W‖n.
Sampling algorithm for transition amplitudes. Compar-
ing the right-hand sides of Eq. (6) and Eq. (14), we concluded
that G (U, s, t) is equal to the permanent of the matrix Us,t,
i.e.,
G (U, s, t) = Perm (Us,t) . (22)
It is therefore possible to extend our formalism for an arbitrary
m×m matrix W = (wi,j) from the transformation in Eq. (1),
which implies that we can define an even more general Glynn
estimator,
mGenGly(z) ≡ v2
s
(
m∏
k=1
z¯skk )
m∏
i=1
(
m∑
j=1
wi,jzj)
ti , (23)
which is reduced to the estimator, GenGly(z), of Aaronson
and Hance for the cases where t1 = t2 = ... = tm = 1, and
further reduced to the estimator, Gly(z), of Gurvits, when
s1 = s2 = ... = sm = 1 in addition. An alternative estimator
can be found in Huh [29].
As a result, taking a total of T = O(1/ǫ2) sam-
ples, the error in estimating the permanent is bounded by
±ǫ‖W‖mv2s
∏m
k=1 (s
sk
k t
tk
k )
1/2
, derived from the bound estab-
lished in Eq. (20). Note that the evaluation of each sample
requires O(m2) steps, as in Eq. (23), the calculation of the
summation takes m steps and there are m factors to multiply.
Return to the case of quantum optics, where the trans-
formation is necessarily a unitary matrix U , with ‖U‖ =
1. With the identification in Eq. (22) and our bound in
Eq. (2), we can therefore approximate the transition am-
plitude with a high probability, by uniformly sampling the
more general Glynn’s estimator in Eq. (23), with zk ∈
{√sj ω0,√sj ω1, ...,√sj ωd−1}m, i.e.,
〈s1 · · · sm|U |t1 · · · tm〉 ≈ 1
T
∑T
k=1 mGenGly(zk)∏m
k=1 (sk! tk!)
1/2
. (24)
With a polynomial number of sampling, T = O(1/ǫ2), the er-
ror of the approximation of the transition amplitude in Eq. (24)
is bounded by ±ǫ × min {vs/vt, vt/vs}, from the Cheby-
shev’s inequality (see Appendix for details). The existence
of this polynomial-time algorithm, scaling as O(m2/ǫ2), rep-
resents a solution to an open problem raised in the work [24]
of Aaronson and Hance.
Conclusion. We have presented a general upper bound
(Eq. (2)) on the transition amplitudes in sampling bosons for
any linear optical network (Eq. (1)). This bound can directly
be applied to many different physical scenarios such as Hong-
Ou-Mandel and BEC (see Eq. (4) and Eq. (5), respectively).
The crucial step in proving the bound involves a general theo-
rem (see Eq. (9)) that makes it possible to convert any vaccum-
to-vaccum transition amplitude, for some polynomial func-
tions of the boson operators, into a sum of discrete random
variables (Eq. (10)). In addition to boson sampling, this the-
orem is applicable to the calculation of elements of the S-
matrix in quantum electrodynamics (see Ref. [30]).
The connection between the transition amplitudes and the
permanents makes it possible to bound the absolute value of
the corresponding permanents of matrices (Eq. (8)). More-
over, the classical algorithm proposed by Gurvits [28], ex-
tended by Aaronson and Hance [24], can be further ex-
tended (Eq. (24)) with our bound; the existence of such algo-
rithm implies that the open problem of Aaronson and Hance
in Ref. [24] (page 16) can now be settled.
Finally, we note that it is straightforward to show that our
bound can also be applied to generalize the de-randomizing
algorithm for approximating permanents of non-negative ma-
trices, which was discussed by Aaronson and Hance [24].
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Appendix: Validity of the optimal strategies
Here we show that the upper bounds of the two examples
can be saturated with the strategies discussed in the main text.
First, consider putting n bosons from two modes, a†1 and a
†
2,
into 2n bosons in one mode. For a rotational operator U ,
where
Ua†1U
† = cos θa†1 + sin θa
†
2 , (25)
Ua†2U
† = cos θa†2 − sin θa†1 . (26)
The corresponding transition amplitude A (2n, 0|n, n) is
given by,
A (2n, 0|n, n) = 〈vac| a
2n
1 Ua
†n
1 a
†n
2 |vac〉√
(2n)!n!n!
, (27)
where 〈vac| a2n1 Ua†1a†2 |vac〉 = sinn (2θ) (2n)!/2n. There-
fore, the maximum probability can be achieved by setting
θ = π/4 (i.e., a 50:50 beamsplitter), which coincides with
the upper bound in the main text,
Pmax(2n, 0|n, n) = |A|2 = (2n)!
(n!)
2
22n
. (28)
For the second question, where an extra boson is added to
a mode with n bosons, we choose the same form of U as in
Eq. (25) and Eq. (26), but with sin2θn = (n+ 1)−1. In this
way, we have
A (n+ 1, 0|n, 1) = 〈vac| a
n+1
1 Ua
†n
1 a
†
2 |vac〉√
(n+ 1)!n!
, (29)
where 〈vac| an+11 Ua†n1 a†2 |vac〉 = cosn θ sinθ(n+1)!. There-
fore, the maximum probability is given by
Pmax (n+ 1, 0|n, 1) =
(
n
n+ 1
)n
, (30)
which coincides with the upper bound.
Appendix: Chebyshev’s inequality for random variables with
discrete complex values
Let us discuss more on the Chebyshev’s inequality required
for our bound. The majority of textbooks deals with discrete
6real random variables, but here we are considering discrete
complex numbers. To ensure the inequality is still applicable
to our case, we provide an appendix to derive it by assuming
complex random variables in the beginning.
Consider the generalization of the Markov inequality for a
discrete random variable X , which takes on discrete complex
values from a set {xi}. The Markov’s bound implies that, for
a non-negative α,
Pr[|X | > α] 6 E(|X |)
α
. (31)
Proof. By definition, the expectation value of the absolute val-
ues is given by E(|X |) =∑
a
a · Pr(|X | = a), where the sum
is over all possible values of |X |, labeled by a. We can sort
out the parts where a ≥ α, which means that,
E(|X |) >
∑
a>α
a · Pr(|X | = a) . (32)
Furthermore, we also get a smaller value by replacing all a’s
by α, i.e.,
E(|X |) > α
∑
a>α
Pr(|X | = a) . (33)
Lastly, we can identify the last term as the probability where
|X | > α, i.e.,
Pr[|X | > α] =
∑
a>α
Pr(|X | = a) , (34)
which yields the desired result.
Now, define a variable, µ, to represent the expectation value
of X , i.e.,
µ ≡ E(X) =
∑
i
xi · Pr(X = xi) . (35)
Furthermore, we define a new random variable
Y ≡ |X − µ|2 = (X − µ)(X∗ − µ∗) , (36)
where E(Y ) =
∑
i
|xi − µ|2 Pr(X = xi). Note that we can
also write,
E(Y ) = Var (X) ≡ E(|X |2)− |µ|2 , (37)
and that, Pr(|X − µ| > α) = Pr(Y > α2). Therefore, if we
apply the Markov inequality as follows,
Pr
(
Y > α2
)
6
E(Y )
α2
=
Var(X)
α2
, (38)
then, we obtain the Chebyshev’s inequality,
Pr(|X − µ| > α) 6 Var(X)
α2
. (39)
Now, let us consider n independent complex random vari-
ables, X1, X2, ..., Xn, with E(Xi) = µi and Var(Xi) = σ2i .
Then, the Chebyshev’s inequality implies that
Pr
(∣∣∣∣∣
n∑
i=1
Xi −
n∑
i=1
µi
∣∣∣∣∣ > α
)
6
∑n
i=1 σ
2
i
α2
, (40)
where we used the fact that Var(
∑n
i=1Xi) =
∑n
i=1 Var(Xi).
For identical random variables, where all µi = µ and σi =
σ, we have
Pr
(∣∣∣∣
∑n
i=1Xi
n
− µ
∣∣∣∣ > ǫ
)
6
σ2
nǫ2
, (41)
which is the inequality needed for our results.
