Completely compressible Bruhat intervals and Kazhdan–Lusztig polynomials  by Delanoy, Ewan
European Journal of Combinatorics 29 (2008) 746–759
www.elsevier.com/locate/ejc
Completely compressible Bruhat intervals and
Kazhdan–Lusztig polynomials
Ewan Delanoy
Institut Camille Jordan, UMR 5028 CNRS, Universite´ Lyon 1, 69622 Villeurbanne Cedex, France
Received 20 January 2006; accepted 11 January 2007
Available online 21 June 2007
Abstract
Our main result is that the recently proved combinatorial invariance property for Kazhdan–Lusztig
polynomials on lower Bruhat intervals still holds for Bruhat intervals whose top element is critical. We
conjecture that our theory also extends to completely compressible Bruhat intervals in type A, D, E , and
we have checked this conjecture up to types A8, D7, E6 with a computer. Positive results in related special
cases are also presented.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction and statement of the conjecture
Let (W, S) be a Coxeter system, and denote by ≤ the Bruhat ordering on W . The question
asked independently by Dyer [10] and Lusztig, of whether the Kazhdan–Lusztig polynomial
Pu,v defined on a Bruhat interval only depends on the isomorphism class of [u, v], remains open
today (see [11] for all the definitions concerning the Bruhat ordering and P- and R-polynomials).
Denote byR the set of all the isomorphisms that preserve R-polynomials (i.e. poset isomorphism
φ : I → I ′ such that Rφ(u),φ(v) = Ru,v for any u, v ∈ I , where I and I ′ are Bruhat intervals);
for brevity we call them R-isomorphisms. It has been shown recently (in [2] and also in [4]) that
if [e, y] and [e, y′] are two Bruhat intervals originating at the identity in their respective Coxeter
groups, then
Any isomorphism φ : [e, y] → [e, y′] is inR. (1.1)
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Fig. 1. The dihedral poset in length 4.
There are certainly several ways in which this result is likely to be extended; we discuss one
of them here. The famous “lifting property” relating (left, say) multiplication by a generator
to the Bruhat order has been the starting point for much work, starting with the “Z -property”
introduced in [6] and generalized in ([10], section 5.15). More recently, it led Du Cloux [7] and
Brenti, Caselli and Marietti [1–3] to develop independently very close theories. Thus, what is
called a “compression” here and in [7] is called a “special matching” in [1–3]. Throughout this
paper we reason wholly inside Du Cloux’s framework, but in Appendix B we say a few more
words about the connection between the two theories. A natural extension of the class of posets
isomorphic to a Bruhat interval originating at the identity is the class of completely compressible
posets, i.e. those that can be reduced to the trivial poset by a sequence of compressions (see
Appendix B for the basics about compressions, and [7] for a more complete exposition). More
precisely, consider C1, the class of all completely compressible Bruhat intervals, and C0, the
subclass of C1 consisting of the Bruhat intervals originating at the identity. Then maybe the
following extension can be deduced from (1.1):
Any isomorphism φ : P → P ′ is inR if P, P ′ ∈ C1. (1.2)
To prove (1.2), it would suffice to show that
For any P ∈ C1, there is an R-isomorphism φ : P → P0, with P0 ∈ C0. (1.3)
Unfortunately, this is false in general; indeed, the interval [3, 3(1212)3] in type B3 (which
means that m12 = 4,m13 = 2,m23 = 3) is completely compressible, but is not isomorphic to
any [e, y] (we explain the reasons for this in Appendix A). However, if we restrict our attention
to simply laced finite Coxeter groups (i.e. to the A, D, E types), then (1.3) seems to hold; in
fact, for this realm we make a much stronger conjecture, which implies that there is a uniquely
defined isomorphism if we impose some additional conditions.
Let us develop some general tools about isomorphisms onto intervals originating at the
identity. Recall that a Coxeter system is dihedral if its rank is 2, and that a poset is dihedral
if it is isomorphic to an interval in a dihedral Coxeter group. For each length n, there is exactly
one dihedral poset in length n, which has a minimum and maximum element, and two elements
in each intermediate length (see Fig. 1).
In a poset P with minimum element x , an element y ∈ P is said to be dihedral when the
interval [x, y] (as a subposet of P) is dihedral. The bud B(P) of P is defined to be the set of the
dihedral elements of P (cf. e.g. [9]). The following “K3,2-avoidance” proposition along with its
corollaries is fundamental:
Proposition 1.1 ([2], Theorem 3.2). Let (W, S) be a Coxeter system. If two elements of W have
three coatoms (or three atoms) in common, they are equal.
From now on, I = [x, y] will always denote a Bruhat interval.
Corollary 1.2. The dihedral elements of I are exactly the elements of I that have at most two
coatoms.
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Corollary 1.3. The coatoms set function is injective on I \ B(I ).
For any two atoms a, b of I define a subset D I (a, b) of B(I ) as follows:
D I (a, b) = {x; a; b} ∪ {z ∈ B(I )|z ≥ a, z ≥ b}.
If I is completely compressible, all the D I (a, b) are closed intervals (see Corollary B.6).
Define m I (a, b) to be the length of the interval D I (a, b). If φ : I → [e, w′] is an isomorphism
onto an interval originating at the identity (in a possibly different Coxeter system (W ′, S′)), then
restricting S′ if necessary we may identify S′ with the set atoms(I ) of the atoms of I . Then,
because φ(D I (a, b)) is dihedral in W ′, we must have m′a,b ≥ m I (a, b) for any two atoms a, b
of I . In addition, we have the following elementary result from Proposition 3.5 of [9]:
Proposition 1.4. Let [e, w′] be a lower interval in some Coxeter system (W ′, S′). Let
(Wcan, Scan) be a Coxeter system defined as follows: Scan = {s ∈ S′; s ≤ w′} (the support of w′),
and for s, t ∈ Scan, (mcan)s,t is the length of the closed dihedral interval D[e,w′](s, t), as above
(in this special case D[e,w′](s, t) is the intersection of [e, w′] with the dihedral subgroup 〈s, t〉).
Then there is a uniquely defined isomorphism ζ : [e, w′] → [e, wcan] (with wcan ∈ Wcan)
satisfying
ζ(su) = sζ(u) (ζ(us) = ζ(u)s) whenever s ∈ Scan, u ∈ [e, w′], su ∈ [e, w′]
(us ∈ [e, w′])
and ζ preserves R-polynomials.
This motivates the following definition:
Definition 1.5. Let I be a completely compressible Bruhat interval. Define a Coxeter system
S = (Wcan, Scan) as follows: Scan = atoms(I ) and (mcan)a,b = m I (a, b) for a, b ∈ S′. We call
S the canonical image Coxeter system associated with I . A standard isomorphism φ of I is an
isomorphism from I onto an interval originating at the identity in Wcan, such that φ(a) = a for
any a in atoms(I ); and we may paraphrase now the aforementioned result:
Proposition 1.6. For any isomorphism φ : I → [e, w′] (where the image Coxeter system
(W ′, S′) may be arbitrary), there is another isomorphism ζ : [e, w′] → [e, w′′] such that ζ ◦ φ
is standard.
In other words, any isomorphism onto a [e, w]may be standardized, so that we need only look
for standard isomorphisms. The next proposition (which follows easily from 1.2 and 1.3) tells us
just how much choice we have in the definition of a standard isomorphism:
Proposition 1.7. Any standard isomorphism of I is uniquely defined by its restriction to B(I )
(which yields an isomorphism between the buds B(I ) and B(Wcan)).
For example, if a, b are two generators in W with ma,b ≥ 3, τ is the transposition which
exchanges ab and ba, then τ and id (the identity map) yield two distinct standard isomorphisms
of [e, ab]. We now introduce some additional conditions on isomorphisms that will enable us to
reject τ and accept id.
If [x, y] is a Bruhat interval put L [x,y] = {s ∈ S; sx ∈ [x, y]} and R[x,y] = {s ∈ S; xs ∈
[x, y]}.
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Definition 1.8. An isomorphism φ between two Bruhat intervals I = [x, y] and I ′ (an interval
originating at the identity in a possibly different Coxeter group W ′) is left-regular if there is
a (necessarily unique) injection λ : L [x,y] → S′ such that φ(sw) = λ(s)φ(w) holds for any
s ∈ L [x,y] and w ∈ [x, y] such that sw ∈ [x, y]. It is right-regular if there is an injection
ρ : R[x,y] → S′ such that φ(ws) = φ(w)ρ(s) holds for any s ∈ R[x,y] and w ∈ [x, y] such that
ws ∈ [x, y]. It is biregular if it is both left-regular and right-regular.
Note that λ (or ρ) is “necessarily unique” because we must have φ(sx) = λ(s)φ(x) = λ(s)
for any s ∈ L [x,y]. At this point, we naturally ask the question: Does the biregularity requirement
ensure uniqueness for a standard isomorphism? The answer is no. We provide a counterexample
in type A6 (which is minimal in the sense that no counterexample exists in type A5, and no
example with an x of smaller length exists in type A6).
Consider the dihedral interval
I = [wLwR, wL343wR] = {wLwR, wL3wR, wL4wR, wL34wR, wL43wR, wL343wR}
where wL = 215, wR = 265. The atoms of I (which are the same thing as the atoms of x = wL
wR in I ) are a = wL3wR and b = wL4wR , so that there are reflections la, ra, lb, rb such that a
= lax = xra , b = lbx = xrb (and for example lax is reduced exactly when la is a generator). A
little computation shows that
la = ra = 232
lb = rb = 454.
None of those reflections is a generator; we deduce L I = RI = ∅, so that any standard
isomorphism on I is trivially biregular. It is easily seen that there are exactly two standard
isomorphisms of I (as in the diagram below)
w wLwR wL3wR wL4wR wL34wR wL43wR wL343wR
φ1(w)
φ2(w)
e a b abba
ba
ab aba = bab
In this special case, we feel inclined to accept φ1 and reject φ2 because “3 corresponds to a and
4 corresponds to b”, but it seems wildly improbable that such a naive approach will be successful
with more complicated counterexamples. Surprisingly, this idea can be nicely formalized and
provide a conjecture that has withstood the test of reasonably large examples by computer.
Until now, we have combined left and right actions of the generators (as in the definition of
biregularity). From now on, we shall always act from the left only; the primary reason for this
restriction is to circumvent the complex interaction between left and right (this will become clear
with Proposition 1.14, which holds only for a one-sided action). Some propositions like 1.23
are also valid in a two-sided context, but here we present only the ‘left’ version for the sake of
simplicity.
We now proceed to the formal definitions. The following proposition is well known (see
Proposition B.4(i) and Proposition 2.7 of [7]):
Proposition 1.9. Let I = [x, y] be a Bruhat interval, and let s ∈ S be such that x > sx, y > sy.
Then the following are equivalent:
(i) x 6≤ sy.
(ii) Any w ∈ [x, y] satisfies w > sw.
(iii) Left multiplication by s is a poset isomorphism [x, y] → [sx, sy].
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Definition 1.10. Let I = [x, y], s be as in 1.9 above. If (i), (ii) or (iii) is satisfied we say that
[sx, sy] is a (left) elementary lower translate of [x, y]. We say that an interval J is a (left)
lower translate of I if there is a chain of intervals I0 = I, I1, . . . In = J such that Ii+1 is a
(left) elementary lower translate of Ii ; or equivalently if there is an element tL in W and an
isomorphism θ : J → I , which satisfies θ(w) = tLw, l(θ(w)) = l(tL)+ l(w) for all w ∈ I . We
call such an isomorphism a (left) translation. If φ : I → I ′ is any isomorphism onto an interval
I ′ into a possibly different Coxeter group, then we have a new isomorphism ψ = φ ◦θ : J → I ′.
We call ψ a (left) lower translate of φ. If c : I → I is any compression of I , then we have a
compression of J : c′ = θ−1 ◦ c ◦ θ : J → J . We call c′ a (left) lower translate of c.
Clearly, left translations preserve the R-polynomials. Note that the left lower translate of a
left-regular isomorphism is not necessarily left-regular. Indeed, take W to be the free Coxeter
group on the generators l, s1, s2, and consider the intervals
I = [l; ls1s2] = {l; ls1; ls2; ls1s2}
J = [e; s1s2] = {e; s1; s2; s1s2}
I ′ = [e; s2s1] = {e; s1; s2; s2s1}.
The interval J is a lower translate of I , with left multiplication by l for a translation. Then the
isomorphism φ : I → I ′ defined by φ(l) = e, φ(lsi ) = si , φ(ls1s2) = s2s1 is left-regular, but
the associated ψ is not left-regular.
Definition 1.11. A left-regular isomorphism φ is strongly left-regular if all its left lower
translates are left-regular.
Note that if φ is a strongly left-regular isomorphism, then a lower restriction of φ (i.e. the
restriction of φ to a lower interval of [x, y]) is not necessarily strongly left-regular. To see this,
let φ be the non-strongly left-regular example isomorphism on I = [l, ls1s2] defined above. Add
a new generator l ′, and consider the free Coxeter group on l, l ′, s1, s2. Extend φ to a mapping φ′
on the larger interval I1 = [l, l ′ls1s2] by putting φ′(l ′w) = l ′φ(w) for w ∈ I . Then φ′ is strongly
left-regular (in fact I1 has no left lower translate other than itself) but its lower restriction φ is
not.
Definition 1.12. A strongly left-regular isomorphism φ is totally left-regular if all its left lower
restrictions are strongly left-regular.
Trivially, we have:
Remark 1.13. If φ is totally left-regular, then so are its left lower translates and lower
restrictions.
Next we show a lattice property:
Proposition 1.14. Let I be a Bruhat interval and let J, J ′ be two left lower translates of I . Then
there is an interval K which is a left lower translate of both J and J ′.
Note that the ‘two-sided’ version of this does not hold in general: take I = [12, 121], J =
[e, 1], J ′ = [e, 2] in type A2. Then J is a left lower translate of I and J ′ is a right lower translate
of I , but neither J nor J ′ can be translated further.
Proof. We may assume that J and J ′ are elementary lower translates of I , the general case
following by induction. Clearly, we may also assume that J 6= J ′. Thus J = s I, J ′ = s′ I with
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s, s′ ∈ S, s 6= s′. Then s 6= s′ because J 6= J ′; for any w ∈ I both s and s′ are in the left descent
set of w, so m = ms,s′ is finite, and putting b = ss′ss′ . . . (m terms) = s′ss′s . . . (m terms) we
can write w = bw′, l(w) = l(b)+ l(w′) for some w′ ∈ W . Then we can take K = (b−1)I . 
Corollary 1.15. If I is a Bruhat interval there is a lowest left lower translate of I (we call it the
left core of I and denote it by core(I)). As in Definition 1.10 one can likewise define the left core
of an isomorphism defined on I or the left core of a compression of I .
As explained above, there is no notion of a ‘two-sided core’: in general there are several
minimal lower translates for a given interval I (e.g. [e, 1] and [e, 2] for [12, 121]). In the cases
where our final conjecture holds, however, uniqueness ensures that the ‘left’ construction yields
the same object as the ‘right’ construction, so that the propositions below hold in a two-sided
context, with ‘any minimal lower translate’ in place of ‘left core’.
The following lemma is fundamental:
Lemma 1.16. Let I = [x, y] be a Bruhat interval, J = core(I ) and θ the associated translation
isomorphism J → I . Let s be a generator such that x < sx < sy < y. Then there is a generator
s′ such that θ−1(sx) = s′θ−1(x) and θ−1(sy) = s′θ−1(y).
Proof. We argue by induction on l(y). If l(y) = 0 there is nothing to prove, so suppose l(y) > 0.
Obviously we may assume that J 6= I . Since we reason by induction, it is not necessary to show
the property on J at once; it suffices to show it on an intermediary left lower translate: in other
words, it suffices to find a left lower translate K of I with K 6= I such that for the associated
translation isomorphism κ : K → I , there is a generator s′ such that κ−1(sx) = s′κ−1(x) and
κ−1(sy) = s′κ−1(y).
There is an element tL in W such that θ(w) = tLw, l(θ(w)) = l(tL) + l(w) for all
w ∈ J . Then tL 6= e since J 6= I ; let t be a generator in the left descent set of tL ; clearly
t 6= s. Then both s and t are in the left descent set of y, so m = ms,t is finite, and putting
b = stst . . . (m terms) = tsts . . . (m terms) we can write y = by′, l(y) = l(b)+ l(y′) for some
y′ ∈ W . Similarly, there is an element x ′ ∈ W such that sx = bx ′, l(sx) = l(b)+ l(x ′).
Consider the interval L = t[x, y] = [t x, t y] = [ (st . . .)︸ ︷︷ ︸
m−2 terms
x ′, (st . . .)︸ ︷︷ ︸
m−1 terms
y′]. Then L is a lower
translate of I ; in particular, no element of L has t in its left descent set. We deduce that if m > 2,
(ts . . .)︸ ︷︷ ︸
m−2 terms
y′ 6∈ L . Thus, L ′ = sL is a lower translate of L (this is condition (i) of 1.10). Similarly,
if m > 3 then L ′′ = t L ′ is a lower translate of L ′. Continuing in this way, we eventually obtain
a translation decomposition L = (st . . .)︸ ︷︷ ︸
m−2 terms
[x ′, cy′] where c is the last generator in (st . . .)︸ ︷︷ ︸
m−1 terms
(thus
c = t if m is odd and c = s otherwise). Then K = [x ′, cy′] is a lower translate of I , and taking
s′ = c we are done. 
Here is a typical application of this lemma:
Proposition 1.17. Let φ be an isomorphism from I onto an interval originating at the identity.
Then φ is totally left-regular if and only if core(φ) is.
Proof. Only the “if” part deserves attention, of course. So suppose that core(φ) is totally
left-regular. We must show that φ is totally left-regular, i.e. that for any lower interval I ′ of I , the
restriction of φ to I ′ is strongly left-regular. But if θ is the translation isomorphism core(I )→ I ,
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Fig. 2. Relating an isomorphism to its core.
then θ−1(I ′) is a left lower translate of I ′, so core(I ′) is a left lower translate of θ−1(I ′). Thus
we may replace I ′ with I , and all we need to show is that φ is strongly left-regular. For any left
lower translate K of I we have core(K ) = core(I ) so we may replace K with I , and all we
need to show is that φ is left-regular.
Let us show that φ is left-regular. Suppose that we have x < sx < sy < y where x is the
smallest element of I and y ∈ I . Let θ be the translation isomorphism core(I ) → I ; then
core([x, y]) is a lower translate of θ−1([x, y]), whence a translation isomorphism α : core
([x, y]) → θ−1([x, y]). By the lemma above there is a generator s′ such that (θα)−1(sx)
= s′(θα)−1(x) and (θα)−1(sy) = s′(θα)−1(y). Let ψ be the restriction of core(φ) to
θ−1([x, y]). Then ψ is totally left-regular, and so is its left lower translate ψ ′ = ψ ◦ α. In
particular, if we write core([x, y]) = [x ′, y′], we have ψ ′(sy′) = ψ ′(sx ′)ψ ′(y′). In terms of φ,
this means that φ(sy) = φ(sx)φ(y) as required. The situation is depicted graphically in Fig. 2
above. 
Definition 1.18. A compression c of a Bruhat interval I is explicit if some lower translate of it
is a (left or right) multiplication by a generator.
Thus if c is a explicit compression of I there is a translation θ : J → I and an s ∈ S such that
c(w) = θ(sθ−1(w)) (say). But θ can be defined by θ(w) = tLwtR for some fixed tL , tR ∈ W
and all w ∈ J . Then c(w) = (tLstL−1)w for any w ∈ W , an explicit formula which justifies the
term. One may wonder about the converse:
Question 1.19. Is it true that if c is an explicit compression of I such that there is a r ∈ W
(which will necessarily be a reflection) such that c(w) = rw, then c is a left explicit compression?
Definition 1.20. Let I and J be two Bruhat intervals. We say that J is a (left) multiplication
compression of I if we can write I = [x, y], J = [x, sy] for some x, y ∈ W and some s ∈ S
such that x < sx, sy < y.
The following notion is fundamental:
Definition 1.21. Let I = [x, y] be a Bruhat interval. We say that I is left explicitly completely
compressible (l.e.c.c. in abbreviated notation) if
(*) there is a chain of intervals I0 = I, I1, . . . In = [z, z] such that Ii+1 is either a left elementary
lower translate of Ii or a left multiplication compression of Ii .
Note that if s1 and s2 are two generators with m(s1, s2) ≥ 4 and I = [s1, s1s2s1] then I
has exactly two compressions and both are non-explicit. Thus, I is not explicitly completely
compressible.
The following two propositions show the usefulness of the notion of (left) explicit complete
compressibility:
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Proposition 1.22. If I is l.e.c.c., then there is a unique totally left-regular standard isomorphism
φ on I .
Proposition 1.23. Let φ : I → [e, y] be an isomorphism, with φ totally left-regular and I l.e.c.c.
Then φ preserves R-polynomials.
The proof of the second proposition is simpler and we begin with this one.
Proof of Proposition 1.23. Call l∗(I ) the smallest n such that there exists I0 = I, I1, I2,
. . . , In = [z, z] as in 1.21(*). We argue by induction on l∗(I ). If l∗(I ) = 0 there is nothing
to prove, so suppose l∗(I ) > 0. There is a sequence I0, . . . In as in 1.21(*). Then J = I1 satisfies
l∗(J ) = l∗(I ) − 1 and J is either an elementary left lower translate of I or a left elementary
compression of I . In the first case, the lower translate isomorphism ψ = φ ◦ θ : J → [e, y] is in
R, and θ ∈ R also, so φ = ψ◦θ−1 ∈ R. In the second case, we can write J = [x, sy], I = [x, y]
as in 1.20. By the induction hypothesis, the restriction φ|J of φ to J is in R. Let u ≤ v in I . If
v ∈ J , then Ru,v = Rφ(u),φ(v) by the preceding remark. Otherwise v′ = sv < v and v′ ∈ J . We
have φ(v) = λ(s)φ(v′) by left-regularity, and φ(v′) < φ(v) since φ is an isomorphism. Then, if
su > u, we have
Ru,v = Ru,sv′
= qRu,v′ + (q − 1)Rsu,v′
= qRφ(u),φ(v′) + (q − 1)Rφ(su),φ(v′) ( because v′ ∈ J )
= qRφ(u),φ(v′) + (q − 1)Rλ(s)φ(u),φ(v′)
= Rφ(u),λ(s)φ(v′)
= Rφ(u),φ(v).
If su < u, we have a similar and simpler computation, so that in all cases, φ preserves
R-polynomials as claimed. 
Proof of Proposition 1.22. Uniqueness is clear: the ‘standard’ condition defines the image
Coxeter group completely, and any sequence sending I to a trivial interval as in 1.21(*) yields an
explicit formula for φ(w), for each w ∈ I . Also, as standardizing an isomorphism (as explained
in 1.4 and 1.6) does not affect the (simple, strong or total) left-regularity of it, all we need to
show is the existence of a totally left-regular isomorphism of I . This will follow immediately
from the next two lemmas: 
Lemma 1.24. Let I be a Bruhat interval and let J be a left lower translate of I , so there is a
translation isomorphism θ : J → I . If φ is a totally left-regular isomorphism of J , then φ ◦ θ is
again a totally left-regular isomorphism of I .
Lemma 1.25. Let I be a Bruhat interval and let J be a left multiplication compression of I .
If φ is a totally left-regular isomorphism of J , then φ may be extended to a totally left-regular
isomorphism of I .
Proof of Lemma 1.24. Since core(I ) = core(J ), this is clear by Proposition 1.17. 
Proof of Lemma 1.25. There is a generator s such that J = [x, y], I = [x, sy] with x < sx,
y < sy. There are two main cases, according to whether sx is in [x, y] or not. In the first case,
the generator s is “already known” inside J and in the second, we have to add a new generator
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to our image Coxeter system. We only explain the first case here, because the second is similar
and easier.
So suppose sx ∈ [x, y]; then the left mapping λ associated with the left-regular mapping φ
(as in 1.8) is defined at s. We (naturally) extend φ to a mapping defined on [x, sy] as follows:
For w ∈ I, φ′(w) =
{
φ(w) if w ≤ y
λ(s)φ(sw) if w 6≤ y.
Since φ is a left-regular isomorphism, we have for all u ∈ J that s is in the left descent set
of u if and only if λ(s) is in the left descent set of φ(u). We deduce that φ′ is an isomorphism
between two Bruhat intervals.
By Proposition 1.17, it suffices to show that core(φ′) is totally left-regular. By Lemma 1.16,
there is a generator s′ such that if θ is the translation isomorphism I → core(I ), then
θ(sx) = s′θ(x ′) and θ(y) = s′θ(sy). Thus we may replace I with core(I ); in other words,
we may assume core(I ) = I .
We must show that φ′ is totally left-regular, i.e. that for any lower interval [x, z] of I , the
restriction of φ′ to [x, z] is strongly left-regular. If z ≤ y this follows from the total left-regularity
of φ; otherwise z is of the form sz′ > z′ with z′ ≤ y, and replacing (z′, z) with (y, sy), all
we need to show is that φ′ is strongly left-regular. But since we have assumed core(I ) = I ,
left-regularity is equivalent to strong left-regularity for φ′. So all we need to show is that φ′ is
left-regular.
Left-regularity with respect to s is obvious from the construction. Let us show left-regularity
with respect to a generator t 6= s. So suppose x < t x < t z < z for some z ∈ I ; we must show
φ′(t z) = φ′(t x)φ′(z). We claim that t x ≤ y. Otherwise we could write t x = sx ′ for some x ′ ≤ y
with x ′ < sx ′; in particular s would be in the left descent set of t x , and of x also, since t 6= s, so
x > sx which is absurd. So t x ∈ [x, y]; we deduce that φ is left-regular with respect to both s
and t , and the result follows. 
Definition 1.26. Let I = [x, y] be a Bruhat interval and let s be a generator in the (left) descent
set of y (we then say that s is a (left) descent generator for I ). If x < sx (so that [x, y] can be
compressed onto [x, sy]) we say that s is a (left) compression generator for I . If sx < x and
x 6< sy (so that there is a translation isomorphism [sx, sy] → [x, y]), we say that s is a (left)
translation generator for I . Otherwise sx < x and x < sy; in this last case we say that s is a
(left) nontrivial descent generator for I .
Conjecture 1.27. If I is a completely compressible Bruhat interval in type A, D or E, then I
has at least one trivial left descent generator.
Note that this is equivalent to the statement that any completely compressible Bruhat interval
in type A, D or E is l.e.c.c. We have checked Conjecture 1.27 up to types A8, D7, E6 with a
specialized version of the program Coxeter [8].
Using Propositions 1.22 and 1.23, Conjecture 1.27 implies that (1.3) (and hence (1.2)) holds
in types A, D, E .
2. Special cases of the conjecture
Recall that for any interval I , coat(I ) denotes the set of coatoms of I , and for w ∈ W ,
coat([e, w]) is abbreviated as coat(w). The inequality below is obtained by a straightforward
induction on l(I ):
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Remark 2.1. If I is completely compressible, we have |coat(I )| ≤ l(I ). In particular, for
w ∈ W we have |coat(w)| ≤ l(w).
Definition 2.2. Let W be a Coxeter group and w ∈ W . We say that w ∈ W is critical if
|coat(w)| = l(w).
Note that critical elements are fully commutative (see [12] for more on fully commutative
elements of Coxeter groups). The converse is already false in a dihedral Coxeter group of length
≥4, and it is also false in type A˜2 (taking generators s1, s2, s3 with m(si , s j ) = 3 for i 6= j , the
element w = s1s2s3s1s2 is fully commutative but not critical). However, we do not know the
answer to the following question:
Question 2.3. If W is of type A, D or E, is it true that the critical elements of W are exactly
the fully commutative elements of W?
Our main result is:
Theorem 2.4. Let I = [x, y] be a Bruhat interval with y critical. If I has at least a nontrivial
descent generator, then |coat(I )| > l(I ) so that I is not completely compressible by Remark 2.1.
Corollary 2.5. If I = [x, y] is a completely compressible Bruhat interval with y critical, then
all the descent generators of I are trivial.
Proof of the theorem. Let s be a (left, say) nontrivial descent generator for I . Then we can write
x = sx ′, y = sy′ with x ′ < x, y′ < y. Since s is nontrivial we have x < y′. Let a = y1 . . . yn be
a reduced expression of y′. We know there are r indices i1 < i2 < · · · < ir (with r = l(y)−l(x))
such that if we delete the generators yi1 , . . . , yir from a, we obtain a reduced expression for x
′.
Now put ck = sy1 . . . ŷik . . . yn for k between 1 and r . Since y is critical, ck is a coatom of y.
Then c1, c2, . . . cr , y′ are all coatoms of I , which provides at least r+1 coatoms as desired. 
Corollary 2.6. If [x, y] is a completely compressible interval with y critical, then it is left
explicitly completely compressible.
Indeed, if s1s2 . . . sm is a reduced expression for y, then there is a sequence of intervals as in
1.21(ii), I0 = [x, y], I1 = [x1, y1] . . . In = [xn, yn] with xn = yn , defined as follows:
xi = min(xi−1, si xi−1)
yi = si yi−1 (so that yi = si+1 . . . sm).
This sequence stops at the first n for which xn = yn .
Proposition 2.7. Suppose that W is of type An . If w ∈ W is a Grassmannian (i.e. |Dl(w)| ≤ 1),
then w is critical.
Proof. We use the well-known representation of W as the symmetric group on {1, 2, . . . , n+1},
where the i-th generator is represented by the transposition si = (i, i + 1). Then one has for
i < j that l(w(i, j)) < l(w) if and only if w(i) > w( j) and l((i, j)w) < l(w) if and only if
w−1(i) > w−1( j). Put
Tw = {(i, j)|i < j, l((i, j)w) < l(w)}.
Then it is well known that |Tw| = l(w), and we have Dl(w) = Tw ∩ S, Dr (w) = Dl(w−1).
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Since [e, w] ≈ [e, w−1] and |Dl(w)| = 0 implies that w = e, it will suffice to show that if
|Dr (w)| = 1 then w is critical. So assume that Dr (w) = (l, l + 1) for some l ∈ [1..n]; we must
show that l(tw) = l(w)− 1 for all t ∈ Tw. Define m = (n + 1)− l, ai = w(i) for 1 ≤ i ≤ l and
b j = w(l + j) for 1 ≤ j ≤ m. Then a1 < a2 < · · · < al , b1 < b2 < · · · < bm and al > b1.
The set Tw consists exactly of the transpositions (b j , ai ) such that b j < ai . Let t ∈ Tw. Then the
permutations w and tw differ only by their values at i and l + j . Therefore,
{(p, q) ∈ Tw|{p, q} ∩ {ai , b j } = ∅} = {(p, q) ∈ Ttw|{p, q} ∩ {ai , b j } = ∅}
so we need only show |A| = |B| + 1 where
A = {(p, q) ∈ Tw|{p, q} ∩ {ai , b j } = ∅}, B = {(p, q) ∈ Ttw|{p, q} ∩ {ai , b j } = ∅}.
Choose k maximal with ai > bk and p minimal with b j < ap. Then |{a|(b j , a) ∈ Tw}|
= l − p + 1 and |{b|(b, ai ) ∈ Tw}| = k, so by counting (b j , ai ) twice we deduce |A| = (l − p
+ 1) + k − 1 = l − p + k. On the other hand, |{a|(b j , a) ∈ Tw}| = (i − p) + ( j − 1) and
|{b|(b, ai ) ∈ Tw}| = (l−i)+(k− j) so |B| = (i− p)+( j−1)+(l−i)+(k− j) = l+k− p−1,
i.e. |B| = |A| − 1 as required. 
We deduce:
Corollary 2.8. Let I = [x, y] be a completely compressible Bruhat interval in a Coxeter group
W. Then I has a trivial left descent generator in any of those three cases:
-(i) Dl(y) 6⊆ Dl(x).
-(ii) W is of type A and y is a Grassmannian.
-(iii) W is of type A and x is a Grassmannian.
Note that in (i) any generator in Dl(y) \ Dl(x) is a compression generator for I , and that (iii)
follows from (i) and (ii).
To conclude, let us review to what extent we answered our original question:
Proposition 2.9. Consider the following classes of Bruhat intervals:
- F1 = {[x, y] | [x, y] is completely compressible, y is critical}.
- F2 = {Completely compressible intervals in type A8, D7 or E6}.
- F = F1 ∪ F2.
Then for each element I inF there is a (standard totally left-regular) isomorphism from I onto
an interval originating at the identity. Any isomorphism between two elements of F preserves
R-polynomials (and hence Kazhdan–Lusztig polynomials also).
Perhaps the ideas of this paper could be improved to provide a result that covers all completely
compressible intervals. A better understanding of the counterexample in type B3 might be a
starting point.
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Fig. 3. The Bruhat interval [3, 32123] in type B3.
Appendix A. Explanations on the example in type B3
The interval I = [3, 32123] consists of fourteen elements, as described in Fig. 3 above (non-
dihedral elements in boldface):
It is not too difficult to see that I is isomorphic to the lower interval I ′ = [e, abca] in type
A3 (that is, ma,b = mb,c = 3,ma,c = 2). So I is completely compressible. Now, if we put
J = [3, 3(1212)3], then left multiplication by 1 compresses J into I ; thus J is completely
compressible.
Suppose that there is an isomorphism φ : J → [e, y] where [e, y] is an interval originating
at the identity in some Coxeter system (W ′, S′). Then a = φ(23), b = φ(13), c = φ(32) are
elements of S′. We may assume that the isomorphism is standard, i.e. that mab = mbc = 4,
mac = 2. Then φ((1212)3) = abab, φ(3(1212)) = bcbc, φ(232) = ac.
Let u ∈ {121; 212}. We have φ(u3) ∈ {aba; bab} and symmetrically φ(3u) ∈ {bcb; cbc}
whence we deduce φ(3u3) ∈ {bacb; bcab}, so φ(u3) = bab, φ(3u) = bcb, but this must be
true for two distinct values of u, which contradicts the fact that φ is one-to-one. 
Appendix B. Elementary results about compressions
Nothing in this appendix is new. We discuss some results and connections arising naturally
in the context of compressions. Throughout this appendix, P is an eulerian poset with lowest
element x and largest element y. We refer the reader to [7,3] for a more complete treatment (in
particular, [3] contains definitions for non-eulerian posets). Following [7], we define:
Definition B.1. Let τ : P → {−,+} be a labelling of the elements of P . We say that τ is a
compression labelling if:
(a) One has τ(x) = + and τ(y) = −.
(b) For each u ∈ P that is labelled +, there is a unique v = cτ (u) ∈ P covering u such that
τ(v) = −.
(c) For each v ∈ P that is labelled −, there is a unique u = cτ (v) ∈ P covered by v such that
τ(u) = +.
This defines an involution cτ on P , called a compression.
Proposition B.2. Let c : P → P be a matching of the Hasse diagram of P (i.e. c is involutive
and either cu covers u or u covers cu for any u ∈ P). Then the following are equivalent:
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Fig. 4. The two cases for DP (a, b).
(i) There exists a compression labelling τ : P → {−,+} such that c = cτ (so that c is a
compression in the sense of [7]).
(ii) If u, v ∈ P and u C v, v 6= c(u), then c(u) ≤ c(v) (so that c is a special matching in the
sense of [1]).
(iii) If u ∈ P and u C c(u), then coat(c(u)) = {u} ∪ {c(z)|z C u, z C c(z)}.
Proof. (i) ⇒ (ii). Suppose that (i) holds for some τ : P → {−,+}. Let u, v ∈ P be such that
u C v, v 6= c(u). Suppose that τ(u) = +. Then τ(v) = − by B.1(b). Since P is eulerian, the
open interval ]u, c(v)[ consists of two elements, one of which is v. Call the other one x . Then
τ(x) = − by B.1(a), and x = c(u) by B.1(b). Therefore c(u) C c(v). The argument is similar in
the two remaining cases (τ(u) = −, and τ(v) = + or −).
(ii)⇒ (iii). Put Z = {u}∪ {c(z)|z C u, z C c(z)}. Let w ∈ coat(c(u)). If w = u, we certainly
have w ∈ Z . If w 6= u, using (ii) with w, cu in place of u, v we see that the element z = cw is
covered by u, so w ∈ Z . Therefore coat(c(u)) ⊆ Z . The converse is likewise easy.
(iii)⇒ (i). Define τ : P → {−,+} by τ(u) = + if u C c(u) and τ(u) = − if c(u) C u. Then
τ is a compression labelling. 
If P is eulerian and c is a compression of P , and x(y) is the lowest (largest) element of P , the
mapping c sends P to the lower interval [x, c(y)]. We say that c compresses P onto [x, c(y)].
Definition B.3. We say that P is completely compressible if there is a sequence P0, P1, . . . Pn
= P such that P0 is the trivial poset, and for each i > 0 there is a compression ci of Pi that
compresses Pi onto Pi−1.
Using Proposition 2.7, Lemma 2.13, and Theorem 2.17 of [7], respectively, we see that
Proposition B.4. Let c be a compression of P. Then:
(i) If sx 6≤ sy, then c induces a poset isomorphism [sx, y] → [x, sy], and P is isomorphic to
the graded product {0, 1} × [sx, y].
(ii) If u, v ∈ P satisfy u ≤ v, u < c(u), c(v) < v, then the interval [u, v] is invariant by c.
(iii) If P is completely compressible, so are all its lower intervals.
Note that (iii) implies that for an eulerian poset P , being completely compressible is the same
thing as being a “zircon” in the sense of [3]. Recall the bud B(P) of P and the sets DP (a, b)
that we defined in the introduction:
B(P) = {u ∈ P|[x, u] is a dihedral interval}
DP (a, b) = {x; a; b} ∪ {z ∈ B(P)|z ≥ a, z ≥ b}.
Assume that P is K2,3-avoiding (i.e. if two elements of P have three atoms in common, they
are equal). Then there are only two possibilities for DP (a, b), as shown in Fig. 4: either it has a
maximum element and is a closed Bruhat interval, or it has two maximal elements.
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Proposition B.5. Suppose that P is K2,3-avoiding and that there is a compression c that
compresses P onto a lower interval P ′ of P. Let a 6= b be two atoms of P. Then :
(i) If c(x) 6∈ {a, b}, then DP (a, b) ⊆ P ′ and hence DP (a, b) = DP ′(a, b).
(ii) If c(x) ∈ {a, b}, then DP (a, b) is a closed interval invariant by c.
Proof. (i) Letw ∈ DP (a, b). Suppose by contradiction thatw 6∈ P ′. Then by B.4(ii), the interval
[x, w] is invariant by c, and hence cx ≤ w. But then w ≥ a, w ≥ b, w ≥ c(x), contradicting the
fact that w is dihedral.
(ii) Put D = DP (a, b). Let x1 ∈ P be uniquely defined by {a, b} = {c(x), x1}. Then by
B.2(iii) we have coat(c(x1)) = {a, b} and hence c(x1) ∈ D, so that [x, c(x1)] ⊆ D. If D
= [x, c(x1)] we are done. Otherwise, D contains an element x2 of length 2 other than c(x1). By
B.2(iii) again we have coat(c(x2)) = {x2, c(x1)} and hence c(x2) ∈ D, so that [x, c(x2)] ⊆ D.
If D = [x, c(x2)] we are done, and it is now clear how the general case will be reached by
induction. 
Corollary B.6. If P is completely compressible and K2,3-avoiding, then all the DP (a, b) are
closed intervals.
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