Identifi cation of B-cell epitopes in target antigens is a critical step in epitope-driven vaccine design, immunodiagnostic tests, and antibody production. B-cell epitopes could be linear, i.e., a contiguous amino acid sequence fragment of an antigen, or conformational, i.e., amino acids that are often not contiguous in the primary sequence but appear in close proximity within the folded 3D antigen structure. Numerous computational methods have been proposed for predicting both types of B-cell epitopes. However, the development of tools for reliably predicting B-cell epitopes remains a major challenge in immunoinformatics.
Introduction
Antigen-antibody interactions play a crucial role in the humoral immune response. Antibodies, a family of structurally related glycoproteins produced in membrane-bound or secreted form by B lymphocytes, serve as mediators of specifi c humoral immunity by engaging various effector mechanisms that serve to eliminate the bound antigens [ 1 ] . The part of the antigen recognized by antibodies is called B-cell epitope. B-cell epitopes often classifi ed into two categories: (1) linear (continuous) B-cell epitopes consist of amino acid residues that are sequential in the primary structure of the protein and (2) conformational (discontinuous) B-cell epitopes consist of residues that are not sequential in the protein primary structure but come together in the protein 3D structure. Conformational B-cell epitopes form the majority of B-cell epitopes. Several experimental procedures for mapping both types of B-cell epitopes have been presented [ 2 ] . However, in silico methods for identifying B-cell epitopes have the potential to dramatically decrease the cost and the time associated with the experimental mapping of B-cell epitopes [ 3 ] .
Several computational methods have been proposed for predicting either linear or conformational B-cell epitopes [ 3 -5 ] . Methods for predicting linear B-cell epitopes range from simple propensity scale profi ling methods [ 6 -9 ] to methods based on state-of-the-art machine learning predictors (e.g., [ 10 -14 ] ). Methods for predicting conformational B-cell epitopes (e.g., [ 15 -19 ] ) utilize some structure and physicochemical features derived from antigen-antibody complexes that could be correlated with antigenicity [ 3 ] . Despite the large number of B-cell epitope prediction methods proposed in literature, the performance of existing methods leaves signifi cant room for improvement [ 4 ] .
One of the promising approaches for improving the predictive performance of computational B-cell epitope prediction tools is to combine multiple classifi ers. This approach is motivated by the observation that no single predictor outperforms all other predictors and that predictors often complement each other [ 20 ] .
Against this background, we present a framework for developing classifi er ensembles [ 21 ] and explain the procedure for building several variants of classifi er ensembles based on the framework. Specifi cally, we describe a procedure for building classifi er ensembles for predicting linear B-cell epitopes using Epitopes Toolkit (EpiT) [ 22 ] . We also show how to adapt the procedure for building classifi er ensembles for predicting conformational B-cell epitopes ( see Note 1 ). The procedures described in this chapter can be adapted for any other machine learning benchmark.
Materials
We used the FBCPRED data set [ 11 ] , a homology-reduced data set of variable-length linear B-cell epitopes extracted from Bcipep database [ 23 ] . The data set has 934 epitopes and non-epitopes (respectively) such that the length distribution of epitopes and non-epitopes is preserved.
WEKA [ 24 ] is a machine learning workbench that is widely used by bioinformatics developers for developing prediction tools. Unfortunately, the vast majority of WEKA-implemented algorithms do not accept amino acid sequences as input. Hence, developers have to preprocess their sequence data for extracting useful features before using WEKA classifi cation algorithms. Alternatively, developers of epitope prediction tools can use the Epitopes Toolkit (EpiT) [ 22 ] which is built on top of WEKA and provides a specialized set of useful data preprocessors (e.g., fi lters) and classification algorithms for developing B-cell epitope prediction tools.
Data Set

Epitopes Toolkit (EpiT)
A java implementation of EpiT is freely available at the project website, http://ailab.ist.psu.edu/epit . More information about how to install and use EpiT is provided in the project documentation.
Methods
In this section, we show how to use EpiT to build individual and classifi er ensembles for predicting linear B-cell epitopes. The procedure can be easily adapted for any other machine learning workbench (e.g., RapidMiner [ 25 ] and KNIME [ 26 ] ).
Here, we show how to build a single predictor using FlexLenBCPred. nr80.arff, FBCPRED data in WEKA format available at http:// ailab.ist.pdu.edu/red/bcell/FBCPred.zip , and a Random Forest classifi er [ 27 ] with 50 trees (RF50).
1. Run EpiT.
2. Go to Application menu and select model builder application.
In the model builder window (WEKA explorer augmented with
EpiT fi lters and prediction methods) click open and select the fi le fbcprednr80.arff .
Click classify tab.
5. In the classifi er panel, click choose and browse for weka.meta. FilteredClassifi er. The FilteredClassifi er is a WEKA class for running an arbitrary classifi er on data that has been passed through arbitrary fi lter.
6. Click on the FilteredClassifi er in the classifi er panel and specify the following classifi er and fi lter. For the classifi er, choose weka.classifi ers.trees.RandomForest and set numTrees to 50. For the fi lter, choose epit.fi lters.unsupervised.attribute. AAP. The AAP fi lter implements the amino acid propensity scale features proposed in [ 28 ] .
7. Having both the data set and the classifi cation algorithm specifi ed, we are ready to build the model and evaluate it using ten-fold cross-validation ( see Note 2 ). Just click start button and wait for the ten-fold cross-validation procedure to fi nish.
The classifi er output panel shows several statistical estimates of the classifi er using ten-fold cross-validation ( see Fig. 1 ).
A classifi er ensemble consists of a collection of individual (or base) classifi ers that work together using a suitably designed fusion method (e.g., combination rule or second-level classifi er) for optimally combining the outputs of the individual classifi ers. This design process involves two basic steps: (1) design a set of complementary or diverse base classifi ers: diversity of classifi ers could be ensured by manipulating
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the classifi ers' inputs, outputs, or the training algorithms [ 21 ] ( see Notes 3 and 4 ); (2) design a combination rule that exploits the behaviors of the individual classifi ers to optimally combine them. Figure 2 shows a framework for constructing classifi er ensembles using EpiT. In this framework, different classifi er ensembles can be developed by using different combinations of choices of fi lters, base classifi ers, and combination rules. In this example, we fi x the base classifi er to RF50 and use different fi lters for each individual classifi er. We also experiment with different combination rules. To build a classifi er ensemble for predicting fl exible-length linear B-cell epitopes using EpiT, follow the following procedure:
2. Go to Application menu and select the model builder application.
3. In the model builder window (WEKA explorer augmented with EpiT fi lters and prediction methods) click open and select the fi le fbcprednr80.arff .
4. Click classify tab.
5. In the classifi er panel, click choose and browse for weka.meta. Vote. The Vote classifi er is a WEKA class for combining classifi ers. Different combinations of probability estimates for classifi cation are available.
6. Click on classifi ers and enter four FilteredClassifi ers. Set the classifi er parameter for each FilteredClassifi er to RF50 and set 7. Select one of the available combination rule options. In our experiment we used the WEKA default setting for this parameter, average of probabilities.
8. Click start button to start a ten-fold cross-validation experiment and wait for the output results ( see Fig. 1 ).
A more sophisticated way for combining multiple classifi ers according to the framework in Fig. 2 is to replace the simple combination rule used with Vote classifi er with a meta-predictor, a second-stage classifi er. The procedure for building such a classifi er ensemble is as follows:
In the model builder window (WEKA explorer augmented with
Click classify tab.
5. In the classifi er panel, click choose and browse for weka.meta. Stacking. The Stacking classifi er is a WEKA class for combining several classifi ers using the stacking method [ 29 ] .
Fig. 2 Framework for building classifi er ensembles using EpiT tool
6. Click on classifi ers and enter four FilteredClassifi ers. Set the classifi er parameter for each FilteredClassifi er to RF50 and set the fi lter parameter to AAP, CTD, SequenceComposition, and SequenceDiCompositions, respectively.
7. Click on metaclassifi er and choose the naïve Bayes (NB) classifi er, weka.classifi ers.bayes.NaiveBayes.
8. Set numFolds to 3. This parameter sets the number of folds used for cross-validation experiment performed for training the meta-classifi er. Click OK .
9. Click start button to start a ten-fold cross-validation experiment. Table 1 compares the performance (in terms of AUC scores ( see Note 5 )) of two classifi ers, NB and RF50, using four sets of input features: (1) amino acid pair (AA) propensities [ 28 ] ; (2) composition-transition-distribution (CTD) [ 30 ] ; (3) amino acid composition (AAC); and (4) dipeptide composition (DC). Table 2 compares the performance of a classifi er ensemble that combines four NB classifi ers The classifi er ensembles are obtained using the same base classifi ers but different combination rules trained using the four sets of input features (AAP, CTD, AAC, DC) and a classifi er ensemble that combines four RF50 constructed using the four sets of input features. Four simple combination rules have been evaluated: AVG, PROD, MIN, and MAX which represent average, product, minimum, and maximum estimated probabilities from the four base classifi ers for each input instance. Table 3 compares the performance of the NB-and RF50-based classifi er ensembles (reported in Table 2 ) when the simple combination rule is replaced with a meta-classifi er (second-stage classifi er). Table 1 shows that the predictive performance of each classifi er seems to be highly dependent on the input features. For example, AUC scores of RF50 range from 0.65 to 0.72 for different choices of input features. Tables 2 and 3 show that combining individual classifi ers constructed with different input features and using the same classifi cation algorithm (e.g., NB and RF50) not only eliminate the dependency on the input features but also yields a classifi er ensemble with performance higher than the best individual classifi er performance obtained in Table 1 .
It should be noted that the RF50 classifi er, treated in our experiments as an individual classifi er, is itself an ensemble of 50 different decision tree classifi ers. The performance of RF50 might be improved using several approaches including (1) increasing the number of trees, (2) selecting a subset of the 50 trees using some criteria for eliminating redundant and poor tree predictors [ 31 ] , and (3) building a multiple classifi er system in which RF50 is treated as a base classifi er.
Notes
1. The current implementation of EpiT does not support the extraction of evolutionary or structure-based features since most of these features require running third-party programs The classifi er ensembles are obtained using the same base classifi ers but different meta-predictors (e.g., BLAST [ 32 ] ). Building classifi er ensemble that uses such features requires preprocessing the training data such that each epitope in the original data is represented with a combined set of extracted features (each set of features might be extracted using one or more third-party program (s)). The resulting combined set of features are used as inputs and the fi lter for each FilteredClassifi er will select a range of attribute indices (corresponding to a set of features) to pass to the base classifi er.
2. In ten-fold cross-validation experiments, the data set is randomly partitioned into ten equal subsets such that the relative proportion of epitopes to non-epitopes in each subset is preserved. Nine of the subsets are used for training the classifi er and the remaining subset is used for testing the classifi er. This procedure is repeated ten times, each time setting aside a different subset of the data for testing. The estimated performance of the classifi er corresponds to an average of the results from the ten cross-validation runs.
3. Classifi er ensembles can be developed using a single set of features and a single classifi cation algorithm by training each base classifi er with different training data (i.e., sampled instances or sampled subspace of the original training data). WEKA provides built-in classifi cation algorithms for building such ensemble of classifi ers (e.g., Bagging [ 33 ] and AdaBoost [ 34 ] ).
4. For unbalanced data, an ensemble of classifi ers system can be created by training each single classifi er using all training instances from the minority class and an equal number of training instances (selected at random) from the majority class [ 21 ] . Such base classifi ers can be created using EpiT Balanced Classifi er (for more details please refer to EpiT documentation). The classifi ers can be combined using a combination rule via Vote class or using a meta-classifi er via Stacking class.
5. The receiver operating characteristic (ROC) curve is obtained by plotting the true positive rate as a function of the falsepositive rate as the discrimination threshold of the binary classifi er is varied. A widely used measure of classifi er performance is the area under ROC curve (AUC). A perfect classifi er will have an AUC = 1, while a random guessing classifi er will have an AUC = 0.5, and any classifi er performing better than random will have an AUC value that lies between these two values.
