This paper identifies two correlation-based strategies for designing a simulation experiment to estimate a second-order metamodel of the relationship between the levels of the input factors and the response of interest. Both strategies are shown to be superior to the method of independent random number streams.
combined in one simulation experiment. However, their" results are restricted to first-order metamodels.
Our computational experience has suggested that for many simulation experiments, a second-order metarnodel offers a better approximation to the true underlying relationship between the mean of the response of interest and the selected levels of the input factors. In this paper we suggest two correlation-induction strategies for simulation experiments designed to estimate a second-order metamodel. In keeping with the spirit of the Schruben and Margolin assignment rule, both strategies combine the use of common random numbers and antithetic variates in one experiment. They are shown, under certain conditions, to be superior to both the method of using independent, randomly selected random number streams across all design points and the method of common random numbers across all design points.
BACKGROUND AND NOTATION
In this section we provide the statistical framework necessary to formally define a simulation experiment and its associated metamodel. We also identify the second-order metamodel used to evaluate the correlation-induction strategies presented in Section 3.
Simulation Experiment
Consider a simulation experiment consisting of: 
where Yij is the response from the ith design point and the jth replicate, ~i is the setting of the d factors at the ith design point, and Eij is the error at the ith design point and jth replicate. Typically, Ix is unknown and needs to be es- We also assume that §j (j = 1, 2 ..... r) has the following multivariate normal distribution: §j ~ Nm(0, X), for j = 1, 2 ..... r,
where 0 is a (m × 1) vector of zeros and Z is a (m × m) covariance matrix.
From (4) we get that yj -Nm(X ~, Z), for j = 1, 2 ..... r.
Under these assumptions, and for m > p, the least-squares estimate of ~; which is given by ~ Np@ (XX)lX'XX(XX)I). (7) 2.2. Second-Order Metamodel
In this section we identify the second-order metamodel that will be used for purposes of illustration and evaluation for the four correlation-induction strategies presented in the next section.
Consider the following second-order, two factor metamodel:
where Oli and 0~a are the levels of the two factors at the ith design point, Ti (i = 0, 1 ..... 5) are the unknown model coefficients, and Yii and Eij are defined in Section 2.1. Since (8) is a second order metamodel we should select 3 levels for each factor in order to obtain estimates of all parameters in the metamodel.
If we select the levels of ~1 and ~2 so that they are 
where ~I-X~ are the average values of x~i and x~i, respectively. Thus, equation (9) In order to induce positive correlations across design points and retain uncorrelated replicates we use the random number assignment procedure indicated in Table 1 . • "" yl,n(R11.ze R21.~)
• "" y2,~(Rll,Zr, R~)
• " y~.2~(RH.ze Rz~,2)
Correlated Replicates I
Var ( 
This assignment procedure and the assumptions of (15) yield: Substitution of (19) into (7) 
Yl,2r 1(Rlll , R21).r-1) Ya,2~(R,,,' R21,2r) lem Y2.2r-l (R 111, R22,2rr-1 ) Y2,2r(R111' R22,2r)
Ym,2r-I (R 111' R~n,2r-1 ) Ym,2r(R111, R2m,2r)
Substitution of (22) into (7) Inspection of equations (14), (17), (20) The purpose of this example is to estimate the effects that different service time distributions have on some function of the expected system sojoum time for a job. Thus, the performance measure of interest is the daily average system sojourn time for all jobs entering the system. This estimation is done under the four strategies presented.
The Model of the Response
To study this system we employ the 32 factorial design of Section 2 with the following independent variables (factors): service time distribution at station 1 (xl) and service time distribution at station 2 (x2). We consider the second-order metamodel given by (10).
In simulating this system we dedicated a separate random number stream to each of the following four random components in the model: interarrival times at station 1 (rl), probabilistic branching upon completion of service at station 1 (r2), service times at station 2 (r3), and service times at station 3 (r4). Under common streams, correlated replicates I, and correlated replicates I/, we randomly selected r 4 across all design points and replicates in order to ensure the presence of Eli in (10).
Next, we consider the estimation of ~ under each of the four strategies for conducting simulation experiments mentioned above. In each case, 18 estimates of ~ are obtained by replicating the basic 9-point experiment 18
times. The sample covariance matrix based on these 18
estimates is used as an external estimate of the covariance matrix of the estimator of ~.
Numerical Results
For the independent streams strategy we get -150.28 "31.75-35.54 56.78 13.64 45.45,,,,,,,,,,,,,,I For the correlated replicates I strategy we get 
CONCLUSIONS
Although any statistical comparison of the sample covariance matrices in Section 4.3 will have low power due to the relatively small number of replications the results strongly suggest that the correlated replicates strategies yield superior performance in the estimation of ~ for the metamodel given by (10). However, caution should be taken in that the last three sample covariance matrices in Section 4.3 may be biased because the replicates are correlated.
Nevertheless, the results are promising and warrant further, more extensive investigation.
