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Abstract. Given a finite bijective non-degenerate set-theoretic solution (X, r)
of the Yang–Baxter equation we characterize when its structure monoid M(X, r)
is Malcev nilpotent. Applying this characterization to solutions coming from
racks, we rediscover some results obtained recently by Lebed and Mortier,
and by Lebed and Vendramin on the description of finite abelian racks and
quandles.
We also investigate bijective non-degenerate multipermutation (not nec-
essarily finite) solutions (X, r) and show, for example, that this property is
equivalent to the solution associated to the structure monoid M(X, r) (respec-
tively structure group G(X, r)) being a multipermuation solution and that
G = G(X, r) is solvable of derived length not exceeding the multipermuta-
tion level of (X, r) enlarged by one, generalizing results of Gateva-Ivanova and
Cameron obtained in the involutive case. Moreover, we also prove that if X
is finite and G = G(X, r) is nilpotent, then the torsion part of the group G
is finite, it coincides with the commutator subgroup [G,G]+ of the additive
structure of the skew left brace G and G/[G,G]+ is a trivial left brace.
Introduction
Drinfeld [10] suggested to study set-theoretic solutions (X, r) of the Yang–Baxter
equation, that is X is a non-empty set and r : X2 → X2 is a bijective map such
that the braid relation
r1 ◦ r2 ◦ r1 = r2 ◦ r1 ◦ r2
holds in X3, where r1 = r × idX and r2 = idX × r. We shall write
r(x, y) = (λx(y), ρy(x))
for x, y ∈ X. The solution is said to be involutive if r2 = idX2 . If all maps λx and
ρy are bijective then the solution is said to be non-degenerate.
The description of these solutions has been reduced to a description of asso-
ciated algebraic objects. Consequently, set-theoretic solutions of the Yang–Baxter
equation are a meeting-ground of mathematical physics, algebra and combinatorics.
In order to study involutive non-degenerate solutions Rump [36] introduced left
braces and it has been shown in [4] that all involutive non-degenerate solutions
can be obtained from left braces. In order to deal with non-involutive solutions
Guarnieri and Vendramin [20] introduced skew left braces and it has been shown
in [3] that all non-degenerate solutions can be obtained from skew left braces.
Furthermore every skew left brace is the permutation group of a non-degenerate
solution [3]. The structure group
G = G(X, r) = gr(X | xy = λx(y)ρy(x) for all x, y ∈ X)
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associated with a non-degenerate solution (X, r) already has been introduced by
Etingoff, Schedler and Soloviev in [11] and has since been intensively investigated
(see for example [12, 13, 19, 25, 32]). Note that in general the natural map X →
G(X, r) is not injective; if it is, then (X, r) is said to be an injective solution.
In [38] it has been shown that non-degenerate injective solutions are isomorphic
if and only if their respective structure groups are isomorphic as skew left braces.
In [19] Gateva-Ivanova and Van den Bergh introduced the associated structure
monoid
M = M(X, r) = 〈X | xy = λx(y)ρy(x) for all x, y ∈ X〉.
Clearly X naturally is embedded in M(X, r). In [17] it is shown that one has an
associated solution (M, rM ) such that rM restricted to X
2 is precisely the original
non-degenerate solution (see also [8] for a more general context). The structure
monoid thus allows to use algebraic tools to study non-degenerate solutions. It
hence is a fundamental problem to study the algebraic structure of such monoids.
Recall that in [21] it has been shown that M(X, r) is a finite module over an abelian
submonoid in case (X, r) is a finite non-degenerate solution.
In this context Cedó, Gateva-Ivanova and Smoktunowicz [6] proved that if (X, r)
is a finite non-degenerate involutive solution then the structure group G(X, r) is
an Engel group (for example a nilpotent group) if and only if G(X, r) is abelian.
Lebed and Mortier [31] described the finite quandles with abelian structure group,
these are set-theoretic solutions (X, r) with all maps ρy = idX and λx(x) = x for
all x ∈ X and such that the group gr(λx : x ∈ X) ⊆ Sym(X) is abelian.
In [11] a special class of non-degenerate solutions has been introduced, the so
called multipermutation solutions. These subsequently have been intensively stud-
ied (see for example [5, 12, 14, 16, 18]). Jespers and Okniński [25] showed that the
structure group of a finite involutive non-degenerate multipermutation solution is
poly-infinite cyclic and Bachiller, Cedó and Vendramin in [5] showed that the con-
verse holds. Cedó, Smoktunowicz and Vendramin [9] also have shown that the
non-degenerate solution (B, rB) of the Yang–Baxter equation associated to a skew
left brace B is a multipermutation solution if and only if the skew brace (B,+, ◦)
has finite multipermutation level. Furthermore, they showed that this is equivalent
with the skew left brace is right nilpotent and the additive structure of the skew
left brace is nilpotent.
In this paper we continue these investigations. We show two main results on
non-degenerate solutions. The first one is a description of when a structure monoid
M = M(X, r) for a finite solution is Malcev nilpotent. It will be shown that this
property is determined by the Malcev nilpotency of cancellative subsemigroups and
a divisibility property on the set X of generators of M . In a second main result
we will show that a non-degenerate solution (X, r) of arbitrary cardinality is a
multipermutation solution if and only if the associated solution (M, rM ) is a multi-
permutation solution, and this is equivalent with the associated solution (G, rG) is
a multipermutation solution. Furthermore, if (X, r) is a multipermutation solution
of level m then we prove that the group G = G(X, r) is solvable of derived length
bounded by m+1. This extends earlier results of Gateva-Ivanova and Cameron [14]
on square-free involutive solutions and of Bachiller, Cedó and Vendramin [5]. We
also show that if (X, r) is a non-degenerate multipermutation solution on a finite
set X, then r has even order.
We finish by showing that if (X, r) is a finite multipermutation solution and
G = G(X, r) is nilpotent, i.e., the additive and multiplicative groups of G(X, r) are
nilpotent and it is right nilpotent as a skew left brace, then the torsion subgroup
T (G) of G is finite and is equal to the additive commutator subgroup [G,G]+ of the
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group (G,+), the additive group of the skew left brace G, and G = G/[G,G]+ is a
trivial left brace. In particular, the image of (X, r) in (G, rG) is a trivial solution.
In Section 1 we recall some background and notation on non-degenerate solutions
(X, r) of the Yang–Baxter equation. In particular we recall that the structure
monoid M(X, r) is a regular submonoid of the holomorph of the structure monoid
A(X, r) = M(X, s) of the associated derived solution (X, s) of (X, r). We also
recall the notion for a monoid to be Malcev nilpotent. To deal with our problem
we first handle the case that M(X, r) = A(X, r), i.e., we deal with rack solutions.
In Section 3 we then prove necessary and sufficient conditions for the structure
monoid M(X, r) of a finite solution to be Malcev nilpotent. This will be done by
describing a concrete ideal chain that is based on the divisibility properties by the
natural generators X of M(X, r) and A(X, r). In case (X, r) is a multipermutation
solution of level 1 we give a description of all solutions with Malcev nilpotent
structure monoid M(X, r). In Section 4 we consider multipermutation solutions of
arbitrary level.
1. Preliminaries
In this section we give the necessary background on a bijective non-degenerate
set-theoretic solution of the Yang–Baxter equation and its associated algebraic
structures, such as the structure monoid and structure group as introduced by
Etingoff, Schedler and Soloviev [11] and Gateva-Ivanova and Van den Bergh [19].
We use the notation of [8]. For more details we refer the reader to [8, 21,22].
Throughout the paper we will use the following notation. For a monoid S and
a subset A of S we denote by 〈A〉 the submonoid of S generated by A. Let G be a
group. For every subset A of G, we denote by gr(A) the subgroup of G generated by
A. In case T is a semigroup then we denote by T 1 the smallest monoid containing
T . By 〈X | R〉 we denote the monoid presented with set of generators X and with
set of relations R. We also use the notation gr(X | R) for the group presented with
set of generators X and with set of relations R.
Let X be a non-empty set and let r : X2 → X2 be a map (where we write
r(x, y) = (λx(y), ρy(x)) for x, y ∈ X). Recall that the pair (X, r) is a bijective non-
degenerate (set-theoretic) solution of the Yang–Baxter equation if r is bijective, all
maps λx and ρy are bijective and on X
3 we have
(r × id) ◦ (id× r) ◦ (r × id) = (id× r) ◦ (r × id) ◦ (id× r). (YBE)
It is well-known and straightforward to check that (YBE) is equivalent to the fol-
lowing conditions:
(1) λxλy = λλx(y)λρy(x),
(2) λρλx(y)(z)ρy(x) = ρλρx(z)(y)λz(x),
(3) ρxρy = ρρx(y)ρλy(x)
for all x, y, z ∈ X. In what follows we adopt the following convention.
Convention. By a solution of the YBE we will mean a bijective non-degenerate
set-theoretic solution of the Yang–Baxter equation. For a solution (X, r) of the
YBE, we also say that r : X2 → X2 is a solution of the YBE.
Let (X, r) be a solution of the YBE. The structure monoid (M, ◦) associated to
this solution is
M = M(X, r) = 〈X | x ◦ y = λx(y) ◦ ρy(x) for all x, y ∈ X〉,
with identity element denoted by 1. The structure group (G, ◦) associated to (X, r)
is the group
G = G(X, r) = gr(X | x ◦ y = λx(y) ◦ ρy(x) for all x, y ∈ X).
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Since λxλy = λλx(y)λρy(x) for all x, y ∈ X, the map λ : X → Sym(X) extends to
a homomorphism λ : M → Sym(X) and induces a unique homomorphism λ : G →
Sym(X) : g 7→ λg, such that λι(x)(y) = λx(y) for all x, y ∈ X, where ι : X → G
is the natural map. Similarly, the map ρ : X → Sym(X) extends to an anti-
homomorphism ρ : M → Sym(X) and induces a unique anti-homomorphism ρ : G→
Sym(X) : g 7→ ρg, such that ρι(x)(y) = ρx(y) for all x, y ∈ X.
It was shown by Gateva-Ivanova and Majid [17, Theorem 3.6] that the map
λ : X → Sym(X) can be extended to the homomorphism
λ : M → Map(M,M) : m 7→ λm,
where λ1 = idM and, for x1, . . . , xk, y1, . . . , yl ∈ X and k, l > 1,
λx1(1) = 1,
λx1(y1 ◦ · · · ◦ yl) = λx1(y1) ◦ λρy1 (x1)(y2 ◦ · · · ◦ yl),
λx1◦···◦xk = λx1 ◦ · · · ◦ λxk .
Also, the map ρ : X → Sym(X) can be extended to the anti-homomorphism
ρ : M → Map(M,M) : m 7→ ρm,
where ρ1 = idM and, for x1, . . . , xk, y1, . . . , yl ∈ X and k, l > 1,
ρx1(1) = 1,
ρx1(y1 ◦ · · · ◦ yl) = ρλyl (x1)(y1 ◦ · · · ◦ yl−1) ◦ ρx1(yl),
ρx1◦···◦xk = ρxk ◦ · · · ◦ ρx1 .
Furthermore,
m1 ◦m2 = λm1(m2) ◦ ρm2(m1)
and
ρm1(m2 ◦m3) = ρλm3 (m1)(m2) ◦ ρm1(m3),
λm1(m2 ◦m3) = λm1(m2) ◦ λρm2 (m1)(m3)
for all m1,m2,m3 ∈M . It turns out that (M, rM ), where
rM : M ×M →M ×M : (m1,m2) 7→ (λm1(m2), ρm2(m1)),
is a solution of the YBE (that obviously extends the solution (X, r)).
As mentioned in [8], the proof of the above stated result shows that the mappings
λx and ρx actually induce left and right actions on G = G(X, r), say
λe : G→ Sym(G) and ρe : G→ Sym(G).
such that, furthermore, the mapping
rG : G×G→ G×G : (g1, g2) 7→ (λeg1(g2), ρ
e
g2(g1))
gives a solution (G, rG) of the YBE. Note that the natural mapping X →M(X, r)
obviously is injective, while, in general, the natural map ι : X → G(X, r) is not
injective. One says that the solution (X, r) of the YBE is injective if the map ι
is injective. One obtains that (G, rG) is an extension of the induced set-theoretic
solution (ι(X), rι(X)) = (ι(X), rG|ι(X)2), called the injectivization of (X, r) and
sometimes also denoted Inj(X, r), and G(X, r) = G(ι(X), rι(X)) = G(Inj(X, r)).
The left derived solution of (X, r) is the solution (X, s) where
s(x, y) = (y, σy(x)) with σy(x) = λy(ρλ−1x (y)(x)).
The structure monoid associated to the left derived solution is called the left derived
structure monoid and is defined by
A = A(X, r) = 〈X | x+ λx(y) = λx(y) + λλx(y)(ρy(x)) for all x, y ∈ X〉.
ON VARIOUS TYPES OF NILPOTENCY OF THE STRUCTURE MONOID AND GROUP 5
Similarly, the right derived structure monoid, which is the structure monoid of the
right derived solution (X, s′) where
s′(x, y) = (τx(y), x) with τx(y) = ρx(λρ−1y (x)(y)),
is defined as
A′ = A′(X, r) = 〈X | ρy(x)⊕ y = ρρy(x)(λx(y))⊕ ρy(x) for all x, y ∈ X〉.
We denote the identity element of A(X, r) (respectively of A′(X, r)) by 0 (respec-
tively by 0′). The map λ : X → Sym(X) can be extended to the homomorphism
λ′ : M → Aut(A,+): m 7→ λ′m,
where λ′1 = idA, λ
′
m(0) = 0 for all m ∈M , and
λ′x1◦···◦xk(y1 + · · ·+ yl) = λx1 · · ·λxk(y1) + · · ·+ λx1 · · ·λxk(yl)
for all x1, . . . , xk, y1, . . . , yl ∈ X and k, l > 1. Also, the map ρ : X → Sym(X) can
be extended to the anti-homomorphism
ρ′ : M → Aut(A′,⊕) : m 7→ ρ′m,
where ρ′1 = idA′ , ρ
′
m(0
′) = 0′ for all m ∈M , and
ρ′x1◦···◦xk(y1 ⊕ · · · ⊕ yl) = ρxk · · · ρx1(y1)⊕ · · · ⊕ ρxk · · · ρx1(yl)
for all x1, . . . , xk, y1, . . . , yl ∈ X and k, l > 1.
In [21,22] it has been shown that for a solution (X, r) of the YBE, the structure
monoid M(X, r) and the associated derived structure monoids are strongly linked
(this has been extended in [8] to arbitrary solutions). Indeed,
(i) there is a unique bijective 1-cocycle π : M(X, r)→ A(X, r) with respect to
the left action λ′ such that π(x) = x for all x ∈ X. So, for all m1,m2 ∈M
we have π(m1 ◦m2) = π(m1) + λ′m1(π(m2)).
(ii) there is a unique bijective 1-cocycle π′ : M(X, r)→ A′(X, r) with respect to
the right action ρ′ such that π′(x) = x for all x ∈ X. So, for all m1,m2 ∈M
we have π′(m2 ◦m1) = ρ′m1(π
′(m2))⊕ π′(m1).
Furthermore, the mapping
f : M(X, r)→ A(X, r) o Im(λ′) : m 7→ (π(m), λ′m)
is a monoid monomorphism and the mapping
f ′ : M(X, r)→ A′(X, r)op o Im(ρ′) : m 7→ (π′(m), ρ′m)
is a monoid anti-monomorphism, whereA′(X, r)op is the opposite monoid ofA′(X, r).























The structure group associated to the left derived solution is called the left
derived structure group and is defined by
Agr(X, r) = gr(X | x+ λx(y) = λx(y) + λλx(y)(ρy(x)) for all x, y ∈ X).
Notice that Agr(X, r) = G(X, s). Similarly, the right derived structure group, which
is the structure group of the right derived solution (X, s′), is defined by
A′gr(X, r) = gr(X | ρy(x)⊕ y = ρρy(x)(λx(y))⊕ ρy(x) for all x, y ∈ X).
Again there exists a bijective 1-cocycle π : G(X, r) → Agr(X, r) (for simplicity we




: G(X, r)→ Aut(Agr(X, r),+): g 7→ λe
′
g ,
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such that the mapping
G(X, r)→ Agr(X, r) o Im(λe
′
) : g 7→ (π(g), λe
′
g )
is a group monomorphism. The bijective 1-cocycle transfers the additive group
structure on Agr(X, r) to an additive structure on G(X, r), which we also denote
by +. Hence G(X, r) is equipped with two operations + and ◦ that are related by
the following “distributive” property:
a ◦ (b+ c) = (a ◦ b)− a+ (a ◦ c)
for all a, b, c ∈ G(X, r). So (G(X, r),+, ◦) is a skew left brace, as introduced by
Guarnieri and Vendramin in [20]. In case (G(X, r),+) is abelian this is simply
called a left brace, a notion introduced by Rump in [36].
The following proposition clarifies the link between the maps λ′ : M → Aut(A,+)
and λ : M → Map(M,M) as well as between the maps ρ′ : M → Aut(A′,⊕) and
ρ : M → Map(M,M).








for all m1,m2 ∈M(X, r).
Proof. We prove the first part only; the second part can be proven similarly. To do
so, we first prove that π(λx(m)) = λ
′
x(π(m)) for all x ∈ X and m ∈ M(X, r), by
induction on the length |m| of m. If |m| = 1 then
π(λx(m)) = λx(m) = λx(π(m)) = λ
′
x(π(m)).
Suppose we have proven the result for words in M(X, r) of length at most k. Let
m ∈ M(X, r) be an element of length k + 1. Write m = y ◦m′, where y ∈ X and
m′ ∈M(X, r) with |m′| = k. Then
π(λx(m)) = π(λx(y ◦m′))
= π(λx(y) ◦ λρy(x)(m
′))






















Using that both λ and λ′ are homomorphisms, we obtain π(λm1(m2)) = λ
′
m1(π(m2))
for all m1,m2 ∈M(X, r), and the result follows. 
Note that the group gr(λx : x ∈ X) ⊆ Sym(X) is isomorphic to the group
gr(λm : m ∈ M) = gr(λx : x ∈ X) ⊆ Sym(M). Indeed, via the 1-cocycle π, we
may identify M with A = A(X, r), and by Proposition 1.1, λm is then identified
with λ′m ∈ Aut(A,+). Since X generates A, the map λx ∈ Sym(X) determines
λ′x ∈ Aut(A,+), and thus also determines λx ∈ Sym(M), by its identification with
λ′x. Now the map
{λx ∈ Sym(X) : x ∈ X} → {λx ∈ Sym(M) : x ∈ X},
defined by λx 7→ λx, induces an isomorphism of the groups gr(λx : x ∈ X) and
gr(λm : m ∈M). Similarly one can see that the group gr(ρx : x ∈ X) ⊆ Sym(X) is
isomorphic to the group gr(ρm : m ∈M) = gr(ρx : x ∈ X) ⊆ Sym(M).
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In [21, 22] it is proven that if (X, r) is a finite solution of the YBE then M =
M(X, r) is a finite (left and right) module over an abelian normal submonoid T of




f∈F fT for some
finite subset F of M . Hence, G(X, r) is (finitely generated) abelian-by-finite.
Note that for every solution (X, r) of the YBE, (X, r−1) also is a solution of
the YBE. Write r−1(x, y) = (λ̂x(y), ρ̂y(x)). We define some types of permutation
groups associated to the solution (X, r):
Ggen(X, r) = gr((λx, ρ−1x , λ̂x, ρ̂−1x ) : x ∈ X) ⊆ Sym(X)4,
Gλ,ρ(X, r) = gr((λx, ρ−1x ) : x ∈ X) ⊆ Sym(X)2,
Gλ,λ̂(X, r) = gr((λx, λ̂x) : x ∈ X) ⊆ Sym(X)
2,
Gλ(X, r) = gr(λx : x ∈ X) ⊆ Sym(X),
Gρ(X, r) = gr(ρx : x ∈ X) ⊆ Sym(X).




x ) : x ∈ X) = {(λa, g̃−1a ) : a ∈ G(X, r)} ⊆ Sym(X)2,
where g̃ is defined as follows:
g̃a(y) = ρ(λey)−1(a)(y)
for all a ∈ G(X, r) and y ∈ X. Note that λ̂λy(x)(ρx(y)) = y for all x, y ∈ X. Hence
λ̂z(ρλ−1y (z)(y)) = y and thus λ̂
−1
z (y) = ρλ−1y (z)(y) = g̃z(y) for all y, z ∈ X. Thus the
permutation group in the sense of Bachiller is in our notation the group Gλ,λ̂(X, r).
Lemma 1.2. Let (X, r) be a solution of the YBE. Then
λ−1a (x) = ρ̂(λ̂ex)−1(a)
(x), λ̂−1a (x) = ρ(λex)−1(a)(x),
ρ−1a (x) = λ̂(ρ̂ex)−1(a)(x), ρ̂
−1
a (x) = λ(ρex)−1(a)(x)
for all a ∈ G(X, r) and x ∈ X.
Proof. By [2, Lemma 2.1.12], the map g̃ : G(X, r)→ Sym(X), defined by g̃(a) = g̃a
and g̃a(x) = ρ(λex)−1(a)(x) for all a ∈ G(X, r) and x ∈ X, is an anti-homomorphism
of groups. Similarly, one verifies that the map f̃ : G(X, r) → Sym(X), defined
by f̃(a) = f̃a, where f̃a(x) = λ(ρex)−1(a)(x) for all a ∈ G(X, r) and x ∈ X, is a
homomorphism of groups. Note that the map λ̂−1 : G(X, r) → Sym(X) : a 7→ λ̂−1a
is an anti-homomorphism of groups. Since
λ̂−1x (y) = ρλ−1y (x)(y) = g̃x(y)
for all x, y ∈ X, we have that λ̂−1 = g̃, i.e.,
λ̂−1a (x) = ρ(λex)−1(a)(x)
for all a ∈ G(X, r) and x ∈ X. We also have that ρ̂−1 : G(X, r) → Sym(X) : a 7→
ρ̂−1a is a homomorphism of groups. Since
ρ̂−1x (y) = λρ−1y (x)(y) = f̃x(y)
for all x, y ∈ X, we have that ρ̂−1 = f̃ , i.e.,
ρ̂−1a (x) = λ(ρex)−1(a)(x)
for all a ∈ G(X, r) and x ∈ X. This proves two of the equalities in the statement
of the result. The other two equalities follow similarly. 
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Lemma 1.3. Let (X, r) be a solution of the YBE. Then Ggen(X, r), Gλ,ρ(X, r) and
Gλ,λ̂(X, r) are isomorphic.
Proof. Note that the maps
h1 : G(X, r)→ Gλ,λ̂(X, r) : a 7→ (λa, λ̂a),
h2 : G(X, r)→ Gλ,ρ(X, r) : a 7→ (λa, ρ−1a ),
and
h : G(X, r)→ Ggen(X, r) : a 7→ (λa, ρ−1a , λ̂a, ρ̂−1a )
are epimorphisms of groups.
First we shall see that ρex(Ker(λ)) = Ker(λ) for all x ∈ X. To do so, let us fix
a ∈ Ker(λ) and x ∈ X. We have
λx = λaλx = λλea(x)λρex(a) = λxλρex(a)
and




Hence λρex(a) = id and λ(ρex)−1(a) = id, and thus ρ
e
x(Ker(λ)) = Ker(λ).
Similarly one proves that
λex(Ker(ρ)) = Ker(ρ), ρ̂
e
x(Ker(λ̂)) = Ker(λ̂), λ̂
e
x(Ker(ρ̂)) = Ker(ρ̂)
for all x ∈ X.
Now, we shall see that
Ker(h1) = Ker(λ) ∩Ker(ρ) = Ker(ρ) ∩Ker(ρ̂),
and therefore Ker(h1) = Ker(h2) = Ker(h). Indeed, let a ∈ Ker(h1) = Ker(λ) ∩
Ker(λ̂). For every x ∈ X, we have λ̂(ρ̂ex)−1(a) = id and λ(ρex)−1(a) = id. Thus by
Lemma 1.2,
ρ−1a (x) = λ̂(ρ̂ex)−1(a)(x) = x and ρ̂
−1
a (x) = λ(ρex)−1(a)(x) = x
for all x ∈ X. This shows that Ker(h1) ⊆ Ker(ρ) ∩ Ker(ρ̂). The other inclusion
follows by a symmetric argument. Hence Ker(h1) = Ker(h). Thus, we obtain that
Gλ,λ̂(X, r) ∼= G(X, r)/Ker(h1) = G(X, r)/Ker(h) ∼= Ggen(X, r).
Note that we have also proven that Ker(h1) ⊆ Ker(ρ) ∩ Ker(λ) = Ker(h2). Let
b ∈ Ker(h2). As Ker(ρ) is λex-invariant, for every x ∈ X, we have that ρ(λex)−1(b) =
id. Therefore λ̂−1b (x) = ρ(λex)−1(b)(x) = x for all x ∈ X. This shows that Ker(h2) ⊆
Ker(h1), and thus Ker(h1) = Ker(h2). Hence
Gλ,ρ(X, r) ∼= G(X, r)/Ker(h2) = G(X, r)/Ker(h) ∼= Ggen(X, r),
and the result follows. 
Remark 1.4. Note that in the proof of Lemma 1.3 we have shown that Ker(λ) ∩
Ker(ρ) = Ker(λ̂) ∩Ker(ρ̂). Indeed, we find that
Ker(λ) ∩Ker(ρ) = Ker(λ) ∩Ker(ρ) ∩Ker(λ̂) ∩Ker(ρ̂),
which by symmetry between (X, r) and (X, r−1) entails the result.
Definition 1.5. Let (X, r) be a solution of the YBE. We define the permutation
group G(X, r) of (X, r) as
G(X, r) = Gλ,ρ(X, r).
Note that for involutive solutions we have G(X, r) = Gλ,ρ(X, r) = Gλ(X, r) =
Gρ(X, r).
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Remark 1.6. Let (X, r) be a solution of the YBE. Put G = G(X, r). We know
that (G,+, ◦) is a skew left brace. Since
λea(b) = −a+ a ◦ b and ρea(b) = (b−1 + a)−1 ◦ a
for a, b ∈ G, it follows that the socle of G is
Soc(G) = {a ∈ G : a ◦ b = a+ b = b+ a for all b ∈ G}
= {a ∈ G : λea = id and ρea = id}.
The socle is an ideal of the skew left brace G. Both its additive and multiplicative
groups are abelian; in particular it is a left brace. Note that both λea and ρ
e
a are maps
G→ G. If (X, r) is an injective solution (for example if r is an involution), i.e., the
natural map ι : X → G is injective, then λea = idG if and only if λa = λea|X = idX .
In this case Soc(G) = Ker(h2) and thus G/Soc(G) ∼= Gλ,ρ(X, r). However, in
general, we know that for a ∈ G, λa = idX implies λea = idG; and similarly for the
ρ-maps. Hence,
Ker(h2) ⊆ Soc(G)
and thus G/Soc(G) is an epimorphic image of
G/Ker(h2) ∼= Gλ,ρ(X, r).
In [3, Example 3.12] (or [2, Example 2.1.15]) Bachiller gave an example where
Gλ,λ̂(X, r) and G/Soc(G) are not isomorphic. In fact, in this example
G/Soc(G) ∼= Z/(2) and G(X, r) ∼= Gλ,λ̂(X, r) ∼= Gλ,ρ(X, r) ∼= Z.
Another example, with the same idea, is the following. Let n be a positive integer
and X = Z/(n). Let r : X2 → X2 be defined by r(x, y) = (y + 1, x + 1) for all
x, y ∈ X. In G = G(X, r) we have x ◦ (x− 1) = x ◦ (x+ 1) for each x ∈ X and thus
ι(x− 1) = ι(x+ 1) for all x ∈ X, where ι : X → G is the natural map. If n is odd,
then G is free abelian of rank 1, and Soc(G) = G. Hence, G/Soc(G) = {0} if n is
odd. If n is even then G = gr(0, 1 | 0 ◦ 0 = 1 ◦ 1) and Soc(G) = gr(0 ◦ 0, 1 ◦ 0, 0 ◦ 1).
Hence G/Soc(G) ∼= Z/(2) if n is even. In both cases, G(X, r) ∼= Z/(n).
Since Ker(h2) is a normal subgroup of G(X, r), it is easy to see that Ker(h2) is
an ideal of the skew left brace G(X, r). This allows to define an addition on G(X, r)
by (λa, ρ
−1
a ) + (λb, ρ
−1
b ) = (λa+b, ρ
−1
a+b) for all a, b ∈ G(X, r). Then (G(X, r),+, ◦)
is a skew left brace (see [3, Theorem 3.11] or [2, Theorem 2.1.14]).
2. Malcev nilpotency of A(X, r)
We begin with stating a known result on the structure of nilpotent structure
groups. The second part is due to Cedó, Gateva-Ivanova and Smoktunowicz [6]
and Lebed and Vendramin [32].
For a group G we denote by T (G) the set consisting of the elements of finite
order (also called the torsion elements).
Lemma 2.1. Let (X, r) be a finite solution of the YBE and G = G(X, r).
(1) If the group G is nilpotent then G is finite-by-(free abelian). In particular,
in this case, it is a finite conjugacy group (i.e., G has finite commutator
subgroup).
(2) If G is torsion-free then G is nilpotent if and only if G is abelian, or equiv-
alently the injectivization Inj(X, r) of (X, r) is the trivial solution. Hence,
if (X, r) is a finite non-degenerate involutive solution then G is nilpotent if
and only if G is abelian.
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Proof. (1) We know that G is abelian-by-finite and finitely generated. Assume G
also is nilpotent. Then T = T (G) is a finite characteristic subgroup. Since G/T is
torsion-free and abelian-by-finite, it follows that G/T is finitely generated abelian.
Hence a free abelian group. (2) Since G ∼= G(Inj(X, r)) it is sufficient to prove this
for injective solutions (X, r). It was shown in [24] that G is torsion-free if and only
if Inj(X, r) is involutive. The result now follows from the involutive case. 
Malcev showed that nilpotency of groups can be defined via some specific iden-
tities, the so called Malcev identities. For convenience of the reader we recall the
definition of a Malcev nilpotent semigroup [33]. Let F denote the free semigroup
on {x, y, zn : n > 1}. For non-negative integers n define Malcev’s words
xn = xn(x, y; z1, . . . , zn) ∈ F and yn = yn(x, y; z1, . . . , zn) ∈ F
recursively as
x0 = x, y0 = y,
xn+1 = xnzn+1yn, yn+1 = ynzn+1xn.
A semigroup S is said to be Malcev nilpotent of nilpotency class n (or, simply,
nilpotent of class n) if n is the smallest non-negative integer such that
xn(s, t;u1, . . . , un) = yn(s, t;u1, . . . , un)
in S for all s, t ∈ S and u1, . . . , un ∈ S1. Recall that a group H is Malcev nilpotent
of class n if and only if H is nilpotent (in ordinary sense) of class n.
Let (X, r) be a solution of the YBE. Note that if M = M(X, r) is nilpotent of
class n then, as an epimorphic image, the group gr(λ′m : m ∈ M) also is nilpotent
and thus so is the isomorphic group gr(λx : x ∈ X).
In this section we determine when this structure monoid M(X, r) is nilpotent
in case M(X, r) = A(X, r) or M(X, r) = A′(X, r), that is, in case all λx = id
or in case all ρx = id. The characterization is given for the latter case, i.e., for
r(x, y) = (λx(y), x). For such solutions it is more customary the write λx(y) as
y / x and r as r/, and to use the context of racks. Recall (see for example [1]) that
a rack is a set X with a binary operation denoted / satisfying for any x, y, z ∈ X:
(R1) (x / y) / z = (x / z) / (y / z) for all x, y, z ∈ X (right self-distributivity),
(R2) the right translation X → X : x 7→ x / y is a bijection for each y ∈ X,
If, furthermore,
(R3) x / x = x for each x ∈ X (idempotence)
then (X, /) is called a quandle (see for example [30]).
Note that if (X, r) is a solution of the YBE such that ρx = id for all x ∈ X, then
(X, /), where y / x = λx(y), is a rack. Conversely, if (X, /) is a rack, then (X, r/),
where r/(x, y) = (y / x, x), is a solution of the YBE.
Let (X, /) be a rack. Consider its associated solution (X, r/) and write λx(y) =
y / x. Thus the associated permutation group is G(X, r/) ∼= Gλ(X, r/), and, for
simplicity, we identify these groups for this class of solutions, that is, G(X, r/) =
gr(λx : x ∈ X). We also denote G(X, r/), M(X, r/) and G(X, r/) by G(X, /),
M(X, /) and G(X, /), respectively.
Proposition 2.2. Assume that (X, /) is a rack. If the permutation group G(X, /)
is nilpotent of class n then the the structure monoid M(X, /) of the solution (X, r/)
of the YBE associated to (X, /) is Malcev nilpotent of class not exceeding n + 2.
Similarly, the structure group G(X, /) of (X, r/) is nilpotent of class not exceeding
n+ 2.
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Proof. Let M = M(X, /). Assume that G(X, /) is nilpotent of class n. Choose
a, b, a1, . . . , an+2 ∈M and define
x = xn(a, b; a1, . . . , an) ∈M,
y = yn(a, b; a1, . . . , an) ∈M.
Since G(X, /) is Malcev nilpotent of class n, we get that λx = λy. Since r/ is a
solution of the YBE, we get λyλx = λxλy = λλx(y)λx. Hence λλx(y) = λy. Now,
let z = λy(y) ∈ M . Because λyλy = λλy(y)λy = λzλy, we have λy = λz. Thus
λzλx = λxλz = λλx(z)λx and, in consequence, λλx(z) = λz. Furthermore,
x ◦ z = λx(z) ◦ x = λλx(z)(x) ◦ λx(z) = λz(x) ◦ λx(z),
which leads to
y ◦ x ◦ x ◦ y = λy(x) ◦ y ◦ λx(y) ◦ x = λy(x) ◦ λy(λx(y)) ◦ y ◦ x
= λz(x) ◦ λx(z) ◦ y ◦ x = x ◦ z ◦ y ◦ x = x ◦ λy(y) ◦ y ◦ x
= x ◦ y ◦ y ◦ x.
Then, using the previous equality, we obtain
y ◦ x ◦ a ◦ x ◦ y = y ◦ λx(a) ◦ x ◦ x ◦ y = λy(λx(a)) ◦ y ◦ x ◦ x ◦ y
= λx(λy(a)) ◦ x ◦ y ◦ y ◦ x = x ◦ λy(a) ◦ y ◦ y ◦ x
= x ◦ y ◦ a ◦ y ◦ x
for all a ∈M . Finally, the last equality leads to
yn+2(a, b; a1, . . . , an+2) = y ◦ (an+1 ◦ x) ◦ an+2 ◦ (x ◦ an+1) ◦ y
= y ◦ x ◦ λ−1x (an+1) ◦ an+2 ◦ λx(an+1) ◦ x ◦ y
= (x ◦ y) ◦ λ−1x (an+1) ◦ an+2 ◦ λx(an+1) ◦ (y ◦ x)
= x ◦ λy(λ−1x (an+1)) ◦ y ◦ an+2 ◦ y ◦ λ−1y (λx(an+1)) ◦ x
= x ◦ an+1 ◦ y ◦ an+2 ◦ y ◦ an+1 ◦ x
= xn+2(a, b; a1, . . . , an+2).
So M is Malcev nilpotent of class at most n + 2. A similar argument shows that
G(X, /) is Malcev nilpotent of class 6 n + 2, and thus it is nilpotent of class
6 n+ 2. 
It is worth to add that Proposition 2.2 may be strengthened in case (X, /) is a
quandle. Moreover, in this case, it is possible to provide a simpler proof.
Corollary 2.3. Let (X, /) be a quandle. If the permutation group G(X, /) is nilpo-
tent of class n then the structure monoid M(X, /) and structure group G(X, /) of
the solution (X, r/) are Malcev nilpotent of class at most n+ 1.
Proof. Let M = M(X, /). Choose a, b, a1, . . . , an+1 ∈M and define
xi = xi(a, b; a1, . . . , ai) ∈M,
yi = yi(a, b; a1, . . . , ai) ∈M
for 1 6 i 6 n + 1. Since G(X, /) is Malcev nilpotent of class n, we obtain that
λxn = λyn . Moreover, the fact that (X, /) is a quandle assures that its associated
solution (X, r/) is square-free, which implies that λm(m) = m for each m ∈ M .
Taking the above into account we get
xn ◦ yn = λxn(yn) ◦ xn = λyn(yn) ◦ xn = yn ◦ xn
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in M and consequently
xn+1 = xn ◦ an+1 ◦ yn = λxn(an+1) ◦ xn ◦ yn
= λyn(an+1) ◦ yn ◦ xn = yn ◦ an+1 ◦ xn = yn+1. 
In a recent paper Lebed and Mortier [31] describe all finite quandles (X, /) with
abelian structure group. In particular, these quandles are abelian, i.e., (a / b) / c =
(a / c) / b for all a, b ∈ X. Equivalently the associated permutation group G(X, /)
is abelian. Furthermore, the structure group G = G(X, /) of an abelian quandle is
presented as a central extension of a free abelian group by an explicit finite abelian
group. The latter easily can be proven as follows. For this note that in G we have
λx(y) = xyx
−1 for all x, y ∈ X. The map λ : X → Sym(X) induces a unique
homomorphism
λ : G→ G(X, /) : g 7→ λg.
Note that, for x1, . . . , xn ∈ X and ε1, . . . , εn ∈ {−1, 1}, xε11 · · ·xεnn ∈ Ker(λ) if and
only if λε1x1 · · ·λ
εn
xn = id. Since




1 ◦ · · · ◦ xεnn
for all y ∈ X, we have that Ker(λ) = Z(G). Hence G/Z(G) ∼= G(X, /). So we have
shown the following result (compare with Proposition 2.2).
Corollary 2.4. Assume that (X, /) is a rack and G = G(X, /). Then G/Z(G) ∼=
G(X, /). In particular, G is a nilpotent group of class at most n+ 1 if and only if
G(X, /) is a nilpotent group of class n. Furthermore, G is solvable of derived length
at most n+ 1 if and only if G(X, /) is solvable of derived length n.
Corollary 2.5 (Lebed and Mortier [31, Theorem 3.2]). Assume (X, /) is a finite
abelian rack and G = G(X, /). Then
(1) G is a finite conjugacy group with periodic subgroup T (G) = G′ and G/G′
is a free abelian of rank at most |ι(X)|.
(2) G/Z(G) ∼= G(X, /).
The first part follows from the following proposition.
Proposition 2.6. Let (X, r) be a finite solution of the YBE. If A = A′gr(X, r) then
T (A), the set of torsion elements of A, coincides with the finite group [A,A]. Also
T (Agr(X, r)) = [Agr(X, r), Agr(X, r)].
Proof. We only prove the first part of the result.
Because A is a finitely generated finite conjugacy group, the commutator sub-
group [A,A] of A is a finite group (see for example [34]).
Recall that A is the structure group of the right derived solution (X, s′) of
(X, r), where s′(x, y) = (τx(y), x) and τx(y) = ρx(λρ−1y (x)(y)) for all x, y ∈ X. Let
τ : A→ Sym(X) : a 7→ τa be the unique homomorphism such that τι(x) = τx for all
x ∈ X, where ι : X → A is the natural map. Consider the equivalence relation ≈
on X, where x ≈ y for x, y ∈ X if there exists a ∈ A such that τa(x) = y. Write
[x] ∈ X/≈ for the ≈-class of x ∈ X. Consider the free abelian group F = Fa(X/≈)
on X/≈. Note that F is the structure group of the solution (X/≈, [s′]) of the YBE,
where [s′]([x], [y]) = ([τx(y)], [x]) = ([y], [x]) for all x, y ∈ X. Because the map
(X, s′)→ (X/≈, [s′]), defined as x 7→ [x] for x ∈ X, is an epimorphism of solutions,
there is a unique morphism of groups ϕ : A→ F such that ϕ(x) = [x] for all x ∈ X.
Clearly ϕ factors uniquely through a homomorphism ϕ : A/[A,A] → F . On the
other hand, x ⊕ y = τx(y) ⊕ x in A and thus τx(y) 	 y ∈ [A,A] for all x, y ∈ X.
Hence the map X/≈ → A/[A,A], defined by [x] 7→ x for x ∈ X, is well defined.
Hence there exists a unique homomorphism ψ : F → A/[A,A] such that ψ([x]) = x
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for all x ∈ X. Clearly ψ is the inverse of ϕ. Therefore T (A) = [A,A] and the result
is proved. 
We now consider the natural action of the permutation group G(X, /) on the set
X. Let X = X1 t · · · tXr be a decomposition of X into orbits with respect to the
action of G(X, /) on X. So, for 1 6 i 6 r, we have x, y ∈ Xi if and only if there
exists g ∈ G(X, /) such that g(x) = y.
Lemma 2.7. Let (X, /) be an abelian rack. If x, y ∈ X belong to the same G(X, /)-
orbit then λx = λy.
Proof. Because the rack (X, /) is abelian we have
(x / y) / z = (x / z) / y = (x / y) / (z / y)
for all x, y, z ∈ X. Hence, λz(λy(x)) = λλy(z)(λy(x)) for all x, y, z ∈ X, and thus
λzλy = λλy(z)λy for all y, z ∈ X. As λy is bijective, we get λz = λλy(z), and the
result follows. 
Lemma 2.8. Let (X, /) be a finite abelian rack with G(X, /)-orbits X1, . . . , Xr. If
1 6 i, j 6 r and xi ∈ Xi, then the map λxi |Xj is a permutation of Xj consisting of
disjoint cycles all of the same length.
Proof. Let σ = λxi |Xj = σ1 · · ·σs be the decomposition of the permutation σ of
Xj as a product of disjoint cycles. We may assume that σ 6= id and that σ1 has
minimal length, say n. This implies that σn = σn1 · · ·σns has a fixed point, say
xj ∈ Xj . We claim that σn is the identity map. Indeed, take x ∈ Xj . As x is in
the same orbit as xj , there exists g ∈ G(X, /) such that g(xj) = x. Because G(X, /)
is abelian, this implies σn(x) = σn(g(xj)) = g(σ
n(xj)) = g(xj) = x. Thus all the
disjoint cycles of σ must have length n. 
With the assumptions as in the lemma, consider the following subgroups of
G = G(X, /):
Gi = gr(Xi) ⊆ G.
Note that in Gi we have x ◦ y = λx(y) ◦ x for all x, y ∈ Xi. We claim that Gi is an
abelian group.
Lemma 2.9. Let (X, /) be an abelian finite rack. Then the groups G1, . . . , Gr are
abelian.
Proof. Note that in G = G(X, /) we have x ◦ x = λx(x) ◦ x for all x ∈ X. Hence,
x = λx(x) in G. Fix 1 6 i 6 r. It is enough to prove that all generators of Gi
commute. So, let x, y ∈ Xi. Because of Lemma 2.7, we get x ◦ y = λx(y) ◦ x =
λy(y) ◦ x = y ◦ x, as desired. 
Let 1 6 i, j 6 r. For any x ∈ Xi and y ∈ Xj define the commutator
gx,y = [x, y] = x ◦ y ◦ x−1 ◦ y−1 ∈ G(X, /).
As gx,y = λx(y) ◦ y−1 ∈ Gj and gx,y = x ◦ λy(x)−1 ∈ Gi, we obtain gx,y ∈ Gi ∩Gj .
By Lemma 2.9, the groups Gi and Gj are abelian. So, gx,y is central in both Gi
and in Gj . We claim that gx,y is also central in G(X, /).
Lemma 2.10. With the notation as above gx,y is central in G = G(X, /) and
gx,y = gx′,y′ if x, x
′ ∈ Xi and y, y′ ∈ Xj. We simply denote gx,y as gij.
Proof. First we shall show that gx,y = gx′,y′ for x, x
′ ∈ Xi and y, y′ ∈ Xj . Since
gx,y = x ◦ y ◦ x−1 ◦ y−1 = λx(y) ◦ y−1 = x ◦ λy(x)−1,
we get gx,y = λx(y)◦y−1 = λx′(y)◦y−1 = gx′,y and similarly gx′,y = x′◦λy(x′)−1 =
x′ ◦ λy′(x′)−1 = gx′,y′ . Thus gx,y = gx′,y′ .
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Using this observation we shall prove that gx,y commutes with each generator
z ∈ X. Indeed, we have
z ◦ gx,y = z ◦ [x, y] ◦ z−1 ◦ z = [z ◦ x ◦ z−1, z ◦ y ◦ z−1] ◦ z
= [λz(x), λz(y)] ◦ z = gλz(x),λz(y) ◦ z = gx,y ◦ z. 
Because of Corollary 2.5 we obtain the following result.
Corollary 2.11 (Lebed and Vendramin [32, Theorem 8.15]). Let (X, /) be an
abelian finite rack. If G = G(X, /) then
G′ = gr(gij : 1 6 i, j 6 r) = T (G) ⊆ Z(G).
In particular, G is abelian if and only if G is free abelian, or equivalently, G is a
torsion-free group.
This result has been proven in general in [21, 22] for arbitrary finite bijective
non-degenerate solutions (X, r): M(X, r) is free abelian if and only if KM(X, r) is
a domain if and only if M(X, r) is cancellative. It is easy to see that in this case we
get that KG(X, r) is a domain. Hence, from the positive solution of the zero divisor
problem for polycyclic-by-finite groups, it follows that the latter is equivalent with
G(X, r) being a torsion-free group.
Proposition 2.12. Finite abelian racks on a set X are in one-to-one correspon-
dence with partitions X = X1t· · ·tXr of X together with families of permutations
fij ∈ Sym(Xi) for 1 6 i, j 6 r such that:
(1) fijfik = fikfij for all 1 6 i, j, k 6 r,
(2) if Gi = gr(fij : 1 6 j 6 r) then Gixi = Xi for each 1 6 i 6 r and xi ∈ Xi
(here Gixi denotes the orbit of xi with respect to the action of Gi on Xi),
(3) if g ∈ Gi for some 1 6 i 6 r has a fixed point then g = id.
Moreover, the decomposition and permutations above correspond to an abelian quan-
dle provided fii = id for each 1 6 i 6 r.
Proof. The result is a consequence of what we have already shown. If (X, /) is an
abelian rack then we have a decomposition X = X1 t · · · t Xr of X into orbits
with respect to the action of G(X, /) on X. In particular, each λx for x ∈ X
preserves the components of this decomposition, that is λx(Xi) = Xi for 1 6 i 6 r.
Therefore, if 1 6 i, j 6 r then choosing xj ∈ Xj we may define fij ∈ Sym(Xi) as
fij = λxj |Xi ; Lemma 2.7 shows that the permutation fij is well-defined, that is it
does not depend on the representative xj of the orbit Xj . Since λxjλxk = λxkλxj
for all xj ∈ Xj and xk ∈ Xk, we get fijfik = fikfij for all 1 6 i, j, k 6 r. Moreover,
if xi ∈ Xi then
Xi = G(X, /)xi = {(g|Xi)(xi) : g ∈ G(X, /)} = Gixi.
Further, if g ∈ Gi satisfies g(xi) = xi and x ∈ Xi then writing x = f(xi) for some
f ∈ Gi, we obtain g(x) = g(f(xi)) = f(g(xi)) = f(xi) = x, as desired. Finally, if
(X, /) is a quandle then λx(x) = x for x ∈ Xi yields fii(xi) = xi and thus, by the
previous, fii(x) = x for each x ∈ Xi, that is fii = id.
Conversely, having a decomposition X = X1 t · · · t Xr of X and a family of
permutations fij ∈ Sym(Xi) for 1 6 i, j 6 r satisfying conditions (1)–(3), we may
define an abelian rack structure on X by declaring that x / y = fij(x) for x, y ∈ X
provided x ∈ Xi and y ∈ Xj . Indeed, if x ∈ Xi, y ∈ Xj and z ∈ Xk for some
1 6 i, j, k 6 r then
(x / y) / z = fij(x) / z = fik(fij(x)) = fij(fik(x))
= fik(x) / fjk(y) = (x / z) / (y / z).
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Moreover, if y ∈ Xj then the map f : X → X, defined as f(x) = x / y, is bijective
because f(x) = fij(x) for x ∈ Xi (that is f |Xi = fij). Finally, if fii = id for each
1 6 i 6 r then (X, /) is a quandle, because if x ∈ Xi then x / x = fii(x) = x.
It is also easy to check that the correspondence between abelian rack structures
on X and decompositions of X together with families of maps fij satisfying all
conditions stated in proposition is in fact a one-to-one correspondence. Thus the
result is proved. 
In [31, Theorem 2.3] Lebed and Mortier have obtained a combinatorial descrip-
tion of families of permutations satisfying the requirements in the proposition; and
thus they obtained a full description of all finite abelian racks. This combinatorial
description is in terms of r-tuples of lower-triangular matrices with non-negative
entries. Quandles corresponding to such r-tuples are called in [31] the filtered-
permutation quandles.
Problem 2.13. Describe the finite quandles (X, /) with permutation group G(X, /)
a nilpotent group of class 2, or more general, a metabelian group.
A natural problem is to investigate arbitrary finite solutions of the YBE with
G(X, r) an abelian group.
3. Malcev nilpotency of M(X, r)
Let (X, r) be a finite solution of the YBE (recall that, by our convention, we mean
that the solution (X, r) is non-degenerate and bijective). As mentioned earlier, the
structure monoid is a finite module over an abelian submonoid and thus M(X, r) is
a linear monoid, i.e., a submonoid of the multiplicative monoid of a matrix ring over
a field. Okniński [35] (and later Jespers and Riley [28]) gave a criterion for a finitely
generated linear semigroup S to be nilpotent. This criterion is based on information
of certain ideal chains of S (actually ideal chains with factors that are either power
nilpotent or uniform subsemigroups of completely 0-simple inverse semigroups) of
which the existence follows from the fact that M(X, r) (or KM(X, r), where K is
a field) is Noetherian. In order to describe when the structure monoid M(X, r) is
a Malcev nilpotent monoid we will give a very concrete description of such an ideal
chain. It hence will also give an independent proof of the previous for the structure
monoids M(X, r). This is what we first deal with in this section.
Put X = {x1, . . . , xn}. So M = M(X, r) = 〈x1, . . . , xn〉 and A = A(X, r) =
〈a1, . . . , an〉, where ai = π(xi) for 1 6 i 6 n. Further we have a monoid embedding
f : M → A(X, r) o Im(λ′) : m 7→ (π(m), λ′m). Abusing notation, we will identify m
with f(m), i.e., we will write m = (π(m), λ′m). For simplicity reasons, for a ∈ A,
we will write λ′a for λ
′
π−1(a). So we simply may write
M = {(a, λ′a) : a ∈ A} = 〈xi = (ai, λ′ai) : 1 6 i 6 n〉.
Hence, we have a mapping
λ′ : A→ Aut(A,+): a 7→ λ′a,




For a subset B of A we put, as in [21], Be = {(b, λ′b) : b ∈ B}.
We will construct an ideal chain in M based on divisibility elements of X, the
generators of M . This idea has been used in earlier work on monoids of I-type and
also on monoids of skew and quadratic type (see for example [15, 26, 27, 29]). It
also has been used in [21,22] to determine the prime ideals of M and of its algebra
KM . However, in order to determine when M is nilpotent, we need to get more
detail on the ideal chain constructed from the divisibility by generators.
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Recall that an element s in a monoid S is left divisible by t ∈ S if s = tt′ for some
t′ ∈ S. Similarly one defines right divisibility. If all elements of S are normalizing
(i.e., Ss = sS for all s ∈ S), such as in the monoid A, then left and right divisibility
are the same; in this case we simply use the terminology divisible and we write t | s.
Now, note that in M an element (a, λ′a) is left divisible by a generator xi = (ai, λ
′
ai)
if and only if a is divisible by ai. So, left divisibility in M by elements of X can be
transferred to divisibility in A by elements of {a1, . . . , an}, the generators of A.
For 1 6 i 6 n put
Mi = {(a, λ′a) ∈M : (a, λ′a) is left divisible by at least i different




i = {(a, λ′a) : a ∈ Ai}
with
Ai = {a ∈ A : a is divisible by at least i different
generators amongst a1, . . . , an}.
Note a ∈ A being divisible by ai in A means a = ai + b for some b ∈ A, or
equivalently















This does not mean that (a, λ′a) is right divisible by xi.
As stated in [21] (it is easy to verify that) each Mi is a two-sided ideal of M .
Hence we get in M the ideal chain
∅ = Mn+1 ⊆Mn ⊆Mn−1 ⊆ · · · ⊆M1 ⊆M0 = M. (∗)
Next we will refine the above chain (∗). We will show that there exists ideals
Bi, Ui of M satisfying
Mi+1 ⊆ Bi ⊆ Ui ⊆Mi
and such that
(1) Bi/Mi+1 and Mi/Ui are power nilpotent semigroups (if Mi/Mi+1 is power
nilpotent then we take Bi = Ui = Mi),
(2) if Mi/Mi+1 is not power nilpotent then Ui \Bi is a disjoint union of semi-
groups S1, . . . , Sm such that SkSl ⊆Mi+1 for k 6= l,
(3) and each (Si ∪ Mi+1)/Mi+1 is a uniform subsemigroup of a completely
0-simple inverse semigroup.
Recall that a completely 0-simple inverse semigroup is a semigroup of the form
M0(C, r, r, I), where C is a group and I is the r× r identity matrix, i.e., this is the
semigroup of all r× r matrices with entries in the group with zero C ∪ {θ} (here θ
denotes the zero element) which have at most one non-zero entry. A subsemigroup
T of M0(C, r, r, I) is said to be uniform if each H-class (i.e., all the matrices with
non-zero entries in a fixed (i, j) spot) ofM0(C, r, r, I) intersects non-trivially T and
the maximal subgroups ofM0(C, r, r, I) are generated by their intersection with T .
We make the agreement that some ideals in the chain can be empty.
Fix i with 1 6 i 6 n. We need to introduce some notations. Let
L = {Y ⊆ {a1, . . . , an} : |Y | = i}.
For Y, Z ∈ L put




AY Z = {a ∈ A \Ai+1 : y | a for all y ∈ Y and λ′a(Z) = Y }.
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Notice that if a ∈ AY Z then a ∈ 〈Y 〉 and z - a if z ∈ {a1, . . . , an} \ Y . Also note
that some elements of Ai ∩ 〈Y 〉 might belong to Ai+1.








Lemma 3.1. The following properties hold for Y ∈ L.
(1) MY ∗ ∪Mi+1 is a right ideal of M .
(2) M∗Y ∪Mi+1 is a left ideal of M .
Proof. (1) Let Z ∈ L and (a, λ′a) ∈ MY Z . Then, for (b, λ′b) ∈ M , we have
(a, λ′a)(b, λ
′






b). If a + λ
′
a(b) /∈ 〈Y 〉, i.e., a + λ′a(b) is divisible
by some z ∈ {a1, . . . , an} \ Y then a+ λ′a(b) ∈ Ai+1 and thus (a, λ′a)(b, λ′b) ∈Mi+1.
Otherwise, a+ λ′a(b) ∈ Ai \Ai+1. Furthermore,
(λ′a+λ′a(b))




a (Y ) = λ
′−1
b (Z).
Thus (a, λ′a)(b, λ
′
b) ∈MY λ′−1b (Z) ⊆MY ∗, as desired.
(2) Let (a, λ′a) ∈MZY , where Z ∈ L, and let (b, λ′b) ∈M . Then (b, λ′b)(a, λ′a) =




a). If b + λ
′
b(a) ∈ Ai+1 then (b, λ′b)(a, λ′a) ∈ Mi+1. So, suppose
b+λ′b(a) ∈ Ai\Ai+1 and thus (b, λ′b)(a, λ′a) ∈Mi\Mi+1. Clearly, λ′b(a) is divisible by


















a) ∈Mλ′b(Z)Y ⊆M∗Y , as desired. 
From [21] we know that there exists d > 2 such that da ∈ Z(A), the center of A,




dy ∈ A and mY = (aY , λ′aY ) = (aY , id) ∈M.
Note that aY is divisible by all elements of Y but it could be divisible by more than
i generators, i.e., aY could belong to Ai+1.
Lemma 3.2. Let Y ∈ L. If aY ∈ Ai+1 then following properties hold:
(1) (MY Y ∪Mi+1)/Mi+1 is nil.
(2) (M∗Y ∪Mi+1)/Mi+1 is a nil left ideal of M/Mi+1.
(3) (MY ∗ ∪Mi+1)/Mi+1 is a nil right ideal of M/Mi+1.
Hence, Bi = Mi+1 ∪
⋃
Y :aY ∈Ai+1(M∗Y ∪MY ∗) is in the radical of M/Mi+1.
Proof. (1) Let (a, λ′a) ∈MY Y . Then, for any positive integer k,
(a, λ′a)





Because, λ′a(Y ) = Y we get that (a, λ
′
a)
k ∈ MY Y ∪Mi+1. Since each λ′ia(a) is
divisible by all elements of Y and because each element of A is normalizing, we get
that a + λ′a(a) + · · · + λ′
k−1
a (a) is divisible by aY for a large enough k. Hence, it
then follows that (a, λ′a)
k ∈ mYM ⊆Mi+1. Therefore, (MY Y ∪Mi+1)/Mi+1 is nil.
(2) Let Z ∈ L. Assume that Z 6= Y and (a, λ′a) ∈ MZY . Then (a, λ′a)(a, λ′a) =




a(Y ) = Z and Z 6= Y we have that λ′a(Z) 6= Z. Hence
a + λ′a(a) is divisible by all elements in Z ∪ λ′a(Z). As Z is properly contained in
Z ∪ λ′a(Z) this yields (a, λ′a)2 ∈ Mi+1. Part (1) and Lemma 3.1 therefore imply
that (M∗Y ∪Mi+1)/Mi+1 is a nil left ideal of M/Mi+1.
(3) This is proved similarly as part (2). 
Lemma 3.3. Let Y ∈ L. If aY /∈ Ai+1, i.e., the generators of A that divide aY
are precisely those that belong to Y , then the following properties hold:
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(1) the derived solution s : {a1, . . . , an}2 → {a1, . . . , an}2 restricts to a solution
sY : Y
2 → Y 2 of the YBE.
(2) MY Y is a subsemigroup of M .
(3) mYMY Y is a cancellative subsemigroup of M and it is an ideal of MY Y .
We call it a cancellative component of M .
(4) MXX = Mn and G(X, r) is the group of fractions of mXMXX .
Proof. (1) Let x, y ∈ Y and suppose s(x, y) = (u, v). We need to show that u, v ∈ Y .
If x 6= y then aY = dx+ dy + b with b =
∑
x,y 6=z∈Y dz. So,
aY = (d− 1)x+ x+ y + (d− 1)y + b = (d− 1)x+ u+ v + (d− 1)y + b,
and thus aY is divisible by u and v. Whereas, if x = y then aY = dx + c with
c =
∑
x 6=z∈Y dz. So
aY = (d− 2)x+ x+ x+ c = (d− 2)x+ u+ v + c,
and thus aY is divisible by u and v as well. Hence the assumption aY /∈ Ai+1 yields
that u, v ∈ Y , as desired. Therefore, (1) follows.
(2) From part (1) it follows that MY Y does not contain elements of Ai+1 and is
multiplicatively closed.
(3) From [21, Proposition 4.2] we know that for any solution (X, r) of the YBE,
mXM is a cancellative ideal of M (equivalently aXA is a cancellative ideal of
A). Because of (1) we know that (Y, sY ) is a solution of the YBE. Hence the
structure monoid of (Y, sY ) has a cancellative ideal generated by aY . As MY Y is a
subsemigroup of M , we get that mYMY Y is a cancellative semigroup and an ideal
of MY Y , as desired.
(4) It is clear that MXX = Mn. Let S = mXMXX . Since mX ∈ MXX and
(aX + ai, λ
′
ai) ∈ MXX for each generator ai of A, we get m
2
X ∈ S and m2Xxi =
mX(aX + ai, λ
′
ai) ∈ S. Hence each element (m
2
X)
−1(m2Xxi) is in the group of
fractions H = SS−1 of S. Next, observe that the natural morphism S → G(X, r)
is injective. Indeed, if a, b ∈ S are equal in G(X, r) then there exists k > 2 such
that mkXa = m
k
Xb in S; see [21, Lemma 6.3]. Since S is cancellative and m
k
X ∈ S,
we get a = b. The embedding S → G(X, r) induces an embedding H → G(X, r).
If ϕ : X → G(X, r) is the natural map then, because of the above, ϕ(xi) is in the
image of the embedding H → G(X, r). As G(X, r) is generated by all ϕ(xi), we
conclude that H = G(X, r). 
Lemma 3.4. Let Y, Z, U, V ∈ L. If Z 6= U then MY ZMUV ⊆Mi+1.
Proof. Let (a, λ′a) ∈MY Z and (b, λ′b) ∈MUV . Then a+λ′a(b) is divisible by all the
elements of Y ∪λ′a(U). Because Z 6= U and λa(Z) = Y , we have λ′a(U) 6= Y . Hence,
|Y ∪ λ′a(U)| > i and thus (a, λ′a)(b, λ′b) = (a+ λ′a(b), λ′aλ′b) ∈Mi+1, as desired. 
Let
Lu = {Y ∈ L : aY /∈ Ai+1}.
Because of Lemma 3.3,
Lu = {Y ∈ L : MY Y is a subsemigroup of M}.
We define the relations ∼ on Lu as follows. For Y,Z ∈ Lu we put
Y ∼ Z if and only if MY Z 6= ∅ or MZY 6= ∅.
Lemma 3.5. The following properties hold:
(1) if Y, Z ∈ Lu then Y ∼ Z if and only if MY Z 6= ∅ and MZY 6= ∅.
(2) ∼ is an equivalence relation on Lu.
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Proof. (1) Let Y,Z ∈ Lu and Y ∼ Z. Suppose MY Z 6= ∅. Let (a, λ′a) ∈ MY Z ,









b) = (kaY , id) for some positive integer k. This yields
λ′b = λ
′−1
a and thus λ
′
b(Y ) = Z. Because of Lemma 3.3, the generators of A that
divide λ′a(b) are precisely the elements of Y . Hence, the generators of A that divide b
are precisely the elements of λ′
−1
a (Y ) = Z. It follows that (b, λ
′
b) = (b, λ
′−1
a ) ∈MZY .
Hence MZY 6= ∅. Part (1) then follows.
(2) Clearly ∼ is reflexive and symmetric. To show that it is transitive, let
Y,Z, U ∈ Lu with Y ∼ Z and Z ∼ U . So, the sets MY Z ,MZY ,MZU ,MUZ are
all non-empty. It follows that also all of the sets mYMY Z , mZMZY , mZMZU ,
mUMUZ are non-empty. We need to show that also the set MY U is non-empty. To
do so, it is sufficient to show that (mYMY Z)(mZMZU ) is not contained in Mi+1.
Let (a, λ′a) ∈ MY Z and (b, λ′b) ∈ MZU . Since λ′a(Z) = Y then λ′a(aZ) = aY and
thus
(aY + a, λ
′
a)(aZ + b, λ
′







Because of Lemma 3.3, the generators of A that divide aY + a + aY + λ
′
a(b) are




a(Z) = Y . Hence, we get
(aY + a, λ
′
a)(aZ + b, λ
′
b) ∈MY U . This proves part (2). 
Proposition 3.6. Let L1, . . . ,Lk denote the equivalence classes of ∼ on Lu. For




MY Z , Uij =
⋃
Y,Z∈Lj




The following properties hold:
(1) (Uij ∪Mi+1)/Mi+1 is a subsemigroup of Mi/Mi+1 with MY ZMZV ⊆MY V
and MY ZMUV ⊆Mi+1 for all Y, Z, U, V ∈ Lj with U 6= Z.
(2) (Uij ∪Mi+1)/Mi+1 is an ideal of (Uij ∪Mi+1)/Mi+1 and it is a subsemi-
group of a completely 0-simple inverse semigroup with maximal subgroups
the group of fractions of mYMY Y . For simplicity we denote the former as
U0ij and we call it a uniform component of M of degree |Lj |.
(3) (Uij ∪Mi+1)/Mi+1 does not contain a nil ideal.
(4) Bi = Mi+1 ∪
⋃
Y :aY ∈Ai+1(M∗Y ∪MY ∗) is the radical of Mi/Mi+1. Fur-




j=1(Uij ∪Bi)/Bi, a 0-disjoint union.
(6) Mi/(Ui ∪Mi+1) is a nil semigroup.
Hence we have an ideal chain
Mi+1 ⊆ Bi ⊆ Ui1 ∪Bi ⊆ Ui1 ∪ Ui2 ∪Bi ⊆ · · ·
· · · ⊆ Ui1 ∪ Ui2 ∪ · · · ∪ Uik ∪Bi = Ui ∪Bi ⊆Mi,
where the first and last Rees factor is a power nilpotent semigroup and all other Rees
factors are uniform subsemigroups of an inverse completely 0-simple semigroup with
maximal subgroups the groups of fractions of cancellative subsemigroups of M .
Proof. (1) Because of Lemma 3.3 and Lemma 3.4, we only need to show that











a(b) ⊆ 〈Y 〉. From Lemma 3.3 we get that the
generators of A that divide a+λ′a(b) are precisely the elements of Y . Furthermore,
λ′aλ
′
b(V ) = λ
′




b) ∈MY V , as desired.
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(2) It is easily verified that U0ij = (Uij ∪ Mi+1)/Mi+1 is an ideal of (Uij ∪
Mi+1)/Mi+1. Because of Lemma 3.3, we know that its diagonal components, i.e.,
the subsemigroups mYMY Y are cancellative, with Y ∈ Lj .
Note that for a ∈ A we have (a, λ′a)d
2
= (b, id)d = (db, id) for some b ∈ A. Hence,




It follows that each diagonal component mYMY Y is an Ore semigroup with a
group of fractions, denoted GY Y . Actually GY Y is obtained from mYMY Y by
inverting the element mY . It is then readily verified that U
0
ij is uniform in the
inverse completely 0-simple semigroupM0(GY Y , dj , dj , Ij), where dj = |Lj | and Ij
is the identity matrix of degree dj .
(3) Because of Lemma 3.3 we know that each MY Y is a subsemigroup of M , in
particular it does not contain a nil ideal. Part (3) is now straightforward to check,
using standard calculations in the uniform semigroup.
(4) We know from Lemma 3.2 that Bi is in the (nil) radical of Mi/Mi+1. From
part (3) we also know that the nil radical of Mi/Mi+1 does not intersect any of the
uniform components. Hence Bi is the nil radical of Mi/Mi+1. To prove the second
statement of (4). Assume Z, Y ∈ L and aY ∈ Ai+1. Suppose then MY Z 6= ∅ and
MZY 6= ∅. Then, MZYMY Z ⊆MZZ . Since MY Z ⊆ Bi and because Bi is an ideal,
it follows that MZZ ⊆ Bi, a contradiction.
(5) and (6) These are now obvious. 
Let us now verify when M = M(X, r) is Malcev nilpotent.
Theorem 3.7. Let (X, r) be a finite solution of the YBE. Let n = |X|. Then, the
structure monoid M = M(X, r) is Malcev nilpotent if and only if all cancellative
subsemigroups of M (actually it is sufficient that all mYMY Y with mY /∈M|Y |+1)
are Malcev nilpotent and if furthermore the following condition (called the Nilpo-
tency Condition) is not satisfied:
there exist subsets Y 6= Z of {a1, . . . , an}, the generators of A(X, r),
with aY and aZ only divisible by elements of Y , respectively Z, and
a, b ∈ 〈Y ∩ Z〉 such that λ′b(λ′−1a (Y )) = Z and λ′b(λ′−1a (Z)) = Y .
(NC)
Proof. Because of the constructed ideal chain of M it follows from [28, Theorem 11]
that M is nilpotent if and only if all cancellative components of M are nilpotent
and if, furthermore, there does not exist a subset F = {f1, f ′1, f2, f ′2} in a uniform
component of Mi/Mi+1, say U
0
ij , such that all fk, f
′
k belong to some cancellative
component, fk and f
′
k do not belong to the same cancellative component for k = 1, 2,
and there exist elements u1, u2 ∈M such that the elements f2u1f1, f ′2u2f1, f ′2u1f ′1
and f2u2f
′
1 are all non-zero in U
0
ij .
So, in order to prove the result it is sufficient to prove that the existence of
such elements can be translated into condition (NC). Because of Lemma 3.3, with-




2 has the permutation
coordinate equal to the identity. From Proposition 3.6 we know that there ex-
ists distinct subsets Y and Z (of cardinality i) of {a1, . . . , an} with f2 ∈ mYMY Y
and f ′2 ∈ mZMZZ with mY /∈ Mi+1 and mZ /∈ Mi+1. Also, f1 ∈ mVMV V and
f ′1 ∈ mWMWW , for some distinct subsets V,W of {a1, . . . , an} (also of cardinality
i) with mV /∈ Mi+1 and mW /∈ Mi+1, and Y,Z, V,W are equivalent for the rela-
tion ∼. Write u1 = (a, λ′a). Because f2u1f1 /∈ Mi+1 and f2u1f1 ∈ MY V we get







1 ∈ MZW we also get that a can only be divisible by elements of Z and
λ′a(W ) = Z. Hence, a can only be divisible by elements of Y ∩Z and a ∈ 〈Y ∩Z〉.
Write u2 = (b, λ
′
b). The conditions f
′
2u2f1 /∈ Mi+1 and f2u2f ′1 /∈ Mi+1 yield that
b ∈ 〈Y ∩ Z〉, λ′b(V ) = Z and λ′b(W ) = Y . Hence, condition (NC) follows. Because
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of Proposition 3.6 it easily is verified that condition (NC) implies the existence of
F satisfying the required conditions. 
Corollary 3.8. Assume that (X, r) is a finite solution of the YBE. If the group
gr(λx : x ∈ X) is of odd order or if the uniform components have degree one then
the structure monoid M = M(X, r) is Malcev nilpotent if and only if all cancella-
tive subsemigroups of M (actually it is sufficient that all cancellative components
mYMY Y with mY /∈M|Y |+1) are Malcev nilpotent.
Proof. If all uniform components are of degree 1 then each equivalence class Lj
contains one element and hence condition (NC) is trivially not satisfied (no distinct
Y and Z exist). Hence the result follows in this case. Assume now that the group
gr(λx : x ∈ X) is of odd order. With notations as in condition (NC) let f = λ′bλ′−1a .
Then f(Y ) = Z and f(Z) = Y . Hence, f2(Y ) = Y . Since, by assumption, f has
odd order, we get that f(Y ) = Y . Hence Y = Z and condition (NC) is trivially
not satisfied. 
Example 3.15 shows that Corollary 3.8 does not hold, in general, in case the
group gr(λx : x ∈ X) has even order.
It is easy to give examples of solutions that satisfy condition (NC). This can be
done via the solutions (B, rB) associated to a finite skew left brace B constructed in
the following way. Consider the trivial left braces A = (Z/(2))4 and C = (Z/(2))2.
Let α : C → Aut(A) be the morphism of groups such that
α(1, 0)(a1, a2, a3, a4) = (a2, a1, a3, a4),
α(0, 1)(a1, a2, a3, a4) = (a1, a2, a4, a3)
for all a1, a2, a3, a4 ∈ Z/(2). Let B = AoαC be the semidirect product of the trivial
braces A and C via α. Recall that the addition in B is defined componentwise, i.e.,
(a, c) + (a′, c′) = (a+ a′, c+ c′)
for all a, a′ ∈ A and c, c′ ∈ C. Let e1, e2, e3, e4 be the standard basis of A as a
Z/(2)-vector space. Consider the solution (B, rB) of the YBE associated to the left
brace B, and the following subsets of the left derived structure monoid A(B, rB):
Y = {(e1, (0, 0)), (e3, (0, 0)), (0, (1, 0)), (0, (0, 1))}
and
Z = {(e2, (0, 0)), (e4, (0, 0)), (0, (1, 0)), (0, (0, 1))}.
Since A(B, rB) is the free abelian monoid with basis B, it is clear that the elements
aY and aZ are only divisible by elements of Y , respectively Z. Let a = (0, (1, 0))
and b = (0, (0, 1)) be the two elements of Y ∩ Z. Note that
λ′b(λ
′−1




a (Z)) = Y.
Hence condition (NC) is satisfied.
Theorem 3.7 easily can be applied on examples. We illustrate this via the fol-
lowing example. It yields a Malcev nilpotent structure monoid with all cancellative
components contained in an abelian group.
Example 3.9 (see [37]). Let X = {1, 2, 3, 4}, σ = (1, 2) and τ = (3, 4). Define
r(x, y) = (σ(y), τ(x)) for x, y ∈ X. Then (X, r) is a solution of the YBE of order 4.
In its structure group we have 1 ◦ 2 = 1 ◦ 1 and 3 ◦ 4 = 4 ◦ 4. So G(X, r) = gr(1, 3)
and the only relation is 1 ◦ 3 = 3 ◦ 1. Hence G(X, r) is the free abelian group of
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rank 2; in particular it is nilpotent. Therefore, mXMXX has a free abelian group
of rank two as group of fractions. Now,
A(X, r) = 〈X | x+ y = y + σ(τ(x)) for all x, y ∈ X〉
= 〈X | 1 + x = x+ 2, 2 + x = x+ 1,
3 + x = x+ 4, 4 + x = x+ 3 for all x ∈ X〉.
It is easy to see that
A(X, r) = 〈1, 2 | 1 + 1 = 1 + 2 = 2 + 2 = 2 + 1〉
+ 〈3, 4 | 3 + 3 = 3 + 4 = 4 + 4 = 4 + 3〉
and we have the extra relations
1 + 3 = 3 + 2 = 2 + 4 = 4 + 1 and 1 + 4 = 4 + 2 = 2 + 3 = 3 + 1.
Notice that all the latter words are in A4. Let Y = {1, 2} and Z = {3, 4}. Then
AY Y = A2 ∩ 〈1, 2〉 = 1 + 〈1〉 and AZZ = A2 ∩ 〈3, 4〉 = 3 + 〈3〉; both semigroups
are cancellative and commutative. Further, mYMY Y = (aYAY Y )
e = {(a, λ′a) : a ∈
AY Y }; and λ′a = id or λ′a = σ; but σ induces also the identity on AY Y . So mYMY Y
is abelian and cancellative. Similarly, mZMZZ is abelian and cancellative. Also
A2 \A3 = (1 + 〈1〉)∪ (3 + 〈3〉), a disjoint union of cancellative semigroups that are
orthogonal modulo A3. Further, A1 \A2 = X (and thus M21 ⊆M2), A3 = A4 and,
as said above, mXMXX is abelian and cancellative. Hence all uniform components
are of degree 1 and all cancellative components are abelian. Therefore, it follows
from Corollary 3.8 that M(X, r) is a nilpotent semigroup.
The previous example is a solution of Lyubashenko type (see for example [10]),
i.e., a finite solution (X, r) with r(x, y) = (σ(y), τ(x)) for x, y ∈ X and some
commuting permutations σ and τ on X. We will now deal with all such solutions
and determine when they yield nilpotent structure monoids.
Proposition 3.10. Assume that (X, r) is a Lyubashenko solution with r(x, y) =
(σ(y), τ(x)) for x, y ∈ X and some commuting permutations σ and τ on X. Then
the structure monoid M = M(X, r) is nilpotent if and only of σ = ck11 · · · ckss and
τ = c1−k11 · · · c1−kss , where c1, . . . , cs are disjoint cycles. In this case, all cancellative
components are abelian and their group of fractions is of rank 1 6 j 6 s, and all
such numbers j can be reached. Furthermore, all uniform components have degree 1.
Proof. For convenience we will rewrite the solution r as r(x, y) = (σ(y), σ−1γ(x)),
where γ = στ ∈ Sym(X). The disjoint cycle decomposition of γ we write as
γ = c1 · · · cs and the content of the cycle ci we denote by Xi, a subset of X. So
X = X1 ∪ · · · ∪Xs, a disjoint union. Note that Xi may be a singleton.
We verify when the monoid M is nilpotent, by verifying when the necessary and
sufficient conditions of Theorem 3.7 are satisfied.
Let us first determine the cancellative components of M . We begin with the can-
cellative component determined by the setX, i.e., mXMXX . Because of Lemma 3.3,
its group of fractions is the structure group G = G(X, r). Moreover, G also is the
structure group of the injectivization of (X, r), i.e., G = G(ι(X), rι(X)), where
ι : X → G is the natural mapping and rι(X) is the restriction of the solution rG
on G to ι(X) × ι(X). Clearly, r(x, σ−1(x)) = (x, σ−1γ(x)). Hence, in G, we have
σ−1γ(x) = σ−1(x) and thus in G we have that γ is the identity on ι(X). Therefore,
in G, we have xy = σ(y)σ−1(x), and thus (ι(X), rι(X)) is an involutive solution of
the YBE. Lemma 2.1 yields that if M is nilpotent (and thus also mXMXX and G)
then G is abelian. The fact that γ = id on G means that if ci is a cycle of γ then all
elements in the content of ci are identified in G. Moreover, the associated monoid
A(ι(X), rι(X)) is the free abelian monoid on k generators (the number of cycles of
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γ). As G is abelian, we need that σ is the identity when acting on ι(X). Therefore,
on X, σ must be such that it permutes the contents of each ci. So σ(Xi) = Xi.
Now σ and γ commute. Hence if c1 = (x1, . . . , xt), where X1 = {x1, . . . , xt}, then
γ = σγσ−1 = (σ(x1), . . . , σ(xt))(σc2σ
−1) · · · (σckσ−1)
and thus (σ(x1), . . . , σ(xt)) = c1 (similarly for the other cycles). It follows that
σ = ck11 · · · ckss for some non-negative integers k1, . . . , ks. Thus γ = c1 · · · cs and
σ = ck11 · · · ckss and hence τ = c
1−k1
1 · · · c1−kss .
Now let us look at other possible cancellative components, using the description
of the mapping σ and τ . Because of Lemma 3.3 and Lemma 3.4, such a component
is determined by a subset Y of X, say of cardinality i, with mY ∈ Mi \Mi+1. In
particular sY is a subsolution of s. Hence Y must be the union of the contents of
some cycles of γ, i.e., the union of some Xj . Say Y = Xi1 ∪ · · · ∪Xil . Because of
the description of σ and γ this means that rY is a subsolution of r. Hence, as for
the case X, mYMY Y has a group of fractions G(Y, rY ) and this must be abelian,
and thus also M(Y, rY ), is nilpotent.
So we have proved that if M is nilpotent then γ = c1 · · · cs and σ = ck11 · · · ckss
and thus τ = c1−k11 · · · c1−kss and conversely for such permutations we have that all
cancellative components are abelian.
So it remains to deal with condition (NC) stated in Theorem 3.7. Let Y be
a subset of X as above. Then, for any m = (a, λ′a) ∈ M with a ∈ AY Y , we
have λ′a(Y ) = Y . Hence Y is invariant with respect to the action of the group
gr(λx : x ∈ X). So, m = (a, λ′a) ∈ MY Y . In particular, if Y ∼ Z (where ∼ is the
equivalence relations defined earlier in the section) then Y = Z. Hence, all uniform
components have degree 1 and thus the result follows from Corollary 3.8. 
We finish this section with some examples. The first example is a solution (X, r)
with abelian structure group G(X, r) while the derived structure group Agr(X, r) is
not nilpotent and it has a uniform component of degree two. However, the structure
monoid M(X, r) is not abelian but it is Malcev nilpotent.
Example 3.11. Let X = Z/(3) and define r(x, y) = (−y, x−y) for x, y ∈ X. Then
(X, r) is a solution of the YBE. The structure group associated to this solution
G = G(X, r) = gr(0, 1, 2 | 0 ◦ 1 = 2 ◦ 2 = 1 ◦ 0, 0 ◦ 2 = 1 ◦ 1 = 2 ◦ 0)
is an abelian group (note that 0 ◦ 1 = 2 ◦ 2 implies 2 ◦ 0 ◦ 1 = 2 ◦ 2 ◦ 2 and thus
1 ◦ 2 ◦ 0 = 1 ◦ 1 ◦ 1 = 2 ◦ 2 ◦ 2 = 2 ◦ 1 ◦ 0 so that 1 ◦ 2 = 2 ◦ 1). The associated derived
group is
Agr = Agr(X, r) = gr(0, 1, 2 | 0 + 2 = 2 + 1 = 1 + 0, 0 + 1 = 1 + 2 = 2 + 0)
∼= gr(a, b | a+ b+ a = b+ a+ b, a+ b− a = b+ a− b, 2a+ b = b+ 2a).
Clearly Agr/ gr(2a, 2b) ∼= gr(a, b | 2a = 2b = 3(a + b) = 0) ∼= S3 and thus Agr is
not nilpotent. It easily is verified that condition (NC) is not satisfied and that all
cancellative components are nilpotent and thus M = M(X, r) is Malcev nilpotent.
Note that M has a uniform component of degree two. Indeed, let Y = {1} and
Z = {2}. Then one has the uniform component consisting of
MY Y = {(a, λ′a) : a ∈ 〈1 + 1〉},
MZZ = {(a, λ′a) : a ∈ 〈2 + 2〉},
MY Z = {(a, λ′a) : a ∈ 1 + 〈1 + 1〉},
MZY = {(a, λ′a) : a ∈ 2 + 〈2 + 2〉}.
In the following example all conditions of Theorem 3.7 are satisfied, so the struc-
ture monoid M(X, r) is Malcev nilpotent.
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Example 3.12. Let X = Z/(4) and define r(x, y) = (−y, x + 2y) for x, y ∈ X.
Then (X, r) is a solution of the YBE, the structure group is
G = G(X, r) = gr(0, 1, 2, 3 | 0 ◦ 1 = 3 ◦ 2 = 2 ◦ 3 = 1 ◦ 0, 0 ◦ 2 = 2 ◦ 0,
0 ◦ 3 = 1 ◦ 2 = 2 ◦ 1 = 3 ◦ 0, 1 ◦ 1 = 3 ◦ 3),
and the derived structure group is
Agr = Agr(X, r) = gr(0, 1, 2, 3 | 0 + 3 = 3 + 2 = 2 + 1 = 1 + 0, 0 + 2 = 2 + 0,
0 + 1 = 1 + 2 = 2 + 3 = 3 + 0, 1 + 3 = 3 + 1).
The structure group is nilpotent of class 2 (0 and 2 are central elements). One
easily verifies that the conditions mentioned in Theorem 3.7 are satisfied. Thus the
structure monoid M(X, r) is Malcev nilpotent. Note, that for example one easily
verifies that there is a degree two uniform component built from the sets Y = {1}
and Z = {3}.
We now give an example with a structure group that is not nilpotent, as it
has S3 as an epimorphic image. Therefore, not all cancellative components of
M = M(X, r) are Malcev nilpotent. Hence the structure monoid M is not Malcev
nilpotent.
Example 3.13. Let X = S3 and r(x, y) = (xy
−1x−1, xy2) for x, y ∈ X. One
can verify that the structure group G(X, r) of the solution (X, r) of the YBE has
X = S3 as an epimorphic image, and hence it is not nilpotent.
The following is an example with abelian structure group, but not all cancellative
components are nilpotent semigroups. Furthermore, the condition (NC) holds.
Example 3.14. Let X = {1, 2, 3, 4}. Define λ1 = λ2 = ρ1 = (3, 4) and λ3 = λ4 =
ρ2 = ρ3 = ρ4 = id. Moreover, let r(x, y) = (λx(y), ρy(x)) for x, y ∈ X. Then (X, r)
is a solution of the YBE. Furthermore, the associated structure monoid
M = M(X, r) = 〈X | 1 ◦ 2 = 2 ◦ 1, 1 ◦ 3 = 4 ◦ 1, 1 ◦ 4 = 3 ◦ 1,
2 ◦ 3 = 4 ◦ 2 = 2 ◦ 4 = 3 ◦ 2, 3 ◦ 4 = 4 ◦ 3〉,
is not abelian. However, the structure group
G(X, r) = gr(1, 2, 3 | 1 ◦ 2 = 2 ◦ 1, 1 ◦ 3 = 3 ◦ 1, 2 ◦ 3 = 3 ◦ 2),
is abelian. The derived structure monoid is
A = A(X, r) = 〈X | 1 + 2 = 2 + 1, 1 + 3 = 3 + 1, 1 + 4 = 4 + 1,
2 + 4 = 4 + 2 = 2 + 3 = 3 + 2, 3 + 4 = 4 + 3〉.
Since A(X, r) is abelian, we may take d = 2. Let Y = {1, 3} and Z = {1, 4}. Then
aY = 1 + 1 + 3 + 3 ∈ A2 \A3, mY = 1 ◦ 1 ◦ 3 ◦ 3 ∈M2 \M3,
aZ = 1 + 1 + 4 + 4 ∈ A2 \A3, mZ = 1 ◦ 1 ◦ 4 ◦ 4 ∈M2 \M3.
We obtain the following non-empty components
MY Y = {(a, λ′a) : a ∈ 〈1 + 1, 3〉},
MY Z = {(a, λ′a) : a ∈ 1 + 〈1 + 1, 3〉},
MZY = {(a, λ′a) : a ∈ 1 + 〈1 + 1, 4〉},
MZZ = {(a, λ′a) : a ∈ 〈1 + 1, 4〉}.
Finally, let a = 1 ∈ 〈Y ∩ Z〉 and b = 1 + 1 ∈ 〈Y ∩ Z〉. Then, λ′1+1(λ′−11 (Y )) =




1 (Z)) = λ
′
1(Z) = Y . Hence, condition (NC) is satisfied.
Furthermore, not all cancellative components are Malcev nilpotent. Indeed, take
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T = {1, 3, 4}. Then MTT = {(a, λ′a) : a ∈ 〈1, 3, 4〉}. If we restrict r to T × T we
obtain a subsolution rT with the structure group
G(T, rT ) = gr(T | 1 ◦ 3 = 4 ◦ 1, 1 ◦ 4 = 3 ◦ 1, 3 ◦ 4 = 4 ◦ 3)
∼= gr(3, 4 | 3 ◦ 4 = 4 ◦ 3) o gr(1),
where the action of 1 is interchanging 3 and 4. The group G(T, rT ) is not nilpotent
as it contains the infinite dihedral group. Hence, MTT is not Malcev nilpotent. So,
we found a solution (X, r) where G(X, r) is abelian, condition (NC) is satisfied, but
not all cancellative components are nilpotent (so the structure monoid M(X, r) is
not nilpotent).
We finish this section with an example of a structure monoid for which (NC)
holds and which has abelian cancellative components. So it is not a nilpotent
semigroup.
Example 3.15. Let X = {1, 2, 3, 4}. Define λ1 = λ2 = ρ1 = (3, 4), λ3 =
(2, 4), λ4 = (2, 3) and ρ2 = ρ3 = ρ4 = id. Moreover, let r(x, y) = (λx(y), ρy(x))
for x, y ∈ X. Then (X, r) is a solution of the YBE. Furthermore, the associated
structure monoid
M = M(X, r) = 〈X | 1 ◦ 2 = 2 ◦ 1, 1 ◦ 3 = 4 ◦ 1, 1 ◦ 4 = 3 ◦ 1,
2 ◦ 3 = 4 ◦ 2 = 2 ◦ 4 = 3 ◦ 2 = 4 ◦ 3 = 3 ◦ 4〉
is not abelian. However, the structure group
G(X, r) ∼= gr(1, 2 | 1 ◦ 2 = 2 ◦ 1)
is abelian. The derived structure monoid is
A = A(X, r) = 〈X | 1 + 2 = 2 + 1, 1 + 3 = 3 + 1, 1 + 4 = 4 + 1,
2 + 4 = 4 + 2 = 2 + 3 = 3 + 4 = 4 + 3 = 3 + 2〉.
Since A is abelian, we may put d = 2. Let Y = {1, 3} and Z = {1, 4}. Then
aY = 1 + 1 + 3 + 3 ∈ A2 \A3, mY = 1 ◦ 1 ◦ 3 ◦ 3 ∈M2 \M3,
aZ = 1 + 1 + 4 + 4 ∈ A2 \A3, mZ = 1 ◦ 1 ◦ 4 ◦ 4 ∈M2 \M3.
We obtain the following non-empty components
MY Y = {(a, λ′a) : a ∈ 〈1 + 1, 3〉},
MY Z = {(a, λ′a) : a ∈ 1 + 〈1 + 1, 3〉},
MZY = {(a, λ′a) : a ∈ 1 + 〈1 + 1, 4〉},
MZZ = {(a, λ′a) : a ∈ 〈1 + 1, 4〉}.
Let a = 1 ∈ 〈Y ∩ Z〉 and b = 1 + 1 ∈ 〈Y ∩ Z〉. Then, λ′1+1(λ′−11 (Y )) = λ′1(Y ) = Z
and λ′1+1(λ
′−1
1 (Z)) = λ
′
1(Z) = Y . Hence, condition (NC) is satisfied. Note that
MY Y and MZZ are abelian. Let us consider all other non-empty subsemigroups
MTT with |T | < 4. If |T | = 1 then these are 〈a〉e, with a ∈ X = {1, 2, 3, 4}, and
clearly MTT is abelian. If |T | = 2 then the only remaining case is T = {1, 2} and
MTT = 〈1, 2〉e, an abelian semigroup. In case |T | = 3 there is only one such set with
MTT 6= ∅, namely T = {2, 3, 4}. Clearly (T, r|T 2) is a subsolution of (X, r). Hence
MTT has an ideal that is cancellative and that has the structure group G(T, r|T 2)
as its group of fractions. It readily is verified that this group is free abelian of
rank 1. Hence, all cancellative components of M are abelian and condition (NC) is
satisfied.
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4. Multipermutation Solutions
Let (X, r) be a solution of the YBE (recall that it means (X, r) is bijective
and non-degenerate). In this section, we define the retract solution of (X, r) as a
generalization of the involutive case [11] and the finite case [32]. We extend the
notion of the multipermutation solution. Then we go deeper into the study of the
relation between a solution (X, r) of the YBE that is a multipermutation solution
and the skew left brace structure of the structure group G = G(X, r) of (X, r), as
well as the relation with the associated solution (G, rG) of the skew left brace G.
This link is extended to the solution (M, rM ) associated to the structure monoid
M = M(X, r). In doing so, we will generalize some results of Gateva-Ivanova and
Cameron in [14].
Recall that in [11], Etingof, Schedler and Soloviev introduced the retract relation
on involutive solutions (X, r) of the YBE. This is the binary relation ∼ on X defined
by x ∼ y if and only if λx = λy. Then, ∼ is an equivalence relation and r induces
an involutive solution r : (X/∼)2 → (X/∼)2 of the YBE.
Lebed and Vendramin, in [32], generalized this notion to finite solutions (X, r)
of the YBE. In this case, the retract relation is the binary relation ∼ on X defined
by x ∼ y if and only if λx = λy and ρx = ρy. Then r induces a solution (X/∼, r)
of the YBE [32, Lemma 8.4]. Note that if r is involutive then λx = λy if and only
if ρx = ρy.
In the following Lemma 4.1 we see that [32, Lemma 8.4] is true for solutions
(X, r) of the YBE of arbitrary size.
Lemma 4.1. Let (X, r) be a solution of the YBE. Define an equivalence relation
∼ (also denoted ∼X to emphasise the set X) on X by
x ∼ y ⇐⇒ λx = λy and ρx = ρy.
Then r induces a solution r of the YBE on X = X/∼, by
r(x, y) = (λx(y), ρy(x)),
where x denotes the equivalence ∼-class of x ∈ X. This solution is denoted
Ret(X, r) and is called the retract of (X, r). One says that (X, r) is retractable
if ∼ is not the trivial relation.
Proof. Let x, y, z ∈ X be elements such that x ∼ y. Note that
λλx(z)λρz(x) = λxλz = λyλz = λλy(z)λρz(y) = λλx(z)λρz(y),
ρρx(z)ρλz(x) = ρxρz = ρyρz = ρρy(z)ρλz(y) = ρρx(z)ρλz(y),
λλz(x)λρx(z) = λzλx = λzλyz = λλz(y)λρy(z) = λλz(y)λρx(z),
ρρz(x)ρλx(z) = ρzρx = ρzρy = ρρz(y)ρλy(z) = ρρz(y)ρλx(z).
Hence λz(x) ∼ λz(y) and ρz(x) ∼ ρz(y). Therefore r is well-defined. We know that
(X, r−1) also is a solution of the YBE. We write
r−1(x, y) = (λ̂x(y), ρ̂y(x)).
Note that x ∼ y if and only if xy−1 ∈ Ker(λ) ∩ Ker(ρ) ⊆ G(X, r). It follows from
Remark 1.4 that λ̂z(x) ∼ λ̂z(y) and ρ̂z(x) ∼ ρ̂z(y), and so the map
X
2 → X2 : (x, y) 7→ (λ̂x(y), ρ̂y(x))
is well-defined. Clearly this is the inverse of r. It is clear that r is a bijective
set-theoretic solution of the Yang–Baxter equation. We will prove that it is non-
degenerate. Define λx : X → X and ρx : X → X by λx(y) = λx(y) and ρx(y) =
ρx(y). Clearly, in order to prove that λx is bijective, it is enough to prove that it
is injective (surjectivity of λx is an immediate consequence of surjectivity of λx).
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Note that for every x, y ∈ X,
λλ̂x(y)(ρ̂y(x)) = x.
Let z ∈ X such that y = λ̂−1x (z). Then we have
λz(ρ̂λ̂−1x (z)(x)) = x.
Hence
ρ̂λ̂−1x (z)(x) = λ
−1
z (x).
Let x, y, z ∈ X be elements such that λz(x) ∼ λz(y). We have that







Hence λx is injective and thus it is bijective. Similarly one can prove that ρx is
bijective. Hence r is non-degenerate, and the result follows. 
With this equivalence relation ∼ at hand, one can now define, as before, multi-
permutation solutions and their level.
Let (X, r) be a solution of the YBE. Put
(X0, r0) = (X, r) and (Xn, rn) = Ret(Xn−1, rn−1)
for n > 1. Then one says that (X, r) is a multipermutation solution of level m, if
|Xm| = 1 and, if m is positive, |Xm−1| > 1. In this case we write mpl(X, r) = m.
In what follows we denote (Xn, rn) by Ret
n(X, r) for all n > 0.
Corollary 4.2. Let (X, r) be a solution of the YBE. If (X, r) is retractable then
its left and right derived solutions (X, s) and (X, s′) are retractable. In particular,
if (X, r) is a multipermutation solution of the YBE of finite level then so are (X, s)
and (X, s′).
Proof. Let x, y ∈ X be two distinct elements such that x ∼ y. Since λx = λy and










which shows that the left derived solution (X, s) and the right derived solution
(X, s′) are retractable. 
Clearly, the reverse implication does not hold. Take (X, r) any irretractable
involutive solution of the YBE. Its derived solution (X, s) is trivial, hence it is a
multipermutation solution.
Definition 4.3. Let (B,+, ◦) be a skew left brace. Define the socle of B as
Soc(B) = {a ∈ B : a ◦ b = a+ b = b+ a for all b ∈ B}.
Moreover, we define the socle series for B as follows. Put Soc0(B) = 0 and, for
n > 0, let Socn+1(B) denote the unique ideal of B containing Socn(B) such that
Socn+1(B)/Socn(B) = Soc(B/ Socn(B)). If there exists a non-negative integer n
such that Socn(B) = B then B is said to have a socle series and the smallest such
n is called the socle length of B.
Remark 4.4. It is known (see [3] or [2, Proposition 1.1.12]) that, for every skew
left brace B, Soc(B) = {a ∈ B : λa = idB = ρa}, where λa(b) = −a+ a ◦ b and
ρa(b) = (λb(a))
−1 ◦ b ◦ a = λ−1λb(a)(−λb(a) + b+ λb(a))
for all a, b ∈ B. Furthermore rB : B × B → B × B : (a, b) 7→ (λa(b), ρb(a)) is the
solution of the YBE associated to the skew left brace B (see [20, Theorem 3.1]). It
is well-known that the maps
λ : (B, ◦)→ Aut(B,+): a 7→ λa and ρ : (B, ◦)→ Sym(B) : a 7→ ρa
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are, respectively, a homomorphism and an anti-homomorphism of groups.
Note that Retn(B, rB) = (B/ Socn(B), rB/ Socn(B)). Hence (B, rB) is a multi-
permutation solution of the YBE of level n if and only if B has socle length n.
Lemma 4.5. Assume that (X, r) is a solution of the YBE. If ι : X → G(X, r) and
ι : Ret(X, r) → G(Ret(X, r)) are the canonical maps then the rule ϕ(ι(x)) = ι(x),
where x denotes the equivalence class of x ∈ X in Ret(X, r), induces a surjective
morphism of solutions ϕ : Inj(X, r)→ Ret(X, r). Moreover, ϕ induces a morphism
of groups ϕ′ : G(X, r)→ G(Ret(X, r)).
Proof. The result clearly holds, if one shows that ϕ is well-defined. As it was shown
in [21], for all elements x, y ∈ X satisfying ι(x) = ι(y), it holds that λx = λy. By
left-right symmetry, this also shows that ρx = ρy. Hence x = y, which yields
ι(x) = ι(y). As ϕ : Inj(X, r) → Ret(X, r) is a morphism of solutions and the
canonical map ι′ : Inj(X, r) → G(Inj(X, r)) = G(X, r) is injective, ϕ induces a
morphism of groups ϕ′ : G(X, r)→ G(Ret(X, r)). 
Smoktunowicz and Vendramin [37, Theorem 3.13] showed that if (B, rB) is the
associated solution of a finite skew left brace B of size at least two, then the order
of rB is even. The following proposition shows that this phenomenon also appears
for multipermutation solutions.
Proposition 4.6. Let (X, r) be a solution of the YBE with |X| > 1. If (X, r) is of
finite multipermutation level and r is of finite order then r is of even order.
Proof. It is sufficient to show the result for multipermutation solutions of level 1.
Indeed, if (X, r) is a solution of level n then Retn−1(X, r) is a multipermutation
solution of level 1. Furthermore, there exists a canonical surjective morphism of
solutions ϕ : (X, r) → Retn−1(X, r). This entails that if n is the order of r, the
order of the solution Retn−1(X, r) is a divisor of n. In particular, if the latter is
even, then so is the order of r. Thus assume that (X, r) is of multipermutation
level 1. Then, there exists commuting permutations σ and τ of X such that λx = σ
and ρx = τ for each x ∈ X. Suppose, for contradiction’s sake, that the order
m = 2k + 1 of r is odd. Then, (x, y) = rm(x, y) = (σk+1τk(y), σkτk+1(x)). In
particular, we obtain that σk+1τk(y) = x. However, we also have that (x, x) =
rm(x, x) = (σk+1τk(x), σkτk+1(x)), which shows that σk+1τk(x) = x = σk+1τk(y).
Since σk+1τk is a bijection, it follows that x = y for all x, y ∈ X, in contradiction
with |X| > 1. 
In view of Proposition 4.6, the question rises whether non-involutive, injective
solutions of finite multipermutation level exist. The following example illustrates
this.
Example 4.7. Let X = {1, 2, 3, 4}. Put σ1 = σ2 = (3, 4) and σ3 = σ4 = (1, 2).
Then (X, r), where r(x, y) = (σx(y), x) for x, y ∈ X, is a solution of the YBE of
multipermutation level 2. Note that the retract of (X, r) is a trivial solution on a
set consisting of two elements. Further,
G(X, r) = gr(1, 2, 3, 4 | 12 = 21, 34 = 43, 13 = 41 = 24 = 32, 31 = 23 = 42 = 14).
From the above presentation it follows that 2 = 313−1 and 4 = 131−1 in G(X, r)
and thus one may check that
G(X, r) ∼= gr(1, 3 | 311 = 113, 331 = 133, 3131 = 1313).
In particular, 11 and 33 are central elements of G(X, r) and the quotient
G(X, r)/ gr(11, 33) ∼= gr(a, b | a2 = b2 = (ab)4 = 1) ∼= D8
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is a non-abelian group, and thus also G(X, r) is a non-abelian group. Having this
observation in hand we are ready to show that the solution (X, r) is injective. First,
note that the group G(X, r) admits a morphism into the free abelian group on {x, y}
by mapping both 1, 2 to x and both 3, 4 to y. It implies that 1 6= 3, 1 6= 4, 2 6= 3
and 2 6= 4 in G(X, r). Now suppose, on the contrary, that 1 = 2 in G(X, r). Then
also 3 = 4 in G(X, r) and thus G(X, r) ∼= gr(1, 3 | 13 = 31) would be an abelian
group, a contradiction. Similarly, on shows that 3 6= 4 in G(X, r). Therefore, X
embeds into G(X, r), as claimed. It is also worth to mention that despite 1 6= 2 in
G(X, r) we have
1133 = 1(13)3 = 1(24)3 = (12)43 = (21)43 = 2(14)3 = 2(23)3 = 2233,
which guarantee that 11 = 22 in G(X, r).
The following result is proven in [7, Lemma 4] for involutive solutions.
Proposition 4.8. Assume that (X, r) and (Y, s) are solutions of the YBE. Then
each surjective morphism ϕ : X → Y of solutions induces a surjective morphism
ϕ : Ret(X, r) → Ret(Y, s) of retracts. In particular, if (X, r) is a solution of the
YBE of finite multipermutation level m then any homomorphic image of (X, r) (for
example the injectivization Inj(X, r)) is a solution of finite multipermutation level
bounded m.
Proof. Let x, y ∈ X be such that x ∼ y, i.e., λx = λy and ρx = ρy. Then, for any
z ∈ X, it follows that
λϕ(x)(ϕ(z)) = ϕ(λx(z)) = ϕ(λy(z)) = λϕ(y)(ϕ(z)).
As ϕ is surjective, this implies that λϕ(x) = λϕ(y). Analogously, one proves
that ρϕ(x) = ρϕ(y). Therefore, the composition π ◦ ϕ : (X, r) → Ret(Y, s), where
π : (Y, s)→ Ret(Y, s) is the canonical morphism, induces a surjective morphism of
solutions ϕ : Ret(X, r)→ Ret(Y, s). 
Also subsolutions inherit the property of being multipermutation. Also the fol-
lowing result is proven in [7, Lemma 5] for involutive solutions.
Lemma 4.9. Let (X, r) be a solution of the YBE and (Y, s) its subsolution, i.e.,
Y ⊆ X, r(Y 2) ⊆ Y 2 and s = r|Y 2 . If (X, r) is of finite multipermutation level m
then (Y, s) is of finite multipermutation level bounded by m.
Proof. It is clear that x ∼X y for some x, y ∈ Y implies x ∼Y y. In particular,
this entails that there exists a surjective morphism of solutions ϕ : Y/∼X → Y/∼Y ,
where the former is a subsolution of Ret(X, r). Suppose we have shown that the map
id: Y → Y induces a surjective morphism of solutions ϕn : Y n → Retn(Y, s), where
Y n = {y ∈ Retn(X, r) : y ∈ Y }. Let x, y ∈ Y n be such that x ∼Retn(X,r) y. As ϕn
is a morphism of solutions, it follows that ϕn(x) ∼Retn(Y,s) ϕn(y) in Retn(Y, s). In
particular, ϕn induces a surjective map ϕn+1 : Y n+1 → Retn+1(Y, s), which is by
construction a morphism of solutions.
By induction, it follows that if (X, r) is of multipermutation level m then (Y, s)
is of multipermutation level at most m. 
In case of multipermutation solutions of level 1 the injectivization turns out to
be always involutive.
Proposition 4.10. Let (X, r) be a solution of the YBE of multipermutation level 1.
Then the injectivization Inj(X, r) of (X, r) is an involutive solution of the YBE.
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Proof. Clearly, the injectivization Inj(X, r) is still a multipermutation solution of
level at most 1. If it is of level 0 then nothing remains to be shown. Hence, we
replace r by its injectivization. Write r(x, y) = (σ(y), τ(x)) for x, y ∈ X and some
commuting permutations σ and τ on X. Then
(x, τ(x)) = r(x, σ−1(x))
for each x ∈ X. As the solution (X, r) is injective, it follows that τ = σ−1, which
shows the result. 
In order to show that a solution (X, r) of the YBE is a multipermutation solution
if and only if so is (M, rM ), where M = M(X, r), we need to prove some more
intermediate results. First we relate the retract relations ∼X and ∼M , introduced
in Lemma 4.1.
Lemma 4.11. Assume that (X, r) is a solution of the YBE. Let M = M(X, r) and
G = G(X, r). If x, y ∈ X are such that x ∼X y then x ∼G y and x ∼M y.
Proof. This is easily shown with the argument after the proof of Proposition 1.1.
Indeed, we see that λx ∈ Sym(X) determines λx ∈ Sym(M). Similarly one sees
that ρx ∈ Sym(X) determines ρx ∈ Sym(M). Thus x ∼X y implies that x ∼M y.
For G the proof is similar: note that λx ∈ Sym(X) induces the map λex ∈ Sym(G)
and ρx induces the map ρ
e
x ∈ Sym(G). Hence x ∼X y implies that x ∼G y. 
Corollary 4.12. Let (X, r) be a solution of the YBE of finite multipermutation
level m. Then the solutions associated to M = M(X, r) and G = G(X, r) are of
finite multipermutation level, bounded by m+ 1.
Proof. First, we may assume that (X, r) is an injective solution. Let
Tn = M(Ret
n(X, r)) and Hn = G(Ret
n(X, r))
for n > 0. In particular, M = T0 and G = H0. We claim that there exist surjective
morphisms of solutions ψn : Tn → Retn(M, rM ) and ϕn : Hn → Retn(G, rG). We
shall prove our claim by induction on n. If n = 1 then Lemma 4.11 implies that if
x, y ∈ X are such that x ∼X y then x ∼M y and x ∼G y. Hence, there exist sur-
jective morphisms of solutions ψ1 : T1 → Ret(M, rM ) and ϕ1 : H1 → Ret(G, rG),
as desired, where the latter is well-defined by Lemma 4.5. Now, suppose that
we have surjective morphisms of solutions ψn and ϕn for some n > 1. Consider
x, y ∈ Retn(X, r) such that x ∼Retn(X,r) y. Then ψn(x) ∼Retn(M,rM ) ψn(y) and
ϕn(x) ∼Retn(G,rG) ϕn(y), which implies that there exist surjective morphisms of so-
lutions ψn+1 : Tn+1 → Retn+1(M, rM ) and ϕn+1 : Hn+1 → Retn+1(G, rG). Hence,
the proof of our claim is complete. Since |Retm(X, r)| = 1, we get Tm ∼= N and
Hm ∼= Z. Under this identification, we have surjective morphisms of solutions
ψm : N→ Retm(M, rM ) and ϕm : Z→ Retm(G, rG), where N and Z are considered
as trivial solutions. In particular, |Retm+1(M, rM )| = 1 and |Retm+1(G, rG)| = 1,
showing the result. 
Theorem 4.13. Let (X, r) be a solution of the YBE. The following properties are
equivalent:
(1) the solution (X, r) is of finite multipermutation level.
(2) the associated solution on M = M(X, r) is of finite multipermutation level.
(3) the associated solution on G = G(X, r) is of finite multipermutation level.
Proof. If (X, r) is a solution of the YBE of finite multipermutation level then, by
Corollary 4.12, the associated solutions on M and G are both of finite multipermu-
tation level.
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As (X, r) is a subsolution of (M, rM ), the associated solution on M , it follows
by Lemma 4.9 that if (M, rM ) is of finite multipermutation level then (X, r) is of
finite multipermutation level.
Lastly, suppose that the associated solution on G is of finite multipermutation
level. Let G = G(X, r). The natural map G → G is a surjective homomorphism
of solutions from (G, rG) to (G, rG). By Proposition 4.8, (G, rG) is of finite mul-
tipermutation level. Consider the map ψ : X → G : x 7→ (λx, ρ−1x ). Then, ψ is a
morphism of solutions from (X, r) to (G, rG). Clearly ψ induces an injective mor-
phism of solutions ψ : Ret(X, r) → (G, rG). By Lemma 4.9, Ret(X, r) is of finite
multipermutation level and thus so is (X, r). This finishes the proof. 
Note that hidden in the proof of Proposition 4.13, it was shown that the retrac-
tion of a solution (X, r) of the YBE is a subsolution of the solutions associated to
its permutation group (as a skew left brace). In particular, this entails the following
corollary.
Corollary 4.14. Let (X, r) be a solution of the YBE. If (X, r) is irretractable then
(X, r) is an injective solution.
Theorem 4.15. Assume that (X, r) is a multipermutation solution of the YBE
of level m. Then the group G = G(X, r) is solvable of derived length bounded by
m + 1. Moreover, the monoid A(X, r) is nilpotent of class at most m + 3 and the
group Agr(X, r) is nilpotent of class at most m+ 1.
Proof. Because of Theorem 4.13 and Corollary 4.12, the associated solution (G, rG)
of G is of multipermutation level at most m + 1. Then, by Remark 4.4, G has a
finite socle series of length at most m+ 1. As this series also is a subnormal series
with abelian factors, the first part of the result follows. Moreover, the same series
can be considered as a refinement of the upper central series of Agr(X, r), and thus
the group Agr(X, r) is nilpotent of class not exceeding m+ 1.
As before, let (X, s) be the derived solution of (X, r), that is
s(x, y) = (y, λy(ρλ−1x (y)(x))) = (y, σy(x)).
We know that G(X, s) = gr(σx : x ∈ X) is an epimorphic image of Agr(X, r).
Hence, G(X, s) is a nilpotent group of class at most m+ 1. Hence, Proposition 2.2
yields that A(X, r) is nilpotent of class at most m+ 3. 
In [14, Theorem 6.10] Gateva-Ivanova and Cameron proved that if (X, r) is a
square-free involutive solution of the YBE and it is a multipermutation solution
of level m, then the structure group G(X, r) is solvable of derived length 6 m.
The following corollary generalizes this result. Moreover, for square-free solutions
it improves the bounds obtained in Theorem 4.15.
Corollary 4.16. Let (X, r) be a square-free solution of the YBE. If (X, r) is a
multipermutation solution of level m then the associated solution (G, rG) on G =
G(X, r) satisfies m− 1 6 mpl(G, rG) 6 m. If, furthermore, (X, r) is injective then
mpl(G, rG) = m.
Moreover, the additive group of the skew left brace G is nilpotent of class 6 m
and the structure group G is solvable of derived length 6 m.
Proof. The proof is by induction on m. For m = 1 the solution r is of the form
r(x, y) = (σ(y), τ(x)) for some σ, τ ∈ Sym(X) such that στ = τσ. Since (X, r) is
square-free σ(x) = x = τ(x) for all x ∈ X. Hence (X, r) is the trivial solution. In
this case, G is a trivial brace and thus the result follows for m = 1.
Now, let m > 1 and suppose that the result holds for square-free solutions
of multipermutation level at most m − 1. Let G = G(X, r). We know that the
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map Ret(X, r) → (G, rG) : x 7→ (λx, ρ−1x ) is an injective morphism of solutions.
Hence there is a morphism of skew left braces ϕ : G(Ret(X, r)) → G such that
ϕ(x) = (λx, ρ
−1
x ) for all x ∈ X. Since Ret(X, r) is a square-free injective solu-
tion of multipermutation level m − 1, it follows by the induction hypothesis that
G(Ret(X, r)) has multipermutation level m − 1. Since ϕ is clearly surjective, by
Proposition 4.8, (G, rG) is of multipermutation level 6 m − 1. Since Ret(X, r) is
of multipermutation level m − 1, by Lemma 4.9, we have that (G, rG) is of multi-
permutation level m− 1. Furthermore, there are epimorphisms of skew left braces
G → G : a 7→ (λa, ρ−1a ) and G → G/Soc(G) : (λa, ρ−1a ) 7→ a. By Proposition 4.8,
we thus get m − 1 6 mpl(G, rG) 6 m. If, furthermore, (X, r) is injective then,
by Lemma 4.9, (G, rG) is of multipermutation level m. Hence the first part of the
result follows by induction.
By Remark 4.4, the second part of the result follows in a similar fashion to
Theorem 4.15. 
Actually, one can see that nilpotency gives severe restrictions on the structure of
G(X, r). Moreover, for multipermutation solutions such that G(X, r) is nilpotent,
this characterizes the torsion subgroup of G(X, r).
Proposition 4.17. Let (X, r) be a finite multipermutation solution of the YBE. If
the structure group G = G(X, r) is nilpotent then the torsion subgroup T = T (G)
of G is finite and equal to the additive commutator subgroup [G,G]+ of the group
(G,+) = Agr(X, r).
Proof. By Lemma 2.1, T is a finite subgroup of G. The inclusion [G,G]+ ⊆ T is true
for any finite solution of the YBE and it was observed in [24]. For completeness’
sake we repeat the argument. The group [G,G]+ is a characteristic subgroup of
(G,+) = Agr(X, r). As λx ∈ Aut(Agr(X, r)) for any x ∈ X, it follows that [G,G]+
is a left ideal, in particular a subgroup of G. As Agr(X, r) is a finitely generated
finite conjugacy group, it follows that [G,G]+ is a finite group. Hence, it is a torsion
subgroup of G, which shows that [G,G]+ ⊆ T .
Suppose that (X, r) is a multipermutation solution of level m. We prove that
T = [G,G]+ by induction on m. If m = 1 then, by Proposition 4.10, the solu-
tion Inj(X, r) is involutive and thus G ∼= G(Inj(X, r)) is a torsion-free group and
(G,+) = Agr(X, r) is a free abelian group. Hence, the result holds in this case.
Assume now that m > 1 and the result is true for finite solutions of the YBE of
multipermutation level < m. Consider the natural morphism ϕ : G→ G(Ret(X, r))
of groups defined in Lemma 4.5. Let N denote its kernel. Clearly, N ⊆ Soc(G) and
G/N ∼= G(Ret(X, r)). Thus N also is a subgroup of Agr(X, r), i.e., it is an additive
subgroup of G. Then, the induction hypothesis shows that T ⊆ N ◦ [G,G]+ =
N + [G,G]+. Let g ∈ T . There exist a ∈ N and b ∈ [G,G]+ such that g = a ◦ b.
Since [G,G]+ ⊆ T , we obtain a ∈ T ∩N . Because N ⊆ Soc(G), we have an = na
for all integers n. Thus gr(a) = gr(a)+ is a finite subgroup of Agr(X, r). Then
(gr(a) + [G,G]+)/[G,G]+ is a finite subgroup of Agr(X, r)/[G,G]+. By Proposi-
tion 2.6, Agr(X, r)/[G,G]+ is a torsion-free group. Hence, a ∈ [G,G]+. Therefore,
g ∈ [G,G]+ and, in consequence, T ⊆ [G,G]+. Thus T = [G,G]+ and by induction
the result follows. 
Corollary 4.18. Let (X, r) be a finite multipermutation solution of the YBE. If
the structure group G = G(X, r) is nilpotent, then G = G/[G,G]+ is a trivial left
brace. In particular, the image (X, r) of (X, r) in (G, rG) is a trivial solution.
Proof. By Proposition 4.17, it follows that [G,G]+ is a characteristic subgroup of
G. As [G,G]+ is a characteristic subgroup of the additive structure, it follows that
[G,G]+ is an ideal of the skew left brace G. Hence, G = G/[G,G]+ has a natural
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skew left brace structure. Furthermore, the additive structure is abelian by con-
struction, thus G is a left brace. Since G is a left brace, the solution (G, rG) is invo-
lutive. Clearly, there exists a natural epimorphism ϕ : G(X, r)→ G. Furthermore,
there exists a natural epimorphism ψ : G(X, r) → G(X, r), induced by the mor-
phism of solutions (X, r) → (X, r). Note that [G,G]+ = gr(x − σy(x) : x, y ∈ X).
Recall that σy(x) is used to define the left derived solution of (X, r). Hence,
ψ(x) = ψ(σy(x)) in G(X, r) for all x, y ∈ X. Thus, ψ can be factored through
an epimorphism ψ2 : G → G(X, r). As both ϕ ◦ ψ2 and ψ2 ◦ ϕ correspond to the
identity mapping on the generators of the corresponding groups, it follows that both
maps are isomorphisms. In particular, G can be treated as the structure group of
(X, r). As G is nilpotent, it follows that G is nilpotent. By [6, Theorem 2], it
follows that G is a trivial left brace. In particular, this implies that the solution
(X, r) is trivial. 
Let (X, r) be a finite solution. Let G = G(X, r). As we have seen in the proof
of Proposition 4.17, [G,G]+ is a subgroup of G (see also [24]). A natural question
is whether [G,G]+ is the set {g ∈ G : the multiplicative order of g is finite}. But
this is not true as it is shown in the following example. Crucial is to construct an
example of a skew brace B such that its left ideal [B,B]+ is not an ideal, i.e., as a
multiplicative group it is not a normal subgroup of (B, ◦). Note that [B,B]+ is a
normal subgroup of (B,+) and thus it is a strong left ideal of the skew left brace
B, in the sense as introduced in [23].
Example 4.19. Consider the trivial brace A = Z/(2)×Z/(2). Then the automor-
phism group Aut(A) of A is isomorphic to the symmetric group of degree 3. We
define f + g = f ◦ g for f, g ∈ Aut(A). Then Aut(A),+, ◦) is a skew left brace.
Consider the semidirect product B = Hol(A) = A o Aut(A) of skew left braces.
Thus
((a, b), f) + ((c, d), g) = ((a+ c, b+ d), f ◦ g),
((a, b), f) ◦ ((c, d), g) = ((a, b) + f(c, d), f ◦ g)
for (a, b), (c, d) ∈ A and f, g ∈ A. Then (B,+, ◦) is a skew left brace. Note
that [B,B]+ = {((0, 0), id), ((0, 0), f), ((0, 0), f2)}, where f ∈ Aut(A) is defined as
f(a, b) = (b, a+ b) for (a, b) ∈ A. Since
((1, 0), id)−1 ◦ ((0, 0), f) ◦ ((1, 0), id) = ((1, 0), id) ◦ ((0, 1), f)
= ((1, 1), f) /∈ [B,B]+,
we have that [B,B]+ is not an ideal of the skew left brace B. By [3, Proposition
3.18] (or [2, Corollary 2.3.5]), there exists a finite solution (X, r) of the YBE such
that G = Gλ,ρ(X, r) ∼= B as skew left braces. Let G = G(X, r) and let h2 : G → G
be the map defined by h2(a) = (λa, ρ
−1
a ) for all a ∈ G. We know (cf. Lemma 1.3
and Remark 1.6) that h2 is an epimorphism of skew left braces and Ker(h2) is an
ideal of the skew left brace G contained in its socle. Note that h−12 ([G,G]+) =
[G,G]+ + Ker(h2). Since [G,G]+ ∼= [B,B]+ is not an ideal of the skew left brace G,
we have that [G,G]+ + Ker(h2) is not an ideal of the skew left brace G.
Note that if [G,G]+ = {g ∈ G : the multiplicative order of g is finite}, then
[G,G]+ is an ideal of the skew left brace G and hence [G,G]+ + Ker(h2) also
is an ideal of G, a contradiction. Therefore, [G,G]+ is different from {g ∈ G :
the multiplicative order of g is finite}.
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34 F. CEDÓ, E. JESPERS,  L. KUBAT, A. VAN ANTWERPEN, AND C. VERWIMP
and Fonds voor Wetenschappelijk Onderzoek (Belgium). The fourth author is sup-
ported by Fonds voor Wetenschappelijk Onderzoek (Flanders), via an FWO post-
doctoral fellowship. The fifth author is supported by Fonds voor Wetenschappelijk
Onderzoek (Belgium), via an FWO Aspirant-mandate.
References
1. N. Andruskiewitsch and M. Graña, From racks to pointed Hopf algebras, Adv. Math. 178
(2003), no. 2, 177–243.
2. D. Bachiller, Study of the algebraic structure of left braces and the Yang–Baxter equation,
arXiv:1901.10636, 2016.
3. , Solutions of the Yang–Baxter equation associated to skew left braces, with applica-
tions to racks, J. Knot Theory Ramifications 27 (2018), no. 8, 1850055, 36.
4. D. Bachiller, F. Cedó, and E. Jespers, Solutions of the Yang–Baxter equation associated with
a left brace, J. Algebra 463 (2016), 80–102.
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