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Abstract—Considering that it is difficult for experts to 
provide precise preference values for the site selection of electric 
vehicle charging station in risky environment, this paper 
develops an approach for linear ordinal ranking aggregation to 
validly improve the efficiency and accuracy of electric vehicle 
charging station site selection. At first, the inverse value function 
of prospect theory is applied to reduce the impact of risk. Then, 
through combining with the concept of information energy, the 
experts’ weights can be derived. Besides, a consistency 
constraint is added to the individual ranking-based alternatives’ 
weights deriving model, which can guarantee the consistency 
degree at an acceptable level. Additionally, a consensus and 
standard deviation-based model is established to aggregate the 
alternatives’ weights. Finally, a numerical case about the 
electric vehicle charging station site selection is presented to 
show the usage of the approach, meanwhile, comparative 
analysis and sensitivity analysis are also conducted which show 
the robustness and practicability of the approach. 
Keywords—linear ordinal ranking aggregation, prospect 
theory, site selection of electric vehicle charging station 
I. INTRODUCTION  
With the increasing attention on clean energy and the 
sustainability of environment development, the number of 
electric vehicles grows rapidly, meanwhile, the site selection 
for electric vehicle charging station (EVCS) attracts much 
attention from researchers [1]. Selecting appropriate sites for 
EVCS plays a more and more important role in recent years 
[2], and inappropriate siting of EVCS can result in negative 
influence on the development of electric vehicles, the layout 
of the city traffic arrangement, etc. [1]. There are few studies 
related to EVCS site selection. Specifically, Gonzalez et al. [3] 
modelled the daily temporal and spatial behavior of electric 
vehicles, based on which they optimized the location of 
EVCS. Liu et al. [1] optimized the site of EVCS by a two-step 
screening method, where they considered the environment 
factors and EVCS service radius. To minimize the integrated 
cost of charging stations and consumers, Jia et al. [4] 
established the optimization model for EVCS site selection. 
Similarly, Wang et al. [5] proposed a multi-objective EVCS 
planning model, which not only ensure charging service, but 
also reduce the power losses. Besides, considering the 
complexity of the site selection process, Guo and Zhao [2] 
established the index system of EVCS site selection and used 
fuzzy TOPSIS method to choose the site from the point of 
multi-criteria. In the existing studies, seldom of them 
considered the risk factors, e.g., legal and policy risks, social 
and cultural risks, etc. [6, 7] in the site selection process. 
Besides, many existing studies focus on the optimization-
based models where many difficult assumptions are required, 
and experts’ evaluations that provide much helpful experience 
are ignored. Hence, in such a situation, considering that 
experts have different knowledge backgrounds, it is helpful to 
make decisions via integrating group opinions, i.e. group 
decision making (GDM) [8]. Additionally, due to incomplete 
access to information, the site selection process becomes more 
uncertain, which brings great challenge for experts to make a 
comprehensive decision. Generally, experts maybe affected 
by their psychological states, i.e., they are more sensitive to 
gains than losses [9]. In addition, the complex decision-
making environment makes experts difficult to express their 
preferences by extremely precise information. Taking account 
of the experts’ expression habits, we can classify the 
information provided by experts into two categories, i.e., 
cardinal information and ordinal information [10]. With 
cardinal information, experts are required to make evaluations 
by a certain degree, which is difficult because of the lack of 
standards. However, when using ordinal information, such as 
rankings, which is more flexible and intuitive and the relative 
preference order of alternatives is much easier to be given. 
Hence, we hold the view that ranking is more applicable for 
experts to express their preferences in the EVCS site selection 
process [10].  
Linear ordinal ranking (LOR), i.e., a ranking that arranges 
all alternatives from best to worst or inversely, is applied 
extensively and the aggregation of LOR information is one of 
the most significant aspects in GDM [11, 12].The studies 
about LOR aggregation can be classified into two main parts, 
i.e., based on the relationship and numerical calculation. As 
for the former, Yager [13] created an algorithm that contains 
three main steps [14], i.e., preference vectors construction, 
reading sequence definition and ranking aggregation. Then, 
many researchers developed the Yager’s algorithm from 
different perspectives. For example, Franceschini et. al. [15] 
perfected the algorithm by considering the experts’ weights 
and the incomparable and missing alternatives in the decision-
making process. Combining the Yager’s algorithm with 
prospect theory, Liang et. al. [14] introduced a novel method 
in the risky environment, in which the value function was used 
to calculated the relative position indicator and the weighting 
function was used to determine the DMs’ weights. Later on, 
Xu et. al. [16] proposed the dominating index and the 
dominated index according to the relationships among 
alternatives, and established two corresponding aggregation 
algorithms respectively. The final ranking in their work was 
determined by the interaction of the results from the two 
algorithms. For the methods based on the numerical 
calculation, since some of the researchers transformed the 
rankings into numerical forms, i.e., position values [17], fuzzy 
preference relations [18], interval utility value [19], et al., 
some basic operators, such as, calculus summatorius [17], 
weighted average operator [19], et al., have been used to fuse 
the rankings. For example, Borda [17] firstly used the 
alternatives’ positions in the ranking to represent the LORs 
and aggregated rankings through summing up the alternatives’ 
positions. Wang et al. [19] took LORs as one of the constraints 
in a programming model and estimated the corresponding 
interval utilities by solving the model. After transforming 
rankings into interval values, the aggregated utility interval 
values were derived through the interval weighted average 
rules. Because transforming rankings into numerical values 
extends the computability of the rankings, some studies 
derived the aggregated values by establishing programming 
models. For instance, Hou et al. [20] established an interactive 
consensus model to derive an aggregated preference map, and 
illustrated how to measure disagreement degree and how to 
adjust the preference map to achieve consensus. Beg and 
Ahmad [21] took the minimum distance depicted by spearman 
footrule [22] as the objective function, and then applied the 
gene algorithm to solve the model. Furthermore, based on the 
Borda-Kendall distance [13] and the Hausdorff Kendall 
distance [14], two models with the objectives of minimizing 
the distance between the aggregated ranking and the 
individual rankings are constructed respectively. 
From the existing studies, we find some points that can be 
improved: (1) there exist a lot of risk factors e.g., legal and 
policy risks, social and cultural risks, etc. [6, 7] for experts in 
the site selection for EVCS, but most studies just considered 
these factors as the normal attributes in multi-attribute 
decision-making, and ignore their influence on the experts’ 
psychology. Hence, we attempt to use the prospect theory 
inversely in this paper to reduce the influence; (2) experts’ 
weights play an important role in the aggregation process, but 
in most of the existing studies, the determination of experts’ 
weights is ignored. Hence, in this paper, we propose a method 
to determine the experts’ weights from the perspective of 
information energy; (3) most of the existing aggregation 
models just considered the standard deviation of the individual 
information rather than the efficiency of the aggregation 
results. Therefore, in this paper, we attempt to establish a 
model that put these two objectives together. 
In order to solve the problems mentioned above, the 
following work has been conducted. To reduce the influence 
of psychological bias for EVCS selection in the risk 
environment and find the “true value” of the subjective 
information, we apply the inverse value function in prospect 
theory to depict the experts’ psychological characteristic 
under risk at first in the paper. Then, inspired by the concept 
of information energy [23] which can be used to measure the 
un-fuzziness degree of the evaluation information, we derive 
the experts’ weights from the perspective of the information 
energy in this paper. The greater the information energy, the 
more efficient the evaluations. Then, we also extend the model 
proposed by Xu [24] by adding a consistency constraint to 
derive the alternatives’ weights, which can guarantee the 
consistency of information. Further, to aggregate all the 
alternatives’ weights, we establish a consensus and standard 
deviation-based model that considers the consensus degree 
and the information energy at the same time. 
The rest of the paper is organized as follows: in Section II, 
we present the basic knowledge. In Section III, the details of 
the approach are proposed. Then, we set a numerical case 
about the site selection of EVCS to illustrate the usage of the 
approach and comparative analysis and sensitivity analysis are 
shown in Section IV. Finally, we draw a conclusion in Section 
V. 
II. PRELIMINARIES  
Referring to the definitions in [25, 26], Liu et al. gave the 
definition of the LOR in their technical report. 
Definition 1. Given a finite alternative set denoted by 
{ }1 2, , , ,i nA A A A  , if the relationship between each pair of 
alternatives belongs to the set { }, , , and all the alternatives 
are ranked from the best to the worst or inversely, then we call 
the ranking o a linear ordinal ranking. There into, “ i kA A ” 
means that iA  is better than kA  , “ i kA A  ” means that iA  is 
worse than kA , and “ i kA A  ” means that alternative iA  is the 
same to kA . 
To represent LORs better, referring to the idea of 
accounting for the number of alternatives that are graded at 
most as good as an alternative in [10] and the idea of depicting 
the possible positions of an alternative in [20], Liu et al., also 
defined the concept of extended preference map (EPM) from 
the perspective of the alternatives’ position information. 
Definition 2. We call ( ), 1j i j nP p ×=  the EPM of a linear ordinal 
ranking, where { }1,2, ,I n=   denotes the number of the 
alternatives, where ,i jp  denotes the extended preference map 
element (EPME) of the iA  in jo  provided by the thj  expert, 
if it satisfies: (1) ,, i ji p I∀ ∈ ; (2) The cardinal of ,i jp  is 1, i.e., 
, 1i jp = ; (3) The elements in ,i jp  represent the position of iA  
in jo , and , , ,1i j b j t jp n n= + − , where ,b jn  denotes the number 
of alternatives that rank before iA  in jo , ,t jn  denotes the 
number of the symbol “ ” before iA  in jo . 
Remark. If an expert has the same preference to all the 
alternatives, then, the EPME for each alternative is { }1 .  
The EVCS site selection process is full of risks [6, 7] and 
experts have different reactions to gains and losses under risk 
environment. To better explain experts’ reactions, the 
prospect theory proposed by Kaheman and Tversky [18] can 
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where 0y  is the reference point, α  and β  are positive real 
numbers and measure the curvature of the value function for 
gains and losses respectively, λ  is the coefficient of loss 
aversion. Generally, researchers assign the values to the 
different parameters as Tversky and Kahneman [9] advised, 
which are: 0.88α β= = ， 2.25λ = . 
III. MAIN METHODS 
In this part, we present the main methods to solve the 
problems mentioned in Section I, We assume that there are n 
alternative sites for EVCS in the finite set { }1 2, , , ,i nA A A A  , and 
m  experts in the finite set { }1 2, , , mD D D . 
A. Inverse-prospect theory process for LORs  
When experts choose sites for EVCS in a risky 
environment, they become more sensitive to gains than losses 
and the process described by prospect theory automatically 
generates in their minds, and the evaluations are finally 
reflected by the LORs. That is to say, the LORs provided by 
experts are biased. Similarly, if we use EPMs to depict the 
LORs, the EPMs should also be taken as biased description. 
Hence, we should use the inverse value function of prospect 
theory to find the “true value”. Given that there is no 
probability information in this situation, we just adjust the 
EPMs via inverse value function. Then, we can write the value 
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where ( ),i jv p∗  denotes the results that have been processed by 
prospect theory, ,i jp  denotes the EPME of site iA  evaluated 
by jD (in fact, ( ),i jv p∗  and ,i jp  are the same), ,i jp∗  denotes 
the true value of the EPME of site iA  evaluated by jD , 0 jp  
denotes the reference point based on the evaluation of jD , 
( ), 0,i j jd p p∗  denotes the distance between ,i jp∗  and 0 jp , where 
( ) 0 , , 0, 0
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Considering that the values of ,i jp  and ,i jp
∗  should be 
located in ,1,max i jp
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where ,max i jp
∗  denotes the maximum true value in the EPM 
provided by jD . By Eq. (3), we get , ,max maxi j i jp p
∗ = . 
To define the inverse value function, we determine the 
reference point 0 jp  and the distance between ,i jp
∗  and 0 jp . 
Given that the evaluation information from the experts are all 
expressed by rankings and there are tie relationships existing 
in the rankings, we choose the medium position as the 
reference point and calculate it by: 
, ,
0
1 max 1 max
2 2
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Considering that all elements in EPMs are positive 
numbers, we change the parameter “ λ− ” into “ λ ”. It is 
obvious that ( ) ( ), 0 0, 0, 1i j j jd p p p∗  ∈ −  , when , 0i j jp p∗ < , and 
( ) [, 0, 0,i j jd p p∗ ∈ ( ), 0max i j jp p∗ −   , when , 0i j jp p∗ > . Then, the 
following formulas are satisfied (the values of α , β  and λ  
are determined as Tversky and Kahneman [9] advised): 
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In addition, when we consider the range of ( ),i jv p∗ , i.e., 
from the perspective of EPM, ,i jp  satisfies： 
( ) ( )
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Considering that, in this situation, the function should 
satisfy the conditions from these two perspectives at the same 
time, the range of ( ),i jv p∗  should be matched. To match the 
ranges of ( ),i jv p∗  from these two perspectives, we use linear 
map shown below： 
( )
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Then, we can use the results derived from Eq. (8) to 
calculate utility value of each site based on the EPMs provided 
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where ,i ju
∗  denotes the utility value of site iA  based on the 
EPM provided by jD . 























∗  denotes the normalized utility value of the site iA  
based on the EPM provided by jD . 
B. The model that derives aggregated alternatives’ weights 
After deriving the utility value of each site from each 
EPM, we focus on the method that derives the experts’ 
weights, and the model that derive the aggregated sites’ 
weights. 
1) The method to determine the experts’ weights: In order 
to aggregate the sites’ weights from different experts, the 
weights of experts should be determined first. In this paper, 
we determine the weights of experts from the perspective of 
information energy. Since the concept of the information 
energy is measuring the non-fuzziness degree of information 
[23], we hold the view that the greater the information energy, 
the greater the internal differences in an expert’s evaluation, 
and the easier to distinguish the differences between sites. In 
addition, considering that the LORs are expressed by 
different experts, we need to reduce the influence of the 
different average values among different experts to the most 
extent. Hence, we use coefficient of variation to calculate the 
information energy, which not only reflects the deviation 
degrees among the sites, but also reduces the influence of the 
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where jIE  denotes the information energy of the evaluation 
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  denotes 
the average value of the EPM provided by jD . 
Then, since experts’ preferences are more obvious with 
the greater information energy, we give the experts who have 
larger information energy larger weights. The weights of 
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where jσ  denotes the weight of jD , jIE  denotes the 
information energy of the evaluation information of jD . 
2) The method to determine the aggregated alternatives’ 
weights: To derive aggregated sites’ weights, motivated by 
the method proposed by Xu [24], we construct the basic 
model as follows: 







































where ,i jω  denotes the weight of site iA  based on the EPM 
provided by jD , ,
N
i ju
∗  denotes the normalized utility value of 
the site iA  based on the EPM provided by jD . It is obvious 
that the model has solutions. 
The objective of the model is actually consistency 
measurement. Considering that it is common to set a 
consistency index to judge whether the consistency degree 
can be accepted, we can modify Model 1 into Model 2 as 
follows： 






















































where C  is the consistency index that is up to experts. 
It should be noted that the model may be unsolvable if the 













  is greater than C . In this 
situation, the LORs that cannot satisfy the consistency 
constraint would be deleted, meanwhile, in the experts’ 
weights deriving process, the information energy of the 
corresponding experts would also be removed. 
3) The model that aggregates the alternatives’: In this 
paper, taking into consideration that there are many different 
experts giving their preferences, we attempt to establish the 
aggregation model to make the experts’ preferences reach a 
consensus as much as possible. 
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where iω  denotes the weight of the site iA , ,i jω  denotes the 
weight of the site iA  based on the EPM provided by jD , jσ  
denotes the weight of jD . 
Inspired by the concepts of the information energy, we 
attempt to add an objective in Model 3, which makes the 
model not only maximize the consensus degree, but also 
distinguish the deviation of different sites as much as 
possible. Therefore, Model 4 comes into being. 








j i i j
i j






















    
  = −  











































Deriving alternatives’ weights 




Determining the final 
ranking and selecting 














Fig. 1. The inverse prospect theory-based aggregation approach 
The added objective is actually the standard deviation 
measure of iω , in which the greater the standard deviation 
measure, the easier to distinguish the best EVCS site. Then, 
considering that weighted sum approach is one of the most 
classic way to transform double-objective models into single-
objective models, we use it to solve the double-objective 
model. 
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From the model, we can derive the aggregated sites’ 
weights, based on which we can adjust the order of the sites 
and select the best site for EVCS. 
C. The inverse prospect theory-based aggregation 
approach 
Based on the content mentioned above, the whole process 
of the method is presented as Fig. 1. 
The whole process of the method mainly consists of four 
parts: 1) when experts express their preferences by LORs n 
EVCS site selection process, the EPMs are utilized to depict 
the LORs; 2) Then, in order to decrease the influence of the 
risk reflection of experts, we use the inverse value function in 
the prospect theory to adjust the original EPMs; 3) based on 
the adjusted EPMs, the experts’ weights and the sites’ 
weights from the individual adjusted EPMs are derived. At 
this point, we utilize the information energy, which reflects 
the energy that distinguishes the alternatives from the 
individual evaluations; 4) Furthermore, we can derive the 
aggregated sites’ weights through Model 5 and determine the 
final ranking. In this process, we consider the consensus and 
standard deviation at the same time. 
The features of the approach are concluded as: (1) it 
considers the risk attitudes of experts, and use the inverse 
valuation function in the prospect theory to deal with the 
original information to find the “true value”; (2) determine 
experts’ weights referring to the concept of the information 
energy , which provides a way for the determination of 
experts weights from a new perspective; (3) add the 
consistency constraint into the alternatives’ weights deriving 
model, which relaxes the constraint of the model proposed by 
Xu [24]; (4) in the aggregation model, we consider the 
consensus degree and information energy at the same time, 
so that the results can maximize consensus degree and 
distinguish different alternatives as much as possible. 
IV. ILLUSTRATIONS 
A. Numerical case 
In this subsection, we assume that there are 7 alternative 
sites for EVCS { }1 2 3 4 5 6 7, , , , , ,A A A A A A A A= , 15 experts { 1 2 3 4 5, , , , ,D D D D D D=
}6 7 8 9 10 11 12 13 14 15, , , , , , , , ,D D D D D D D D D D will select a site for EVCS. 
Firstly, experts provide their evaluations on the site selection 
for EVCS by LORs. After we transform the LORs provided 
by experts into EPMs, we use Eq. (9) to find the “true value” 
of the EPMs. The results are as Table 1. 
TABLE I. THE LORS AND MODIFIED EPMS FROM DMS 
DMs LORs Modified EPMs
1D 2 3 6 7 1 4 5A A A A A A A       { }4.861, 1, 2.108, 5.892, 7, 3.139, 4  
2D 2 4 3 7 1 5 6~ ~A A A A A A A     { }3.910, 1, 2.090, 2.090, 5, 5, 3  
3D 4 3 2 1 6 5 7~ ~A A A A A A A     { }3.910, 3, 2.090, 1, 3.828, 3.828, 5  
4D 4 2 3 5 7 6 1A A A A A A A       { }7, 2.108, 3.139,1, 4,5.892, 5  
5D 3 5 7 1 4 2 6A A A A A A A       { }4, 5.892,1, 4.861, 2.108, 7, 3.139  
6D 7 5 6 3 2 1 4A A A A A A A       { }5.892, 4.861, 4, 7, 2.108, 3.139,1  
7D 5 3 2 1 6 7 4A A A A A A A       { }2.070, 2.070,1, 4,1, 2.930, 4  
8D 6 7 3 1 4 2 5A A A A A A A     
 
{ }3.902, 6, 3.099, 4.899, 6,1, 2.101  
9D 1 7 5 3 4 6 2A A A A A A A       { }1, 5, 3.910, 3.910, 3, 3.910, 2.090  
10D 3 1 4 7 6 5 2A A A A A A A     
 
{ }2.101, 6,1, 3.099, 4.899,3.901,3.901  
11D 6 2 1 5 7 3 4A A A A A A A       { }3.099, 2.101, 6, 6, 3.902,1, 4.900  
12D 5 1 4 2 7 6 3A A A A A A A     
 
{ }1, 2.090, 5,1,1, 3.910, 3  
13D 7 4 2 1 3 5 6A A A A A A A       { }3.902, 3.099, 4.899, 2.101 ,4.899, 6,1  
14D 1 7 2 3 4 5 6A A A A A A A       { }1, 3, 3, 3.910, 3.910, 5, 2.090  
15D 4 2 3 5 6 7 1A A A A A A A       { }5, 2.090, 2.090, 1, 3, 3.910,3.910  
Then, the experts’ weights can be calculated： 1 0.071σ = , 
2 0.066σ = , 3 0.055σ = , 4 0.071σ = , 5 0.071σ = , 6 0.071σ = , 7 0.070σ = , 
8 0.067σ = , 9 0.056σ = , 10 0.064σ = , 11 0.067σ = , 12 0.089σ = , 
13 0.064σ = , 14 0.057σ = , 15 0.062σ = . 
Further, we use Model 2 to calculate the weights of sites 
based on each expert’s modified EPM, and let 0.01CI = . 
Then, substituting the results into Model 5, we obtain the 
aggregated results as follows: 1 0.143ω = , 2 0.162ω = , 3 0.175ω =
, 4 0.142ω = , 5 0.124ω = , 6 0.098ω = ，  7 0.155ω = . The final 
ranking is: 
3 2A A  7 1 4 5 6A A A A A    , which means that the site 
3A  is the best site for the EVCS. 
B. Discussions 
In this subsection, we firstly make comparative analysis 
from the following three aspects: removing inverse value 
function from the approach, using Model 1 to derive sites’ 
weights, and using the value function as the conventional way. 
Then, the sensitivity analysis is conducted, which mainly 
presents the influence of the parameter α  in Model 5. 
1) Comparative analysis: 
a) Removing inverse value function from the 
approach: We remove the inverse value function from the 
approach and use the EPMs directly. In Fig. 2, the vertical 
axis denotes the sites’ weights, and the horizontal axis 
elucidates that the sites’ weights are calculated based on the 
information from jD , ( )' 1, 2, ,15jD j =   denotes the 
information which is not processed by inverse value function. 
From the figure, the differences between the sites’ weights 
derived by the inverse value function and without inverse 
value function are not great. In this case, the inverse value 
function is used to modify the values and decrease the 
influence of the experts’ risk reflection in the proposed 
method. Therefore, removing inverse value function has 
limited impact on the final rankings. In Fig. 3, the lines denote 
the results that are processed with and without inverse value 
function. The full line drops to 0 at 8σ  and 13σ , which 
denotes that the LORs provided by 8D  and 13D  are deleted 
since they cannot meet the consistency requirement. Besides, 
because we delete the LORs from the two experts, the 
weights of other experts increase, but the ranking among the 
experts’ weights does not change, which is shown by the 
tendency of the line. From this perspective, we can see that 
the data processed by inverse value function can meet the 
consistency requirement better although the values of the 
rankings do not change a lot in this case. Further, the 
aggregated sites’ weights from these two processes are 
different. The aggregated sites weights without inverse value 
function are: 
1 0.149ω = , 2 0.176ω = , 3 0.189ω = , 4 0.116ω = , 
5 0.142ω = , 6 0.095ω = , 7 0.133ω = , and the final ranking is 
3 2 1 5 7 4 6A A A A A A A      . Compared with the final ranking in 
the numerical case, the ranking positions of site 3A  and 2A  
do not change, whereas the relationships between 7A  and 1A  
, 7A  and 5A , 4A  and 5A  change obviously. As Fig. 3 and Fig. 
4 show, the experts’ weights and the sites’ weights derived 
from individual EPMs do not change obviously. Through 
further observation, we find that in the LORs provided by 8D  
and 13D , 7A  is better than 1A  and 5A , 4A  is better than 5A , 
particularly the 13D  ranks the site 7A  as the best one. If we 
delete the LORs provided by 8D  and 13D , the degrees that 
7A  is superior than 1A  and 5A  descend, meanwhile, the 
degree that 4A  is superior than 5A  also descends. Therefore, 
in the final result of the numerical case, 7A  is superior than 
1A  and 5A , 4A  is superior than 5A , which is opposite in the 
result without inverse value function. 
b) Using Model 1 to derive the sites’ weights: In Fig. 
4, the vertical axis denotes the sites’ weights, and the 
horizontal axis elucidates that the sites’ weights are 
calculated based on the information form jD , specifically 
( )'' 1,2, ,15jD j =   denotes the information provided by jD  is 
processed by Model 1. From the figure, we can see that the 
result is similar to that in numerical case. That is to say, in 
this case, although in Model 2 we change the objective and 
add the consistency constraint into the model, the results can 
still maintain a good consistency that is close to the maximum 
consistency degree in Model 1.The final aggregated weights 
are: 1 0.147ω = , 2 0.162ω = , 3 0.172ω = , 4 0.139ω = , 5 0.123ω = , 
6 0.1ω = , 7 0.157ω = . The final ranking is 
3 2 7 1 4 5 6A A A A A A A      , which is identical to the ranking in 
numerical case. From this perspective, Model 2 can also 
obtain a sound result as Model 1 that pursues extremely 
consistent in this case. Besides, from the perspective of the 
model itself, it is possible that the value of the objective in 
Model 1 is greater than the consistency threshold, which will 
cause unreasonable results. Hence, the consistency measure 
is necessary in the site selection process. 
 
Fig. 2. The sites’ weights derived from the model with inverse valuation 
and the model without inverse value function 
 
Fig. 3. The experts’ weights derived from the model with inverse valuation 
and the model without inverse value function 
 
Fig. 4. The sites’ weights derived from the model with consistency 
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Fig. 5. The experts’ weights derived from the method with the original 
value function and the method with inverse value function 
 
Fig. 6. The sites’ weights derived from the model with the original value 
function and the model with inverse value function 
c) Using prospect theory in the conventional way: In 
this part, we use the value function as the existing study [14], 
which just substitutes the values into the function directly. 
Fig. 5 shows the differences on the experts’ weights in the 
situations that use the original value function and the inverse 
value function respectively. From the tendency of the lines, 
we can see that there are some changes occurring in the 
situation that uses the value function directly. The weights of 
the 7D , 8D , 10D  and 13D  have obvious increase, and the 
weight of the 12D  decreases obviously. In addition, as Fig. 6 
shows, some changes also occur to the sites’ weights. In order 
to know the difference of the sites’ weights derived from 
these two ways, we use Euclidean distance formula to 
calculate the distance among sites. In addition, as Fig. 6 
shows, some changes also occur to the sites’ weights. In order 
to know the difference of the sites’ weights derived from 
these two ways, we use Euclidean distance formula to 
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where '''jd  denotes the distance of the sites’ weights derived 
from these two ways for jD , '''i jω，  denotes the sites’ weights 
that use the value function directly, i jω，  denotes the sites’ 
weights that use inverse value function. Fig.7 shows the 
results of the distance of the sites’ weights derived from these 
two ways. It is obvious that the greatest difference happens 
on the information from 9D , following is the 11D . From Fig. 
5 and Fig. 6, we can see that for 9D , the difference is mainly 
reflected in '''
1 , 9ω  and 1 9ω ， , 
'''
3 9ω ，  and 3 9ω ， , '''4 9ω ，  and 4 9ω ， , 
'''
6 9ω ，  and 6 9ω ， . For 11D , the difference is mainly reflected 
in '''1 1 1ω ，  and 1 11ω ， , 
'''
11ω 5，  and 11ω 5， , ''' 11ω 6,  and 1 1ω 6， , 
'''
11ω 7，  and 1 1ω 7， . The aggregated sites’ weights using value 
function directly are: 
1 0.164ω = , 2 0.149ω = , 3 0.165ω = , 4 0.139ω = , 
5 0.107ω = , 6 0.127ω = , 7 0.148ω = , and the final ranking is 
3 1 2 7 4 6 5A A A A A A A      . Compared with the final ranking 
obtained by the method with inverse value function, the 
relationships between 1A  and 2A , 1A  and 7A , 5A  and 6A  
change. 
 
Fig. 7. The the distance of the sites’ weights derived from the original value 
function and the method with inverse value function 
C. Sensitivity analysis 
Component heads identify the different components of 
your paper and are not topically subordinate to each other. 
Examples include Acknowledgments and References and, for 
these, the correct style to use is “Heading 5”. Use “figure 
caption” for your Figure captions, and “table head” for your 
table title. Run-in heads, such as “Abstract”, will require you 
to apply a style (in this case, italic) in addition to the style 
provided by the drop down menu to differentiate the head 
from the text. 
In this part, we change the value of α  from 0 to 1 with the 
step 0.05 in Model 5. The changes of aggregated sites’ weights 
are shown as Fig .8. In the figure, we can see that when α  
changes from 0 to 0.15, some extreme values occur, but the 
rankings start to become 3 2 7 1 5 4 6A A A A A A A      , when 
α  changes into 0.2. Then, when α  changes from 0.25 to 
0.35, the aggregated ranking remains as 
3 2 7 4 1 5 6A A A A A A A      . Further, when α  changes from 
0.4 to 1, the aggregated ranking remains as 
3 2 7 1 4 5 6A A A A A A A      . The top four alternatives have 
not changed, when α  changes from 0.25 to 1. Hence, from 
this perspective, the model is robust. In addition, given that α  
represents the importance degree of the consensus objective, 
the larger the value of α , the more agreeable of the result. 
Hence, the value of α  should better not be lower than 0.5. 
 
Fig. 8. Sensitivity analysis 
From all above, we can see that 1) the inverse value 
function applied to this paper does not change the original 
LORs expressed by DMs. It mainly adjusts the values in 
EPMs, which are taken as the preference degrees in this 
paper. 2) The consistency constraint in Model 2 is a guarantee 
to keep the consistency degree of evaluation information. 
Besides, for the information that can reach extremely 
consistent, the model is equivalent to relaxing the constraint, 
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absolute consistency. 3) The aggregated model is relatively 
robust when the value of the parameter α  changes from 0.25 
to 1, and the model considers not only the consensus degree 
but also the information energy. 
V. CONCLUSION 
This paper proposes a new approach to aggregate LOR 
information and apply it to the site selection of EVCS. In the 
approach, the inverse value function in the prospect theory is 
used to reduce the influence of the risk in the EVCS site 
selection process. From the method analysis and the 
comparison analysis, we can see that the usage of the inverse 
value function can adjust the EPM to effectively reduce the 
influence of the risk. Meanwhile, through combining with the 
concept of information energy, the method to determine 
experts’ weights is proposed. Then, during the process of 
deriving the alternatives’ weights based on individual EPMs, 
we add the constraint of consistency to the model, which 
guarantees the consistency degree in an acceptable level, 
which guarantee the evaluation information in site selection 
process keep a good consistency. In addition, from the 
sensitivity analysis, we can see that the model is relatively 
robust. Hence, the aggregation approach proposed in this 
paper is applicable to the EVCS site selection. In the future, 
we can focus on the method that adjust the EPM that cannot 
meet the consistency constraint with low cost, which will be 
more meaningful to the site selection for EVCS. Additionally, 
considering that IE just determines the experts’ weights from 
the perspective of information itself, cannot reflect the 
expertize level of the experts perfectly, we will attempt to 
combine the IE and other expertize level measures to 
determine the experts’ weights. 
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