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Abstract
Real-world conversations are often accompanied by some sort of interference that challenges the clarity
of the speaker’s message, causing listeners to exert more effort to understand speech. Previous research
has demonstrated that when listening to speech becomes difficult, various regions of the brain are
recruited beyond those which engage during optimal listening conditions. However, the neural correlates
that underly listening effort are not fully understood. Importantly, the pupillary response can be used to
index listening effort, such that pupil size increases with increasing cognitive demand. I proposed that
pupillometry can be used to characterize the cortical response, such that changes in pupil size would be
associated with neural activation that directly relates to effortful processing. The primary goal of this
study was to investigate the physiological mechanisms underlying recognition of realistic cochlear
implant (CI) speech simulations (i.e., vocoded speech) and examine how effort might be alleviated with
access to semantic information. To achieve this, I implemented a speech recognition task and
manipulated the semantic content of the sentence (Predictability), spectral degradation (Speech Quality),
and the way participants reported their response (Task Mode). Concurrent measurements of speech
recognition, pupillary responses, and cortical activation via functional near infrared spectroscopy (fNIRS)
were recorded from 41 normal hearing (NH) adults. As expected, challenging vocoded speech resulted in
larger pupil sizes than did non-vocoded speech, and use of semantic information reduced listening effort.
Interestingly, the largest exertion of listening effort was produced after the sentence presentation ended.
Neural data revealed Predictability effects in frontal, temporal, and parietal cortices, such that activation
in frontal regions responded to higher-level semantic representations of speech, and posterior brain
regions were more sensitive to Task Mode which modulated the cortical mechanisms used to resolve
Predictability. Positive correlations between the strength of the neural response and peak pupil response
were observed in the Middle Frontal Gyrus (MFG) and Inferior Parietal Cortex (IPC), revealing cortical
regions related to listening effort. Surprisingly, pupil size just prior to the sentence onset positively
predicted individual speech recognition score, suggesting that the degree to which participants were
engaged (or prepared) at the start of the trial predicted their overall speech recognition performance. On
the other hand, pupil size right after sentence offset was negatively associated individual capacity to
exploit semantic information, suggesting that listeners with smaller improvement from Low- to HighPredictability conditions had engaged more effort after the sentence was presented. Overall, the findings
presented here indicate that the MFG and IPC carry out cortical mechanisms related to effortful
processing, and listeners with a stronger MFG response were more impacted by the degraded listening
conditions as they exhibited more effort (larger pupil size) and lower benefit in performance from
semantic information. Therefore, it appears that the effect of listening effort on communication (i.e.,
speech recognition score and semantic capacity) is determined by the individual physiological response
of the listener.
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Abstract

Jessica Defenderfer
A Neurophysiological Investigation of Listening Effort in Normal
Hearing Adults Using fNIRS and Pupillometry
Real-world conversations are often accompanied by some sort of interference that challenges
the clarity of the speaker’s message, causing listeners to exert more effort to understand
speech. Previous research has demonstrated that when listening to speech becomes difficult,
various regions of the brain are recruited beyond those which engage during optimal
listening conditions. However, the neural correlates that underly listening effort are not
fully understood. Importantly, the pupillary response can be used to index listening
effort, such that pupil size increases with increasing cognitive demand. I proposed that
pupillometry can be used to characterize the cortical response, such that changes in pupil
size would be associated with neural activation that directly relates to effortful processing.
The primary goal of this study was to investigate the physiological mechanisms underlying
recognition of realistic cochlear implant speech simulations (i.e., vocoded speech) and
examine how effort might be alleviated with access to semantic information. To achieve
this, I implemented a speech recognition task and manipulated the semantic content of the
sentence (Predictability), spectral degradation (Speech Quality), and the way participants
reported their response (Task Mode). Concurrent measurements of speech recognition,
pupillary responses, and cortical activation via functional near infrared spectroscopy (fNIRS)
were recorded from 41 normal hearing adults. As expected, challenging vocoded speech
resulted in larger pupil sizes than did non-vocoded speech, and use of semantic information
reduced listening effort. Interestingly, the largest exertion of listening effort was produced
after the sentence presentation ended. Neural data revealed Predictability effects in frontal,
temporal, and parietal cortices, such that activation in frontal regions responded to higherlevel semantic representations of speech, and posterior brain regions were more sensitive to
Task Mode which modulated the cortical mechanisms used to resolve Predictability. Positive
correlations between the strength of the neural response and peak pupil response were
observed in the Middle Frontal Gyrus (MFG) and Inferior Parietal Cortex (IPC), revealing
cortical regions related to listening effort. Surprisingly, pupil size just prior to the sentence
onset positively predicted individual speech recognition score, suggesting that the degree to
which participants were engaged (or prepared) at the start of the trial predicted their overall
speech recognition performance. On the other hand, pupil size right after sentence offset
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was negatively associated individual capacity to exploit semantic information, suggesting
that listeners with smaller improvement from Low- to High-Predictability conditions had
engaged more effort after the sentence was presented. Overall, the findings presented here
indicate that the MFG and IPC carry out cortical mechanisms related to effortful processing,
and listeners with a stronger MFG response were more impacted by the degraded listening
conditions as they exhibited more effort (larger pupil size) and lower benefit in performance
from semantic information. Therefore, it appears that the effect of listening effort on
communication (i.e., speech recognition score and semantic capacity) is determined by the
individual physiological response of the listener.
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Chapter 1
Introduction

1.1

Overview

There goes a saying, “You hear with your ears, but you listen with your brain.” Hearing,
obviously, is an important part of spoken communication, but it plays little more than
a passive role in the act of communicating. Catching up with a close friend or listening
to your favorite podcast appears to be, on the surface, quite simple. However, consider
the fact that humans can track a rapidly changing series of tones and vibrations, and in
real-time, transform this noise into meaningful information. The ostensible simplicity of
speech comprehension belies a sophisticated system of neural networks, which demonstrates remarkable flexibility across a range of environmental challenges. For example,
in the absence of interference, listeners engage their full capacity to actively participate
in a conversation. Their attention is focused on decoding the intonation and tone of the
speaker’s voice, their facial expressions, and the pragmatic nuance of the setting – all these
subtleties of communication are more salient to listeners when they are not impacted by
complicating factors. However, when listening to speech becomes challenging, listeners
must use attention to focus on the speaker which involves separating speech from the
noise, selectively processing speech signals while ignoring irrelevant information, and
using contextual and visual cues to optimize speech understanding.
Listening effort is a term often used to describe what listeners experience (Herrmann
and Johnsrude, 2020) or deliberately exert (Francis and Love, 2020) when having to attend
in sub-optimal listening conditions. There is certainly a connection between how well
someone can hear and how well they understand speech in a noisy setting (i.e., people
with worse hearing will experience more difficulty). However, the relationship is hardly
linear. In other words, just because you try the hardest does not mean you will perform the
best (Winn and Teece, 2021). As with any activity or experience which demands effort, the
sustained concentration and attention that is required to stay engaged will eventually come
at the cost of other mental processes (Tun, McCoy, and Wingfield, 2009). For these reasons,
it is important to investigate what factors influence listening effort and its relationship to
the way we comprehend speech.
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When listening to speech is challenging, following a conversation is made easier
when you can use contextual information to “fill in the gaps” lost to acoustic degradation.
Exploiting available semantic information in speech is one strategy that has been shown
to reduce listening effort (Winn, 2016). The human brain’s linguistic automaticity is the
result of a lifetime of sensory experiences in which we learn, respond to, and adapt. Humans become familiar with their acoustic environments by grouping concepts which share
common perceptual or functional characteristics (Lombardi and Sartori, 2007). For example,
we might first associate the word mine with personal possession, but when presented in
the context of different words like cave or gold, our brains conjure completely different
images and associations. Likewise, knowledge of words that are used in similar contexts
help the listener predict meaning, as the word gold in the sentence “They explored the
mine in search of ____”. These associations become hard-wired over time, and words that
are often used together will share overlapping neural connections (Federmeier and Kutas,
2000).
Listening to speech in the presence of distracting background noise is difficult for
people with normal hearing (NH), but the challenge is much greater for people with
significant hearing loss. Depending on the degree of the hearing loss, the prescription of
medical hearing devices is a valuable tool for overcoming the daily listening challenges.
Regarded as one of the most successful neural prostheses to date, the cochlear implant
(CI) is a surgically implanted electrode that bypasses damaged hair cells of the inner ear
and directly stimulates the intact auditory nerve. Despite widespread success providing
access to sound, the ability to understand speech with a CI varies widely in this population
(Blamey et al., 2013). Moreover, even after being fit with the proper hearing device, CI
listeners continue to report increased effort on a daily basis (Hughes et al., 2018). While a CI
can successfully transmit sounds from the outside world to the brain, it cannot match the
representation of sound provided by a healthy cochlea. Incoming auditory sounds undergo
several necessary steps of signal-processing which, consequently, diminish the integrity of
the original signal and drastically reduce the spectral quality of speech. Therefore, even
in the best of scenarios, listeners wearing CIs are working with a distorted speech quality
and rely more heavily on other sources of speech information, such as visual aids (i.e.,
lip-reading) and contextual cues, to help compensate for reduced auditory discrimination
(Song et al., 2015). As a result, it is possible that CI users remain in a perpetual state of
effortful listening even in ideal listening environments.
One way to investigate the variability in success observed in the CI population is
to use simulated cochlear implant speech (i.e., vocoded speech) in experiments with NH
populations. The typical listener wearing a CI is post-lingually deafened, meaning that they
were born with normal hearing and acquired language and speech skills before the onset
of their hearing loss. This is an important distinction because it indicates that the neural
infrastructure associated with normal hearing was at one point intact in these listeners.
While CI-simulations cannot estimate the cortical response of implanted individuals, they
can reveal how a typical peripheral auditory system handles the impoverished signal of
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vocoded speech. Results from these data can then be used to contrast with data collected in
future studies with pre-lingually deafened CI listeners.
Listening effort is a feature of communication that is not currently assessed in the
clinical setting, despite its tremendous influence on the listener’s communication experience.
This could be in part due to the lack of research investigating the relationship among the
behavioral, neural, and physiological components of effort. Cortical modulation across
frontal, temporal, and parietal brain regions have been reported in investigations of both
semantic use (Hagoort, Baggio, and Willems, 2009) and listening effort (Alain et al., 2018).
However, the underlying neural mechanisms of listening effort are not fully understood,
especially pertaining to how they are influenced by semantic context. There are very few
studies that examine the relationship between neural and pupil response measurements,
and the results lack a cohesive explanation where some have reported a relationship between
them at low intelligibility levels (Zekveld, Kramer, and Festen, 2011), high intelligibility
levels (McMahon et al., 2016), or lacking altogether (Miles et al., 2017). Since use of context
improves our ability to understand speech in difficult listening conditions, it seems plausible
that the neural mechanisms underlying semantic use may interact with listening effort.
Additionally, the use of realistic CI simulations could reveal important findings concerning
how a typical auditory system processes semantic information in the face of acoustic
degradation. The results of this study will inform future studies focused on reducing
listening effort in CI listeners, which could change the way audiologists and clinicians
approach rehabilitation in the clinic.

1.2

Purpose of the Study

This project aimed to characterize listening effort by examining the effects of spectral degradation on simultaneously measured pupil dilation and cortical response data, and then
investigate how listening effort might be alleviated with access to semantic information. In
the clinic, audiologists rely heavily on hearing thresholds and speech audiometry to gauge
a patient’s progress with their listening devices, yet these performance metrics alone do
not fully depict the listener’s experience, as there are many other factors that influence the
patient’s success. For example, reducing listening effort during speech perception frees
up neural resources to be used in other cognitive tasks, resulting in improved memory
performance and reaction times (Sarampalis et al., 2009). Additionally, measures of effort
have been shown to vary significantly between listening conditions where behavioral performance is otherwise equivalent, indicating that the negative impact of increasing cognitive
demands can go unnoticed if simply assessing a performance score (Francis, MacPherson,
et al., 2016; Zekveld and Kramer, 2014). Therefore, it is clinically relevant to gain a better
understanding of listening effort and how it might be mitigated under challenging listening conditions. The goal of the current study was to increase our understanding of the
physiological mechanisms associated with listening effort and assess how using semantic
information mitigates cognitive demand.
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Research Questions

These Research Questions were developed to address the present gaps in knowledge about
the relationship between the neural and physiological patterns which underlie listening
effort in NH adults.
1. When listening to speech stimuli that are equivalent in difficulty, how does the way
in which listeners report perception of the stimuli influence neurophysiological and
behavioral responses?
2. To what degree does semantic information mitigate listening effort and enhance
behavioral performance during speech perception?
3. What are the cortical mechanisms of listening effort and how are they impacted by
speech quality and semantic predictability?
4. How are the neurophysiological mechanisms of listening effort distinct from the
neurophysiological mechanisms of behavioral performance?

1.4

Significance of the Study

Concurrent measurements of eye-tracking and fNIRS data is exceptionally advantageous, as
they both offer unrestrictive and convenient means of investigating cognitive performance
in typical and special populations. Pupillometry provides an independent measure of effort
which I used to identify neural activation that is specific to effortful processing. fNIRS
is remarkably versatile as it is non-invasive, safe for repeated use, motion-tolerant and
relatively silent. The utility of fNIRS in hearing science is bolstered by its potential clinical
and diagnostic application in special populations. Individuals with profound hearing loss
can experience drastic improvements in hearing and overall quality of life by receiving a CI,
but success with the device is highly variable across recipients and it remains difficult to
offer sound prognoses (Green et al., 2007).
Due to a number of complicating factors, CI users must exert more effort in order to
engage in meaningful conversation. As a result, they are at greater risk of social withdrawal,
depression and reduced economic independence (Dawes et al., 2015; Kramer, 2008). It
was my goal to conduct a study that would add knowledge to our understanding of the
neural and physiological profiles associated with effortful speech perception. The evidence
presented here can be used to formulate new lines of research focused on mitigating listening
effort in the post-lingually deafened population, pre- and post- CI implantation.
Lastly, for this project, I applied a validated, newly-developed image reconstruction approach in which the amplitude of fNIRS measurements were projected into threedimensional image space (S. H. Forbes et al., 2021). Unlike the conventional channelbased analysis of fNIRS data (i.e., two-dimensional: amplitude over time), the imagereconstruction process uses a subject-specific head model to transform the processed data
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into a space aligned with the anatomy of the brain. All participants’ data are aligned in a
common brain space, which allows us to localize activity to specific cortical regions and
provides a much more reliable comparison of activation across participants. Using this
method improved my ability to identify relevant patterns of activation within and between
neural networks associated with effortful speech recognition. By applying this intensive and
technical approach, I hope to improve fNIRS methodology, thereby pushing the boundaries
of the “norm” in fNIRS data analysis.

6

Chapter 2
Literature Review

2.1

Listening Effort

Real-world conversation scenarios are often accompanied by some sort of interference
that challenges the clarity of the speech signal. The ability to recognize speech is also
compromised by deteriorating hearing status. In either situation, listeners increase their
efforts to improve speech understanding. It would stand to reason, then, that performance
might relate to listening effort (i.e., harder conditions yielding poorer scores necessarily
require more effort). However, the amount of effort required to understand degraded
speech varies across individuals even when performance measures are equivalent (Francis,
MacPherson, et al., 2016). Further, sustained cognitive demand has been associated with
multiple negative consequences in life such as social withdrawal, higher after work fatigue,
and increased need to take leave from work (Kramer, Kapteyn, and Houtgast, 2006; Wang
et al., 2018). Because performance measurements alone do not fully depict listening effort,
there is a need for an improved assessment of the cognitive demand encountered during
effortful speech recognition.
The term listening effort remains difficult to define, as it encompasses multiple cognitive and psychological features of communication. The number of studies surrounding
this topic is increasing, but there is a lack of clarity in the terminology that is used to
describe listening effort and related concepts. Listening effort and fatigue, for instance, can
mistakenly be understood as one and the same. Instead, fatigue describes the mental state
that is experienced as a result of sustained cognitive exertion (McGarrigle et al., 2014), and
often indicates that effort is no longer being exerted (Wang et al., 2018). So, even though
they are related to some degree, listening effort is the original problem and fatigue is the
consequence.
Perhaps the most natural characterization of listening effort might be evaluating the
individual’s personal account of their listening experience. While informative, self-report
is wrought with challenges regarding interpretation of subjective data. It is difficult to
know, for example, how exactly effort is rated from one person to the next. Objective
measures, on the other hand, would preclude problems related to subjectivity, and focus
more on measurable changes in either physiology or cognitive performance during an
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effortful task. Due to the variety of methods available to investigate cognitive demand, it is
clear that listening effort is a multi-dimensional concept and thus, proper interpretation
of listening effort requires a clear understanding of what is being measured and how it is
being measured.

2.1.1

Current Methods to Investigate Listening Effort

The goal of evaluating listening effort is to gain additional insight into the listener’s communication experience that is otherwise inaccessible via conventional audiometric measures of
hearing and speech. Listening effort is multi-dimensional, and therefore, there are multiple
ways to measure it. In general, evaluation of listening effort can be grouped into three
categories: (1) subjective, (2) behavioral, and (3) physiological.
Subjective Assessments
Evaluation of self-reported listening effort are commonly administered as closed-set inquiries regarding the individual’s perception of effort and include questions like, “Do you
have to put a lot of effort to hear what is being said in conversation with others?” (Gatehouse
& Noble, 2004). The individual is asked to make retrospective judgments about their overall
perceived listening difficulties. These kinds of questionnaires are particularly informative
about what types of experiences are troublesome on an individual level, which can assist
with evaluating and determining the most appropriate interventions (Mackersie, Qi, et al.,
2009) such as identifying benefit from using hearing aids (Feuerstein, 1992) or hearing
aid processing strategy (Luts et al., 2010). Because effort increases fatigue, which impacts
concentration, and ultimately influences speech understanding, surveys of perceived effort
are strongly suggested to be used alongside hearing device outcome measures (Humes,
1999). The Hearing Handicap Inventory for the Elderly (HHIE; Weinstein and Ventry, 1982)
or adults (HHIA; Newman et al., 1990) has a long history in audiologic research. The
HHIE/A focuses on identifying the social and emotional consequences of hearing loss
which have been shown to strongly associate with self-reported fatigue (Hornsby and Kipp,
2016). Overall, questionnaires are useful for identifying broad effects of perceived effort or
fatigue on the listener’s quality of life and can help to explain certain patterns of behavior
(e.g., social withdrawal or abandoning hearing devices) (McGarrigle et al., 2014).
Evaluation of perceived effort in real-time, on the other hand, aims to describe the
individual’s perceived effort during a moment in time. This involves repeatedly asking the
participant to rate their perceived effort on scale throughout the experiment. Judgements
can be surveyed as frequently as after each trial (Pettorelli et al., 2015), after a few trials
(Krueger et al., 2017; Rudner et al., 2012), or gauged after each condition (Fraser et al., 2010;
Larsby, Hällgren, and Lyxell, 2008; Mackersie and Cones, 2011). Subjective ratings highlight
the relativity of perceived effort. For example, younger people report the same amount
of effort as older people even though older people had poorer performance and slower
reaction times (Larsby, Hällgren, Lyxell, and Arlinger, 2005). Similarly, Larsby, Hällgren,
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Lyxell, and Arlinger, 2005 reported negative effects on perceived effort and processing tasks
even when the signal-to-noise ratio (SNR) was favorable (low noise at +10 dB SNR).
Self-reported listening effort is a valuable measurement, but it only elucidates one
dimension of the listening experience. Furthermore, self-reported measures are vulnerable
to bias (Moore and Picou, 2018), have poor test/re-test reliability (Alhanbali et al., 2018;
Luts et al., 2010), and rarely correlate with either behavioral or physiological measures of
listening effort (Desjardins and Doherty, 2013; Hornsby, 2013; Picou, Moore, and Ricketts,
2017; Zekveld, Kramer, and Festen, 2010; Zekveld, Kramer, and Festen, 2011). In one
study, participants subjectively rated the listening task to be extremely difficult, yet their
physiological measures indicated low effort suggesting that they had disengaged from
the task likely due to the task being too difficult (Zekveld and Kramer, 2014). Other
studies have found that subjective ratings are vulnerable to change over time, which can be
influenced by the subject’s growing comfort or familiarity with the experimental task, or
reduced emotional response towards the end of the experiment because of acclimatization
(Mackersie and Cones, 2011). Despite these inconsistencies, they are most valuable when
used to complement an objective measure of effort.
Behavioral Assessments
Behavioral assessments of listening effort involve the participant doing one or more tasks,
and their performance on those tasks are then used to estimate effort. In Single-Task
paradigms, measures of how well participants perform or how fast they respond in the task
are then analyzed to estimate the amount of effort required to perform the task (Gatehouse
and Gordon, 1990). For example, one study varied the signal-to-noise ratio (SNR) while
NH listeners performed simple arithmetic tasks. Reaction times during the task were significantly slower even in SNRs where accuracy was near ceiling levels, revealing the effect of
noise-induced effort on cognitive speed (Houben, Van Doorn-Bierman, and Dreschler, 2013).
The Single-Task approach can also be used to evaluate how various speech qualities affect
performance. Reaction times during a semantic judgement task were significantly slower
during cochlear implant (CI) simulations relative to hearing aid simulations, suggesting
that listening to CI speech simulations was more challenging (interestingly, both were
subjectively rated to be equally effortful) (White and Langdon, 2021). The basic assumption
of Single-Task paradigms is that tasks which involve higher cognitive demand will take
longer to perform and are therefore more effortful. This approach, however, over-simplifies
listening effort by equating auditory processing speed with effort. Furthermore, it is limited in application because it can only be administered with tasks that require categorical
responses (Gagné, Besser, and Lemke, 2017).
Dual-Task paradigms, on the other hand, involve two tasks. This approach is based
on the assumptions made by the Capacity Model of Attention (Kahneman, 1973), which
suggests that the available capacity to attend to and perform activities is limited (in this
model, ‘exert effort’ and ‘pay attention’ are synonymous). When two tasks are simultaneous,
our attention is distributed between them. If one or both tasks exceed our limited capacity,
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then performance on one or both suffers. There is a freedom within the model, meaning that
the individual determines how to allocate their attention and/or which task’s performance
will suffer. Thus, in Dual-Task assessments, performance on a primary and secondary
task are measured. The participant first completes the primary task alone and then the
secondary task alone to obtain a baseline performance measure in each. They are then
performed in the ‘Dual-Task’ condition, in which the participant is told to prioritize their
performance on the primary task. So long as the demand required by both tasks is less
than the available capacity, performance will not be impacted. However, as the difficulty of
the primary task increases and cognitive demand exceeds beyond the resources that are
available, performance on the secondary task decreases. The detriment to performance on
the secondary task represents the relative effort exerted to maintain performance on the
primary task.
Several Dual-Task studies have been performed to examine the listening effort
expended to perform a speech recognition task (for a review, see Gagné, Besser, and Lemke,
2017). Use of this approach in a between groups design is an effective way to identify
interactions between listening effort and age (Desjardins and Doherty, 2013) , hearing status
(Picou, Ricketts, and Hornsby, 2013), or presentation modality (Fraser et al., 2010). For
example, performance in the secondary task in older NH adults was impacted to a greater
degree relative to the decline in performance in young NH adults, revealing the effect of
aging on cognitive performance (Gosselin and Gagné, 2011). This aging effect compounds
listening effort if older adults also have hearing loss (Tun, McCoy, and Wingfield, 2009).
Speech recognition is a much easier task when you can use both auditory and visual
input to resolve speech information, relative to an auditory-only modality (Fraser et al.,
2010). Interestingly, if the SNR is adjusted to equate primary task performance between
auditory and audiovisual conditions (thus, performing the audiovisual task in a lower SNR),
understanding speech is more effortful in the audiovisual condition (Gosselin and Gagné,
2011), suggesting that the release from effort provided by the visual input was insufficient
to overcome the added effort introduced by the degraded speech signal. The nature of
the primary or secondary task can shed light on how listening effort influences speech
comprehension. For example, it is interesting that visual input reduces listening effort, but
once the auditory signal becomes too degraded, the additional sensory input suddenly
becomes a burden, resulting in increased effort. Importantly, Dual-Task paradigms can be
combined with other objective measures like cortical activation or pupillometry to examine
the physiological responses associated with declining task performance (Wild et al., 2012).
Thus, the Dual-Task approach offers a flexible way to investigate listening effort related to
understanding speech.
Physiological Assessments
Physiological assessments of effort are objective in nature and focus on the changes in
central or autonomic nervous systems as a function of task demands. Because of this, they
can provide more time-sensitive information surrounding the effects of listening effort
(Strauss and Francis, 2017). Physiological assessments of effort include measures of cortical
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activation using tools like functional magnetic resonance imaging (fMRI), electroencephalography (EEG), positron emission tomography (PET), or functional near-infrared spectroscopy
(fNIRS). Previous research shows that when listening becomes effortful, demand on attentional and cognitive resources increase, and various cortical regions are recruited to resolve
complex speech signals (Erb et al., 2013) including temporal (Defenderfer, Kerr-German,
et al., 2017; Scott, Blank, et al., 2000), frontal (Wijayasiri, Hartley, and Wiggins, 2017), and
parietal cortices (Obleser and Kotz, 2010).
An increase in prefrontal cortex (PFC) activation related to speech recognition in
degraded listening conditions is well-documented and has been reported in neuroimaging
studies using fMRI (Davis, Ford, et al., 2011; Hervais-Adelman et al., 2012; Scott and Johnsrude, 2003; Wild et al., 2012), EEG (Campbell and Sharma, 2013), and fNIRS (Defenderfer,
S. Forbes, et al., 2021; Wijayasiri, Hartley, and Wiggins, 2017). Numerous domain-general
mechanisms are associated with the PFC including working memory (Braver, Jonathan D.
Cohen, et al., 1997), performance monitoring (Ridderinkhof et al., 2004), and attentional
control (Kane and Engle, 2002; Ptak, 2012). Specifically, a network between the PFC and
parietal lobe shows greater connectivity than any other cortical system (Marek and N. U. F.
Dosenbach, 2014), and frontoparietal activity has been shown to predict effortful speech
processing (Golestani et al., 2013; Vaden, Kuchinsky, et al., 2013; Vaden, Teubner-Rhodes,
et al., 2017). In moments where environmental demands become unpredictable, the PFC
modulates subsequent activation and signals to posterior brain regions in correspondence
with current task goals (Braver, Reynolds, and Donaldson, 2003; E. K. Miller and J. D.
Cohen, 2001).
In addition to cortical response measures, monitoring physiological changes in the
body is another way to examine effort. Stress levels in the body are controlled by the
sympathetic branch of the autonomic nervous system (Samuels and Szabadi, 2008). This
system is associated with the “fight or flight” response and controls functions related
to survival (e.g., blood pressure, heart rate, breathing, sweating). Significant changes in
sympathetic nervous system activity, such as increase skin conductance or fluctuations in
heart rate, have been associated with task-related effort (Mathôt, 2018; Francis, MacPherson,
et al., 2016). Hence, measures of the autonomic nervous system can provide real-time
estimations of listening effort. Pupillometry, or the study of the pupillary response, measure
changes in pupil size to investigate effort-related influences on cognition (Beatty, 1982;
Beatty and Lucero-Wagoner, 2000; Sirois and Brisson, 2014). Change in pupil size has
been used to index increased cognitive processing (Zekveld and Kramer, 2014), attentional
demand (McCloy et al., 2017), and the influence of motivation (Koelewijn, Zekveld, et al.,
2018) during speech recognition tasks. Some studies show that the pupil dilates with
increasing noise levels until the speech is no longer potentially intelligible, at which point,
pupil size decreases (Ohlenforst et al., 2017; Wendt, Koelewijn, et al., 2018). Thus, once a
listening task is perceived to be too difficult, subjects seem to no longer engage the same
amount of effort (Pichora-Fuller et al., 2016; Wang et al., 2018).
The pupillary response unfolds rapidly and is able to capture the moment in which
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increased cognitive demand is encountered (Mathôt, 2018; Vogelzang, Hendriks, and Rijn,
2016). Therefore, pupillometry is informative of when listeners experience increased cognitive demand. Cortical activation, on the other hand, can reveal where this demand is processed and how these neural mechanisms relate to task-relevant cognitive processes (White
and Langdon, 2021). Very few studies have been conducted to investigate the relationship
between the pupillary response and neural activation. A series of EEG-Pupillometry studies reported that change in EEG alpha power correlated with pupil dilation during high
intelligibility conditions, but more difficult listening conditions complicated the relationship between the two measurements (McMahon et al., 2016; Miles et al., 2017). An fMRI
investigation of the pupillary response and speech intelligibility found that increased STG
and MTG activation and larger pupil sizes related to degraded speech conditions indicated
that these cortical regions might be recruited during effortful listening (Zekveld, Heslenfeld,
et al., 2014).

2.1.2

Contemporary Theories of Listening Effort

Understanding speech amid degraded listening conditions necessitates efficient working
memory and attentional control. Hence, many of the conceptual descriptions of listening
effort are informed by theories of attention and working memory. Rönnberg’s Ease of
Language Understanding (ELU) model presents a theory behind successful and effortful
speech recognition based on working memory efficiency (Rönnberg, Lunner, et al., 2013).
ELU suggests that degraded speech conditions force listeners to rely more heavily on verbal
working memory and success in these settings hinges on their individual capacity for
working memory and overall cognitive function. The brain experiences speech as a Rapidly,
Automatically, and Multimodally-Bound Phonological representation (RAMBPHO), quickly
processing this as sub-lexical information. If RAMBPHO cannot match the phonological
representations in long-term memory, then explicit working memory processes are recruited
to compensate for the ambiguity between long-term memory and RAMBPHO. Otherwise,
so long as incoming sub-lexical information continues to match representations in longterm memory, lexical retrieval will continue to occur implicitly and without interruption
(Rönnberg, Rudner, et al., 2010).
Ear and Hearing’s special issue on listening effort featured the recent consensus
paper by Pichora-Fuller et al., 2016 who put forth the Framework for Understanding
Effortful Listening (FUEL). It posits a cognitive-based definition of listening effort based on
the limited-capacity resource model (Kahneman, 1973), which suggests that when two tasks
are simultaneous (e.g., understanding degraded speech and recalling what was said), the
limited cognitive resources are allocated between the two tasks. The FUEL model preserves
most of Kahneman’s Capacity Model for Attention but places more emphasis on tasks
which involve listening. The definition of listening effort is described as “the deliberate
allocation of mental resources to overcome obstacles in goal pursuit when carrying out a
task that involves listening” (Pichora-Fuller et al., 2016). When listeners increase efforts
to resolve degraded speech, fewer cognitive resources are available to carry out other
important tasks, such as memory recall or visual processing. Notably, this perspective
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sheds light on the findings of Anderson et al., 2011, where visual information alleviated
effort up until the SNR difficulty exceeded the limited processing capacity, at which point
visual information was no longer processed in the typical supportive way. The FUEL model
explains why listeners choose to expend effort by highlighting the relationship between
cognitive demand and the listener’s motivation to meet those demands.
In Peelle’s recent review on listening effort and related research, he makes an important distinction between listening demand and listening effort, where the former describes the
challenges that hinder processing of the acoustic signal, and the latter is determined by the
listener’s own motivation to take on those challenges (Jonathan E. Peelle, 2018). Listening
demand can include challenges associated with the listener, such as intention, attentional
control, or language proficiency (Koelewijn, Zekveld, et al., 2018; Koelewijn, Kluiver, et al.,
2015; Rudner et al., 2012). It can also describe challenges associated with the environment
(e.g., background noise, competing talkers) or with the signal itself (e.g., accented or slurred
speech) (Adank, Davis, and Hagoort, 2012; Van Engen and J E Peelle, 2014). Listening effort,
then, refers to the energy spent on overcoming the cognitive demand.

2.2

The Effect of Cochlear Implants on Speech Perception

Background noise negatively impacts one’s ability to understand speech, particularly for
individuals with hearing loss. Background noise does not take away any part of the speech
signal. Instead, the added noise acts as an energetic masker, blending acoustic signals
and decreasing intelligibility of salient acoustic features of speech (Mattys, Brooks, and
Cooke, 2009). Studies show that noise actually delays how quickly the brain normally
processes auditory information as compared to conditions in quiet (Billings et al., 2011;
Bramhall et al., 2015). Fortunately, the appropriate fitting of medical hearing devices can
improve chances of recognizing speech. The CI is a viable intervention for listeners that
no longer receive speech understanding benefit from their hearing aids. The surgically
implanted electrode bypasses damaged hair cells of the inner ear and directly stimulates
the intact auditory nerve (Zeng, 2004). With appropriate training and therapy, these devices
can restore access to sound and speech to people with a profound hearing loss. Despite
tremendous advancements in CI technology, successful communication with CI(s) remains
highly variable even in favorable listening conditions (Lazard et al., 2012). Some of this
variance can be accounted for by duration of deafness prior to implantation, the etiology
of the hearing loss, age, and other health factors (Blamey et al., 2013), but the disparity
between successful and unsuccessful CI listeners remains mostly unexplained.
There are numerous complicating factors inherent to the use of CI(s) such as the
unavoidable loss of fine spectral information (Shannon et al., 1995) and the perceptual
limitations placed on the ability to use interaural time (Hoesel and R. S. Tyler, 2003) and
level differences (Ihlefeld and Litovsky, 2012). The healthy cochlea provides excellent
frequency sensitivity via the mass-stiffness characteristics of the basilar membrane and
amplification modulation by the outer hair cell-mediated active processes (Bekesy, 1970;
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Dallos et al., 2008). The loss of spectral information associated with CI stimulation is in
part caused by the limited number of channels by which the frequency information is
filtered. Additionally, electrical field interactions are inevitable due to the spread of current
during electrode stimulation (Van Der Beek, Briaire, and Frijns, 2012). As a result, CI
listeners have broader psychoacoustic filters and lower frequency resolution (Stickney et al.,
2006). Post-lingually deafened CI users, who at one point had normal hearing, experience
a mismatch in pitch perception between sounds from the CI and sounds perceived with
natural hearing (Boëx et al., 2006; James et al., 2001). As a result of these complications, CI
users face sustained cognitive demand that requires greater effort to engage in meaningful
conversations (Alhanbali et al., 2018), putting this population at greater risk of depression,
social withdrawal, and reduced economic independence (Dawes et al., 2015; Kramer, 2008).
CI speech simulations have long been used to examine how the auditory system
processes stimuli that lack the perceptual properties that it otherwise is accustomed to
processing (Goupell, Draves, and Litovsky, 2020; Pals, Sarampalis, and Ba̧skent, 2013;
Sheldon, Pichora-Fuller, and B. A. Schneider, 2008). The process of vocoding is an artificial
manipulation that results in stimuli that are similar to the output of speech processors worn
by CI listeners. This process strips fine spectral information from the speech input while
preserving temporal properties of the speech envelope (Shannon et al., 1995), effectively
removing the properties that make speech sound natural. While NH data is limited and
cannot estimate the cortical response of CI listeners, research has shown that the cortical
patterns of proficient CI users resemble those of NH listeners (Olds et al., 2016). NH data
from CI simulations may thus help inform predictions about how post-lingually deafened
CI users might exploit available speech information to mitigate the distortion effects caused
by the CI.
The engagement of multiple brain regions have been implicated in research using
simulated CI speech, including parietal (Obleser and Kotz, 2010), temporal (Eisner et al.,
2010), and frontal cortices (Lawrence et al., 2018). Activity in the superior temporal gyrus
(STG) and middle temporal gyrus (MTG), areas commonly associated with spectrotemporal
analyses of speech, has demonstrated neural sensitivity to temporal speech features preserved in the vocoded speech (Giraud et al., 2004; Pollonini et al., 2014). Neural correlations
with intelligibility have been reported in the STG while effort-related processing during
degraded speech perception is associated with PFC activation (Davis and Johnsrude, 2003;
Eisner et al., 2010; Lawrence et al., 2018). Importantly, results of an fMRI examination,
which were later replicated using fNIRS (Wijayasiri, Hartley, and Wiggins, 2017), revealed
significant PFC activation, specifically in the inferior frontal gyrus (IFG), while listeners
attended to vocoded speech. Simply hearing the vocoded stimuli was not associated with
IFG activity; Rather, activation critically depended on whether listeners were attending
to the vocoded speech (Wild et al., 2012), emphasizing the importance of listeners’ active
participation in the speech task.
Conventionally, studies that use CI speech simulations will parametrically vary
speech intelligibility by altering the number of frequency channels of the speech output
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(Hervais-Adelman et al., 2012). Pupillometry studies have found that NH listeners experience increasing effort as speech is vocoded wither fewer channels (Miles et al., 2017; Winn,
Edwards, and Litovsky, 2015). While reducing the number of channels does effectively
reduce speech intelligibility, it is not an accurate estimation of the way CI listeners experience increasing difficulty. In reality, CI listeners struggle to understand speech when it
is in the presence of background noise. Therefore, I applied a technique alternative to the
conventional method of parametrically varying the number of channels. This approach
was first used in my most recent study, where ecologically valid CI speech simulations
were created by adding low-level background noise to speech prior to the vocoding process.
The resulting stimuli are what we might expect CI users to experience in a noisy listening
environment. The results of this study revealed that general processing of degraded speech
input took place in the middle frontal gyrus (MFG). However, a closer examination revealed
that degraded speech processing with natural distortion (background noise) was carried
out in the frontal lobe, whereas artificial distortions (CI speech simulations) were processed
in the temporal lobe (Defenderfer, S. Forbes, et al., 2021). It is important to note that in my
first study, I did not observe any measurable cortical differences between conventionally
vocoded speech and speech in quiet (Defenderfer, Kerr-German, et al., 2017). Yet, use of
the ecologically valid CI speech simulations resulted in a differential cortical response,
suggesting that these stimuli might be more appropriate for investigations of listening effort
related to CI speech perception.

2.3

The Effect of Semantic Information on Speech Perception

Successful speech understanding relies on a highly adaptive and connected system of
neural networks. Prior to reaching the cortex, auditory signals register tonotopically in
the inner ear and retain this organization passing throughout lower nuclei, subcortical
structures, all the way to the auditory cortex in the temporal lobe (Pickles, 2015). Intelligible
speech in quiet reliably activates the temporal lobe, specifically the anterior and posterior
STG (Davis and Johnsrude, 2003; Narain et al., 2003; Scott, Blank, et al., 2000) and MTG
(Hervais-Adelman et al., 2012; Salvi et al., 2002). Difficult listening environments require
more effort to process and comprehend speech. One of the strategies that listeners use to
overcome these difficulties involves use of semantic knowledge, which is facilitated by the
semantic selection, integration, and retrieval functions between frontal and posterior brain
regions (Binder et al., 2009; Mayo, Florentine, and Buus, 1997; Ridderinkhof et al., 2004;
Rodd, Davis, and Johnsrude, 2005; Roth et al., 2009).
The human brain is remarkably competent at pattern recognition and deriving
meaning from sensory experiences. In other words, our brains are great at making sense of
things. Humans become familiar with their sensory environments by grouping concepts
and items which share common perceptual or functional features (Lombardi and Sartori,
2007). With enough experience, these memories become hard-wired and easier to access,
and words that are used in similar contexts will share some neural connections (Federmeier
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and Kutas, 2000). The topic of semantic knowledge is far-reaching because of its domaingeneral involvement in human experience as humans use semantics to make sense of
everything, such as distinguishing abstract from concrete concepts (Montefinese, 2019),
emotions, like embarrassment or guilt (Bertoux et al., 2020), and living things from objects
(Goldberg, Perfetti, and W. Schneider, 2006).
Involvement of this region specific to speech and language is supported by a large
body of neuroimaging research (for reviews, see Binder et al., 2009 and Hagoort, Baggio,
and Willems, 2009). Interactive-Activation models of speech perception, such as the TRACE
model (McClelland and Elman, 1986), have suggested that when a word or phoneme is
recognized, it primes surrounding neural representations of associated words and concepts,
making them easier to access. This neural network of learned lexical relationships make up
our semantic knowledge (Binder et al., 2009). As a result, listeners are more likely to identify
a key word when it is preceded by contextually similar words (G. A. Miller, Heise, and
Lichten, 1951). Likewise, when listening to speech becomes difficult, listener performance
improves when they have access to semantic context (Hutchinson, 1989).
Executive control functions allow listeners to selectively attend to the speaker’s voice,
maintain transient speech information in working memory and continuously update the
meaning by retrieving semantic information from long-term memory (Rönnberg, Lunner, et
al., 2013). Neuroimaging studies indicate that these executive functions are carried out in the
lateral PFC (Nee et al., 2013). The PFC mediates a network between temporal and parietal
regions to execute selection of appropriate neural representations (Nelson et al., 2009).
Degraded speech conditions introduce acoustic ambiguity, complicating speech recognition
such that the key word of a sentence might actually activate many other appropriate word
candidates(Kan and Thompson-Schill, 2004). As intelligibility decreases, activity in the
temporal lobe increases as greater demands are placed on bottom-up, spectrotemporal
processing (Okada et al., 2010).
In addition, the inferior frontal gyrus (IFG) implements higher-level processes to
optimize speech recognition by selecting from multiple task-appropriate options (Demb et
al., 1995; Thompson-Schill et al., 1997). In an fMRI study, recognition of sentences containing
ambiguous words which were resolved at the end of the sentence (e.g., ‘the ecologist thought
that the plant by the river should be closed down’) were compared to sentences where
the ambiguous word was resolved at the beginning (e.g., ‘the hunter thought that the
hare in the field was actually a rabbit’). In contrast to the latter sentences, which did not
require re-interpretation of the meaning, the IFG exhibited significant activation to the
ambiguous word and the subsequent disambiguating information, indicating its role in
both meaning selection (i.e., retrieval) and meaning correction (Rodd, Johnsrude, and Davis,
2012). Likewise, fMRI contrasts of sentences that were semantically anomalous (e.g., ‘The
pilot flies the book.’), unexpectedly completed (e.g., ‘The pilot flies the kite.’), and expectedly
completed (e.g., ‘The pilot flies the plane.’) revealed that the anterior IFG was significantly
activated to both semantically anomalous and unexpectedly completed sentences relative to
expectedly completed sentences (A. Baumgaertner, Weiller, and Büchel, 2002; Hartwigsen,
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Henseler, et al., 2017). These findings would suggest that anterior inferior frontal brain
regions respond according to the semantic incongruence within a sentence.
A review of 120 functional imaging studies on semantic processing reported a leftlateralized neural network including the ventral IFG, middle temporal gyrus (MTG), and
the IPC (Binder et al., 2009). Like the IFG, the IPC performs higher-level processing and
plays an important role in semantic integration (Humphries et al., 2007) by connecting the
stimulus meaning with long-term semantic memory (Obleser and Kotz, 2010). For example,
in fMRI studies that compare recognition of related versus unrelated word pairs (Kotz et al.,
2002), or real words versus pseudo-words (Raettig and Kotz, 2008; Xiao et al., 2005), the
IFG consistently responds to ambiguous language whereas IPC activation was associated
with use of semantic knowledge. Importantly, evidence suggests that activation of the IFG
and IPC is associated with significant improvement in comprehension afforded by semantic
context but only in conditions where speech is degraded yet still potentially intelligible
(Golestani et al., 2013; Obleser, Richard J.S. Wise, et al., 2007). Although activation in these
regions appear to be associated with effortful listening in noise, it is not clear whether this
activation reflects the degree of effort or instead, is involved in the release from effort.

2.4

Methodological Considerations

The act of vocalization can complicate the interpretation of neurophysiological data. For
one, vocalization is tied to neural activation associated with the cortical mechanisms that
give rise to speech production, such as preparation (Felix Scholkmann, Klein, et al., 2014),
speech monitoring (Ventura, Nagarajan, and Houde, 2009), or motor planning (Sitek et al.,
2013). At a more superficial level, the act of speaking can cause large physical effects as a
result from muscle activity in the head and scalp (Schecklmann et al., 2017). Therefore, in
order to provide an accurate interpretation of neurophysiological data, it is important to
know understand how vocalization modulates neural measurements.
Neuroimaging techniques like fMRI and fNIRS infer neural activation by examining
the hemodynamic response that follows neuronal firing. Local neural activity necessitates
the consumption of oxygen, which is followed by a disproportionate influx of oxygenated
blood, in both blood flow and blood volume, resulting in a lower amount of local deoxygenated blood (Attwell and Iadecola, 2002). Hence, the canonical hemodynamic response
demonstrates a net increase in oxyhemoglobin and concurrent decrease in deoxyhemoglobin.
An inverted hemodynamic response exhibits the opposite pattern with an increase in deoxyhemoglobin and decrease in oxyhemoglobin. While not a common occurrence, this pattern
has been reported in studies of brain development (Kozberg et al., 2013), infants (Issard and
Gervain, 2018), and speech production (Defenderfer, Kerr-German, et al., 2017).
As mentioned previously, the cortical mechanisms that underlie speech planning
and production might influence measurements of activation to perception that precedes
the vocal response. In our previous work, changes in hemoglobin were observed during
speech perception across all listening conditions, but a significant inverted response was
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observed during the subsequent vocalizations made by the participants when repeating the
sentence (Defenderfer, Kerr-German, et al., 2017). EEG studies suggest that alpha power
is inversely related to the blood oxygen level dependent (BOLD) response measure with
fMRI (Brookes et al., 2005; Mayhew et al., 2013), and recent EEG findings suggest that
alpha power underlying the motor planning/monitoring of speech production is related to
cortical suppression (or deactivation) which would correlate with a decreased or inverted
hemodynamic response (Chang et al., 2013; Jenson et al., 2015). Therefore, inverse activation
patterns could be related to speech planning mechanisms that correspond with speech
production.
Speech monitoring is another process related to speech production, during which
speakers unknowingly monitor their own speech to ensure appropriate volume, language
content, or intonation (Christoffels, Formisano, and Schiller, 2007). Neuroimaging investigations of the interaction between speech production and speech perception reveal that lateral
temporal lobe, including the STG and MTG, exhibit significantly higher activation when
listeners can hear their own word production compared to conditions where background
noise masks the perception of their own vocalization (Zheng, Munhall, and Johnsrude,
2010). These findings and others described above should be considered when developing
experiments and interpreting results in studies that involve speech tasks.

2.5

Current Study

The primary goal of this study was to examine the understanding of cortical mechanisms
associated with listening effort and assess how the use of semantic information reduced
cognitive demand. This was accomplished by concurrently measuring pupillary responses
and cortical activation in NH adults while they performed a speech recognition task. The
use of pupillometry to index cognitive load is well-documented (see Beatty and LuceroWagoner, 2000 for a review). Notably, the relationship between the pupillary response and
neural activation during speech perception is not well understood, a gap in knowledge
that I addressed by combining pupillometry with functional near infrared spectroscopy
(fNIRS), a non-invasive neuroimaging tool uniquely suited to study auditory perception
(Saliba et al., 2016). Although fMRI is often used to investigate the cortical dynamics of
speech recognition (Evans and McGettigan, 2017), implanted components of the CI are
incompatible with the MR scanner and therefore, precludes examinations of CI speech
perception (Tang and Li, 2012). fNIRS overcomes these limitations (Quaresima, Bisconti,
and Ferrari, 2012), and in combination with simultaneously measured pupil data, offers a
promising alternative for investigations of speech perception in listeners that use medical
hearing devices.
I proposed that pupillometry measures can accurately identify neural mechanisms
of effort by examining how the cortical response is associated with changes in pupil size.
Very few combined fNIRS-pupillometry studies have been published, but one such study
revealed increased pupil dilation and higher PFC activation as a function of task difficulty
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(Causse, Peysakhovich, and Mandrick, 2017). As previously mentioned, the pupillary
response is driven by changes in the autonomic nervous system and is not a direct measure
of effort; the underlying cause precipitating a change in pupil size varies with the context of
task demands (Koelewijn, Zekveld, et al., 2018). In light of previously discussed studies of
pupil dilation, the pupillary response likely reflects the extent to which cognitive processes
affect state of arousal. Further, assessment of the pupil response proposed in the current
study will help determine whether listeners give up or continue to exert effort during
incorrect trials. For example, when semantic information is not available during difficult
listening condition, listeners may exert more effort to understand the key word, but the
likelihood of “giving up” also increases.
Speech recognition was modified in two different ways to examine the role of listening effort in the context of different types of difficulty. First, I manipulated the availability of
semantic context which should modulate linguistic demands on speech processing. Half of
the sentence trials contained a semantically relevant phrase which would help the listener
predict the last word. The other half, conversely, lacked context and the last word of sentence was preceded by an ambiguous phrase. Second, I manipulated speech intelligibility
by degrading the spectral quality of the speech (vocoding). Half of the sentences would
be presented in quiet, and the other half would be vocoded. Degrading the speech quality
should increase listeners’ reliance on bottom-up, acoustic processing, which may yield
very different neurophysiological patterns when compared to the top-down, attentional
mechanisms used to process semantic information.
The simplest way to assess what listeners perceive during speech perception is to
have them report aloud what they hear. However, vocalization itself is a challenge inherent
to neural examinations of speech perception. Studies have shown that vocalization during
the experimental task can introduce artifact to fNIRS measurements (Jonathan E. Peelle,
2017; Schecklmann et al., 2017; Felix Scholkmann, M. Wolf, and U. Wolf, 2013), and one
way to control for this unintended effect is by using a closed-set task. However, providing
the participant the correct answer within a closed set of options reduces the difficulty level
by resolving some of the ambiguity of the sentence. Therefore, a third task manipulation
was included to examine possible differences in the way participants responded during the
speech recognition task. During the experimental task, participants were asked to report the
last word of each sentence. For the Button Response conditions, four word options appeared
on the screen, and participants pressed a button on a button box which corresponded to
one of the four words. For the Speaking Response conditions, listeners were cued to repeat
the last word of the sentence aloud. In this way, I was able to identify differences in the
neurophysiological response associated with how listeners reported perception.
Therefore, using these experimental manipulations, I examined the effects of Predictability (High, Low), Speech Quality (In-Quiet, Vocoded), and Task Mode (Button,
Spoken) on neurophysiological and behavioral performance in NH participants.
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Specific Aims

The primary goal of this study was to understand the neural mechanisms of listening effort
using concurrent measures of pupillary and cortical responses. Task Mode was manipulated
by having participants press a button to make their response or by vocalizing their response.
Speech recognition was made difficult by degrading the speech signal and by manipulating
the availability of semantic information. The following aims were developed to answer my
research questions.
Aim 1
Identify the effect of task response on neurophysiological and behavioral responses during a speech
recognition task.
Specific Aim 1 addressed the first research question which was, “When listening
to speech stimuli that are equivalent in difficulty, how does the way in which listeners
report perception of the stimuli influence neurophysiological and behavioral responses?”. I
answered this question by analyzing the main effect of Task Mode and its interactions with
Predictability and Speech Quality on both neural and pupil response measurements.
Often, neurophysiological investigations of speech perception do not consider how
the way participants are required to report their perception during the experimental task
might influence the interpretation of the results. Based on previous methodological studies
with neural data, the speech production/preparation processing associated with vocalization responses were predicted to impact activation in temporal and parietal cortices.
Therefore, I expected to see higher activation in temporal and/or parietal regions during
conditions requiring a spoken response when compared to responding by pressing a button.
Additionally, previous research suggests that open set testing conditions are more
cognitively taxing than closed set testing conditions (Yu and Schlauch, 2019). Therefore, I
expect greater changes in pupil size during the Spoken Response conditions.
Aim 2
Investigate changes in pupil size to determine the degree to which semantic predictability benefits
behavioral performance and mitigates listening effort associated with spectral degradation.
Specific Aim 2 addressed the second research question, which was, “To what degree
does semantic information mitigate listening effort and enhance behavioral performance
during speech perception?”. I will answer this question by analyzing behavioral performance (speech recognition during Spoken Response conditions and reaction times during
Button Response conditions), group effects of each task manipulation on the pupil response
in addition to investigating how the pupillary response is affected over time using a time
series analysis.
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Overall, I predicted that speech recognition performance would improve and listening effort would decrease when speech was not degraded and semantic information was
available. Thus, I predicted that speech recognition performance during the Vocoded Spoken Response conditions would demonstrate a significant improvement between Low- and
High-Predictability conditions. Furthermore, the lack of semantic information and acoustic
degradation was predicted to hinder cognitive performance. Therefore, reaction times
during the Button response condition were hypothesized to be slower in Low-Predictability
conditions and Vocoded conditions. Likewise, larger changes in pupil size would also be
associated with both Low-Predictability conditions and Vocoded conditions.
Finally, based on previous pupillometry studies, the use of semantic information
should influence listening effort towards the end of the sentence and after sentence offset,
and result in smaller pupil sizes relative to conditions with less semantic information.
Similarly, degraded speech was expected to increase listening effort and delay/prolong
sentence processing. Thus, the highest impact of listening effort should be observed after
the sentence offset for the degraded speech conditions.
Aim 3
Investigate the cortical mechanisms of listening effort and how they interact with semantic predictability and spectral degradation.
Specific Aim 3 addressed the third research question which was, “What are the
cortical mechanisms of listening effort and how are they impacted by speech quality and
semantic predictability?”. I will answer this question by analyzing the group effects of
each task manipulation on the fNIRS measurements. Based on previous research, degraded
speech with less context was predicted to introduce more ambiguity and be associated
with increased acoustic analyses carried out by the temporal lobe and increased linguistic inferencing and response selection processes related to the frontal lobe. Conversely,
High-Predictability sentences were expected to activate networks that support speech understanding via semantic integration, and thus, associate with activation in frontal and
parietal lobes.
Aim 4
Characterize listening effort by identifying the relationships between physiological and behavioral
measurements as they relate to semantic predictability and spectral degradation.
Specific Aim 4 addressed the fourth research question, which was, “How are the
neurophysiological mechanisms of listening effort distinct from the neurophysiological
mechanisms of behavioral performance?”. Relationships between cortical activation and
the pupillary response with respect to each listening condition were analyzed using correlational analyses. Based on the notion that the frontal and parietal cortices facilitate use of
semantic information, I hypothesized that activity from these regions would contribute to
the release of effort (i.e., pupil size would negatively correlate with activation).
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Additionally, relationships between neurophysiological responses and behavioral
performance were analyzed using correlational analyses. According to our previous research, performance variability in challenging vocoded listening conditions was associated
with activity in the IFG (Defenderfer, S. Forbes, et al., 2021). Therefore, we expected that
variability in speech recognition performance should correlate with frontal regions revealing
cortical activation that gives rise to accurate speech perception.
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Chapter 3
Methodology

3.1

Participants

The University of Tennessee’s Institutional Review Board (IRB) approved the experimental
protocol and plan of research. Power analyses based on our previous fNIRS study (Defenderfer, Kerr-German, et al., 2017) suggest that for a two-factor, within-subjects design,
a minimum of 38 subjects were required to achieve a power of 80% for an effect size of
ηp2 = 0.14. Participants were recruited through the University of Tennessee’s psychology
department’s subject pool. Forty-three NH adults (18-30 years) with self-reported normal
hearing function, normal or corrected-to-normal vision, and considered themselves to be
native English speakers participated in this study. Of these, one subject was excluded due to
the fNIRS headpiece being incompatible with the subject’s hairstyle and another for fatigue
(did not finish the experiment).

3.2
3.2.1

Experimental Design and Procedures
Stimuli

The speech stimuli used for this experiment were sentences from the Revised Speech Perception in Noise Test (R-SPIN) corpus (Wilson et al., 2012). The SPINR-R is comprised of
High-Predictability (HP) sentences which contain key words that are preceded by semantically relevant information (“The cigarette smoke filled his LUNGS”) and Low-Predictability
(LP) sentences in which key words are preceded by a semantically unrelated phrase (“The
old man was talking about the LUNGS”). A total of 250 sentences (lists 1-5) were selected to
use from the R-SPIN corpus. Sentences that were grammatically or semantically restrictive
were replaced with an alternative sentence from an unused list. In other words, sentences
that left too few (or zero) reasonable alternatives for the final keyword were replaced
(e.g., “The plow was pulled by an OX” – Since the keyword is preceded by ‘an,’ there
are few, if any, semantically related alternatives that begin with a vowel). A list of all 250
sentences used in the experiment can be found in Appendix A and replaced sentences are
in Appendix A.2.
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Digital manipulation of the speech stimuli were performed in Audacity (Mazzoni,
2017), Adobe Audition (2017), and Praat (Boersma and Heuven, 2001) sound editing
software. Sentences were digitally isolated from their original lists into files that were
3000 ms in duration (sampled at 44,100 Hz) with a short, variable silence on each side of
the sentence utterance. The loudness level was matched to -22 Loudness Unit Full Scale
(ITU-R BS.1770-3; Union, 2012 LUFS is a measurement that judges loudness based on how
humans perceive loudness). Sentences that were used for the Speech in Quiet conditions
were unaltered beyond this step.
As mentioned previously, the conventional technique used to decrease the speech
intelligibility of CI speech simulations is done by parametrically altering the number of
frequency channels, such that fewer channels reduces spectral detail, resulting in lower
intelligibility (Hervais-Adelman et al., 2012; Miles et al., 2017). This method does succeed
in reducing speech intelligibility, but it fails to simulate how CI users might experience
decreased speech intelligibility in a real-world scenario. Instead, CI listeners often encounter
the most difficulty understanding speech when background noise interferes with the speech
signal. Therefore, I aimed to create a more ecologically valid simulation by mixing low level
speech babble to the sentences prior to vocoding them.
Speech stimuli were noise-vocoded using a Praat vocoder script (Winn, 2021). The
challenging vocoded condition was intended to reduce speech intelligibility to the point
at which the group average would yield a score of 50% in an open set response condition.
This SNR would be held constant across all vocoded conditions so that I could quantify the
benefit of semantic information by contrasting differences in objective measures between
HP and LP data. Before vocoding, sentences were mixed with 12-talker speech babble
from the R-SPIN test at a +10 dB SNR. This was achieved by setting the loudness level of
each isolated sentence to -20 LUFS and a 4000 ms section of the 12-talker babble to -30 dB
LUFS (the original sentence. The sentence file was positioned at the center of the 4000 ms
babble file so that 500 ms of 12-talker babble framed the sentence. A linear fade-in and
fade-out was applied to the 500 ms of babble preceding and following the sentence file,
respectively. The two files were then mixed and exported as a .wav file. The loudness level
of the resulting mixed files was between -22 and -23 LUFS. Next, these sentences were
vocoded in Praat using a noise carrier and 16 channels. I conducted pilot testing and had
23 NH subjects (who did not participate in the current study) listen to 40 sentences with
these manipulations. The group average score was 50.3% correct with these manipulations.
Sentences in quiet stimuli were 3000 ms and vocoded sentence stimuli were 4000 ms in
duration.
The presentation level of speech stimuli was measured using a sound level meter
and 2cc coupler. A sample of 20 sentences from In-Quiet and Vocoded conditions were
measured, and the computer volume was adjusted until the average amplitude equaled 67
dB SPL.

Chapter 3. Methodology

3.2.2

24

Conditions

An event-related design similar to the ones used in our previous studies (Defenderfer, S.
Forbes, et al., 2021; Defenderfer, Kerr-German, et al., 2017) was implemented using a 2x2x2
within-subjects design to examine the effects of Predictability (High, Low), Speech Quality
(In-Quiet, Vocoded), and Task Mode (Button, Spoken) on neurophysiological responses in
NH participants. Semantic context (Predictability) was manipulated by presenting sentences
that were considered either High- or Low-Predictability (HP and LP, respectively). Second,
I manipulated speech intelligibility (Speech Quality) by including sentences in quiet or
sentences that were vocoded (according to the vocoding procedure described previously).
A third task manipulation was the mode of response (Task Mode). During the closed-set
Task Mode, participants either pressed a button on a button box which corresponded to
their word choice (Button Response), and in the open-set Task Mode, they were cued to
repeat the last word of the sentence aloud (Spoken Response).
The experiment was administered in MATLAB (v. 2021a) using Psychophysics
Toolbox extensions (Brainard, 1997). The experimental task consisted of five blocks, 50
trials each (two Button Response blocks, three Speak Response blocks). The blocks were
presented in random order, and the trial types were randomized in presentation within
each block. The response mode was constant throughout each block (i.e., participants did
not switch from pressing a button to voicing their response within a block). Apart from
the Spoken Response/Vocoded conditions, participants received 25 trials per condition,
and only correct trials were included in the final condition averages. Since I anticipated an
average score of 50% in the SVL condition, participants received 50 trials so that the number
of correct and incorrect trials were balanced (approximately 25 each). It is important to note
that listeners were expected to achieve much higher behavioral scores during the Button
Response conditions, and statistical analyses between correct and incorrect trials would
only be carried out on the SVL trials. A breakdown of all experimental task conditions can
be seen in Table 3.1.

3.2.3

Procedure

To begin the experimental session, the participant read and signed the consent form and
filled out a demographic survey. Two research assistants (RAs) then positioned the fNIRS
headpiece over frontal, temporal, and parietal brain regions. Polhemus digitizing system
was used to obtain spatial coordinates for five scalp landmarks (right and left preauricular points, vertex (CZ), nasion, and inion) in addition to each source light and detector.
Next, the participant was seated at the experiment computer with their head positioned
approximately 94 cm from the monitor. A target sticker was placed near the center of the
forehead to be tracked by the eye tracker, and calibration was performed using the subject’s
right eye (see eye-tracking methods below for more details). Participants were instructed
to listen to each sentence and then report the last word of the sentence according to the
given Task Mode. During the Button Response task, they were instructed to view and select
their response from four words on the screen by pressing a button on the button box that
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Table 3.1: Experimental task conditions.

corresponded to the location of their choice. During the Spoken Response task, they were
instructed to wait for the cue on the screen to then repeat what they believed to be the last
word of the sentence. Participants were asked to guess if they were unsure of their response,
or to say “Nope,” if they did not have a guess. Spoken responses were audio-recorded to
be scored at a later time. Participants were encouraged to avoid blinking until the end of
the trial. The RA then placed insert earphones and began the experiment. The experiment
program also provided written instructions on the screen for Button Response and Spoken
Response trials. Participants received 3 practice trials for each Task Mode (6 practice trials
in total; 2 In-Quiet, 4 Vocoded) to ensure they understood the task. After the practice trials,
the participant pressed any button to begin the experimental trials. Instructions on the
screen stated the Task Mode for the forthcoming block of trials. Participants received a
break at the end of each block and began the next block at their discretion by pressing any
button. The RA re-performed eye-tracking calibration before the trials started.

3.2.4

Trial Events

To begin each trial, a small red fixation cross appeared in the center of the monitor (Figure
3.1). Once the RA initiated the trial, a blue dot replaced the fixation cross on the screen.
After a silent period of 1500 ms, the sentence was presented.
During the Button Response conditions, a 1200 ms response delay transpired before
four response options appeared on the screen spaced equidistant in a 2 x 2 grid (Figure
3.1A). The choices consisted of (1) the correct word, (2) a semantically relevant alternative,
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Figure 3.1: Illustration of stimuli time course. (A) Time course of Button
Response trials and (B) Spoken Response trials. Shapes, colors, and text
within the illustration are for visualization purposes only. *The silent period
before sentence onset was 1500 ms, but the baseline pupil response was
calculated by averaging the period of 500 ms before Sentence Presentation.
ITI: Inter-trial Interval.

(3) a word that rhymed with the correct word, and (4) a word that rhymed with the semantic
alternative (complete list of word options can be seen in Appendix A.3). The location of
each type of response on the screen was randomly determined on each trial.
Participants were instructed to press the button on a button box corresponding to the
location of their selected word. They had 2000 ms to select a response, and once a selection
was made, the word options disappeared.
Following each sentence during the Spoken Response conditions (Figure 3.1B), the
response delay was jittered at 500, 1500, or 2000 ms in a 2:1:1 ratio (to regress out the
potential effects of vocalization). After the response delay, the blue dot changed color to
red which cued the participants to say the last word of the sentence out loud. Participants
had 2000 ms to give their response. A microphone would turn on for the duration of the
response period to capture their spoken response.
For all trials, the full response time of 2000 ms (including participant reaction time
during Button Response trials) transpired before the start of the intertrial interval (ITI). ITIs
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were jittered at 1500, 2500, or 3500 ms in a 2:1:1 ratio.

3.3

Eye-tracking Methods

3.3.1

Recording and Analysis

Eye-tracking data were collected with an EyeLink 1000 Plus eye-tracker using a 25 mm
lens in remote desktop mode with a target sticker for tracking and 5-point calibration.
Calibration was done at the beginning of the experiment, after each break, and as necessary
throughout the experiment. Eye data were sampled at 1000 Hz. Default parameters were
used to categorize saccades, pupil size, fixations, and blinks. It is very important to ensure
that the stimuli timing is synchronized with time stamps which can be compromised if a
single computer is left to do all of the experiment processing (Winn, Wendt, et al., 2018).
Therefore, a two-computer solution was used to separate experiment delivery and tracker
data collection.
Screen resolution can vary from study to study and referring to dimensions in terms
of pixels can be misleading and could complicate study replicability. Therefore, dimensions
were converted to degrees of visual angle (dva). Given the screen resolution (1920 x 1080
pixels) and distance between the monitor and the participant’s head (94 cm), one dva was
equivalent to 60 pixels. Each trial would begin by having the participant fixate on the red
cross-hairs. Often, participants’ eyes are not perfectly centered on the cross-hairs. The
default drift correction function was incorporated at the beginning of each trial which
accounts for the natural drift in gaze over time. If the eye position on the drift correct
stimulus deviated more than 1 dva, calibration was re-performed. To prevent lightnessinduced pupil size changes, the background (grey) and foreground colors (blue and red)
had similar luminance and brightness (between 12.4 and 13.6 candela/m2 measured with a
VPixx spectrophotometer).

3.3.2

Areas of Interest (AOI)

AOIs included four rectangular areas on the screen (containing each word choice) and the
area of the blue and red dot in the center of the screen. The four rectangular AOIs were 7.5
dva in width and 3.5 dva in height. Each was positioned 0.5 dva from the screen’s center.
The diameter of the central AOI was 1.5 dva.

3.3.3

Post-processing of Eye-tracking Data

Eye data were cleaned and organized using EyeLink’s DataViewer software. Parameters
for blink correction were based on recommendations provided in Winn, Wendt, et al., 2018.
DataViewer’s default settings were used to identify blinks. Samples 50 ms before the blink
and 150 ms after the blink were excluded from the analyses. Mean pupil size during 500
ms prior to the sentence onset was used as the baseline pupil size. Some studies analyze
the change in pupil size using a proportional change measurement by either dividing the
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task-evoked pupil measure by the baseline pupil size, or by calculating the percent change
in pupil size between the baseline and task-evoked response (Vogelzang, Hendriks, and Rijn,
2016; Winn, 2016). Others use a subtractive measure by simply subtracting the baseline pupil
size from the task-evoked pupil size (Wendt, Hietkamp, and Lunner, 2017; Zekveld, Kramer,
and Festen, 2011). A recent pupillometry study reported that proportional calculations
of pupil size were more vulnerable to distortions than were subtractive measures, such
that proportional changes with smaller baseline pupil sizes resulted in abnormally large
baseline-correct pupil sizes (Mathôt, 2018). Therefore, we used a subtractive measure to
analyze change in pupil size. The baseline pupil size was subtracted from the Peak Pupil
Response (PPR) during the period from 1000 ms post sentence onset through 1000 ms post
sentence offset (this baseline-corrected value will be referred to as ΔPPR throughout the
paper).
The same criteria to identify and remove blinks were applied to the sample reports
of the pupillary time series data. The full trial was defined as sentence onset minus 500
ms through sentence offset plus 2000 ms. Each time point from the full trial period was
normalized by subtracting the baseline pupil size from each time point in the trial. The data
were smoothed by applying a 5 Hz low-pass, 6th order Butterworth filter to the time series.

3.4
3.4.1

fNIRS Methods
Software, Hardware, and Probe Design

Collection of fNIRS data was conducted using a TechEN Continuous Wave (CW7) system
with 16 light detectors and 8 light sources. The method of NIR spectroscopy detects changes
in light intensity at two wavelengths. The Modified Beer Lambert Law (Cope et al., 1988) is
used to estimate concentration changes of deoxyhemoglobin (ΔHbR) and oxyhemoglobin
(ΔHbO). The current study used 690 and 830 nm wavelengths. A custom headpiece was
developed to optimize coverage of frontal, temporal, and inferior parietal cortices in the left
hemisphere (Figure 3.2). The headpiece was able to fit a range of head sizes. The sourcedetector (SD) configuration contained 30 long channels (30 mm) and 3 short channels (10
mm). Channel distances 10 mm or less have been shown to reasonably measure superficial
blood flow unrelated to cortical activation (Gagnon et al., 2011). Signal quality was visually
inspected on the NIRS CW7 software to establish optimal signal quality before beginning
the experiment. If optical density measures changed more than 0.03 dB in amplitude, the
RA would attempt to improve the channel signal by moving hair out from underneath the
optodes. Polhemus digitizing system was used to obtain spatial coordinates for five scalp
landmarks (right and left preauricular points, vertex (CZ), nasion, and inion) and for all
eight source lights and sixteen detectors.

3.4.2

Pre-Processing for Raw Data in Channel-Space

fNIRS data were analyzed in MATLAB with functions provided in HOMER2 (Huppert
et al., 2009) and NeuroDOT (Eggebrecht and Culver, 2019). Data were pre-processed in
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Figure 3.2: Development of fNIRS probe configuration. A) Regions of
interest are highlighted and color-coded. B) Placement of all 16 light sources
and 8 light detectors from the average of digital landmarks from all 41
subjects. Each yellow line represents a channel. Channels connected to
detectors 2, 10, and 16 are the short separation channels. C) Sensitivity
profiles resulting from 100,000,000 photon simulations (based on the
averaged SD map from B). Gradient scale illustrates where the SD probe was
most sensitive (red) to the least sensitive (blue) to cortical activation.

HOMER2 (EasyNIRS) with the same processing options used in (Defenderfer, S. Forbes,
et al., 2021, Defenderfer et al., (2021)). Raw signal intensity was de-meaned and converted to
an optical intensity measure. A hybrid method of spline interpolation and Savitzky-Golay
filtering techniques (p = 0.99, frame size = 10s) was applied to correct large spikes and
baseline shifts in the data (Jahani et al., 2018; Savitzky and Golay, 1964; F. Scholkmann
et al., 2010; Felix Scholkmann, Gerber, et al., 2013). Lastly, the modified wavelet-filtering
technique (hmrMotionCorrectWavelet) (Molavi and Dumont, 2012) was used with an IQR
threshold of 0.72. This method has been shown to effectively diminish motion artifact
during experiments with speech tasks (Brigadoi et al., 2014; Defenderfer, S. Forbes, et al.,
2021). fNIRS data were then bandpass filtered to retain frequencies between 0.01 Hz and
0.5 Hz to remove noise often associated with motion.

3.4.3

Pre-processing for Image Reconstruction with NeuroDOT

The next steps were performed with NeuroDOT scripts. Data were converted to hemoglobin
concentration values using a differential path-length factor of 6 for both wavelengths. At this
stage, the short separation channel data was regressed from the other channels to remove
systemic physiology (pulse and respiration). Volumetric timeseries data were constructed
from these cleaned channel data following the procedure outlined by (S. H. Forbes et al.,
2021, Forbes et al. (2021)). I used Colin’s atlas to create a structural image that is aligned to
the digitized anatomical landmarks for each participant. Next, a light model was created
based on the digitized spatial coordinates. Photon migration simulations were performed
in HOMER2’s AtlasViewerGUI to create a sensitivity profile for each source-detector pair.
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Absorption and scattering coefficients for the scalp, CSF, gray and white matter (Appendix
A.4) were used during 100,000,000 Monte-Carlo photon simulations to estimate the path of
light for each channel (Bevilacqua et al., 1999; Custo et al., 2006; Fang and Boas, 2009). For
each subject, sensitivity profiles for each data channel were combined to create a 3D mask
containing voxels from which all NIRS channels were recording. A group mask was then
made by including voxels in which 60% of participants contributed data.
Image reconstruction in NeuroDOT integrates the simulated light model with the
pre-processed channel-space data to generate volumetric timeseries data. Channel data,
originally sampled at 25 Hz, was down-sampled to 4 Hz to mitigate costly computational
demands. The proper estimation of near infrared light diffusion in biological tissue is a challenge unique to optical imaging, as 3D reconstruction of the NIRS data is subject to rounding
errors and may lead to an under-determined solution (Calvetti et al., 2000). Therefore, the
Tikhonov regularization method (N., 1963; Wheelock, Culver, and Eggebrecht, 2019) was
used to generate voxel-wise timeseries data for each chromophore. After reconstruction,
the amplitude of ΔHbO and ΔHbR for each condition per subject was estimated using
a General Linear Model (GLM). A hemodynamic response function (HRF) derived from
diffuse optical tomography (DOT) data was used to model both HbO and HbR responses
(S. H. Forbes et al., 2021). The GLM comprised of 10 regressors, including trials from (1)
SQH, (2) SQL, (3) SVH, (4) SVLc , (5) SVLi , (6) BQH, (7) BQL, (8) BVH, (9) BVL, and (10) time
stamps for the spoken responses. Events were modelled with a 4000 ms box-car function
(corresponding to the max duration of the sentence stimuli) which was then convolved
with the HRF defined as a mixture of gamma functions (created using spm_Gpdf ; h1 = 4, l1
= 0.0625; h2 = 12, l2 = 0.0625).

3.4.4

Validation of Image-Based Conversion

Image reconstruction of fNIRS data is a relatively new technique, and so it is important
to evaluate consistency between the 3D data and channel-wise time series. For this step,
I followed the procedures detailed in S. H. Forbes et al., 2021 which runs correlations
between channel-wise and image-reconstructed time series. First, the maximum point
from each sensitivity profile (for each channel) was computed for each subject. Then, the
weighted-mean amplitude of ΔHbO and ΔHbR was extracted from a sphere with 1 cm
radius at the max value for each time point in the series. Channel-wise NIRS data was
plotted against the image-reconstructed fNIRS data from each sphere. Correlations were
performed between the two datasets in R (NIRS_Compare_ChannelvImage.R). The histogram
in Figure 3.3 plots the frequency of correlational values between channel and 3D data. Of
the 2460 comparisons, 2350 correlations were greater than 0.25, which is the minimum
acceptable threshold reported in S. H. Forbes et al., 2021. The mean r value within this
subset that exceeded the criterion was .805.

Chapter 3. Methodology

31

Figure 3.3: Correlations between channel-wise and image-based fNIRS
data. Histogram of the frequency of correlations between channel-wise and
image-based fNIRS data. HbO (in red), oxyhemoglobin; HbR (in blue),
deoxyhemoglobin.

3.5

Statistical Analyses

Pupil and fNIRS measures were time-locked to the onset of each trial. The hemodynamic
response time course is slower (peaks at approximately 6 seconds post-stimulus onset
(Boynton et al., 1996)) and peaks later than the pupil response which peaks at around 1.5-2
seconds post stimulus onset (Winn, Wendt, et al., 2018). I quantified the amplitude for
both types of data by assessing changes of hemoglobin/pupil size relative to baseline and
averaged across trials for each condition. Follow-up comparisons were performed with
t-tests where the significance levels were adjusted with Bonferroni-Holm corrections.

3.5.1

Analyses of Group Effects

Reaction times (RT) were analyzed to determine how the experimental factors impacted
cognitive performance in the Button Response conditions. Participants’ RTs were analyzed
in SPSS (IBM, v.27) with a repeated-measures ANOVA including Speech Quality and
Predictability as factors.
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Analyses of pupillary effects at the group level were analyzed in SPSS with a repeatedmeasures ANOVA (Table 3.1) using ΔPPR from each condition. The Full-Factor ANOVA
contrasted variance from all experimental factors (Task Mode: Button Response, Spoken
Response; Speech Quality: In-Quiet, Vocoded; Predictability: High, Low).
A repeated-measures ANOVA including all the factors from Table 1 was conducted
on the fNIRS data. Hemoglobin was included as an additional 2-level factor (HbO, HbR).
The analysis was conducted with 3dMVM in AFNI (Chen et al., 2014) using averaged ΔHbO
and ΔHbR maps from the reconstructed fNIRS data. This ANOVA would reveal neural
effects that would be influenced by Task Mode. However, due to the number of factors in
this ANOVA, other effects within task modes may not be evident in this omnibus ANOVA.
To directly assess the effects of Speech Quality and Predictability on the neural responses,
additional ANOVAs were carried out separately for just the Button and Spoken Response
conditions (Table 3.1 – highlighted in green and purple, respectively). Importantly, voxels in
which activation was found to interact with Task Mode were removed from these secondary
ANOVAs.
Unlike fMRI, noise can vary from channel to channel in fNIRS datasets due to
temporal noise artifacts (e.g., movement, speaking) which yield a non-normal distribution
(Huppert, 2016). Therefore, the statistical significance of activation was determined by
brain region (frontal, temporal, parietal). The group mask was drawn into separate masks
for frontal, temporal, and parietal brain regions defined by MNI brain labels. Voxel-wise
residuals from each ANOVA was generated and input into AFNI’s 3dClustSim to estimate
the minimum cluster size needed to achieve a family-wise error of α < 0.05 (amid multiple
comparisons, alpha is the probability of making at least one type 1 error) and voxel-wise
threshold of p < 0.05 (Cox et al., 2017). Cluster interaction effects were only considered
significant if they exceeded the minimum cluster threshold.

3.5.2

Analyses of the Pupillary Response Time Series Data

In order to examine the degree to which the experimental variables (Task Mode, Speech
Quality, Predictability) influenced listening effort over time, pupillary data was analyzed
in a time series. Sample reports were exported from the DataViewer software, and the
time series of each condition were down-sampled from 1000 Hz to 100 Hz to minimize
computational demands. The time course of interest was 1000 ms pre-onset of sentence
presentation through 2000 ms after sentence offset for a total of 6 seconds. This time period
was divided into 6 bins. Each bin was 1000 ms (100 samples each). It is important to
note that vocoded sentence trials were framed with a half second of speech babble at the
beginning and end of the sentence. Therefore, bins were offset by 500 ms so that they began
at the onset of the sentence presentation (and not the speech babble). Time was included as
a 6-level factor in a repeated-measures ANOVA along with Speech Quality, Predictability,
and Task Mode to examine how these factors interacted with time. Only interactions with
Time were of interest. Significant interactions with Time were explored further by breaking
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down the interacting variable into its respective conditions. Pairwise comparisons were
made between conditions and were corrected with the Bonferroni-Holm method.
A second repeated-measures ANOVA including Time (6 levels) and Accuracy (2
levels) was performed to examine how correct and incorrect performance from the SVL
condition influenced change in pupil size over time. Similarly, pairwise comparisons were
made between conditions and were corrected with the Bonferroni-Holm method.

3.5.3

Correlational Analyses

Relationships between neural/pupillary measures and neural/performance measures were
evaluated with AFNI’s 3dttest+ function. Performance/pupillary measures were correlated
using bivariate correlational analyses in SPSS. Similar to the thresholding procedure using
AFNI’s 3dClustSim described above, voxel-wise residuals from each correlation analysis
were used to estimate the minimum cluster size to achieve significance (p < 0.05, p < 0.05).
Beta weights from the correlation clusters that survived this thresholding procedure were
extracted (3dBrickStat) and analyzed in SPSS to identify its Pearson Coefficient (2-tailed test
of significance). Change in pupil size (PPR) was compared with the concomitant cortical
response (∆HbO) for each speech condition. Participants whose ∆ PPR measures fell outside
of 2.5 standard deviations from the mean were excluded from the analyses. Individual
performance (%) in the SVL condition was correlated with the SVL ΔHbO map. Lastly,
the capacity to take advantage of semantic information, here termed Semantic Gain, was
quantified by calculating the percentage improvement in speech recognition between SVL
and SVH conditions normalized to their initial score (Semantic Gain = (SVH – SVL) / (100
– SVL) * 100). Semantic Gain was correlated with both SVL and SVH maps to investigate
potential brain/behavior relationships.
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Results

The following results are based on 41 participants.

4.1

Behavioral Data

As expected, sentences with a degraded speech quality that lacked semantic information
resulted in the worst performance scores. This condition (SVL) was designed to yield an
average group score of 50%. The mean performance was 52.4% (SD +/- 8.3). The average
group score in the SVH condition was 87.1% (SD +/- 6.1). However, when participants
were presented with four response options, the SNR that decreased average performance by
nearly 50% in the SVL condition had very little effect on performance in the BVL condition
with an average score of 96.8% (SD +/- 3.4). Interestingly, performance in the BVH condition
did not differ significantly from BVL performance and approached ceiling levels, averaging
97.9% (SD +/- 3.2). Mean performance and results of paired samples t-tests can be seen
Table 4.1.
A repeated-measures ANOVA of Button Response RTs including Speech Quality and
Predictability as factors revealed a main effect of Speech Quality (In-Quiet RTs > Vocoded
RTs; F(1,40) = 56.8, p < .001) and Predictability (HP RTs > LP RTs; F(1,40) = 33.4, p < .001),
and a two-way interaction between the two factors (F(1,40) = 60.9, p < .001). Paired samples
t-tests were significant between RTs from BVH and BVL (t(40) = -7.58, p < .001), BQH and
BVH (t(40) = -2.91, p = .006), and BQL and BVL (t(40) = -9.39, p < .001). The difference
between RTs from BQH and BQL was not significant (t(40) = 1.32, p = .192). Overall, the
interaction indicated that vocoded speech increased RT performance in both High- and
Low- Predictability conditions, however, the effect was larger when the speech lacked
semantic information (Figure 4.1).

Chapter 4. Results

Table 4.1: Summary of speech recognition performance.

Figure 4.1: Group effects from Button Response reaction times. Bar plot
of reaction times (RT) during the Button Response task conditions. RTs for
In-Quiet trials are in green and Vocoded trials are in purple. Significance:
***p < 0.001.
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Table 4.2: Summary of group effects from peak pupil response data.

4.2
4.2.1

Pupil Data
Analysis of Group Effects

A repeated-measures ANOVA including all three factors (Task Mode, Speech Quality, and
Predictability) was performed with the ΔPPR values from the eye-tracking data (see Table
4.2 for results). A significant main effect of Task Mode (F(1,40) = 5.30, p = .027) revealed
greater changes in pupil size during the Spoken Response Task. As expected, a significant
main effect of Speech Quality (F(1,40) = 150.1, p < .001) demonstrated higher ΔPPR during
the vocoded speech conditions relative to speech in quiet. There was not a significant effect
of Predictability. Lastly, an interaction between Task Mode and Speech Quality (F(1,40) =
22.4, p < .001) revealed a significant difference in ΔPPRs between Task Modes which varied
as a function of Speech Quality (Button Response/Vocoded > Button Response/In-Quiet,
t(40) = 7.22, p < .001; Spoken Response/Vocoded > Spoken Response/ In-Quiet, t(40) = 11.1,
p < .001; Figure 4.2A).
ΔPPR from correct trials were compared to incorrect trials with a paired samples
t-test (Figure 4.2B). Average ΔPPR during incorrect trials were significantly larger than
average ΔPPR for correct trials (t(40) = -2.90, p = .006) suggesting that more effort was
exerted when participants incorrectly reported the last word.
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Figure 4.2: Group effects from peak pupil response data. A) Bar plot of
ΔPPR from the Task Mode x Speech Quality Interaction. Average ΔPPR for
In-Quiet trials are in green and Vocoded trials are in purple. B) Pairwise
comparison between average correct (green) and incorrect (red) ΔPPR from
the Spoken Vocoded LP (SVL) condition. Significance: ***p ≤ 0.001.

4.2.2

Analysis of Pupillary Response Time Series Data

Significant interactions with Time from the repeated-measures ANOVA are listed in Table
4.3 (only interactions whose follow-up pairwise comparisons survived Bonferroni-Holm
correction are reported). A main effect of Time (F(1,40) = 63.54, p < .001) confirmed that
change in pupil size changed significantly over the course of sentence presentation. The
Time x Speech Quality interaction (F(5) = 27.6, p < .001) showed that change in pupil size
increased significantly during Vocoded conditions (relative to In-Quiet) as function of Time.
All follow-up paired samples t-tests were significant (Vocoded > In-Quiet) from each second
of the time series post sentence onset (onset+1s: t(40) = -7.04, p < .001; onset+2s: t(40) =
Table 4.3: Time series analysis of pupillary data.
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Figure 4.3: Line plots of the significant three-way interactions with time.
Amplitude of change in pupil size is plotted as a function of time. Each bin
contains samples from one second. Grey boxes represents the duration of
the sentence presentation. A) Interaction between Time, Speech Quality, and
Task Mode. B) Interaction between Time, Speech Quality, and Predictability.
a.u., arbitrary units; Significance: **p ≤ 0.01 , ***p ≤ 0.001.

-7.96, p < .001; onset+3s: t(40) = -10.9, p = < .001; onset+4s: t(40) = -11.5, p = < .001; onset+5s:
t(40) = -8.87, p < .001).
A three-way interaction was also found between Time, Speech Quality, and Task
Mode (F(5) = 12.4, p < .001). Follow-up t-tests between Task Modes for In-Quiet and Vocoded
conditions (collapsed across Predictability) revealed that during the Vocoded trials, the
Spoken Response task evoked greater changes in pupil size than did the Button Response
task during the third (t(40) = -3.37, p = .002) and fourth second (t(40) = -3.45, p = .001) post
sentence onset (Figure 4.3A, blue and purple lines). Furthermore, during In-Quiet trials, the
Button Response task evoked greater changes in pupil size than did the Spoken Response
task during the fifth second post sentence onset (t(40) = 3.13, p = .003; Figure 4.3A, green
and red lines).
A second three-way interaction was observed between Time, Speech Quality, and
Predictability (F(1,40) = 27.6, p < .001). Follow-up t-tests between Speech Quality and
Predictability (collapsed across Task Mode) revealed that during the Vocoded conditions,
HP and LP trials demonstrated significant differences in the pupillary response and only in
the last two seconds of the time series (t(40) = -3.36, p = .002; (t(40) = 4.15, p < .001); Figure
4.3B, green lines).
A significant main effect of Time (F(1,40) = 69.2, p < .001) and Accuracy (F(1,40) =
84.2, p < .001) emerged from the repeated-measures ANOVA between Time and Accuracy.
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Figure 4.4: The effect of Accuracy on the pupillary time series data.
Incorrect SVL trials (red line) evoked significantly larger changes in pupil
size than correct SVL trials (green line) during the first and second bins post
sentence offset. The grey box represents the duration of the sentence
presentation. a.u., arbitrary units; Significance: **p ≤ 0.01 , ***p ≤ 0.001.

In addition, the two-way interaction between Time and Accuracy (F(1,40) = 16.5, p < .001)
revealed that incorrect trials from the SVL condition were associated with larger change in
pupil size than correct trials in the two seconds following sentence offset (onset+4s: t(40) =
4.23, p < .001, onset+5s: t(40) = 6.31, p < .001; Figure 4.4).
In the interest of providing a comprehensive evaluation of the time series data and
the influence of each variable, pairwise comparisons were made between each condition
with respect to Speech Quality and Predictability (Figure 4.5). The breakdown of time series
analyses reveals that change in pupil size is much more sensitive to changes in Speech
Quality than it is to Predictability.
Time series data from the Spoken Vocoded conditions were correlated with behavioral performance measures. Results of those statistical tests are reported in the Correlations
section.

4.3

fNIRS Data

Image-reconstructed fNIRS data was analyzed with AFNI’s 3dMVM using a repeatedmeasures ANOVA including four 2-level factors (Task Mode, Speech Quality, Predictability,
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Figure 4.5: Time series of the pupillary response plotted per condition.
Notes on the next page.
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Figure 4.5: Time series of the pupillary response plotted per condition.
Change in pupil size over time reveals the influence of Speech Quality and
Predictability. Grey boxes represent the duration of the sentence
presentation. A through D show differences between In-Quiet and Vocoded
speech conditions. E through H show differences between High- and
Low-Predictability. Pairwise comparisons between binned time series that
survived Bonferroni-Holm correction are plotted above. a.u., arbitrary units;
Significance: **p ≤ 0.01 , ***p ≤ 0.001.

Hemoglobin). The Full Factor ANOVA identified brain regions that were impacted by Task
Mode (i.e., whether participants voiced their response or pressed a button to respond).
These clusters were used to screen the follow-up, secondary ANOVAs. Significant effects
and interactions that exceeded the necessary cluster thresholds are detailed in Table 4.4.
The Full Factor ANOVA revealed two significant three-way interactions between
Hemoglobin, Task Mode, and Predictability Figure 4.6A. The first cluster in the IPC (F(
1,40) = 14.26, p < .001) revealed greater activity for HP trials during the Button Response
conditions, whereas greater activity for LP trials was observed in the Spoken Response
conditions (top of Figure 4.6A). The second cluster in the MTG (F( 1,40) = 9.49, p = .004)
showed significant activation only for LP trials in the Button Response conditions (bottom
of Figure 4.6A).
A main effect of Hemoglobin was observed in the STG (F( 1,40) = 25.33. p < .001)
demonstrating a response pattern consistent with cortical activation (increase in HbO,
decrease in HbR). A second main effect of Hemoglobin was found in the MTG (F( 1,40) =
10.87, p = .002). However, this cluster exhibited an inverse hemodynamic response (decrease
in HbO, increase in HbR). A cluster in the posterior MTG demonstrated a significant
interaction between Hemoglobin and Task Mode (F( 1,40) = 8.21, p = .007) showing higher
activity during the Spoken Response conditions relative to the Button Response conditions
(Figure 4.6B). A significant interaction between Hemoglobin and Predictability (F( 1,40) =
7.29, p = 0.01) was observed in the IFG (Figure 4.6C), showing greater activation for HP
conditions relative to LP conditions, regardless of speech quality or the way participants
responded.
The Button Response ANOVA revealed a significant interaction between Hemoglobin
and Predictability in the SMG (F( 1,40) = 7.35, p = 0.01) such that HP conditions, regardless
of Speech Quality, exhibited greater activation when compared to LP conditions (Figure
4.7A). Lastly, a three-way interaction (F( 1,40) = 8.63, p = .005) was observed in the IFG
(Figure 4.7B). In this cluster, the interaction was driven by increased activation during
the Vocoded HP condition (BVH), which demonstrated the opposite pattern during the
conditions In-Quiet. There were no interactions that emerged from the Spoken Response
secondary ANOVA.
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Table 4.4: Summary of significant effects and interactions from the
analysis of fNIRS data.
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Figure 4.6: Bar plots of significant results from the Full Factor
repeated-measures ANOVA. A) Top: Hemoglobin x Task Mode x
Predictability: Significant activity is observed in the IPC (z = 36) during HP
Button Response trials and LP Spoken Response trials. Bottom: MTG (z = -4)
activation reveals significant activation during LP Button Response trials
and an inverse hemodynamic response during LP Spoken Response trials. B)
Hemoglobin x Task Mode interaction: Relative to the Button Response trials,
Spoken Response trials exhibited significant activation in the MTG (z = 6). C)
Hemoglobin x Predictability: HP trials exhibit significant activation in the
IFG (z = -2) when compared to LP trials. µmol/L, micromole per liter;
Significance: *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.
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Figure 4.7: Bar plots of significant results from the secondary, Button
Response ANOVA. A) Hemoglobin x Predictability: HP trials, regardless of
Speech Quality, exhibited significant activation in the SMG (z = 26) when
compared to LP trials. B) Hemoglobin x Speech Quality x Predictability:
Significant activity is observed in the IFG (z = 12) during Vocoded HP trials
relative to In-Quiet trials. µmol/L, micromole per liter; Significance: *p ≤
0.05, **p ≤ 0.01.
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Table 4.5: Correlations with fNIRS data.

4.4
4.4.1

Correlations
Correlations Between fNIRS and Performance Measures

Results of all correlations with fNIRS data can be seen in Table 4.5. Speech recognition
performance from the SVL condition was positively correlated with ΔHbO from the SVL
condition in a cluster in the SMG (r = .566, p < .001; Figure 4.8A) suggesting that those with
better performance exhibited higher activity in the SMG.
Semantic Gain (percent improvement in score from SVL to SVH) would indicate how
efficiently listeners were able to use semantic information. Semantic Gain was compared
to ΔHbO from both SVL and SVH conditions. A negative correlation between Semantic
Gain and ΔHbO from the SVH condition was found in the MFG (r = -.427, p = .005; Figure
4.8B, left). However, when it was compared to ΔHbO in the SVL condition, a negative
correlation with Semantic Gain was observed in the MTG (r = -.368, p = .018; Figure 4.8B,
right). The negative correlations indicate that listeners with better capacity to exploit
semantic information exhibited lower cortical activation.
Reaction times from the Button Response conditions were compared with ΔHbO
from their respective condition. BQL reaction times negatively correlated with BQL ΔHbO
in the postcentral gyrus (r = -.453, p = .003) indicating that faster (lower) reaction times were
related to higher postcentral gyrus activity (Figure 4.8C, left). BVL reaction times were
differentially associated with BVL ΔHbO. A negative correlation within the MTG (r = -.446,
p = .003) indicated that a stronger MTG response was associated with faster (lower) reaction
times during the BVL condition (Figure 4.8C, middle). A positive correlation within the
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Figure 4.8: Significant correlations between ΔHbO and behavioral
performance. Scatter plots of the significant correlations between ΔHbO
and behavioral performance. Pearson Coefficients (r) are listed at the bottom
left corner of each plot. A) Individual speech recognition performance in the
SVL condition was positively correlated with SVL ΔHbO in the SMG. B)
Semantic Gain (percentage improvement in score between SVL to SVH) was
negatively correlated to ΔHbO during SVH in the MFG of the frontal cortex
(left) and the MTG of the temporal cortex (right). C) BQL RTs were
negatively correlated with BQL ΔHbO in the PCG (left). BVL RTs negatively
correlated with BVL ΔHbO in the MTG (middle) and and positively
correlated with BVL ΔHbO in the SMG (right). µmol/L, micromole per liter;
Significance: *p ≤ 0.05, **p ≤ 0.01.
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Table 4.6: Correlations between performance measures and pupillary
response over time.

SMG (r = .545, p < .001) suggests that higher SMG activity related to slower (higher) reaction
times during the BVL condition (Figure 4.8C, right).

4.4.2

Correlations Between fNIRS and Pupillary Response Measures

Change in oxyhemoglobin (ΔHbO) from each condition was correlated with the associated
condition’s ΔPPR. Two positive correlations were found between ΔHbO and ΔPPR during
incorrect trials in the SVL condition. The first one appeared in the MFG (r = .454, p = .003;
Figure 4.9A, left) and the second one in the IPC (r = .490, p = .001; Figure 4.9A, right). These
positive correlations suggest that higher cortical activation was associated with more effort
during incorrect perception. A positive correlation in the SMG was observed between
ΔHbO and ΔPPR from the BQH condition (r = .532, p < .001; Figure 4.9B) suggesting
that higher SMG activation was associated with larger pupil size. Conversely, a negative
correlation between ΔHbO and ΔPPR from the SQH condition was found in the AG (r =
-.412, p = .009; Figure 4.9C) suggesting that a stronger AG response was associated smaller
pupil size.

4.4.3

Correlations Between Behavioral and Pupillary Response Measurements

Results of correlations between behavioral performance and pupillary response measurements can be seen in Table 4.6. There was no correlation between speech recognition
performance and ΔPPR from the SVL condition (r = .017, p = .915). However, binned pupillary time series data was compared with speech recognition performance and Semantic
Gain. Pupil size from the first second prior to sentence onset positively predicted speech
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Figure 4.9: Scatter plots of the significant correlations between ΔHbO
and ΔPPRs. Pearson Coefficients (r) can be seen at the bottom right corner
of each correlation. A) ΔPPR and ΔHbO from the Button Response Task
during In-Quiet, HP trials (BQH) were positively correlated in the SMG of
the parietal cortex. B) ΔPPR and ΔHbO from the SQH condition were
negatively correlated in the AG of the parietal cortex. C) ΔPPR and ΔHbO
from SVLi condition were positively correlated in the MFG and the IPC.
ΔPPR, Peak Pupil Response; ΔHbO, concentration change of
oxyhemoglobin; µmol/L, micromole per liter; SMG, supramarginal gyrus;
AG, angular gyrus; MFG, middle frontal gyrus; IPC, inferior parietal cortex;
Significance: *p ≤ 0.05, **p ≤ 0.01.
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recognition performance from the SVL condition. Both correct (SVLc , r = .455; p = .003)
and incorrect trials (SVLi , r = .361; p = .02) yielded positive correlations (Figure 4.10A, left).
This result suggests that listeners that were more engaged at sentence onset ultimately
yielded higher speech recognition scores. Conversely, pupil size from the fourth second
post sentence onset (first second after sentence offset) negatively predicted Semantic Gain
(Figure 4.10A, right; SVLc , r = -.341; p = .029; SVLi , r = -.347; p = .026; SVH, r = -0.387; p =
.012). These correlations suggest that participants with lower Semantic Gain also exhibited
larger pupil size post sentence offset.
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Figure 4.10: Relationships between ΔPPR over time and performance. A)
Group average change in pupil size over time is plotted as a function of time
for Vocoded Spoken Response conditions (left panel). For both correct and
incorrect SVL trials, individual subject pupil response during the first
second prior to sentence onset (highlighted in blue in time series plot to the
left) predicted speech recognition performance during the SVL condition
(middle panel; only SVLc trials are plotted). Right: In both SVL and SVH
conditions, individual subject pupil response during the fourth second post
sentence onset (Onset + 4s; highlighted in red in time series plot to far left)
negatively predicted Semantic Gain (right panel; only SVLc trials are
plotted). Pearson Coefficient (r) are listed at the bottom of each scatterplot.
B) Change in pupil size over time during SVLc trials from the the top third of
performers (purple line) and bottom third of performers (orange line) in
SVLc speech recognition performance (left panel). Change in pupil size over
time during SVLc trials from the the top third of performers (purple line)
and bottom third of performers (orange line) in Semantic Gain (right panel).
Significance: *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.
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Chapter 5
Discussion

In this study, I collected simultaneous measures of speech recognition, change in pupil
size, and cortical activation in an event-related design to investigate changes in physiological responses as speech perception was made more difficult by spectrally degrading the
stimulus or made less difficult by providing semantic context. The effect of Task Mode
was investigated by incorporating two different ways that participants were instructed to
report their response. Overall, listeners exerted more effort and exhibited poorer behavioral
performance in the Spoken Response Task Mode relative to the Button Response Task Mode.
Participants performed better and responded quicker when sentences contained semantically related information and were not degraded. Neural and physiological measures
revealed that the pupillary response was more sensitive to listening effort imposed by
detriments to speech quality, whereas cortical measures were more strongly modulated by
changes in semantic predictability. The results are discussed in sections with respect to each
Specific Aim.

5.1

Aim 1

Identify the effect of task response on neurophysiological and behavioral responses during
a speech recognition task
In this section, I will discuss my interpretation of the significant effects and interactions related to Task Mode that emerged from the Full Factor repeated measures ANOVA.
The discussion will include analyses of the influence of Task Mode on behavioral, pupillary
response, and fNIRS data.

5.1.1

The Influence of Task Mode on Behavioral Data

I compared the influence of open-set (Spoken) and closed-set (Button) tasks on speech
recognition performance. Even though the difficulty of the speech stimuli did not differ
between response modes, performance in the Vocoded Spoken Response condition (SVL)
was significantly worse than performance in the Vocoded Button Response condition (BVL)
(Table 4.1). Given the equivalency in stimulus difficulty between SVL and BVL conditions,
participants’ ability to encode the last word would presumably be equivalent, as well. But
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as evidenced by the Task Mode effect on performance, closed-set testing resulted in better
performance largely because the correct answer is provided to the listener. Providing four
response options gives the participant a 25% chance of selecting the correct answer. Even so,
this chance advantage would theoretically provide an improvement of approximately 12%
(48% error rate multiplied by 25% chance equals 12% advantage), yet the difference between
open-set and closed-set performance was 45%. This finding suggests that participants
employ alternative strategies to achieve this significant boost in performance. The task
demand of the Button Response conditions may allow participants to use an easier strategy
of matching partial representations to the response options (more evidence of this theory
is discussed in the correlations between pupillary time series data and speech recognition
performance below). In other words, participants are not forced to generate a complete
representation of the final word, because they do not have to repeat the word. Instead, they
are able to wait until the response options appear and use the speech information from
the response options to fill-in or complete the incomplete representation they built during
sentence perception. Conversely, in the Spoken Response conditions, participants must
generate a complete representation of the final word and then produce a spoken response.
Failing to do this would result in an incorrect response. Additionally, listeners are worse at
recalling words that are more difficult to hear (Cousins et al., 2014; Piquado et al., 2010).
Therefore, the way in which participants are asked to report their perception changes the
cognitive mechanisms they use to do so.

5.1.2

The Influence of Task Mode on Pupil Data

Consistent with its effect on speech recognition performance, the effect of Task Mode on
the pupillary response is evidenced in the interaction between Task Mode and Speech
Quality in the ΔPPR data (Table 4.2) in addition to the Time x Speech Quality x Task
Mode interaction within the time series data (Table 4.3). The group level analysis of ΔPPR
revealed a Task Mode x Speech Quality interaction, demonstrating that listeners exerted
more effort when they were asked to voice their response compared to when they made a
selection by pressing a button (Figure 4.2A). The increase in pupil size between sentences
in quiet and vocoded sentences was significant for both task modes, but the difference was
much greater for the Spoken Response conditions. This could be explained by the fact that
providing the participant a closed set of responses substantially reduces ambiguity in the
sentence that might otherwise detract from their ability to understand and recall the word.
Additionally, they can use the provided responses to fill-in the speech information they
might have missed during perception of the sentence. Alternatively, having to listen and
generate the correct response from only auditory feedback forces listeners to keep this word
representation in an active state. Even though the difficulty of the speech conditions did
not differ between Button Response and Spoken Response modes, listeners might have
exhibited lower levels of effort during the Button Response conditions because they are
more confident in their ability to make an accurate selection once they are provided the
response options. It is possible that if participant mode of response was also randomized
trial-by-trial that effort levels might have been more similar between the mode of response.
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Moreover, the analysis of the time series data reveal where, temporally, the impact of
Task Mode takes place. The three-way interaction with time revealed that when listeners
are tasked with pressing a button to respond, they experience significantly less task-related
effort in the last second of the sentence presentation and the second following sentence
offset (3rd and 4th second post sentence onset; Figure 4.3A). While the added listening
effort in the Spoken Response conditions is related to the task of speaking, it is important to
note that it is not caused by the act of speaking. Instead, this increased effort is observed
before the participant is prompted to voice their response and is more likely associated with
either cognitive processing underlying speech production preparation or working memory
processes related to retaining the last word in mind. The influence of Task Mode within
the speech in quiet conditions took place much later, temporally, in the time series of the
trial. Figure 4.3B shows that listeners exerted more effort during the Button Response trials
relative to Spoken Response trials two seconds following sentence offset (5th second post
sentence onset). In the experiment, the response delay for Button Response trials was 1.2
seconds (i.e., four response options appeared 1.2s after the sentence was presented). The
observable bump in pupil size within that 5th second is likely the extra processing associated
with refreshing the speech representation and matching it to the visually presented response
options on the screen.

5.1.3

The Influence of Task Mode on fNIRS Data

Interactions Between Hemoglobin, Task Mode, Predictability
Results from the Full Factor repeated measures ANOVA revealed that the cortical response
was modulated by the way participants were asked to report speech perception. A threeway interaction between Hemoglobin, Task Mode, and Predictability was observed in the
Inferior Parietal Cortex (IPC) ( Figure 4.6A, top) and revealed higher activation during HP
trials when participants responded by pressing a button, but higher activation for LP trials
when participants were tasked to repeat the last word aloud. The differential responses
observed in these studies and the current one are likely related to attentional mechanisms
of the frontoparietal network which demonstrates flexibility based on the both internal and
external demands of the current condition (Ptak, 2012). Attention is captured by stimulus
saliency. Saliency is not only defined by the perceptual strength of the signal, but also
modulated by top-down biases informed by expectations and task-related goals of the
individual (Carrasco, Ling, and Read, 2004). Thus, the listener’s response (physiological
and behavioral) can be influenced by whether attention is captured by (or prioritizes)
environmentally-driven stimuli (bottom-up attention) or goal-driven expectations (topdown attention).
The IPC contributes to the posterior piece of the frontoparietal network and contains
multiple hetero-modal brain regions including (anteriorly) the supramarginal gyrus (SMG)
and (posteriorly) the angular gyrus (AG). As mentioned in the discussion of the behavioral
data, participants may automatically take a more relaxed approach to the less-demanding
requirements of the Button Response conditions, and the effect of Task Mode on the pupil
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response suggest that participants experience an effort release when they know they only
need to identify the correct word as opposed to produce the correct word (essentially taking
a “wait and see” approach). Previous work has shown that in some environmental conditions, IPC activity is driven primarily by bottom-up attention from the sensory stimuli itself
and increases particularly when detecting stimulus properties that are task-relevant (Cabeza
et al., 2008; Corbetta and Shulman, 2002; Ptak, 2012). Hearing semantically related words
within a sentence is going to be much more salient to the listener than sentences without,
and the IPC might be responding to the salient nature of semantic content. Moreover, high
confidence in participants’ recollection has been associated with inferior parietal activation
(Chua et al., 2006; Kim and Cabeza, 2007). Therefore, elevated IPC activation observed here
appears to coincide with the increased saliency of HP sentences and the corresponding high
degree of confidence that listeners experience when performing the Button Response task.
Furthermore, the IPC and its constituent regions have been implicated in various
semantic and motor/action integration tasks (Démonet et al., 1992; Hoeren et al., 2013;
Seghier, 2013; Stoeckel et al., 2009) which may have been differentially activated during
HP Button and LP Spoken Response conditions. For instance, based on evidence of IPC
and SMG function related to lexical decision-making (C. J. Price, R. J.S. Wise, Watson, et al.,
1994), facilitating semantic information (Obleser and Kotz, 2010; Obleser, Richard J.S. Wise,
et al., 2007), and orthography to semantic conversion (i.e., reading) (C. J. Price, R. J.S. Wise,
and Frackowiak, 1996), the activity for HP Button Response trials could be tapping into
the semantic support and lexical decision-making functionality of the IPC. Additionally,
previous studies have reported hand-specific movements to neuronal activation in anterior
inferior parietal regions of the left hemisphere (M. F.S. Rushworth, Nixon, and R. E.
Passingham, 1997). Specifically, there is compelling evidence that motor attention on the
intention of moving a finger, contrasted with intention (planning) to vocalize a response,
gives rise to significant SMG activation (Matthew F.S. Rushworth, Krams, and Richard E.
Passingham, 2001). This, in light of the SMG’s role in lexical decision-making, is consistent
with the current interaction’s pattern of activity showing preferential response to Button
Response HP trials. Given the relative anatomical location of this interaction, it is possible
that the activation observed here for Button Response HP trials in addition to the activation
from the Button Response Predictability effect in the SMG ( Figure 4.7A; further discussed
in Aim 3) is actually being subserved by similar underlying neural mechanisms related to
semantic and motor movement preparation.
On the other side of this interaction, higher activation was observed for LP sentences
of the Spoken Response task. Like many complex brain structures, IPC functionality will
modulate based on its interaction with other regions to carry out a given task. Relative to
Button Response trials, task demands related to the Spoken Response condition are higher
due to the sheer fact that the word representation must be encoded correctly, rehearsed,
recalled from memory, and then verbalized. Cortical processes necessary for proper speech
preparation (Matthew F.S. Rushworth, Krams, and Richard E. Passingham, 2001) and
speech repetition (Fridriksson et al., 2010) have been strongly associated with IPC activation.
Additionally, the LP sentences are inherently more difficult as they do not provide any
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predictive information. Thus, participants are presumably relying more on the integration
of phonetic and syntactic features in the sentence and its final word. When there is less
congruence between the two, integration demands increase, which is consistent with
previous neuroimaging results that reported an elevated frontoparietal response in the SMG,
IPC, and Pars Triangularis of the Inferior Frontal Gyrus (IFG) when contrasting syntactically
ambiguous sentences1 with unambiguous sentences (L. K. Tyler et al., 2011). Moreover,
inferior parietal activation, in the context of the frontoparietal attentional network, could
be reflecting the detection of unexpected events when encountering sentences that do not
meet their expectations (Corbetta, Patel, and Shulman, 2008).
This interaction reveals the multimodal nature of the IPC – activation is being modulated by the nature of the task itself, such that less complicated, more direct input taps
into bottom-up, saliency response, and more demanding tasks (repetition of low context
speech) tap into the higher level functionality related to frontoparietal, top-down processing. Attributing effort-related processing to this region in the IPC is supported by
numerous studies showing frontoparietal engagement during effortful listening scenarios
(Dimitrijevic et al., 2019; Eckert, Teubner-Rhodes, and Vaden, 2016; Jonathan E. Peelle, 2018).
Specifically, these regions are connected by a large fiber bundle tract called the superior
longitudinal fasciculus (Makris et al., 2005) and demonstrate significant connectivity patterns between them (N. U. F. Dosenbach, Fair, et al., 2008; Ptak, 2012; Xiang et al., 2010).
Importantly, multiple fMRI investigations have attributed cognitive control functions, such
as control maintenance and performance feedback, to the inferior parietal and dorsolateral
PFC (Braver, Reynolds, and Donaldson, 2003; N. U. F. Dosenbach, Visscher, et al., 2006;
Marek and N. U. F. Dosenbach, 2014). Relevant to this point, two positive correlations
between ΔPPR and HbO from incorrect SVL trials were observed in the IPC and Middle
Frontal Gyrus (MFG) showing that larger pupil size was associated with greater changes
in activation ( Figure 4.9A; correlations discussed in further detail under Aim 4). Of these
correlations, the IPC cluster overlaps considerably with this IPC three-way interaction. In
light of the current effect, higher activation during the Spoken LP trials could be reflecting
effort-related activation modulated by top-down processing in the MFG.
The second three-way interaction between Hemoglobin, Task Mode, and Predictability was observed in the central MTG and was driven by differences in activation to LP
sentences between Task Modes. Button Response LP trials were associated with significant cortical activity, but the Spoken Response LP trials were associated with an inverse
hemodynamic response (Figure 9A, bottom). Vocalizations can influence the measurement
of hemodynamics responses, such that the act of speaking disrupts the normal intake of
oxygen and mimics the effect of hyperventilation (Felix Scholkmann, Gerber, et al., 2013;
Tisdall et al., 2009). Thus, this inverted activation pattern observed could be related to
1 Syntactically ambiguous sentences included “The newspaper reported that bullying teenagers are a problem
for the school” and “The newspaper reported that bullying teenagers is bad for their self-esteem.” The phrase
bullying teenagers can be interpreted as a noun phrase in the first instance and a verb phrase in the second. The
part of speech is not clarified until the hearing the word subsequent to the ambiguous phrase (in this case, are
or is).
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respiration-induced fluctuations of carbon dioxide. Respiration-induced effects do not,
however, explain why the interaction was driven by changes in cortical activity to LP trials.
Interaction Between Hemoglobin and Task Mode
The posterior portion of the middle temporal gyrus (MTG) exhibited a Hemoglobin x
Task Mode Interaction such that activation during the Spoken Response conditions was
significantly greater when contrasted with Button Response conditions (Figure 9B). In order
to successfully repeat the word out loud on cue, the participant must have first generated
a representation of the word by matching the input to semantic knowledge in long-term
memory (Demb et al., 1995; Vartanian et al., 2018), hold the word representation in an active
state via rehearsal (Baddeley and Hitch, 2019), and finally articulate their response. Thus, it
is possible that activation from this region relates to the increased effort associated with
open-set testing (Clopper, Pisoni, and Tierney, 2006). Importantly, a significant negative
correlation between ΔHbO from the SVL condition and Semantic Gain in performance
(i.e., the percent improvement in speech recognition scores between SVL and SVH) was
observed in the same region of the posterior MTG (Figure 4.6B, right). These two clusters
show considerable overlap suggesting a possible shared underlying process between them.
The significant correlation suggests that a stronger MTG response during the SVL condition
was associated with reduced ability to exploit semantic information, which could explain,
in part, the increased activation related to listening effort during the Spoken Response
conditions.
Furthermore, the MTG shares neural systems which subserve both speech perception
and speech production. In this experiment, participants performed the task with insert
earphones. Typically, when a person speaks, the vibrations created by their own voice freely
leave the ear canal. However, when the ear canal is blocked, the vibrations reverberate
and cause an increase in low frequency sounds which can alter the perception of one’s
own voice (Sweetow and Pirzanski, 2003). Neuroimaging research on auditory feedback
during over-speech tasks show that the brain is constantly monitoring the output of one’s
own speech. If the actual auditory feedback from our voice doesn’t match the expected
auditory feedback, posterior temporal regions, including the MTG and SMG, exhibit an
increase in activation (Hashimoto and Sakai, 2003). Additionally, in an fMRI study looking
at the link between motor planning and sensory feedback, researchers found that significant
activation during both speech production processing and auditory perception overlapped
in the posterior MTG (Zheng, Munhall, and Johnsrude, 2010).
One final consideration to be made concerning this effect of Task Mode in the
posterior MTG is the muscle artifact associated with vocalization. While processing of
semantic information has been associated with the MTG (Snijders et al., 2009; Zekveld,
Rudner, et al., 2012), the significant activation during the Spoken Response conditions (and
lack thereof during the Button Response trials) could be explained by neural activation
associated with vocalization. It is important to note that neural data was time-locked
to the onset of the sentence and the hemodynamic response estimation was based on
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the maximum duration of the stimulus (4 seconds). Thus, the period of interest should
reflect activation associated with sentence perception, but vocalizations have been shown to
influence measures of cortical activation (Schecklmann et al., 2017). While we incorporate
multiple precautions into the experimental design (temporal jittering, GLM regression)
and pre-processing steps (Wavelet filtering, short separation channel regression), it is not
possible to know whether all sources of muscle contamination were effectively removed.
Analysis of neuronal activity recorded during open brain surgery revealed significant
superior temporal gyrus (STG) activation during listening tasks, whereas over 66% of MTG
neurons fired during overt speaking (Creutzfeldt, Ojemann, and Lettich, 1989). Therefore,
it is possible that fNIRS data in the temporal lobe might be vulnerable to added noise
associated with vocalization.
In summary, the goal of Specific Aim 1 was to identify the effect of Task Mode on
neurophysiological and behavioral responses. My prediction was that Task Mode would
significantly impact temporal and parietal cortices. This prediction was supported by
the evidence here which indicated that posterior brain regions, including the temporal
and inferior parietal lobes, were the most sensitive to variations in the way participants
reported their response. Furthermore, both pupillometry data and behavioral performance
(reaction times and recognition scores) reveal that open-set testing is more cognitively
taxing than closed-set testing (given four response options). These results should be taken
into consideration when developing research studies of speech comprehension.

5.2

Aim 2

Investigate changes in pupil size to determine the degree to which semantic predictability
benefits behavioral performance and mitigates listening effort associated with spectral
degradation.
In this section, I will discuss the impact of listening effort (change in pupil size) on
behavioral performance (reaction time and speech recognition score), group level effects, in
addition to the physiological response over time.

5.2.1

Button Response Reaction Times

In the experimental task, listeners reported their perception of the last word of each sentence
by either pressing a button corresponding to their selection on the screen in the Button
Response conditions, or by repeating the final word out loud in the Spoken Response
conditions. Recording of reaction times was only possible in the Button Response conditions. The interaction between Speech Quality and Predictability (Figure 4.1) revealed that
regardless of whether the sentence was predictable or not, response times were significantly
faster during the speech-in-quiet conditions relative to vocoded conditions. Consistent
with previous research, this suggests that vocoded speech diminishes the ability of the
listener to encode the full integrity of the acoustic signal into a cortical representation
(White and Langdon, 2021). Once prompted with response options, they spend more time
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identifying the word that best matches their incomplete representation. The main effect of
Predictability demonstrated that listeners require more time to process sentences without
semantic information. However, this main effect was driven by the slower reaction times
during the vocoded condition.
Within the speech-in-quiet conditions, RTs did not differ between High- and LowPredictability conditions, suggesting that when speech is not acoustically degraded, cognitive performance is not affected by the semantic content of the sentence. In their fMRI study,
Golestani et al., 2013 reported a very similar interaction, where the benefit of context was
only observed in the lowest SNRs. In quiet, phonological information is rapidly processed,
and so long as incoming sub-lexical information continues to match representations in
long-term memory, lexical retrieval will continue to occur implicitly without interruption
(Rönnberg, Rudner, et al., 2010). Yet, when incoming sub-lexical information is made ambiguous, by vocoding for example, speech encoding processes are diminished and listeners
need more time to reconstruct the impoverished cortical representation, delaying their
reaction time (Rönnberg, Lunner, et al., 2013).

5.2.2

Speech Recognition Performance During Spoken Vocoded Trials

As predicted, open set speech recognition performance improved significantly between LP
and HP vocoded speech conditions (SVL vs SVH). Participants scored 52% correct on average during the SVL condition which was improved by 35% in the SVH condition. Previous
work has reported similar degrees of improvement demonstrating the maximum benefit of
semantic information during intermediate speech intelligibility conditions (Golestani et al.,
2013; Obleser, Richard J.S. Wise, et al., 2007).

5.2.3

Pupillary Response at the Group Level

Pupillary response measurements were recorded to investigate the cognitive processing
underlying listening effort. Consistent with the RT results, a significant effect of Speech
Quality revealed larger ΔPPR during realistic CI speech simulations (Figure 5), suggesting
that participants exerted greater effort to recognize vocoded sentences, a finding also
reported in previous work (Winn, Edwards, and Litovsky, 2015; Zekveld, Koelewijn, and
Kramer, 2018). My original prediction was that pupillometry would detect the “effort
release” reflected by the reduction in pupil size during HP trials relative to LP trials. The
results of the repeated measures ANOVA lacked a main effect of Predictability, indicating
that average ΔPPR was not able to detect a significant difference in processing load between
High-and Low-Predictability conditions.
Interestingly, pairwise comparisons of ΔPPR in the SVL condition revealed significant differences between correct and incorrect trials meaning that participants exerted
more effort during incorrect perception (Figure 4.1B). Original reports of accuracy-induced
pupillary responses (reviewed in Janisse, 1973) observed greater change in pupil size during
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accurate trials and attributed the listener’s success to their higher exerted effort. The accuracy effect reported in the current study is consistent with more recent pupillometry studies
which found larger pupil size during incorrect trials (Critchley et al., 2005; Zekveld, Kramer,
and Festen, 2010). This supports the perspective that accurate perception was possible
because the cortical representation of the presented speech, while degraded, was sufficient
for accurate recognition. The cortical representation of the incorrect trials, however, was
inadequate, resulting in higher cognitive demand related to parsing the speech from the
noise.
This finding is particularly relevant to the interpretation of event-related experimental designs like the current one. Often, neuroimaging studies opt not to examine cortical
patterns associated with incorrect trials since it would be impossible to know whether the
participants were actually engaged in the task and failed, or if they just stopped paying
attention which resulted in their incorrect response. This effect on the pupillary response
suggest that listeners are engaged and trying to complete the task correctly.

5.2.4

Time Series Analyses of Pupillary Responses

The pupil response is dynamic and responds to changes in cognitive demand in real
time. Therefore, analyzing the changes in pupil size over time might reveal fine-grained
changes characteristic of effortful processing. Previous pupillometry studies reported
that high-context sentences reduce listening effort (Winn, 2016; Winn and Teece, 2021).
The group level analyses of the pupillary response revealed a significant main effect of
Speech Quality but not Predictability. However, the time series analyses of the pupil
response revealed a significant three-way interaction between Time, Speech Quality, and
Predictability. Specifically, the effect of Predictability was only observed when the speech
was vocoded which suggests that semantic information can reduce effort but only when
the speech is acoustically degraded. Because the use of semantic information unfolds
dynamically, the release from effort afforded by semantic context occurred after the sentence
was already presented (Figure 4.3B). This is consistent with previous pupillometry results
(Winn, 2016; Winn, Wendt, et al., 2018) and indicates that listeners continue to process
speech information even after the speech presentation has finished. Specifically, this has
important implications for listeners with hearing loss – Winn, Wendt, et al., 2018 reported
that the effort release provided by semantic information occurs later for listeners with
hearing loss than compared to NH listeners, and this delayed processing can actually
interrupt their ability to encode subsequent auditory information.
Figure 4.5 demonstrates the impact of Speech Quality and Predictability. Paired samples t-tests were carried out for each comparison between In-Quiet and Vocoded conditions
(A through D) and High- and Low-Predictability conditions (E through H). The first column
of figures reveal that, with the exception of the HP Button Response conditions, vocoded
speech increased task demands and required more listening effort from participants across
every second of sentence perception. Similarly, the second column of figures (specifically
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Figure 4.5H) suggests that in the Time x Speech Quality x Predictability interaction, the
influence of Predictability from Figure 6B is driven by vocoded stimuli.
Finally, I performed time series analyses of correct and incorrect trials from the
SVL condition to examine more closely the group level effect of accuracy on ΔPPR which
showed significantly larger changes in pupil size during incorrect trial relative to correct
trials. Similar to the effect of Predictability observed towards the end of sentence presentation, error-related listening effort does not impact cognition until after the sentence is
presented (Figure 4.4). Again, this delayed impact of listening effort could interfere with
comprehension of speech information following the recognition error.
In summary, the goal of Specific Aim 2 was to investigate the degree to which semantic predictability benefits behavioral performance and mitigates listening effort associated
with spectral degradation using pupillary response measurements. Overall, the results here
indicate that acoustic degradation via vocoding disrupts cognitive processing (as measured
by pupil size) to a greater degree than does access to semantic predictability evidenced
by the vocoded-induced increase in ΔPPR in both Button and Spoken Response tasks in
addition to the absence of a group level Predictability effect. I also provide evidence that
participants exert more effort during incorrect perception, also confirming that they are still
attending to the task even if they fail the task. Furthermore, the time series analyses of pupil
data reveal the finer-grained effects of listening effort. Particularly, external effects to speech
understanding (i.e., acoustic degradation) can impact cognitive processing for the duration
of sentence perception whereas the impact of task accuracy and semantic information is not
experienced until after the sentence was heard.

5.3

Aim 3

Investigate how cortical activation related to semantic integration is impacted by spectral degradation.
In this section, I will discuss how listening effort impacts the cortical response (fNIRS
data) by reviewing the significant effects and interactions between Speech Quality and
Predictability.

5.3.1

Predictability Effect in Inferior Frontal Gyrus

As a result of the Full Factor ANOVA, a main effect of Predictability was observed in the
Inferior Frontal Gyrus (IFG), indicating that regardless of all other task manipulations,
the IFG exhibited significant activation for sentences that contained semantically related
information relative to sentences without context. A prominent perspective of IFG function
suggests that the IFG becomes active when faced with incongruent or highly ambiguous
stimuli, invoking numerous possible semantic meanings and increasing demands on response selection (A. Baumgaertner, Weiller, and Büchel, 2002; Hagoort, Hald, et al., 2004;
Kuperberg, Sitnikova, and Lakshmanan, 2008; Özyürek et al., 2007; Rodd, Davis, and
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Johnsrude, 2005). This theory seems to conflict with the current finding, as we might
conclude that LP sentences would invoke many more semantic possibilities, triggering the
IFG’s semantic selection function (and result in higher activation). Sentences with little
context (‘He was talking about the ____.’) leave many more possible word candidates to
complete the sentence than would sentences with semantic context (‘The smoke filled his
____.’). However, based on the same theories posited by the studies mentioned previously,
it is possible that HP sentences provide a semantic basis from which listeners are able to
develop predictions and conjure possible word candidates. The capacity to make lexical
and semantic decisions based on previously heard language is facilitated by the semantic
priming effect which has been observed in both IFG and IPC regions (Copland et al., 2007;
Rossell, Cathy J. Price, and Nobre, 2003). Specifically, expectancy-induced priming occurs
when a prime word, or preceding word(s), precipitates the cortical representations of possible word candidates and their relative expectancy. Words that carry more expectancy
(or probability) are activated and words that have little or no expectancy are inhibited.
LP sentences provide essentially no context with which listeners can establish a semantic
framework. No matter how the sentence is completed, it is unlikely to violate any cortical
predictions, since listeners have scant input to develop expectations.
The variation in task-induced activation observed in the IFG is likely due to its
anatomical complexity. Often referred to as Broca’s Area (Hagoort, 2005), the IFG can be
subdivided into three smaller areas which includes (posterior/superior to anterior/inferior
in location) the Pars Opercularis, Pars Triangularis, and Pars Orbitalis. Respectively, it
has been suggested that these regions carry out phonological, syntactical, and semantic
processes in a somewhat hierarchical fashion (Hagoort and Indefrey, 2014; Hagoort, 2014;
Poldrack, Wagner, et al., 1999; Xiang et al., 2010). The spatial coordinates of the current
Predictability effect places this cluster within both Pars Triangularis and Pars Orbitalis,
supporting the suggestion that Pars Triangularis and Orbitalis subserve speech understanding at the higher level processes. Moreover, this interaction shows striking resemblance
to a similar effect reported in a recent event-related fMRI study. Between two modalities,
participants were given the same semantic task and asked to determine whether a given
characteristic applied to a given animal (e.g., ORCA > Is it big?; WASP > Does it have
paws?). In one modality, participants received written prompts (on a monitor) and in a second modality, participants received prompts auditorily. Significant cross-modal activation
converging semantic processing of both written and spoken word meaning was observed
in the Pars Triangularis (Liuzzi et al., 2017). This is consistent with the Predictability effect
of the current study and suggests that anterior portions of the IFG facilitate arguably the
highest order of linguistic processing which is the facilitation of meaning in language.

5.3.2

Effects During the Button Response Conditions

Interaction Between Hemoglobin, Speech Quality, and Predictability
A three-way interaction was observed in the IFG, in which Pars Triangularis activation
differed in pattern between High- and Low-Predictability sentences varying as a function of
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Speech Quality. Specifically, activation was observed in response to vocoded sentences that
were highly predictable, and a similar pattern was found for the In-Quiet LP trials (Figure
4.7B). At first glance, this pattern appears convex in shape, such that activity increases with
speech complexity with little or no activation observed in the easiest and most challenging
conditions. This IFG pattern has been reported in previous studies as well (Lawrence et al.,
2018; Poldrack, Temple, et al., 2001; Zekveld and Kramer, 2014). IFG engagement has been
associated with the selection and integration of semantic information into a meaningful
representation (Demb et al., 1995; Homae et al., 2002) and when demands on this process
increases, so does IFG activity (Davis and Johnsrude, 2007; Rodd, Davis, and Johnsrude,
2005). Likewise, the context of HP vocoded sentences provokes the materialization of
alternative word candidates, and when this process is challenged by the degradation of
vocoding, it increases task demands on this region, resulting in increased activation in the
Pars Triangularis. This interpretation is supported by a seminal fMRI study, which found
significant IFG activation in semantic retrieval tasks but reported that activation was most
prominent during contrasts between high and low selection demands. In other words, the
IFG is engaged when a high number of alternative responses are competing for selection
(Thompson-Schill et al., 1997).
As mentioned previously, the IFG is anatomically complex, and exhibits speech
perception processing in a hierarchical manner such that phonetic, syntactic, and semantic
cortical processes are subserved by Pars Opercularis, Triangularis, and Orbitalis, respectively. LP sentences in quiet are not acoustically challenging to understand, but could be
considered more ambiguous due to the lack of context in the sentence. On the other hand,
HP vocoded sentences are difficult to understand due to the acoustic degradation. It is
possible that the meager contextual nature of LP sentences and the reduced intelligibility
of the HP vocoded sentences trigger syntactic analyses in the Pars Triangularis. This is
further supported by the theory that posterior IFG processes more structural characteristics
of the speech input and anterior regions support semantic processes (Humphries et al.,
2007). On the other hand, LP Vocoded sentences might seem to be the most complex of
these speech conditions, in which case we would expect to see activation. However, the
diminished semantic representation and degraded acoustic of the LP vocoded sentences
quality may result in more effortful processing related to extracting speech from noise,
rather than invoking higher-level language processing from the IFG.
Interaction Between Hemoglobin and Predictability
The Predictability effect in the SMG revealed higher activation in response to HP sentences
regardless of speech quality. Importantly, the SMG has demonstrated robust connectivity
with the IFG, thus it is understandable to find similar patterns of activation between the two
regions (Xiang et al., 2010). In addition, this effect is consistent with SMG functionality that
was previously discussed in the context of the Task Mode interaction in the IPC, particularly
because this effect emerged from the analysis of Button Response conditions (see discussion
of the SMG’s role in intention of finger movements under Aim 1). The SMG takes on
a supportive role in speech and language comprehension and is notably responsive to
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real words and real word combinations (Xiao et al., 2005), semantically primed words
(Rossell, Cathy J. Price, and Nobre, 2003; Zekveld, Rudner, et al., 2012), and has been cited
in numerous studies involving phonological and word-level processing (Deschamps, Baum,
and Gracco, 2014; Hartwigsen, Annette Baumgaertner, et al., 2010; Jacquemot and Scott,
2006; Stoeckel et al., 2009). Moreover, based on its prominence in phoneme and word
recognition literature, SMG functionality overlaps with many theories of working memory
and rehearsal (Jonides et al., 1993; Oberhuber et al., 2016; Costanza Papagno et al., 2017;
Romero, Walsh, and C. Papagno, 2006; Jacquemot and Scott, 2006). In an investigation of the
executive processes of updating (replacement of an item in working memory) and refreshing
(attending to information that was just experienced but is no longer perceptually present),
the SMG exhibited significant activity during refreshing relative to updating tasks (Roth
et al., 2009). This is consistent with the demands of the current task in which participants
heard a sentence and were required to refresh the last word until it was presented on the
screen (at which time they would refresh the word representation again). In this case, the
SMG is a hub for auditory short term memory (Oberhuber et al., 2016), where the brain can
“unpack” speech information that is actually relevant for speech comprehension (Baddeley
and Hitch, 2019). Therefore, the lack of semantic support in the LP trials might diminish
rehearsal mechanisms and result in weaker cortical representation of words in working
memory.
The goal of Specific Aim 3 was to investigate how cortical activation related to
semantic integration is impacted by spectral degradation. My original prediction was that
degraded speech and higher ambiguity would result in increases of frontal activation related
to top-down mechanisms and posterior activation related to bottom-up processing. This
prediction was only partially supported; Predictability did influence frontal and posterior
brain regions, but Speech Quality impacted only the IFG and, surprisingly, left no observable
influence on temporal or parietal cortices. My previous studies only manipulated Speech
Quality, whereas the current study included additional, more complex, task manipulations.
Additionally, the randomized presentation of stimuli could have elicited a more reactive
as opposed to a pro-active approach from participants. In other words, listeners were
not able to “settle in” and develop a stable strategy for the forthcoming stimulus type.
Previous imaging work on cognition and task switching have found that frontal and
parietal cortices (which factor in heavily in the current study) are critical for switching
attention and coordinating behavior in a flexible manner (N. U. Dosenbach et al., 2007;
Marek and N. U. F. Dosenbach, 2014; Ptak, 2012). Thus, it is possible that detection of the
effects of Speech Quality and Predictability may have been obscured in the face of three
task manipulations, particularly Task Mode.
In summary, Posterior IFG activity responded more strongly to the structural features
of the speech, increasing non-linearly to speech complexity. On the other hand, anterior IFG
activation was associated with overall semantic representation of speech, a pattern which
was also observed in the SMG of the IPC.
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Aim 4

Characterize listening effort by identifying the relationships between physiological and
behavioral measurements as they relate to semantic predictability and spectral degradation.
In this section, I will discuss implications of the significant correlations that emerged
among fNIRS, pupillary response, and behavioral data.

5.4.1

Speech Recognition Performance and fNIRS Data

I correlated individual speech recognition performance in SVL with ΔHbO in the SVL condition. A significant positive correlation was observed in the SMG suggesting that higher
SMG activation predicted better individual speech recognition ability (Figure 4.8A). This
does not support my original hypothesis which predicted performance correlations in the
frontal lobe consistent with what I had reported in my recent study (Defenderfer, S. Forbes,
et al., 2021). There were several methodological differences between the speech recognition
tasks used in these studies which likely influenced the way behavioral outcome relates to
the cortical response. First, the current study required listeners to only repeat that last word
of the sentence as opposed to repeating the entire sentence as was required in my previous
study. Recognition and repetition of an entire sentence would increase reliance on active
maintenance of speech representations, which are cortical processes associated with the prefrontal cortex (D’Esposito, 2007). Being asked to repeat a word would more likely increase
reliance on auditory short term memory processing in the SMG. Second, trial presentation
was randomized in the current study but presented in blocks in the previous study. There
is some evidence showing that variation in the speaker (different talkers) impacts spoken
word recognition performance (Creelman, 1957). Even though each sentence was spoken by
the same talker, the manipulations to the speech quality, and the randomized presentation
of trials might impact speech recognition performance. Furthermore, randomized trial
presentation increases the level of ambiguity, forcing participants to continuously adapt
between speech conditions. Individual speech recognition performance has been associated
with the SMG in previous works and was theorized to be especially responsive to learning,
corresponding to time-dependent exposure to speech stimuli (Eisner et al., 2010). Thus,
listeners with higher SMG activity adapted quicker to the speech stimuli used in the study
which corresponded with their higher speech recognition scores.
Importantly, the size and location of this correlation showed significant overlap with
the Hemoglobin by Predictability interaction of the SMG discussed previously. Based on
previous studies that show significant SMG activation related to bottom-up attentional
capture (Cabeza et al., 2008; Ciaramelli, Grady, and Moscovitch, 2008), this correlation
suggests that higher SMG activation could also imply higher attention to the stimulus,
resulting in better overall speech recognition performance.
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Semantic Gain in Performance and fNIRS Data

Semantic Gain during performance was the percent improvement between SVH and SVL
conditions (normalized to initial SVL performance). This improvement score was compared
with ΔHbO from both conditions. When compared with SVH ΔHbO, a significant negative
correlation was observed in the MFG (Figure 4.8B, left) suggesting that participants’ capacity
to exploit available semantic information was associated with a lower MFG response. When
Semantic Gain was compared with SVL ΔHbO, a significant negative correlation was
observed in the MTG (Figure 4.8B, right). Likewise, a reduced MTG response across
participants was associated with better Semantic Gain.
The SVL condition featured vocoded sentences without context, and participants
scored, on average, 52% correct. Use of semantic information increased this average score
to 87% correct. A recent fMRI study reported that when listeners encountered sentences
that were incongruent with the expected response (e.g., “The pilot flew the kite,” versus
“The pilot flew the plane”), robust frontotemporal activation was accompanied by increased
inhibition influence of anterior IFG on the posterior MTG (Hartwigsen, Henseler, et al., 2017).
Specifically, activation increased to the degree that semantic integration was challenging;
concomitant frontal inhibition engaged to suppress the dominant or expected response
for the purpose of successfully integrating the speech input. Therefore, it is possible that
neural efficiency of the posterior MTG reflects the degree to which it facilitates semantic
and syntactic integration during open-set speech perception. In other words, listeners with
lower Semantic Gain rely more heavily on MTG activation related to bottom-up analyses of
acoustic features of speech to perform the task, as opposed to top-down mechanisms from
the PFC to exploit semantic information. Therefore, participants that exhibited a stronger
MTG response during the SVL condition might also be demonstrating less efficient IFG
inhibition to suppress expected semantic representations, resulting in a decreased ability to
exploit semantic information.
Conversely, SVH sentences contained semantic support that were also spectrally
degraded by vocoding. Participants’ Semantic Gain performance exhibited a spectrum of
improvement capacity, ranging from 43% to 93% relative to their initial score. Like the
pattern in the MTG, listeners with lower Semantic Gain exhibited higher MFG activation.
Frontal activation could be signaling the degree to which performance monitoring is needed,
an executive function that comes online when the participant is failing the task (Eichele
et al., 2008). However, since speech recognition performance did not correlate with Semantic
Gain within subjects, it might not be signaling error-detection (i.e., reflecting accuracy),
necessarily, but instead, represent a reduced need for cognitive control such that participants achieving higher Semantic Gain are able to do so because of better frontotemporal
efficiency (activation/inhibition) between the IFG and pMTG as discussed above. This
is also supported by the MFG correlation between ΔPPR and ΔHbO (discussed below),
indicating that listeners with more efficient cognitive control demonstrate lower effort as
well.
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Correlations Between Pupillary Response and fNIRS Data

Two positive correlations were observed in the MFG and IPC between ΔPPR and ΔHbO
from the SVLi condition (Figure 4.9A), indicating that, during incorrect perception, larger
pupil size was related to higher activation from these frontal and parietal regions. As
demonstrated by the time series analysis and group level effect in the pupillary data,
incorrect trials were associated with significantly more effort from participants than correct
trials. Previous imaging work has reported increased MFG activation during incorrect word
recognition (Eckert, Menon, et al., 2009) and error detection (Ullsperger and Cramon, 2004,
although reported in the right MFG) in NH adults suggesting an effort-related increase
to compensate for declines in performance. Landmark fMRI studies have shown that
dorsolateral PFC activation increases following conflict-related anterior cingulate cortex
activation (Kerns et al., 2004; Luks et al., 2007; Milham et al., 2003) and reciprocal inferior
parietal/dorsolateral PFC activation flexibly adjusts cognitive control based on performance
feedback (N. U. F. Dosenbach, Visscher, et al., 2006). Thus, the significant correlations
between ΔPPR and frontoparietal ΔHbO during incorrect trials implicate cortical regions
that may be directly related to effortful processing.
It is important to point out the proximity between this MFG correlation with ΔPPR
and the negative correlation in the MFG between Semantic Gain – A follow-up correlation
between both MFG clusters was significant (r = 0.351, p = .026) indicating neural resources
that contribute to both performance monitoring on a trial-by-trail basis (MFG correlation
with ΔPPR during incorrect perception) and overall capacity to exploit semantic information
(MFG correlation with Semantic Gain). This finding reveals that participants with a higher
MFG response are exerting more effort (larger pupil size) but are also less proficient at
exploiting semantic information (lower Semantic Gain).
The comparison between the negative MFG correlation with Semantic Gain, however,
did not associate with the IPC correlation with ΔPPR suggesting that the variability in
IPC responses could be more reflective of individual differences related to error detection
and bottom-up attention. There was considerable overlap between this correlation and
the three-way interaction between Task Mode, Predictability, and Hemoglobin which
showed significant activation to Spoken Response LP trials (discussed under Aim 1). Here,
attentional characteristics of the IPC facilitate conflict resolution and responds to stimuli
that lack congruence (i.e., meager contextual support of LP sentences increases integration
demands). In relation to this IPC correlation with PPR, participants with larger pupils
during incorrect perception also show a larger IPC response suggesting that they require
more neural support to maintain task performance.
Higher changes in SMG activity were associated with larger pupil size in the BQH
speech condition (Figure 4.9B). BQH sentences could be considered the easiest speech
condition to perform, and in this case, change in pupil size may not be reflecting the
conventional sense of the term effort, rather revealing the participants’ baseline engagement.
This interpretation is consistent with the relationship to higher speech recognition score
(Figure 4.8A) also observed in this brain region. Based on the previously stated roles
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that the SMG takes on, listeners with higher SMG engagement are better at detecting
relevant information from salient stimuli, and therefore more “ready” to make a response.
Importantly, EEG’s alpha power is thought to be strongly generated from parietal neural
sites, and previous combined EEG-pupillometry investigations of listening effort reported
that stronger alpha power was correlated with change in pupil size but only during high
intelligibility speech conditions (McMahon et al., 2016). These findings are consistent with
the pattern of activity observed here.
Larger pupil size was associated with a smaller AG response during the SQH condition (Figure 4.9C). The AG makes up the posterior portion of the IPC and has been heavily
implicated in research of both semantic knowledge (Binder et al., 2009; Golestani et al., 2013;
Martín-Loeches et al., 2008) and the default mode network, a network of regions that shows
increased activity during passive states and deactivation during goal-directed tasks (Raichle
et al., 2001; Seghier, Fagan, and Cathy J. Price, 2010). That is, this set of brain regions return
to a “default state of mind” when humans are not interacting with the external world, and
instead, exhibit higher signals when humans are thinking to themselves, daydreaming, or
getting “lost in thought” (Gilbert et al., 2007). The semantic content of the Spoken Response,
In-Quiet condition is likely to invoke internal mentation. Thus, it seems plausible that this
negative correlation is revealing differential levels of engagement, such that higher levels of
activity (and smaller pupil size) indicate moments of mind-wandering.

5.4.4

Correlations Between Pupil Data and Performance Measurements

Importantly, the behavioral and physiological results from this study confirm that speech
perception during closed-set relative to open-set testing results in smaller pupil sizes and
better performance. However, despite this association between lower effort and higher
scores, speech recognition performance in SVL did not exhibit a significant correlation with
ΔPPR from SVL, suggesting that the behavioral and physiological measures are tapping
into different aspects of effortful communication. The pupillary time series data, however,
revealed that, in the SVL condition, average pupil size from the second right before sentence
onset predicted speech recognition (Figure 4.10A, highlighted in blue). This was true for
both correct and incorrect trials, indicating that regardless of individual trial accuracy,
higher levels of participant effort or arousal in that first second predicted how well they
performed in the speech recognition task. Figure 4.10B shows that change in pupil size over
time in the top third of performers reveal a much more tempered pupil responsiveness,
whereas the bottom third exhibit weaker pre-stimulus response, never quite reaching the
level of engagement exhibited by the top third of performers. This increased pre-stimulus
engagement, in addition to the correlation between SVL HbO and speech recognition score,
support the notion that the pupillary response and SMG responsiveness might be tapping
into participants’ task readiness.
Larger pupil size after sentence offset, however, was associated with lower Semantic
Gain, indicating that participants with higher capacity to exploit semantic information
exhibited smaller pupil sizes following the presentation of the sentence (Figure 4.10A,
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highlighted in red). Figure 4.10C shows that, similar to the top speech recognition performers, the top third of participants with higher Semantic Gain demonstrated a more
gradual pupillary response, whereas the bottom third exhibit smaller pupil size to start
which increased quickly, exceeding that of the high Semantic Gain subgroup. It appears
that ongoing listening effort following speech perception reveals misdirected effort, to
some degree, in which listeners that are trying the hardest are less able to use semantic
information to their benefit.
It is important to point out that individual speech recognition score did not correlate
with individual Semantic Gain, meaning that these two measures of performance have
different implications regarding communication success. The pupillary response responds
nonlinearly to differentiating task demands. The ability to use semantic information appears to be supported by efficient frontotemporal activation, elevated task readiness, and
uninterrupted, stable engagement throughout the task. On the other hand, an over-exertion
of effort seems to be ineffectual, revealing a possible lack of sustained attention to the task
or a shift in reliance onto less effective cortical mechanisms.

5.5

Conclusions

The results of this study revealed that speech quality, semantic information, and the way
participants respond during an experimental task impact both physiological and behavioral
measurements. A summary of the main findings are as follows:
• Cortical measurements were more sensitive to variations in Predictability, whereas
the pupillary response was more sensitive to changes in Speech Quality.
• Changes in pupil size were much larger during the Spoken Response task relative
to the Button Response task, suggesting that open-set speech recognition tasks are
significantly more effortful than closed-set tasks.
• Attention mechanisms of the IPC varied as a function of Task Mode: During the more
challenging task (Spoken Response/open-set), IPC activation was greater during
Low-Predictability trials, but in the easier task (Button Response/closed-set), IPC
activation was greater during High-Predictability trials.
• Participants’ level of effort was predicted by the amplitude of frontoparietal activation
(MFG/IPC), suggesting that frontal and parietal brain regions relate to effortful speech
processing.
• Participants with stronger MFG activation demonstrated higher levels of effort (larger
pupil sizes) and lower Semantic Gain, suggesting that, in this case, listening effort
was not beneficial (or possibly hindering) their ability to use available semantic
information to their benefit.
• Consistent with previous neuroimaging evidence of hierarchical speech processing in
the IFG, activation in the posterior IFG differentially responded to Speech Quality and
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Predictability (BQL > BQH; BVH > BVL), whereas anterior IFG mechanisms carry out
higher order linguistic processing related to the facilitation of meaning in language
(HP > LP).
• Subject pupil size during the second right before the onset of SVL sentence presentation predicted individual SVL speech recognition score, suggesting that the listener’s
readiness or preparedness (pre-stimulus “effort”) before the trial was an indicator of
speech recognition ability.
• Consistent with the negative correlation between the MFG response and Semantic
Gain, subject pupil size during the second right after sentence presentation (in both
SVL and SVH) was inversely predictive of individual Semantic Gain, suggesting that
post-stimulus listening effort does not support individual speech perception ability.
In conclusion, the group level data revealed robust activation across frontal, temporal,
and parietal brain regions, and exhibited patterns of activity consistent with over-arching
theories of frontal and posterior brain functionality, such that frontal regions facilitate
higher order, top-down mechanisms and posterior brain regions are more susceptible to
bottom-up input. The correlations, however, demonstrate that success of spoken speech
perception is highly variable from participant to participant. Realistic CI simulations
impacted how well a listener was able to exploit semantic information, and the effect of
listening effort on speech perception (i.e., speech recognition score and Semantic Gain) was
reflected by the individual neurophysiological response of the listener. In other words,
the correlations between neurophysiological and performance measures revealed listeners’
individual strengths and weaknesses relative to the group. This has potential clinical
implications for the future, as clinicians could possibly use patients’ neurophysiological
data to formulate targeted rehabilitation strategies for the purpose of improving cortical
efficiency amid challenging listening scenarios.
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Appendix A
Supplemental Information

Table A.1: List of SPIN-R sentences used in the experimental task
Sentence

Key Word

Kill the bugs with this
Mr. White discussed the
How much can I buy for a
Miss White thinks about the
We shipped the furniture by
He is thinking about the
She’s spoken about the
My TV has a twelve-inch
That accident gave me a
You want to talk about the
The king wore a golden
The girls swept the floor with a
We’re considering the
The nurse gave him first
She faced them with a foolish
Betsy has considered the
Watermelons have lots of
Use this spray to kill the
Tom will discuss the
The teacher sat on a sharp
You’d been considering the
The sailor swabbed the
They were interested in the
He could discuss the
He tossed the drowning man a
Jane hopes Ruth asked about the
I am thinking about the

SPRAY
CRUISE
DIME
TEA
TRUCK
ROAR
BOMB
SCREEN
SCARE
DITCH
CROWN
BROOM
BROW
AID
GRIN
BARK
SEEDS
BUGS
SWAN
TACK
GEESE
DECK
STRAP
BREAD
ROPE
STRIPES
KNIFE
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Table A.1 continued from previous page.
Sentence

Key Word

The boy gave the football a
The storm broke the sailboat’s
Mr. Smith thinks about the
We are speaking about the
Lubricate the car with
The glass had a chip on the
Harry had thought about the
Bob could consider the
The bottle was sealed with a
Ruth has a problem with the
The old man discussed the
The soup was served in a
We can’t consider the
The man spoke about the
The lonely bird searched for its
Please wipe your feet on the
David has discussed the
The pond was full of croaking
He hit me with a clenched
Bill heard Tom called about the
A bicycle has two
Jane has spoken about the
Mr. White spoke about the
The doctor x-rayed his
Mary had considered the
The woman talked about the
The workers are digging a
Miss Brown will speak about the
Bill can’t have considered the
The duck swam with the white
Your knees and elbows are
Mr. Smith spoke about the
He hears she asked about the
Raise the flag up the
You want to think about the
You’ve considered the
The detectives searched for a
Ruth’s grandmother discussed the
The steamship left on a
Miss Smith considered the

KICK
MAST
CAP
PRIZE
GREASE
RIM
LOGS
POLE
CORK
JOINTS
YELL
BOWL
WHEAT
CLUE
MATE
MAT
DENT
FROGS
FIST
COACH
WHEELS
CHEST
FIRM
CHEST
SPRAY
FROGS
DITCH
GRIN
WHEELS
SWAN
JOINTS
AID
DECK
POLE
DIME
SEEDS
CLUE
BROOM
CRUISE
SCARE
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Table A.1 continued from previous page.
Sentence

Key Word

Peter has considered the
Tree trunks are covered with
I cut my finger with a
The old man considered the
Ruther poured herself a cup of
We saw a flock of wild
Paul could not consider the
How did your car get that
David wiped the sweat from his
I’ve been considering the
The team was trained by their
The drowning man let out a
We’ve spoken about the
She wore a feather in her
The bread was made from whole
Mary could not discuss the
Spread some butter on your
The cabin was made out of
You cannot have discussed the
She hears Bob asked about the
The lion gave an angry
The sandal has broken a
Nancy should consider the
He’s employed by a large
They did not discuss the
Her entry should win first
The old man thinks about the
Paul wants to speak about the
The airplane dropped a
You’re glad she called about the
A zebra has black and white
Miss Black could have discussed the
I hope Paul asked about the
Betty knew about the
The girl should consider the
It’s getting dark, so light the
To store his wood, he built a
They heard I asked about the
The mouse was caught in the
Mary knows about the

MAT
BARK
KNIFE
KICK
TEA
GEESE
RIM
DENT
BROW
CROWN
COACH
YELL
TRUCK
CAP
WHEAT
TACK
BREAD
LOGS
GREASE
CORK
ROAR
STRAP
FIST
FIRM
SCREEN
PRIZE
MAST
BUGS
BOMB
BOWL
STRIPES
ROPE
MATE
NAP
FLAME
LAMP
SHED
BET
TRAP
RUG
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Table A.1 continued from previous page.
Sentence

Key Word

The airplane went into a
The fireman heard her frightened
He was interested in the
He wiped the sink down with a
Jane did not speak about the
Mr. Brown can’t discuss the
The papers were held by a
Paul can’t discuss the
Miss. Brown shouldn’t discuss the
The chicks followed the mother
David might consider the
Mr. Smith knew about the
The fur coat was made of
The boy took shelter in a
He hasn’t considered the
The bride wore a white
The boat sailed along the
We’ve been discussing the
The judge is sitting on the
We’ve been thinking about the
Jane didn’t think about the
Cut a piece of meat from the
Betty can’t consider the
The heavy rains caused a
The swimmer dove into the
Harry will consider the
Let’s invite the whole
The house was robbed by a
Tom is talking about the
Bob wore a watch on his
Tom had spoken about the
Tom has been discussing the
The secret agent was a
The rancher rounded up his
Tom could have thought about the
Sue was interested in the
Ann works in the bank as a
Our cat is good at catching
He hopes Tom asked about the
We could discuss the

DIVE
SCREAM
HEDGE
SPONGE
SLICE
SLOT
CLIP
WAX
SAND
HEN
FUN
BAY
MINK
CAVE
DART
GOWN
COAST
CRATES
BENCH
FAN
BROOK
ROAST
GRIEF
FLOOD
POOL
TRAIL
GANG
THIEF
FEE
WRIST
PILL
BEADS
SPY
HERD
SPORT
BRUISE
CLERK
MICE
BAR
DUST
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Table A.1 continued from previous page.
Sentence

Key Word

The bandits escaped from
Paul hopes we heard about the
The landlord raised the
His plans meant taking a big
Stir your coffee with a
Miss White won’t think about the
He would think about the
His pants were held up by a
The old train was powered by
The old man talked about the
I was considering the
Let’s decide by tossing a
The doctor prescribed the
Bill might discuss the
Nancy didn’t discuss the
Hold the baby on your
Bob has discussed the
The dog chewed on a
Ruth hopes he heard about the
The war was fought with armored
She wants to talk about the
They had a problem with the
They drank a whole bottle of
You heard Jane called about the
The witness took a solemn
We could consider the
Bill heard we asked about the
They tracked the lion to his
The cow gave birth to a
I had not thought about the
The scarf was made of shiny
The super highway has six
He should know about the
For dessert, he had an apple
The beer drinkers raised their
I’m glad you heard about the
You’re talking about the
The rude remark made her
We’re glad Ann asked about the
We heard the ticking of the

JAIL
LOOT
RENT
RISK
SPOON
CRACK
RAG
BELT
STEAM
LUNGS
CROOK
COIN
DRUG
FOAM
SKIRT
LAP
SPLASH
BONE
HIPS
TANKS
CREW
CLIFF
GIN
VAN
OATH
FEAST
HOST
DEN
CALF
GROWL
SILK
LANES
HUT
PIE
MUGS
BEND
POND
BLUSH
FUDGE
CLOCK
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Table A.1 continued from previous page.
Sentence

Key Word

He can’t consider the
He killed the dragon with his
Tom discussed the
Mary wore her hair in
She’s glad Jane asked about the
Bill hopes Paul heard about the
We’re lost so let’s look at the
No one was injured in the
Jane was interested in the stamp
My son has a dog for a
He was scared out of his
We spoke about the
I’ve spoken about the
Miss Black thought about the
The baby slept in his
The watchdog gave a warning
Miss Black would consider the
The natives built a wooden
Bob could have known about the
Unlock the door and turn the
He wants to talk about the
He heard they called about the
Wipe your greasy hands on the
She has known about the
I want to speak about the
The wedding banquet was a
I should have considered the
Paul hit the water with a
The ducks swam around on the
Ruth must have known about the
Paul has a problem with the
Bob stood with his hands on his
The cigarette smoke filled his
They heard I called about the
The cushion was filled with
Ruth poured the water down the
Bill cannot consider the
This nozzle sprays a fine
I ate a piece of chocolate
She hopes Jane called about the

CRIB
SWORD
HAY
BRAIDS
DRAIN
MIST
MAP
CRASH
STAMP
PET
WITS
KNOB
PILE
LAP
CRIB
GROWL
BONE
HUT
SPOON
KNOB
RISK
LANES
RAG
DRUG
CRASH
FEAST
MAP
SPLASH
POND
PIE
BELT
HIPS
LUNGS
PET
FOAM
DRAIN
DEN
MIST
FUDGE
CALF
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Table A.1 continued from previous page.
Sentence

Key Word

Jane as a problem with the
She shortened the hem of her
Paul hopes she called about the
The girl talked about the
The guests were welcomed by the
Mary should think about the
Ruth could have discussed the
The ship’s Captain summoned his
You had a problem with a
Air mail requires a special
The car drove off the steep
We have discussed the
The policemen captured the
The door was opened just a
Tom is considering the
The sand was heaped in a
You should not speak about the
Peter should speak about the
Household goods are moved in a
He has a problem with the
Follow this road around the
Tom won’t consider the
The farmer baled the

COIN
SKIRT
TANKS
GIN
HOST
SWORD
WITS
CREW
BLUSH
STAMP
CLIFF
STEAM
CROOK
CRACK
CLOCK
PILE
BRAIDS
MUGS
VAN
OATH
BEND
SILK
HAY
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Table A.3: List of word response options for the Button Response task.
Sentence

Answer

Semantic

Phonetic

Semantic
Rhyme

Kill the bugs with this
Mr. White discussed the
How much can I buy for a
Miss White thinks about the
We shipped the furniture by
He is thinking about the
She’s spoken about the
My TV has a twelve-inch
That accident gave me a
You want to talk about the
The king wore a golden
The girls swept the floor with a
We’re considering the
The nurse gave him first
She faced them with a foolish
Betsy has considered the
Watermelons have lots of
Use this spray to kill the
Tom will discuss the
The teacher sat on a sharp
You’d been considering the
The sailor swabbed the
They were interested in the
He could discuss the
He tossed the drowning man a
Jane hopes Ruth asked about the
I am thinking about the
The boy gave the football a
The storm broke the sailboat’s
Mr. Smith thinks about the
We are speaking about the
Lubricate the car with
The glass had a chip on the
Harry had thought about the
Bob could consider the
The bottle was sealed with a
Ruth has a problem with the
The old man discussed the

SPRAY
CRUISE
DIME
TEA
TRUCK
ROAR
BOMB
SCREEN
SCARE
DITCH
CROWN
BROOM
BROW
AID
GRIN
BARK
SEEDS
BUGS
SWAN
TACK
GEESE
DECK
STRAP
BREAD
ROPE
STRIPES
KNIFE
KICK
MAST
CAP
PRIZE
GREASE
RIM
LOGS
POLE
CORK
JOINTS
YELL

BAT
TRIP
CENT
MILK
TRAIN
GROWL
LOAD
CORD
SHOCK
HOLE
CAPE
BRUSH
FACE
PICK
SMIRK
MOSS
JUICE
ANTS
BIRDS
NAIL
SHEEP
STEP
HEEL
TOAST
FLOAT
FUR
BLADE
BOOT
HELM
HAIR
PLACE
OIL
EDGE
WOOD
STAFF
LID
SORE
SHOUT

CLAY
BOOZE
LIME
PEA
LUCK
MORE
PROM
CLEAN
GLARE
SNITCH
GOWN
PLUME
PLOW
GRADE
CHIN
SHARK
NEEDS
HUGS
YAWN
JACK
PEACE
WRECK
TRAP
SLED
SCOPE
PIPES
STRIFE
FLICK
CAST
SAP
EYES
PEACE
BRIM
DOGS
STROLL
FORK
POINTS
BELL

NAT
LIP
TENT
SILK
RAIN
HOWL
CODE
BOARD
MOCK
COAL
TAPE
FLUSH
MACE
STICK
QUIRK
SAUCE
LOOSE
PLANTS
WORDS
PAIL
SLEEP
STREP
MEAL
GHOST
COAT
STIR
MAID
FRUIT
REALM
BEAR
SPACE
FOIL
LEDGE
GOOD
LAUGH
BID
LORE
POUT
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Table A.3 continued from previous page.
Sentence

Answer

Semantic

Phonetic

Semantic
Rhyme

The soup was served in a
We can’t consider the
The man spoke about the
The lonely bird searched for its
Please wipe your feet on the
David has discussed the
The pond was full of croaking
He hit me with a clenched
Bill heard Tom called about the
A bicycle has two
Jane has spoken about the
Mr. White spoke about the
The doctor x-rayed his
Mary had considered the
The woman talked about the
The workers are digging a
Miss Brown will speak about the
Bill can’t have considered the
The duck swam with the white
Your knees and elbows are
Mr. Smith spoke about the
He hears she asked about the
Raise the flag up the
You want to think about the
You’ve considered the
The detectives searched for a
Ruth’s grandmother discussed the
The steamship left on a
Miss Smith considered the
Peter has considered the
Tree trunks are covered with
I cut my finger with a
The old man considered the
Ruther poured herself a cup of
We saw a flock of wild
Paul could not consider the
How did your car get that
David wiped the sweat from his
I’ve been considering the

BOWL
WHEAT
CLUE
MATE
MAT
DENT
FROGS
FIST
COACH
WHEELS
CHEST
FIRM
CHEST
SPRAY
FROGS
DITCH
GRIN
WHEELS
SWAN
JOINTS
AID
DECK
POLE
DIME
SEEDS
CLUE
BROOM
CRUISE
SCARE
MAT
BARK
KNIFE
KICK
TEA
GEESE
RIM
DENT
BROW
CROWN

POT
GRAIN
GUN
NEST
GRASS
SCRATCH
TOADS
JAW
BOSS
TIRES
LEG
GRANT
LEG
BAT
TOADS
HOLE
SMIRK
TIRES
BIRDS
SORE
PICK
STEP
STAFF
CENT
JUICE
GUN
BRUSH
TRIP
SHOCK
GRASS
MOSS
BLADE
BOOT
MILK
SHEEP
EDGE
SCRATCH
FACE
CAPE

SCROLL
FLEET
BLUE
CRATE
CAT
TENT
BOGS
WRIST
POACH
SEALS
BREAST
TERM
BREAST
CLAY
BOGS
SNITCH
CHIN
SEALS
YAWN
POINTS
GRADE
WRECK
STROLL
LIME
NEEDS
BLUE
BLUE
PLUME
GLARE
CAT
SHARK
STRIFE
FLICK
PEA
PEACE
BRIM
TENT
PLOW
GOWN

HOT
CHAIN
SON
BEST
GAS
MATCH
LOADS
CLAW
LOSS
WIRES
EGG
CHANT
EGG
NAT
LOADS
COAL
QUIRK
WIRES
WORDS
LORE
STICK
STREP
LAUGH
TENT
LOOSE
SON
SON
FLUSH
MOCK
GAS
SAUCE
MAID
FRUIT
SILK
SLEEP
LEDGE
MATCH
MACE
TAPE
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Table A.3 continued from previous page.
Sentence

Answer

Semantic

Phonetic

Semantic
Rhyme

The team was trained by their
The drowning man let out a
We’ve spoken about the
She wore a feather in her
The bread was made from whole
Mary could not discuss the
Spread some butter on your
The cabin was made out of
You cannot have discussed the
She hears Bob asked about the
The lion gave an angry
The sandal has broken a
Nancy should consider the
He’s employed by a large
They did not discuss the
Her entry should win first
The old man thinks about the
Paul wants to speak about the
The airplane dropped a
You’re glad she called about the
A zebra has black and white
Miss Black could have discussed the
I hope Paul asked about the

COACH
YELL
TRUCK
CAP
WHEAT
TACK
BREAD
LOGS
GREASE
CORK
ROAR
STRAP
FIST
FIRM
SCREEN
PRIZE
MAST
BUGS
BOMB
BOWL
STRIPES
ROPE
MATE

BOSS
SHOUT
TRAIN
HAIR
GRAIN
NAIL
TOAST
WOOD
OIL
LID
GROWL
HEEL
JAW
GRANT
CORD
PLACE
HELM
ANTS
LOAD
POT
FUR
FLOAT
NEST

POACH
BELL
LUCK
SAP
FLEET
JACK
SLED
DOGS
PEACE
FORK
MORE
TRAP
WRIST
TERM
CLEAN
EYES
CAST
HUGS
PROM
SCROLL
PIPES
SCOPE
CRATE

LOSS
POUT
RAIN
BEAR
CHAIN
PAIL
GHOST
GOOD
FOIL
BID
HOWL
MEAL
CLAW
CHANT
BOARD
SPACE
REALM
PLANTS
CODE
HOT
STIR
COAT
BEST
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Table A.4: Coefficients for photon simulations.
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