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La rupture dans les procédés discontinus et continus a atteint un grand intérêt en génie 
chimique et granulation à partir du point de vue des perspectives du processus et de la qualité 
du produit. Le processus de rupture d'un granulé humide dans un mélangeur à cisaillement 
élevé influencera et pourras contrôler la distribution finale des tailles des granulés. 
Dans ce travail, nous avons développé des solutions analytiques de la rupture des 
particules à l'aide de l'équation de bilan de  population dans les systèmes d'écoulement 
continu et discontinu. 
 Pour obtenir des solutions explicites, nous approximons les mécanismes de rupture de 
particules avec des formes fonctionnelles hypothétiques pour des fréquences de rupture. Ce 
nouveau cadre de travail pour résoudre les équations de bilan de population pour les systèmes 
d'écoulement continu et discontinu proposé dans ce travail utilise la méthode de 
décomposition d'Adomian (ADM) et la méthode d'itération variationnelle (VIM).  
Ces méthodes semi-analytiques surmontes les difficultés cruciales de discrétisation 
numérique et de stabilité qui caractérisent souvent les solutions précédentes  des équations de 
bilan de population. Les résultats obtenus montrent dans tous les cas que les distributions de 
taille de particule prédit convergent exactement sous une forme continue vers les solutions 
analytiques en utilisant les deux méthodes. 
  
Mots clés: Équation de bilan de population, Rupture, méthode de décomposition d'Adomian, 





The breakage in batch and continuous systems has attained high interest in chemical
engineering and granulation from a process and from a product quality perspective. The
wet granule breakage process in a high shear mixer will influence and may control the
final granule size distribution.
In this work, we developed analytical solutions of the particle breakage using the
population balance equation (PBEs) in batch and continuous flow systems. To allow ex-
plicit solutions, we approximate particle breakage mechanisms with assumed functional
forms for breakage frequencies. This new framework for solving (PBEs) for batch and
continuous flow systems proposed in this work uses the Adomian decomposition method
(ADM) and the variational iteration method (VIM).
These semi-analytical methods overcome the crucial difficulties of numerical discre-
tization and stability that often characterize previous solutions in of the PBEs. The results
obtained in all cases show that the predicted particle size distributions converge exactly
in a continuous form to that of the analytical solutions using the two methods.





 ﺟﻮدةﺧﻼل  ﻣﻦذﻟﻚ  و ﻟﺘﺤﺒﺐا وﻋﻤﻠﯿﺔ اﻟﻜﯿﻤﯿﺎﺋﯿﺔ اﻟﮭﻨﺪﺳﺔ ﻓﻲ ﻋﻈﯿﻤﺔ ﻓﻮاﺋﺪ ﺣﻘﻖ اﻟﻐﯿﺮ ﻣﺴﺘﻤﺮ و اﻟﻤﺴﺘﻤﺮة ﯿﻦﻣﺎاﻟﻨﻈﻓﻲ  اﻟﻜﺴﺮ
 اﻟﻨﮭﺎﺋﻲ اﻟﺘﻮزﯾﻊ اﻟﺤﺠﻢ و ﻋﻠﻰ اﻟﺴﯿﻄﺮةﻓﻲ  ﻛﺒﯿﺮﻜﺴﺮ ﻟﺪﯾﮭﺎ ﺗﺄﺛﯿﺮ اﻟ ﺧﻼط ﻓﻲ ﺔاﻟﺮطﺒ ﺎتاﻟﺤﺒﯿﺒ اﻟﻜﺴﺮ ﻋﻤﻠﯿﺔ إن. جﻮاﻟﻤﻨﺘ
 .ﺤﺒﯿﺒﺎتﻟﻠ
 ﻣﻦ اﻟﻨﻈﺎﻣﯿﻦ ﻓﻲ )sEBP( اﻟﺴﻜﺎﻧﻲ اﻟﺘﻮازن ﻣﻌﺎدﻟﺔ ﺑﺎﺳﺘﺨﺪام اﻟﺠﺴﯿﻤﺎت ﻟﻜﺴﺮ اﻟﺘﺤﻠﯿﻠﯿﺔ اﻟﺤﻠﻮل وﺿﻌﻨﺎ ﻷطﺮوﺣﺔا ھﺬه ﻓﻲ
 اﻟﻜﺴﺮ ﻟﻠﺘﺮددات ﺔاﻟﻤﻔﺘﺮﺿ ﻮظﯿﻔﯿﺔاﻟ أﺷﻜﺎل ﻣﻊ ﻛﺴﺮ اﻟﺠﺴﯿﻤﺎت آﻟﯿﺎت ﻗﺮﺑﻨﺎ و .و اﻟﺘﺪﻓﻖ اﻟﻐﯿﺮ ﻣﺴﺘﻤﺮ اﻟﻤﺴﺘﻤﺮ اﻟﺘﺪﻓﻖ
و  اﻟﻤﺴﺘﻤﺮ اﻟﺘﺪﻓﻖ ﻣﻦ اﻟﻨﻈﺎﻣﯿﻦ ﻓﻲ sEBP()اﻟﺴﻜﺎﻧﻲ اﻟﺘﻮازن ﻣﻌﺎدﻟﺔ  ﻟﺤﻞ اﻟﺠﺪﯾﺪ اﻹطﺎر ھﺬا ﻓﻲ.  واﺿﺤﺔ ﺣﻠﻮل ﻹﻋﻄﺎء
 اﻟﺘﻜﺮار وطﺮﯾﻘﺔ )ADM( ﻠﯿﻦ طﺮﯾﻘﺔ ادوﻣﯿﻮنﺗﺤﻠﯿ رﯾﺎﺿﯿﯿﻦطﺮﻗﺘﯿﻦ  وﻟﻘﺪ اﺳﺘﺨﺪﻣﻨﺎ ﯿﻦاﻟﻤﻘﺘﺮﺣ اﻟﺘﺪﻓﻖ اﻟﻐﯿﺮ ﻣﺴﺘﻤﺮ
 واﻻﺳﺘﻘﺮار اﻟﻌﺪدي ﻟﻠﺘﻔﺮد اﻟﺤﺎﺳﻤﺔ اﻟﺼﻌﻮﺑﺎت ﻋﻠﻰ اﻟﺘﻐﻠﺐ ﺎن ﻣﻜﻨﺎ ﻣﻦاﻟﺘﺤﻠﯿﻠﯿ ﺸﺒﮫاﻟ نﺎاﻷﺳﻠﻮﺑ انھﺬ.  )VIM( اﻟﺘﻐﯿﯿﺮي
  .اﻟﺴﻜﺎﻧﻲ زنااﻟﺘﻮ ﻤﻌﺎدﻟﺔﻟ  اﻟﺴﺎﺑﻘﺔ اﻟﺤﻠﻮل ﻤﯿﺰﯾ ﻣﺎ ﻏﺎﻟﺒﺎ ﺬياﻟ
 ﻣﻊ ﻣﺴﺘﻤﺮ ﺸﻜﻞﺑ و ﺑﺎﻟﻀﺒﻂﯾﺘﻤﺎﺷﻰ  اﻟﺠﺴﯿﻤﺎت ﺣﺠﻢ ﺘﻮزﯾﻊاﻟﺘﻨﺒﺆ ﺑ أن ﺗﺒﯿﻦ اﻟﺤﺎﻻت ﺟﻤﯿﻊ ﻓﻲ ﻋﻠﯿﮭﺎ اﻟﻤﺘﺤﺼﻞ اﻟﻨﺘﺎﺋﺞ 
  .اﻟﻄﺮﯾﻘﺘﯿﻦ ﻛﻠﺘﺎ ﺑﺎﺳﺘﺨﺪام اﻟﺘﺤﻠﯿﻠﯿﺔ اﻟﺤﻠﻮل
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I Introduction
Les systèmes dispersés, comme les émulsions, les mousses de suspensions ou de
poudres, sont généralement trouvés dans plusieurs branches d’industrie, allant des pro-
duits chimiques pour cosmétiques, pharmaceutiques, alimentaires et des matériaux in-
novants comme le métal, et des mousses céramiques. Les systèmes dispersés typiques
(processus de formation de particules) comprennent la cristallisation, la combustion, la
granulation, la précipitation, la polymérisation, et d’autres techniques d’assemblage des
particules. La distribution de taille de particule et les micro-comportements d’une phase
dispersée, par exemple la rupture des gouttelettes ou des bulles et la coalescence, peuvent
modifier considérablement les caractéristiques d’écoulement.
L’écoulement dans des systèmes dispersés se posent dans de nombreux types d’équi-
pements industriels utilisés en génie chimique. Cela comprend, par exemple, les colonnes
1
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à bulles (Figure .1), les lits fluidisés (Figure .2), les réacteurs flammes, et l’équipement
pour l’extraction liquide-liquide. La compréhension et la prédiction des écoulements dans
des systèmes dispersés sont essentiels dans la conception efficace, l’optimisation et la
mise à l’échelle en place de tels systèmes industriels. Ils sont également fréquents dans
d’autres régions, comme la combustion de pulvérisation (Figure .3), le transport de par-
ticules dans l’atmosphère (Figure .4), l’hélicoptère brownout (Figure .5), et les éruptions
volcaniques (Figure .6). Un caractère commun des écoulements dans des systèmes disper-
sés importants est qu’il est possible d’identifier une phase continue et une phase dispersée.
Dans le contexte des écoulements des systèmes dispersés, ce dernier signifie que l’un ou
plusieurs des phases est composée d’entités discrètes clairement identifiables comme par-
ticules solides, des gouttes ou des bulles et les propriétés des entités en phase dispersée
peut varier pour chaque entité, par exemple, particules peuvent avoir différentes tailles,
densités, compositions.
Par conséquent, les prévisions précises des phases dispersées sont importantes pour
comprendre le comportement global du système physique concerné. Un modèle à deux
norme des fluides n’est pas en mesure de fournir des informations sur la distribution de
taille de particule (DTP) sur la micro-échelle, donc, de meilleurs modèles mathématiques
sont nécessaires pour décrire ces phénomènes à la large gamme d’échelles spatiales et
temporelles. Un modèle mathématique précise aidera à comprendre, optimiser et contrô-
ler le comportement des mécanismes impliqués. En outre, les récents progrès en puis-
sance des ordinateurs ont offert des possibilités de l’utilisation de méthodes numériques
modernes pour l’analyse les particules dans systèmes dispersés complexes.
L’analyse d’un système de particules cherche à synthétiser le comportement de la
population de particules et de son environnement par le comportement des particules in-
dividuelles dans leur environnement local. Il y est décrit par la densité d’une variable
extensive approprié, généralement le nombre de particules, mais parfois (avec plus de
raison) par d’autres variables telles que la masse ou le volume des particules. Les équa-
tions de transport habituel exprimant la lois de conservation pour les systèmes matériels
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FIGURE .1: Colonnes à bulles FIGURE .2: Lit fluidisé
FIGURE .3: Combustion de pulvérisation
FIGURE .4: Transport de particules dans
l’atmosphère
FIGURE .5: Hélicoptère brownout FIGURE .6: Eruptions volcaniques
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appliquée au comportement des particules simples [5].
L’équation du bilan de population est utilisée dans un certain nombre des domaines
de l’ingénierie tels que la granulation [6–9] , la cristallisation [10, 11] , le lit fluidisé [12,
13],les réacteurs [14, 15], le broyage [16] , la polymérisation [17–19] , la génie chimique
[20, 21], l’émulsification [22], la floculation [23] , l’aérosol [24] , la biologie [25] et le
contrôle de processus [26].
II Objectif de ce travail
L’objectif de ce travail est de résoudre certaines formes de l’équation intégro-différentielle
partielle utilisant deux nouvelles techniques : la méthode de décomposition Adomian et
la méthode d’itération variationnelle. Ces nouvelles techniques ont atteint un grand inté-
rêt en mathématiques appliquées et en génie des procédés, car ils permettent la solution
d’équations fonctionnelles linéaire et non linéaire de toutes sortes (algébrique, différen-
tielle ordinaire, différentielle partielle, intégrale différentielle à retard,. . .) sans discréti-
sation des équations ou l’approximation des opérateurs par des schémas de linéarisation
ou de perturbation, qui change le problème physiquement.
La solution, lorsqu’elle existe par ces méthodes, se trouve sous la forme d’une sé-
rie qui converge rapidement de telle sorte que les coordonnées spatiales et temporelles
ne sont pas discrétisées. Bien sûr, certains problèmes restent ouverts. Par exemple, la
convergence pratique de la série de décomposition d’Adomian peut être assurée même si
les hypothèses de méthodes connues ne sont pas satisfaits. Cela signifie qu’il existe en-
core des possibilités pour des études plus théoriques de convergence pour des situations
plus générales. Par ailleurs, ce n’est pas toujours facile de tenir compte des conditions aux
limites pour des domaines complexes.
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III Plan de Thèse
Le présent manuscrit sanctionnant ce travail est entamé par cette introduction générale
qui donne une idée sur l’importance et l’intérêt du thème abordé, tout en soulignant les
objectifs visés.
Le manuscrit est constitué de trois chapitres :
• Le premier chapitre est constitué d’une revue bibliographique donnant une présen-
tation générale sur : des définitions de l’agrégation, la rupture, la croissance et la
nucléation. Puis nous présentons l’équation du bilan de population dans la section,
pour la croissance, l’agrégation et la rupture. Enfin nous définissons les fonctions
des moments.
• Le deuxième chapitre est consacré à l’étude des méthodes numériques de résolu-
tion de l’équation de bilan de population telles que : les méthodes de Monte Carlo,
les méthodes des classes et les méthodes des moments et quelques méthodes semi-
analytiques telles que : la méthode de décomposition d’Adomian, la méthode d’ité-
ration variationnelle, et la méthode de perturbation homotopique.
• Le troisième chapitre présente l’application des deux méthodes semi-analytique,
la méthode de décomposition d’Adomian, et la méthode d’itération variationnelle
pour résoudre l’équation du bilan de population pour la rupture dans les systèmes
d’écoulement discontinu et continu.
• La conclusion générale récapitule tous les résultats auxquels cette étude a aboutis
ainsi que les perspectives qui peuvent être envisagées pour développer ce travail.
CHAPITRE 1
Rappels Bibliographiques : Bilan de population
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1.1 Introduction
Le bilan de population est bien connu dans diverses branches de l’ingénierie, y com-
pris la granulation, la cristallisation, le broyage, le processus de précipitation, la poly-
mérisation, l’aérosol et l’émulsion. Ces processus sont caractérisés par la présence d’une
phase continue et une phase dispersée constituée de particules solides, gouttelettes ou
bulles, avec une distribution de propriétés. Dans de nombreuses applications, la taille
d’une particule est considérée comme la seule propriété de la particule concernée. Cette
propriété peut être déterminée sous des formes diverses telles que une longueur typique,
le volume ou la masse de la particule. La taille de la particule peut être le diamètre dans le
cas d’une sphère, la longueur pour un cube, la surface ou le volume pour les particules les
plus complexes [1](voir Figure 1.1). Les propriétés des particules peuvent êtres modifiées
dans un système en raison de plusieurs mécanismes. Cependant, les mécanismes les plus
communs sont l’agrégation, la rupture, la croissance et la nucléation (voir Figure 1.1).
Une brève description des mécanismes d’agrégation et de rupture est donnée ci-dessous.
Dans ce chapitre nous allons introduire tout d’abord, les bases théoriques nécessaires
à la compréhension des notions fondamentaux dans l’équation du bilan de population à
savoir l’agrégation dans la section 1.2, la rupture dans la section 1.3, dans la nucléation
section 1.4, et dans la section 1.5 la croissance , puis on va commencer de présenter
l’équation du bilan de population dans la section1.6, et enfin nous allons définir la fonction
des moment dans la section1.7.
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FIGURE 1.1: Granulation en lit fluidisé [1]
1.2 Agrégation
Agrégation ou agglomération est un processus où deux ou plusieurs particules se com-
binent pour former une grosse particule. Le nombre total de particules réduit dans un
processus d’agrégation en masse reste conservée. Ce processus est plus fréquent dans
les industries réduire la transformation de poudre. Agglomération de petites particules de
la formation de poussières et donc améliore leurs propriétés de manipulation. Un autre
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avantage de la poudre agglomérée est une vitesse de dissolution plus élevée en réduisant
la formation de grumeaux ou de flottation de la poudre [1,3]. Une représentation schéma-
tique de l’agrégation est donné dans la figure 1.1.
Agglomération dans le lit fluidisé a lieu, si, après le séchage des ponts liquides, des
ponts solides se présentent. Ceci est accompli par l’addition délibérée d’un agent liant so-
luble. Le liquide lie les particules ensemble par une combinaison de forces capillaires et
visqueux jusqu’à ce que plus de liaisons permanentes sont formées par séchage ou frittage
subséquent. Il y a un grand nombre de modèles théoriques disponibles dans la littérature
permettant de prédire si oui ou non deux particules en collision colleront ensemble. Ces
modèles impliquent un large éventail de différentes hypothèses sur les propriétés méca-
niques des particules et les caractéristiques du système [1, 3].
L’agrégation de gouttelettes de liquide est appelée coagulation. Alors que dans l’ag-
glomération des particules solides des particules d’origine restent intacts, dans la coa-
gulation des gouttelettes d’origine deviennent une partie indiscernables des gouttelettes
nouvellement formées [1, 3, 27].
1.3 Rupture
Dans un processus de rupture, les particules se brisent en deux ou plusieurs fragments.
La rupture a un effet significatif sur le nombre de particules. Le nombre total de particules
dans un procédé de rupture augmente alors que la masse totale reste constante.
Pour une description détaillée du processus de rupture, les lecteurs sont appelés à
consulter Iveson et coll [28]. La rupture de granulés humides peut contrôler la distribution
de taille du granulé finale, en particulier dans des granulateurs à cisaillement élevé. Dans
certaines circonstances, la rupture peut être utilisée pour limiter la taille maximale des
granulés ou pour aider à distribuer un liant visqueux. D’autre part, l’attrition des granulés
secs conduit à la génération [1].
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1.4 Nucléation
Le processus de nucléation introduit de nouvelles particules (noyaux) dans le système
en mélangeant deux ou plus de matière non particulaire 1.1 Grâce à ce procédé, la po-
pulation de particules dans le système augmente. La nucléation peut être divisée en deux
catégories, telles que nucléations primaires et secondaires, et que la nucléation primaire
est subdivisée en deux catégories de nucléations à savoir : homogènes et hétérogènes.
La nucléation homogène se produit dans la phase liquide dépourvue de particules. Une
grande quantité de petites particules peuvent être produites par ce type de nucléation. Il
est communément observé dans le relargage, la précipitation, et la cristallisation.
Le deuxième type de nucléation primaire est la nucléation hétérogène qui se produit
pour plusieurs raisons, par exemple les tubes ne sont pas nettoyés à cause de tout pro-
cessus de particules précédentes ou tout pore dans le tube qui a un peu de poussière à
l’intérieur,etc. La nucléation secondaire est une nucléation hétérogène induite par des
particules existantes [3, 29].
1.5 Croissance
Les particules se développent quand une matière non particulaire ajoutée à la surface
d’une particule. La croissance n’a aucun effet sur le nombre de particules mais le volume
total des particules augmente. La taille d’une particule augmente de façon continue dans
ce processus. Une représentation graphique de la croissance est prévue dans la figure 1.1.
Dans un lit fluidisé, un liquide (suspension, en solution ou masse fondue) est pulvérisé
sur les particules solides par une buse d’injection sous la forme de gouttes. Une partie des
gouttes est déposées sur les particules et est distribuée par propagation. Le transfert de
chaleur et de masse à forte intensité, en raison du courant du gaz environnant, se traduit
par une augmentation rapide de la dureté du film fluide par séchage, si le produit de
départ est une solution ou une masse en fusion, ou par refroidissement, si la pulvérisation
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sur produit est fondue .
Le solvant évapore à chaud, le gaz de fluidisation insaturé, et les particules solides res-
tantes grossir par pulvérisation multiple, l’étalement et le durcissement, voir par exemple
Heinrich et coll [30]. Ce phénomène est appelée la croissance [1, 3].
1.6 Équation du bilan de population
La population de particules est supposée être suffisamment grande pour que les varia-
tions aléatoires dans le comportement des particules pourraient être moyennées [5]. En




= −5 .(V f)(t, v) +B(X, t)−D(X, t). (1.1)
Où f : décrit une fonction de distribution multidimensionnelle.
V = dX/dt représente la vitesse.
X : le vecteur d’état de particules est donnée par X = (Xe, Xi).
Avec Xe représente le vecteur des coordonnées externes et Xi le vecteur de coordon-
nées internes.
Les termes B et D du côté droit représentent respectivement les conditions de nais-
sance (l’apparition) et de mort (la disparition), comme des particules de nucléation, de
rupture et d’agrégation.
Mathématiquement, la population de particules est décrite par une fonction de densité
en nombre n(X, t) en fonction du temps t et en le vecteur d’état de particules X .
Les composantes de vitesse en relation avec les coordonnées externes sont les com-
posantes de la vitesse conventionnelle, tandis que ceux correspondant aux coordonnées
internes désignent le taux de changement de taille, du volume, de teneur en humidité...
etc [2].
En raison des mécanismes mentionnés ci-dessus (agrégation, rupture, croissance, et
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nucléation) les particules modifient leurs propriétés, donc le modèle mathématique qui
est nommé le bilan de population est nécessaire pour décrire la variation de la distribution
de propriété de la particule.
Le bilan de population est l’évolution dynamique de la distribution d’une ou plusieurs
propriétés.
Puisque on traite principalement avec les problèmes de l’agrégation ou de la rupture, il
est commode de considérer le volume comme une mesure de la taille. D’autre part comme
la croissance pure est un processus linéaire, la mesure de longueur ou bien du diamètre
est plus préférable. Jusqu’à preuve du contraire, nous avons supposé que la densité des
particules solides est constante, alors la masse d’une particule peut être remplacé par le
volume de la particule [2].
1.6.1 Transformation de l’équation de bilan de population en fonc-
tion de la longueur
Dans cette étude, nous avons étudié les modèles du bilan de population basés sur le
volume au lieu des modèles de bilan de la population en fonction de longueur. Dans des
nombreuses applications telle que la cristallisation, la longueur des particules (taille) a
une signification importante dans l’analyse du moment au lieu de volume.
L’équation dynamique du bilan de la population (EBP) en fonction du volume n :=
n(v, t) ≥ 0 et le volume de particules v > 0 au temps t ≥ 0. En générale l’EBP unidi-
mensionnelle pour un système bien mélangé est donnée [20, 31–33] :
∂n(v, t)
∂t
= Qe(v, t)︸ ︷︷ ︸
le flux d’entrée
− Qs(v, t)︸ ︷︷ ︸




+Q+nuc(v, t)︸ ︷︷ ︸
la nucléation
−Q−diss(v, t)︸ ︷︷ ︸
la dissolution
+Q±agr(v, t)︸ ︷︷ ︸
l’agrégation
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R+ = (0,+∞)
n(v, t) : la densité volumique de bilan de population.
v et t : le volume et le temps respectivement.
G ,Qnuc,Q−diss : les vitesses de croissance, de nucléation, et de dissolution des particules
respectivement.
Q±agr et Q±rup : représenter la naissance (l’apparition) et la mort (la disparition) des parti-
cules pendant les processus d’agrégation et de rupture respectivement.
Qe et Qs= les flux d’entrée et de sorties du système respectivement, ils sont définis
comme :









Avec v˙e et v˙s :représenter les débits volumétrique d’entrée et de sortie à partir un système
volumétrique v, et ne(v, t) et ns(v, t) sont les densités en nombre de particules entrant et
sortant voir la figure1.2.
FIGURE 1.2: Représentation schématique du processus de différentes particules [2]
.
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Généralement, le processus discontinue (batch) n’a aucune d’entrée ou de sortie de
particules donc, Qe(v, t) = Qs(v, t) = 0.
Par conséquent, il est nécessaire de convertir l’équation du bilan de population en
volume par rapport à équation du bilan de population en fonction de la longueur.
Le volume d’une particule en terme de longueur peut être décrit comme v = l3, avec l
représente la longueur des particules. Donc, la fonction de densité en nombre de taille de
particule basée sur le volume est donné par n(v, t) = n(l3, t). En prenant le différentiel
sur les deux côtés, on obtient :
n(v, t)dv = n(l3, t)dl3 = 3l2n(l3, t)dl = n(l, t)dl. (1.4)
Où n(l, t) est la fonction de densité en nombre basée sur la longueur. L’équation du
bilan de population basé sur le volume peut être transformé à une équation du bilan de
population basée sur la longueur par une transformation simple. Pour cela, chaque terme
de l’équation ( 1.2) est réécrit en terme de longueur de la particule.
La transformation les équations des processus de l’agrégation et de rupture en fonction
du volume à des équations en fonction de la longueur est donnée par [29].
• L’agrégation : si nous considérons d’abord le terme d’agrégation de l’équation
( 1.1) et l et l′ soient les longueurs des deux particules tel que v = l3 et v′ = l′3,
puis nous avons la relation pour l’agrégation karnel comme :
β(v, v′) = β(l3, l′3) = β˜(l, l′). (1.5)
Avec β˜(l, l′) : le taux de rupture en longueur.
Les termes d’apparition et de disparition peut être écrit comme :
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Q˜±agr(l, t) = B˜agr − D˜agr.
(1.6)
Tel que :
B˜agr(l, t) = 3l2Bagr(l3, t),
Et
D˜agr(l, t) = 3l2Dagr(l3, t).
(1.7)
Maintenant, nous transformons le taux d’apparition et le taux de disparition en
volume au langueur comme suit :












ω˜((l3 − l′3)1/3, l′)n((l
3 − l′3)1/3, t)
(l3 − l′3)2/3 n(l
′, t) dl′.
(1.8)
Ainsi, le taux d’apparition en fonction de la longueur du processus d’agrégation






ω˜((l3 − l′3)1/3, l′)n((l
3 − l′3)1/3, t)
(l3 − l′3)2/3 n(l
′, t) dl′. (1.9)
De façon similaire pour les taux de disparition, la transformation de l’équation
du bilan de population pour l’agrégation en fonction de la longueur est donnée par :
D˜agr(l, t) = n(v, t)
∫ ∞
0




ω˜(l, l′)n(l′, t) dl′.
(1.10)
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Et donc selon l’équation (1.6) le taux de disparition pour l’agrégation en fonc-
tion de la longueur est donné par :
D˜agr(l, t) = n(l, t)
∫ ∞
0
ω˜(l, l′)n(l′, t) dl′. (1.11)
Où le terme d’agrégation est transformé à une équation en fonction de la lon-






ω˜((l3 − l′3)1/3, l′)n((l
3 − l′3)1/3, t)





ω˜(l, l′)n(l′, t) dl′.
(1.12)
• La rupture : pour transformer le terme de rupture, Il est facile de définir la relation
entre la rupture en fonction du volume et la rupture en fonction de la longueur tel
que :
Γ(v) = Γ(l3) = Γ˜(l). (1.13)
Le terme de rupture peut être défini similairement au terme d’agrégation c’est
à dire :
Q±rup(l, t) = B˜rup(l, t)− D˜rup(l, t). (1.14)
Où B˜rup et D˜rup sont définis comme :
B˜rup(l, t) = 3l2B˜rup(l3, t),
Et
D˜rup(l, t) = 3l2D˜rup(l3, t).
(1.15)
La fonction de distribution de la taille de particule fille dans le processus de
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rupture en fonction de la longueur est donné par :
β˜(l, l′) = 3l2β(l3, l′3). (1.16)
L’équation ci-dessus est donnée après la transformation du taux d’apparition
pour le processus de rupture comme suit :

















β˜(l, l′, t)Γ˜(l′)n(l′, t)dl′.
(1.17)
Alors que le taux de disparition est donné par :
D˜rup(v, t) = Drup(l3, t),
= Γ(l3)n(l3, t),
= Γ˜(l)n(l, t)3l2 .
(1.18)




β˜(l, l′, t)Γ˜(l′)n(l′, t)dl′ − Γ˜(l)n(l, t). (1.19)
• La croissance : le terme de croissance dans l’équation du bilan de population de




= ∂[G˜(l, t)n(l, t)]
∂l
. (1.20)
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Où
G(v, t) = 3l2G˜(l, t).
• La nucléation :
De même façon, le terme de nucléation peut être écrit comme :
Q+nuc(v, t) = Q+nuc(l3, t)
= nnuc(l3, t)Bnuc(t),
= 13l2nnuc(l, t)Bnuc(t).
Cela implique que :
Q˜+nuc(l, t) = 3l2Q+nuc(v, t),
= n(l, t)Bnuc(t).
(1.21)
Ainsi, l’équation du bilan de la population, sans le flux d’entrée, et le flux de
sortie et le terme de la dissolution est donnée par :
















ω(v, v′)n(v′, t) dv′︸ ︷︷ ︸




β(v/v′)Γ(v′)n(v′, t) dv′︸ ︷︷ ︸
l’apparition de la repture
− Γ(v)n(v, t)︸ ︷︷ ︸
la disparition de la rupture
,Avec ∈ R2+
(1.22)
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Γ(v) :le nombre de particules dans la gamme de taille de v à v + dv disparaissant
par unité de temps dans la rupture.
ω(v, v′) : la fréquence d’agrégation entre deux particules de volumes v et v′.
β(v/v′)dv : le nombre fractionnaire de particules formées dans la gamme de taille
de v à v + dv formé lors de la rupture de la particule du volume v′.











ω((l3 − v′3)1/3, l′)n(l′, t)n((l3 − l′3)1/3, t)dl′





ω(l, l′)n(l′, t)dl′︸ ︷︷ ︸




β(l/l′)Γ(l′)n(l′, t)dl′︸ ︷︷ ︸
l’apparition de la repture
− Γ(l)n(l, t)︸ ︷︷ ︸
la disparition de la rupture




1.6.2 Équation du bilan de population pour la croissance et la nu-
cléation
La taille d’une particule augmente de façon continue dans ce processus. La croissance
est un processus largement utilisé dans la cristallisation, la granulation, la condensation,
l’évaporation, la déposition et la sublimation. Les particules se développent quand une
matière moléculaire s’ajoute à la surface d’une particule. Pendant le processus de crois-
sance du nombre total de particules qui reste le même mais le volume total ( masse) de
particules augmente.
La nucléation est un procédé de formation de nouvelles particules à partir d’une so-
lution sursaturée donnée. Pendant ce processus, la population de petites particules aug-
mente. Les noyaux sont généralement considérés comme les plus petites particules pos-
sibles dans le système. Dans les applications pratiques, telles que la cristallisation, la
nucléation se déroule à la taille minimale de particules en raison de problèmes de mesure
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de la taille des particules. En outre, dans cette gamme de taille, il est impossible de dis-
tinguer entre les noyaux de tailles différentes en raison de l’insuffisance des résolutions
des appareils de mesure. L’équation de bilan de la population pour la croissance et la
nuclèation est donnée comme dans [2] :














3l2 (l, t). (1.25)
1.6.3 Équation du bilan de population pour la dissolution
Les particules (par exemple des cristaux) ne sont pas stables au-dessous d’un certain
volume, habituellement appelé volume critique (ou taille). Les petites particules avec un
taux de croissance négatif vont enfin devenir plus petite que le volume critique et donc,
vont disparaître de la population (voir la figure 1.2) [2].
1. En fonction du volume :
Q−diss(v, t) = Ddissn(v, t). (1.26)
2. En fonction de la longueur :
Q−diss(l, t) = Ddissn(l, t). (1.27)
Où Ddiss représente le taux de dissolution. Si les particules sont supposées disparaître
immédiatement lorsqu’ils atteignent la taille critique et la vitesse de dissolution doit être
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infinie.
1.6.4 Équation du bilan de population pour l’agrégation
Le phénomène d’agrégation apparaît dans un large éventail d’applications, par exemple,
en physique (agrégation des particules colloïdales), la météorologie (fusion des gouttes
dans les nuages atmosphériques, le transport des aérosols, minéraux), la chimie (réaction
des polymères, la formation de suie, les industries pharmaceutiques, engrais). La variation
temporelle de la densité en nombre de particules dans un système physique spatialement
homogène est décrite par l’équation du bilan de population qui est développée par Hulburt
et coll [20] comme suit :






ω(v−v′, v′)n(v, t)n(v−v′, t) dv′−n(v, t)
∫ ∞
0
ω(v, v′)n(v′, t) dv′
(1.28)
Où t ≥ 0. Le premier terme représente la naissance des particules de dimension
v en conséquence de la coagulation des particules de dimensions (v − v′) et v′.
Le second terme décrit la fusion des particules de taille v avec d’autres particules.
Le second terme est appelé le terme de disparition. La nature du processus est ré-
gie par la coagulation kernel (du noyau) et ω la fréquence d’agrégation entre deux
particules de volumes v et v′ produit une particule de taille v + v′, représentant des
propriétés du milieu physique. Il est positif et satisfait à la condition de symétrie
ω(v − v′, v′) = ω(v′, v − v′) [34].






ω((l3 − l′3)1/3, l′)n((l3 − l′3)1/3, t)n(l′, t)





ω(l, l′)n(l′, t) dl′.
(1.29)
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Il y a deux termes intégraux dans l’équation ci-dessus, la première intégrale
est le terme de la naissance (l’apparition) et le second représente le terme de mort
(la disparition). Lorsque deux particules de tailles différentes collent ensemble, une
nouvelle grande particule est formée, appelée la naissance. En raison de la fusion
de deux particules une particule est perdue, appelée particule morte. La taille de la
nouvelle particule est en plus désignée par (l + l′).
Les solutions analytiques de les EBPs précédentes peuvent être trouvées seulement
dans certains cas simples et donc nous avons besoin de techniques numériques pour les
résoudre. Cependant que les solutions analytiques connues sont très utiles pour évaluer la
précision des schémas numériques.
1.6.5 Équation du bilan de population pour la rupture
Le bilan de population pour la rupture est largement connu à fort cisaillement de la
granulation humide, la cristallisation, la science de l’atmosphère et de nombreux autres
problèmes d’ingénierie de particules liées. La forme générale de l’équation de bilan de la
population pour la rupture est donnée par [35] :







β(v/v′)Γ(v′)n(v′, t) dv′ − Γ(v)n(v, t). (1.30)
Γ(v) et β(v/v′) : comme présentés précédemment.
Dans la littérature, il est courant d’écrire l’équation ci-dessus du bilan de population






F (v, v′ − v)n(v′, t) dv′ − n(v, t)
∫ v
0
F (v′, v − v′) dv′. (1.31)
Les relations entre β(v/v′), Γ(v) et F (v, v′ − v) peuvent être trouvées à partir
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F (v′, v − v′) dv′. (1.32)
Et
β(v/v′) = 2F (v, v
′ − v)
Γ(v′) . (1.33)







β(l, l′, t)Γ(l′)n(l′, t)dl′. (1.34)
L’équation (1.30) du bilan de population pour la rupture peut être résolue analytique-
ment pour des formes très simples des fonctions de la rupture [18, 35, 36].
Cela conduit certainement à une discussion sur les méthodes numériques pour ré-
soudre l’EBP. Les méthodes numériques se répartissent en plusieurs catégories : les mé-
thodes stochastiques, [37, 38] les méthodes d’éléments finis [39], les méthodes section-
nelles(de classe) [40, 41], et les méthodes des moments [42, 43].
1.7 Fonction des moments





OùMj(t) est le moment jème. CChaque moment décrit séparément les caractéristiques
des modèles du bilan de population. Il y a un terme statistique utilisé dans la théorie des
probabilités qui définit la probabilité alternativement distribuée. Par conséquent, les six
premiers moments sont exprimés :
• Le moment d’ordre zéro représente la population totale des particules.
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• Le premier moment représente la longueur totale des particules.
• Le deuxième moment représente l’aire totale de la surface de particules.
• Le troisième moment représente le volume total des particules.
• Les moments d’ordre quatre et cinq n’ont pas de sens physique par rapport aux
particules.
1.8 Conclusion
Cet rappel bibliographique nous permet de mieux comprendre le bilan de population
comme une brève description et les mécanismes de modification des propriétés des parti-
cules les plus communs tel que :
• L’agrégation dans la section 1.2 qui prend place quand deux ou plusieurs particules
se rencontrent et adhèrent de manière définitive. Ainsi, les processus d’agrégation
revêtent une grande importance dans de nombreuses disciplines scientifiques et ont
maintes applications dans des domaines tels que la pollution de l’air, la purification
de l’eau, la production de produits pharmaceutiques, la fabrication de céramiques.
• La rupture dans la section1.3, elle est le contraire de l’agrégation a savoir, les parti-
cules se brisent en deux ou plusieurs fragments. Et aussi, le processus de la rupture
est très important dans un divers secteurs industriel et scientifique comme la frag-
mentation des germes dans la biologie et dans polymérisation ...
• La nucléation dans la section1.5, est le mécanisme de naissance des particules, et
elle définit les manières dont les particules ou bien les molécules du soluté forment
des germes par la formation d’assemblages moléculaires qui peuvent croitre lors-
qu’ils dépassent une taille spécifique se qu’on appelle la taille critique. Et elle est
très connue dans la cristallisation.
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• Naturellement après la nucléation des particules on va voir la croissance des ces par-
ticules, alors la croissance est le mécanisme par lequel les particules croissent, elle
représente le transport des particules du processus de nucléation vers des particules
plus grandes.
Nous avons introduit l’équation du bilan de population dans différents domaine d’in-
génierie dans la section 1.6. Et on a donné la transformation de l’équation du bilan de
population en fonction du volume et en fonction de la longueur. Cette équation nous offre
plus de détails pour savoir ses différentes formules. Ainsi que dans tels domaine d’ingé-
nieries nous avons besoins de connaitre la distribution des particules en fonction de la
longueur ou bien du diamètre c’est mieux que à celle du volume comme la cristallisation
par exemple.
Dans la section 1.7 nous avons présenté la fonction des moments et aussi on a connu
la signification physique de chaque ordre de ces moments.
CHAPITRE 2
Méthodes de résolution de l’équation du bilan de
population
Sommaire
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Méthodes numériques . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Méthodes semi-analytiques . . . . . . . . . . . . . . . . . . . . . . . 58
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.1 Introduction
L’équation du bilan de population peut être résolue analytiquement pour certaines
formes très simples des fonctions de rupture. Cela conduit certainement à une discussion
sur les méthodes numériques pour résoudre l’EBP. Cependant que les solutions analy-
tiques connues sont très utiles pour évaluer la précision des schémas numériques.
les méthodes semi-analytiques sont proposées pour résoudre les modèles mathéma-
tiques, et comme l’équation du bilan de population est une équation intgro-différentielle,
26
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ces méthodes ont été appliquée pour obtenir des solutions formelles ou bien la solution
exacte.
Dans ce chapitre on étudie quelques méthodes appliquée pour résoudre l’EBP. Dans
la section 2.2, nous allons diviser ces méthodes en trois grandes familles, premièrement
on va introduire les méthodes de Monte Carlo ou bien se qu’on appelle aussi les mé-
thodes stochastiques, deuxièmement nous allons présenter les méthodes des classes qui
aussi se découpent en trois méthodes principales : la méthode du pivot fixe, la méthode
de la moyenne de la cellule, et la méthode de Galerkin. Troisièmement les méthodes des
moments, où on distingue : la méthode de quadrature des moments, la méthode de quadra-
ture fixe de moments, et la méthode de quadrature directe des moments. Dans la section
2.3, les méthodes semi-analytiques seront introduites telles que la méthode d’Adomian,
la méthode d’itération variationnelle et la méthode de perturbation homotopique.
2.2 Méthodes numériques
2.2.1 Méthodes de Monte Carlo
La méthode de Monte Carlo est une technique de simulation numérique pour résoudre
les problèmes au moyen d’un échantillonnage aléatoire. Cette technique est généralement
appliquée pour analyser les systèmes physiques où l’expérimentation directe est impos-
sible ou bien les problèmes mathématiques qui ne peuvent être résolus par des moyens
directs.
Les méthodes stochastiques (Monte-Carlo) sont très efficaces pour résoudre des équa-
tions multidimensionnelles du bilan de population, car d’autres techniques de calcul nu-
mérique sont très difficile à l’égard de leur application dans de tel cas. Ces méthodes sont
des méthodes probabilistes qui utilisent un échantillon d’une population de particules et
suivent l’évolution de cet échantillon sous l’action de rupture ou coalescence avec des
probabilités proportionnelles à l’intensité de ces phénomènes [44, 45].
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Misha [38] a étudié la méthode de Monte Carlo et la trouve conceptuellement plus
simple et efficace vis à vis le calcul par rapport aux autres méthodes numériques dis-
ponibles pour la résolution des équations du bilan de population. Elle permet d’étudier
le omportement de l’équation du bilan de population de rupture dans sa forme la plus
complète pour lequel aucune solution analytique existe et dont les solutions numériques
respectives sont fastidieuses.
Hao et coll [46] ont trouvés que cette méthode est capable de maintenir un constant
nombre de particules de simulation par le suivi du temps de la procédure approprié. Les
méthodes de Monte Carlo, qui décrivent directement l’évolution dynamique des variables
internes (c’est à dire, la taille et la zone de surface) de chaque particule de simulation
(il représente un certain nombre des particules réelles ayant une forme semblable à la si-
mulation), appartiennent à la variante de l’algorithme de simulation directe ou simulation
directe traditionnelle (méthode de Monte Carlo).
La méthode de Monte Carlo simule directement l’évolution dynamique d’un échan-
tillon fini de la population des particules. L’avantage de ces méthodes est dans leur sim-
plicité et, plus important encore, dans leur stochastique et dans leur nature discrète qui
s’adapte naturellement à la nucléation, et l’agglomération [47, 48].
Et aussi cette méthode est la non nécessité de recourir à une discrétisation qui est par
ailleurs évolutive en fonction de l’état du système [44,49]. Cette méthode offre également
l’avantage d’être très précis et est parfois utilisée comme méthode de référence, qui sert
en quelque sorte de comparaison avec d’autres méthode [3].
Ainsi, Marchisio et coll [50] ont utilisé la méthode de Monte-Carlo, pour compléter les
solutions analytiques obtenues sur des cas de tests simples, pour discuter la validité de la
méthode des moments qu’ils ont développée. Le principal inconvénient de ces méthodes
probabilistes est leur durée de calcul exorbitante [44].
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2.2.2 Méthodes des classes
Les méthodes des classes se basent sur une discrétisation de la population des parti-
cules en un nombre déterminé de classes. L’évolution de la population est calculée par
l’action des phénomènes de rupture et de coalescence sur l’ensemble de ces classes jus-
qu’à atteindre un équilibre. Les méthodes des classes sont nombreuses et peuvent se dif-
férer suivant la manière dont la population est discrétisée. On cite quelques exemples,
comme suit :
2.2.2.1 Méthode du pivot fixe
Kumar et Ramkrishna [40] ont développé la technique du pivot fixe. Cette technique
ne conserve pas seulement le nombre et la masse des particules, mais elle peut également
être généralisée pour le maintien de deux propriétés souhaitées de la population.
Cette technique sépare toute la gamme de taille dans des petites cellules. La taille
d’une cellule peut être choisie aléatoirement. La gamme de taille contenue entre deux
tailles est appelé vi−1/2 et vi+1/2, le ième cellule. La population de particules dans cette
gamme de taille est représentée par un vi taille, appelé point de la grille (grid), de telle
sorte que vi−1/2 < vi < vi+1/2. Une nouvelle particule de taille v dans la gamme de taille
[vi, vi+1], formée soit en raison de la rupture ou l’agrégation, peut être représenté par les
fractions des populations a1(v, vi) et a2(v, vi+1) respectivement. Pour la cohérence avec
les deux propriétés générales f1(v) et f2(v), ces fractions doivent valider les équations
suivantes [3] :
a1(v, vi)f1(vi) + a2(v, vi+1)f1(vi+1) = f1(v). (2.1)
a1(v, vi)f2(vi) + a2(v, vi+1)f2(vi+1) = f2(v). (2.2)
En plus, ces équations peuvent être généralisées pour la compatibilité avec plus de
deux propriétés en assignant la taille des particules v à plus de deux points de la grille. La
population au vi volume représentatif obtient une particule fractionnaire pour chaque par-
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ticule qui est née dans la gamme de taille [vi, vi+1] ou [vi−1, vi]. Intégration de l’équation












Kumar et Ramkrishna [40, 41] ont considéré que les particules avec des concentra-
tions en nombres Ni, i = 1, 2, ...I restent dans tailles vi, i = 1, 2, ...I respectivement.
Mathématiquement la fonction densité de nombre n(v, t) peut être représentée en termes




Niδ(v − vi). (2.4)
La dernière série d’équations discrétisées pour la conservation exacte du nombre et la






ηi,kSkNk(t)− SiNi(t) = Bi −Di,= 1, 2, 3, · · · I. (2.5)




a1(v, vi)b(v, vk)dv +
∫ vi
vi−1




vi+1 − vi , a2(v, vi) =
v − vi−1
vi − vi−1 . (2.7)
On notera que les propriétés locales de conservation suivantes sont vérifiées :
a1(v, vi) + a2(v, vi+1) = 1, (2.8)
Et
via1(v, vi) + vi+1a2(v, vi+1) = v. (2.9)
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Le concept fondamental de la technique du pivot fixe peut être résumé comme suit :
Supposons une nouvelle particule d’une taille qui ne soit pas un représentant d’une
cellule qui semble due à la rupture des particules les plus grosses.
La particule doit être divisée de manière que le nombre et la masse sont conservés.
Dans ce processus de diffusion numérique est bien sûr possible en raison de la cession de
particules aux représentants à qu’ils n’appartiennent pas vraiment. Cependant, des résul-
tats tout à fait satisfaisants peuvent être obtenus par cette technique. Aussi, il sera montré
plus tard que la technique du pivot fixe prédit les résultats. Étant donné que dans la rupture
des particules en particules plus petites, la technique du pivot fixe surestime la densité en
nombre de particules les plus petites.
Attarakih et coll [51]ont trouvés que la technique du pivot fixe se concentre sur la
population de gouttelettes dans une gamme de taille donnée à un seul point (appelé le
pivot) grâce à l’utilisation de la fonction de Dirac. L’idée sous-jacente à cette approche
est que, lorsqu’une gouttelette est formée soit par la rupture ou la coalescence sur une
grille discrète de son volume caractéristique qui en résulte ne coïncide avec aucun des
volumes représentatifs à l’exception de la grille linéaire (par rapport au volume de la
gouttelette). La discrétisation classique approche les volumes de gouttelettes résultant
assignées au pivot le plus proche et par conséquent, il a pu être montré que seulement une
propriété intégrale peut être conservé au moins deux propriétés intégrantes du volume de
gouttelettes résultant est interpolé linéairement entre deux pivots adjacents de sorte que
les propriétés des deux intégrales sont conservées. La technique du pivot fixe est jugée
très puissante non seulement pour prédire les distributions uni-modales.
2.2.2.2 Méthode de la moyenne de la cellule
Nous présentons d’abord l’idée générale de la technique de la moyenne de la cellule
[3, 40] :
• L’intervalle de taille entière est divisé en un nombre fini I de petites cellules.
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• Les limites inférieure et supérieure de la ième cellule sont désignées par xi−1/2 et
xi+1/2, respectivement.
• Toutes les particules appartenant à une cellule sont identifiées par un représentant
de la taille de la cellule, également appelé point de la grille. La taille représentative
d’une cellule peut être choisie à une position quelconque entre les limites inférieure
et supérieure de la cellule.
FIGURE 2.1: L’intervalle de la taille discrétisé
.
Kumar et coll [41] ont défini le centre de la cellule est la moyenne arithmétique des
limites de la cellule. Le volume moyen de la particule moyenne ou la moyenne géomé-
trique pourrait être un autre alternative de choix pour le représentant. Un intervalle de la
taille discrétisée typiquement est illustré dans la figure 2.1.
La ième cellule est représentée par xi = (xi−1/2 + xi+1/2)/2. La largeur de la ième
cellule est désignée par ∆xi = xi+1/2 − xi−1/2/2. La taille d’une cellule peut être fixée
arbitrairement en fonction du procédé d’application. Dans la plupart des applications,
cependant, les réseaux de type géométriques sont préférés.
On peut transformer l’équation du bilan de la population générale en un ensemble
d’équations différentielles I qui peut être résolu en utilisant n’importe quel solveur ODE
standard (équation différentielle ordinaire). En notant le nombre total dans la cellule ième
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La disparition des particules
, i = 1, 2, ..., I. (2.10)
La première étape consiste à calculer des particules de la naissance (l’apparition) et
de décès (disparition) dans chaque cellule. Examen de tous les événements possibles qui
conduisent à la formation de nouvelles particules dans une cellule permet le terme de
la naissance. De même tous événements possibles qui conduisent à la disparition d’une
particule dans une cellule qui donnent le taux de particules mortes. Les nouvelles parti-
cules dans la cellule peuvent apparaître soit en des positions discrètes ou ils peuvent être
distribués en continu conformément à la fonction de distribution.
Par exemple, dans une agrégation binaire des particules de processus apparaissent
en points discrets dans la cellule alors que dans le processus de rupture, ils sont sou-
vent distribué partout selon une fonction continue de la rupture. En raison de grilles
non-uniformes, il est alors possible que la taille des particule nouveaux née dans une
cellule ne correspond pas exactement avec le représentant la taille de cette cellule. Les
particules nouveau nées dont les tailles ne correspondent pas à l’une des les tailles repré-
sentatives provoquent une incohérence de moments dans la formulation. Par conséquent,
l’objectif est de remédier à l’incompatibilité d’une manière efficace. Supposons que nous
substituons simplement la naissance et de décès totale de particules, par exemple, dans
l’équation (2.10). Ensuite, la prédiction de zéro instant par la formulation sera prédit
correctement, mais la formulation deviendra incompatible en ce qui concerne le premier
moment [3].
Laissez-nous démontrer les concepts ordinaires de la technique de la moyenne de la
cellule par l’exemple suivant que montre la figure 2.2.
Naissances de particules B1i , B
2
i , ..., B
Ii




i , ..., y
Ii
i respectivement
en raison de certains processus de particules comme l’agrégation, la rupture, etc. dans la
cellule i.
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Ici nous avons considéré le cas purement discrète mais des mesures analogues peuvent
être effectuées pour en continu l’apparition des particules dans la cellule. Premièrement,





Puisque nous savons que les positions des particules nouveau nés à l’intérieur de la
cellule, il est facile de calculer le volume moyen des particules nouveau nés v¯i, qui est










Maintenant, nous pouvons supposer que les particules Bi sont appartiennent v¯i ∈
[xi−1/2, xi+1/2].
FIGURE 2.2: Le volume moyen des particules nouveau nés [3].
Considérant que le volume moyen v¯i > xi comme le montre la figure 2.2, l’affectation
de particules doit être effectuée par les équations suivantes :
a1(v¯i, xi) + a2(v¯i, xi+1) = Bi, (2.13)
Et
xia1(v¯i, xi) + xi+1a2(v¯i, xi+1) = Biv¯i. (2.14)
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Où a1(v¯i, xi) et a2(v¯i, xi+1) sont les fractions de la naissance Bi être affectés au xi et
xi+1 respectivement. La résolution des équations ci-dessus, nous donne :
a1(v¯i, xi) = Bi
v¯i − xi+1
xi − xi+1 . (2.15)
Et
a2(v¯i, vi+1) = Bi
v¯i − xi
xi+1 − xi . (2.16)
Par simplifications et pour définir la fonction λ comme :
λ±i (x) =
x− xi±1
xi − xi±1 . (2.17)
Les fractions peuvent être exprimées en termes de λ telles que :
a1(v¯i, xi) = Biλ+i (v¯i), (2.18)
Et
a2(v¯i, xi+1) = Biλ−i+1(v¯i), (2.19)
Il y a quatre fractions possibles de naissance qui peuvent ajouter une contribution
de naissance au nœud xi : Deux cellules voisines et deux de la ième cellule.Toutes les
contributions de naissance possibles ont été montrée dans la figure 2.3. L’ensemble de
toutes les contributions de naissance, la durée de naissance pour la moyenne de la cellule
technique est donné par :
Bi = Bi−1λ−i ( ¯vi−1)ϕ( ¯vi−1 − xi−1) +Biλ−i (v¯i)ϕ(xi − v¯i)
+Biλ+i (v¯i)ϕ(v¯i − xi) +Bi+1λ+i+1( ¯vi+1)ϕ(xi+1 − ¯vi+1).
(2.20)
ϕ(x) :la fonction de Heaviside définie dans l’annexe A.
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FIGURE 2.3: L’allocation des particules en xi de toutes les cellules possibles [3].
Donc, nous résumons la technique de la moyenne de la cellule, il convient de men-
tionner ici que la fonction de la densité en nombre n(x, t) avec x = v peut être représenté,
de façon similaire à la technique de pivot fixe, en terme de distributions de delta de Dirac.
Cela est dû au fait que toutes les particules dans une cellule sont supposées être concen-
trées à la taille de la cellule représentative. Cette représentation de la densité en nombre
est utile à calculer les taux de natalité et de mortalité discrets dans une cellule.
On résume maintenant les principales étapes de la technique de moyenne des cellules
décrites ci-dessus en tant que :
1. Calcul du taux d’apparition et de disparition :
Les taux d’apparition et de disparition discrets peuvent être obtenus en rempla-
çant une représentation Dirac-delta de la densité dans la forme continue du nombre
total d’apparition et de disparition dans une cellule. De ce fait les calculs de Bi et
Di sont effectués dans la première étape.
2. Calcul des moyennes de volume :
La deuxième étape consiste à calculer le volume moyen des particules dans
chaque cellule v¯i. Ceci est une étape centrale de la technique de la moyenne de la
cellule et peut être facilement obtenue après l’étape 1.
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3. Modification de naissance :
La modification de naissance, point crucial pour les méthodes sectionnelles, se
fait selon l’équation (2.19). Ce d’apparition Bi ,la moyenne de la cellule modifiée
est conforme aux deux premières moments. Notez qu’il n’y a pas besoin de modifier
le terme de disparition car les particules sont juste enlevées des points de la grille
et donc la formulation reste compatible avec tous moments en raison de la dispa-
rition discrète. En conséquence, le terme de mort (disparition) dans la formulation
moyenne de cellule i est Di.
4. Solution de l’ensemble d’équations différentielles :
En substituant les valeurs de Bi et Di dans l’équation (2.9) , on obtient un
ensemble de l’équation différentielle ordinaire. Il sera alors résolu par un solveur
supérieur ODE qui donne solution approprié de ces équations.
2.2.2.3 Méthode de Galerkin
La méthode de Galerkin ou (approche de collocation ) conduit à un système des équa-
tions différentielles linéaire ordinaires couplées, qui peut être résolu par une méthode à
choisi.
Pour illustrer l’approche générale, A.Sandu et coll [52] considèrent les discrétisations
sur les espaces de polynômes par morceaux, ainsi une approche d’approximation spec-
trale, qui peut être également ignorée dans le cadre proposé. Des exemples numériques
montrent que une bonne précision est obtenue avec un nombre relativement restreint de
points de grille.
Nous résumons la méthode de l’approche collocation par les étapes suivantes :
1. La discrétisation de la distribution de taille de particule :
La distribution en nombre continu est donnée par une approximation de di-
mension finie soit (φi)1≤i≤s un ensemble de fonctions de base continues.






s : le nombre de bins.
φi(v) : la fonction de base et φi(v) = δ(v − Vi) fonction de Dirac∗ 1.
Pour obtenir une forme discrète de l’équation de la rupture, on insère l’équa-















2. La Fonction test :
L’équation résultante est multipliée par la fonction de test ξj(v)(j = 1, ..., s) et






















































, 1 ≤ j ≤ s.
(2.24)
1. * rappeler que δ(v) = 0 pour x 6= 0 , δ(0) =∞ , et ∫ Vi+
Vi−
f(x)δ(x− Vi)dx = f(Vi) [52].
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Si n(t) est le vecteur des concentrations en nombre l’équation (2.22) devient :
An′(t) =

nT (t)(B1 − C1)n(t)
...
nT (t)(Bs − Cs)n(t)

(2.25)
On peut considérer que B et C comme des tenseurs :
An′(t) = [(B − C)n(t)]n(t). (2.26)
3. L’approche de Galerkin :
Dans l’approche de Galerkin φi(v) = ξi(v) sont des fonctions de base (mor-
ceaux) continues. L’équation (2.24) est relativement difficile à résoudre, car il faut
évaluer un grand nombre d’intégrales doubles pour construire le tenseursB et C. Si
β(v/v′) et Γ(v) ne changent pas par rapport au temps, on peut calculer les tenseurs
et de les réutiliser dans toute intégration, ce qui rend l’ensemble du processus de
calcul possible.
4. L’approche de collocation :
Dans l’approche de collocation φi(v) sont des fonctions de base continues,
mais les fonctions test sont les deltas (ξi(v) = δ(v − V ci )), avec V ci les points de
collocation.
L’équation résultante est également de la même forme que l’ équation (2.24),






















Γ(V ci )φk(V ci )
]
1≤k,m≤s
, 1 ≤ j ≤ s.
(2.27)
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Cette approche de calcul est moins difficile puisque tous les coefficients impliquent
seulement des intégrales simples. Notons que si les fonctions de base ont la propriété
d’interpolation φi(Vj) = 0 pour i 6= j et φi(Vi) = 1 pour i = j, alors la matrice de masse
A est une matrice unité [52].
L’avantage des méthodes de classes est de pouvoir calculer directement la distribution
des particules. Cependant, leur précision dépend de plusieurs facteurs que sont la formule
de l’EBP, le choix de la discrétisation et le nombre de classes [44].
2.2.3 Méthodes des moments
Les méthodes des moments sont une alternative à ces deux premières familles. Ces
méthodes se basent sur un suivi des moments de la distribution, plutôt que de suivre la
distribution elle même. La précision de ces méthodes se traduit par leur conservation des
deux premiers moments de la distribution, qui représentent physiquement le nombre total
de particules et leur diamètre total (ou leur volume total si la variable interne considérée
est le volume).
Ces méthodes ont été vite remplacées par des méthodes calculant les moments par des
approximations quadratiques. En effet, les premières sont pénalisées par leur incapacité
d’intégrer tous les noyaux de rupture et de coalescence à cause de problèmes de fermeture
des équations de transport des moments, notamment ceux qui dépendent de la variable
interne [44]. Le développement des méthodes approximant les moments de la distribution
par quadrature permet de contourner ce problème. Ces méthodes nombreuses peuvent être
classées essentiellement en fonction de la manière dont les moments sont approximés.
Ainsi, on peut trouver la méthode de quadrature de moments (MQMO), introduite par
Marchisio et coll [53], qui approxime les moments de la distribution par les biais de
poids et d’abscisses. Ces derniers, déterminés par un problème inverse sur les premiers
moments, permettent ensuite de construire par l’approximation quadratique l’ensemble
des moments.
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2.2.3.1 Méthode de quadrature de moments
L’EBP peut en outre être simplifiée en utilisant une transformation du moment, où





Les moments d’ordre inférieur ont description physique de la distribution de taille de
particule ; c’est à direM0 est en relation avec le nombre total de particules dans le système,
M1 est le volume total des particules.
Après l’application de la transformation du moment, l’équation du bilan de population





























ω(v, v′)n(v′, t)dv dv′︸ ︷︷ ︸







β(v/v′)Γ(v′)n(v′, t)dv dv′︸ ︷︷ ︸




vkΓ(v)n(v, t)dv.︸ ︷︷ ︸
la disparition de la rupture
(2.29)
La méthode quadrature des moments(MQMO) proposé est dérivé pour l’approxima-
tion des intégrales de l’équation (2.29), ce qui donne un système fermé des moments. Le
système résultant peut être efficacement résolu en utilisant un solveur ODE standard. La
méthode de la quadrature de Gauss est très utilisable en raison de leur efficacité de calcul
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qui rapproche les intégrales définies d’une fonction.
Ce procédé convertit la fonction continue comme une somme pondérée des valeurs de
fonctions discrètes à un intervalle donné. Dans les procédés classiques, l’intégrale d’une
fonction continue est évaluée en additionnant les valeurs discrètes de la même fonction
dans les points de longueurs égales, où chaque valeur a un poids considéré comme un
coefficient. Cependant, des changements drastiques dans la fonction peuvent donner une
mauvaise approximation de l’intégrale, donc l’adaptation des points de maillage sont né-
cessaires pour réduire l’erreur globale. La règle de la quadrature de Gauss remplit ces
critères en donnant la liberté de choisir les poids et l’emplacement des points de maillage
(les abscisses) à la fonction qui doit être évaluée [54].
Si Ψ(v) est une fonction de poids non-négatif et g(v) est une fonction non-spécifiée de
v définie dans un intervalle donné [a, b] et la méthode de quadrature de Gauss se rapproche







Si la fonction est régulière alors la méthode de la quadrature de Gauss se rapproche
de la solution la plus efficace. Dans la méthode de la quadrature de Gauss, polynômes
orthogonaux sont utilisés pour trouver des poids Wj et des abscisses vj . On définit un
produit scalaire de deux fonctions r(v) et S(v) sur une fonction des poids Ψ(v) en tant
que :




Deux fonctions ayant zéro produit scalaire sont appelées comme orthogonale. Si au-
cune fonction des poids classique Ψ(v) est donnée, l’information supplémentaire est né-
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Où
n(v, t) est utilisée comme une fonction de poids Ψ(x), et vk est le kème ordre du
polynôme p(v). Nous avons besoin de 2N moments, par exemple de M0 jusqu’à M2N−1,
pour le calcul des N paires de poids et les abscisses.
L’approximation est exacte si i ≤ 2N − 1. Nous mettons N = 3 pour améliorer la
précision des résultats numériques. Par conséquent, l’équation (2.29) conduit à un système







































Pour obtenir les points de quadrature et les poids dans l’équation (2.33), on utilise des
polynômes orthogonaux.
La procédure de dérivation des polynômes orthogonaux est donnée ci-dessous. Laissez-
nous définir la relation de récurrence [55] :
p−1 = 0, p0 = 1, pj = (v − aj)pj−1 − bjpj−1 (2.35)
aj =
〈vpj−1/pj−1〉
〈pj−1/pj−1〉 , j = 1, 2, ... (2.36)
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bj =
〈pj−1/pj−1〉
〈pj−2/pj−2〉 , j = 1, 2, ... (2.37)






Avec ces définitions, nous pouvons calculer les polynômes un après l’autre jusqu’à
ce que nous atteignions le nème polynôme nécessaire. Les racines de ce nème polynôme
représenteront les points de quadrature vj . Pour expliquer la procédure, on calcule les
deux premiers polynômes. Le polynôme de premier ordre est donné par :
p1 = (v − a1)p0 = (v − a1). (2.39)










Ainsi, nous avons :
p1(v) = v − M1
M2
. (2.41)
Ensuite, p2 est donné par :
p2(v) = (v − a2)p1 − b2p1. (2.42)









0 vn(v, t)(v − M1M0 )2dv∫∞
0 n(v, t)(v − M1M0 )2dv
= M3M
2

















Alors, l’équation (2.42) devient :
p2(v) =
v2(M0M2 −M21 ) + v(M1M2 −M0M3) +M1M3 −M22
M0M2 −M21
. (2.45)
De cette manière, nous pouvons calculer les polynômes d’ordre supérieur. Par consé-
quent, le polynôme d’ordre trois p3(v) est donnée par :
p3(v) = v3 +
(M2M4M1 −M0M4M3 +M2M0M5 +M23M1 −M5M21 −M22M3)v2
M32 −M2M4M0 − 2M2M3M1 +M23M0 +M4M21
+ (M2M5M1 +M0M
2
4 −M0M5M3 −M4M3M1 −M22M4 +M23M2)v
M32 −M2M4M0 − 2M2M3M1 +M23M0 +M4M21
+ 2M2M4M3 −M
2
2M5 −M33 −M24M1 +M5M3M1
M32 −M2M4M0 − 2M2M3M1 +M23M0 +M4M21
.
(2.46)
Les racines du polynôme choisi sont des points de quadrature (abscisses) vj dans
l’équation (2.33). Après avoir les abscisses, la prochaine étape consiste à calculer les




, j = 1, 2, ..., N. (2.47)
Où N : représente l’ordre du polynôme sélectionné.
Enfin, le système d’équations différentielles dans l’équation (2.33) résultant peut être
résolu en utilisant le solveur standard ODE.
• Algorithme : Dans ce qui suit, on présente un algorithme pour l’application de la
méthode numérique explicite proposée. La méthode utilise les valeurs des variables
dépendantes à l’étape de temps précédente pour calculer les valeurs à l’étape pro-
chaine [29].
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1. Utilisez la densité en nombre initial n0(v, 0) pour calculer les moments ini-
tiaux requis.
2. Ensuite, on utilise l’équation (2.29) pour calculer les valeurs discrètes du
Mk(t) au niveau des points discrets de calcul du temps donné.
3. Rapprocher les termes intégraux dans l’équation (2.29), utiliser la règle de la
quadrature de Gauss (2.32).
4. Utiliser la relation de récurrence (2.32) pour dériver polynômes orthogonaux.
5. Les racines des polynômes orthogonaux et les abscisses sont requises.
6. Ensuite, utiliser l’équation (2.47) pour calculer les fonctions de poids.
7. Enfin, utiliser les abscisses, le poids et l’ODE solveur standard (intégré dans
le Matlab ) pour obtenir les moments nécessaires dans l’équation (2.29) pour
toute la durée de la simulation.
2.2.3.2 Méthode de quadrature fixe de moments
Cette nouvelle méthode est développée pour résoudre l’équation du bilan de popula-
tion transformée en moment.
Dans l’équation du bilan de la population, la fonction à intégrer est généralement un
produit de la fonction de distribution et un taux de fermeture (rupture, coalescence, etc.).
Alors les points de quadrature et les poids peuvent être calculés afin que les moments
de la distribution d’origine sont conservés. Ceci améliore grandement la précision de
la méthode numérique. La caractéristique la plus attrayante, cependant, la distribution
des tailles est décrite directement par ces poids, et aucune forme pré-supposée pour la
distribution est nécessaire lors de l’intégration. Les moments peuvent être exprimées en
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Où µk= kème moment de la densité de distribution.
Np=nombre de points de quadrature.
ωi=poids de quadrature.
zi=point de quadrature.
Si les points de quadrature sont connus, l’ équation(2.48) peut être écrit dans une
forme matricielle comme :
(µ) = [A] (ω) . (2.49)
Avec [A] : un opérateur linéaire qui fait la transformation de l’espace des poids de
quadrature dans l’espace des moments. Les éléments de la matrice [A] sont tout simple-
ment :
Aij = zi−1j . (2.50)
L’opérateur [A] est linéaire, il peut être inversé. Alors, tout l’ensemble de points de
quadrature prédéterminés écrit : (ω) = [A]−1 (µ).
Les points de quadrature prédéterminés sont déterminés avant l’intégration de temps
des moments transformés de l’EBP , c’est à dire, la solution de modèle de la matrice
de transformation est invariante selon le temps et peut être calculée à l’avance. Cette
approche est appelée comme méthode de quadrature de point fixe (F-MQMO) [56] .
Il est bien connu que l’intégration numérique des fonctions régulières arbitraires sur
un intervalle limité est effectuée le plus exactement avec quadratures où les points de
quadrature sont choisis sous forme de zéro de polynômes orthogonaux [57]. Souvent, les
polynômes de Jacobi sont choisis pour un tel ensemble de polynômes, où la condition
d’orthogonalité pour l’intervalle unité est :
∫ 1
0
vβ(1− v)αPj(v)PN(v)dv = 0, j = 0, 1, ..., N − 1. (2.51)
Où α et β sont des paramètres de pondération arbitraire. Calcul des zéros de ces poly-
nômes est discuté en détail par [57].Autre que les polynômes de Jacobi peuvent être uti-
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lisés aussi bien, et les paramètres de la famille polynôme choisie peuvent être optimisés
pour chaque cas. Notez également qu’il n’est pas nécessaire d’utiliser les mêmes points
de collocation pour chaque terme de l’équation du bilan de population, mais par exemple
la séparation de l’ensemble optimisé peut être utilisé pour la rupture et la coalescence.
Ensuite, la transformation linéaire pour des poids de collocation ne doit être effectuée
deux fois pour chaque pas de temps. Pour plus de détails à propos des problèmes des
polynômes spécifiques voir [58, 59].
Puisque la nature du processus est généralement connu lorsque l’équation du bilan
de la population est résolue. L’ensemble des points de quadrature choisie peut également
être affiné au cours de la solution de modèle. La possibilité d’optimiser l’ensemble des
polynômes orthogonaux utilisés pour le calcul du point de quadrature peut être la carac-
téristique la plus prometteuse du modèle actuel.
La coordonnée interne est généralement illimitée, la mise à l’échelle est nécessaire
pour les racines de polynômes, qui ont été calculés pour l’intervalle unité. La mise à
l’échelle peut être fait simplement en multipliant la variable de longueur par une longueur
maximale de particules, comme suit :
zi = Lmax(t)z0i. (2.52)
Où Lmax(t) : le diamètre maximum de la distribution à l’instant t.
z0i : la référence des racines dans l’intervalle d’unité.
Ici, le diamètre maximal est en fonction du temps. Cela permet aux points de quadra-
ture de suivre l’évolution de la distribution.
Lorsque les racines du polynôme sont mis à l’échelle conformément à l’équation ci-
dessus, l’opérateur linéaire inverse peut être exprimé comme suit :
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Ensuite, la matrice d’origine A0 (avec des racines de polynômes dans l’intervalle
[0, 1]) peut être utilisée tel que :
(ω) = [A0]−1(µ′). (2.54)
Avec des moments multipliés par le facteur d’échelle correspondant ça donne :
(µ′k) = L−1max(µk). (2.55)
La matrice A0 peut être calculée et inversée avant que la solution de modèle, mais les
moments devraient être adaptés à l’intervalle de l’unité au cours de la solution en utilisant
l’équation (2.55). Cependant, une seule multiplication scalaire est nécessaire pour chaque
moment.
Maintenant, le problème à l’échelle d’intervalle est réduite à un problème de trouver
le diamètre maximal raisonnable pour la distribution. Il n’y a pas une méthode unique
pour cela, mais heureusement, les corrélations tels que de la forme Lmax = a1 et elle a
été trouvée numériquement :







Où Nm : le nombre des moments a été utilisé dans le calcul de la moyenne.
L’équation ci-dessus est équivalente à la moyenne géométrique du premier diamètre
moyen Nm−1, tel que calculé à partir de deux moments consécutifs.
Une bonne valeur pour le paramètre a1 a été trouvé est égale à 2 pour la plupart des
cas, d’une valeur de 5 pour Nm si au moins six moments ont été suivies. L’utilisation
des moments les plus importants (supérieurs à 3) dans l’équation de la mise à l’échelle
ci-dessus permet aux distributions avec de longueurs à être décrites. Le choix du facteur
d’échelle Lmax est évidemment une certaine mesure, spécifique au système. Toutefois, le
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choix peut être comparé à la formulation des conditions de fermeture de l’EBP, où une
partie de la connaissance a priori le comportement du système est également nécessaire
[56].
Une vertu de la présente méthode est que Lmax n’a pas besoin d’être nécessairement
mis à jour à chaque pas de temps. Ensuite, une valeur constante peut être utilisée jusqu’à
ce qu’elle soit trop loin de la prédiction de l’équation(2.56).
Ensuite, les équations de fermeture de l’EBP ne doivent pas être calculées à chaque pas
de temps, mais seulement si Lmax ou un autre facteur qui apparaît dans ces fonctions sont
mises à jour. Ceci est très avantageux dans le cas de fonctions de fermeture très complexes
impliquant l’intégration numérique ou la solution itérative pour certaines variables [56].
2.2.3.3 Méthode de quadrature directe des moments
1. Méthode de quadrature directe des moments pour EBPs Monovariable
La méthode de quadrature directe des moments (MQDMO) approche la fonc-
tion de distribution, ou la distribution de la taille des particules (PSD), figurant dans
l’équation du bilan de population. Elle peut être considéré d’une sommation de
fonctions multidimensionnelles delta de Dirac [60] :
f(ξ; v, t) =
N∑
α=1
ωα(v, t)δ [ξ − 〈ξ〉α(v, t)] . (2.57)
Où N : le nombre de fonctions delta,
ω(v, t) : le poids de noeud α,
Et
δ [ξ − 〈ξ〉α] =
Ns∏
j=1
δ (ξj − 〈ξj〉α) . (2.58)
Avec 〈ξj〉α(v, t) : le vecteur de la propriété (de longueur Ns) de noeud α.
Cette forme fonctionnelle présumée peut être considéré comme un ensemble
de N phases dispersées distinctes. Chaque phase est caractérisée par un poids ωα et
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un vecteur de la propriété 〈ξj〉α. Lorsque Ns = 1 , la répartition est monovariable,
alors que si Ns = 2 la distribution est bivariables. En général, nous nous référons à
des distributions multivariables si Ns > 2.
En utilisant l’équation (2.57) toute l’expression d’intégrale concernant la dis-
tribution f(ξ; v, t) est transformé en une sommation et le problème de fermeture est
trivial. Ceci est l’élément commun entre MQMO et MQDMO, qui diffèrent par la
procédure utilisée pour obtenir des poids ωα et abscisses 〈ξj〉α [60].
MQDMO résout les équations de transport spatiales pour les poids et les abs-
cisses et directement, à condition que les coefficients de pondération restent non né-
gatifs dans l’algorithme numérique, les moments seront toujours réalisable. Ainsi,
MQDMO offre un grand potentiel pour abaisser la difficulté de calcul dans dyna-
mique des fluides (CFD), des simulations de l’évolution des populations de parti-
cules [53, 61].
Piskunov et Golubev [62] ont également proposé une extension de la méthode
GA à cinétique de coagulation bivariables, ce qui devrait vraisemblablement donner
les équations différentielles ordinaires équivalent à MQDMO pour le cas spatiale-
ment homogène [62]. Ainsi, les deux principaux avantages de l’utilisation de la
méthodologie de MQDMO sont que :
• Premièrement, elle est facilement appliquée à spatialement équations de trans-
port non homogènes dans laquelle de nouveaux termes se posent en raison de
gradients spatiaux [60], dépendant de la taille de convection [63] , et de la
taille de diffusion [64].
• Deuxièmement, elle conserve tous les moments de réalisation lorsqu’il est
utilisé dans les modèles de transport discrétisés (par exemple, la modélisation
atmosphérique et le climat) [50].
L’EBP écrite en termes de l’un de coordonnées interne (ξ) devient (spatiale et
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Où 〈ui | ξ〉 à la vitesse moyenne conditionnée sur la valeur de la propriété ξ, et
Sξ(ξ) est le terme de source (par exemple, en raison de la croissance, l’agrégation,
la rupture, etc.) contenant intégrales et dérivées par rapport à ξ.
La coefficient de diffusion Dx peut être rendue plus générale en incluant les ef-
fets anisotropes et une dépendance à ξ. Cependant, pour la clarté de la présentation,
on supposera qu’il est seulement une fonction de x et t.
Pour les systèmes de particules la vitesse moyenne conditionnelle 〈ui | ξ〉 re-
présente la relation entre la vitesse et le solide de coordonnées (c’est à dire, taille
des particules) internes, et peut être modélisés par une équation de transport sépa-
rée ou par une relation algébrique basée sur une forme d’expression de coefficient
de trainée. Le terme source Sξ(ξ) contient toutes les transformations que la phase
solide peut éventuellement subir, tels que la nucléation, la croissance moléculaire,
l’agrégation et la rupture [50].

























































Où (δ′(ξ − 〈ξ〉α)) et (δ′′(ξ − 〈ξ〉α)) : les dérivées première et secondaire de la
fonction généralisée (δ(ξ − 〈ξ〉α)) [65],
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Et (〈ui〉α = 〈ui \ ξ = ξα〉) : la vitesse caractéristique associée à la fonction
delta (ou phase dispersée) α.
Il est intéressant de souligner que, en utilisant cette approche chaque fonction
delta est par convection dans l’espace physique avec sa propre vitesse. Ceci four-
nit une description plus appropriée de systèmes multiphases polydisperses que de
supposer que la vitesse est identique pour toutes les phases [63].
Si les abscisses pondérés ςα = ωα〈ξα〉 sont introduits, après quelques manipu-

























































Cette expression est le point de départ pour établir des équations de transport
pour les poids et les abscisses. Notez que le terme de source Sξ(ξ) ne comporte
pas de produits dérivés ou intégraux par rapport à x et t, sa forme exacte n’est pas
important à ce stade de la dérivation.
Nous définissons maintenant aα et bα sont les termes des sources de les équa-
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δ′′(ξ − 〈ξ〉α)Cα + Sξ(ξ).
(2.64)
Cette équation peut maintenant utilisée pour déterminer les fonctions incon-
nues aα et bα en appliquant la transformation de moment.
Notez que pour des systèmes homogènes 〈ξ〉α ne dépend pas de t, dans ce cas
Cα sera nulle pour tous les α.
D’autre part, pour les flux inhomogène Cα sera différent de zéro, en fait, est
le terme essentiel qui oblige les poids et les abscisses à correspondre exactement
aux moments. En d’autres termes, une fois que le poids ωα et ςα ont été initialisé,
l’équation(2.62) détermine leurs valeurs à tous les temps futurs [60].
En général, MQDMO peut être appliquée pour tout ensemble indépendant
des moments que l’utilisateur souhaite contrôler. Le meilleur choix de moments
supplémentaires dépend habituellement de problème. Par exemple, si les moments
d’ordre fractionnée ont notamment un sens physique (c’est à dire, ils apparaissent
en quantités mesurables) ils peuvent être employés. Dans ce qui suit, on va utiliser
les moments entiers pour dériver les équations de transport de MQDMO [50].
Les moments entiers de la distribution de la taille des particules sont définis par
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Avec Mk(k = 0, ..., 2N − 1),
L’algorithme du produit-Différence (PD) utilise pour déterminer ωα et 〈ξ〉α
[66]. Donc pour démontrer la résolution des équations de transport pour Mk en
utilisant l’algorithme de (PD) à chaque pas de temps, les moments peuvent être
prédits avec précision [60].
Le but de MQDMO est de dériver des équations de transport pour ωα et ςα qui
peuvent être résolus directement et qui donnent le même Mk sans recoure à l’algo-
rithme de PD. Ce problème a été partiellement résolu dans les cas homogènes par
McGraw et Wright [67] en utilisant la transformation de matrice jacobienne (JMT).
En effet, la transformation de matrice jacobienne et MQDMO sont mathématique-
ment équivalentes pour le monovariable, cas homogène et la seule différence se
trouve dans le choix des variables transportés. Cependant, un certain nombre de
problèmes théoriques et numériques de détails ne sont pas abordées par (JMT). Le
problème le plus notable est que la façon de déterminer les abscisses et les chan-
gements de poids dus au transport spatial pour des cas non homogènes. MQDMO
surmonte cela et d’autres difficultés [60].
En revenant maintenant à la détermination de aα et bα, étant donné que :
∫ +∞
−∞
ξkδ(ξ − 〈ξ〉α)dξ = 〈ξ〉kα,∫ +∞
−∞
ξkδ′(ξ − 〈ξ〉α)dξ = −k〈ξ〉k−1α ,∫ +∞
−∞
ξkδ′′(ξ − 〈ξ〉α)dξ = k(k − 1)〈ξ〉k−2α .
(2.66)
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〈ξ〉k−1α bα = S(N)k + Ck. (2.67)












La forme de la fonction de densité a été supposée (l’équation (2.57)), les mo-
ments de termes des sources seront fermés (c’est à dire ils seront des fonctions de
ωα Et 〈ξ〉α). Cependant, la précision de la représentation de N -point en quadra-
ture S(N)k va augmenter avec l’augmentation de N . Ainsi, étant donné que dans la
plupart des applications, la précision globale de MQDMO sera contrôlée par la pré-
cision de S(N)k , la valeur de N doit être choisie suffisamment grande pour atteindre
la précision désirée dans les conditions du moment de source. Comme indiqué pré-
cédemment [50].
On peut le voir à partir de l’équation (2.67), les termes des sources des équa-
tions de transport le N poids ωα et le N abscisses pondérée ςα peuvent être définie
par un système linéaire impliquant les premiers moments entiers (k = 0, ..., 2N −
1).
Le système linéaire dans l’équation (2.67) peut être écrit sous forme matricielle
comme Aα = d. Pour N > 2, le système linéaire peut être résolu numériquement
à chaque nœud de grille à chaque étape de temps pour trouver a(v, t) et b(v, t). Il
convient de souligner ici qu’il y a des cas pour lesquels la matrice A n’est pas de
plein rang.
CHAPITRE 2. MÉTHODES DE RÉSOLUTION ... BILAN DE POPULATION 57
Ces cas se produisent lorsque l’un ou plusieurs abscisses ξα sont indistinctes.
D’une manière générale, le fait que A est singulier signifie qu’il existe un certain
sous-espace de α qui est égale zéro (Aα = 0), mais qu’il y a aussi un sous-espace
qui peut être atteint par A ; la dimension de ce sous-espace est le rang de la matrice
[68]. Si le rang de A est inférieure à sa dimension, le système linéaire n’a pas de
solution unique, et il y aura un N − ρ(A) dimensions de solutions [50].
On va motionner la méthode de quadrature directe des moments pour EBP bivariable
et multivariable dans les sections B.2 et B.3 l’annexe B.
2.2.3.4 Équivalence entre MQDMO et MQMO
La méthode MQDMO diffère de la MQMO par le fait que pour celle-ci, ce sont les
poids et les abscisses qui sont suivis par des équations de transport et non pas les moments
[44].
Pour le cas monovariable, la MQDMO est mathématiquement équivalent à la MQMO,
mais a l’avantage d’être directement de résoudre sans recourir à l’algorithme de PD. Les
prévisions de la MQDMO sont comparés avec les prédictions de la MQMO pour des
cas spécifiques afin de démontrer cette équivalence. En outre, des problèmes numériques
possibles, les limites et le performance de la MQDMO sont présentés et discutés [69].
L’approche numérique se présente comme suit [60] :
• D’abord les conditions initiales pour les poids ωα et les abscisses pondérées
ςα ont été fixés. Lorsque la distribution initial de la taille des particules était simple,
les conditions initiales ont été fixées en forçant les nœuds de reproduire la distribu-
tion de la taille des particules (PSD). Lorsque le PSD initial est plus complexe, les
moments de la distribution Mk ont été calculées à l’aide de l’algorithme de PD
• Puis les coefficients de pondération correspondant ωα et les abscisses ξα ont
été calculés.
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• Par suite, à chaque pas de temps, les moments du terme de source S(N)k ont
été évalués, alors le système linéaire l’équation (2.67) a été résolu, et les termes des
sources des poids et les abscisses ont été ainsi déterminé.
• Enfin, l’aide de l’ODE intégrateur (En Matlab) ωα et ςα ont été mis à jour pour
le pas de temps correspondant. Une méthode similaire a été utilisée pour faire avan-
cer les poids et les abscisses pondérés pour les cas non homogènes après discrétisa-
tion les dérivées spatiales en utilisant un deuxième ordre de schéma aux différences
centrales implicites.
2.3 Méthodes semi-analytiques
2.3.1 Méthode de décomposition d’Adomian
La méthode de décomposition d’Adomian est utilisée comme une méthode alternative
pour résoudre un large éventail de problèmes dont les modèles mathématiques impliqués,
l’algébriques, le différentiels, l’intégrales, l’intégro-différentielle, les équations différen-
tielles ordinaires d’ordre supérieur, les équations aux dérivées partielles.
Depuis les années 1980, Adomian a proposé une nouvelle ingénieuse méthode pour
résoudre exactement des équations fonctionnelles non linéaires [70, 71]. La méthode a
été appliquée à de nombreux problèmes de frontières dans le domaine de l’ingénierie, la
physique, la biologie et la chimie parmi d’autres domaines [4, 72]
George Adomian (1923-1996) a introduit une méthode puissante pour résoudre les
équations fonctionnelles non linéaire. Depuis lors, cette méthode est connue comme la
méthode de décomposition Adomian (ADM) [71, 73].
La technique est basée sur une décomposition d’une solution d’une équation fonc-
tionnelle non linéaire dans une série de fonctions. Chaque terme de la série est obtenu à
partir d’un polynôme généré par un développement en série de puissance d’une fonction
analytique.
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Le procédé d’Adomian est très simple dans une formulation abstraite mais la difficulté
se pose dans le calcul des polynômes et pour prouver la convergence de la série de fonc-
tions. La première preuve de la convergence de l’ADM a été donnée par Cherruault [74],
qui a utilisé des théorèmes de point fixe pour les équations abstraites fonctionnelles. De-
puis lors, de nombreux articles sur la convergence de l’ADM ont été publiés, y compris les
travaux d’Abbaoui et Cherruault [75], Himoun, et coll [76], Hosseini et Nasabzadeh [77],
Lesnic [78] , et Rach [79]. En outre, Babolian et Biazar [80] ont été introduit l’ordre de
convergence de l’ADM, Boumenir et Gordon [81] ont été discuté de le taux de conver-
gence de l’ADM, et El-Kalla [82] ont été donné un autre regard sur l’analyse d’erreur de
l’ADM.
De nombreux auteurs ont discuté la similitude de la méthode de décomposition d’Ado-
mian à d’autres solutions analytiques et numériques de problèmes initiaux pour les équa-
tions différentielles telle que la méthode Picard d’itérations successives [83].
La méthode de décomposition Adomian (MDA) donne la solution comme une série de
puissance infinie, qui converge habituellement à la solution éxacte [84]. La forme générale
d’une équation différentielle peut être écrite comme suit :
Fu = g. (2.70)
F = L+R +N. (2.71)
En substituant l’équation (2.70) dans l’équation (2.71) on obtient :
Lu+Ru+Nu = g. (2.72)
Où L : est un opérateur facilement inversible,
R : est le reste de l’opérateur linéaire,
N : correspond aux termes non linéaires.
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Nous pouvons écrire l’équation (2.72) comme suit :
Lu = g −Ru−Nu. (2.73)
En multipliant l’équation (2.73) par L−1, on obtient :





(.)(dt)n est l’inverse de opérateur L.
Par conséquent, l’équation (2.74) devient :
u = u0 − L−1(Ru)− L−1(Nu). (2.75)
Où
L−1(Lu) = u− u(0) + tu′(0). (2.76)





Le terme non-linéaire de N(u) sera décomposé par la série infinie des polynômes













n = 1, 2, 3, ... (2.78)
Concernant la convergence de la méthode de décomposition Adomian, elle a été in-
tensivement étudiée par Cherruault [74] , Cherruault et Saccomandi [86] et Abbaoui et
Cherruault [75].
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2.3.2 La méthode d’itération variationnelle
Méthode d’itération variationnelle d’abord a été proposé par le mathématicien chinois
He [87,88]. Cette méthode a été employée pour résoudre une grande variété de problèmes
linéaires et non linéaires avec des approximations convergeant rapidement vers des solu-
tions précises.
Cette approche est avec succès et efficacement appliquée à diverses équations phy-
siques telles que l’équation Korteweg-de Vries Burgers KdV [89], les équations de re-
tard différentiels [90], les équations différentielles ordinaires autonomes [91], l’équation
Blasius [92], et aussi cette procédure est étudiée dans [93] pour résoudre l’équation de
Helmholtz. La technique d’itération variationnelle est utilisée pour résoudre l’équation de
dispersion non linéaire, une équation différentielle partielle non linéaire résultant dans le
processus de la compréhension du rôle de la dispersion non linéaire et à la formation de
structures comme des gouttes de liquide [94].
La Technique d’itération de variationnelle a été utiliser aussi pour résoudre le pro-
blème de la coagulation, ce qui est un processus important dans de nombreux domaines
scientifiques différents, est décrit comme un problème non linéaire. La coagulation est
un procédé très importante dans une grande variété de propriétés physiques, chimiques et
biologiques [95].
M.Tatari et coll [96]] ont trouvé la solution inverse semi-linéaire de l’équation parabo-
lique par la MIV. En utilisant cette méthode une séquence convergente rapide se produit
qui tend à la solution exacte du problème. Ainsi, le procédé d’itération variationnelle est
adapté pour trouver le rapprochement de la solution sans discrétisation du problème.
Donc cette méthode est maintenant largement utilisée dans de nombreux domaines
tels que la physique [97], la chimie [98], les sciences biomédicale [99] et les sciences
de l’ingénierie pour étudier les équations aux dérivées partielles linéaires et non linéaires
[100, 101].
Nous pouvons écrire la forme générale de l’équation différentielle voir l’équation
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(2.70) comme suit [88] :
F = L+N. (2.79)
En substituant L’équation (2.70) dans l’équation (2.79) on obtient :
Lu+Nu = g. (2.80)
Où L : un opérateur linéaire,
N :un opérateur non linéaire,
g : un terme inhomogène.
He [87, 102] a introduit la méthode d’itération variationnelle où une correction fonc-
tionnelle pour l’équation (2.80) qui peut être écrite comme suit :
un+1 = un(t) +
∫ t
0
λ(un(ξ) +Nu˜(ξ)− g(ξ))dξ. (2.81)
Dans l’équation ci-dessus λ est un multiplicateur général de Lagrange, qui peut être
identifié de manière optimale par la théorie variationnelle, et u˜ une variation limitée qui
signifie δu˜ = 0 [103–105] . Alors, la solution est donnée par u = limn→∞un.
2.3.3 Méthode de perturbation homotopique
La méthode de perturbation homotopique (MPH), a été proposée et développée par
He [106–108]. Au cours des dernières années, l’application de la méthode de perturba-
tion homotopique(MPH) pour résoudre un large problèmes complexes dans l’ingénierie.
Allant de l’équation des ondes non linéaires [109, 110]. Pour obtenir la solution de mo-
dèle dynamique non linéaire comme l’équation dynamique des gaz [111] et aussi dans la
mécanique des fluides [112, 113].
Alors, la MPH est largement utilisée par les scientifiques et les ingénieurs pour fournir
une solution analytique approchée pour diverses équations linéaire et non linéaire sur un
domaine fini [114].
CHAPITRE 2. MÉTHODES DE RÉSOLUTION ... BILAN DE POPULATION 63
Cela se fait en convertissant une équation complexe, qui décrit le problème, d’une
équation simple qui est relativement plus facile à résoudre [115]. Contrairement aux mé-
thodes d’analyse de perturbation, la MPH ne nécessite pas l’utilisation d’un petit para-
mètre de perturbation ou une linéarisation. La procédure de solution est simple, et seule-
ment quelques itérations sont nécessaires pour obtenir une convergence extrêmement ra-
pide de la série de la solution pour la plupart des problèmes [116].
La caractéristique importante de la MPH est qu’elle fournit une solution presque
exacte à un large éventail de problèmes linéaires et non linéaires, sans la nécessité d’hy-
pothèses irréalistes, la linéarisation, la discrétisation et le calcul des polynômes Ado-
mian [117].
Pour illustrer le concept de base de la méthode de perturbation homotopique, l’équa-
tion suivante différentiel non linéaire est considérée comme [106, 111, 112, 117] :
A(u)− f(r) = 0, r ∈ Ω (2.82)
Avec des conditions aux limites :
B(u, ∂u
∂n
) = 0, r ∈ τ. (2.83)
Où r : est une variable appartenant à un domaine donné de Ω. u : est en fonction de x.
Elle doit être déterminée en résolvant l’ équation (2.82).
A : est un opérateur différentiel général agissant sur la fonction u.
f : est une fonction analytique connue en fonction de r, et tau : sont les conditions aux
limites dans Ω.
Généralement, A : est un opérateur peut être divisé en deux parties L et N comme :
A(u) = L(u) +N(u).
Où L : un opérateur linéaire,
N : un opérateur non linéaire,
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Donc, l’équation (2.70), peut être réécrite comme suit :
L(u) +N(u)− f(r) = 0. (2.84)
Par la technique d’homotopie [109, 110], nous construisons une homotopie v(r, p) :
Ω× [0, 1]→ R :
h(v, p) = (1− p) [L(v)− L(u0)] + p [A(v)− f(r)] = 0, p ∈ [0, 1], r ∈ Ω. (2.85a)
h(v, p) = [L(v)− L(u0)] + p [N(v)− f(r)] = 0. (2.85b)
Où p ∈ [0, 1] :est un paramètre d’intégration,
u0 : est une première approximation de l’équation (2.82), qui la satisfait évidemment les
conditions aux limites dans l’équation (2.83) que nous avons :
h(v, 0) = L(v)− L(u0) = 0. (2.86)
h(v, 0) = A(v)− f(r) = 0. (2.87)
Le processus de changement de p à partir de zéro à l’unité. En topologie, cela est
appelé déformation, et L(v)− L(u0),A(v)− f(r)sont appelés homotopiques.
On suppose que la solution de l’équation (2.85a) et (2.85b) peut être écrite comme
une série de puissance de p :
v = v0 + pv1 + p2v2 + ... (2.88)
On pose p = 1 conduire à la solution approchée de l’équation (2.82) :
u = lim
p 7→1v = v0 + v1 + v2 + ... (2.89)
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La convergence de cette méthode a été prouvée par He [116]. L’équation (2.85a) peut
être réécrite comme :
h(v, p) = p
[









Tout au long de ce chapitre, nous avons présenté des différentes méthodes de résolu-
tion de l’équation du bilan de population, qui ont été appliquées dans les études précé-
dentes :
• Dans la section 2.2, nous avons introduit les méthodes numériques comme :
– les méthodes de Monte Carlo qui ont été classées comme des méthodes algo-
rithmiques visant à calculer une valeur numérique approchée en utilisant des
procédés aléatoires, c’est-à-dire des techniques probabilistes. Ces méthodes
sont particulièrement utilisées pour calculer des intégrales en dimensions plus
grandes que un (1). Elles sont également couramment utilisées dans le bilan
de population, où des simulations probabilistes permettent d’estimer la forme
des particules. La comparaison des données mesurées à ces simulations peut
permettre de mettre en évidence des caractéristiques inattendues, par exemple
de nouvelles particules.
– On a présenté les méthodes de classe, qui se basent sur une discrétisation de la
population de particules en un nombre déterminé de classes et pour résoudre
une équation différentielle comme l’équation du bilan de population on fait
juste l’inégale dans chaque classe puis on calcule la sommation des résultats
obtenu d’après le calcul d’intégrale dans chaque classe.
– nous avons étudié les méthodes des moments qui se basent sur un suivi des
moments de la distribution, plutôt que de suivre la distribution elle même.
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Donc toutes ces différentes méthodes numériques sont différentes dans le processus
de résolution de l’équation du bilan de population mais elles ont un unique objectif
que la convergence vers la solution exacte ou bien l’approche de la solution exacte.
Mais elles sont désavantagées au raison de la discrétisation lorsque la convergence
vers la solution exacte est très difficile et prend beaucoup de temps dans certains
cas pour cela les chercheurs vont vers les méthodes semi-analytique.
• Dans la section 2.3, nous avons étudié quelques méthodes semi-analytique comme :
– la méthode de décomposition d’Adomian résoudre des équations différen-
tielles non linéaires ordinaires et partielles. La méthode a été développée par
George Adomian. Elle est basée sur la décomposition de l’opérateur non li-
néaire en série.
– nous avons déjà présenté la méthode d’itération variationnelle. Récemment
introduit par He , qui donne rapidement approximations successives conver-
gentes de la solution exacte si une telle solution existe, a fait ses preuves dans
la réalisation de solutions analytiques linéaires et les équations différentielles
non linéaires.
Pour résoudre les problèmes non linéaires, il faut utiliser les polynômes
de He. Cette méthode est préférable à des méthodes numériques comme il est
libre de erreurs d’arrondi et ne nécessite / mémoire de grande puissance de
l’ordinateur.
– On a étudié la méthode de perturbation homotopique, qui transforme un pro-
blème difficile dans un problème simple, qui peut ensuite être facilement ré-
solu. et aussi elle permet d’approcher la solution exacte comme une somme
infinie de termes analytiques.
La procédure de solution est simple, et seulement quelques itérations sont
nécessaires pour obtenir une convergence extrêmement rapide de la série de la
solution pour la plupart des problèmes.
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Le caractère le plus important de la MPH est qu’elle fournit une solution
presque exacte à un nombreux de problèmes linéaires et non linéaires, sans la
nécessité d’hypothèses irréalistes, la linéarisation, la discrétisation et le calcul
des polynômes d’Adomian.
Les méthodes semi-analytique présentées dans ce chapitre pour résoudre l’équation du
bilan de population. Nous avons constaté que ceux-ci se caractérisent par la simplicité et
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3.1 Introduction
Les équations du bilan de population (EBPs) sont similaires aux équations du bilan
de masse et d’énergie. Ils décrivent une loi du bilan pour un nombre d’individu d’une
population donnée, tels que des cristaux, des gouttelettes, des bactéries,... etc.
Ce qui rend l’EBPs plus intéressantes que les équations de bilan de masse c’est l’in-
corporation de plusieurs phénomènes qui sont responsables de l’évolution de la popula-
tion des individus. En plus par rapport aux flux d’entrée et de sortie de particules, c ’est
à dire, le système d’écoulement soit continu ou bien discontinu, il qu’il existe plusieurs
autres mécanismes qui sont responsables de la variation de la population des particules
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dans le même volume considéré. De nouvelles particules peuvent être nées d’une solu-
tion sursaturée donnée. Ce processus augmente la population de petites particules. Donc,
la particule de taille inférieure peut se développer pour former une plus grande particule
par le processus d’agrégation et une plus grosse peut subir la rupture pour former des
particules de tailles inferieures.
En raison des phénomènes mentionnés ci-dessus pour la description du comportement
dynamique des processus des particules qui consiste essentiellement à préciser l’évolution
temporelle de la distribution des particules.
Le changement temporel de la fonction densité en nombre est décrit par l’équation du
bilan de population (EBP), qui est une équation intégro differentielles partielle (EIDP).
Dans ce chapitre, nous allons présenter l’application de deux nouvelles techniques
semi-analytiques : la méthode de décomposition d’Adomian et la méthode d’itération
variationnelle pour résoudre l’équation du bilan de population pour la rupture.
Dans la première section 3.2 nous allons résoudre l’EBP aux systèmes d’écoulement
discontinu et aux systèmes d’écoulement continu dans la section 3.3.
3.2 Rupture des particules dans les systèmes discontinus
3.2.1 Cas 1. Fonction de rupture parabolique et n(v,0) = δ(v− b)
L’équation du bilan de population pour la rupture dans un système discontinu a été
donnée par les équations ( 1.30) et (1.31).
L’équation (1.31) a été étudiée par Ziff et coll [18] pour le cas de rupture de polymère
avec un taux général, qui est proportionnel au cube de la longueur et avec une distribution
parabolique des particules filles .
Dans l’équation ci-dessus, F (v, v′) est le taux d’une particule de taille v qui se dé-
compose en particules de tailles v′ et v − v′. Ce taux de rupture est considéré comme
F (v, v′) = vv′. Où la rupture est préférentiellement dans le centre de la chaîne de poly-
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mère [18].






v(v′ − v)n(v′, t) dv′ − v
3
6 n(v, t) (3.1)
3.2.1.1 Méthode de décomposition d’Adomian (MDA)
Nous déterminons la solution de l’équation (3.1) par cette méthode comme suit :
n0(v, t) = n(v, 0) = δ(v − b). (3.2)
n1(v, t) = −16tv




2v6δ(v − b)− 16(b
3t2v2 − bt2v4)ϕ(b− v). (3.4)
n3(v, t) = − 11296t
3v9δ(v − b) + 1180(b
6t3v2 − bt3v7)ϕ(b− v) (3.5)
De la même façon, on peut calculer n4(v, t), n5(v, t), . . ., nm(v, t). En général nm(v, t)











Par conséquent, nous calculons le terme général comme suit :
nm+1(v, t) =
22−m31−mb(−tv3)mϕ(b− v)





nm+1(v, t) = e
tv3
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Qui converge vers la solution exacte.
3.2.1.2 Méthode d’itération variationnelle de He
Par la même procédure utilisée par la méthode d’Adomian (MDA), nous pouvons
trouver la solution de l’équation (3.1) par la méthode d’itération variationnelle comme
suit :















n1(v, t) = δ(v − b)− 16tv
3δ(v − b) + 2(btv − tv2)ϕ(b− v). (3.11)
n2(v, t) = δ(v − b)− 16tv
3δ(v − b) + 2(btv − tv2)ϕ(b− v)
+ 172t
2v6δ(v − b)− 16(b
3t2v2 − bt2v4)ϕ(b− v).
(3.12)
n3(v, t) = δ(v − b)− 16tv
3δ(v − b) + 2(btv − tv2)ϕ(b− v)
+ 172t
2v6δ(v − b)− 16(b
3t2v2 − bt2v4)ϕ(b− v)
− 11296t
3v9δ(v − b) + 1180(b
6t3v2 − bt3v7)ϕ(b− v).
(3.13)
La série ci-dessus peut être généralisée par la solution exacte suivante :























6 δ(v − b).
(3.14)
En effet, les résultats obtenus par ces deux méthodes sont analytiques et par consé-
quent la stabilité de la solution numérique et les problèmes cruciaux de discrétisation
numérique qui détériorent la performance des techniques antérieures sont totalement ab-
sents dans cette procédure.
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FIGURE 3.1: L’effet de la troncature de la solution en utilisant n = 1− 5 itérations
(n1, n2, n3, n4, n5) et la solution exacte (SE en ligne continue de l’équation (3.8) de la
fonction de densité en nombre pour la rupture de particules.
FIGURE 3.2: L’erreur relative entre la solution approchée (SA) et la solution exacte(SE).
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3.2.2 Cas 2. Rupture binaire parabolique avec n(v, 0) = e−v
Nous avons utilisé dans ce cas une distribution parabolique des particules filles pour













Notez pour que β(v/v′) soit positive, h doit satisfaire (0≤ h≤ 3). D’autre part, pour
(0 < h < 2) , la fonction ci-dessus représente une parabole concave, tandis que pour 2 <h
<3 , elle représente une parabole convexe. A h = 2 la fonction est réduite à une rupture
binaire uniforme.
L’objectif principal de ce cas est de comparer la solution donnée par la méthode de
décomposition d’Adomian et la méthode d’itération variationnelle de He. Dans ce cas, les
résultats de simulation obtenus par les deux méthodes pour trois valeurs de h où (h =
0, 1, 2) , ont été comparés avec les solutions analytiques [4], où les fréquences de rupture
sont respectivement Γ(v′) = v et Γ(v′) = v2.
On tronque la série jusqu’au niveau n = 5 pour vérifier la validité des équations avec
la méthode de décomposition d’Adomian et la méthode d’itération variationnelle de He.
Pour h = 0, et h = 1, les solutions analytiques ne sont pas disponibles dans la littérature.
D’autre part ; pour trouver tous les termes de la série ce n’est pas une tâche facile
parce que les polynômes sont très complexes. Pour h = 2 l’équation (3.15) est réduite
à la rupture binaire uniforme, où les fréquences de rupture Γ(v′) = v et Γ(v′) = v2 ont
été utilisés. Tous les termes de la série obtenue par les deux méthodes sont simples et la
déduction du terme général comme une sommation finie donnant une forme analytique
pour la solution de ce cas particulier [4]
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FIGURE 3.3: La densité en nombre des particules avec une distribution parabolique de
particules filles pour trois valeurs de h = 0, 1, 2 et comparaisons avec les solutions
analytiques [4] pour Γ(v′) = v2.
FIGURE 3.4: La densité en nombre des particules avec une distribution parabolique de
particules filles pour trois valeurs de h = 0, 1, 2 et comparaisons avec les solutions
analytiques [4] pour Γ(v′) = v.
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3.3 Rupture des particules dans les systèmes à écoule-
ment continu
3.3.1 Cas 1. Rupture avec distribution de particules filles uniforme et
Γ(v′) = v
Dans ce cas, une condition initiale égale à zéro et une alimentation monodispersée
sont utilisées. La distribution d’alimentation monodispersée est représentée mathémati-
quement par la fonction delta de Dirac comme suit :
nfeed(v) = tδ(v − b)
θ
. (3.16)












β(v/v′)Γ(v′)n(v′, t) dv′ − Γ(v)n(v, t).
(3.17)















Par conséquent, la dernière forme de rupture de la particule dans un système à écou-
lement continu, qui convient à l’application des MDA et MIV, est donnée par :
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3.3.1.1 Méthode de décomposition d’Adomian (MDA)












m = 0, 1, 2, 3, ... (3.20)



















δ(v − b)− 4bϕ(b− v)
)
6θ . (3.22)










δ(v − b)− 6bϕ(b− v)
)
24θ . (3.23)






δ(v − b)− 2mbϕ(b− v)
)
(m+ 1)!θ . (3.24)










δ(v − b)− 2mbϕ(b− v)
)
(m+ 1)!θ . (3.25)
Donc, la solution exacte simplifiée est :
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3.3.1.2 Méthode d’itération variationnelle de He (MIV)
















À partir de laquelle on calcule les termes solutions comme suit :






δ(v − b)− 2bϕ(b− v)
)
2θ . (3.29)



























































Par conséquent, la solution exacte est :
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L’équation ( 3.32) a essentiellement la même solution que celle trouvée en utilisant la
méthode de MDA.
FIGURE 3.5: Effet de la troncature de la série sur la solution en utilisant la série pour
n = 1− 6 itérations (n1, n2, n3, n4, n5, n6) et comparaison à la solution exacte donnée
par l’équation (3.32) (SE ligne continue) pour une fonction de distribution parabolique
des particules filles dans un système d’écoulement continu.
FIGURE 3.6: L’erreur relative entre la solution approchée (SA) et la solution exacte(SE).
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3.3.2 Cas 2. Rupture avec une distribution des particules fille uni-
forme et Γ(v′) = v2
Dans ce cas, la condition initiale est nulle et la distribution d’alimentation est une
fonction exponentielle par rapport à v. L’équation du bilan de population (EBP) pour ce











β(v/v′)Γ(v′)n(v′, t) dv′−Γ(v)n(v, t) (3.33)















3.3.2.1 Méthode de décomposition d’Adomian (MDA)
















m = 0, 1, 2, 3, ... (3.36)




























− 6− 6v + v2
)
. (3.39)
En utilisant les termes ci-dessus, le terme général est déduit comme suit :









+ v2 − 2m(1 + v)
)
. (3.40)
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+ v2 − 2m(1 + v)
)
. (3.41)
Enfin, cette somme est réduite à :
n(v, t) = e−v
( 1
θ








2(1 + v + tv2 + tv3) + 1
θ







3.3.2.2 Méthode d’itération variationnelle de He (MIV)











































































Par conséquent, la solution exacte est donnée par :
n(v, t) = e−v
( 1
θ








2(1 + v + tv2 + tv3) + 1
θ
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Cette équation est essentiellement la même solution que celle trouvée en utilisant la MDA
(l’équation (3.42)).
FIGURE 3.7: l’effet de la troncature de la série sur la solution en utilisant la série pour
n = 1− 6 itérations (n1, n2, n3, n4, n5, n6) et comparaison à la solution exacte donnée
par l’équation (3.42) (SE ligne continue) pour une fonction de distribution paraboliques
des particules filles dans un système continu.
FIGURE 3.8: L’erreur relative entre la solution approchée (SA) et la solution
exacte(SE).
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3.4 Conclusion
Dans ce chapitre, nous avons examiné l’application de la méthode de décomposi-
tion d’Adomian et la méthode d’itération variationnelle pour résoudre l’équation intégro-
différentielle du bilan de population pour la rupture dans les deux systèmes continu et
discontinu. Les résultats de résolution de l’équation du bilan de population obtenus par la
méthode d’Adomian et la méthode d’itération variationnelle sont très identiques pour les
deux systèmes et dans tous les cas étudiés.
CONCLUSION GÉNÉRALE
Conclusion générale
Dans ce travail, nous nous sommes intéressés à l’étude de résolution de l’équation de
bilan de population pour les systèmes continus et discontinus.
La méthode de décomposition d’Adomian et la méthode d’itération variationnelle ont
été utilisés avec succès pour résoudre les équations de bilan de population de particules
dans les systèmes d’écoulements continus et discontinus avec des formes fonctionnelles
hypothétiques de fréquences de rupture et de distributions de particules filles.
Les solutions obtenues par les techniques des MDA et MIV étaient des séries de puis-
sances infinies avec des conditions initiales appropriées. Les deux méthodes ont données
de bonnes approximations aux solutions exactes avec leur série qui convergent rapidement
pour tous les cas étudiés dans ce travail.
On conclut que les deux méthodes utilisées sont robuste et efficaces et ont une capacité
remarquable à résoudre l’équation de bilan de population de point de vue analytique ou
numérique.
Comme perspectives, il serait intéressant :
• D’introduire d’autre méthodes semi-analytiques de résolution de l’équation de bilan
de population et faire des comparaisons entre elles afin de montrer l’intérêt d’utili-
sation de ces méthodes en génie des procédés.
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• De résoudre l’équation de bilan de population avec incorporation des phénomènes
d’agrégation et de croissance afin de simuler le comportement réel des phases dis-
persées dans diverses applications dans de nombreuses disciplines de recherche
scientifique telles que biologique, environnementale et chimique....
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ANNEXE A
Les Fonctions mathématique
On présente un rappel sur les fonctions mathématiques utilisées dans les chapitres
précédents.
A.1 Fonction de Dirac
Représente le delta de Dirac δ(b − v) une fonction qui prend 0 pour tout les valeurs
numérique x différents de 0.
A.2 Fonction de heavisideTheta
ϕ(b− v) =

1 si b < v
0si b > v
dϕ(b−v)
dv = −δ(b− v) D[heavisideTheta[x], x] = DiracDelta[x]
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A.3 Fonction de Gamma




A.4 Fonction de Unit Step
UnitStep[b− v] =

1 si b < v
0 si b > v
ANNEXE B
La méthode de quadrature des moments
Dans cet annexe, on explique la transformation de coordonnées internes multiples
dans la méthode quadrature des moments et la méthode de quadrature directe des mo-
ments pour EBP bivariable ou multivariable.
B.1 Transformation de coordonnées internes multiples
L’équation du bilan de la population et la transformation de moment doivent être for-
mulées séparément pour chaque cas multidimensionnel , en fonction de la nature des
coordonnées internes. Cependant, la formule de quadrature lui-même peut être étendu
pour des intégrales multiples résultant de la transformation de moment multidimension-
nel d’une manière simple. Quelques exemples des problèmes avec plusieurs coordonnées
internes des cas où la taille des particules et la distribution de forme doivent être mo-
délisé, ou lorsque l’âge de particules ou de composants chimiques de distributions de
concentration doivent être modélisé en plus de la distribution de la taille, pour ne citer
que quelques-uns. Dans ces cas, la méthode des moments se traduit par des moments
mixtes. Dans ce qui suit, l’extension de la présente méthode est disponible pour les deux
coordonnées internes, mais peut être étendue aux cas multidimensionnels en suivant les
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instructions ci-dessous [56].


















Bien que deux dimensions, la transformation est toujours linéaire, et peut être écrite
sous une forme unidimensionnelle simplement par la renumérotation des points de qua-
drature en une seule séquence. Ensuite, la difficulté supplémentaire (en plus du grand
nombre de variables) dans le traitement de multiples coordonnées internes est juste une
indexation correcte des points de quadrature et de poids. Si nous utilisons, par exemple,
l’indice unique à la suite de numérotation pour le réseau de quadrature points et les pon-
dérations correspondantes :
m = i+ (j − 1)(na + 1), i = 1, ..., na + 1, j = 1, ..., nb + 1. (B.3)









Ceci est la même forme que dans le seul cas de coordonnées internes, et des poids
ωm peuvent être trouvés par une inversion de matrice simple. Dans l’équation suivante, le
principe de l’indexation est affichée :








































Maintenant, les poids de quadrature peuvent être trouvées pour chaque point de qua-
drature par matrice similaire inversion comme dans le cas unidimensionnel. Le solde de
la population est alors résolu en forme de quadrature multidimensionnelle de l’équation
de bilan de la population . Il est également évident à partir de la formulation ci-dessus que
plus de deux coordonnées internes peuvent être manipulés seulement par la numérotation
approprié des points de quadrature et de poids.
B.2 Méthode de quadrature directe des moments pour
EBP bivariables












= Sξ(ξ1, ξ2). (B.6)
Où Sξ représente tous les termes sources dans l’espace de phase (ξ1, ξ2). Le cas biva-
riables dans sa formulation générale a des nombreuses applications. Par exemple, il peut
être appliqué pour décrire la zone de volume et de surface de nanoparticules formées dans
des réacteurs en aérosol. Dans le cas de la coagulation et de frittage simultané, Rosner et
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coll [120] ont proposé un MQMO bidimensionnelle avec N = 3 noeuds. Bien que l’al-
gorithme proposé est très efficace grâce à l’excellente estimation initiale obtenue par la
technique à trois points décrite par Wright et coll [121] , le problème peut être étonnam-
ment accéléré en utilisant MQDMO.








































Les côtés de droite de l’équation(B.7) se trouvent en résolvant le système linéaire
comme suit :
Dans le cas monovariable : Le système linéaire dans l’équation (2.67). peut être écrit
sous forme matricielle :
Aα = d (B.9)
Où A = [A1A2]. Les termes sur le côté gauche de l’équation (B.9) sont définis par :
A1 =

1 · · · 1
0 · · · 0




2(1−N)〈ξ〉2N−11 · · · 2(1−N)〈ξ〉2N−1N

(B.10)
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A2 =

0 · · · 0
1 · · · 1
















Notez que A ne dépend pas aux poids ωα, et donc peut être défini pour les abscisses
avec ωα = 0. De même, les conditions sur le côté droit sont définies par :









0 · · · 0
0 · · · 0
2 · · · 2












0 · · · S(N)2N−1
]T
. (B.16)
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Si les abscisses 〈ξ〉α sont uniques, alors A sera au plein rang de arbitraire N . Dans
ce cas, les termes de sources pour les équations de transport des poids ωα et abscisses
pondérées ςα peuvent être trouvés simplement en inversant A :
α = A−1d. (B.17)





























) + S(1)1 .
(B.19)
Pour ce cas, les termes de sources ne comportent pas de Cα puisque dans A3 les deux
premières lignes ne contiennent des éléments nuls. De même, les moments des termes de
sources S(1)0 et S
(1)
1 dépendent de ω1 et 〈ξ〉1 , et seront donc habituellement inexactes. Il est
intéressant de souligner que cette représentation que les moments d’ordre zéro et d’ordre
un de la PSD sont calculés, Alors que la variance est (par hypothèse) nulle. Dans les cas
où le moment d’ordre zéro est constante, S(1)0 = 0 et S
(1)
1 est le terme de source évalué
à 〈ξ〉1, qui est connu pour être inexact pour les termes de source non-linéaires comme




1 1 0 0
0 0 1 1
−〈ξ〉21 −〈ξ〉22 2〈ξ〉1 2〈ξ〉2
−2〈ξ〉31 −2〈ξ〉32 3〈ξ〉21 3〈ξ〉22

. (B.20)
Il est intéressant pour ce cas d’analyser les équations de transport résultant lorsque les
termes de sources des moment sont nuls : S(2)k = 0 pour k = 0, ..., 3. Dans ce cas, le rôle
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des termes Cα qui résultent de la représentation du mode finie de la durée de diffusion
spatiale. Pour ce cas, l’équation (B.9) présente la solution suivante :
a1 =
6(C2 − C1)
(〈ξ〉1 − 〈ξ〉2)2 ,
a2 = −a1,
b1 =
−2C1(〈ξ〉1 + 2〈ξ〉2) + 2C2(〈ξ〉2 + 2〈ξ〉1)
(〈ξ〉1 − 〈ξ〉2)2 ,
b2 = −b1.
(B.21)
Les termes de sources résultant dans les équations de transport de MQDMO l’équation
(2.62) veillés à ce que l’effet de la diffusion spatiale sur les moments est correctement
représenté lors de la résolution pour les poids et les abscisses .
* Cas bivariables : Dans ce cas , la distribution de la taille des particules (PSD) est




ωαδ(ξ1 − 〈ξ1〉α)δ(ξ2 − 〈ξ2〉α). (B.22)
























δ(ξ1 − 〈ξ1〉α)δ′′(ξ2 − 〈ξ2〉α)C22α + Sξ(ξ1, ξ2).
(B.23)








Les fonctions inconnues a, b1 et b2 sont les termes des sources pour les équations de








































Comme dans le cas de monovariable, les termes des sources dans MQDMO peuvent
être trouvés en utilisant la transformation de moment en termes de moments mixtes entier









Si le moment de transformation est appliqué à l’équation(B.25), le système d’équa-
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Et l’exposant (N) est utilisé pour nous rappeler que S(N)kl est approchée par un arran-
gement de quadrature de N points.
Pour le cas de bivariable il y a 3N variables inconnues (aα, b1α, b2α), et donc un
nombre égal de moments mixtes doivent être utilisés avec l’équation (B.28).













Pour N = 1, le choix naturel des moments mixtes est {k, l} = {0, 0} , {0, 1} , {1, 0}.






































Comme dans le cas monovariable, les quadratures d’ un point utilisé pour rapprocher
les termes des sources sur le côté droit sont généralement inexacts. Ainsi, seuls les cas
avec N > 1 seront normalement d’intérêt.
PourN = 2, la fonction de la densité est décrite par deux points en quadrature. Depuis
chaque point α dans l’espace de phase est déterminé par trois paramètres {ωα, 〈ξ1〉α, ξ1〉α},ix
moments mixtes sont nécessaires pour clore le problème.Il n’y a pas de façon unique pour
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choisir les moments.
Si les moments six mixtes ont l’ordre le plus bas : {k, l} = {0, 0} , {1, 0}, {0, 1} , {2, 0} ,
{1, 1} et {0, 2} ; sont choisis, alors la matrice de coefficient a la forme suivante [60] :
A =

1 1 0 0 0 0
0 0 1 1 0 0
−〈ξ1〉21 −〈ξ1〉22 2〈ξ1〉1 2〈ξ1〉2 0 0
−〈ξ1〉1〈ξ2〉1 −〈ξ1〉2〈ξ2〉2 〈ξ2〉1 〈ξ2〉2 〈ξ1〉1 〈ξ1〉2
−〈ξ2〉21 −〈ξ2〉22 0 0 2〈ξ2〉1 2〈ξ2〉2

. (B.32)
En règle générale, nous pouvons déduire de l’équation(B.32) que, pour avoir une re-
présentation correcte de la distribution de taille des particules (PSD) au niveau du second
moment, le nombre de nœuds N doit être supérieur au nombre de propriétés Ns.
Lorsque on travaille avec la densité de distribution de taille des particules de monova-
riable (Ns = 1), N doit être au moins égal à deux afin de prédire la variance.
Et pour la distribution de taille des particules bivariables (Ns = 2), N doit être au
moins égal à trois, afin de représenter correctement les moments d’ordre secondaire.
Notez, cependant, qu’il est possible d’utiliser N = 2 pour le cas de deux variables
si {k, l} = {1, 1} est remplacé dans l’équation (B.32) par un moment d’ordre supérieur
(c’est à dire, {2, 2}).
En règle générale, même pour le cas multivariables où Ns > 2, il est généralement
possible de trouver un ensemble de moments pour toute valeur de N ≤ Ns pour lesquels
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Pour le cas de bivariables, il y a 3N des inconnues (aα, b1α, b2α), Et donc un nombre
égal de moments mixtes doivent être utilisés avec l’équation (B.36)).
La stratégie optimale de choisir les moments mixtes est indiqué dans une application
ci-dessous, le choix affectera les valeurs prédites des poids et des abscisses. Dans certains
cas, comme lorsque les valeurs non nulles de f(ξ1, ξ2) sont limitées à un domaine fini,
certains choix de moments peuvent conduire à des abscisses qui se trouvent en dehors
du domaine (et sont donc irréalisable). Une autre considération pourrait être la forme






00 , forα = 1, ..., N. (B.34)
Et en utilisant seulement des moments non mixtes, la matrice de coefficients est sim-








































Où k = 1, ..., N . Notez que les équations (B.37) et(B.35) utilisent uniquement 2N+1
au lieu de moments 3N la forme découplée offre de grands avantages de calcul lorsqu’il
est étendu à la grande Ns [60].
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B.3 Méthode de quadrature directe des moments pour
EBP multivariée




































Cnmα + S(N)k1,··· ,kNs .
(B.36)












En choisissant un ensemble indépendant de faible moments d’ordre (k1, ..., KNs),
l’équation (2.28) génère un système linéaire qui peut être utilisé pour trouver (Ns + 1)
puis les termes des sources inconnues (aα, b1α, ..., bNsα). Apparaissant dans les équations





Les longueurs des particules l , l′
Les volumes des particules v , v′
Le nombre des particules dans la gamme de taille v à v+dv,
au temps t
n(v, t)
Le nombre de concentration Ni(t)
La vitesse de croissance G
La naissance (l’apparition) et la mort (la disparition) de par-
ticules pendant les processus d’agrégation
Q±agr
La naissance (l’apparition) et la mort (la disparition) de par-
ticules pendant les processus de rupture
Q±rup
La vitesse de dissolution Q−diss
La vitesse de nucléation Qnuc
Les flux d’entrée et de sorties de system respectivement Qe et Qs
La naissance ou bien l’apparition des particules B
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Le mort ou bien la disparition des particules D
Le vecteur d’état de particules X
Le débit volumétrique v˙
Les composants de la solution um
La fonction non-spécifiée g(v)
Les poids et des abscisses Wj , vj
Lettres grecques
Le nombre fractionnaire des particules formées dans la
gamme de taille v à v + dv formées lors de la rupture de
la particule du volume v′
β(v/v′)
La fonction de Dirac δ
La fonction de gamma γ
La fréquence de rupture des particules entre deux volumes
v à v + dv
Γ(v′)
La fréquence d’agrégation des particules entre deux vo-
lumes v et v′
ω(v, v′)
La fonction de Heaviside Theta ϕ
Le temps de séjour θ
La fonction de poids Ψ(v)
Abréviations
La distribution de taille de particule DTP
L’équation du bilan de population EBP
La méthode de quadrature de point fixe FMQMO
La méthode de décomposition d’Adomian MDA
La méthode d’itération variationnelle MIV
La méthode de quadrature directe des moment MQDMO
La méthode quadrature de moments MQMO
La méthode de perturbation homotopique MPH
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Les équations différentielles ordinaires ODE
TABLE C.1: Table de notations
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a b s t r a c t
The breakage in batch and continuous systems has attained high interest in chemical engineering and
granulation from a process and from a product quality perspective. The wet granule breakage process
in a high shear mixer will inﬂuence and may control the ﬁnal granule size distribution. In this work,
we developed analytical solutions of the particle breakage using the population balance equation (PBEs)
in batch and continuous ﬂow systems. To allow explicit solutions, we approximate particle breakage
mechanisms with assumed functional forms for breakage frequencies. This new framework for solving
(PBEs) for batch and continuous ﬂow systems proposed in this work uses the Adomian decomposition
method (ADM) and the variational iteration method (VIM). These semi-analytical methods overcome
the crucial difﬁculties of numerical discretization and stability that often characterize previous solutions
in of the PBEs. The results obtained in all cases show that the predicted particle size distributions con-
verge exactly in a continuous form to that of the analytical solutions using the two methods.
 2014 The Society of Powder Technology Japan. Published by Elsevier B.V. and The Society of Powder
Technology Japan. All rights reserved.
1. Introduction
Granulation is an important process in a wide range of indus-
tries, including agricultural products, detergents, pharmaceutical,
food, ore processing, fertiliser and chemical engineering [1,2]. Gen-
erally the granulation process is well known as a combination of
three rate processes, namely wetting and nucleation, consolidation
and growth, breakage and attrition and this is analogous to the
process used by chemical engineers in reactor engineering and
reactor design [3]. Once these processes are sufﬁciently under-
stood, then it will be possible to theoretically predict the effect
of formulation properties, equipment type and operating condi-
tions on granulation behaviour [4].
The population balance equation is used in a number of diverse
engineering ﬁelds such as granulation [5–8], crystallization [9,10],
ﬂuid bed [11,12], reactors [13,14] the grinding [15], polymerization
[16–18], chemical engineering [19,20], emulsiﬁcation [21], ﬂoccu-
lation [22], aerosol [23], biological [24], Process Control [25].
In general, the population balance equation (PBE) is a well-
established equation for describing the evolution of the dispersed
phase. It represents the net rate of number of particles that are
formed by breakage, aggregation, growth and could be written
for a ﬂow into a well-stirred vessel as [26–30]:
@nðv; tÞ
@t




ðnfeedðv; tÞ  nðv ; tÞÞ þ /ðv; tÞ; ð1Þ
where the ﬁrst term is the rate of accumulation of particle of size v,
the second term is the convective ﬂux along the particle internal
coordinate with a growth velocity G. The ﬁrst term on the right
hand side is the net bulk ﬂow into the vessel and the second term
is the net rate of particle generation by aggregation and breakage
and is given by [29–34]:
uðv ; tÞ ¼ CðvÞnðv ; tÞ 
Z 1
0









xðv  v 0;v 0Þnðv ; tÞnðv  v 0; tÞdv 0 þ SðvÞ; ð2Þ
where C(v) and x(v, v0) are the breakage and aggregation frequen-
cies, respectively, and b(v/v0) dv is the number of daughter particles
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having volume in the range, which are formed upon breakage of a
particle of volume v0. The ﬁrst two terms on the right hand side rep-
resent particle loss due to breakup and aggregation succeeded by
two terms which represent particle formation due to breakup and
aggregation, S(v) is rate at which particles of size v are nucleated.
The objective of this paper is to solve certain forms of the above
equation, which is partial integro-differential equation using two
new techniques: The Adomian decomposition method and the Var-
iational iteration method. These new techniques have attained
high interest in applied mathematics and chemical engineering,
because they allow solution of both linear and nonlinear functional
equations of various kinds (algebraic, ordinary differential, partial
differential, delay differential integral, . . .) without discretizing
the equations or approximating the operators by such schemes
as linearization or perturbation, which changes the physical prob-
lem to one that is amenable by prior art. The solution, when it
exists, is found in the form of a rapidly converging series such that
the time and space coordinates are not discretized.
Of course some problems remain open. For instance, practical
convergence of the Adomian decomposition series may be ensured
even if the hypotheses of known methods are not satisﬁed. That
means that there still exist opportunities for further theoretical
studies of convergence for more general situations. Furthermore,
it is not always easy to take into account the boundary conditions
for complex domains.
1.1. The Adomian decomposition method
Since the 1980s, Adomian proposed a new and ingenious
method for exactly solving nonlinear functional equations
[35,36]. The method has been applied to many frontier problems
in engineering, physics, biology and chemistry among other ﬁelds
[30–38]. The Adomian decomposition method (ADM) gives the
solution as an inﬁnite series, which usually converges to the exact
solution [39].
The general form of a differential equation can be written as
Fu ¼ g: ð3Þ
F ¼ Lþ Rþ N: ð4Þ
By substituting Eqs. (4) into (3) one gets:
Luþ Ruþ Nu ¼ g; ð5Þ
where L is easily invertible operator, R is the remainder of the linear
operator and N corresponds to the non-linear terms.
We can write Eq. (5) as
Lu ¼ g  Ru Nu: ð6Þ
By multiplying Eq. (6) by L1 we obtain:





(.)(dt)n is the inverse of operator L.
Therefore, Eq. (7) becomes
u ¼ u0  L1ðRuÞ  L1ðNuÞ; ð8Þ
where
L1ðLuÞ ¼ u uð0Þ  tu0ð0Þ; ð9Þ
and u0 ¼ uð0Þ þ tu0ð0Þ þ L1g: ð10Þ





The non-linear term N(u) will be decomposed by the inﬁnite series















;n ¼ 0;1;2; . . . ð13Þ
Concerning the convergence of the Adomian decomposition
method, it was intensively studied by Cherruault [42], Cherruault
and Saccomandi [43] and Abbaoui and Cherruault [44].
1.2. The variational iteration method
The variational iteration method was ﬁrst proposed by He
[45,46]. This method is now widely used in many ﬁelds such as
Physics [47], Chemistry [48], Biomedical [49] and Engineering sci-
ences to study linear and non-linear partial differential equations
[50,51].
We can write the general form of a differential Eq. (3) as follows
[52]
F ¼ Lþ N ð14Þ
By substituting Eqs. (3) into (14) one gets
Luþ Nu ¼ g; ð15Þ
where L is a linear operator, N a nonlinear operator and g is an inho-
mogeneous term.
He [53,54] introduced the VIM where a correction functional for
Eq. (15) can be written as
unþ1ðtÞ ¼ unðtÞ þ
Z t
0
kðunðnÞ þ N~unðnÞ  gðnÞÞdn: ð16Þ
In the above equation k is a general Lagrangian multiplier, which
can be identiﬁed optimally via the variational theory, and ~un is a
restricted variation which means d~un ¼ 0 [55–57]. Consequently,
the solution is given by u = limn?1 un.
Nomenclature
nðv ; tÞdv number of particles in size range v to v v+dv, at time t
t Time
umðv; tÞ solution components
v; v 0 particle volumes
Greek letters
bðv=v 0Þdv fractional number of particles formed in the size
range v to v + dv formed upon breakage of particle
of volume v0
d Dirac delta function
Cðv 0Þ number of particles in the size range v to v + dv
disappearing per unit time by breakage
h residence time
xðv; v 0Þ aggregation frequency between two particles of
volumes v and v 0
c gamma function
u Heaviside Theta
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2. Illustrative test cases
2.1. Particle breakage in batch systems
2.1.1. Case 1. Parabolic breakage function and n(v, 0) = d(v  b)
The PBE as given by Eqs. (1) and (2) for particle breakage in a






nðv 0;tÞFðv ;v 0 vÞdv 0 nðv ;tÞ
Z v
0
Fðv 0;vv 0Þdv 0: ð17Þ
Eq. (17) was studied by Ziff [58]for the case of polymer breakage
with a general rate, which is proportional to the cube of the length
and with a parabolic daughter distribution.
In the above equation, F(v, v0) is the rate that a particle of size v
breaks up into particles of sizes v0 and v  v0. This rate of breakage
is taken as F(v, v0) = v, v0, where breakage is preferentially in the
center of polymer chain [58].







vðv 0  vÞnðv 0; tÞdv 0  v
6
3
nðv ; tÞ: ð18Þ
U The Adomian decomposition method (ADM)
We ﬁnd the solution to Eq. (18) by the ADM as follows:
n0ðv ; tÞ ¼ nðv ;0Þ ¼ dðv  bÞ; ð19Þ
n1ðv ; tÞ ¼ 16 tv
3dðv  bÞ þ 2ðbtv  tv2Þuðb vÞ; ð20Þ
n2ðv ; tÞ ¼ 172 t
2v6dðv  bÞ  1
6
ðb3t2v2  bt2v4Þuðb vÞ; ð21Þ
n3ðv ; tÞ ¼  11296 t
3v9dðv  bÞ þ 1
180
ðb6t3v2  bt3v7Þuðb vÞ:
ð22Þ
Similarly, we can compute n4(v, t), n5(v, t), . . ., nm(v, t). In general













Hence we calculate the general term as:
nmðv ; tÞ ¼ 2
2m31mbðtv3Þmuðb vÞ


























which converges to the exact solution.
U The He’s variational iteration method (VIM)
Using similar procedure as that used by the ADM, we can ﬁnd
the solution to Eq. (18) by the VIM as follows:
n0ðv ; tÞ ¼ nðv ;0Þ ¼ dðv  bÞ; ð26Þ










nmðv ; tÞ  @nmðv ; tÞ
@t

dt m ¼ 0;1;2 ð27Þ
n1ðv ; tÞ ¼ dðv  bÞ  16 tv
3dðv  bÞ þ 2ðbtv  tv2Þuðb vÞ; ð28Þ
n2ðv ; tÞ ¼ dðv  bÞ  16 tv
3dðv  bÞ þ 2ðbtv  tv2Þuðb vÞ
þ 1
72
t2v6dðv  bÞ  1
6



































Indeed, the results obtained by these two methods are analytic and
consequently the stability of the numerical solution and the crucial
problems of numerical discretization which deteriorated the perfor-
mance of the earlier techniques are completely absent in the pres-
ent method.
Fig. 1 shows the effect of truncating the solution using n = 1–5
iterations (n1, n2, n3, n4, n5) and the exact solution ES (continuous
line Eq. (25)) of the number density function for particle breakage.
Fig. 2 depicts the relative error between the approximate solu-
tion (AS) and the exact solution
(ES), where the relative error is deﬁned as =|(AS  ES)/
ES|  100.
2.1.2. Case 2. Parabolic Binary Breakage with n(v, 0) = ev
We used in this case a parabolic daughter particle distribution
for binary breakage which conserves mass, and is symmetric as
suggested by [59,60]:
bðv=v 0Þ ¼ 24ð1
h





v 0 : ð32Þ
Note that for b (v/v0) to be positive h must satisfy (0 6 h 6 3). On the
other hand, for 0 < h < 2, the above function represents a concave
parabola, while for 2 < h < 3, it represents a convex parabola. At
h = 2 the function is reduced to the uniform binary breakage.
Fig. 1. The effect of truncating the series solutions (n1, n2, n3, n4, n5) as compared to
the exact solution ES (continuous line) on the number density function for particle
breakage.
A. Hasseine et al. / Advanced Powder Technology 26 (2015) 105–112 107
The main aim of this case is to compare the solution given by
the Adomian decomposition method and He’s variational iteration
method. In this case the simulation results obtained by both meth-
ods for three values of h (h = 0, 1, 2), were compared with analyt-
ical solutions [30], where the breakage frequency C(v) = v and v2
respectively.
We truncate the series up to level n = 5 to verify the validity of
the equations with the Adomian decomposition method and He’s
variational iteration method. At h = 0, and h = 1, the analytical solu-
tions are not available in the literature. On the other hand; to ﬁnd
all the terms of the series is not easy task because the polynomials
are very complex. For h = 2 Eq. (31) is reduced to the uniform bin-
ary breakage, where the breakage frequencies C(v) = v and v2 were
used. All the terms of the series obtained by both methods are sim-
ple and the deduction of the general term as a closed summation
gives an analytical form for the solution of this particular case [30]
Figs. 3 and 4 shows the particle number density with parabolic
daughter distribution for three values of h (h = 0, 1, 2) and compar-
isons with the analytical solutions [30] for the cases ofC(v,) = v and
v2
2.2. Particle breakage in continuous ﬂow systems
2.2.1. Case 1. Breakage with a uniform daughter particle distribution
and C(v) = v
In this case, a zero initial condition and a monodisperse feed
particle distribution are used. The monodisperse feed distribution
is mathematically represented by the Dirac delta function:
nfeedðvÞ ¼ tdðv  bÞ
h
: ð33Þ









bðv=v 0ÞCðv 0Þnðv 0; tÞdv 0  CðvÞnðv ; tÞ: ð34Þ













Therefore, the last form of particle breakage in a continuous ﬂow
system, which is suitable for applying the ADM and VIM methods,
is given by:








bðv=v 0ÞCðv 0Þnðv 0; tÞdv 0





U The Adomian decomposition method (ADM)
The solution by the ADM recursion scheme is given by:






bðv=v 0ÞCðv 0Þnmðv 0; tÞdv 0

 nmðv; tÞ CðvÞ þ 1h
 
dt m ¼ 0;1;2; . . . ð38Þ
n1 ¼ 
t2 v2 þ 1h
 












t4 v2 þ 1h




tðmþ1Þ ðv2 þ 1hÞ
m1
dðv  bÞ  2mbuðb vÞ
 
ðmþ 1Þ!h : ð42Þ
Using the above general term, the general summation is given by:





tðmþ1Þ v2 þ 1h
 m1
dðv  bÞ  2mbuðb vÞ
 
ðmþ 1Þ!h : ð43Þ
Therefore, the exact solution is simpliﬁed to:









Fig. 2. The relative error between ADM and Exact solution.
Fig. 3. Particle breakage in a batch system with parabolic daughter particle
distribution using h = 0, 1, 2 as compared to the analytical solution [30] for h = 2 and
G(v0) = v.
Fig. 4. Particle breakage in a batch system with parabolic daughter particle
distribution using h = 0, 1, 2 as compared to the analytical solution [30] for h = 2 and
G(v0) = v.






















U The He’s variational iteration method (VIM)
As in the case of ADM, the solution using the VIM is derived as
follows
n0 ¼ dðv  bÞh t; ð45Þ





bðv=v 0ÞCðv 0Þnmðv 0; tÞdv 0





From which we calculate the solutions components
n1ðv ; tÞ ¼ 
t2 v2 þ 1h
 
dðv  bÞ  2buðb vÞ 
2h
; ð47Þ
n2ðv ; tÞ ¼ 
t2 v2 þ 1h
 
dðv  bÞ  2buðb vÞ 
2h
þ t


















 2 v2þ 1h dðvbÞ6buðbvÞ 
24h
: ð49Þ




















From the above results, one can see that if the iteration converges
then it will converge to the same exact solution n(v, t) using the
two methods.
Fig. 5 shows the effect of the truncation of the series on the
solution using n = 1–6 iterations (n1, n2, n3, n4, n5, n6) using the
exact solution as given by Eq. (43) (ES continuous line) for the case
of continuous parabolic daughter particle distribution.
Fig. 6 shows the relative error between the approximate solu-
tion (AS) and the exact solution (ES), where the relative error is
deﬁned as = ASESES
  100.
2.2.3. Case 2. Breakage with a uniform daughter particle distribution
and C(v) = v2
In this case, we consider the initial condition as zero and the
feed distribution is exponential function with respect to v. The









bðv=v 0ÞCðv 0Þnðv 0; tÞdv 0  CðvÞnðv ; tÞ: ð51Þ
Fig. 5. The effect of truncating the series solutions (n1, n2, n3, n4, n5, n6) as compared
to the exact solution from Eq. (43) (ES continuous line) on the number density
function for continuous parabolic daughter particle distribution.







Fig. 6. The relative error = between ADM and Exact solution.
Fig. 7. The effect of truncating the series solutions (n1, n2, n3, n4, n5, n6) as compared
to the exact solution ES (continuous line from Eq. (59)) on the number density
function for continuous parabolic daughter particle distribution.















Fig. 8. The relative error between ADM and Exact solution.
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Therefore, the ﬁnal form of the equation to be solved is given as:








bðv=v 0ÞCðv 0Þnðv 0; tÞdv 0







U The Adomian decomposition method










b v=v 0ð ÞCðv 0Þnmðv 0; tÞdv 0

 nmðv ; tÞ CðvÞ þ 1h
 
dt m ¼ 0;1;2; . . . ð54Þ
n1ðv ; tÞ ¼  12h e
v t2 2þ 1
h
 2v þ v2
 
; ð55Þ








 2v þ v2
 
; ð56Þ








 6v þ v2
 
: ð57Þ










þ v2  2mð1þ vÞ
 
: ð58Þ




























U The He’s variational iteration method










bðv=v 0ÞCðv 0Þnmðv 0; tÞdv 0










ev t2 2þ 1
h
 2v þ v2
 
; ð63Þ





ev t2 2þ 1
h















































Therefore, the exact solution is given by:
nðv ; tÞ ¼ ev
1
h þ v2 þ 2ð1þ vÞ
h v2 þ 1h
 2  et v2þ1hð Þ
 
 2 1þ v þ tv





This equation is essentially the same solution as that found using
the ADM method (Eq. (60)).
Fig. 7 shows the effect of the series truncation on the series
solution using n = 1–6 iterations (n1, n2, n3, n4, n5, n6) and are com-
pared to the exact solution as given by Eq. (59) (ES continuous line)
for continuous parabolic daughter particle distribution function.
Fig. 8 depicts the relative error between the approximate solu-
tion (AS) and the exact solution (ES), where the relative error is
deﬁned previously in this work.
Fig. 9 shows the number density at steady state as predicted
using the ADM and VIM series solutions, which are very close to
the exact one. The exact solution was determined using the Laplace
transform method [61].
3. Conclusions
The Adomian decomposition and the variational iteration meth-
ods were employed successfully for solving the particle population
balance equations in batch and continuous ﬂow systems with
assumed functional forms of breakage frequencies and daughter
particle distributions.








Densitynumber The solution obtained by ADM and VIM.
        The solution obtained by Attarakih and al[45]
Fig. 9. Steady-state number density function for particle breakup in a continuous stirred vessel with C(v) = v2 and b(v/v0) = 1/v0 , binary breakup, t = 50 s, h = 100 s and an
exponential feed distribution.
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The solutions obtained by the ADM and VIM techniques were
inﬁnite power series with appropriate initial conditions. The two
methods were found to produce good approximations to the exact
solutions with their rapidly converging series for all the cases stud-
ied in this work.
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Appendix A
We summarize here only all different cases functions deﬁned as
1. Dirac delta function
Represents the Dirac delta d(v  b) function returns 0 for all
numeric x other than 0
2. The Heaviside Theta function
uðb vÞ ¼ 1; b < v
0; b > v
	
duðb vÞ
dv ¼ dðb vÞ
D½Heaviside Theta½x; x ¼ DiracDelta½x
3. The Gamma function





4. The Unit Step function
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The breakage in batch and continuous systems has attained high interest in chemical 
engineering and granulation from a process and from a product quality perspective. The wet 
granule breakage process in a high shear mixer will influence and may control the final 
granule size distribution.  
In this work, we developed analytical solutions of the particle breakage using the 
population balance equation (PBEs) in batch and continuous flow systems. To allow explicit 
solutions, we approximate particle breakage mechanisms with assumed functional forms for 
breakage frequencies. This new framework for solving (PBEs) for batch and continuous flow 
systems proposed in this work uses the Adomian decomposition method (ADM) and the 
variational iteration method (VIM). 
 These semi-analytical methods overcome the crucial difficulties of numerical 
discretization and stability that often characterize previous solutions in of the PBEs. The 
results obtained in all cases show that the predicted particle size distributions converge 
exactly in a continuous form to that of the analytical solutions using the two methods. 
Keywords: Population balance equation, Breakage, Adomian decomposition method, 
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 Résumé 
La rupture dans les procédés discontinus et continus a atteint un grand intérêt pour le 
génie chimique et la granulation d'un processus et d'un point de vue de la qualité du produit. 
Le processus de rupture granule humide dans un mélangeur à cisaillement élevé et influencera 
peut contrôler la répartition finale des tailles de granulés.  
 
Dans cette thèse, nous avons développé des solutions analytiques de la rupture des 
particules à l'aide de l'équation du bilan de la population  dans deux systèmes à flux continu et 
discontinu. Pour permettre des solutions explicites, nous mécanismes approximatives de 
rupture des particules avec des formes fonctionnelles hypothétiques pour des fréquences de 
rupture. Ce nouveau cadre pour résoudre l'équation du bilan de population (PBE) pour les 
systèmes à flux continu et discontinu proposé dans cette thèse utilise la méthode de 
décomposition Adomian (ADM) et la méthode d'itération variationnelle (VIM).  
 
Ces méthodes semi-analytiques à surmonter les difficultés cruciales de discrétisation 
numérique et la stabilité qui caractérisent souvent les solutions précédentes dans des 
inhalateurs protecteurs. Les résultats obtenus montrent dans tous les cas que les distributions 
de taille de particule prédit exactement convergent sous une forme continue à celle des 
solutions analytiques en utilisant les deux méthodes. 
Mots clés: Équation du bilan de la population, Rupture, Méthode décomposition d'Adomian, 
méthode  d'itération variational. 
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