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Abstract: Game player modeling is a paradigm of computational models to
exploit players’ behavior and experience using game and player analytics.
Player modeling refers to descriptions of players based on frameworks of data
derived from the interaction of a player’s behavior within the game as well
as the player’s experience with the game. Player behavior focuses on dynamic
and static information gathered at the time of gameplay. Player experience
concerns the association of the human player during gameplay, which is based
on cognitive and affective physiological measurements collected from sensors
mounted on the player’s body or in the player’s surroundings. In this paper,
player experience modeling is studied based on the board puzzle game “Candy
Crush Saga” using cognitive data of players accessed by physiological and
peripheral devices. Long Short-Term Memory-based Deep Neural Network
(LSTM-DNN) is used to predict players’ effective states in terms of valence,
arousal, dominance, and liking by employing the concept of transfer learning.
Transfer learning focuses on gaining knowledge while solving one problem
and using the same knowledge to solve different but related problems. The
homogeneous transfer learning approach has not been implemented in the
game domain before, and this novel study opens a new research area for
the game industry where the main challenge is predicting the significance of
innovative games for entertainment and players’ engagement. Relevant not
only from a player’s point of view, it is also a benchmark study for game
developers who have been facing problems of “cold start” for innovative games
that strengthen the game industrial economy.
Keywords: Game player modeling; experience modeling; player analytics;
deep learning; LSTM; game play data; Candy Crush Saga
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1 Introduction
Game player modeling is the study of computational models to gain an abstract description
of players in various games [1]. This description helps to detect, predict, and express the behavior
and experience of players and personalize games according to user preference. These models can
be created automatically using computational and artificial intelligence techniques, which are often
enhanced based on theories derived from human interaction with games. It offers two major
benefits. First, it helps in content customization to cover a broader range of players with different
skill levels and adapt challenges on the fly in response to players’ actions. Second, it works as a
form of feedback for game developers and designers so that they may add innovative features to
games as well as develop new games that advance knowledge, synthesize experience, and escalate
the interest of players [2].
Experience modeling is the association of a human player during gameplay. Player experience
defines the individual and personal experience of a player while he or she is playing a game. It
describes the interaction of distinct people with particular game states investigated during or after
gameplay. It is based on cognitive and affective physiological measurements collected from sensors
mounted on the player’s body or in the player’s immediate environment [2]. A simple terminology
that is used for experience modeling is how a player feels during a game. Player experience model-
ing is generally considered as learning the subjective nature of a game player during a game. This
learning is dependent on an investigation of the player’s physiological data to estimate the player’s
experience in-game. The purpose of this learning is to understand situations within a game that
really affect the player’s cognitive focus. It helps to analyze the influence of games on users and
can be used to generalize the contents of games based on analysis. Furthermore, it can then be
used for content generation, content customization, and game customization. A player’s experience
may be inferred by analyzing interaction patterns during game play and emotions associated with
the game [3]. Experience modeling is mapped to data collected during the game play interaction
of the player and the player’s affective states. The systematic computational analysis of players’
physiological data to detect, predict, and estimate the experience of game players is called player
analytics. The input to the model includes affective stimuli, emotional responses, and nervous
system activities. The outputs of the model are emotional states, personality traits, annotations,
rankings, and so on. These outputs are based on the objectives of experiments used for experience
modeling. For emotions, the valence–arousal scale by Russell and Plutchik’s emotion wheel are
the most popular methods of analysis. However, the Big-Five Model and PERSONAGE are used
for physiological factor classifications and speech psycholinguistic analysis, respectively [1].
One of the main challenges in the game industry is to collect in-game data on game players.
Several companies have recorded data and later used this data for analysis of players’ behavior
and experience, but it is very costly and usually not made available to the public. Experience
modeling, on the other hand, is dependent on players’ physiological manifestations and somewhat
does not depend on in-game data. This data collection is done in this research and analyzed using
the LSTM-based deep neural network approach to predict the experience of game players while
playing the “Candy Crush Saga” game employing the concept of transfer learning [4].
2 Literature Review
Game player modeling has been studied vastly in game research and game development [5],
where researchers followed standardized approaches of humanities and social sciences for game
player modeling. The hypothesis of modeling game players considers the emotions of humans
attached to game play.
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The traditional models found extensively in the last decade of literature are known as Mal-
one’s core design dimensions for behavior modeling using in-game data analysis [6]. It contributes
to “fun” in games [7]. In particular, fun is defined in three categories:
• Challenge: For any fun game, a challenge is defined in terms of target achievement, level
completion, treasure collection, killing opponents, or defending against an enemy.
• Fantasy: Artificial environment created by game developers to provide entertaining and
desirable situations or scenes attractive to game players.
• Curiosity: Expectation of a game player about game states and a player’s feeling about the
next possible incoming challenge or situation.
All three categories have been studied in car racing games, preschooler games, physical games,
and prey–predator games [7]. Furthermore, emotional modeling is articulated by directly mapping
emotions into cognitive appraisal theories. One such example is the representation of emotions
on the arousal–valence plane. According to this mapping, it is assumed that the increase in the
heart rate of game players is directly proportional to arousal. By increasing the heart rate, arousal
increases, and high arousal is an excitement state of game players. Other examples include Russell’s
circumflex model of affect [8] and Frome’s comprehensive model of emotional response studies in
single-player games [9].
Player modeling or player profile is also studied in the form of Bartle’s classification, which
has distinguished several types of game players [10]. It defines four standards of classifications
(i.e., killers, achievers, socializers, and explorers). In addition, some other methodologies are
followed by researchers to exploit specific player experiences [11]. These models follow exact
science theories by observing and analyzing the collected data of game players. These models do
not work on the hypothesis of game theories; instead, they predict players’ states by extracting
knowledge from data captured at the time of game play or after game play. For the sake of
ease, these algorithms and techniques have been sub-divided into conventional AI methods and
deep learning-based methods. An examination of recent research considering the two different
categories is discussed below.
2.1 Conventional/Handcrafted AI Methods
To enrich game design, player experience is studied by Koster and lazzaro to modernize the
fun and magic in games [1]. Another incorporation theoretical method [12] focuses on players’
involvement within games [13]. The designed machine learning algorithm is a combination of
Markov’s model, state aggregation, and player heuristic search focusing on managing huge data.
The purpose is to reduce efforts to extract system-specific features required for a hand-designed
model. Puzzle games have been considered to aid in the design of a framework for the movement
prediction of game players [14]. A neural network-based approach was developed in [15] by
considering game-level parameters (i.e., in-game data), characteristics of players (i.e., behavior),
and emotional annotations (i.e., self-reported emotions). The purpose is to predict the action-
related experience of gamers during game play. This is done by using information about player
style and developing a model to predict gamer preferences during a game. The assumption in this
study is that for a particular session, preferences of users remain fixed. However, this does not
work for all games and all players. There is a large variation in players’ style of dealing with one
fixed situation in different ways, which opens room to improve the adaptable model to express
the behavior change of players over time. This issue is solved in [16], who proposed to predict
dynamic states of game play by capturing fluctuations in behavior. They reported that sequential
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approaches perform more accurately than non-sequential algorithms with the fact that segments
of strategies adopted by game players change over time and situation.
A player’s performance is modeled to learn individual player behavior in [17] by developing a
tensor factorization technique. The tensor factorization method is capable of adopting alterations
in players’ game skills. Along with classification algorithms, various regression algorithms are also
coupled to clustering methodologies by researchers [18]. The Tomb Raider: Underworld game
is examined by [19] to predict different but unique aspects of game players’ behavior with the
help of supervised learning. Particularly, they predict churning and survival analysis of game
players. The linear regression efficacy is demonstrated by considering game play data derived
from the first and second levels of Tomb Raider: Underworld. Considering the performance of
machine learning algorithms, it is concluded that there are several techniques that can outperform
the model experience and behavior of gamers. However, there are several challenges that limit
opting for these techniques for game and player analytics. Two of the main challenges are data
collection and feature engineering pre-processing. Along with these, computational cost and time
consumption are dominant over prediction accuracy.
2.2 Deep Learning-Based Methods
Evolutionary algorithms are the latest approaches for learning player behavior and experi-
ence [2]; for instance, genetic algorithms learn gamers’ strategies and reinforce the learning of
separate expertise levels [20]. The goal-based actions in a sequence provide sufficient explanatory
values. These goals can then be used to predict a player’s behavior if ascertained (i.e., the gamer
must execute these goals in ascending order to achieve the target). Player experience modeling
considers the goals achieved by players during game play to predict the effectiveness of the
game in relation to gamers. Along with goals, players’ actions are also important, as adopted
by [21] and several others. The Markov logic network has been adapted to develop a successful
goal recognition framework for players [22]. It employs model parameters obtained from player
interactions in non-linear games to enable an automatic goal recognition approach. Similarly,
problem-solving goals are linked to game events using probabilistic inference and logical rea-
soning to model players [23]. When empirically tested and compared, it was found that models
discovering game events surpassed all state-of art previous best approaches. Another input–output
hidden Markov model method was proposed in [24] to predict player goals in action games.
Initially, there was no significant performance difference between the model that was trained for
a first-time player and the model trained by the experimenter. However, subsequent models were
improved with time. The conclusion is that the target achievement system performs well for players
who have developed game playing styles rather than general players. Although this approach had
shown a challenging performance over hand-authored finite state machines, it could not breach
deep learning approaches [25]. A goal recognition framework is based on stacked de-noising
auto-encoders using a deep learning algorithm, trained through game player interaction, without
feature engineering. The deep neural network approach was adapted in [26], where researchers
asked players to play procedurally-generated levels of Super Mario and collected data from more
than a hundred players. The network outperformed the predicted emotional features with this
data. Several other neural networks, convolution neural networks, recurrent neural networks, and
LSTM-based techniques have been employed to predict gamers’ experience and behavior [1].
Also, several domain-to-domain transfer learning approaches in many video games [27] have been
employed; however, there remain some unexplored areas such as transfer learning for different
domains.
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Transfer learning focuses on gaining knowledge while solving one problem and using the
same knowledge to solve a different but related problem [4,28]. For example, training a model
with categories of book A and testing it on book B with different categories [4], Cognitive
learning on different Atari games, and constraint-based generalization [29]. Instead of different
data distributions, there can be situations where the features of one dataset are different from the
features of another dataset or where labels that have been used during training are different in
testing or missing altogether, as in unsupervised learning [30]. Such problems can be solved using
transfer learning methods with the fact that the performance of these methods will be degraded.
The concept of transfer learning arises when knowledge of one domain is adjusted to use it
in another domain [31]. The challenge is to consider the beneficial knowledge that can be shared
between the two different domains. However, when the target of the prediction model is similar
in both domains, the solution to the problem becomes very easy. The proposed game player
modeling framework in this study is based on LSTM-DNN with the concept of transfer learning
of knowledge obtained in one domain and used for prediction in another domain. The experience
of game players in playing video games is predicted by training an LSTM-DNN model with the
experience of subjects while watching video games. In both cases, although emotional states are
used as a matter of experience for both video watching audiences and video game players, this
study opens a new arena for game developers that face problems of “cold start” when designing a
new game. The solution to this problem is two-fold. First, this research overcomes the challenges
of collecting physiological datasets for game players playing different video games. Researchers
can train their models to some other physiological-based datasets that are publicly available over
different domains and can test these models on video games. Secondly, although the video game
community has a healthy feedback mechanism to get immediate feedback through demos, beta
testing, or within the community, it has been noticed that game developers who launch a new
video game usually wait for months to get reality-based feedback about the new game in order to
improve the content and targets of the game. However, during that time, most audiences who have
waning interest in a game leave with the intention that they will not return to the game again, as
it does not maintain their interest and reduces their motivation to play it. The proposed method
facilitates researchers’ desire to train models with other subjects’ experiences, and they can test
newly launched games without waiting for feedback. This methodology can speed up game design,
target development, and encourage novel innovations in game content. In this respect, LSTM-
based approaches apparently solve a major problem in game player modeling, at once offering
superior accuracy in goal recognition and eliminating the exhaustive laborious feature engineering
previously required for such modeling.
3 Proposed Methodology
In this section, we explain the mechanics of the underlying experience modeling framework.
The major focus of the proposed framework is PC games, with the intention to accurately predict
and model different characteristics of game players, making existing and coming games more
realistic, fun, and fruitful for the gaming community. In this case, we employed the power of deep
learning and determined that LSTM deep neural networks are the most suitable neural network
architecture for exploring the underlying problems outlined above. The proposed framework is a
combination of two different cases in terms of datasets, where each dataset considers a variety
of different features, both in numbers and physiognomies, to explore and study in depth all
possibilities of molding an accurate profile for different audiences. The experimental modeling is
built for the Candy Crush Saga game, considering physiological and peripheral sensor data signals
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in conjunction with LSTM and DNN. The deep neural network performs well to predict the
experience of gamers using the concept of transfer learning with remarkable performance. Further
details of the method are given in subsequent sections.
To deal with time series data as an input to the network and to implement the LSTM network
layer in the DNN, several other layers are also adjusted along with their parameters. This includes
an embedding layer before the LSTM layer, a dense layer after the LSTM layer, an activation
layer, a dropout layer, another dense layer, and an output layer with a second activation layer. The
overall structure of the LSTM-DNN is shown in Fig. 1. The reason for using an embedding layer
before the LSTM layer is that it can find similarities between given data of multi-dimensional
space. This allows us to see relationships between data distribution and sequences that can be
turned into a vector through an embedding layer. For example, when we convert the sentence
“deep learning is very deep” to vector “1 2 3 4 1,” the word “deep” is repeated two times, and in
its vector, we can see that “1” is two times. Embedding layers find such relationships in data for
sequence learning.
Figure 1: LSTM-DNN with input layer, embedding layer, LSTM layer, dense, and activation layers
The embedding layer is followed by the LSTM layer, which can learn long sequences in
data. In the case of the proposed method, where time series data come from physiological and
peripheral devices, data of final (last) time depend on data taken at the initial time. Therefore,
an LSTM with a size of 64 memory cells can learn long-term sequences in data. It enhances
the prediction performance of the model. It has been seen that the proposed method of DNN
with an LSTM layer produces good results in terms of accuracy as compared to a simple DNN
without an LSTM layer. The input layer shown in Fig. 1 consists of 8064 nodes as an input. The
time series data is inputted into the model using these 8064 input nodes. The embedding layer
is used to create vectors for the incoming data. It sits between the input and LSTM layers (i.e.,
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the output of the embedding layer is input to the LSTM layer). The weights for the embedding
layer can be initialized with random values and can optionally be fine-tuned during training. After
the embedding layer, the LSTM layer is used. The role of the LSTM layer is to learn long-term
dependencies. The dense layer is a linear multiplication of every element of input. The sigmoid
function is used as a non-linear activation function. The dropout layer is used to reduce overfitting
by the model. Finally, the output of four labels is predicted, as shown in Fig. 1.
The proposed experience modeling is done in a way that data is collected (explained in a later
section) from physiological sensors mounted on the body of the subject while the subject is playing
the game. The Emotiv device is mounted on the head of the subject to collect physiological signals
from the brain. The IOM Divine is attached to the left-hand fingers of the subject. The left hand
of the subject is required to remain still to avoid movement noise during data collection. The right
hand of the subject is allowed to control the mouse while the subject is playing the game. The
game is shown on a monitor, alongside the subject’s EEG signals to keep track of their responses.
A Zephyr Bioharnesstm 3 belt is worn around the chest, and respiration is measured and saved
in the device. Data from the Zephyr belt is then downloaded to provide an input to the model.
The collected data is pre-processed, integrated, standardized, and given to the LSTM-DNN for
prediction (Fig. 2).
Figure 2: An overview of the proposed LSTM-DNN-based experience modeling framework
4 Data Collection and Formation
Emotions are defined as psycho-physiological fluctuations prompted by several external and
internal stimuli, such as an object, situation, or contextual environment [32]. Specifically, in terms
of music videos, the physiological responses of humans (subjects) are affected by scenes, situations,
and context in video clips [33]. The subjects can express their emotions after watching videos. They
may also express attractions and distractions during video clips. Along with these, liking/disliking
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and dominance of video clips are also recognizable. Video games provide the same media as
that of video clips, except that the player controls an avatar in the game and performs several
actions to achieve a goal. This is somewhat similar to watching video clips with the addition of
performing physical activity while playing games. Along with some emotions elicited by watching
video game screens, players are more concerned about playing video games and trying to achieve
the target. The physiological response of players is, therefore, not only due to watching video
games, but also based players’ affective response to playing win/lose games and performing in
games to achieve targets. The physiological responses of an audience (while watching video clips)
and players (while playing video games) can be considered as a dataset of two different domains.
Since we have no intention at this time toward the context of video clips and video games, we can
say that video clips and video games have the same physiological stimuli, except that the player
also focuses on thinking and playing games. In this way, we can use the two datasets of different
domains and can determine the similarities and dependencies between them. For this purpose, we
used the DEAP dataset (explained in a later section) and collected the Candy Crush Saga dataset
to implement the concept of transfer learning using LSTM-DNN.
4.1 Candy Crush Saga Dataset Collection
Candy Crush Saga1 is the most popular social game played on mobile2 as well as on desktop
computers.3 It is a puzzle match-3 game [34–36] in which players match candies in combinations
of three or more to win points and overcome obstacles or rounds. Upon the successful combina-
tion of three candies, the combination vanishes from the board, and some unknown pattern of
candies falls from the top, filling the board with a new pattern. In the Candy Crush Saga game,
players progress through a colorful candy world after completing the target at each individual
level. There are more than 5,300 levels, each of which offers a different puzzle challenge.4 Each
level in Candy Crush Saga has a defined target. There are six colors of candies in Candy Crush
Saga5: blue, red, orange, yellow, green, and purple. In addition, there are some other special
candies that appear on the board if the player combines more than three candies at a time. Some
of the most popular names of special candies are “striped,” “wrapped,” “color bomb,” “jelly fish,”
and “coconut wheel.” These special candies are triggered by matching special combinations of
four, five, and six candies of the same color together. These candies are sometimes given as a
bonus incentive to players for high performance or quick combinations of candies within a specific
time.
There are three types of goals found in specific levels: 1) clear all jellies of a particular level
with unlimited time and a limited number of moves, 2) achieve a target score in a particular level
with limited time and an unlimited number of moves, and 3) clear jellies and achieve a target
score with an unlimited number of moves. Based on the above-mentioned challenges, levels are
categorized as Easy, Hard, and Super Hard. Easy Level: A level in which the player has enough
moves to achieve the goal even if the player makes a lot of mistakes. i.e., level 8. Hard Level:
A level in which the player has limited time to achieve the goal while also permitting the player
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in which the player has both limited time and limited moves and has very little flexibility to make
mistakes. i.e., level 343. Super Hard levels may need tricky moves, bonuses, and special candies
to achieve specific goals; otherwise, the level cannot be successfully completed. This classifies the
game players into novice, average and expert players. Though low average and high average players
are also found based on the no. of levels played by them.
Table 1: Definitions of valence, arousal, dominance, and liking in binary scale
Less than 5 5 Greater than 5









Relaxed, easy Stressed, difficult
Low dominance → High dominance
No control Neutral Full control
Does not understand Understand
Does not make sense Make sense
Does not involve Involved
Unlike Highly like
Does not like it Neutral Like it
The emotional definitions of the arousal, valence, and dominance scale are defined with a
binary scale. A value of less than five is marked as a low valency (0). Values greater than five
are marked as high valency (1). Tab. 1 shows the definitions of emotions for valence, arousal,
dominance, and liking. The novel experiment was performed in the Cognition and Intelligence
Laboratory in the Department of Computer Science and Engineering, Sejong University, Seoul,
South Korea. Fifteen participants aged between 21 and 34 (mean age 27.53) took part in the
experiment. Before recording data for the game players, each participant completed a demographic
form including name, age, skill level, number of game levels played, and a questionnaire about
their physical and mental health. Next, participants were instructed about the experiment, includ-
ing the task and restrictions which would apply while recording data. While game play requires
some physical movement (a hand to control mouse in this case), it was requested that partic-
ipants keep extraneous movement to a minimum. As a demonstration, the researcher mounted
devices and showed them to participants, advising them about the maximum movements they
were allowed to collect accurate data. The Candy Crush Saga game was played using a trusted
Microsoft app store on the Windows 10 Pro (64-bit) operating system with an Intel® Core™
i7-4790 CPU@3.60 Ghz (8 CPUs), 32 Gigabyte RAM, and an LG ultrawide (HDMI) monitor.
On one side was a display of the Candy Crush Saga game, while on the other side was a display
of the EEG signal recordings using the Emotiv Control Panel (Fig. 3).
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Figure 3: A screenshot of the Candy Crush Saga game and EEG signal recordings
4.1.1 Physiological Data Collection
The EEG physiological signals were recorded using the Emotiv EPOC+6 (model: Emotiv
Premium). The Emotiv EPOC is a pre-made head-mounted device with 14 fixed point electrodes
mounted on a wireless headset. These 14 electrodes were fitted to a headset device following the
international 10–20 system (Fig. 4 [left]).
Figure 4: Left: The IOM wild divine grapher connected to subject’s left hand, Middle: EEG
electrode positions over head, Right: Zypher bioharness divine worn around the chest
The format of the physiological data collected for Candy Crush Saga and its contents are
shown in Tab. 2. Several pre-processing steps were taken in order to make the data usable for
analysis. The raw data of 14 channels was first down sampled to 128 samples per second, common
average referenced, and filtered with a 2 Hz cut-off frequency. In order to maintain resemblance
of the Candy Crush Saga data with DEAP data, 63 s of data were finally extracted for each
channel. The sequence of EEG signals and peripheral physiological signals is shown in Tab. 3.
6 https://www.emotiv.com/.
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Table 2: Candy Crush dataset (CCD)
Name Array shape Contents
Data 40 × 16 × 8064 CCS game levels × Channels × Data
Labels 40 × 4 Game levels × Label (valence, arousal, dominance, liking)
Table 3: Candy Crush data channel description
Channel number Channel content Channel number Channel content
1 AF3 9 P7
2 AF4 10 P8
3 F3 11 FC5
4 F4 12 FC6
5 F7 13 01
6 F8 14 02
7 T7 15 GSR
8 T8 16 Respiration
4.1.2 Galvanic Skin Response (GSR) Data Collection Using IOMWild Divine
The GSR (skin conductance) of subjects was recorded using the Wild Divine Grapher device
and its software on a separate PC with the same specification as described above. The Wild Divine
Grapher is a biofeedback system consisting of three sensors worn over the three middle fingers of
a hand. The middle sensor measures heart rate, while the remaining ring and index finger sensors
measure the skin conductance of the subject. The software displays recorded signals, and data
can be stored easily. Figs. 4 (right) and 5 show the Wild Divine Grapher device connected to the
subject’s left hand and recorded signals in the IOM Grapher software, respectively.
4.1.3 Respiration Data Collection Using Zephyr Bioharness
The respiration data of the subjects were recorded using the Zephyr Bioharnesstm 3 belt. This
is an advanced physiological monitoring wearable device worn around the chest (Fig. 4 [left]).
It provides Bluetooth connectivity to monitor real-time heart rate, breathing rate, accelerometer,
posture, skin temperature, respiration, and electrocardiography (ECG). Data are recorded and can
be downloaded to the computer for further processing.
4.1.4 Participants’ Self-Assessment for the Candy Crush Saga Game
After playing each level of Candy Crush Saga, each player filled a proforma of their emo-
tional state in terms of arousal, valence, dominance, and liking, using a scale from zero to nine,
as described earlier. Each subject was asked to express their emotions as accurately as possible.
However, it was noticed that some subjects could not understand their emotions while playing the
game. Therefore, for a few subjects, the experiment was repeated, and the participants were asked
to keep their feelings in mind to represent them accurately at the end of each game play. Since
each scale had already been explained to subjects, most of the subjects did not have any issues
filling in the proforma and expressed their emotions as they understood them.
4098 CMC, 2021, vol.68, no.3
Figure 5: The IOM grapher software records and displays the heart rate and skin conductance
levels of the subject
4.2 DEAP Dataset
The DEAP dataset is a publicly available multi-model database [32]. It consists of a 40-
channel dataset: a 32-channel EEG physiological signal and eight peripheral physiological signals.
The data of 32 subjects were recorded while each subject was watching a one-minute duration
music video clip. Each subject responded to 40 watched videos by expressing their emotions in the
form of valence and arousal. The standard Russell’s scale of valence and arousal was chosen to
represent the emotional affective states of subjects by watching videos. The scale ranges in discrete
values from 1 to 9. For arousal, 1 represents a bored state, whereas 9 represents an excited state.
Similarly, for valence, 1 represents an emotional state in the form of sadness, while 9 represents
happiness. The in-between scales are a combination of arousal and valence charts. Along with
valence and arousal, each subject was asked to also scale dominance and liking of the videos.
Dominance represents the scale of weak feelings (1) to empowered feelings (9), whereas the liking
scale measures participants’ interest. The purpose of the DEAP dataset is to analyze the emotional
influence of music videos on subjects’ states. However, several other emotional predictions, subject
classifications, and emotional categories have been studied on this dataset [37–40].
In order to use the DEAP dataset for the experimental evaluation of the model as well as
the proposed method, a further pre-process dataset was needed. First, it was necessary to define a
classification methodology for the stimuli stated by subjects [41]. We preferred binary classification,
as has been suggested in [32]. This was done by thresholding stimuli assessments into half of the
defined scale. The value ranges from 1 to the middle of the scale of arousal, valence (i.e., 4.5)
were marked as zero, and the remaining high range values were marked as one using a binary
classification. Similarly, dominance and liking were also classified as binary. Thus, binary labels
were generated for each subject and each video watched by subjects as stated in Tab. 1.
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5 Evaluation and Analysis
After collecting game players’ data and pre-processing to minimize differences between the
DEAP data and the collected data (in terms of sampling rate, dimensions, labels, and format),
data were given to LSTM-DNN as an input. Considering variance and performance statistics,
data were split into 75%:25% ratios for training and testing. Several experiments were then
conducted in order to test the performance of the LSTM-DNN model as well as to validate
the homogeneous transfer learning approach to obtain significant results. Since we had different
proportions of datasets, we divided the experiments into different categories. A total of seven
experiments were conducted using the proposed methodology in order to validate the results
of the proposed method. Several other standard machine learning algorithms were also used to
compare the results of the proposed method. Finally, state-of-the-art results were compared with
the proposed framework results. For classification performance measurement, the most important
and most popular method is accuracy calculation, which identifies samples as classified correctly.
For binary classification tasks, accuracy is used. Another measure of system performance is the
F-measure to summarize the results of each method, considering the fact that there may be
imbalanced instances in the binary classification. The F-measure considers precision and recall
of the test to compute a score. Precision is the number of correct positive results divided by
all positive results predicted by the classifier, and recall is the number of correct positive results
divided by all positive samples.
For the experiments, the DEAP dataset was used to train the LSTM-DNN, and the same
DEAP dataset was used to test the experience prediction of the LSTM-DNN along with the
Candy Crush Saga data collected. In this way, we divided the experiments into seven different
types. For the first experiment, all 40 channels of the DEAP dataset were used. Since the collected
Candy Crush Saga dataset does not have 40 channels of data, only 25% of the DEAP dataset
with 40 channels was used as a testing dataset. For the other experiments, 16 channels were used
from the DEAP dataset as well as the Candy Crush Saga dataset. Tab. 4 shows different types of
experiments conducted using the LSTM-DNN.
Table 4: Types of experiments conducted using the LSTM-DNN (DD: DEAP dataset, CCD:
Candy Crush dataset)
No. Training Testing Name







LSTM analysis on partial DEAP dataset







LSTM based transfer learning with partial DEAP dataset
LSTM based transfer learning with Candy Crush dataset
6
7
DD (16) + CCD (16)
CCD (16) +DD (16)
CCD (16)
DD (16)
LSTM based fine-tuned transfer learning with partial
DEAP dataset and Candy Crush dataset
LSTM based fine-tuned transfer learning with Candy
Crush dataset and partial DEAP dataset
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5.1 LSTM Analysis on Complete DEAP Dataset
In this experiment, the DEAP dataset was used to train the LSTM-DNN, and the same data
were used to test the experience prediction of the LSTM-DNN. For this purpose, all 40 channels
were used. The LSTM-DNN was trained using 75% of the DEAP dataset, and the remaining
25% was used for testing. Fig. 6 shows the performance of the LSTM-DNN overall rating scales
(i.e., arousal, valence, dominance, and liking). The best accuracy performance was 71.25% for
60 epochs. As stated, in this experiment, all 40 channels of the DEAP dataset were used, and
it can be seen that there were more possibilities of similarities in the channels’ data, confusing
the LSTM-DNN and reducing its performance for correct instances. To further clarify, it can be
said that there are different combinations of each channel over longer-term memory gates that
predict zero class in one instance, and the same combinations predict 1 in another instance. The
performance of the LSTM-DNN is reduced by overfeeding redundant data. To conclude, it can
be said that the LSTM-DNN outperformed in this experiment, and the expected accuracy was
more than 80%. However, with so many channels, the possibility of noise and other artifacts is
higher than that of a few channels; therefore, the accuracy could not reach the expected level.
The F-measure for this experiment was 0.69 (precision 0.68 and recall 0.71).
Figure 6: LSTM-DNN performance training: DD [40], testing: DD [40]
5.2 LSTM-DNN Analysis on Partial DEAP Dataset
In the second experiment, the DEAP dataset was used but with a smaller number of channels.
By keeping the same experimental conditions as that of experiment one and reducing the DEAP
dataset from 40 channels to 16 channels (considering the same channels that are used to collect
data from the Emotiv device), the accuracy of the LSTM-DNN was found to be 64.86%. The
performance of the LSTM-DNN was reduced by less than 7% from the first experiment, whereas
only around one third of channels from the dataset were used in this experiment. In spite of this,
the resultant performance still approached the first experiment’s results. It can be seen that by
reducing the number of channels, redundant data may have been reduced. However, along with it,
some informative data is also lost that reduces performance from 71% to 65%. The performance
of 60 epochs for this experiment is shown in Fig. 7. The F-measure was 0.64 (precision 0.65 and
recall 0.64).
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Figure 7: LSTM-DNN performance training: DD [16], testing: DD [16]
5.3 LSTM-DNN Analysis on the Candy Crush Dataset
The LSTM-DNN is validated on the DEAP dataset, which is a publicly available dataset,
and several researchers have used that dataset by adopting different machine learning algorithms.
However, this experiment was conducted purely on the Candy Crush dataset collected by the
author. The Candy Crush data was divided into 75:25 ratios and was used to train the LSTM-
DNN. The testing performance was 60%. However, it can be seen that model performance was
very smooth compared to other experiments and that the model achieved the highest accuracy
with the first 20 epochs. The F-measure for this experiment was 0.59 (precision 0.58 and recall
0.60). Fig. 8 below shows the performance of LSTM-DNN over the Candy Crush dataset.
Figure 8: LSTM-DNN performance training: CCD [16], testing: CCD [16]
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5.4 LSTM-DNN-Based Transfer Learning with Partial DEAP Dataset
The fourth and most important experiment that was conducted in this study was totally
dependent on homogeneous transfer learning. In this experiment, the DEAP dataset with 16
channels (while subjects were watching music video clips) was used to train the LSTM-DNN,
whereas testing of the LSTM-DNN was done on the Candy Crush dataset (collected while
subjects were playing the game). The purpose of this experiment was to understand the concept
of homogeneous transfer learning, which is defined as the learning of a network using one dataset
and testing the network on another but similarly structured dataset. The number of channels
in both datasets is the same, the frequency of data, and the time length of both datasets is
made equal. The performance of the LSTM-DNN was very impressive, with accuracy approaching
62.5%, nearly equal to the second experiment with an accuracy of 64.86%. These are expected
results in the homogeneous transfer learning scenario, as the dataset collected while the subjects
were playing Candy Crush was different from the DEAP dataset where subjects were just watching
music video clips. It can be seen in Fig. 9 that the accuracy graph is prone to noise, especially
from the 45th to 50th epochs. The accuracy is reduced, but the network gains accuracy in the last
epochs. The final performance was 62.5%. These are the best results that have been found with a
homogeneous transfer learning approach. The results may be improved with some amendments to
the methodology of the homogeneous transfer learning approach, but that will add computational
cost and require more time than this study. The F-measure for this experiment was 0.61 (precision
0.61 and recall 0.62).
Figure 9: LSTM-DNN performance using transfer learning training: DD [16], testing: CCD [16]
5.5 LSTM-DNN-Based Transfer Learning with Candy Crush Dataset and Partial DEAP Dataset
In this experiment, the LSTM-DNN was trained using Candy Crush data, whereas perfor-
mance was tested on the DEAP dataset. Since the training data was considerably less than the
test data, the LSTM-DNN underfits and does not perform over 50% (Fig. 10). This is true when
the data given to the LSTM-DNN do not have many instances that have to learn and predict
during testing. The F-measure for this experiment was 0.42 (precision 0.43 and recall 0.41).
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Figure 10: LSTM-DNN performance using transfer learning training: CCD [16], testing: DD [16]
5.6 LSTM-DNN-Based Fine-Tuned Transfer Learning with Partial DEAP Dataset and Candy
Crush Dataset
In this experiment, we implemented fine-tuned transfer learning over the previous experiment.
Fine-tuning transfer learning refers to training the model substantially on one dataset from one
domain and then fine-tuning it with additional training on a second, different domain dataset,
rather than testing the fine-tuned model with the dataset of the second domain. This fine-
tuned model should achieve more accurate predictions as the weights in the training model are
readjusted with the new domain’s data. These same results were achieved in this experiment. We
trained the model with a partial DEAP dataset with 16 channels for 50 epochs, and then the
model was provided with 25% of the Candy Crush dataset to retrain for 10 more epochs. After
the training was finished, the trained model was tested with 75% of the Candy Crush dataset.
The results of this model can be seen in Fig. 11. It is interesting to note that fine-tuned transfer
learning provides better results than simple transfer learning, where we trained the model with
one dataset and tested it with a different dataset. However, it has been seen from the experiment
that the result is not improved too much (the improvement is just 1% in accuracy). The reason
is that when the model was trained with DEAP data for 50 epochs, the weights of the LSTM-
DNN were adjusted according to the DEAP data. During the last 10 epochs, with the Candy
Crush dataset, the LSTM-DNN tried to readjust its weights according to new data; however, first,
based on the Candy Crush dataset, weights changed. Second, due to the short number of training
epochs, weights did not adjust accordingly to their best. Even though the final prediction accuracy
was increased, the expected performance was not obtained. One solution to increase performance
would be to train for more epochs and with more data. However, the limited dataset for the new
domain restricts us to a small training dataset. Once weights are readjusted, more epochs may
not improve the performance further because of overfitting.
5.7 LSTM-DNN-Based Fine-Tuned Transfer Learning with Candy Crush Dataset and Partial
DEAP Dataset
In this experiment, the fine-tuned transfer learning concept was implemented again. The
LSTM-DNN was trained with the Candy Crush dataset of 16 channels for 50 epochs and
4104 CMC, 2021, vol.68, no.3
retrained with 25% of the partial DEAP dataset for 10 more epochs. After training was finished,
the newly trained model was tested with 75% of the DEAP dataset. The results of this experiment
can be seen in Fig. 12. The results of fine-tuned transfer learning for this experiment are highly
improved compared to previous experiments. This is because the Candy Crush dataset is very
small to input into the model for 50 epochs training. The LSTM-DNN overfits itself by learning
almost all the instances in it. However, retraining with the DEAP dataset readjusts its weights to
new instances. Since the DEAP data is 40 times that of the Candy Crush dataset, 25% of the
DEAP dataset is too big data compared to the Candy Crush dataset, and fine-tuning transfer
learning is the same as retraining the LSTM-DNN. Consequently, results are improved instantly.
This type of training and transfer learning is not in common practice, as if there is enough data
for training the LSTM-DNN in one domain, a pre-trained model may not be needed since the
model may train itself quickly even with random initialization.
Figure 11: LSTM-DNN performance using fine-tune transfer learning training: DD [16] +
CCD [16], testing: CCD [16]
Figure 12: LSTM-DNN performance using fine-tune transfer learning training: CCD [16] +
DD [16], testing: DD [16]
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Tab. 5 summarizes all experiments conducted using the proposed LSTM-DNN. The F-
measure, precision, and recall measurements are shown in the table.
Table 5: The performance of the LSTM-DNN using different experimental settings
No. Training Testing Recall Precision F-Measure
1 DD (40) DD (40) 0.712 0.68 0.69
2 DD (16) DD (16) 0.648 0.65 0.64
3 CCD (16) CCD (16) 0.60 0.58 0.59
4 DD (16) CCD (16) 0.625 0.61 0.61
5 CCD (16) DD (16) 0.421 0.43 0.42
6 DD (16) + CCD (16) CCD (16) 0.66 0.64 0.65
7 CCD (16) + DD (16) DD (16) 0.57 0.55 0.56
5.8 Comparison of Proposed Method and State-of-the-Art Techniques
The proposed model is compared with state-of-the-art support vector machine (SVM) and
decision tree algorithms. All seven experiments were repeated with SVM and decision tree. The
recall, precision, and F-measure were computed for these techniques and compared with the
proposed LSTM. The results show that the proposed model outperforms in every experiment.
Tab. 6 shows the accuracy and F-measure for the proposed model, SVM, and decision tree
algorithms.
Table 6: Comparison of performance of the LSTM-DNN with SVM and decision tree under
different experimental settings
No. Experiments SVM Decision tree LSTM-DNN
Training-testing F-measure F-measure F-measure
1 DD (40)–DD (40) 0.42 0.37 0.69
2 DD (16)–DD (16) 0.39 0.38 0.64
3 CCD (16)–CD (16) 0.34 0.36 0.59
4 DD (16)–CD (16) 0.32 0.32 0.61
5 CCD (16)–DD (16) 0.29 0.31 0.42
6 Conclusions and Future Work
In this paper, experience modeling was employed using LSTM-DNN, which outperformed the
analysis of time series physiological sensor data and predicted the emotional states of gamers
during the game. A publicly available DEAP dataset was used for training the model, and testing
data were collected for players while playing the game using the concept of transfer learning.
Several experiments were conducted in order to validate the performance of the proposed LSTM-
DNN over other machine learning techniques. The results were concluded in terms of performance
accuracy using different sized datasets. The computational cost of processing huge amounts of
4106 CMC, 2021, vol.68, no.3
data is reduced by selecting suitable sensor data that provide promising results. Although the
resultant accuracy is slightly reduced, laborious feature engineering tasks are reduced, which
burdens system speed and reduces performance over time. The proposed model not only solves
the problem of predicting emotions but also provides a sustainable cue to increase performance.
One such example is to merge the data of different domains for training. This can be done in
a way that trains the model with data available for one domain. The trained model is tested for
new data from another domain and trained again on the new domain data to further improve the
performance of the model. In the future, this transfer learning approach can be used to improve
the performance of predicting the experience of game players while playing games.
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