Abstract. Given constant data of density ρ 0 , velocity −u 0 er, pressure p 0 and electric force −E 0 er for supersonic flow at the entrance, and constant pressure pex for subsonic flow at the exit, we prove that Euler-Poisson system admits a unique transonic shock solution in a two dimensional convergent nozzle, provided that u 0 > 0, E 0 > 0, and that E 0 is sufficiently large depending on (ρ 0 , u 0 , p 0 ) and the length of the nozzle.
describes the motion of electrons governed by self-generated electric field in macroscopic scale. In (1.1), u, ρ, p, and E represent the macroscopic particle velocity, density, pressure, and the total energy density, respectively. And, Φ represents the electric potential generated by the Coulomb force of particles. The functionb > 0 is fixed, and represents the density of positively charged background ions. In this work, we consider ideal polytropic gas for which the pressure p and the energy density E are given by p(ρ, S) = e S ρ γ and E(u, ρ, S) = 1 2
respectively. Here, the constant γ > 1 is called the adiabatic exponent, and S > 0 represents the entropy.
The goal of this work is to construct a family of radial transonic shock solutions to (1.1) in a two dimensional convergent nozzle, and to study various analytical features especially including the monotonicity property of the pressure at the exit with respect to shock location, provided that the magnitude of electric field at the entrance is fixed sufficiently large. Definition 1.1 (A shock solution of E-P system). Let Ω ⊂ R
2 be an open and connected set, and suppose that a C 1 curve Γ s divides Ω into two open and connected sub-domains Ω + and Ω − so that Ω + ∪Γ s ∪Ω − = Ω. Let ν s be the unit normal vector field on Γ s oriented into Ω + , and let τ s be a tangent vector field on Γ s . We call One can easily extend Definition 1.1 to the case of Ω ⊂ R n with n ≥ 3 through replacing a C 1 curve Γ s and a tangent vector field τ s on Γ s by a C 1 (hyper)surface Γ s and tangent vector fields {τ The goal of this work is to show that, given constant data of (ρ 0 , −u 0 e r , p 0 ) and electric force ∇Φ = −E 0 e r for supersonic flow at the entrance Γ ent , and constant pressure p ex for subsonic flow at the exit Γ ex , the system (1.1) admits a unique radial transonic shock solution in a two dimensional annulus of finite radius, provided that ρ 0 , u 0 , p 0 , E 0 and p ex are positive, and that E 0 is sufficiently large depending on (ρ 0 , u 0 , p 0 ) and the length of the nozzle. See Figure 1 .
In [8] , by nonlinear ODE analysis of Euler system in two different domains (a flat nozzle, and a divergent nozzle) in R 2 , it is shown that the geometry of a domain PSfrag replacements plays a key role to decide analytic behavior of transonic shock solutions. In a divergent nozzle, for fixed entrance data of supersonic flow and for fixed constant pressure at the exit, it is proved that steady Euler system
admits a unique radial transonic shock solution, provided that the exit pressure is in a certain range for subsonic flow. In a flat nozzle, on the other hand, a transonic shock problem of Euler system with constant boundary data has either no solution or infinitely many solutions. See Figure 2 . Overall, the geometry of a domain determines whether a transonic shock problem of Euler system with fixed exit pressure is well-posed or not. Interestingly, [6] and [7] reveal that if the background charge density b is less than the sonic density, then one dimensional transonic shock solutions of steady isentropic Euler-Poisson system defined in a flat nozzle have a similar feature to
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PSfrag replacements Figure 3 . Transonic shock of E-P system in a flat nozzle (conditionally well-posed) radial transonic shock solutions of Euler system in a divergent nozzle. More specifically, for fixed constant entrance data for supersonic flow and constant pressure for subsonic flow at the exit in a flat nozzle, steady isentropic Euler-Poisson system admits a unique one dimensional transonic shock solution, provided that the electric field at the entrance acts in the same direction as the entrance flow velocity. Also, one can directly check that the same is true for the system (1.1). See Figure  3 . This conditional well-posedness of a transonic shock problem of Euler-Poisson system with a fixed exit subsonic pressure shows that the self-generated electric field ∇Φ with ∇Φ · u > 0 in the system (1.1) has the same effect of the geometry of a divergent nozzle in Figure 2 . This naturally raises a question on the wellposedness of a transonic shock problem of compressible Euler-Poisson system in a convergent nozzle with a fixed exit subsonic pressure under a strong effect of electric field. And, it is our goal to establish the well-posedness of radial transonic shock problem of (1.1) in a convergent domain under a strong effect of self-generated electric field. If this well-posedness of a transonic shock problem in a convergent nozzle is achieved, then one can expect to establish the dynamical stability of a transonic shock of the system (1.1) in a convergent nozzle. In [5] , it has been shown that a one-dimensional transonic shock of Euler system in a convergent nozzle is dynamically unstable. Therefore, the results in this paper show that self-generated force in compressible flow can overcome the geometry of domain to stabilize a certain physical feature of the flow.
2. Radial transonic shock solutions of (1.1) in a convergent domain. Let (r, θ) be polar coordinates in R 2 . For fixed constants r 0 > r 1 > 0, define an annular domain
In (1.1), assume thatb is in C 1 (A) andb =b(r) with
For positive constants (ρ 0 , u 0 , p 0 , E 0 ), we prescribe boundary conditions as follows:
for e r = x |x| . Since (1.1) and (2.2) are invariant under a coordinate rotation, we set as (ρ, u, p, ∇Φ)(x) = (ρ(r),ũ(r)e r ,p(r),Ẽ(r)e r ),
so that (1.1) and (2.2) are rewritten as
for r 1 < r < r 0 ,
As we seek solutions flowing in the direction of −e r in A, it is convenient to introduce new variables (t,t) = (r 0 − r, r), (2.4) and to set (ρ, u, p, E, b)(t) := (ρ, −ũ,p, −Ẽ,b)(r).
Then (2.3) is equivalent to the following initial value problem for (ρ, u, p, E)(t):
where we denote d dt by ′ . The R-H conditions (1.3)-(1.4) for radial solutions of (1.1) in terms of (ρ, u, p, E) become
where Γ s is given as
From the second and third equation of (2.5), one can directly derive that S from (1.2) satisfies
This and the first equation in (2.5) yield
From (2.9) and the definition
.
(2.10) By (2.9), the third equation in (2.5) can be simplified as
By (2.9) and (2.10), equation (2.11) can be written as a nonlinear equation for (M, E) as follows:
We solve (2.10) for ρ to get
then substitute this expression into the last equation in (2.5) to get
(2.14)
Note that the constants µ 0 and µ 1 vary depending on (ρ 0 , u 0 , p 0 ), but they are independent of E 0 . By (2.9), (2.12) and (2.14), if M = 1 and ρu > 0 for 0
which consists of two algebraic equations and a first order nonlinear ODE system for (M, E). In (2.12) and (2.14), we represent (h 1 , h 2 ) as functions varying with respect to κ 0 . This is because, we will consider the system (2.15) for different values of κ 0 , while m 0 is fixed same always due to the R-H conditions (2.7).
For later use, we also note that (2.15) is equivalent to
Fix γ > 1, and suppose that the initial condition (ρ,
(γp0/ρ0) > 1. And, suppose that (2.5) has a C 1 solution
The unique existence of such a
For a fixed constant t s (=: r 0 − r s , r s ∈ (r 1 , r 0 )) ∈ (0, T ), we construct a radial shock solution (ρ, u, p, E)(t; t s ) of (1.1) with incoming state (ρ − , u − , p − , E − ), and with a shock Γ s = {t = t s } in the sense of Definition 1.1. For each t s ∈ (0, T ), the shock solution (ρ, u, p, E)(t; t s ) is represented as
for (ρ + , u + , p + , E + )(t; t s ) defined as follows:
and solve
, or equivalently
) has a unique C 1 solution with M = 1 for t s ≤ t ≤ T , we denote the solution by (ρ + , u + , p + , E + )(t; t s ) . By the assumption (2.18), we get from (2.20) that (ρ s , u s , p s ) are strictly positive, and that
(γp−/ρ−) )(t s ). This indicates that, for each t s ∈ (0, T ), the shock solution (ρ, u, p, E)(t; t s ) is admissible in the sense of Definition 1.2, and that Γ s = {t = t s } is a transonic shock in the sense of Definition 1.3.
Our main interest is in the radial shock solutions of (1.1) which behave similar to the ones of Euler system in a divergent nozzle (Figure 2 ). Therefore, we define a particular class of shock solutions as follows: Definition 2.1 (Radial transonic shock solution of (1.1) with positive direction of electric field). For a fixed t s ∈ (0, T ), we define a shock solution (ρ, u, p, E)(t; t s ) to be a radial transonic shock solution of (1.1) with positive direction of electric field if it satisfies the following conditions:
(i) (ρ, u, p, E)(t; t s ) are strictly positive for 0 ≤ t ≤ T ; (ii) the Mach number M + (t; t s ) = u+(t;ts) √ (γp+(t;ts)/ρ+(t;ts)) downstream satisfies
Our main theorem is stated below.
Theorem 2.2. Fix two constants γ > 1 and r 0 > 0. And, fix a
(a) There exists E > 0 depending on (γ, r 0 , b 0 , ρ 0 , u 0 , p 0 ) such that whenever E 0 ≥ E, a family of transonic shock solution (ρ, u, p, E)(t; t s ) in the form of (2.19) is uniquely given on the interval I T = [0, T ] with satisfying
25)
and dp Figure 1) is conditionally well-posed in the sense that if the magnitude of the electric field is sufficiently strong, then there exists a unique radial transonic shock solution of (1.1).
The following proposition is the key ingredient to prove Theorem 2.2: Proposition 2.4. Suppose that a shock solution (ρ, u, p, E)(t; t s ) in (2.19) is a radial transonic shock solution with positive direction of electric field for all t s ∈ [0, T ], in the sense of Definition 2.1. In addition, assume that
Then, we have dp + dt s (T ; t s ) < 0 for all t s ∈ (0, T ).
Before proving Proposition 2.4, a few preliminary lemmas need to come first. 
. By using the
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Note that f (1) = 1, and 18) , we obtain from (2.30) that κ s (t s ) > κ 0 for all t s ∈ (0, T ).
To prove (2.29), we differentiate (2.30) with respect to t s to get
Then, (2.29) is directly obtained from (2.27) and (2.31).
Under the assumption of (2.18), (ρ s , u s , p s , E s ) are C 1 with respect to t s ∈ (0, T ). And, (
2 ) defined by (2.12), (2.14), (2.17). Therefore, (ρ + , u + , p + , E + )(t; t s ) are C 1 with respect to t s ∈ (0, t] for each t ∈ (0, T ). where ρ s is given in (2.20). Take the partial derivative of ρ + (t; t s ) with respect to t s to get
(2.34)
A direct computation using (2.17) shows that
=: (a 1 , a 2 )(t; t s ),
By the conditions (2.24) and (2.28), one can choose a positive constant λ 0 > 1 depending on (γ, ρ 0 , u 0 , p 0 , E 0 , T ) to satisfy 
(2.38)
Since X(t; t s ) is C 1 for t ∈ [t s , T ], there exists a small constant ε > 0 such that X(t; t s ) < 0 for all t ∈ [t s , t s + ε]. Let t * ∈ (t s ,t] be the smallest value of t such that X(t; t s ) < 0 for t < t * , and X(t; t s ) ≥ 0 for t > t * . Then,
Step 3) For further estimate of X(t; t s ), we get back to the equation (tE) ′ = g 2 (t, ρ, E) in (2.22). We integrate this equation with respect to t over the interval, then take the partial derivative of the resultant equation with respect to t s to get, 
By the simple method of integrating factor, we obtain that
for µ(η) := exp(− η ts a 1 (η; t s ) dη). But this contradicts to (2.39). Therefore, we finally conclude that X(t; t s ) = ∂ρ+ ∂ts (t; t s ) < 0. This finishes the proof. We are now ready to prove the monotonicity of the exit pressure p + (T ; t s ) with respect to t s .
Proof of Proposition 2.4. For t s ∈ [0, T ], define
Substituting the expressions u + (t; t s ) = m0 tρ+(t;ts) and ρ + (t; t s ) = p+(t;ts) κs(ts) 1 γ into the definition stated above, we get
(2.43) We differentiate (2.43) with respect to t s to get
From (2.7) and (2.11), it follows that 3. Supersonic flow. Before proving Theoren 2.2, we first prove the existence of radial supersonic solutions of (1.1) satisfying (2.27). 
then there exists a constant E > 0 depending on (γ, m 0 , κ 0 , M 0 , r 0 , r 1 , b 0 ) so that whenever E 0 > E, the initial value problem (2.15) with (M, E)(0) = (M 0 , E 0 ) has a unique C 1 solution (M, E)(t) for t ∈ [0, r 0 − r 1 ] satisfying (2.27).
Proof. (Step 1) We rewrite (2.12) as
γ+1 B, where B is defined by (2.6). Since (h 1 , h 2 ) from (2.12) and (2.14) are C 1 with respect to (t, M 2 , E) for M = 1, the initial value problem (2.15) with (M, E)(0) = (M 0
Step 2) By the definition of K and (2.11), K satisfies
Combine this equation with (2.14) to get
From (2.14) and M 2 > 1, it follows that
By integrating this inequality over the interval [0, t] for t ∈ (0, ε 0 ), we obtain that
for a constant α 1 > 0 depending only on (r 0 , κ 0 , m 0 , b 0 , γ). Note that α 1 is independent of ε 0 and E 0 . Combine (3.6) with (3.4) to get
(Step 3) Fix a constant r 1 > 0 to satisfy (3.1), and set
Note that E depends only on (γ,
Step 4) Given positive constant data (m 0 , κ 0 , M 0 , E 0 ) with M 0 > 1 and E 0 > E, we have shown in (step 1)-(step 3) that the initial value problem (2.15) with (M, E)(0) = (M 0 , E 0 ) has a unique smooth solution on the interval [0, ε 0 ) for some small constant ε 0 > 0, furthermore the solution satisfies (M 2 ) ′ > 0 on (0, ε 0 ). It remains to extend the solution up to t = r 0 − r 1 (=: T ).
By (3.5) and (3.6), E can be extended up to t = ε 0 as
there exists a constant α 3 > 0 depending on (γ, m 0 , κ 0 , M 0 , E 0 , b 0 , r 0 , r 1 ), but independent of ε 0 such that sup
Then (2.12) yields that
By integrating the inequality above over the interval [0, t) for t ∈ (0, ε 0 ), we obtain that
By (3.7) and the monotone convergence theorem, the limit lim 
, then (2.23) implies that g 1 and g 2 are C 1 with respect to (t, ρ, E) near (t s , ρ s , E s ). Therefore, (4.1) has a unique C 1 solution (ρ + , u + , p + , E + )(t; t s ) with ρ + > 0 for t ∈ (t s − ε 0 , t s + ε 0 ) for some small constant ε 0 > 0. Furthermore, the solution is subsonic in the sense that γκ s ρ
Moreover, the solution (ρ + , u + , p + , E + )(t; t s ) satisfies
This can be checked as follows: By (2.20), (2.22), (2.23), (3.2) and Proposition 3.1, we have
Then, (4.2) follows from (2.13) combined with the inequality right above. By (4.2), there exists a small constant
Step 2) For each t s ∈ [0, r 0 −r 1 ], let l(t s ) > 0 be given to satisfy the following properties:
(i) The initial value problem (4.1) is uniquely solvable for t s ≤ t < l(t s );
for t s ≤ t < l(t s ); (iii) (ii) does not hold for t ≥ l(t s ).
Note that we may have l(t s ) = ∞. Choose T as
Such a constant T is strictly positive. Then, we obtain from Proposition 2.4 that dp+ dts (T ; t s ) < 0 for all t s ∈ (0, r 0 − r 1 ). This proves Theorem 2.2 (a).
Remark 4.1. If 1 < γ < 2, a lengthy computation shows the initial value problem (4.1) is uniquely solvable only on a finite interval especially when E s > 0 is sufficiently large, which can happen if E 0 > 0 is sufficiently large. Furthermore, life-span of C 1 solution (ρ + , u + , p + , E + )(t; t s ) to (4.1) for t ≥ t s converges to 0 as E s → ∞. For γ ≥ 2, however, one can construct a family of radial transonic shock solutions satisfying (2.26) in an annular domain A given by (2.1) whenever (3.1) holds. to define an annulus A by (2.1). Given positive constant (m 0 , κ 0 , M 0 ) with M 0 > 1, let E be from Proposition 3.1. For E 0 > E to be further specified later, let (ρ − , u − , p − , E − )(t) be the solution to the initial value problem (2.15) with (M − , E − )(0) = (M 0 , E 0 ). By Proposition 3.1, the solution (ρ − , u − , p − , E − )(t) satisfies
Differently from the proof of Theorem 2.2(a), a lower bound of E 0 needs to be adjusted further to acquire a family of radial transonic shock solutions satisfying (2.26) for t s ∈ (0, T * ) for T * = r 0 − r 1 .
(
Step 2) Fix t s ∈ (0, T * ), and let (ρ + , u + , p + , E + )(t; t s ) be a C 1 solution to (4.1). As discussed in the proof of Theorem 2.2(a), (ρ + , u + , p + , E + )(t; t s ) is well defined on (t s − ε 0 , t s + ε 0 ) with satisfying (4.3) for some small ε 0 > 0. In this step, we find a sufficient condition for (ρ + , u + , p + , E + )(t; t s ) to satisfy ρ + (t; t s ) > 0, ρ ′ + (t; t s ) > 0, and 0 < M + (t; t s ) < 1 for t s ≤ t ≤ T * (4.4) for any t s ∈ (0, T * ).
Rewrite for F s (t s ) from (4.5). By (4.7) and (4.15), if G s (t s ) > 0 for all t s ∈ (0, T * ), then (ρ + , u + , p + , E + )(t; t s ) satisfies (4.3) for t s ≤ t < T * , for each t s ∈ (0, T * ) so that Theorem 2.2(b) is proved.
It remains to find E ♭ ∈ [E, ∞) depending on (γ, r 0 , r 1 , ρ 0 , u 0 , p 0 , b 0 ) so that G s (t s ) > 0 for all t s ∈ (0, t * ), whenever E 0 ≥ E ♭ . To find such a constant E ♭ , the following lemma is needed. This implies that f (e 1 2 ) = g(γ) 2 < 1 for γ ≥ 2.
(Step 5) Suppose that t s ∈ [ζ, T * ) for some ζ ∈ (0, T * ).
Claim. There exists a constant E * (ζ) depending on (γ, r 0 , r 1 , ρ 0 , u 0 , p 0 , b 0 , ζ) such that whenever E 0 ≥ E * (ζ) , we have G s (t s ) > β 1 for t s ∈ [ζ, T * ) (4.17)
for the constant β 1 > 0 from (4.6). By Lemma 4.4, there exist constants σ γ > 0 and M γ > 1 depending only on γ such that 
