Let G be a finite group. The main aim of this paper is to further develop the youngly introduced glider representation theory and to kick start its connections with classical representation theory (over C). Firstly, we obtain that the symmetric monoidal structure of the category Glid 1 (G) of glider representations of length 1 of G determines G uniquely. More precisely we show that Glid 1 (G) is somehow a concrete model of (Rep C (G), F ), the Grepresentations together with a fiber functor F . Thenceforth we introduce and investigate the (reduced) glider representation ring R( G) and its finitery versions R d ( G). Hereby we obtain a short exact sequence relating the semisimple part of Q⊗ Z R 1 ( G) in a precise way to the representations of G (and subnormal subgroups in G). For instance if G is nilpotent of class 2, the aforementioned sequence yields that Q ⊗ Z R( G) contains as a direct summand Q(H ab ), the rational group algebra of the abelianization of H, for every subgroup H of G.
Let G be a finite group. Somehow the purpose of representation theory is to reconstruct G, or group-theoretical pieces of it, from its representations and certain invariants attached to it. This will also be the guiding principle of this article, although here it will be from the point of view of glider representations. This recently introduced theory has been developed by Caenepeel-Van Oystaeyen in a series of papers [2, 3, 4] and a full exposition of this young theory can already be found in their book [5] .
Given any field K and a subgroup H in G. The first purpose of glider representation theory is to develop a 'relative representation theory' for a pair (H, G). Secondly, every KG-module M has a filtration with irreducible factors (i.e. a composition series), say M ⊇ M 1 ⊇ . . . ⊇ M d . In this case the theory also aims to provide the necessary language and tools to work with such a chain as an object (i.e. to work with the full chain at once).
More concretely, given a chain of (potentially equal) subgroups G 0 ≤ . . . ≤ G d = G then a glider representation of this chain consists of a KG-module M together with a descending chain of KG 0 -submodules M i such that KG j−i M j ⊆ M i for all 0 ≤ i ≤ j. We denote by Glid(KG 0 ⊆ . . . ⊆ KG d ) the category obtained. In Section 2.1 we recall the necessary background.
Suppose now that char(K) = 0. Such as Rep(G i ) the category of gliders Glid(KG 0 ⊆ . . . ⊆ KG d ) is still a symmetric monoidal additive category (see Proposition 2.5), however it is no longer a fusion category because it is both not abelian and it has an infinite number of irreducible gliders. Despite this essential difference, the category fits in the natural aims above.
The category Glid 1 (K ⊂ KG) In this article we will focus on the 'most basic' case where the chain is simply 1 < G. This case is already surprisingly rich and as a first main result we obtain that Glid 1 (K ⊂ KG), viewed with his full structure, determines G uniquely.
Theorem A (Theorem 2.14) . Let G be a finite group. Then the functor F : Mod(KG) → Vect K : M → Hom glid ((K ⊃ 0), (M ⊃ K)) is faithful K-linear symmetric monoidal and is monoidal natural isomorphic to the forgetful functor F . Consequently, Glid 1 (K ⊂ KG) as symmetric monoidal additive category determines G uniquely.
The proof in fact indicates that Glid 1 (K ⊂ KG) is a model to work concretely with (Rep K (G), F), the representations together with the forgetful functor.
Subsequently, we parametrize the isomorphism classes of 'irreducible gliders' of length 1 (i.e. the objects in Glid 1 (K ⊂ KG) without 'trivial' subglider representations). For this, let Gr(U) = ⊔ d j=1 Gr(j, U) where U ∈ Irr(G) and dim U = d. Further denote by S G the set of subsets B ⊆ ⊔ U∈IrrG dim(U)>1 Gr(U), such that for all U the intersection B ∩ Gr(j, U) is non-empty for at most one 1 ≤ j ≤ dim(U ) and for this j it is in fact a singleton. Then, Proposition B (Proposition 2.17). Let G be a finite group. There is a bijection
In the previous result G ′ is the commutator subgroup of G and P(G/G ′ ) the power set of G/G ′ .
The glider representation ring and its structure. In the rest of the paper we investigate which information is still present in the 'glider two for sharing and discussing the categorical framework around gliders which was instrumental for Theorem 2.14.
Conventions. Throughout the full paper we will assume the following (except stated explicitly otherwise):
• K is a field of characteristic 0 and from Section 3 onwards also algebraically closed. • all groups, denoted with the letters G or H, will be finite, • all KG-modules will be left modules, • N denotes the positive integers (with 0 included). • ⊂ and < will indicate strictly smaller.
Glider representation rings
2.1. Construction and preliminaries. In this section we introduce the construction of glider representation and character rings. This is inherent in [4] but there it was only defined in a particular case.
The category of F KG-gliders.
Give a finite group G and a chain of subgroups G 0 < G 1 < . . . < G d = G, one obtains in a natural way a filtration, by subalgebras, F KG of the group algebra KG by defining F −n KG = 0, F 0 KG = KG 0 , F n KG = KG n for n > 0 and where G n = G if n ≥ d. such that for any 0 ≤ i ≤ j, and with the action induced from the G-action of Ω, it holds that KG j−i M j ⊆ M i . This glider is denoted shortly by (Ω ⊇ M ).
Given a ring R, one can actually define F R-glider representations for any filtration F R of R via so-called F R-fragments [2] . However we will only consider the (very natural) algebra filtration coming from a chain of subgroups, as above. Therefore we will often not emphasize the filtration and simply speak about a glider (representation) of G.
Literature remark 2.2. In the original definition of a glider representation the module Ω was not included in the data and only its existence was assumed. However, since we will be interested in the generalized character ring, as in [4] , we take over the convention of loc.cit. One may opt to call in the future glider representations as defined above, i.e. with Ω included, 'pre-gliders'. Note that a glider morphism f gives rise to a sequence of maps f i = f |M i :
and m j ∈ M j (hence it has a flavour of morphisms of quiver representations), which justifies the terminology.
It is important to remark that if Ω M ≤ Ω is a submodule of a larger KG-module Ω. Then, since KG is semisimple, (Ω M ⊇ M ) and (Ω ⊇ M ) are isomorphic gliders. Thus up to isomorphism one may assume that Ω = KGM .
Given gliders (Ω Mi ⊇ M i ), i = 1, 2, 3, then the composition of glider morphisms f : M 1 → M 2 , g : M 2 → M 3 is simply the composition as K-linear maps, which will again be a glider morphism.
With all these definitions F KG-gliders form a category denoted
which furthermore inherits a monoidal structure from Mod(KG).
Then the descending chain
where KG acts on Ω M ⊗ K Ω N via the comultiplication map ∆ of KG, is the tensor product of the gliders (Ω M ⊇ M ) and (Ω N ⊇ N )
Note that the tensor product above indeed spits out an F KG-glider because the comultiplication ∆ : KG → KG ⊗ KG is given by ∆(g) = g ⊗ g, extended linearly.
Next recall that the sum of gliders (Ω M ⊇ M ) and (Ω N ⊇ N ) is the term-wise sum (Ω M + Ω N ⊇ M + N ). This sum is called a strong fragment direct sum if M i ⊕ N i is direct for all i ≥ 0. One now easily checks the following.
Unfortunately, in contrast to Mod(KG), the category of F KG-gliders is not abelian. In the forthcoming work [12] Henrard-van Roosmalen will show what is the precise categorical framework of the theory of glider representations. Now recall that the KG-module B(M ) = ∩ n≥0 M n is called the body of the glider. If there exists a number t ≥ 0 such that M t B(M ), but M t+1 = B(M ), then one say that the glider (Ω ⊇ M ) has finite essential length t and we write el(M) = t. Denote by
the full subcategory consisting of the gliders of essential length at most t. One immediately sees that, for any t ≥ 0, this subcategory inherits the symmetric monoidal additive category structure.
Given a sequence G 0 < · · · < G d , It is useful and important to mention that, by [2, Page 1480] , one can reduce the study of glider representations to those of finite essential length (even length at most d) and zero body. Therefore these will be standing assumptions on all the gliders considered in this paper.
The glider representation ring.
Earlier we saw the notion of strong fragment direct sum of gliders, which is the direct sum in the categorical sense in Glid(KG 0 ⊆ KG 1 ⊆ . . . ⊆ KG d ). However when dealing with filtrations this is a too strong notion and in fact the more suitable concept is the one of a fragment direct sum. Recall that the sum of the gliders (Ω M ⊇ M ) and (Ω N ⊇ N ) is called fragment direct if for some i ≤ el(M), el(N) we have that M i is disjoint from N i and we write M⊕N .
Definition 2.6. The glider representation ring of length t over K of G corresponding to the chain
is the quotient of the free abelian group generated by the isomorphism classes of F KG-gliders of essential length at most t ∈ N and zero body with the additive subgroup generated by the elements
is equipped with the multiplication coming from the tensor product of gliders:
Clearly due to Proposition 2.
Definition 2.7. The ring
is called the reduced glider representation ring of length t over K of the chain
We could also have considered in Definition 2.6 the free abelian group generated by all F KG-gliders of any (arbitrary large) length modulo the same additive subgroup. In this case we omit the subscript t in both definitions.
Notational conventions. If the field K is clear from the context we also omit the subscript K. Also, usually the chain G 0 < G 1 < . . . < G d = G will be clear from the context and therefore we will usually use the abbreviated notations R t ( G) and R t ( G).
Remark 2.8. Over a field of characteristic 0, the classical representation ring has a Z-basis consisting of the irreducible representations. For gliders this is however no longer true. In a first instance one needs to be careful with the notion of an 'irreducible object' in Glid(G 0 < G 1 < . . . < G d ) since gliders of length at least 1 will always have subobjects such as Ω ⊇ M ⊇ 0 ⊇ · · · . A list of 'trivial subgliders' and the notion of an irreducible glider was introduced in [2] . With this definition, any glider representation can be decomposed as a fragment direct sum into irreducible gliders [5, Th. 3.2.14.] . Hence they form a generating set for R t ( G), however it is still an open question whether they form a basis (i.e. whether the decomposition in irreducible gliders is unique).
Since we don't need the general definition, we will describe in section Section 2.2 only irreducible gliders of essential length 1, which is the context of this paper.
Glider character ring.
In [4] character theory for F CG-gliders was introduced. We recall the definition of a glider character and glider class function (over a field K with char(K) = 0 as in [5, Section 5.8.] ) and then we introduce the (reduced) glider character ring.
Let
Definition 2.9. Let (Ω ⊇ M ) be an F KG-glider with el(M ) ≤ d. Then the associated glider character is the map
. . . . . . . . .
The image has been written in matrix form χ (Ω⊇M) (g) i,j = χ i,j (g), however in fact it truly lives inside K n . Note that if g 1 , g 2 ∈ G i \ G i−1 , then χ (Ω⊇M) (g 1 ) = χ (Ω⊇M) (g 2 ) if and only if h −1 g 1 h = g 2 for some h ∈ G. Hence it is an example of a glider class function. Recall that these are the maps from G to K n that are
The set of glider class functions, denoted A( G), also carries the structure of a K-vector space via component wise addition and λ ∈ K acts via point wise multiplication with the function c λ (g) k,l = λ if i ≤ k ≤ l and 0 otherwise,where g ∈ G i \ G i−1 (recall that the elements are tuples in K n , hence the multiplication is the component wise one in K n and not matrix multiplication).
be the K-linear map sending a glider on his character. Then Im(ch t,K ) is called the glider character ring of length t over K corresponding to the chain G 0 < · · · < G d and is denoted by ch t,K (G 0 < · · · < G d ). Furthermore,
is called the reduced glider character ring.
Again, when the context is clear we will use the abbreviations ch t ( G) and ch t ( G). A first important difference with classical representation theory is that the map ch K is not injective. Indeed, slightly reformulated [4, Proposition 3.1] tells us the following. In other words, let 1 < G 1 < . . . < G d be a chain of finite groups and (Ω ⊇ M ) an irreducible F KG-glider. Then the glider character χ (Ω⊇M) determines uniquely the KG i -modules G i M j for all 0 ≤ i ≤ j except for (i, j) = (0, d).
If we now denote the image of a glider (Ω ⊇ M ), with essential length d, in R d ( G) by [(Ω ⊇ M )] and the image of χ (Ω⊇M) in ch d ( G) by χ (Ω⊇M) , then Proposition 2.11 immediately yields the following. Literature remark 2.13. In [3, 4] the authors introduced 'generalized characters' and a ring which they call the 'generalized character ring' for the first time. In the recent monograph [5, Chapter 5] the new terminology 'glider characters' and 'glider representation ring' are coined for these objects. The latter is furthermore denoted by R(G 0 < G 1 < . . . < G d ), or R( G) in short. However the approach in loc.cit. is less general and hence differs from ours. Nevertheless, over a field K of characteristic 0, their 'glider representation ring R( G)' is isomorphic to R d,K ( G), the reduced glider representation ring of length d over K, in our sense.
Gliders of length 1 versus Rep(G) as symmetric tensor catgeory.
From now on, we will always consider chains of the form 1 < G, where G is a finite group and 1 = e is the unit element of G. The associated algebra filtration becomes K ⊂ KG. Also, we assume that K is an algebraically closed field of characteristic 0.
We will start by showing that the category Glid 1 (K ⊂ KG) is surprisingly rich. In fact, when taking the full symmetric monoidal additive category structure into account, gliders of essential length 1 always determine uniquely the group G. Thereafter we will parametrise the irreducible gliders of essential length 1.
Recurrent notation. If (Ω M ⊇ M ) is a glider of essential length at most 1, we simply write the glider fully: (Ω M ⊇ M ⊇ M 1 ). In case M is a KG-module and Ω M = M we leave Ω M out of the notation (i.e. (M ⊇ M 1 )). In particular when writing the glider (K ⊃ 0) we view K as the trivial KG-module.
Retracing the Fiber functor from Glid 1 (K ⊂ KG).
The forgetful functor F : Mod(KG) → Vect K sending a module to its underlying K-vector space is a faithful K-linear monoidal functor. In particular this allows to do Tannaka-Krein reconstruction, i.e. to reconstruct G via
By a theorem of Deligne, see [8, Th. 3.2. (b)] or [7] , the forgetful functor is the unique fiber functor (i.e. unique faithful exact K-linear symmetric monoidal functor from Mod(KG) to Vect K ), which we moreover can recover from Mod(KG) by taking into account its full symmetric tensor structure. Hence, by the above, when considering all the latter data we can reconstruct G uniquely from Mod(KG). Intriguingly, there can be different non-symmetric faithful exact K-linear monoidal functors which leads to the phenomenon that the monoidal structure of Mod(KG) may be insufficient to recover G. Following Etingof-Gelaki [9] such groups are called isocategorical.
We will now show that we can construct the forgetful functor F purely in terms of the structure of the category Glid 1 (K ⊂ KG), in particular also G. Theorem 2.14. Let G be a finite group. Then the functor
is faithful K-linear symmetric monoidal and is monoidal natural isomorphic to the forgetful functor F . Consequently, Glid 1 (K ⊂ KG) as symmetric monoidal additive category determines G uniquely.
Proof. We should first point out what the functor F does at level of morphisms. Let ϕ : N → M be a KG-module morphism and f ∈ Hom glid ((K ⊃ 0), (N ⊃ K)).
To start, we check that F is indeed faithful. Hence let N, M be KG-modules and ϕ 1 , ϕ 2 ∈ Hom KG (N, M ) such that F (ϕ 1 ) = F (ϕ 2 ). For x ∈ N , define f x ∈ Hom glid ((K ⊃ 0), (N ⊃ K)) by f x (1) = x. In this way we get that ϕ 1 
With similar arguments the other properties of F mentioned, follow.
It is easy to see that Hom glid ((K ⊃ 0), (M ⊃ K)) ∼ = Hom K (K, M ) as K-vector spaces. Therefore define for every KG-module M the map
which is a K-linear isomorphism. One now immediately checks that η = (η M ) M : F ⇒ F is a natural isomorphism which moreover is compatible with the monoidal structure.
The last statement follows from the first and the discusion before the theorem, after checking that we solely used the symmetric monoidal additive structure of Glid 1 (K ⊂ KG) in order to obtain the functor F as fiber functor.
The main bulk of this paper is about investigating how much the reduced glider representation ring R 1 ( G) still remembers of G. Despite the above result, we will show that the ring-structure of R 1 ( G) is much richer than the one of the classical representation ring of G and is for example able to distinguish between certain isocategorical groups.
Concrete description of the irreducible gliders and characters.
Let (Ω ⊇ M ⊇ M 1 ) be a glider of essential length 1 of the chain 1 < G. If this glider is irreducible, by [2, Lemma 2.5.], KGM 1 = M . In particular, M is a KG-module and hence by definition of a glider morphism, up to isomorphism, we have that Ω = M . However, there are more restrictions on M and M 1 . In [3] (or [5, Theorem 4.1.12.]) irreducible (K ⊆ KG)-glider representations were classified. Since we never recalled the exact definition of an irreducible glider, the reader can consider the following theorem as a definition.
Theorem 2.15 ([3]
). Let G be a finite group, K an algebraically closed field of characteristic zero and let {V 1 , . . . , V n } be a full set of irreducible G-representations of resp. dimension n i . A (K < KG)-glider representation
Different choices of the point a may however yield isomorphic irreducible gliders. In order to parametrize the isomorphism classes we need following generalization of [4, Lemma 7.1] For an irreducible G-representation U of dimension d we denote Gr(U) = ⊔ d j=1 Gr(j, U) and we denote a point in Gr(j, U) by (a 1 , . . . , a j ) ∈ P d−1 × . . . × P d−1 (all a k different). For j = d, Gr(d, U) is a singleton which we denote by { * U }. We denote by
, such that for all U the intersection B ∩ Gr(j, U) is non-empty for at most one 1 ≤ j ≤ dim(U ) and for this j it is in fact a singleton. We denote by M ∈ S the set { * U U ∈ Irr(G)}.
Proof. Recall that the 1-dimensional representations of G correspond to the character group G/G ′ = Hom grp (G/G ′ , K * ) and moreover G/G ′ ∼ = G/G ′ . We fix such an isomorphism and use it to fix a correspondence between the 1-dimensional representations and the elements of
For every z ∈ G/G ′ , take an element t z ∈ T z . Now by generalizing Theorem 2.15 to more summands (for abelian group see [4, Lemma 4.3] ) we see that there is a one-to-one correspondence
between subsets of G/G ′ and isomorphism classes of irreducible gliders of essential length at most 1 of G/G ′ . If A = ∅ then the associated glider is (K ⊂ 0). This correspondence does not depend on the chosen elements t z because of Lemma 2.16. From Theorem 2.15 we see that in order to make an irreducible (K < KG)-glider we need to determine the numbers m i and choose elements v i j ∈ V i with 1 ≤ j ≤ m i . In case V i is 1-dimensional, as mentioned earlier, the chosen element v i 1 does not matter and hence the choice reduces whether to pick V i or not. Or in other words, by the above, the 1-dimensional summands part corresponds to subsets of G/G ′ . For the V i of dimension at least 2, the choice correspond by definition (and due to Lemma 2.16) to a point of S G . So altogether we obtain the statement.
Let us give an example how the correspondence works.
With fixed basis {e 1 , e 2 } of the 2-dimensional representation U , the point [λ : µ] ∈ P 1 determines the glider U ⊇ K(λe 1 + µe 2 ). We have the correspondences
and
Consequently,
In the rest of the paper this equality will often be used without further notice. Recurrent notation. Given a tuple (A, B) ∈ P(G/G ′ ) × S G we will write • M (A,B) for the isomorphism class of the irreducible (K ⊆ KG)-glider corresponding to it following Proposition 2.17; • χ (A,B) for the image of the glider character χ M (A,B) in the reduced character ring ch 1 ( G) (recall that isomorphic gliders have equal characters); [4] where the abelian case was handled).
However both notations will be in use. Note that the point (∅, ∅) corresponds to the glider (K ⊃ 0) which is of essential length 0 and hence χ (∅,∅) is equal to zero in ch 1 ( G).
Induced morphisms between glider representation rings
Let ϕ : H → G be a group morphism between finite groups G and H and denote the irreducible representations of H, resp. G by
We would like to define a morphism between the reduced glider representation rings R 1 (1 < H) and R 1 (1 < G) which preserves multiplication. In order to arrive at such a morphism, we have to associate to any H-representation W a G-representation. The underlying idea is to include all the irreducible Grepresentations that are connected to W through ϕ.
From Rep(H)
to Rep(G): construction. We proceed as follows: let V = V i ∈ Irr(G). The group morphism ϕ allows to consider V = V ϕ as an H-representation and by our assumption on the ground field, we have a decomposition into irreducible H-representations
which establishes the decomposition of (V j ) ϕ into H-components. A basis element w k,l i,j denotes the associated basis element w i,j from W i embedded into the l-th com-
Proof. By construction.
where there are
Because the multiplication in glider representation rings is based upon tensor products of group representations, we now elucidate the behavior of the morphisms ι W,ϕ(W ) under taking tensor products. To this extent, let
The extra subindex k of w i,j,k denotes the k-th copy of W i . By construction we have
In general, the last two expressions are not equal. However, the tensor product of
By this we mean that the coefficients of the basis vectors w u,v i,j,k are λ l,r c ikj , for some λ l,r ∈ K. This observation allows to prove the following.
Together with the observations made before the lemma, this shows that it is possible to
Example 3.3. We consider again the example of Q 8 = i, j, k i 2 = j 2 = k 2 = ijk and let ϕ : Z 4 = j ֒→Q 8 . Recall that character table of Q 8 is given by
For the two-dimensional irreducible representation U we fix a basis {e 1 , e 2 } such that U has the following presentation:
With regard to this basis, we obtain a decomposition
and one sees that
So on the one hand, we have
On the other hand, we have
and the embedding will map the component U diagonally into U ⊕ U . Adding in vectors, one checks that
where we choose the isomorphism U ⊗ T i ∼ = U such that e 1 ⊗ t j is mapped to e 1 (in general, an isomorphism U ⊗ T i ∼ = U maps e 1 ⊗ t j to λe 1 . R 1 ( H) to R 1 ( G): the functor. In the previous section we have shown how to connect a G-representation to a given H-representation. Furthermore this correspondence was shown to behave well with direct sums and tensor products. Therefore we are now on a firm footing to make a map between the reduced representation rings R 1 ( H) and R 1 ( G).
From
In fact we will work with the Q-algebra extension of the representations rings, which we denote by:
Let A ⊆ H/H ′ and B ∈ S H and consider the associated irreducible glider character χ (A,B) ∈ Q( H), as in Proposition 2.17. If the corresponding glider representation is 
Proof. By the irreducibility χ (A,B) and Theorem 2.15 we have that KH( fi k=1 a k i ) = W fi i By construction, we have that
By construction, A(ϕ)(χ (A,B) ) yields the K ⊆ KG-glider V ⊇ Kb such that V is the "largest" G-representation such that KHb ∼ = W and KGb = V . More precisely, Proof. Let W ⊇ Kw and W ′ ⊇ Kw ′ be two irreducible K ⊆ KH-glider representations with both W, W ′ ∈ N z (ϕ). By definition, we have that 
With notations from [4] we have that
For a surjective morphism ϕ : H ։ G, we have that Proof. On the one hand, we have
Since U ψ•ϕ ∼ = (U ψ ) ϕ , the desired equality follows. and
Proof. Easy corollary of the foregoing lemma.
Since it is clear that A(id G ) = id Q( G) , we have defined a functor
where Grp f in is the category of finite groups. If we restrict to the subcategory of all finite groups with morphisms being the monomorphisms, then we actually have a functor to commutative rings, where the morphisms do not need to preserve the identity.
A short exact sequence
From the previous section, we obtain that every subgroup H ≤ G yields a monomorphism Q( H)֒→Q( G). In this section, we use these monomorphisms to construct a short exact sequence of Q(G/G ′ )-modules.
As in the proof of Proposition 2.17 we fix a group isomorphism G/G ′ ∼ = G/G ′ and denote the one-dimensional G-representations by
is a ring morphism and this defines a Q(G/G ′ )-module structure on the glider representation ring. It turns out that we can also define a Q(G/G ′ )-module structure on Q( H). Considered as H-representation through ϕ : H֒→G, we have (T g ) ϕ ∼ = S = Ks for some H-representation S = Ks. For an irreducible (K ⊆ KH)glider W ⊇ Kw we define
We define a subgroup A ϕ (H) ≤ G/G ′ by
where T H denotes the trivial H-representation. 
This shows that
Recall that for a group morphism ϕ : H → G we denoted the associated morphism between glider representation rings by A(ϕ). If ϕ is a monomorphism, we also denote A(ϕ) by Φ G H .
In order to construct a short exact sequence of Q(G/G ′ )-modules we are forced to introduce three Q(G/G ′ )-modules P, Q and R. In the next section we will on the one hand discuss for which groups one can deduce what these submodules exactly are, which then yields a description of the glider representation ring of G modulo its Jacobson radical J = J(Q( G)). On the other hand, we explain how these modules are linked with group representation theoretic properties of the group G as mentioned in the introduction. The proofs in this section will already make clear some of these connections.
First of all, the glider representation ring of a non-abelian group is an infinite dimensional vector space. In [4] the authors gave a description of the Jacobson radical for G = Q 8 the quaternion group. We actually defined an ideal I contained in the nilradical N = N (Q( Q 8 )) and showed that the quotient Q( Q 8 )/I was semisimple, from which we could conclude that I = N = J. It is not clear that the morphisms Φ G H factorize over the Jacobson radical. Since they do factorize over the nilradical -indeed, every element in the nilradical is nilpotent and the morphisms preserve multiplication -we consider the induced morphisms Proof. Let a = χ (A,B) ∈ P and g ∈ G/G ′ . Denote b = χ ({g},∅) . If ba / ∈ P , then there exists n > 0 such that b n a n = e is idempotent. But then e = b |G/G ′ |n a |G/G ′ |n = a |G/G ′ |n , contradicting a ∈ P .
For χ (A,B) / ∈ P , denote the associated idempotent element by e (A, B) . We have the following lemma. By definition of S G = S, see (1), D D ′ means that there exists an irreducible G-representation U which appears in the decomposition of χ (C,D ′ ) but not in χ (C,D) . The following example shows that Q = 0 in general. Example 4.9. Let G = A 4 . The commutator subgroup equals A 4 = V 4 and consider a subgroup C 2 < V 4 . One shows that under the embedding U) , U being the only three dimensional irreducible A 4 -representation. Since the former element is idempotent, so is the latter. Since χ (A4/V4,{ * U }) is also idempotent, χ (A4/V4,{a}) is indeed non-maximal. We already mention here that 
Proof. From the functorial properties of A we have that
Definition 4.12. We define the Q(G/G ′ )-module R to be generated by all elements χ (A,B) for which the associated idempotent element e (A, B) is of the form χ ({e},D) or χ (∅,D) .
The reason for including the elements χ (∅,D) comes from Remark 4.6. We need one more notion to prove the following theorem: let V ⊇ Kv be the irreducible glider associated to χ (A,B) , then we call α = (n 1 , . . . , n m ) ∈ N m the dimension vector of χ (A,B) if
Theorem 4.13. Let G be a finite group. We have the following short exact sequence of Q(G/G ′ )-modules
The map Ψ denotes the embedding.
Proof. We first prove the statement for G abelian. It is clear that P = 0 since Q( G) is finite dimensional. Moreover, by definition it is also clear that Q = 0 and R = Q(G). Let H ⊳ G be a subgroup, then we define the subgroup (χ ({1},∅) ). Suppose that D = ∅. By construction, the G-representation U embeds in V (KHu). First of all, if an irreducible H-representation W appears in the decomposition of KHu, then there must be at least one irreducible Grepresentation V lying over W that appears in U . We also have by definition of H that all one dimensional components of U are exactly all the one dimensional components that lie over T H . Therefore, we can write 
It holds that H
We return to the element χ (A,B) . It follows that χ m 
However, since KG(t g ⊗ a) has the same dimension vector as χ (A,B) , this shows that we even have the equality
Let S denote the one-dimensional H-representation (T g ) H , then if χ (A ′′ ,B ′′ ) denotes the associated element to the (K ⊆ KH)-glider
Hence we have shown that any generator χ ( (A, B) has C = e, we see that we need all subgroups G ′ ≤ H ⊳ max G.
The only generators χ (A,B) not in the image of Ψ are the ones with associated idempotent e(A, B) = χ ({e},D) or χ (∅,D) . This shows that the cokernel of Ψ is isomorphic to R/(R ∩ N ).
Remark 4.14. Observe that the sum on the left is not direct. This was already clear from Example 4.9. In the next section we will address this further.
Precise description semisimple part Q ⊗ R( G) under vanishing obstructions
Let G be a finite group and P, Q, R the Q(G/G ′ )-modules from Theorem 4.13. Suppose for the remainder of this section that 
which entails that
We have monomorphisms
Suppose that |I 1 | > 1, then we can do the same and arrive at the following split exact sequence
is a partition. Using the same argument as before, one shows that this again yields an isomorphism of rings. By continuing this procedure we arrive at a partition such that |I 1 | = 1 (in the next section we will prove that also for all the subgroups H the obstruction modules vanish). Without loss of generalization, we may assume that this was already the case in the first step. By Theorem 4.13 we know what remains of
Altogether we obtain the following theorem. Recall that a subgroup H is called Proof. The equality J = N follows now since J is the smallest ideal such that R/J is semisimple. That we indeed obtain all the subnormal subgroups follows from a careful analysis of the proof above.
Interpreting the obstructions with a representation eye
In Theorem 5.3 we saw that if P = Q = 0 and R = Q(G/G ′ ) (i.e. the obstruction modules vanish) then the exact sequence in Theorem 4.13 takes a particularly nice form. However the current definitions of the modules P, Q, R are still a bit exotic, making it non-transparant how to check vanishing. The goal of this section is to adjust this by giving descriptions in more classical languages, namely C-representation theory and group theory.
The module Q.
Interpretation. Let us look at the submodule Q, which keeps track of elements χ (A,B) that yield non-maximal idempotent elements. We recall from Example 4.9 that Q
To make a connection with representation theoretic questions, we alter Q by the quotient Q Interpretation obstruction. If Q(G) = 0. Then there exists V, W ∈ Irr(G) and
V |H and W |H contain a common irreducible summand U ∈ Irr(H).
In [3, Corollary 3.17 ] it is shown that this situation cannot occur for G nilpotent and H ⊳ G a normal maximal subgroup strictly containing the center Z(G). We will now handle other cases where this cannot happen. Proof. Suppose that dim(V ) = 1, then so is dim(U ) = 1. Up to tensoring with a power of V , we can assume that U = T H is the trivial H-representation. Then W is an irreducible G-representation lying over the trivial G ′ -representation. Since the only irreducible G-representations lying over T G ′ are one-dimensional the claim follows. Proof. Suppose dim(V ) < dim(W ). By the previous lemma it follows that 1 < dim(V ) < dim(W ). Any subgroup containing the commutator subgroup is normal, since g −1 hg = [g −1 , h]h ∈ H, whence we can use the results from [6] . In loc. cit. the author shows that V H either remains irreducible or either decomposes and yields a decomposition group G dec V . We treat the former case first. In this situation, the H-representation W H cannot be irreducible (for otherwise dim(V ) = dim(W )) and since H ⊳ G is maximal G dec W is either H or G. If G dec W = H, then for some g 2 , . . . , g n ∈ G \ H [6] we know that n = [G :
We also know by [14, Proposition 20 .5] that n 2 ≤ [G : H]. This leads to [G : H] = 1, contradiction. In case G dec W = G, we can write
where the g i U are isomorphic as H-representations and U = V . Hence the same result from [14] now entails the inequality
Since H ≤ G is maximal and normal, G/H has no non-trivial subgroups, whence is cyclic of prime order p. In other words, [G : H] = p. Write
Here we used the Frobenius divisibility property, see [10, Theorem 4.16 ]. It follows that
However, l = p contradicts p 2 ≤ p and l = 1 entails dim(V ) = dim(W ), also a contradiction. This covers the case V H irreducible. Suppose now that
From [6] we know that the appearing irreducible H-components of W H are the same of the ones appearing in V H , possibly with different multiplicity. We also know that dim(R 1 ) = . . . = dim(R m ). It follows that
and since both decomposition groups contain H, they must be equal, denote this group by G dec . If G dec = H, then all g i U are non-isomorphic H-representations, whence R 1 = U . Therefore R ′ 1 = U ⊕s for some s ≥ 1, but since R ′ 1 is an irreducible G dec -representation, s must equal to 1. It then follows that dim(V ) = dim(W ), contradiction. If G dec = G, then m = 1 and U ∼ = g i U as H-representation for all 2 ≤ i ≤ n. Hence we can write
We can also write dim(V ) = t dim(U ), dim(W ) = s dim(U ) and |H| = dim(U )k u , whence
Clearly t < s, whence t = 1 and s = p. However, t = 1 implies that V H = U is an irreducible H-rep, contradiction.
for some n ≥ 1 (U i denotes the irreducible representation associated to χ i ).
Proof. The G-representation i∈I U i induces a G/N -representation V which is faithful. Because N ⊆ Ker(χ), U also induces a G/N -representation U . Hence there exists n ≥ 1 such that the inproduct in G/N
The result now follows, because for G-representations W, W ′ that induce G/Nrepresentations W , W ′ we have the equality
All this yields following obstruction.
Interpretation obstruction. Given a U ∈ Irr(G) with dim U > 1, there exists by Proposition 6.6 an n ∈ N such that the trivial G-representation appears in the decomposition of U ⊗n . Working with (K ⊆ KG)-glider representations, however, requires keeping track of a vector u ∈ U and by definition
In general, KG(u ⊗ · · · ⊗ u) U ⊗n . If nevertheless we can ensure that T appears in the decomposition of KG(u ⊗ · · · ⊗ u), then χ (U⊇Ku) / ∈ P .
Interestingly we were unable to find a group such that P = 0. Note that the above interpretation could as well have been done with T replaced y another onedimensional G-representation S. Since simple groups have only one 1-dimensional representation, they form natural candidates with non-vanishing P . Proof. Because N = Ker(χ U ) ⊆ Ker(χ T ), the previous proposition shows there exists n such that T appears in the decomposition of U ⊗n . Because we have the liberty of choosing vectors u 1 , . . . , u dim(U) in U ⊕ dim(U) , we can choose them appropriately such that T appears in the decomposition of KG(u 1 + · · · + u dim(U) ) ⊗n . Proposition 6.5 now yields the result.
Applications of the interpretation.
To start we directly obtain the analogon of Proposition 6.3, since we can embed Q( H) in Q( G) via Φ G H . Proposition 6.8. Let G be a finite group such that P (G) = 0, then P (H) = 0 for all subgroups H ≤ G.
We will give now a first non-trivial application of the interpretation of the module P obtained earlier. More concretely, Proposition 6.9. Let G be a group with an abelian subgroup H of index 2. Then P (G) = 0.
Proof. Since [G : H] = 2 and H is abelian we know that all the irreducible representations of G have degree at most 2. Let U ∈ Irr(G) be 2-dimensional and decompose it in its symmetric and antisymmetric part:
In the former case, Proposition 6.5 yields the desired conclusion.
Therefore suppose that S(U ⊗ U ) ∼ = T 1 ⊕ V . Fix a basis for U such that Proof. Suppose dim(V ) = 1 and dim(W ) = 2. By tensoring with a power over V we may assume that S = T is the trivial H-representation. The result [14, Proposition 20.5] shows that χ W (g) = 0 for g ∈ G \ H.
contradiction.
up to changing the roles of S and S ′ . Consequently, if A(U ⊗ U ) = T ′′ and then either V and T ′′ or either V and T 1 lie over the H-representation S ⊗ S ′ , which in both cases contradicts the previous lemma.
Let u = λs + µt, then
If λµ = 0, then KG(u ⊗ u) must be 3 dimensional and it reaches a one-dimensional representation, which is sufficient to show that χ U⊇Ku contains an idempotent. If λµ = 0, then, say, KHu ∼ = S. In this case KG(u⊗u) is 2 dimensional so isomorphic to V . Decompose V as H-representation
We remark that this decomposition is unique: 
In the other case,
But these H-representations correspond to h 4 , (h ′ ) 4 respectively. If both elements are equal, one concludes, otherwise one restarts. Since H is finite abelian, there exists n ≥ 1 such that h 2 n = (h ′ ) 2 n so the above argument stops and we conclude.
For an arbitrary glider representation V ⊇ Kv we know that if an irreducible representation U of dimension 2 appears in the decomposition of the G-representation V , a certain power reaches a one dimensional representation and we can deduce the existence of an idempotent element in χ V ⊇Kv . If all appearing representations in V are 1 dimensional, we are working in Q(G/G ′ ), which is finite dimensional. Hence we have shown that P = 0. Remark 6.10. Amitsur [1] classified all groups having all irreducible representations of dimension bounded by 2. His classification consists of three subclasses: (1) abelian groups; (2) certain groups of nilpotency class 2 and (3) groups having an abelian subgroup of index 2. In section Section 7.1 we will handle arbitrary groups of nilpotency class 2. Hence the groups in (3) remain and this was one of the original motivations to apply the interpretation to the groups above.
The module R.
To understand the flavour of R let us come back to Example 4.9. In this case, R can be strictly bigger than Q(G/G ′ ). Indeed, A 4 has a maximal subgroup C 3 < A 4 which is non-normal and the element Φ A4 C3 (1) = χ ({1},{a}) , where {a} ∈ Gr(U, 1) corresponds to u ∈ U with the property that KC 3 u = Ku, is an idempotent element. By definition, this element sits in R. More general, maximal subgroups H ≤ G which are not normal, yield idempotent elements of the form Φ G H (1) = χ ({1},D) . By construction, we know that
for some irreducible G-representations V i and 1 ≤ m i ≤ dim(V i ). The following proposition shows that when H is maximal but non-normal, then at least one V i has dimension strictly bigger than one. To prove this we use the Frobenius reciprocity law, which states that for an irreducible G-representation and T H the trivial Hrepresentations we have the equality 
We expect that the following question is true and hence the content would form a checkable obstruction for R = Q(G/G ′ ).
R then there exists a maximal subgroup H in G which is not normal. Remark 6.13. In case G is finite group having an abelian subgroup of index 2 we were unable to prove that R(G) = Q(G/G ′ ).
A look at concrete classes of groups
In this section we will apply the short exact sequence of Theorem 4.13 to groups of nilpotent class 2 and to certain isocategorical groups.
Nilpotent groups of class 2.
We will prove that if G has nilpotency class 2 then the obstruction modules vanish (i.e. Q = 0 = P and R = Q(G/G ′ )) and hence we are in the context of Theorem 5.3. Instrumental in the proofs of the vanishing results is the following characterization of groups of nilpotency class 2, which might be known to experts however we were unable to find a reference. Proposition 7.1. Let G be a finite group. Then the following are equivalent (1) G is nilpotent of class 2 (2) for every V ∈ Irr(G), there exists n ≥ 1 such that V ⊗n completely linearizes.
Proof. Suppose that the nilpotency class of G is larger than 2. Then there exists g ∈ G ′ \ Z(G). Since Z(G) = χ∈Irr(G) Z(χ), there exists an irreducible character χ such that |χ(g)| < |χ(e)|. If there would exist an n > 1 such that χ n is a positive linear combination of linear characters of G, then on the one hand χ n (g) = χ n (e), since g ∈ G ′ (the commutator subgroup G ′ is the intersection of the kernels of all linear characters). On the other hand |χ n (g)| < |χ n (1)|, which gives a contradiction. Conversely, suppose that G is of nilpotency class at most 2, i.e. G ′ ⊆ Z(G) and let U be an irreducible G-representation. Considered as G ′ -representation,
Hence, U ⊗n decomposes into irreducible G-representations which all lie over the trivial G ′ -representation, i.e. U ⊗n is a sum of one-dimensional representations.
Consequently we may apply Proposition 6.5 to obtain that P vanishes. Proof. Let U, V ∈ Irr(G). Recall that dim (U ⊗ V ) G counts the multiplicity of T , the trivial G-representation, as irreducible component of U ⊗V . Consequently, since
, the multiplicity is non-zero if and only if V ∼ = U * . In the latter case, by Shur's lemma, it is 1dimensional. Note that if there exists an n > 1 such that U ⊗n completely linearizes and if
T j . Hence every W i ⊗U contains a one-dimensional representation T j . But then T ⊆ T * j ⊗ W i ⊗ U and hence by the start of the proof U * ∼ = T * j ⊗ W i . In particular dim(U ) = dim(W i ). Using this, we will now check the interpretation we obtained in Section 6 for the obstruction module Q.
Suppose that V, W are irreducible G-representations that lie over a same irreducible H-representation, H some normal subgroup of G which contains G ′ . Since
, for some irreducible G ′ -representations S V , S W . By the assumption on V, W we have S V ∼ = S W as G ′ -representations. By Proposition 7.1 there exists n such that V ⊗n completely linearizes and up to taking a multiple of n, we may assume that T appears as a component of V ⊗n . It follows that S ⊗n V ∼ = T G ′ , where T G ′ denotes the trivial G ′ -representation. This further entails that V ⊗n−1 ⊗ W contains at least one 1-dimensional representation, say S. Decompose V ⊗n−1 ∼ = U 1 ⊕ · · · ⊕ U k into irreducible G-representations, then dim(U i ) = dim(V ) for 1 ≤ i ≤ k by the observation earlier in the proof. Up to renumbering, it follows that S ⊆ U 1 ⊗ W . Similarly to earlier in the proof, this implies that dim(V ) = dim(U 1 ) = dim(W ).
Finally, let us consider the Q(G/G ′ )-module R. Proof. Let V ⊇ Kv be associated to χ ({e},D) and suppose that an irreducible Grepresentation U with dim(U ) > 1 appears. By decomposing V , we may find u ∈ U that appears in the corresponding decomposition of v. There exists an n > 0 such that U ⊗n completely linearizes. Because χ ({e},D) is idempotent and by Theorem 2.15 it follows that KG(u ⊗ · · · ⊗ u) ∼ = T which contradicts KGu = U . Hence D = ∅.
Altogether we can apply now Theorem 5.3. Hereby recall that in a nilpotent group all subgroups are subnormal. Example 7.6. There are two non-abelian groups of prime cuber order p 3 , namely C p 2 ⋉ C p and H p the Heisenberg group. For instance, if p = 2 these are simply D 8 and Q 8 . The groups C p 2 ⋉ C p and H p have the same character table. However they are nilpotent of class 2 and have Z(G) = G ′ = C p . It follows that the glider representation rings are non-isomorphic since they have a different number of subgroups.
Isocategorical groups.
As another application we recall that two groups G 1 and G 2 are called isocategorical if Rep(G 1 ) and Rep(G 2 ) are equivalent as tensor category (so without consideration of the symmetry). It was proven by Etingof-Gelaki [9, Lemma 3.1.] that if G 1 and G 2 are isocategorical, then there exists a Drinfeld twist J such that C(H) J is isomorphic as Hopf algebra to C(G). In fact, all groups isocategorical to a given group G can be explicitely classified in group theoretical terms.
More concretely, let A be a normal abelian subgroup of G of order 2 2 m for some m ∈ N and write Q = G/A. Let R : A → A be a G-invariant skew-symmetric isomorphism between A and its character group A. This form induces a Q-invariant cohomology class [α] in H 2 ( A, K * ) Q (where the action of A on K * is the trivial one). By definition, qα/α is a trivial 2-cocycle for any q ∈ Q. Hence there exists a 1-cochain z(q) : N → K * such that ∂(z(q)) = qα/α. Define the cochain b(p, q) := z(pq) z(p)z(q) p .
One can check that it has trivial coboundary and hence b(p, q) ∈ Â ∼ = A. In other words b(p, q) ∈ Z 2 (Q, N ). Define now the group G b to be equal to G as a set, but with multiplication defined by
In [9, Theorem 1.3.] Etingof-Gelaki prove that if G 2 is isocategorical to G 1 , then G 2 ∼ = (G 1 ) b for b some cocycle obtained as in the procedure above. In particular, [9, Corollary 1.4.], if a group G does not have a normal abelian 2-subgroup equipped with a G-invariant alternating form then it is categorically rigid, i.e. no other group is isocategorical equivalent to it. This holds for example if 4 does not divide |G|.
In [13, Section 4] an infinite family of pairs of non-isomorphic, yet isocategorical groups G m and G m b , for 3 ≤ m ∈ N, was constructed. As proven by Goyvaerts-Meir [11] the case m = 3 yield the smallest non-isomorphic, but isocategorical, groups (which are thus of order 64). Proposition 7.7. Let 3 ≤ m ∈ N and G m , G m b be the isocategorical groups from [13] . Then their representation rings over C are isomorphic rings, however the glider representation rings R 1 (G m ) and R 1 (G m b ) are non-isomorphic rings. More generally, suppose that G and H are isocategorical. Thus there exists a monoidal equivalence F : Rep(G) → Rep(H). Then F clearly induces an isomorphism between the Grothendieck rings K 0 (Rep(G)) and K 0 (Rep(H) ). Thus the first part of Proposition 7.7 is a general statement about isocategorical groups and hence follows from [ . In other words n h1 1 = n 1 . Now we need the coycle b to twist G. The action of H on N is given by (hω)(n) := ω(n h ). Define b(h t1 1 h t2 2 , h r1 1 h r2 2 ) = n l1 1 n l2 2 , with l i = δ 1,ti δ 1,ri . With easy computations one can now check the following.
Lemma 7.8. With notations as above we have that G = n 1 , n 2 , h 1 , h 2 | R 1 and G b = n 1 , n 2 , h 1 , h 2 | R 2 with
• R 1 = {n 4 i = 1, h 2 i = 1, (h 1 , h 2 ) = 1, (n 1 , n 2 ) = 1, n h1 1 = n 1 , n h1 2 = n 2 1 n 2 , n h2 2 = n 2 , n h2 1 = n 2 2 n 1 } • R 2 = {n 4 i = 1, h 2 i = n 2 i , (h 1 , h 2 ) = 1, (n 1 , n 2 ) = 1, n h1 1 = n 1 , n h1 2 = n 2 1 n 2 , n h2 2 = n 2 , n h2 1 = n 2 2 n 1 }. Note that both G and G b are nilpotent of class 2 and in fact their centers equal their commutator subgroups (e.g. G ′ = n 2 1 , n 2 2 = Z(G)). Furthermore, the subgroup lattices of G and G b are isomorphic. However both groups have a different amount of subgroups. Theorem 5.3 now shows that R 1 ( G) ≇ R 1 ( G b ) (since otherwise the same would hold after extension of scalars to Q and taking the quotient by the Jacobson radical). Thus we have proven Proposition 7.7 in the case m = 3. The case of a general m is analogue but notational more cumbersome.
In upcoming work we will describe, in a more systematic way, data that is contained in R 1 ( G) but which is not necessarily detected by Rep K (G) viewed as tensor category.
