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THE KOHN ALGORITHM ON DENJOY-CARLEMAN CLASSES
ANDREEA C. NICOARA
Abstract. The equivalence of the Kohn finite ideal type and the D’Angelo finite type with
the subellipticity of the ∂¯-Neumann problem is extended to pseudoconvex domains in Cn whose
defining function is in a Denjoy-Carleman quasianalytic class closed under differentiation. The
proof involves algebraic geometry over a ring of germs of Denjoy-Carleman quasianalytic func-
tions that is not known to be Noetherian and that is intermediate between the ring of germs
of real-analytic functions Cω and the ring of germs of smooth functions C∞. It is also shown
that this type of ring of germs of Denjoy-Carleman functions satisfies the
√
acc property, one
of the strongest properties a non-Noetherian ring could possess.
Contents
1. Introduction 1
2. The Denjoy-Carleman Quasianalytic Classes 4
3. Subellipticity of the ∂¯-Neumann Problem and the Kohn Algorithm 14
4. Equivalence of Types 18
Acknowledgements 20
References 20
1. Introduction
The systematic study of the subellipticity of the ∂¯-Neumann problem on pseudoconvex do-
mains in Cn was initiated by Joseph J. Kohn in his paper [18] published in Acta Mathematica
in 1979. Kohn defined subelliptic multipliers for the ∂¯-Neumann problem and showed they
formed a multiplier ideal sheaf. Kohn was the first to construct a multiplier ideal sheaf, which
has become since a standard object in algebraic geometry. Kohn defined his subelliptic multi-
pliers to be germs of C∞ functions and wrote down an algorithm that generates an increasing
chain of ideals of multipliers, whose termination at the whole ring implies the subellipticity of
the ∂¯-Neumann problem. This termination condition is called Kohn finite ideal type. In the
same paper [18], Joseph J. Kohn proved a three-way equivalence for pseudoconvex domains in
Cn with real-analytic Cω boundary, namely that the subellipticity of the ∂¯-Neumann problem
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on (p, q) forms is equivalent to Kohn finite ideal type for (p, q) forms and is also equivalent to
the condition that holomorphic varieties of complex dimension q have finite order of contact
with the boundary of the domain. The latter condition is called finite D’Angelo type after John
D’Angelo who investigated its properties in detail in [11] and proved the crucial fact that it is
an open condition.
The next important development in the investigation of the subellipticity of the ∂¯-Neumann
problem came in the mid 1980’s with a series of three deep papers by David Catlin, [7], [8],
and [9], in which he proved the equivalence of two out of the three properties that appear in
Kohn’s theorem for real-analytic domains, namely that for a smooth, pseudoconvex domain in
Cn the subellipticity of the ∂¯-Neumann problem is equivalent to finite D’Angelo type. Catlin’s
construction uses some of the subelliptic multipliers defined by Kohn but does not investigate
whether the Kohn algorithm terminates, i.e. whether Kohn finite ideal type is also equivalent to
the other two properties for smooth, pseudoconvex domains in Cn. This three-way equivalence
has been posited by Joseph J. Kohn and David Catlin and is called the Kohn conjecture.
The current investigation of the equivalence of types for Denjoy-Carleman quasianalytic
classes is an intermediate case between the Cω one settled by Kohn in 1979 and the Kohn
conjecture. It involves classes of functions without necessarily convergent Taylor expansions
that still satisfy the  Lojasiewicz inequalities, properties crucial to the equivalence of types.
The Denjoy-Carleman quasianalytic classes are subrings of the ring of smooth functions
such that certain bounds hold on their derivatives of various orders. The sequence of bounds
behaves according to the Denjoy-Carleman Theorem, which means that the Taylor morphism is
injective on any such Denjoy-Carleman quasianalytic class, preventing flat functions from lying
therein. Each Denjoy-Carleman quasianalytic class considered here will be strictly larger than
the class of real-analytic functions, thus also containing functions with non-convergent Taylor
expansions. Denjoy-Carleman quasianalytic classes do not satisfy the Weierstrass Division
Property as Childress proved in [10], and yet Edward Bierstone and Pierre Milman established
in [2] that resolution of singularities holds. As a result of the Bierstone-Milman construction, all
three  Lojasiewicz inequalities follow along with topological Noetherianity, a weaker condition
than Noetherianity but of great use for the equivalence of types considered here. [2] assumes
sheaves are of finite type. More recently, this hypothesis was relaxed to quasicoherence in [3].
We shall show in this paper that for a pseudoconvex domain in Cn with boundary in any
such Denjoy-Carleman quasianalytic class, the three-way equivalence proved by Kohn for pseu-
doconvex Cω domains extends to this case:
Main Theorem 1.1. Let Ω in Cn be a pseudoconvex domain with boundary in a Denjoy-
Carleman quasianalytic class CM(Ω) defined in a neighborhood of Ω, where the sequence of
bounds M is such that CM(Ω) is closed under differentiation. Let x0 ∈ bΩ be any point on
the boundary of the domain, and let U˜ be an appropriately small neighborhood around x0. The
following three properties are equivalent:
(i) The ∂¯-Neumann problem for (p, q) forms is subelliptic on U˜ ;
(ii) The Kohn algorithm on (p, q) forms terminates at x0 by generating the entire ring of
germs of smooth functions on bΩ at x0, C
∞
bΩ(x0);
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(iii) The order of contact of holomorphic varieties of complex dimension q with the boundary
of the domain Ω in U˜ is finite.
As mentioned at the beginning of this introduction, the implication (ii) =⇒ (i) was already
done by Joseph J. Kohn for C∞ functions in [18], so his construction applies here as well. The
implication (i) =⇒ (iii) is the contrapositive of Catlin’s Theorem 1 in [7]. We should add
that a complex variety passing through x0 that has infinite order of contact with bΩ is already
sitting inside bΩ since the Denjoy-Carleman quasianalytic functions considered here contain no
flat functions. Thus, the aim of this paper is to prove the implication (iii) =⇒ (ii). The proof
that will be given is purely qualitative in nature. There is no attempt to compute an effective
bound for the subelliptic gain in the ∂¯-Neumann problem in terms of the D’Angelo type and
the dimension. The focus is instead on the interaction of the algebraic properties of the Denjoy-
Carleman quasianalytic classes with the algebra of the Kohn algorithm. In fact, Theorem 1.1 is
true in an even more general setting than the Denjoy-Carleman quasianalytic classes. For any
class of functions satisfying axioms (3.1)-(3.6) on p.3-4 of [2], the resolution of singularities goes
through and with it all algebraic geometric properties necessary for Theorem 1.1. An example
of more general quasianalytic classes with such properties are classes of C∞ functions that are
definable in a given polynomially bounded o-minimal structure. The reader is directed to [23]
for more details on these classes.
It is widely believed that the rings of germs of Denjoy-Carleman classes are non-Noetherian.
Nonetheless, the topological Noetherianity proven by Bierstone and Milman permits the con-
struction of certain finitely generated subideals of the ideals of multipliers via which it can
shown that the ascending chain in the Kohn algorithm stabilizes. Likewise, the presence of
 Lojasiewicz inequalities enables a Nullstellensatz for a notion of real radical particular to the
Kohn algorithm. Therefore, the Denjoy-Carleman setting provides a glimpse into the algebra
necessary for the direct proof of the Kohn conjecture.
In addition to the main result, Theorem 1.1, concerning the equivalence of types, we derive
a very simple consequence of Bierstone’s and Milman’s work in [2], namely that all the rings of
germs corresponding to Denjoy-Carleman classes closed under differentiation satisfy the
√
acc
condition for the real radical notion R
√
. In commutative algebra, this condition is the nicest a
non-Noetherian ring can satisfy. The reader may consult [21] and [14] for additional information
on this type of rings.
Theorem 1.2. Let x0 be a point in R
n or Cn, and let CM(x0) be a ring of germs of Denjoy-
Carleman quasianalytic functions closed under differentiation. The local ring CM(x0) has the√
acc property. In other words, if I1 ⊂ I2 ⊂ · · · is an ascending chain of ideals in CM(x0),
then the ascending chain of radical ideals R
√I1 ⊂ R
√I2 ⊂ · · · stabilizes, i.e. there exists a k
such that R
√Ij = R√Ik for all j ≥ k.
The paper is organized as follows: Section 2 introduces the Denjoy-Carleman quasianalytic
classes and outlines a number of their properties. At the end of this section, Theorem 1.2 is
proven. Section 3 recalls the Kohn algorithm and other matters related to the subellipticity of
the ∂¯-Neumann problem. Finally, the equivalence of types, Theorem 1.1, is proven in Section 4.
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2. The Denjoy-Carleman Quasianalytic Classes
The set-up described here comes from the Bierstone and Milman paper [2]. Another excellent
source for properties of more general quasianalytic local rings is Vincent Thilliez’s expository
paper [24].
We start with the definition of a quasianalytic class. Let us make the identification Cn ≃ R2n,
where z = (z1, . . . , zn) = (x1 + ixn+1, . . . , xn + ix2n).
Definition 2.1. Let U be a connected open set in Cn, and let M = {M0,M1,M2, . . . } be an
increasing sequence of positive real numbers, where M0 = 1. C
R
M(U) consists of all R-valued
f ∈ C∞(U) satisfying that for every compact set K ⊂ U , there exist constants A,B > 0 such
that ∣∣∣∣ 1α! Dαf(x)
∣∣∣∣ ≤ AB|α|M|α| (2.1)
for any x ∈ K, where α is a multi-index in N2n, Dα = ∂ |α|
∂x
α1
1
··· ∂x
α2n
2n
. CRM(U) is called quasianalytic
if the Taylor morphism assigning to each f ∈ CRM(U) its Taylor expansion at a ∈ U is injective
for all a ∈ U.
Since the ∂¯-Neumann problem is posed on (p, q) forms in Cn, we must also introduce another
class CM(U) of C-valued quasianalytic functions. We will examine the properties of both classes
CRM(U) and CM(U), going back and forth between them as necessary.
Definition 2.2. Let U be a connected open set in Cn, and let M = {M0,M1,M2, . . . } be an
increasing sequence of positive real numbers, where M0 = 1. CM(U) consists of all C-valued
f ∈ C∞(U) such that f = g + ih for g and h real valued and g, h ∈ CRM(U). CM(U) is called
quasianalytic if the Taylor morphism assigning to each f ∈ CM(U) its Taylor expansion at
a ∈ U is injective for all a ∈ U.
Remarks:
(1) Clearly,
f = g + ih ∈ CM(U) ⇐⇒ g, h ∈ CRM(U)
and
CM(U) quasianalytic ⇐⇒ CRM(U) quasianalytic.
(2) Consider any open set U˜ ⊂ U. If f ∈ CM(U), then it is obvious from Definition 2.2 that the
restriction f
∣∣
U˜
∈ CM(U˜). The same holds for CRM(U). This observation naturally leads to the
definition of germs of Denjoy-Carleman functions.
Definition 2.3. Let x0 be a point in C
n. The set of germs CM(x0) (respectively C
R
M(x0))
of Denjoy-Carleman functions at x0 consists of all germs of C-valued (respectively R-valued)
functions f ∈ CM(U) (respectively f ∈ CRM(U)) for U a neighborhood of x0. CM(x0) (respec-
tively CRM(x0)) is called quasianalytic if the Taylor morphism assigning to each f ∈ CM(x0)
(respectively f ∈ CRM(x0)) its Taylor expansion at x0 is injective.
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In order to ensure closure under multiplication that makes CRM(U), CM(U), C
R
M(x0), and CM(x0)
into rings, which is essential for the algebraic considerations that will follow, we must impose
an additional condition on the sequence M of bounds:
Definition 2.4. The sequence M = {M0,M1,M2, . . . } is called logarithmically convex if
Mj+1
Mj
≤ Mj+2
Mj+1
(2.2)
for all j ≥ 0, i.e. the sequence of subsequent quotients is increasing.
Definition 2.4 and the assumption M0 = 1 together imply that { (Mj)
1
j }j≥1 is an increasing
sequence of positive real numbers greater than or equal to 1. Real-analytic functions satisfy
estimate (2.1) with M|α| = 1 for all α. Therefore, all R-valued real-analytic functions belong to
CRM(U) and all C-valued real-analytic functions belong to CM(U). Fortunately, there exists a
condition on M in the classical literature that precisely identifies when CRM(U) equals the ring
of R-valued real-analytic functions on U, Cω(U); see Corollary 1 of Theorem 1 in [24].
Proposition 2.5. CRM(U) = C
ω(U) iff supj≥1(Mj)
1
j <∞.
To ensure both CRM(U) and CM(U) are strictly larger than the rings of R-valued real-analytic
functions and C-valued real-analytic functions respectively, we shall assume
lim
j→∞
(Mj)
1
j =∞. (2.3)
This strict inclusion property then propagates to the rings of germs CRM(x0) and CM(x0).
E´mile Borel first constructed quasianalytic functions that were not also real-analytic in [5] and
[6]. Other examples can be found in [24]. Jacques Hadamard then asked in 1912 whether there
exists a condition on the sequence M that forces the corresponding class to be quasianalytic.
The Denjoy-Carleman Theorem provides the answer:
Denjoy-Carleman Theorem 2.6. Let the sequenceM = {M0,M1,M2, . . . } be logarithmically
convex, then CRM(U), CM(U), C
R
M(x0), and CM(x0) are quasianalytic iff
∑∞
k=0
Mk
(k+1)Mk+1
=∞.
Such a class CRM(U), CM(U), C
R
M(x0), or CM(x0) satisfying the Denjoy-Carleman Theorem is
called a Denjoy-Carleman quasianalytic class. We have just one more condition to impose on
M, and we will have described completely the Denjoy-Carleman quasianalytic classes on which
we will consider the equivalence of types. This condition due to Szolem Mandelbroit guarantees
that CRM(U), CM(U), C
R
M(x0), and CM(x0) are all closed under differentiation:
Proposition 2.7. CRM(U), CM(U), C
R
M(x0), and CM(x0) are closed under differentiation iff
sup
j≥1
(
Mj+1
Mj
) 1
j
<∞. (2.4)
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Remark: Clearly, CRM(U) closed under differentiation implies CM(U) is also closed under
differentiation and the same for CRM(x0) and CM(x0).
We shall summarize now the results of Section 4 of [2] in a proposition that lists all the prop-
erties of a Denjoy-Carleman quasianalytic class of the type described above that enable the
resolution of singularities. This result is only stated for CRM(U) because some of the properties
contained therein are awkward to give in complex coordinates. As mentioned in the introduc-
tion, whenever these properties hold, the resolution of singularities goes through, so technically
in a more general setting than we are using here.
Proposition 2.8. Let CRM(U) be a Denjoy-Carleman quasianalytic class that also satisfies con-
ditions (2.2), (2.3), and (2.4) on its sequence of bounds M. CRM(U) has the following properties:
(i) CRM(U) contains all real-analytic functions on U as well as the restrictions of all poly-
nomials on U, P(U);
(ii) CRM(U) is closed under composition, namely if U and V are open subsets of C
n and Cp
respectively, f ∈ CRM(V ), and g = (g1, . . . , g2p) : U −→ V is such that gj ∈ CRM(U) for
1 ≤ j ≤ 2p, then f ◦ g ∈ CRM(U);
(iii) CRM(U) is closed under differentiation;
(iv) CRM(U) is closed under division by a coordinate, i.e. if f ∈ CRM(U) and
f(x1, . . . , xi−1, ai, xi+1, . . . , x2n) ≡ 0,
then there exists h ∈ CRM(U) such that f(x) = (xi − ai) h(x);
(v) CRM(U) is closed under inverse, namely let U and V be open subsets of C
n and let
ϕ = (ϕ1, . . . , ϕ2n) : U −→ V be such that ϕi ∈ CRM(U) for 1 ≤ i ≤ 2n, a ∈ U, ϕ(a) = b,
and the Jacobian matrix
∂ϕ
∂x
(a) =
∂(ϕ1, . . . , ϕ2n)
∂(x1, . . . , x2n)
(a)
be invertible, then there exist neighborhoods U ′ of a and V ′ of b as well as a mapping
ψ = (ψ1, . . . , ψ2n) : V
′ −→ U ′ such that ψi ∈ CRM(V ′) for 1 ≤ i ≤ 2n, ψ(b) = a and
ϕ ◦ ψ is the identity mapping on V ′.
Remarks:
(1) Proposition 2.8 part (v) is equivalent to the Implicit Function Theorem, which can be
stated in this context as follows: Let U be an open subset of Cn × Cp with product coor-
dinates (x, y) = (x1, . . . , x2n, y1, . . . , y2p). Let f1, . . . , f2p ∈ CRM(U), (a, b) ∈ U, f(a, b) = 0 =
(f1(a, b), . . . , f2p(a, b)), and
∂f
∂y
(a, b) be invertible, then there exists a product neighborhood
V ×W of (a, b) in U and a mapping g = (g1, . . . , g2p) : V −→ W such that gi ∈ CRM(V ) for all
1 ≤ i ≤ 2p, g(a) = b, and f(x, g(x)) = 0 for all x ∈ V.
(2) Proposition 2.8 part (v) implies that CRM(U) is closed under reciprocal, i.e. if f ∈ CRM(U)
is such that f(x) 6= 0 for all x ∈ U, then 1
f
∈ CRM(U).
(3) Parts (ii) and (iv) of Proposition 2.8 imply part (iii); see [3].
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(4) Using the properties of CRM(U) in Proposition 2.8, we can construct manifolds of class C
R
M
as well as functions on such manifolds. Since real and imaginary parts of functions in CM(U)
are in CRM(U), we automatically also get well-defined manifolds of class CM as well as functions
on those manifolds.
As it will be seen in Section 3, the Kohn algorithm yields an increasing chain of ideals of
germs of functions defined on the neighborhood of a point in the boundary of the domain
Ω ⊂ Cn. We thus have to explore here what it means to have germs of functions in the class
CM defined on a manifold of the same class as well as sheaves of ideals of functions in the same
class. Let X be a manifold of class CM such that X ⊂ U ⊂ Cn. Since X is embedded in Cn,
we equip it with the subset topology, where Cn has the standard Euclidean metric topology on
it. Let GCMX be the sheaf of germs of functions in the class CM defined at points of X. We will
denote the stalk of this sheaf at a point x0 ∈ X as CM,X(x0). We now consider a sheaf of ideals
I ⊂ GCMX . The variety corresponding to this sheaf is formally defined as
V(I) = supp G
CM
X
I
.
The reader should note that V(I) consists of all points a ∈ X, where the ideal Ia does not
contain any unit in the ring of germs of functions of class CM on X at a, which we denoted
CM,X(a). This definition is consistent with that in [2]. At times, we will need to work with
sheaves of ideals of finite type. We give the same definition here as in [2].
Definition 2.9. A sheaf of ideals I ⊂ GCMX is said to be of finite type if for each a ∈ X, there
exist a neighborhood Ua of a in X and finitely many sections f1, . . . , fp ∈ CM(Ua) such that for
all b ∈ Ua the stalk Ib is generated by the germs of f1, . . . , fp at b.
For a manifold X of class CRM with germs G
CR
M
X on it, the definition of a variety corresponding
to a sheaf of ideals and that of a sheaf of ideals of finite type are the same as in the case of CM .
It shall also be noted here that an ideal of finite type in a ring means a finitely generated ideal.
We also need to introduce here the notion of the germ of a variety corresponding to an ideal
of germs of Denjoy-Carleman functions that is of finite type. This will allow us to visualize
the varieties obtained pointwise at the various steps of the Kohn algorithm. We are assuming
the rings of germs CRM(x0), CM(x0), and CM,X(x0) all satisfy the Denjoy-Carleman Theorem,
Theorem 2.6. This means that if two functions f and g defined on a neighborhood of x0
coincide on a perhaps smaller neighborhood of x0, then they must be the same function as they
would have the same Taylor expansion at x0 itself. Therefore, a germ of a Denjoy-Carleman
function is an equivalence class containing one and only one element, so whenever we are given
a germ, we can work with its representative in a neighborhood of x0. This is the same as in the
real-analytic case. Consider now an ideal I of finite type in any of the rings of germs CRM(x0),
CM(x0), or CM,X(x0), and let I = (f1, . . . , fp). Each generator fj is a germ corresponding to a
Denjoy-Carleman function, which we will also denote by fj since it is unique, and fj is defined
on some neighborhood of x0, which we will denote by Uj . Consider now the intersection of
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neighborhoods U = U1 ∩ · · · ∩ Up. All fj ’s are defined on U, so the germ of the variety V (I)
corresponding to I is the set of common zeroes of f1, . . . , fp in U. Certain arguments will require
us to shrink this U as it is standard when working with germs.
For more sophisticated arguments, we will need to consider quasicoherent sheaves of ideals.
Definition 2.10. A sheaf of ideals I ⊂ GCMX is said to be quasicoherent if for each a ∈ X,
there exist a neighborhood Ua of a in X and a family of sections {fα} ∈ CM(Ua) not necessarily
finite such that for all b ∈ Ua the stalk Ib is generated by the germs of {fα} at b.
We can now state two of the consequences of applying resolution of singularities to the Denjoy-
Carleman quasianalytic class CRM , which Edward Bierstone and Pierre Milman obtained in [2].
We shall state as corollaries in both instances the corresponding results for CM , which are the
ones we are more interested in here. Both of these are crucial for the equivalence of types on
domains of class CM . The first of these important consequences is topological Noetherianity,
which is Theorem 6.1 of [2] for sheaves of ideals of finite type and also follows for quasicoherent
sheaves of ideals from the resolution of singularities argument in [3].
Theorem (Topological Noetherianity) 2.11. Let I1, I2, . . . be any sequence of quasico-
herent sheaves of ideals in G
CR
M
X such that the corresponding varieties form a decreasing se-
quence V(I1) ⊇ V(I2) ⊇ · · · . Given some compact set K in the topology of X, the sequence
V(I1) ⊇ V(I2) ⊇ · · · stabilizes in a neighborhood of K, i.e. there exists some k such that in a
neighborhood of K, V(Ij) = V(Ik) for all j ≥ k.
As Federica Pieroni observed in [22], this theorem of Bierstone and Milman translates to germs:
Theorem (Topological Noetherianity for Germs of Class CRM) 2.12. Let I1, I2, . . . be
any sequence of ideals of finite type in CRM(x0) for x0 ∈ Rn or x0 ∈ Cn or in CRM,X(x0) for
X a manifold of class CRM and x0 ∈ X such that the corresponding germs of varieties form a
decreasing sequence V(I1) ⊇ V(I2) ⊇ · · · . The sequence V(I1) ⊇ V(I2) ⊇ · · · stabilizes, i.e.
there exists some k such that V(Ij) = V(Ik) for all j ≥ k.
To any ideal I ⊂ CM(x0) can be associated an ideal IR ⊂ CRM(x0) defined by
IR = {f ∈ CRM(x0) | ∃ g ∈ I s.t. f = Re g or f = Im g}.
Clearly, IR is of finite type if I is and V(IR) = V(I). The same construction applies to some
ideal I ⊂ CM,X(x0) for X a manifold of class CM and x0 ∈ X. We thus obtain:
Corollary 2.13. Let I1, I2, . . . be any sequence of ideals of finite type in CM(x0) for x0 ∈ Rn or
x0 ∈ Cn or in CM,X(x0) for X a manifold of class CM and x0 ∈ X such that the corresponding
germs of varieties form a decreasing sequence V(I1) ⊇ V(I2) ⊇ · · · . The sequence V(I1) ⊇
V(I2) ⊇ · · · stabilizes, i.e. there exists some k such that V(Ij) = V(Ik) for all j ≥ k.
The second of the important consequences of Edward Bierstone’s and Pierre Milman’s work is
the full set of  Lojasiewicz inequalities for the Denjoy-Carleman quasianalytic class CRM , Theorem
6.3 of [2].
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Theorem 2.14. The three  Lojasiewicz inequalities hold for functions of class CRM as follows:
(I) Let X be a manifold of class CRM , and let f, g ∈ CRM(X), i.e. these functions are defined
in a neighborhood of X. If {x ∈ X ∣∣ g(x) = 0} ⊆ {x ∈ X ∣∣ f(x) = 0} in a neighborhood
of a set K compact in the topology of X, then there exist C, α > 0 such that
|g(x)| ≥ C |f(x)|α
for all x in a neighborhood of K. Furthermore, inf α is a positive rational number.
(II) Let f ∈ CRM(U) for U an open set such that U ⊂ Rn, and set Z = {x ∈ U
∣∣ f(x) = 0}.
Suppose that K ⊂ U is compact. Then there exist C > 0 and ν ≥ 1 such that
|f(x)| ≥ C d(x, Z) ν
in a neighborhood of K, where d( · , Z) is the Euclidean distance to Z and inf ν ∈ Q.
(III) Let f ∈ CRM(U), and let K be a compact subset of U such that ∇R f(x) = 0 only if
f(x) = 0, where ∇R is the gradient in real coordinates (x1, . . . , x2n). Then there exist
C > 0 and µ satisfying 0 < µ ≤ 1 such that
|∇R f(x)| ≥ C |f(x)| 1−µ
in a neighborhood of K and supµ ∈ Q.
Since the real and imaginary parts of functions in CM(U) are in C
R
M(U), it is clear that parts
(I) and (II) will also be true for the class CM . Part (III) is irrelevant for type equivalence, so
we will not restate it for CM .
Corollary 2.15. The first two of the  Lojasiewicz inequalities above hold for functions of class
CM :
(I) Let X be a manifold of class CM , and let f, g ∈ CM(X), i.e. these functions are defined
in a neighborhood of X. If {x ∈ X ∣∣ g(x) = 0} ⊆ {x ∈ X ∣∣ f(x) = 0} in a neighborhood
of a set K compact in the topology of X, then there exist C, α > 0 such that
|g(x)| ≥ C |f(x)|α
for all x in a neighborhood of K. Furthermore, inf α is a positive rational number.
(II) Let f ∈ CM(U) for U an open set such that U ⊂ Rn, and set Z = {x ∈ U
∣∣ f(x) = 0}.
Suppose that K ⊂ U is compact. Then there exist C > 0 and ν ≥ 1 such that
|f(x)| ≥ C d(x, Z) ν
in a neighborhood of K, where d( · , Z) is the Euclidean distance to Z and inf ν ∈ Q.
Proof: Note that f = f1+ if2 and g = g1+ ig2 for f1, f2, g1, g2 ∈ CRM(X). To prove part (I), we
look at g21 + g
2
2 and compare it to f
2
1 + f
2
2 . Clearly, {x ∈ X
∣∣ f(x) = 0} = {x ∈ X ∣∣ f 21 + f 22 = 0}
and {x ∈ X ∣∣g(x) = 0} = {x ∈ X ∣∣g21+g22 = 0} so {x ∈ X ∣∣g21+g22 = 0} ⊆ {x ∈ X ∣∣f 21 +f 22 = 0}.
The result follows from part (I) of Theorem 2.14. Similarly, part (II) follows from part (II) of
Theorem 2.14 applied to f 21 + f
2
2 , which is R-valued and has the same zero set as f. For part
(II), f1, f2 ∈ CRM(U). 
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We shall now state one more consequence of applying resolution of singularities to the Denjoy-
Carleman quasianalytic class CRM , the uniformization theorem, which is Corollary 5.14 on p.18
of [2] for the support of an ideal sheaf of finite type and also follows from the arguments in [3]
for the support of a quasicoherent ideal sheaf:
Theorem (Uniformization Theorem) 2.16. Let X be a manifold of class CRM , and let Y
be the support of any quasicoherent ideal sheaf that is a subsheaf of G
CRM
X , the sheaf of germs
of functions of class CRM defined at the points of X. There exist a manifold N and a proper
CRM -mapping ϕ : N → X such that ϕ(N) = Y.
Right after stating this result, Edward Bierstone and Pierre Milman remark that the dimension
of Y is thus well-defined and equal to the dimension of the manifold N. We shall employ this
conclusion for germs of varieties of class CM shortly, but before we can do so, we must discuss
some important results that follow from Corollaries 2.13 and 2.15. I am indebted to [22] for
the observation contained in the first of these:
Proposition 2.17. Let I be any ideal in the ring of germs CM(x0) for x0 ∈ Rn or x0 ∈ Cn or
in CM,X(x0) for X a manifold of class CM and x0 ∈ X, then there exists a subideal of finite type
J ⊂ I such that the corresponding germs of varieties are equal to each other, V(I) = V(J ).
Proof: This proposition is a consequence of topological Noetherianity. If I is the zero ideal,
there is nothing to prove, so we assume I 6= (0). This means there exists some f1 ∈ I such
that f1 6≡ 0. Let I1 = (f1) be the ideal generated by f1. If V(I1) = V(I), we are done;
otherwise, there exists f2 ∈ I such that f2 6≡ 0 on V(I1), i.e. there exists x ∈ V(I1) satisfying
f2(x) 6= 0. Set I2 = (f1, f2). I2 is clearly of finite type. Inductively, given In−1 = (f1, . . . , fn−1)
a subideal of finite type of I, either V(In−1) = V(I) or there exists fn ∈ I such that fn 6≡ 0
on V(In−1). Set In = (f1, . . . , fn−1, fn). We have thus constructed an increasing sequence of
subideals of I of finite type I1 ⊂ I2 ⊂ · · · . Consider now the corresponding decreasing sequence
of germs of varieties V(I1) ⊇ V(I2) ⊇ · · · . By Corollary 2.13, there exists some k such that
V(Ij) = V(Ik) for all j ≥ k. Set J = Ik, which is clearly a subideal of I of finite type such
that V(I) = V(J ). 
The previous result and the  Lojasiewicz inequalities, Corollary 2.15 imply a  Lojasiewicz type
Nullstellensatz. Before we can state this Nullstellensatz, we have to specify which notion of
radical we will employ:
Definition 2.18. Let CM(x0) for x0 ∈ Rn or x0 ∈ Cn be any ring of Denjoy-Carleman quasi-
analytic germs, and let J ⊂ CM(x0) be an ideal, then the real radical of J denoted by R
√
J is
the ideal{
g ∈ CM(x0)
∣∣ ∃Uopen, U ∋ x0, ∃m ∈ Q+, ∃ f ∈ J, such that |g|m ≤ |f | on U} .
Similarly, if J ⊂ CM,X(x0) for X a manifold of class CM and x0 ∈ X,
R
√
J =
{
g ∈ CM,X(x0)
∣∣ ∃Uopen, U ∋ x0, ∃m ∈ Q+, ∃ f ∈ J, such that |g|m ≤ |f | on U ∩X} .
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Theorem ( Lojasiewicz Nullstellensatz) 2.19. Let I = (f1, . . . , fp) be any ideal of finite
type in CM(x0) or in CM,X(x0) for X a manifold of class CM and x0 ∈ X. Let V(I) be the germ
of a variety corresponding to I, and let I(V(I)) be the ideal of germs of functions in CM(x0)
or in CM,X(x0) vanishing on V(I). Then
R
√
I = I(V(I)).
Proof: The inclusion R
√I ⊂ I(V(I)) is clear. We only have to prove the reverse inclusion.
Without loss of generality, we only prove the result for the ring CM(x0) noting that the case
of CM,X(x0) is similar, only requiring that all open sets are intersected with X. Consider any
h ∈ I(V(I)). Since h ∈ CM(x0), there exists an open set Uh ∋ x0 such that h ∈ CM(Uh).
Similarly, for each i, 1 ≤ i ≤ p, there exists Ui ∋ x0 open such that fi ∈ CM(Ui). Set U˜ =
Uh ∩ U1 ∩ · · · ∩ Up and g = |f1|2 + · · · + |fp|2. Clearly, U˜ is open, and g, h ∈ CM(U˜). Up to
potentially shrinking U˜ ,
{x ∈ U˜ ∣∣ g(x) = 0} ⊆ {x ∈ U˜ ∣∣ h(x) = 0}
and {x0} is a compact set, so we apply part (I) of Corollary 2.15 to conclude that there exist
C, α > 0 and an open neighborhood Ux0 ⊂ U˜ with x0 ∈ Ux0 such that
|g(x)| ≥ C |h(x)|α
for all x ∈ Ux0. The exponent α is rational. This precisely means that h ∈ R
√I as needed. 
We now use the  Lojasiewicz inequalities to deduce that the germ of a variety corresponding
to an ideal I in a Denjoy-Carleman quasianalytic ring of germs CM(x0) or CM,X(x0) for X a
manifold of class CM and x0 ∈ X must have an open and dense set of smooth points. First, let
us define a smooth point of an affine variety:
Definition 2.20. Let V = V(I) be a variety corresponding to an ideal I in CM(U) (or in
CM,X(U) for X a manifold of class CM), where U is an open set in C
n (or in X). x′ ∈ V is a
smooth point of V if there exist a neighborhood U˜ ∋ x′ (open in the topology of X in the case
of a variety corresponding to an ideal in CM,X(U)) and smooth functions f1, . . . , fs such that
V ∩ U˜ = {x ∈ U˜ | f1(x) = · · · = fs(x) = 0}
is a C∞ submanifold of Cn (or of X) of codimension s, i.e. df1∧ · · ·∧ dfs(x) 6= 0 for all x ∈ U˜ .
Remark: The definition implies that the set of smooth points of a variety V is open.
For the ring of holomorphic functions O and for the ring of C-valued real-analytic functions Cω,
it is known that any affine variety has an open and dense set of smooth points. For the ring of
smooth functions C∞, this same statement is not always true but was proven by Rene´ Thom in
[25] for V = V(I) under the hypothesis that the ideal I ⊂ C∞ is  Lojasiewicz. An ideal I ⊂ C∞
is called  Lojasiewicz if it is of finite type and its generators satisfy the  Lojasiewicz inequality
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with respect to distance, which is the content of part (II) of Corollary 2.15 for all elements of
the ring CM(U). Given any ideal I in CM(x0) or in CM,X(x0), Proposition 2.17 guarantees that
V(I) can be presented as the variety V(J ) corresponding to a subideal J of I of finite type.
This result combined with part (II) of Corollary 2.15 leads us to expect that indeed any germ
of a variety corresponding to an ideal in CM(x0) or in CM,X(x0) must have an open and dense
set of smooth points:
Proposition 2.21. Let I be any ideal in CM(x0) for x0 ∈ Rn or x0 ∈ Cn or in CM,X(x0) for
X a manifold of class CM and x0 ∈ X. Let V(I) be a germ of a variety corresponding to I,
then V(I) has an open and dense set of smooth points.
Proof: We know the set of smooth points of V(I) is open, so we only have to show that
it is dense. Just like in the proof of Theorem 2.19, without loss of generality we will prove
this result only for CM(x0) noting once again that for CM,X(x0) all open sets are intersected
with X. We apply Proposition 2.17 to conclude that there exists a subideal of finite type
J = (f1, . . . , fp) ⊂ I such that V(J ) = V(I). Set f = |f1|2 + · · ·+ |fp|2. For each i, 1 ≤ i ≤ p,
there exists Ui ∋ x0 open such that fi ∈ CM(Ui). Set U˜ = U1 ∩ · · · ∩ Up. Clearly, U˜ is open,
f ∈ CM(U˜), and V(I) ∩ U˜ = {x ∈ U˜
∣∣f(x) = 0}. By part (II) of Corollary 2.15, the  Lojasiewicz
inequality with respect to distance holds for f on U˜ up to potentially shrinking U˜ , so the proof of
Rene Thom in [25] or the even simpler proof of the same result given by Jean-Claude Tougeron
in [27] (proof of Proposition 4.6 in subsection V.4) apply verbatim. 
Remark: Thom’s theorem does not apply directly to this case because we are considering here
an ideal I of elements in the ring CM(x0) or CM,X(x0) and not a  Lojasiewicz ideal in the ring
of smooth functions.
In fact, the Uniformization Theorem, Theorem 2.16, implies an even stronger statement than
Proposition 2.21 for the point x0 itself:
Proposition 2.22. Let I be any ideal in CM(x0) for x0 ∈ Rn or x0 ∈ Cn or in CM,X(x0) for
X a manifold of class CM and x0 ∈ X. Let V(I) be the germ of the variety corresponding to I,
let I = IV(I), and let V(I) not consist of an isolated point (V(I) 6= {x0}), then x0 is in the
closure of the set of regular points of V(I) of maximal dimension.
Proof: Once again, we will prove this result only for CM(x0) for x0 ∈ Rn. Just like in the
proof of Proposition 2.21, we first apply Proposition 2.17 to obtain a subideal of finite type
J = (f1, . . . , fp) ⊂ I such that V(J ) = V(I). Without loss of generality, fi ∈ CRM(x0) for all
1 ≤ i ≤ p. Furthermore, since I = IV(I), we can choose f1, . . . , fp in such a way that V(I)
gets the reduced structure. Consider f1. Without loss of generality, we can choose f1 such that
there exists j, 1 ≤ j ≤ n and {x(k)} ⊂ V(I) a sequence of points in V(I) converging to x0 such
that ∂f1
∂xj
(x(k)) 6= 0. This is true because if it were not the case, then each derivative of f1 ∂f1∂xj for
1 ≤ j ≤ n would be identically zero on V(I) in a neighborhood Uj of x0. The ring CRM(x0) is
closed under differentiation, so ∂f1
∂xj
∈ CRM(Uj), and also I = IV(I), so ∂f1∂xj ∈ I.We can thus keep
looking at higher order derivatives of f1 shrinking the neighborhood around x0 as necessary
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until we find one with the property stated above. Note that this process finishes in finitely
many steps because every function in CRM(x0) has a finite order of vanishing at x0. We now
continue this modification of the procedure in the proof of Proposition 2.17 until we have chosen
a subideal of finite type J = (f1, . . . , fp) ⊂ I that gives the reduced structure on V(I). Now,
for each i, 1 ≤ i ≤ p, there exists Ui ∋ x0 open such that fi ∈ CRM(Ui). Set U˜ = U1 ∩ · · · ∩ Up.
Note that fi ∈ CRM(U˜) for each i. Consider V(J ) on U˜ . It is the support of an ideal sheaf of
finite type with the reduced structure and no isolated points, so the Uniformization Theorem,
Theorem 2.16, implies that there exist a manifold N and a proper desingularization mapping
ϕ : N → Rn of class CRM such that ϕ(N) = V(I) ∩ U˜ , so x0 is in the closure of regular points
of maximal dimension of V(I) as needed. 
Remarks:
(1) In the proof of Theorem 1.1, we are not concerned whether the sequence of regular points
converging to x0 consists of regular points of maximal dimension. Being just regular points of
the variety will suffice.
(2) The way we chose f1 in this proof is essentially the way Bierstone and Milman bypass
in [2] the absence of the Weierstrass Preparation Theorem for the Denjoy-Carleman classes
of functions. The interested reader should consult Remark 7.10 of [2] regarding this matter,
reduced structures, and alternative ways of running the desingularization algorithm.
Finally, we can prove Theorem 1.2:
Proof of Theorem 1.2: Let I1 ⊂ I2 ⊂ I3 ⊂ . . . be an increasing chain of ideals. Consider
the increasing chain of ideals R
√I1 ⊂ R
√I2 ⊂ R
√I3 ⊂ . . . By Proposition 2.17, we know that
there exists a subideal of finite type Jj ⊂ R
√Ij such that V(Jj) = V( R√Ij) for each j ≥ 1. We
apply next the  Lojasiewicz Nullstellensatz, Proposition 2.19, to conclude that I(V( R√Ij)) =
I(V(Jj)) = R
√Jj for all j ≥ 1 and both I(V( R√Ij)) and I(V(Jj)) are ideals in CM(x0). Note
that we needed a finitely generated ideal in order to be able to apply the Nullstellensatz. By
Topological Noetherianity, Corollary 2.13, the decreasing chain of germs of varieties
V( R
√
I1) ⊃ V( R
√
I2) ⊃ . . .
stabilizes, namely there exists some k ∈ N such that for all j ≥ k, V( R√Ij) = V( R√Ik). The
largest ideal of functions, however, that vanishes on V( R√Ij) is I(V( R√Ij)). Therefore, the
increasing chain of ideals
I(V( R
√
I1)) ⊂ I(V( R
√
I2)) ⊂ . . .
stabilizes. We know R
√Jj ⊂ R√Ij ⊂ I(V( R√Ij)), so from the application of the Nullstellensatz
above, we conclude I(V( R√Ij)) = R√Ij for every j ≥ 1, so R√I1 ⊂ R√I2 ⊂ R√I3 ⊂ . . . stabilizes.

Remark: It should be noted here that Theorem 1.2 also holds for an ascending chain of ideals
I1 ⊂ I2 ⊂ · · · in CM,X(x0), where X is a manifold of class CM and x0 ∈ X, i.e. the ascending
chain of radical ideals R
√I1 ⊂ R
√I2 ⊂ · · · stabilizes. We will use this observation in the proof
of Theorem 1.1.
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3. Subellipticity of the ∂¯-Neumann Problem and the Kohn Algorithm
We shall give here only a brief outline of the properties of subelliptic multipliers and the
Kohn algorithm. The interested reader should consult Kohn’s paper [18] for the set-up of the
∂¯-Neumann problem as well as the proofs of the results cited in this section. We first give
Kohn’s characterization of subellipticity of the ∂¯-Neumann problem on (p, q) forms:
Definition 3.1. Let Ω be a domain in Cn and let x0 ∈ Ω. The ∂¯-Neumann problem on Ω for
(p, q) forms is said to be subelliptic at x0 if there exist a neighborhood U of x0 and constants
C, ǫ > 0 such that
||ϕ ||2ǫ ≤ C ( || ∂¯ ϕ ||20 + || ∂¯∗ϕ ||20 + ||ϕ ||20 ) (3.1)
for all (p, q) forms ϕ ∈ C∞0 (U) ∩ Dom(∂¯∗), where || · || ǫ is the Sobolev norm of order ǫ and
|| · || 0 is the L2 norm.
The boundary condition ϕ ∈ Dom(∂¯∗) is responsible for the non-ellipticity of the ∂¯-Neumann
problem. If the point x0 is inside the domain Ω, then automatically estimate (3.1) holds at
x0 with the largest possible value ǫ = 1. The problem is thus elliptic rather than subelliptic
inside; see [15] and [16] for strongly pseudoconvex domains and [13] and [17] for pseudoconvex
domains. Therefore, subellipticity only needs to be studied on the boundary of the domain bΩ.
We shall now give Kohn’s definition of a subelliptic multiplier:
Definition 3.2. Let Ω be a domain in Cn and let x0 ∈ Ω. A C∞ function f is called a subelliptic
multiplier at x0 for the ∂¯-Neumann problem on Ω if there exist a neighborhood U of x0 and
constants C, ǫ > 0 such that
|| fϕ ||2ǫ ≤ C ( || ∂¯ ϕ ||20 + || ∂¯∗ϕ ||20 + ||ϕ ||20 ) (3.2)
for all (p, q) forms ϕ ∈ C∞0 (U) ∩ Dom(∂¯∗). We will denote by Iq(x0) the set of all subelliptic
multipliers at x0.
The notation Iq(x0) for subelliptic multipliers at x0 for (p, q) forms drops reference to p, the
holomorphic part of such forms, which is irrelevant in the ∂¯-Neumann problem.
Remarks:
(1) Clearly, if there is a subelliptic multiplier f ∈ Iq(x0) such that f(x0) 6= 0, then a subelliptic
estimate holds at x0 for the ∂¯-Neumann problem.
(2) Estimate (3.2) holds for the largest possible value ǫ = 1 if f = 0 on U ∩ bΩ. An example of
such f is r, the defining function of the domain Ω.
(3) If x0 ∈ bΩ, the highest possible gain in regularity in the ∂¯-Neumann problem given by ǫ in
estimate (3.1) is 1
2
for Ω a strongly pseudoconvex domain; see [15] and [16].
(4) The reader should note that Definition 3.2 yields a sheaf of germs of subelliptic multipliers,
which is precisely what is needed to capture the subellipticity of the ∂¯-Neumann problem. The
underlying ring is C∞, so pointwise Iq(x0) ⊂ C∞bΩ(x0), the ring of germs of smooth functions on
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bΩ at x0 ∈ bΩ. Globally, we will denote by GC∞bΩ the sheaf of germs of smooth functions defined
on the boundary of the domain bΩ.
Kohn’s Theorem 1.21 in [18] encapsulates the properties of subelliptic multipliers he proved in
his paper. These motivate the way he sets up his algorithm, which determines whether or not
the ∂¯-Neumann problem is subelliptic:
Theorem 3.3. If Ω is pseudoconvex with a C∞ boundary and if x0 ∈ Ω, then we have:
(a) Iq(x0) is an ideal.
(b) Iq(x0) =
R
√
Iq(x0).
(c) If r = 0 on bΩ, then r ∈ Iq(x0) and the coefficients of ∂r ∧ ∂¯r ∧ (∂∂¯r)n−q are in Iq(x0).
(d) If f1, . . . , fn−q ∈ Iq(x0), then the coefficients of ∂f1 ∧ · · · ∧ ∂fj ∧ ∂r ∧ ∂¯r ∧ (∂∂¯r)n−q−j
are in Iq(x0), for j ≤ n− q.
Here R
√
Iq(x0) is computed in the ring of germs C
∞
bΩ(x0), i.e.
R
√
Iq(x0) consists of all g ∈ C∞bΩ(x0)
such that there exist an open set Ux0 containing x0, some α ∈ Q+, and f ∈ Iq(x0) satisfying
|g(x)| ≤ |f(x)|α for all x ∈ Ux0 ∩ bΩ.
The Kohn Algorithm:
Step 1
I
q
1(x0) =
R
√
( r, coeff{∂r ∧ ∂¯r ∧ (∂∂¯r)n−q} )
Step (k+1)
I
q
k+1(x0) =
R
√
( Iqk(x0), A
q
k(x0) ),
where
A
q
k(x0) = coeff{∂f1 ∧ · · · ∧ ∂fj ∧ ∂r ∧ ∂¯r ∧ (∂∂¯r)n−q−j}
for f1, . . . , fj ∈ Iqk(x0) and j ≤ n− q. Notation ( · ) denotes the ideal generated by the functions
inside the parentheses in the ring C∞bΩ(x0), and coeff{∂r∧ ∂¯r∧ (∂∂¯r)n−q} is the determinant of
a minor of the determinant of the Levi form for q > 1 and equals the determinant of the Levi
form itself for q = 1. It is easily seen that Iqk(x0) ⊂ Iq(x0) at each step k and that the Kohn
algorithm generates an increasing chain of ideals
I
q
1(x0) ⊂ Iq2(x0) ⊂ · · ·
in the ring of germs C∞bΩ(x0). We will denote by I
q
k the subelliptic multipliers at step k of the
Kohn algorithm on bΩ, which is a sheaf of ideals that is a subsheaf of GC
∞
bΩ . We will employ
the following notation pertaining to the varieties corresponding to ideals of multipliers just as
Kohn does in [18]:
Vqk(x0) = V(Iqk(x0))
defined at each x0 ∈ bΩ as well as the global notation
Vqk = V(Iqk),
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where
V(Iqk) = supp
G
C∞
bΩ
I
q
k
,
which is consistent with Section 2.
To understand the behavior of the sheaves Iqk , we need to introduce the property of being
quasi-flasque, a notion defined by Tougeron in [26]:
Definition 3.4. Consider an open set U˜ in Rm and E the sheaf of C∞ germs on U˜ . A sheaf
M of E-modules is quasi-flasque if for every open set U ⊂ U˜ the canonical homomorphism
M(U˜)⊗E(U˜ ) E(U) −→M(U)
is an isomorphism.
As proven in [20], the sheaves of multipliers in the Kohn algorithm Iqk are quasi-flasque:
Theorem 3.5. The sheaf Iqk satisfies the following two properties:
(a) Iqk is quasi-flasque;
(b) Let x0 be any point in bΩ. If sections sj ∈ Iqk(bΩ) generate Iqk(x0) for j ∈ J, J an
indexing set, then sj also generate I
q
k(x) for x sufficiently close to x0.
In other words, the sheaves Iqk are quasicoherent. Note that due to the form of estimate (3.2),
a subelliptic multiplier on some neighborhood U can be extended to a global multiplier on bΩ
by trivially extending it to be identically zero outside of U ; see [20]. By the way, the fact that
any quasi-flasque sheaf has the property in Theorem 3.5 (b) is Tougeron’s Proposition 6.4 from
section V.6 of [27].
We will now recall from [18] the definition of the Zariski tangent space to an ideal and
to a variety, which are crucial in testing the progress of the Kohn algorithm. We will state
everything in terms of ideals in the ring C∞bΩ(x0), which is the underlying pointwise ring in our
construction, but we note that these definitions are identical for ideals in CωbΩ(x0) or CM,bΩ(x0).
Definition 3.6. Let I be an ideal in C∞bΩ(x0), and let V(I) be a germ of the variety correspond-
ing to I. We define Z 1,0x (I) the Zariski tangent space of I at some x ∈ V(I) to be
Z 1,0x (I) = {L ∈ T 1,0x (bΩ) | L(f) = 0 ∀ f ∈ I },
where T 1,0x (bΩ) is the (1, 0) tangent space to bΩ ⊂ Cn at x. If V is a germ of a variety at x0
and x ∈ V, then we define
Z 1,0x (V) = Z 1,0x (Ix(V)),
where Ix(V) is the ideal of all germs of functions in C∞bΩ(x) vanishing on V.
The next lemma is Lemma 6.10 of [18] that relates Z 1,0x (I) with Z 1,0x (V(I)). We state it here
for ideals in C∞bΩ(x0), but it is also true for ideals in C
ω
bΩ(x0) or CM,bΩ(x0) :
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Lemma 3.7. Let I be an ideal in C∞bΩ(x0), then
Z 1,0x (V(I)) ⊂ Z 1,0x (I). (3.3)
Equality holds in (3.3) if the ideal Ix(V(I)) is generated by elements of I.
Equality also holds in (3.3) if x is a regular point of the variety V(I). To prove this fact, we
recall here an elementary lemma, which can be found on p.21 of [4]:
Lemma 3.8. Suppose Y is an l-dimensional smooth submanifold of RN given by Y = {ρ1 =
· · · = ρN−l = 0} with dρ1 ∧ · · · ∧ dρN−l 6= 0 on Y. Suppose f : RN → R is a smooth function
that vanishes on Y. Then there are smooth functions α1, . . . , αN−l defined near Y so that
f =
N−l∑
j=1
αj ρj near Y.
Now we can prove our claim:
Lemma 3.9. Let I be an ideal in C∞bΩ(x0), CωbΩ(x0), or CM,bΩ(x0). If x is a regular point of
V(I), then
Z 1,0x (V(I)) = Z 1,0x (I).
Proof: By Lemma 3.7, Z 1,0x (V(I)) ⊂ Z 1,0x (I), so we only need to prove the reverse inclusion.
Since x is a regular point of V(I), there exist a neighborhood U ∋ x and functions ρ1, . . . , ρN−l ∈
I such that V(I)∩U = {ρ1 = · · · = ρN−l = 0} with dρ1 ∧ · · · ∧ dρN−l 6= 0 on all of U. Consider
an arbitrary L ∈ Z 1,0x (I). For any f ∈ Ix(V(I)), by Lemma 3.8, there exist smooth functions
α1, . . . , αN−l such that on U or a shrinking of U, f =
∑N−l
j=1 αj ρj.
Lf =
N−l∑
j=1
L(αj ρj) =
N−l∑
j=1
(L(αj) ρj + αj L(ρj))
Since L ∈ Z 1,0x (I) and ρj ∈ I for each j, L(ρj)(x) = 0 for each j. Since x ∈ V(I)∩U, ρj(x) = 0
for each j. We conclude that Lf(x) = 0, which implies L ∈ Z 1,0x (V(I)) as needed. 
We define
Nx = {L ∈ T 1,0x (bΩ) | 〈 (∂∂¯r)x , L ∧ L¯ 〉 = 0 },
which is the subspace of T 1,0x (bΩ) consisting of the directions in which the Levi form vanishes.
With this notation, we can define the holomorphic dimension of a variety lying in the boundary
of the domain Ω.
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Definition 3.10. Let V be a variety such that V ⊂ bΩ. Let x ∈ V. We define the holomorphic
dimension of V at x by
hol. dimx (V) = dimZ 1,0x (V) ∩ Nx.
We define the holomorphic dimension of the entire variety V by
hol. dim (V) = min
x∈V
dimZ 1,0x (V) ∩Nx.
We conclude this section with Proposition 6.12 of [18] that explores the implications of the
Kohn algorithm not advancing at a particular point:
Proposition 3.11. If x ∈ Vqk(x0), then
x ∈ Vqk+1(x0) ⇔ dim(Z 1,0x (Iqk(x0)) ∩Nx) ≥ q.
Remark: The reader should note that Kohn’s proof of this result carries through also for
modifications of his algorithm such that only real analytic functions are considered (section 6
of [18]) or only Denjoy-Carleman functions are considered (next section).
4. Equivalence of Types
We start by describing a modification of the Kohn algorithm on a domain whose defining
function r is of class CM that only produces germs of Denjoy-Carleman functions in the same
class. We assume the class CM is closed under differentiation. As seen in Section 3, the Kohn
algorithm involves only differentiations, taking of real radicals, addition, and multiplication
starting with r. Addition and multiplication appear not only in the generation of various ideals
but also in the computation of all Jacobians involved. In the modified Kohn algorithm, ideals
are generated in the ring CM,bΩ(x0) and
R
√ · is computed in the sense of Definition 2.18 solely
with elements in the ring CM,bΩ(x0) and not all of C
∞
bΩ(x0). It is clear that the termination of this
modified algorithm implies the termination of the original Kohn algorithm on germs. We shall
denote by I˜qk(x0) the ideals of subelliptic multipliers given by this modified Kohn algorithm.
The Modified Kohn Algorithm:
Step 1
I˜
q
1(x0) =
R
√
( r, coeff{∂r ∧ ∂¯r ∧ (∂∂¯r)n−q} )CM,bΩ(x0)
Step (k+1)
I˜
q
k+1(x0) =
R
√
( I˜qk(x0), A˜
q
k(x0) )CM,bΩ(x0),
where
A˜
q
k(x0) = coeff{∂f1 ∧ · · · ∧ ∂fj ∧ ∂r ∧ ∂¯r ∧ (∂∂¯r)n−q−j}
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for f1, . . . , fj ∈ I˜qk(x0) and j ≤ n − q. Note that the subscript CM,bΩ(x0) emphasizes ideals
are generated in this ring instead of C∞bΩ(x0). CM,bΩ(x0) is a ring, hence closed under addition
and multiplication, and also closed under differentiation by assumption. By definition of the
modified Kohn algorithm, all real radicals of ideals stay inside CM,bΩ(x0). Therefore, we conclude
I˜
q
k(x0) ⊂ CM,bΩ(x0) at every step k of the Kohn algorithm.
Consider now the sheaves I˜qk of Denjoy-Carleman subelliptic multipliers at all the steps of
the modified Kohn algorithm. We would like to show they are quasicoherent. We cannot prove
this property directly because relatively little is known about algebraic and algebraic geometric
properties in the Denjoy-Carleman case unlike in the smooth and real-analytic cases. Instead,
we consider Iˆqk = I˜
q
k ⊗CM E by generating a new sheaf over the ring of smooth functions; see
[19] and [26] for instances where the idea of tensoring with E is used to understand coherence
properties of sheaves in the real-analytic case. Repeating the arguments given in the proofs of
Lemma 3.7 and Proposition 3.8 in [20], we obtain:
Theorem 4.1. The ideal sheaf Iˆqk is quasi-flasque hence quasicoherent.
Note that the support of Iˆqk is the same as the support of I˜
q
k . As a consequence of Theorem 4.1,
at every point of the support of I˜qk , we can therefore work with I˜
q
k(x0) using the machinery
developed in Section 2. The notion of the variety corresponding to I˜qk(x0) makes sense, and we
can work with a subideal of I˜qk(x0) of finite type that determines the same variety as shown in
Section 2.
We now recall Theorem 3 proven by Eric Bedford and John Erik Fornæss in 1981 in [1]. This
theorem gives a generalization to C∞ boundaries of the Diederich-Fornæss theorem in [12] that
provides the crucial geometrical step connecting the failure of the Kohn algorithm to generate
the whole ring with the existence of a complex variety in the boundary of the domain:
Theorem 4.2. Let Ω ⊂ Cn be a pseudoconvex domain with smooth boundary, and let M ⊂ bΩ
be a smooth submanifold. If M has holomorphic dimension q with respect to bΩ at some point
p ∈ M, then there exists a germ of a complex q-dimensional manifold with V ⊂ bΩ. Further,
if V cannot be chosen so that V ∩ M 6= ∅, then there is a manifold V ′ ⊂ bΩ with complex
dimension q + 1.
We are finally ready to tackle the proof of the equivalence of types.
Proof of Theorem 1.1: As explained in the introduction, the implication (iii) =⇒ (ii) is the
only one that needs to be proved. We will prove the contrapositive statement that the failure
of the Kohn algorithm to terminate at the whole ring, negation of (ii), implies the existence
of a holomorphic variety in the boundary of the domain, negation of finite D’Angelo type (iii).
Let x0 ∈ bΩ be any point on the boundary of the domain. Consider the increasing chain of
ideals given by the modified Kohn algorithm I˜q1(x0) ⊂ I˜q2(x0) ⊂ · · · By definition, for each
k ≥ 1, I˜qk(x0) = R
√
I˜
q
k(x0), so by the remark following the proof of Theorem 1.2 at the end
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of Section 2, we conclude there exists some natural number k such that I˜qj (x0) = I˜
q
k(x0) for
all j ≥ k. By Proposition 2.17, there exists a subideal of finite type Jk ⊂ I˜qk(x0) such that
V(Jk) = V(I˜qk(x0)). We apply the  Lojasiewicz Nullstellensatz, Theorem 2.19, to Jk to conclude
that R
√Jk = I(V(Jk)) = I(V(I˜qk(x0))). Since Jk ⊂ I˜qk(x0) = R
√
I˜
q
k(x0), the Nullstellensatz holds
for I˜qk(x0)
I˜
q
k(x0) = I(V(I˜qk(x0))).
We needed to take this circuitous route because the ring CM,bΩ(x0) is not known to be Noe-
therian and the  Lojasiewicz Nullstellensatz, Theorem 2.19, only applies to finitely generated
ideals. By assumption, the modified Kohn algorithm does not terminate, so I˜qk(x0) 6= CM,bΩ(x0).
Therefore, V(I˜qk(x0)) 6= ∅. Furthermore, V(I˜qk(x0)) cannot consist of just x0 because otherwise,
all functions zj would be multipliers and the algorithm would finish at the next step. As
V(I˜qj (x0)) = V(I˜qk(x0)) for all j ≥ k, Proposition 3.11, Lemma 3.9, and Proposition 2.22 to-
gether imply that V(I˜qk(x0)) has holomorphic dimension at least q at x0 itself and at a sequence
of regular points that converges to x0. Let f1, . . . , fp be the generators of Jk, which is chosen
as in the proof of Proposition 2.22 so that the support of the sheaf of finite type given by
(f1, . . . , fp) has the reduced structure. For each i, 1 ≤ i ≤ p, there exists Ui ∋ x0 open in the
topology of bΩ such that fi ∈ CM(Ui). Set U˜ = U1 ∩ · · · ∩ Up. Clearly, U˜ is open, and from
the proof of Proposition 2.22, V(I˜qk(x0)) ∩ U˜ contains a sequence of regular points converging
to x0. As mentioned in the introduction, D’Angelo type is an open condition, so we shrink
U˜ if necessary to also ensure that bΩ has finite D’Angelo type at every point of U˜ . Next, we
choose one of the regular points y ∈ U˜ guaranteed to exist by Proposition 2.22, which has a
neighborhood Uy ⊂ U˜ satisfying that V(I˜qk(x0))∩Uy is a manifold. We have already shown the
holomorphic dimension of V(I˜qk(x0))∩Uy is at least q at y, but Lemma 3.9 and Proposition 3.11
together yield that the same is true on all of V(I˜qk(x0)) ∩ Uy up to potentially shrinking Uy.
Then Theorem 4.2 implies that there exists a complex manifoldW ⊂ Uy such that dimCW ≥ q.
This contradicts condition (iii), finite D’Angelo type at every point ofW. As the neighborhood
U˜ ⊃ Uy ⊃ W was chosen such that bΩ has finite D’Angelo type everywhere in U˜ , this is the
needed contradiction. 
Acknowledgements
The author would like to thank Edward Bierstone and Pierre Milman for introducing her to
their work on the Denjoy-Carleman quasianalytic classes and related literature as well as for
very kindly taking the time to answer numerous questions on the properties of these classes.
Additionally, the author would like to thank Vasile Brinzanescu and Fabrizio Broglia for a couple
of astute algebraic observations that led to important clarifications in the current manuscript.
References
[1] Eric Bedford and J. E. Fornæss. Complex manifolds in pseudoconvex boundaries. Duke Math. J., 48(1):279–
288, 1981.
THE KOHN ALGORITHM ON DENJOY-CARLEMAN CLASSES 21
[2] Edward Bierstone and Pierre D. Milman. Resolution of singularities in Denjoy-Carleman classes. Selecta
Math. (N.S.), 10(1):1–28, 2004.
[3] Edward Bierstone, Pierre D. Milman, and Guillaume Valette. Arc-quasianalytic functions. Preprint.
arXiv:1401.7683v1 [math.CV] 29 Jan 2014.
[4] Albert Boggess. CR manifolds and the tangential Cauchy-Riemann complex. Studies in Advanced Mathe-
matics. CRC Press, Boca Raton, FL, 1991.
[5] E´mile Borel. Sur la ge´ne´ralisation du prolongement analytique. C. R. Acad. Sci. Paris, 130:1115–1118,
1900.
[6] E´mile Borel. Sur les se´ries de polynoˆmes et de fractions rationnelles. Acta Math., 24:309–387, 1901.
[7] David Catlin. Necessary conditions for subellipticity of the ∂¯-Neumann problem. Ann. of Math. (2),
117(1):147–171, 1983.
[8] David Catlin. Boundary invariants of pseudoconvex domains. Ann. of Math. (2), 120(3):529–586, 1984.
[9] David Catlin. Subelliptic estimates for the ∂-Neumann problem on pseudoconvex domains. Ann. of Math.
(2), 126(1):131–191, 1987.
[10] C. L. Childress. Weierstrass division in quasianalytic local rings. Canad. J. Math., 28(5):938–953, 1976.
[11] John P. D’Angelo. Real hypersurfaces, orders of contact, and applications. Ann. of Math. (2), 115(3):615–
637, 1982.
[12] Klas Diederich and John E. Fornaess. Pseudoconvex domains with real-analytic boundary. Ann. Math. (2),
107(2):371–384, 1978.
[13] Lars Ho¨rmander. L2 estimates and existence theorems for the ∂¯ operator. Acta Math., 113:89–152, 1965.
[14] Irving Kaplansky. Commutative rings. The University of Chicago Press, Chicago, Ill.-London, revised edi-
tion, 1974.
[15] J. J. Kohn. Harmonic integrals on strongly pseudo-convex manifolds. I. Ann. of Math. (2), 78:112–148,
1963.
[16] J. J. Kohn. Harmonic integrals on strongly pseudo-convex manifolds. II. Ann. of Math. (2), 79:450–472,
1964.
[17] J. J. Kohn. Global regularity for ∂¯ on weakly pseudo-convex manifolds. Trans. Amer. Math. Soc., 181:273–
292, 1973.
[18] J. J. Kohn. Subellipticity of the ∂¯-Neumann problem on pseudo-convex domains: sufficient conditions. Acta
Math., 142(1-2):79–122, 1979.
[19] B. Malgrange. Ideals of differentiable functions. Tata Institute of Fundamental Research Studies in Math-
ematics, No. 3. Tata Institute of Fundamental Research, Bombay, 1967.
[20] Andreea C. Nicoara. Coherence and other properties of sheaves in the Kohn algorithm. Preprint.
arXiv:1308.5289v1, [math.AG] 24 Aug 2013, DOI: 10.1142/S0129167X14500773; in press at the Inter-
national Journal of Mathematics.
[21] Jack Ohm and R. L. Pendleton. Rings with noetherian spectrum. Duke Math. J., 35:631–639, 1968.
[22] Federica Pieroni. On the real algebra of Denjoy-Carleman classes. Selecta Math. (N.S.), 13(2):321–351,
2007.
[23] J.-P. Rolin, P. Speissegger, and A. J. Wilkie. Quasianalytic Denjoy-Carleman classes and o-minimality. J.
Amer. Math. Soc., 16(4):751–777 (electronic), 2003.
[24] Vincent Thilliez. On quasianalytic local rings. Expo. Math., 26(1):1–23, 2008.
[25] Rene´ Thom. On some ideals of differentiable functions. J. Math. Soc. Japan, 19:255–259, 1967.
[26] Jean-Claude Tougeron. Faisceaux diffe´rentiables quasi-flasques. C. R. Acad. Sci. Paris, 260:2971–2973,
1965.
[27] Jean-Claude Tougeron. Ide´aux de fonctions diffe´rentiables. Springer-Verlag, Berlin, 1972. Ergebnisse der
Mathematik und ihrer Grenzgebiete, Band 71.
22 ANDREEA C. NICOARA
Department of Mathematics, University of Pennsylvania, 209 South 33rd St., Philadelphia,
PA 19104
E-mail address : anicoara@math.upenn.edu
