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Abstract—The Derivative-free nonlinear Kalman Filter is pro-
posed for state estimation and fault diagnosis in distributed pa-
rameter systems and particularly in dynamical systems described
by partial differential equations of the nonlinear wave type. At
a first stage, a nonlinear filtering approach for estimating the
dynamics of a 1D nonlinear wave equation, from measurements
provided from a small number of sensors is developed. It is shown
that the numerical solution of the associated partial differential
equation results into a set of nonlinear ordinary differential
equations. With the application of diffeomorphism that is based
on differential flatness theory it is shown that an equivalent
description of the system is obtained in the linear canonical
(Brunovsky) form. This transformation enables to obtain local
estimates about the state vector of the system through the
application of the standard Kalman Filter recursion. At a second
stage, the local statistical approach to fault diagnosis is used to
perform fault diagnosis for the distributed parameters system
by processing with elaborated statistical tools the differences
(residuals) between the output of the Kalman Filter and the
measurements obtained from the distributed parameter system.
Optimal selection of the fault threshold is succeeded by using
the local statistical approach to fault diagnosis. The efficiency of
the proposed filtering approach for performing fault diagnosis in
distributed parameters systems is confirmed through simulation
experiments.
Index Terms—distributed parameter systems, differential flat-
ness theory, derivative-free nonlinear Kalman Filtering, nonlinear
wave equations, local statistical approach to fault diagnosis, fault
detection, fault isolation.
I. INTRODUCTION
Fault diagnosis in distributed parameter systems is a compli-
cated problem that has been little explored up to now. A reason
for this is that state estimation methods used for residual
generation in distributed parameter systems and in infinite
dimensional systems described by partial differential equations
are much more complicated than state estimation methods for
lumped parameter systems [1-6]. Of particular interest is state
estimation of wave-type nonlinear phenomena, appearing in
several engineering applications [7-10]. The paper treats the
problem of estimation and fault diagnosis for 1D nonlinear
infinite dimensional systems, which are described by Partial
Differential Equations (PDEs) of the wave type.
At a first stage the dynamics of the PDE model is computed
through a state estimator that processes measurements from
a small number of sensors. To this end the following steps
are followed. Using the method for numerical solution of
the PDE through discretization the initial partial differential
equation is decomposed into a set of nonlinear ordinary
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differential equations with respect to time [11]. Next, each one
of the local models associated with the ordinary differential
equations is transformed into a model of the linear canonical
(Brunovsky) form through a change of coordinates (diffeo-
morphism) which is based on differential flatness theory. This
transformation provides an extended model of the nonlinear
PDE for which state estimation is possible by application of
the standard Kalman Filter recursion [12-17]. Unlike other
nonlinear estimation methods (e.g. Extended Kalman Filter)
the application of the standard Kalman Filter recursion to the
linearized equivalent of the nonlinear PDE system does need
the computation of Jacobian matrices and partial derivatives
[18-20].
At a second stage, the paper proposes the local statistical
approach to fault diagnosis for detecting changes and faults
in the distributed parameter system [21-26]. Residuals are
generated by comparing the outputs measured from the dis-
tributed parameter system against the outputs obtained from
the derivative-free nonlinear Kalman Filter. The processing
of these differences through the local statistical approach to
fault diagnosis provides clear indications about the existence
of incipient changes in the model of the monitored PDE.
Fault diagnosis with the Local Statistical Approach has two
significant advantages: i) it provides a credible criterion (χ2
test) to detect if faults have taken place in the distributed
parameters system. This criterion is more efficient than the
normalized square error and mean error tests since it employs
the modeling error derivative and records the tendency for
change. Thus early change detection for the filter’s parameters
becomes possible ii) it recognizes the parameters of the PDE
model which are responsible for the deviation of the filter’s
estimates from the real output of the monitored dynamical
system.
The structure of the paper is as follows: In Section II nonlinear
filtering using differential flatness theory and transformation of
the system’s dynamics into canonical forms is analyzed. A new
filtering method, under the name Derivative-free distributed
nonlinear Kalman Filtering, is proposed for distributed state
estimation. In Section III it is shown how the Derivative-
free distributed nonlinear Kalman Filtering can be used for
estimating the dynamics of distributed parameter systems as
the ones described by 1D nonlinear PDEs of the wave type.
In Section IV the equivalence between Kalman Filtering and
regressor models is analyzed. In Section V the local statistical
approach is introduced as a systematic method for performing
fault detection and isolation in dynamical systems. The method
is proposed also for diagnosing faults in distributed parameter
systems described by PDEs. In Section VI simulation tests
2are presented about the performance of the Derivative-free
distributed nonlinear Kalman Filter in the problem of state
estimation of the wave-type type partial differential estimation
and about detecting and isolating parametric changes in such
systems. Finally, in Section VII concluding remarks are stated.
II. FILTERING USING DIFFERENTIAL FLATNESS THEORY
AND CANONICAL FORMS
A. Conditions for applying the differential flatness theory
Next, a new filter will be developed, in accordance to the
differential flatness theory. It will be shown that the filter
can be efficiently used in the problem of state estimation
in distributed parameter systems. First, the generic class of
nonlinear systems x˙ = f(x, u) (including MIMO systems) is
considered. Such systems can be transformed to the form of
an affine in-the-input system by adding an integrator to each
input [14],[16]
x˙ = f(x) +
∑m
i=1gi(x)ui (1)
The following definitions are now used [20]:
(i) Lie derivative: Lfh(x) stands for the Lie derivative
Lfh(x) = (∇h)f and the repeated Lie derivatives
are recursively defined as L0fh = h for i = 0,
Lifh = LfL
i−1
f h = ∇Li−1f hf for i = 1, 2, · · · .
(ii) Lie Bracket: adifg stands for a Lie Bracket which is
defined recursively as adifg = [f, ad
i−1
f ]g with ad0fg = g and
adfg = [f, g] = ∇gf −∇fg.
If the system of Eq. (1) can be linearized by a diffeomorphism
z = φ(x) and a static state feedback u = α(x) + β(x)v into
the following form
z˙i,j = zi+1,j for 1≤j≤m and 1≤i≤vj − 1
z˙vi,j = vj
(2)
with
∑m
j=1vj = n, then yj = z1,j for 1≤j≤m are the
0-flat outputs which can be written as functions of only
the elements of the state vector x. To define conditions for
transforming the system of Eq. (1) into the canonical form
described in Eq. (2) the following theorem holds [16]
Theorem: For nonlinear systems described by Eq. (1) the
following variables are defined: (i) G0 = span[g1, · · · , gm],
(ii) G1 = span[g1, · · · , gm, adfg1, · · · , adfgm], · · · (k) Gk =
span{adjfgi for 0≤j≤k, 1≤i≤m}. Then, the linearization
problem for the system of Eq. (1) can be solved if and only
if: (1). The dimension of Gi, i = 1, · · · , k is constant for
x∈X⊆Rn and for 1≤i≤n − 1, (2). The dimension of Gn−1
if of order n, (3). The distribution Gk is involutive for each
1≤k≤n− 2.
B. Transformation of MIMO systems into canonical forms
It is assumed now that after defining the flat outputs of the
initial MIMO nonlinear system and after expressing the system
state variables and control inputs as functions of the flat
output and of the associated derivatives, the system can be
transformed in the Brunovsky canonical form:
x˙1 = x2
· · ·
x˙r1−1 = xr1
x˙r1 = f1(x) +
∑p
j=1g1j (x)uj + d1
x˙r1+1 = xr1+2
· · ·
x˙p−1 = xp
x˙p = fp(x) +
∑p
j=1gpj (x)uj + dp
y1 = x1
· · ·
yp = xn−rp+1
(3)
where x = [x1, · · · , xn]T is the state vector of the transformed
system (according to the differential flatness formulation), u =
[u1, · · · , up]T is the set of control inputs, y = [y1, · · · , yp]T
is the output vector, fi are the drift functions and gi,j , i, j =
1, 2, · · · , p are smooth functions corresponding to the control
input gains, while dj is a variable associated to external
disturbances. It holds that r1+r2+· · ·+rp = n. Having written
the initial nonlinear system into the canonical (Brunovsky)
form it holds
y
(ri)
i = fi(x) +
∑p
j=1gij(x)uj + dj (4)
Next the following vectors and matrices can be
defined: f(x) = [f1(x), · · · , fn(x)]T , g(x) =
[g1(x), · · · , gn(x)]T , with gi(x) = [g1i(x), · · · , gpi(x)]T ,
A = diag[A1, · · · , Ap], B = diag[B1, · · · , Bp],
CT = diag[C1, · · · , Cp], d = [d1, · · · , dp]T , where matrix
A has the MIMO canonical form, i.e. with block-diagonal
elements
Ai =


0 1 · · · 0
0 0 · · · 0
.
.
.
.
.
. · · · ...
0 0 · · · 1
0 0 · · · 0


ri×ri
BTi =
(
0 0 · · · 0 1)
1×ri
Ci =
(
1 0 · · · 0 0)
1×ri
(5)
Thus, Eq. (4) can be written in state-space form
x˙ = Ax+Bv +Bd˜
y = Cx
(6)
where the control input is written as v = f(x) + g(x)u. The
system of Eq. (5) and Eq. (6) is in controller and observer
canonical form.
C. Derivative-free nonlinear Kalman Filtering
As mentioned above, for the system of Eq. (6), state
estimation is possible by applying the standard Kalman Filter.
The system is first turned into discrete-time form using
3common discretization methods and then the recursion of the
linear Kalman Filter described in Eq. (22) and Eq. (23) is
applied.
If the derivative-free Kalman Filter is used in place of
the Extended Kalman Filter then in the EKF equations
the following matrix substitutions should be performed:
Jφ(k)→Ad, Jγ(k)→Cd, where matrices Ad and Cd are
the discrete-time equivalents of matrices A and C which
have been defined Eq. (6) and which appear also in the
measurement and time update of the standard Kalman Filter
recursion. Matrices Ad and Cd can be computed using
established discretization methods. Moreover, the covariance
matrices P (k) and P−(k) are the ones obtained from the
linear Kalman Filter update equations given in Section III.
III. ESTIMATION OF NONLINEAR WAVE DYNAMICS
The following nonlinear wave equation is considered
∂2φ
∂t2
= k ∂
2φ
∂x2
+ f(φ) (7)
Using the approximation for the partial derivative
∂2φ
∂x2
≃ = φi+1−2φi+φi−1∆x2 (8)
and considering spatial measurements of variable φ along axis
x at points x0 + i∆x, i = 1, 2, · · · , N one has
∂2φi
∂t2
= K∆x2φi+1 − 2K∆x2φi + K∆x2φi−1 + f(φi) (9)
By considering the associated samples of φ given by
φ0, φ1, · · · , φN , φN+1 one has
∂2φ1
∂t2
= K
∆x2
φ2 − 2K∆x2φ1 + K∆x2φ0 + f(φ1)
∂2φ2
∂t2
= K
∆x2
φ3 − 2K∆x2φ2 + K∆x2φ1 + f(φ2)
∂2φ3
∂t2
= K
∆x2
φ4 − 2K∆x2φ3 + K∆x2φ2 + f(φ3)· · ·
∂2φN−1
∂t2
= K
∆x2
φN − 2K∆x2φN−1 + K∆x2φN−2 + f(φN−1)
∂2φN
∂t2
= K
∆x2
φN+1 − 2K∆x2φN + K∆x2φN−1 + f(φN ) (10)
By defining the following state vector
xT =
(
φ1, φ2, · · · , φN
) (11)
one obtains the following state-space description
x¨1 =
K
∆x2
x2 − 2K∆x2 x1 + K∆x2φ0 + f(x1)
x¨2 =
K
∆x2
x3 − 2K∆x2 x2 + K∆x2x1 + f(x2)
x¨3 =
K
∆x2
x4 − 2K∆x2 x3 + K∆x2x2 + f(x3)· · ·
x¨N−1 =
K
∆x2
xN − 2K∆x2 xN−1 + K∆x2xN−2 + f(xN−1)
x¨N =
K
∆x2
φN+1 − 2K∆x2xN + K∆x2 xN−1 + f(xN ) (12)
Next, the following state variables are defined
y1,i = xi
y2,i = x˙i
(13)
and the state-space description of the system becomes as
follows
y˙1,1 = y2,1
y˙2,1 =
K
∆x2
y1,2 − 2K∆x2 y1,1 + K∆x2φ0 + f(y1,1)
y˙1,2 = y2,2
y˙2,2 =
K
∆x2
y1,3 − 2K∆x2 y1,2 + K∆x2 y1,1 + f(y1,2)
y˙1,3 = y2,3
y˙2,3 =
K
∆x2
y1,4 − 2K∆x2 y1,3 + K∆x2 y1,2 + f(y1,3)· · ·
· · ·
y˙1,N−1 = y2,N−1
y˙2,N−1 =
K
∆x2
y1,N − 2K∆x2 y1,N−1 + K∆x2 y1,N−2 + f(y1,N−1)
y˙1,N = y2,N
y˙2,N =
K
∆x2
φN+1 − 2K∆x2 y1,N + K∆xy1,N−1 + f(y1,N )(14)
The dynamical system described in Eq. (14) is a
differentially flat one with flat output defined as the
vector y˜ = [y1,1, y1,2, · · · , y1,N ]. Indeed all state variables
can be written as functions of the flat output and its derivatives.
Moreover, by defining the new control inputs
v1 =
K
∆x2
y1,2 − 2K∆x2 y1,1 + K∆x2φ0 + f(y1,1)
v2 =
K
∆x2
y1,3 − 2K∆x2 y1,2 + K∆x2 y1,1 + f(y1,2)
v3 =
K
∆x2
y1,4 − 2K∆x2 y1,3 + K∆x2 y1,2 + f(y1,3)
· · ·
vN−1 =
K
∆x2
y1,N − 2K∆x2 y1,N−1 + K∆x
2
y1,N−2 + f(y1,N−1)
vN =
K
∆x2
φN+1 − 2K∆x2 y1,N + K∆x2 y1,N−1 + f(y1,N)(15)
the following state-space description is obtained


y˙1,1
y˙2,1
y˙1,2
y˙2,2
· · ·
y˙1,N−1
y˙2,N−1
y˙1,N
y˙2,N


=


0 1 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
0 0 0 1 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 1
0 0 0 0 · · · 0 0 0 0




y1,1
y2,1
y1,2
y2,2
· · ·
y1,N−1
y2,N−1
y1,N
y2,N


+
+


0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · ·
0 0 0 · · · 0 0
0 0 0 · · · 1 0
0 0 0 · · · 0 0
0 0 0 · · · 0 1




v1
v2
v3
· · ·
vN−1
vN


(16)
4By selecting measurements from a subset of points
xj j∈[1, 2, · · · ,m], the associated observation (measurement)
equation becomes


z1
z2
· · ·
zm

 =


1 0 0 · · · 0 0
0 0 0 · · · 0 0
· · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 0




y1,1
y2,1
y1,2
y2,2
· · ·
y1,N
y2,N


(17)
Thus, in matrix form one has the following state-space de-
scription of the system
˙˜y = Ay˜ +Bv
z˜ = Cy˜
(18)
Denoting a = K
Dx2
and b = − 2K
Dx2
, the initial description of
the system given in Eq. (16) is rewritten as follows


y˙1,1
y˙2,1
y˙1,2
y˙2,2
· · ·
y˙1,N−1
y˙2,N−1
y˙1,N
y˙2,N


=


0 1 0 0 0 0 0 · · · 0 0 0 0 0 0
b 0 a 0 0 0 0 · · · 0 0 0 0 0 0
0 0 0 1 0 0 0 · · · 0 0 0 0 0 0
a 0 b 0 a 0 0 · · · 0 0 0 0 0 0
0 0 0 0 0 1 0 · · · 0 0 0 0 0 0
0 0 a 0 b 0 a · · · 0 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 0 0 0 · · · 0 0 0 1 0 0
0 0 0 0 0 0 0 · · · a 0 b 0 a 0
0 0 0 0 0 0 0 · · · 0 0 0 0 0 1
0 0 0 0 0 0 0 · · · 0 0 a 0 b 0




y1,1
y2,1
y1,2
y2,2
· · ·
y1,N−1
y2,N−1
y1,N
y2,N


+
+


0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · ·
0 0 0 · · · 0 0
0 0 0 · · · 1 0
0 0 0 · · · 0 0
0 0 0 · · · 0 1




v1
v2
v3
· · ·
vN−1
vN


(19)
The associated control inputs are defined as
v1 =
K
∆x2φ0 + f(y1,1)
v2 = f(y1,2)
v3 = f(y1,3)
· · ·
vN−1 = f(y1,N−1)
vN = f(y1,N)
(20)
By selecting measurements from a subset of points
xj j∈[1, 2, · · · ,m], the associated observation (measurement)
equation remains as in Eq. (17), i.e.


z1
z2
· · ·
zm

 =


1 0 0 · · · 0 0
0 0 0 · · · 0 0
· · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 0




y1,1
y2,1
y1,2
y2,2
· · ·
y1,N
y2,N


(21)
For the linear description of the system in the form of Eq.
(18) one can perform estimation using the standard Kalman
Filter recursion. The discrete-time Kalman filter can be
decomposed into two parts: i) time update (prediction stage),
and ii) measurement update (correction stage).
measurement update:
K(k) = P−(k)CT [C·P−(k)CT +R]−1
yˆ(k) = yˆ−(k) +K(k)[z(k)− Cyˆ−(k)]
P (k) = P−(k)−K(k)CP−(k)
(22)
time update:
P−(k + 1) = A(k)P (k)AT (k) +Q(k)
yˆ−(k + 1) = A(k)yˆ(k) +B(k)u(k)
(23)
Therefore, by taking measurements of φ(x, t) at time instant
t at a small number of measuring points j = 1, · · · , n1 it
is possible to estimate the complete state vector, i.e. to get
values of φ in a mesh of points that covers efficiently the
variations of φ(x, t). By processing a sequence of output
measurements of the system, one can obtain local estimates
of the state vector yˆ. The measuring points (active sensors)
can vary in time provided that the observability criterion for
the state-space model of the PDE holds.
Remark: The proposed derivative-free nonlinear Kalman Fil-
ter is of improved precision because unlike other nonlinear
filtering schemes, e.g. the Extended Kalman Filter it does not
introduce cumulative numerical errors due to approximative
linearization of the system’s dynamics. Besides it is computa-
tionally more efficient (faster) because it does not require to
calculate Jacobian matrices and partial derivatives.
Fig. 1. Grid points for measuring φ(x, t)
5IV. EQUIVALENCE BETWEEN KALMAN FILTERS AND
REGRESSOR MODELS
A. Equivalence between the standard Kalman Filter and lin-
ear regressor models
For fault diagnosis purposes it is convenient to turn the Kalman
Filter model of distributed parameter systems into equivalent
ARMAX (autoregressive moving average model with auxiliary
input) models. An ARMAX model is an input-output model
of the form
A(z)Yk = C(z)Uk +B(z){ǫk} (24)
A, B, C are polynomial matrices in the backwards shift
operator z−1:
A(z) = A0 −
∑p
i=1Aiz
−i
B(z) =
∑q
j=0Bjz
−j
C(z) =
∑l
l=1Clz
−l
(25)
such that A has non-singular constant term A0 and where
ǫk is a white noise sequence with covariance matrix R. A
state-space model and particularly the Kalman Filter estimator
can be written in the form of an ARMAX model. For linear
systems, the Kalman Filter (for the single-input case) can be
written in the form [22]


xˆ1(k + 1)
xˆ2(k + 1)
· · ·
· · ·
xˆn(k + 1)

 =


α1 1 0 · 0
· · · · ·
· · · · ·
0 · · · 1
αn · · · 0




xˆ1(k)
xˆ2(k)
· · ·
· · ·
xˆn(k)

+
+


g1
·
·
·
gn

Uk +


κ1(k)
·
·
·
κn(k)

 ǫk
(26)
Yˆ (k) =
(
1 0 · · 0) Xˆ(k − 1) + JUk + ǫk (27)
Using successive substitutions this can be rewritten as a time-
varying ARMAX model:
A(z)Yk = C(z)Uk +B(k, z)ǫk (28)
where
A(z) = 1− α1z−1 − · · · − αnz−n
C(z) = g1z
−1 + · · ·+ gnz−n + JA(z−1)
B(κ, z) = 1 + [κ1(k − 1)− α1]z−1 + · · ·+
+[κn(k − n)− αn]z−n
(29)
Matrix B(κ, z) is time-varying because the Kalman Filter gain
Kk is time-varying. But, under the conditions of the stability
theorem, K and B are asymptotically constant. Thus, the
ARMAX description of the Kalman Filter becomes
A(z)Yk = C(z)Uk +B(z)ǫk (30)
This approach also holds for multi-input systems and one
can transform again the state-space representation into an
ARMAX model.
V. CHANGE DETECTION WITH THE LOCAL STATISTICAL
APPROACH
A. The global χ2 test for change detection
Fault diagnosis for distributed parameter systems is based on
the processing of the residuals, i.e. of the differences between
the outputs of the PDE model and the outputs of the associated
Kalman Filter. First, the residual ei is defined as the difference
between the Kalman filter output yˆi and the physical system
output yi, i.e. ei = yˆi − yi. It is also acceptable to define the
residual as the difference between the Kalman Filter output
and the exact model output, where the exact model replaces
the physical system and has the same number of parameters
as the Kalman Filter (see Fig. 2). The partial derivative of the
residual square is:
H(θ, yi) =
1
2
∂e2i
∂θ
= ei
∂yˆi
∂θ
(31)
The local statistical approach to fault diagnosis is a statistical
method of fault diagnosis which can be used for consistency
checking of the fuzzy Kalman Filter. Based on a small
parametric disturbance assumption, the proposed FDI method
aims at transforming complex detection problems concerning
a parameterized stochastic process into the problem of
monitoring the mean of a Gaussian vector. The local
statistical approach consists of two stages : i) the global test
which indicates the existence of a change in some parameters
of the distributed parameter system, ii) the diagnostics tests
(sensitivity or min-max) which isolate the parameter affected
by the change. The method’s stages are analyzed first,
following closely the method presented in [22],[21].
As shown in Fig. 2 the concept of this FDI technique is
as follows: there is a Kalman Filter (ARMAX) model that
represents the unchanged PDE dynamics. At each time
instant the output of the aforementioned reference model
is compared to the output of the Kalman Filter (ARMAX)
model that represents the changed dynamics of the PDE.
The difference ei between these two output measurements
is called residual. The statistical processing of a sufficiently
large number of residuals through an FDI method provides an
index-variable that is compared against a fault threshold and
which can give early indication about deviation of the PDE
model from its fault-free condition. Under certain conditions
(detectability of changes) the proposed FDI method enables
also fault isolation, i.e. to identify the source of fault within
the distributed parameter system.
Considering the representation of the Kalman Filter as an
ARMAX model, the partial derivative of the residual square
is:
H(θ, yˆi) =
1
2
∂e2i
∂θ
= ei
∂yˆi
∂θ
(32)
6where θ is the vector of model’s parameters. The vector H
having as elements the above H(θ, yˆi) is called primary resid-
ual. The gradient of the output with respect to the ARMAX
model parameters are given by
∂yˆ
∂wi
= xi (33)
Fig. 2. Residual between the output of the distributed parameter system and
the Kalman Filter that models the PDE dynamics in the fault-free case
Next, having calculated the partial derivatives of Eq.(33), the
rows of the Jacobian matrix J are found by
J(θ0, yˆk) =
∂yˆk(θ)
∂θ
∣∣∣∣∣
θ=θ0
(34)
where θ0 represents the nominal value of the parameters. The
problem of change detection with the χ2 test consists of mon-
itoring a change in the mean of the Gaussian variable which
for the one-dimensional parameter vector θ is formulated as
X =
1√
N
N∑
i=1
ek
∂yˆk
∂θ
∼N(µ, σ2) (35)
where yˆk is the output of the Kalman Filter (ARMAX) model
generated by the input pattern xk, ek is the associated residual
and θ is the vector of the model’s parameters. It is noted that X
is the monitored parameter for the FDI test, which means that
when the mean value of X is 0 the system is in the fault-free
condition, while when the mean value of X has moved away
from 0 the system is in a faulty condition. For a multivariable
parameter vector θ should hold X∼N(Mδθ, S), where S
denotes the covariance matrix of X . In order to decide if the
system (Kalman Filter) is in fault-free operating conditions,
given a set of data of N measurements, let θ∗ be the value of
the parameters vector µ minimizing the RMSE. The notation
is introduced only for the convenience of problem formulation,
and its actual value does not need to be known. Then the model
validation problem amounts to make a decision between the
two hypotheses:
H0 : θ∗ = θ0
H1 : θ∗ = θ0 +
1√
N
δθ
(36)
where δθ 6=0. It is known from the Central Limit Theorem
that for a large data sample, the normalized residual given by
Eq.(35) asymptotically follows a Gaussian distribution when
N→∞ [21-26]. More specifically, the hypothesis that has to
be tested is:
H0 : X ∼ N(0, S)
H1 : X ∼ N(Mδθ, S)
where M is the sensitivity matrix (see Eq. (37)), δθ is the
change in the parameters’ vector and S is the convariance
matrix (see Eq. (38)). The product Mδθ denotes the new
center of the monitored Gaussian variable X , after a change
on the system’s parameter θ. The sensitivity matrix M of
1√
N
X is defined as the mean value of the partial derivative
with respect to θ of the primary residual defined in Eq. 32,
i.e. E{ ∂
∂θ
H(θ, yˆk)} and is approximated by [8]:
M(θ0)≃ ∂∂θ 1N
∑N
k=1H(θ0, yˆk)≃ 1N JTJ (37)
The covariance matrix S is defined as
E{H(θ, yk)HT (θ, yˆk+m)}, m = 0,±1, · · · and is
approximated by [26]:
S = ≃∑Nk=1[H(θ0, yˆk)HT (θ0, yˆk)]+
+
∑I
m=1
1
N−m
∑N−m
k=1 [H(θ0, yˆk)H
T (θ0, yˆk+m)+
+H(θ0, yˆk+m)H
T (θ0, yˆk)]
(38)
where an acceptable value for I is 3. The decision tool
is the likelihood ratio s(X) = lnpθ1(x)
pθ0(x)
, where pθ1(X) =
e[X−µ(X)]
TS−1[X−µ(X)] and pθ0(X) = eX
TS−1X
. The center
of the Gaussian distribution of the changed system is denoted
as µ(X) = Mδθ where δθ is the change in the parameters
vector. The Generalized Likelihood Ratio (GLR) is calculated
by maximizing the likelihood ratio with respect to δθ [26].
This means that the most likely case of parameter change is
taken into account. This gives the global χ2 test t:
t = XTS−1M(MTS−1M)−1MTS−1X (39)
Since X asymptotically follows a Gaussian distribution, the
statistics defined in Eq. (39) follows a χ2 distribution with n
degrees of freedom. Mapping the change detection problem to
this χ2 distribution enables the choice of the change threshold.
Assume that the desired probability of false alarm is α then
the change threshold λ should be chosen from the relation
∫∞
λ
χ2n(s)ds = α, (40)
where χ2n(s) is the probability density function (p.d.f.) of a
variable that follows the χ2 distribution with n degrees of
freedom.
7B. Statistical fault isolation with the sensitivity test
Fault isolation is needed to identify the source of faults and
parametric changes in the PDE system. This means that the
fault diagnosis method should be able to find out, among
the complete set of parameters of the PDE, which are the
ones that are subject to change with respect to their nominal
values. A first approach to change isolation is to focus only
on a subset of the parameters while considering that the rest
of the parameters unchanged [26]. The parameters vector
η can be written as η = [φ, ψ]T , where φ contains those
parameters to be subject to the isolation test ,while ψ contains
those parameters to be excluded from the isolation test. Mφ
contains the columns of the sensitivity matrix M which are
associated with the parameters subject to the isolation test.
Similarly Mψ contains the columns of M that are associated
with the parameters to be excluded from the sensitivity test.
Assume that among the parameters η, it is only the subset
φ that is suspected to have undergone a change. Thus η is
restricted to η = [φ, 0]T . The associated columns of the
sensitivity matrix are given by Mφ and the mean of the
Gaussian to be monitored is µ = Mφφ, i.e.
µ = MAφ, A = [0, I]T (41)
Matrix A is used to select the parameters that will be subject
to the fault isolation test. The rows of A correspond to the total
set of parameters while the columns of A correspond only to
the parameters selected for the test. Thus the fault diagnosis
(χ2) test of Eq. (39) can be restated as:
tφ = X
TS−1Mφ(MTφ S
−1Mφ)−1MTφ S
−1X (42)
C. Statistical fault isolation with the min-max test
In this approach the aim is to find a statistic that will be able
to detect a change on the part φ of the parameters vector η and
which will be robust to a change in the non observed part ψ
[26]. Assume the vector partition η = [φ, ψ]T . The following
notation is used:
MTS−1M =
(
Iϕϕ Iϕψ
Iψϕ Iψψ
)
(43)
γ =
(
ϕ
ψ
)T
·
(
Iϕϕ Iϕψ
Iψϕ Iψψ
)
·
(
ϕ
ψ
)
(44)
where S is the previously defined covariance matrix. The min-
max test aims to minimize the non-centrality parameter γ with
respect to the parameters that are not suspected for change.
The minimum of γ with respect to ψ is given for:
ψ∗ = argmin
ψ
γ = ϕT (Iϕϕ − IϕψI−1ψψIψϕ)ϕ (45)
and is found to be
γ∗ = min
ψ
γ = ϕT (Iϕϕ − IϕψI−1ψψ Iψϕ)ϕ =
=
(
ϕ
−I−1ψψIψϕϕ
)T (
Iϕϕ Iϕψ
Iψϕ Iψψ
) (
ϕ
−I−1ψψIψϕϕ
) (46)
which results in
γ∗ =
ϕT {[I ,−IϕψI−1ψψ ]MTΣ−1} Σ−1{Σ−1M [I ,−IϕψI−1ψψ ]}ϕ(47)
The following linear transformation of the observations is
considered :
X∗φ = [I ,−IϕψI−1ψψ ]MTΣ−1X (48)
The transformed variable X∗φ follows a Gaussian distribution
N(µ∗φ, I
∗
φ) with mean:
µ∗ϕ = I
∗
ϕϕ (49)
and with covariance :
I∗ϕ = Iϕϕ − IϕψI−1ψψIψϕ (50)
The max-min test decides between the hypotheses :
H∗0 : µ
∗ = 0
H∗1 : µ
∗ = I∗ϕϕ
and is described by :
τ∗ϕ = X
∗
ϕ
T
I∗ϕ
−1
X∗ϕ (51)
The stages of fault detection and isolation (FDI), for the
PDE system, with the use of the local statistical approach are
summarized in the following table:
Table I: Stages of the local statistical approach for FDI
1. Generate the residuals partial derivative given by Eq.(32)
2. Calculate the Jacobian matrix J given by Eq.(34)
3. Calculate the sensitivity matrix M given by Eq.(37)
4. Calculate the covariance matrix S given by Eq.(38)
5. Apply the χ2 test for change detection of Eq.(39)
6. Apply the change isolation tests of Eq. (42) or Eq.(51)
VI. SIMULATION TESTS
A. Detection of faulty sensor nodes
The proposed filtering scheme was tested in estimation and
fault diagnosis for a wave equation of the form of Eq. (7)
under unknown boundary conditions. Nonlinear 1D wave-type
partial differential equations of this type appear in models of
coupled oscillators. One can consider for example the forced
damped sine-Gordon equation [27-28]
∂φ
∂t2
+ c∂φ
∂t
− k ∂2φ
∂x2
+ ǫsin(φ) = l (52)
8where c, ǫ and l are constants. This type of PDE appears in
many physical phenomena, such as nonlinear resonant optics
and Josephson junctions, or as a dynamic model of electrons
in a crystal lattice. Eq. (52) describes the motion of an array
of pendula each of which is coupled to its nearest neighbors
by a torsional spring with a coupling coefficient k. Each
pendulum is subject to a constant torque l and to a viscous
drag force with coefficient c. The angle xi = φi of the i-th
pendulum and the vertical axis evolves according to Eq. (52).
To perform state estimation of the distributed parameter
system of the Eq. (52) a grid consisting of n = 50 points was
considered. The number of measurement points was n1 = 25
. In general, the number of measurements of the state variable
x1 = φ(x, t) which can be used by the estimation algorithm is
n1≤n, where n is the number of grid points, and the criterion
to select the number of grid points where measurements will
be taken is to maintain the system’s observability.
Fig. 3. The monitored wave function φ(x, t)
In Fig. 3 the monitored wave function φ(x, t) and the
associated first derivative in time φ˙(x, t) is depicted.
Indicative results about the estimation obtained at local grid
points is given in Fig. 4 and in Fig. 7. It was assumed that
erroneous measurements were provided by one specific sensor
used in the monitoring of the PDE system (e.g. sensor no 85
monitoring output 22 of the PDE system).
The experimental results show that state estimates in the
vicinity of the sensor subjected to fault (sensor monitoring
output 22, i.e. state vector element 85) exhibit significant
deviations comparing to the real values of the state vector. As
moving far from the faulty sensor (e.g. state vector elements
61 to 64) the estimated and the real values of the state vector
elements exhibit smaller differences. Thus, the comparison
of the measurements recorded by the sensors against the
estimated values from the Derivative-free nonlinear Kalman
Filter provides a clear indication about the malfunctioning
sensor. Thus is becomes possible to isolate this sensor from
the rest of the sensors set.
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Fig. 4. Monitoring of state vector elements y61 to y64 of the DPS (a) when
all sensors are fault-free (b) when a fault appears at sensor monitoring output
22, i.e. state variable y85
B. Change detection in the distributed parameter system
It is also important to detect changes in the coefficients of the
distributed parameter model. To this end the the following
state-space equation of the distributed parameter system is
used. The state-space equation is written in the form of an
ARMAX model which enables fault diagnosis with the use
of the local statistical approach.
Without loss of generality it is assumed that coefficient K
remains the same at all points of the grid. Using only the last
subsystem in description of dynamics of the PDE one has
y˙1,N = y2,N
y˙2,N =
K
∆x2φN+1 − 2K∆x2 y1,N + K∆x2 y1,N−1 + f(y1,N )(53)
Defining vN = K∆x2φN+1+
K
∆x2 y1,N−1+f(y1,N) the follow-
ing discrete-time description of the system is obtained
(
y1,N(k + 1)
y2,N(k + 1)
)
=
(
1 Ts
− 2K
Dx2
Ts 1
)(
y1,N (k)
y2,N (k)
)
+
(
0
Ts
)
vN (k)
(54)
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Fig. 5. Monitoring of state vector elements y81 to y84 of the DPS (a) when
all sensors are fault-free (b) when a fault appears at sensor monitoring output
22, i.e. state variable y85
z1,N(k) =
(
1 0
)(y1,N (k)
y2,N (k)
)
(55)
The associated ARMA model is found to be
z1,N(k + 2) = 2z1,N(k + 1)− (1 + T
2
s 2K
Dx2
)z(k) + vN (k)
(56)
In a similar manner, the discrete-time model of the Kalman
Filter is written as
(
yˆ1,N(k + 1)
yˆ2,N(k + 1)
)
=
(
1 Ts
− 2K
Dx2
Ts 1
)(
yˆ1,N(k)
yˆ2,N(k)
)
+
+
(
0
Ts
)
v(k) +
(
κ1(k)
κ2(k)
)
eˆ(k)
(57)
zˆ(k) =
(
1 0
) (
yˆ1,N(k)yˆ2,N (k)
) (58)
and the associated ARMAX model is found to be
zˆ1,N (k + 2) = 2zˆ1,N(k + 1)− (1 + T 2s 2KDx2 )zˆ1,N (k)+
+TsvN (k) + κ1(k)eˆ(k + 1) + (κ1(k)− κ2(k)Ts)eˆ(k)
(59)
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Fig. 6. Monitoring of state vector elements y85 to y88 of the DPS (a) when
all sensors are fault-free (b) when a fault appears at sensor monitoring output
22, i.e. state variable y85
where eˆ(k) is the estimation error (innovation). The output of
the ARMAX model can be also written in the product form
zˆ1,N(k + 1) = w(k)·XT (k) (60)
where the weights vector is defines as
w(k) =(
2 −(1 + T 2s 2KDx2 ) Ts κ1(k) (κ1(k)− κ2(k)Ts)
)
(61)
and the regressor vector is defined as
X(k) =(
zˆ1,N(k) zˆ1,N (k − 1) vN (k − 1) eˆ(k) eˆ(k − 1)
)
(62)
Indicative results about the performance of the global χ2 in
detection of incipient changes of parameter K of the nonlinear
wave PDE are depicted in Fig. 8. The fault threshold is set
equal to the number of parameters in the associated ARMAX
model, i.e. η = 5. It can be observed that the proposed FDI
method was capable of detecting changes in parameter K
which were less than 1% of the coefficient’s nominal value.
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Fig. 7. Monitoring of state vector elements y89 to y92 of the DPS (a) when
all sensors are fault-free (b) when a fault appears at sensor monitoring output
22, i.e. state variable y85
For small deviations from the parameter’s nominal value the
χ2 test obtained a value that was several times larger than the
fault threshold.
VII. CONCLUSIONS
The paper has proposed state estimation and fault diagnosis in
distributed parameter systems with a new nonlinear filtering
approach, the so-called Derivative-free nonlinear Kalman Fil-
ter. The method is based into decomposition of the nonlinear
Partial Differential equation that describes the dynamics of the
distributed parameter system, into a set of nonlinear ordinary
differential equations. Next, with the application of a change
of coordinates (diffeomorphism) that is based on differential
flatness theory, the local nonlinear differential equations are
turned into linear ones. This enables to describe the PDE
dynamics with a state-space equation that is in the linear
canonical (Brunovsky) form. For the linearized equivalent of
the PDE system it is possible to perform state estimation with
the use of the standard Kalman Filter recursion. Unlike other
nonlinear filtering methods, such as the Extended Kalman
Filter, the proposed approach does not require the computa-
tion of partial derivatives and Jacobian matrices. Moreover,
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Fig. 8. Detection of incipient changes in the coefficient K of the nonlinear
wave equation using the χ2 test (a) nominal value K = 0.04050 (b) nominal
value K = 0.05050
it avoids the cumulative numerical errors which appear in
distributed Extended Kalman Filtering and which are due to
truncation of higher order terms in the Taylor expansion of
the system’s dynamical model. Thus, the proposed filtering
method succeeds improved accuracy in the estimates of the
dynamics of the distributed parameters system.
Next, the local statistical approach to fault diagnosis has
been proposed for performing fault diagnosis of distributed
parameter systems. To this end, statistical processing of the
differences (residuals) between the Kalman filter’s outputs
and measurements from the distributed parameters system
have undergone statistical processing. Fault diagnosis with the
Local Statistical Approach has two significant advantages: (i)
it provides a credible criterion (χ2 test) to detect changes
in the parameters of the PDE system. This criterion is more
efficient than the normalized square error and mean error tests
since it employs the modeling error derivative and records
the tendency for change. Thus early change detection for dis-
tributed parameters system becomes possible (ii) it recognizes
the parameters of the PDE system that have undergone a
change. Thus fault isolation becomes possible as well. The
efficiency of the Derivative free nonlinear Kalman Filter in
11
fault diagnosis has been confirmed through simulation exper-
iments in the case of distributed parameter systems described
by 1D-wave equations.
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