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Abstract—Lazy scheduling, i.e. setting transmit power and rate
in response to data traffic as low as possible so as to satisfy delay
constraints, is a known method for energy efficient transmission.
This paper addresses an online lazy scheduling problem over
finite time-slotted transmission window and introduces low-
complexity heuristics which attain near-optimal performance.
Particularly, this paper generalizes lazy scheduling problem for
energy harvesting systems to deal with packet arrival, energy
harvesting and time-varying channel processes simultaneously.
The time-slotted formulation of the problem and depiction of its
offline optimal solution provide explicit expressions allowing to
derive good online policies and algorithms.
I. INTRODUCTION
There have been offline and online problem formulations
for energy efficient packet scheduling with data arrival and
deadline constraints (e.g., [1], [2], [3], [4]) as well as in-
termittent energy availability constraints e.g., [5], [6], [7],
[8], [9], [10]. Offline policies make their computations with
complete prior knowledge of data/energy/channel variations,
which is rarely a practical assumption, while providing per-
formance benchmarks and an understanding of the structure
of optimal rate/power adaptation. One criticism that offline
formulations regularly received is that the resulting offline
policies did little to suggest good online policies. On the other
hand, direct online formulations have been disconnected from
offline formulations and the resulting policies (optimal policies
or heuristics) have lacked the appealing structure of offline
policies.
This paper presents an approach for going from an offline
formulation to an online policy. The problem posed (presented
in sectionIV) embodies data and energy causality constraints,
as well as channel variations in a discrete time formulation,
such that there is a finite number of time slots in which the
data needs to be sent. Such a finite-horizon formulation is not
only realistic considering practical scenarios, but also makes a
substantial difference in in the nature of the resulting policies
(see, e.g. [11] in contrast with [12].) As observed in [8],
optimality in the finite horizon, as opposed to infinite horizon,
requires a much finer control. Depending on the short-term
statistics of channel, energy and traffic, a long-term throughput
optimal (i.e. stable) policy (e.g., [12]) may be quite far off
in terms of finite-horizon throughput or energy consumption,
compared with even a simple adaptive heuristic [13].
The rest of the paper proceeds in two main parts. First,
in section II, a basic online lazy scheduling [14] problem is
posed and solved. In this basic problem, the goal is to schedule
packets arriving in a finite time window while minimizing the
energy cost. Secondly, a more general formulation is made in
Section IV with energy harvests and channel state variation are
included on top of data arrivals. This leverages the solution
of the lazy scheduling problem and the Expected Threshold
scheduling heuristic developed in IV-C. The proposed poli-
cies are tested with respect to online optimal adaptation on
simulations, followed by discussion and conclusions.
II. ONLINE LAZY SCHEDULING
Consider a network node receiving arbitrary amounts of
data that need to be transmitted to a further destination
within a finite time interval. The problem is to adjust the
outgoing transmission rate (jointly, transmit power) in time in
response to the incoming data traffic, to minimize the expected
total energy consumption. Let us define a slot duration as
the smallest interval of time in between two adjustments of
rate/power.
We will consider a finite period of n slots in which the
transmission needs to be completed. Of course, delivering all
received bits within this period may not be guaranteed by
some policies. To account for this, a cost C (b) is assigned for
retaining a backlog of b bits at the end of the time horizon.
Naturally, C (b) is monotone nondecreasing and equals zero
at b = 0.
Let the data arrival process {Bn}, n ≥ 1 be a discrete time
Markov process, such that Bn ≥ 0 is the size of the data packet
(in bits) received at the beginning of slot n. The energy used
during one slot for transmitting at rate r (bits/slot) will be
given by the following:
e(b, r) = p(r)min
(
b
r
, 1
)
(1)
The power function, p(r), will be assumed to be convex and
increasing in r. The minimum function takes care of the case
when b, the number of bits stored in the in the buffer at
the beginning of the slot, is less than r, in which case the
transmission will cover only part of the slot.
Let i be the packet arrival state and l(i) be the function
that returns the corresponding packet length when the packet
arrival state is i. Then, the state of the system at time n
is determined by the vector (b(n), i(n)). No buffer limits
are imposed, meaning the sender can store arbitrary amounts
of data. When the system state is (b, i), let Jn (b, i) be the
minimum expected total energy consumption from the current
time, n, until the end of the time horizon. Then, the problem
can be formulated using a stochastic dynamic programming
equation as below.
Jn (b, i) = min
r

e(b, r) +∑
j
AijJn+1 ((b − r)+ + l(j), j)


(2)
where Aij is the transition probability from packet arrival
state i to state j. The optimal solution (that minimizes the
expected energy consumption) is given by:
r∗n = argmin
r

e(b, r) +∑
j
AijJn+1 ((b− r)+ + l(j), j)


(3)
The cost function Jn (b, i) and minimizing rates r∗n’s can
be computed by backward induction starting from the last
slot. The function JN+1 (b, i) can be interpreted as a penalty
function which corresponds to the cost of maintaining bits
of packets not delivered until the deadline. Accordingly,
JN+1 (b, i) = C (b− l(i)).
To model the natural restriction in practical systems where
the choice of transmission rates are limited, the rate rn will
be assumed to belong to a discrete set V.
The optimal solution of the dynamic programming formula-
tion in Eq. 2, obtained by backward induction, has exponential
complexity over the product of V and state space, such that,
the energy required for computing such a solution may well
exceed the energy savings it was designed to achieve. In the
following we exhibit a simple yet efficient policy, that we call
the ”Expected Threshold Lazy Scheduling Policy”, performing
close to the dynamic programming optimal solution.
III. EXPECTED THRESHOLD LAZY SCHEDULING POLICY
Let us start by considering the offline solution where trans-
mission rates are not restricted to a discrete set. The stretched
string method [4] can be employed to find optimal offline
transmission rates since the optimal departure curve follows
the shortest path. Depending on the cost function C (b), the
optimal offline solution does not have to be the one that
completes transmission of all incoming data by the end of the
time horizon, instead, it may retain a certain amount in the
buffer in exchange for minimizing the energy consumption on
the rest of the data. That case is effectively captured by the
time horizon virtually extended to the point where the data
buffer is emptied with the transmission rate selected at the
last time slot. (As there are no arrivals after T , there is no
reason to change the rate from the beginning of the last slot
until the end of the extended period. Optimality of keeping a
constant rate follows from convexity of p(r).)
For a given cost function, the amount of extra time α will
be as a result of the offline solution. In particular, if the cost
function was in the form
C (b) = τp(
b
τ
) (4)
Then, the extension α is exactly equal to τ . In general, the
optimal offline rate r˜∗n can be expressed as a function of α as
below:
r˜∗n = min
a=1,....,(N+α−n)
(bn, r˜n(bn, a)) , where
r˜n(bn, a) = [bn +
n+a∑
l=n+1
Bl]/a
where Bn represents the size of the packet arriving becom-
ing available at the beginning of slot n (Bl = 0, l > t) The
case α → 0 corresponds to the cost function C (b) → ∞
for any value of b > 0. An online lazy schedule can be
constructed by setting transmission rate to the expectation of
the offline transmission rate given above. For simplicity, E[r˜∗n]
can be approximated and the following expression for online
decisions can be derived:
rn = min
{
ρ ∈ V|ρ > max(bn, E
[
r˜n(bn, 1)|B
N
n
]} (5)
Alternatively, considering the stretched string visualization:
rn = min
{
ρ ∈ V|Ln(B
N
n , r) ≥ bn
}
Ln(B
N
n , r) = max
(
r, rn + rα−
n−1∑
l=1
E
[
Bl|B
N
n
])
for r 6= rmax ; Ln(BNn , rmax) =∞
where BNn is the vector of packet sizes [Bn...BN ] and
Ln(B
N
n , r) is the data buffer threshold for selecting transmis-
sion rate r. In the following, we include several simple and
basic suboptimal solutions for comparison purposes.
Hasty Policy: This is essentially a greedy policy. Con-
trary to the conservative policy above, it always selects the
highest possible transmission rate rmax in the set V that
will not cause idleness in the next slot. The rate allocation
is rhasty(b) = max {r ∈ V|r < b}. This policy is likely to
perform well for a steep cost function C (b), but of course, as
it will be unnecessarily hasty at times, it is still suboptimal.
Constant Rate Policy: This policy uses a single transmis-
sion rate that keeps the data buffer stable. In particular, it
selects the lowest transmission rate in the set V which is above
the average data arrival rate. In the case where the arrival rate
approaches the chosen constant rate (from below), the policy
is asymptotically optimal, i.e. throughput maximizing. Yet, as
will be shown in simulations, it may be far from optimal in
the short term.
IV. GENERALIZED ONLINE LAZY SCHEDULING
The online lazy scheduling problem defined in the previous
section does not consider energy harvests or channel variation.
A generalization will now be made on this problem by
considering an energy arrival process and the possibility of
energy depletion during transmission, as well as channel states
changing from slot to slot.
A. Problem Definition
Let {Hn}, {Bn} and {γn} be discrete time Markov pro-
cesses representing energy arrivals, packet arrivals and channel
fading, respectively, where n is the time slot index. Particu-
larly, Hn is the amount energy that becomes available in slot
n (harvested during slot n− 1), Bn is the size of the packet
that becomes available at the beginning of slot n and γn is
the average channel gain level in slot n. As in the online lazy
problem, the objective of this problem is to minimize a cost
which is the sum of the energy cost of undelivered data and
the total energy consumed within a transmission time window
of N slots.
By the Markovian assumption, in order to make the optimal
decision for transmission power and rate, it is sufficient to
know the present battery level, data buffer state and channel
gain. Let (en, bn, γn) be the state vector representing these
values on time slot n. The following dynamic programming
equation relates the cost Jn(en, bn, γn) of being in this state
at time n to the cost for the next time slot n + 1 where s
denotes the length of a slot:
Jn(en, bn, γn) =
min
(ρn,rn)∈M
[s˙nρn+
E[Jn+1(en −s˙nρn+Hn+1,bn− s˙nrn +Bn+1, γn+1)]]
where
s˙n = smin(
en
sρn
,
bn
srn
, 1)
ρn and rn are transmission power and rate decisions which
are chosen from a finite set M.
The cost at the last time slot of transmission window is
given by:
JN (eN , bN , γN ) = min
(ρN ,rN)∈M
[s˙Nρn + E[C(bN − s˙NrN )]]
(6)
For a given transmision power level ρn, transmission rate rn
is restricted to a maximum value of transmission rate which is
determined by a certain bit error rate and channel gain level.
Therefore, the set M is also a function of channel state γn.
Transmission rate rn may be a function of signal to noise
ratio (SNR) which is essentially proportional to the product of
transmission power and channel gain. (rn = g(ρnγn))
Accordingly, the optimal decision for a time slot n can be
expressed by a pair of transmission power and rate (ρn, rn)
or only one of them if they are one-to-one related.
In its most general form, the dynamic programming for-
mulation of the problem suffers from being high dimensional
since it requires states to be evaluated individually. For this
reason, rather than inspecting dynamic programming solution,
we take an alternative approach and introduce an online
heuristic solution benefiting from optimal offline solution of
the same problem as it is done in section III for ETLS policy.
B. Offline Solution
The offline solution derived here covers a particular version
of the problem making two basic assumptions: The trans-
mission power and rate have a one-to-one relation through
the AWGN channel capacity formula and the energy cost of
retaining b amount of data C(b) is infinite for any nonzero
value of b.
In the rest, let rn be equal to the AWGN capacity of
the channel such that rn = W log2(1 + ρnγn) where W is
bandwidth of the channel. Then, energy and packet arrival
contraints for a time slot n can be expressed by at most
2T − 2n+ 2 inequalities. (N − n+ 1 for energy arrivals and
N − n+ 1 for packet arrivals.)
s
n+u∑
l=n
ρl ≤ en +
n+u∑
l=n+1
Hl, u = 1, 2, ....., (N − n), (7)
sρn ≤ en
n+v∑
l=n
sW log2(1+ρlγl) ≤ bn+
n+v∑
l=n+1
Bl, v = 0, 1, 2, ....., (N−n)
(8)
sW log2(1 + ρnγn) ≤ bn
where s is the length of a time slot.
Let the transmission power decision ρn be determined by
a water level wn so that ρn = (wn − 1γn )+. (This is required
to minimize energy consumption per transmitted data under
given channel constraints, see, e.g., [11].) Then, the above
inequalities can be rewritten as in below:
n+u∑
l=n
s(wl −
1
γl
)+ ≤ en +
n+u∑
l=n+1
Hl, (9)
u = 0, 1, 2, ....., (N − n)
n+v∑
l=n
sW log2(1 + (wl −
1
γl
)+γl) ≤ bn +
n+v∑
l=n+1
Bl, (10)
v = 0, 1, 2, ....., (N − n)
The water level wn should be nondecreasing in time (wn ≤
wn+1) because otherwise one can always reallocate consumed
energy and transmitted bits to improve overall energy/bit
efficiency without violating causality constraints due to energy
and packet arrivals.
Theorem 1: In an optimal offline transmission schedule, the
water level wn is non-decreasing with slot index n.
Proof: We will show that if the water level of any slot n is
higher than the water level of the next slot n+1 (wn > wn+1),
then, there is an offline transmision schedule which achieves
at least the same throughput or consumes at the most the
same amount of energy with the initial schedule. Consider
the energy allocation and total throughput obtained in the
period consisting of slots n and n + 1. Since the slot n is
the predecessor of the slot n + 1, energy consumed or data
transmitted within the slot n can be transferred to the slot
n + 1. The total throughput for slot n and n + 1 is equal to
the following expression:
(
log2(wn)− log2(
1
γn
)
)
+
+
(
log2(wn+1)− log2(
1
γn+1
)
)
+
which can be maximized when wn = wn+1 if the total
consumed energy for slot n and n+1 ((wn− 1γn )++(wn+1−
1
γn+1
)+) is fixed. Similary, if the total throughput for slot n
and n+ 1 is fixed, the total consumed energy for slot n and
n + 1 can minimized by setting wn and wn+1 to a common
level. Therefore, if wn > wn+1, reassigning water levels so
that wn = wn+1 by keeping consumed energy or transmitted
data constant does not decrease the total throughput or increase
the total consumed energy amount.
Accordingly, the water level wn is bounded by following
inequalities:
n+u∑
l=n
s(wn −
1
γl
)+ ≤ en +
n+u∑
l=n+1
Hl (11)
u = 0, 1, 2, ....., (N − n)
n+v∑
l=n
sW log2(1 + (wn −
1
γl
)+γl) ≤ bn +
n+v∑
l=n+1
Bl (12)
v = 0, 1, 2, ....., (N − n)
The above inequalities can be rearranged as in the follow-
ing:
wn ≤
en +
n+u∑
l=n
Hl + s
n+u∑
l=n+1
M
(e)
l
(wn)
s(u+ 1)
(13)
u = 0, 1, 2, ....., (N − n)
log2(wn) ≤
bn +
n+v∑
l=n+1
Bl + sW
n+v∑
l=n
M
(b)
l
sW (v + 1)
(14)
v = 0, 1, 2, ....., (N − n)
where
M
(e)
l (wn) = min(
1
γl
, wn),M
(b)
l = log2
(
min(
1
γl
, wn)
)
Therefore, the upper bound for wn can be expressed as wn ≤
min(wen, w
b
n), where
wen = min
u=0,...,(N−n)
en +
n+u∑
l=n+1
Hl + s
n+u∑
l=n
M
(e)
l
(wn)
s(u+ 1)
(15)
log2(w
b
n) = min
v=0,...,(N−n)
bn +
n+v∑
l=n+1
Bl + sW
n+v∑
l=n
M
(b)
l
sW (v + 1)
(16)
As there is no other constraint on the water level wn, it can be
set to min(wen, w
b
n). Thus, the throughput maximizing water
level is w∗n = min(wen, wbn).
If we assume C(b) is infinite for b > 0, all received data
should be transmitted to have a finite total energy cost in gen-
eralized online lazy scheduling. The following theorem states
that the offline optimal solution is a throughput maximizing
schedule for this case.
Theorem 2: Consider the case when C(bN+1) = ∞ for
bN+1 > 0 and there exists a feasible offline solution that
transmits all data within the time horizon. Then, throughput
maximizing schedule with nondecreasing water levels also
minimizes the total energy cost.
Proof: To decrease energy consumption of a throughput
maximizing schedule, it is needed to decrease water level for
at least one slot where transmission power is nonzero (i.e.
w∗n ≥
1
γn
) but this also decreases the total throughput and
makes bN+1 nonzero. Accordingly, in order to compensate
the decrease in the total throughput, water level of another slot
(where transmission power is nonzero) should be increased and
this is not possible since water levels are already set to their
maximum value satisfying the energy-efficiency constraint that
dictates wn ≤ wn+1 for any time slot n.
The theorem also holds if the ratio C(b)/b is larger than
energy/bit rate during any time slot in all possible transmis-
sion schedules which guarantees that any decrease on water
levels increases the total energy cost.Hence, offline optimal
solutions of generalized online lazy scheduling problem are
also throughput maximizing schedules where the cost C(b) is
sufficiently large.
As it can been seen in Eq. (15) and Eq. (16), min(wen, wbn)
is a nondecreasing function of wn and converges to a certain
value as wn goes to infinity.
The throughput maximizing water level w∗n can be found
by iteratiratively evaluating min(wen, wbn):
w(k+1)n = |wn=w(k)n
min(wen, w
b
n) (17)
where w(k)n is the kth iteration value and w(1)n = wmaxn .
The offline optimal power level ρ∗n that maximizes total
throughput can be approached by the estimated water level
,w
(k)
n , which gives the optimal water level after infinitely many
iteration steps.
ρ∗n = lim
k→∞
(w(k)n −
1
γn
)+ (18)
In practice, a few steps of iteration can be sufficient to obtain
estimated water levels which are reasonably close to optimal
water levels.
C. An Online Heuristic
An online heuristic, which does not assume any prior
knowledge of arrival process statistics, can be derived based
on the throughput maximizing offline solution. For such a
heuristic, the values of wen and wbn can be estimated as follows:
wˆen =


en−H¯n
s(N−n) +
H¯n
s
+ M¯
(e)
n (wn) ; en ≥ H¯n
en
s
+ M¯
(e)
n (wn) ; o.w.
(19)
log2(wˆ
b
n) =


bn−B¯n
sW (N−n) +
B¯n
s
+ M¯
(b)
n (wn) ; bn ≥ B¯n
bn
sW
+ M¯
(b)
n (wn) ; o.w.
(20)
where
H¯n =
1
n
n∑
l=1
Hl, B¯n =
1
n
n∑
l=1
Bl
M¯ (e)n (wn) =
1
n
n∑
l=1
M
(e)
l (wn), M¯
(b)
n (wn) =
1
n
n∑
l=1
M
(b)
l (wn)
Then, the estimated value of throughput maximizing water
level can be computed iteratively:
wˆ(k+1)n = |wn=wˆ(k)n
min(wˆen, wˆ
b
n) (21)
where wˆ(k)n is the kth iteration of the estimated value of
throughput maximizing water level and wˆ(1)n = min( ens ,
bn
sW
).
In general, offline optimal water levels may remain constant
for long time periods whereas estimated water levels wˆ(k)n s ex-
hibit fluctuations. Accordingly, to further improve the heuristic
estimation, exponential smoothing can be applied on wˆ(k)n s as
in below.
vˆ(k)n = βwˆ
(k)
n + (1 − β)vˆ
(k)
n−1 (22)
The smoothened value vˆ(k)n can be used to decide on
transmission power.
ρheuristicn = (vˆ
(k)
n −
1
γn
)+ (23)
V. NUMERICAL STUDY OF THE POLICIES
A. Online Lazy Scheduling
A simulation experiment is performed to evaluate the
expected threshold lazy scheduling (ETLS) policy against
optimal policy using dynamic programming. The hasty and
constant policies are also included for comparison. For the
packet arrival process, a Markov model having two states
(l(0) = 0 (i.e. no packet arrival) and l(1) = 10kB (packet
arrival of constant size 10 KB)) with transition probabilities
q00 = 0.9, q01 = 0.1, q10 = 0.58, q11 = 0.42 where slot dura-
tion is 1ms. The set of data rates V is based on rates specified
in the 802.11g standard (specifically, 6, 9, 12, 18, 24, 36, 48, 54
Mbit/s.) In the computation of power levels corresponding
to standard data rates, the net data rate is assumed equal
to Shannon capacity of an additive white Gaussian noise
(AWGN) channel with a noise spectral density 0.83 nW/Hz
and 20MHz bandwidth. (The average rate of incoming rate
is just below 12 Mbit/s.)The cost function C (b) is chosen as
3p( b3 ) and the extension parameter α of ETLS policy is set to
3.
The performances of the policies are compared to the
optimal online policy considering both total energy consumed,
and the percentage of data they retain by the end of the
horizon, i.e. the percentage of received data that they fail to
transmit by N .
Fig.1 and Fig.2 show the total energy consumption and
percentage of backlogged data of optimal and suboptimal
policies for individual realizations of packet arrival process.
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Fig. 1. Energy consumption comparison of Hasty, Constant rate policy,
Optimal and Expected Threshold(ET) policies within a transmission window
of 100 slots over individual realizations of a Markovian stream of 10kB
packets having two states (l(0) = 0 and l(1) = 10kB) with transition
probabilities q00 = 0.9, q01 = 0.1, q10 = 0.58, q11 = 0.42.
B. Generalized Online Lazy Scheduling
In the second part of numerical study, the throughput
performances of throughput maximizing optimal offline policy
and online heuristic policy are compared.
In this simulation, rates are not restricted to a discrete set.
The transmission window is T = 100 slots where each slot has
duration 1ms. The same packet arrival model is employed as
described above. Gilbert-Elliot channel is assumed where good
(γgood = 30) and bad (γbad = 12) states appear with equal
probabilies. (P (γn = γgood) = 0.5 and P (γn = γbad) = 0.5
) Similarly, in energy harvesting process, energy harvests of
50nJs are assumed to occur with a probability of 0.5 at each
slot.
In Fig. 7, the throughput performance of the online heuristic
policy is compared with the throughput maximizing optimal
offline policy for individual realizations.
A typical realization of packet arrival, energy harvesting
and channel fading processes, and corresponding water level
profiles is demostrated in Fig. 3. As can be observed in Fig.
3, the water levels of optimal offline policy make jumps to
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Fig. 2. Percentage of backlogged data for Hasty, Constant rate policy,
Optimal and Expected Threshold(ET) policies within a transmission window
of 100 slots over individual realizations of a Markovian stream of 10kB
packets having two states (l(0) = 0 and l(1) = 10kB) with transition
probabilities q00 = 0.9, q01 = 0.1, q10 = 0.58, q11 = 0.42 .
higher levels when both energy and packet arrivals have high
intensities.
For another sample realization of packet arrival, energy
harvesting and channel fading processes, water level profiles
of throughput maximizing optimal offline policy and online
heuristic policy are shown in Fig. 4 (a) and (b). Fig. 4 (a)
shows water level profiles when transmission window size N
is set to 100 slots and Fig. 4 (b) shows water level profiles
when transmission window size is extended to 200 slots. In
the first 100 slot, water level profiles are similar to each
other though ,due to the relaxation of the deadline constraint,
both optimal and heuristic water levels sligthly decrease when
transmission window size is doubled.
To illustrate the effect of transmission window size, average
throughput performances and energy consumption of through-
put maximizing offline optimal policy and online heuristic
are compared against varying transmission window size in
Fig. 5 (a) and (b), respectively. The average performances
of both offline optimal policy and online heuristic tend to
saturate as transmission window size increases beyond 100
slots. The experiment is repeated in Fig. 6,for the case where
energy harvesting process has a memory remaning in the same
state with 0.9 probability and switching to other state with
probability 0.1.
VI. CONCLUSION
In this paper, finite horizon energy efficient transmission
schemes are investigated. First, considering only packet ar-
rivals, an online problem of minimizing total energy cost of
transmission within a finite horizon and its optimal solution by
dynamic programming is posed and expected threshold policy
is proposed as a close-to-optimal heuristic. It is also shown
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Fig. 3. Water level profiles of throughput maximizing optimal offline policy
(Red Curve) and online heuristic policy (Blue Curve) for a sample realization
of packet arrival, energy harvesting and channel fading processes assuming a
Markovian stream of 10kB packets (Blue Arrows) having two states (l(0) = 0
and l(1) = 10kB) with transition probabilities q00 = 0.9, q01 = 0.1, q10 =
0.58, q11 = 0.42, a Gilbert-Elliot Channel (Dashed Black Curve) where
good (γgood = 30) and bad (γbad = 12) appear with equal probabilies
(P (γn = γgood) = 0.5 and P (γn = γbad) = 0.5 ) and energy harvests
(Green Arrows) of 50nJs occuring with a probability of 0.5 at each slot.
by numerical studies that simpler policies which could have
sufficient long-term performances can fail in the short term.
Then, a more general problem, considering energy arrivals
as well as channel variation, is defined. The relationship of the
optimal offline solution to throughput maximization is shown
analytically and its optimality for energy cost minimizing
is also proven under certain conditions. Based on offline
throughput maximizing solution, an online heuristic , which
does not require prior statistical knowledge, is presented, and
is observed to achieve close to offline optimal performance in
simulations.
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Fig. 5. Average throughput (a) and energy consumption per slot (b)
comparison of throughput maximizing optimal offline policy (red) and online
heuristic policy (blue) against varying transmission window size for stationary
energy harvesting.
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Fig. 6. Average throughput (a) and energy consumption per slot (b)
comparison of throughput maximizing optimal offline policy (red) and online
heuristic policy (blue) against varying transmission window size for energy
harvesting with memory.
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Fig. 7. Average Throughput comparison of throughput maximizing optimal
offline policy (red) and online heuristic policy (blue) for individual realizations
of packet arrival, energy harvesting and channel fading processes assuming a
Markovian stream of 10kB packets having two states (l(0) = 0 and l(1) =
10kB) with transition probabilities q00 = 0.9, q01 = 0.1, q10 = 0.58, q11 =
0.42, a Gilbert-Elliot Channel where good (γgood = 30) and bad (γbad =
12) appear with equal probabilies (P (γn = γgood) = 0.5 and P (γn =
γbad) = 0.5 ) and energy harvests of 50nJs occuring with a probability of
0.5 at each slot.
