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0.1. INTRODUZIONE 1
0.1 Introduzione
L’idea di studiare il limite macroscopico di sistemi di particelle interagenti prende ispi-
razione dall’Oncologia Matematica, una nuova disciplina scientifica in via di sviluppo.
Qual’è il ruolo dell’Oncologia Matematica nella Medicina? A proposito ci sono diversi
pareri, ma la linea generale di questi pensieri è che la modellazione matematica potrebbe
fornire degli strumenti che aiutano a capire l’evoluzione delle malattie, e che testano delle
ipotesi biologiche.
Se per esempio si riuscisse a creare un modello che descriva in maniera abbastanza fe-
dele la diffusione delle cellule di una massa tumorale, avendo a disposizione dei dati del
tumore del paziente, si potrebbe individuare con un certo grado di sicurezza il bordo di
tale massa tumorale; ciò sarebbe una svolta per esempio nella chirurgia, dove il problema
più grande è proprio non riuscire a definire bene la zona contaminata, e quindi avere il
dubbio di asportare o troppo o poco tessuto durante l’operazione.
Adesso siamo ancora lontani da un modello matematico così preciso, ma possiamo ini-
ziare a creare dei modelli molto semplificati di popolazioni di particelle interagenti, con
la speranza che siano solo i primi passi di una scienza che può dare molto all’evoluzione
dell’Oncologia.
Alla luce di tutto ciò, l’obbiettivo che ci poniamo in questo lavoro è modellizzare una
massa di cellule interagenti. Analizzeremo due tipi di modelli di particelle: il modello
mean field, dove le cellule interagiscono a lungo raggio, e il modello a interazione locale,
dove invece troviamo un’interazione di contatto. In entrambi i casi, l’obbiettivo che ci
prefiggiamo è riuscire a descrivere la dinamica generale di una massa di cellule, ”portando
al limite” le informazioni studiate a livello cellulare. La dinamica a livello delle particelle
la descriveremo attraverso sistemi di SDE, mentra quella ”continua” della massa di cel-
lule, sarà soluzione di una particolare PDE. Giocherà un ruolo fondamentale la misura
empirica SNt , che descrive ad ogni istante t la dislocazione delle particelle nello spazio
al tempo t; non solo, essa sarà l’oggetto che ci permetterà di passare al limite per il
numero di particelle N → ∞, passando dalla visione a livello di particelle, alla visione
del continuo.
Vedremo che la teoria mean field sarà molto precisa e elegante, e riusciremo a trovare la
PDE limite mean field con teoremi rigorosi. Invece nel caso a interazione locale la teoria
si fa molto più difficile; per questo affronteremo quasi tutti gli argomenti in maniera
euristica, sfruttando anche dei risultati noti molto avanzati.
Andando più nello specifico, nel modello mean field, la dinamica di N particelle sarà
descritta dalle equazioni
dXit =
1
N
N∑
j=1
K
(
Xit −Xjt
)
dt+ σdW it , i = 1, . . . , N (1)
dove la funzione K : Rd → Rd è limitata e lipschitziana. Dimostreremo che la misura
empirica SNt → µt, dove µt ∈ Pr1(Rd) è una misura di probabilità deterministica, e che
2 INDICE
la PDE finale soddisfatta da µt è
∂µt
∂t
=
σ2
2
∆µt − div(µt(µt ∗K))
cioè una equazione di Fokker-Planck nonlineare e non locale.
Nel modello a interazione locale le equazioni soddisfatte dalle posizioni Xit delle
particelle saranno
dXit =
1
N
N∑
j=1
KN
(
Xit −Xjt
)
dt+ σdBit (2)
dove la funzione KN , che descrive le interazioni, deve essere necessariamente a supporto
compatto, a sottolineare il fatto che ogni cellula si influenza scambievolmente solo con
quelle strettamente vicine. Inoltre possiamo notare che tale funzione KN dipende dal
numero di cellule N : infatti, al variare di N , viene ricalibrata l’intensità delle interazioni
tra cellule, ma anche il raggio di interazione, simulando una sorta di ”zoom all’indietro”
al microscopio, con il quale le cellule osservate diventano più piccole, e la loro zona
di influenza si restringe sempre di più. Per quanto riguarda il limite macroscopico,
supponendo che le SNt → ut(dx), dove ut(dx) = ut(x)dx è dotata di densità rispetto alla
misura di Lebesgue, basandoci sullo studio di noti articoli, diremo che la PDE limite
soddisfatta dalla ut(x) è la seguente
∂ut(x)
∂t
=
1
2
∆P (ut(x)), t ≥ 0,
dove però, la funzione P : (0,∞) → R, non è nota esplicitamente. Per questo uno
degli obbiettivi che ci siamo prefissati, è stato quello di approssimare numericamente tale
funzione P .
Dopodichè, osservando che le strutture delle equazioni (1) e (2), nei due modelli di
particelle, sono simili, cercheremo una seconda strada che ci porti alla PDE limite nel
sistema a interazione locale, attraverso la teoria mean field. A livello intuitivo questo
consisterà nello ”scomporre” il limite macroscopico: prima faremo un limite sul numero
di particelle N →∞, senza modificare il raggio di interazione della dinamica; solo in un
secondo tempo porteremo al limite anche il supporto della funzione KN , restringendolo
sempre di più. Arriveremo a un’equazione del tipo
∂ut
∂t
=
σ2
2
∆ut +
σ21
2
∆u2t .
Una parte consistente di questo lavoro è rappresentata dalle simulazioni, dove, prima
di tutto, abbiamo cercato di riprodurre il comportamento di gruppi di particelle inte-
ragenti, utilizzando le equazioni citate sopra; poi ci siamo dedicati all’esplorazione vera
e propria del limite macroscopico, approssimando le PDE limite, e confrontando i vari
limiti macroscopici ottenuti con le diverse teorie.
Capitolo 1
Introduzione ai modelli di particelle
e ai limiti macroscopici
1.1 Le SDE e le PDE
1.1.1 Le SDE: risultati principali
Definizione 1.1. Dato (Ω,F ,Ft,P) uno spazio di probabilità filtrato, sia (Wt)t∈[0,T ]
un moto Browniano a valori in Rk. É detta equazione differenziale stocastica (SDE)
un’equazione della forma
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, (1.1)
X|t=0 = X0
dove X0 è una variabile aleatoria F0-misurabile, le funzioni b : [0, T ] × Rd → Rd,
σ : [0, T ] × Rd → Rd×k hanno una regolarità specificata caso per caso, e la solu-
zione Xt è un processo continuo e adattato a valori in Rd. Il significato dell’equazione è
l’identità
Xt = X0 +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs (1.2)
dove dobbiamo assumere delle condizioni su b e σ che assicurino che s 7→ b(s,Xs) sia
integrabile, e s 7→ σ(s,Xs) sia di quadrato integrabile, con probabilità uno.
Definizione 1.2 (Soluzione forte). Diciamo che c’è esistenza forte per l’equazione (1.1),
se, dato un qualsiasi spazio di probabilità filtrato (Ω,F ,Ft,P) con un moto Browniano
(Wt)t∈[0,T ], ed una v.a. X0 F0-misurabile, esiste un processo (Xt)t∈[0,T ] Ft-adattato che
soddisfa quasi certamente (q.c.) l’equazione (1.2) per ogni t ∈ [0, T ]. Una soluzione forte
è una soluzione adattata a (FWt )t∈[0,T ], la filtrazione completa associata a Wt.
Per completezza diamo anche la definizione
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Definizione 1.3 (Soluzione debole). Data una condizione iniziale deterministicaX0 = x0,
una soluzione debole dell’equazione (1.1) è una famiglia composta da uno spazio di pro-
babilità filtrato (Ω,F ,Ft,P) con un moto Browniano (Wt)t∈[0,T ] e un processo continuo
Ft-adattato (Xt)t∈[0,T ] che soddisfa (1.2) quasi certamente.
Passiamo all’unicità di una soluzione per l’equazione (1.2).
Definizione 1.4 (Unicità forte). Diciamo che c’è unicità forte per l’equazione (1.1) se,
dato uno spazio di probabilità filtrato (Ω,F ,Ft,P) con un moto Browniano (Wt)t∈[0,T ],
se
(
X
(1)
t
)
t
e
(
X
(2)
t
)
t
sono due processi continui adattati che soddisfano (1.2) q.o., allora
essi sono indistinguibili.
Definizione 1.5 (Unicità in legge). Diciamo che c’è unicità in legge per l’equazione (1.1)
se, date due soluzioni deboli su due qualsiasi spazi, le loro leggi coincidono.
Adesso enunciamo uno tra i risultati classici riguardanti l’esistenza e l’unicità forte
delle soluzioni di una SDE. Assumiamo che b e σ siano due funzioni continue tali che,
per qualche costante Lb, Lσ > 0,
|b(t, x)− b(t, y)| ≤ Lb|x− y|
|σ(t, x)− σ(t, y)| ≤ Lσ|x− y|
per ogni x, y ∈ Rd e per ogni t ∈ [0, T ]. Per comodità ci riferiremo a queste condizioni
su b e σ con il nome di ipotesi Lipschitz.
Osservazione 1.6. Dalle condizioni sopra segue che esiste una costante C tale che
|b(t, x)| ≤ C(1 + |x|)
|σ(t, x)| ≤ C(1 + |x|).
Teorema 1.7. Se b e σ sono continue e verificano le ipotesi Lipschitz, allora c’è esistenza
e unicità forte per l’equazione (1.1). In particolare, se per qualche p ≥ 2 E[|X0|p] <∞,
allora
E
[
sup
t∈[0,T ]
|Xt|p
]
<∞.
1.1.2 Il collegamento tra le SDE e le PDE
A partire dall’equazione differenziale stocastica (1.1), consideriamo la seguente equazione
alle derivate parziali (PDE) parabolica su [0, T ]× Rd
∂p
∂t
=
1
2
∑
∂i∂j(aijp)− div(pb), p|t=0 = p0 (1.3)
chiamata equazione di Fokker-Planck. Qui a = σσT .
Adesso introduciamo il concetto di soluzione measure-valued. Restringiamoci al caso
delle misure di probabilità. Utilizzeremo la scrittura intuitiva
∂µt
∂t
=
1
2
d∑
i,j=1
∂i∂j(aijµt)− div(µtb), µ|t=0 = µ0 (1.4)
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ma con questa notazione intendiamo il seguente concetto.
Definizione 1.8. Una soluzione measure-valued dell’equazione di Fokker-Planck (1.4) è
una famiglia di misure di probabilità (µt)t∈[0,T ] su Rd tale che t→ 〈µt, ϕ(t, .)〉 è misurabile
per ogni ϕ ∈ Cb([0, T ]× Rd) e
〈µt, φt〉 − 〈µ0, φ0〉 = 1
2
d∑
i,j=1
∫ t
0
< µs, aij(s, .)∂i∂jφs > ds
+
∫ t
0
〈µs, b(s, .) · ∇φs〉ds+
∫ t
0
〈µs, ∂φs
∂s
〉ds
per ogni φ ∈ C1,2b ([0, T ]× Rd).
Per semplificare la dimostrazione supponiamo che σ sia limitato.
Teorema 1.9 (Esistenza). La legge µt della soluzione Xt dell’equazione (1.1) è una
soluzione measure-valued dell’equazione di Fokker-Planck (1.4).
Dimostrazione. Sia φ ∈ C1,2b ([0, T ]× Rd); dalla formula di Ito applicata a φ(t,Xt):
dφ(t,Xt) =
∂φ(t,Xt)
∂t
dt+∇φ(t,Xt) · dXt + 1
2
d∑
i,j=1
∂i∂jφ(t,Xt)aij(t,Xt)dt
=
∂φ(t,Xt)
∂t
dt+∇φ(t,Xt) · b(t,Xt)dt+∇φ(t,Xt) · σ(t,Xt)dWt
+
1
2
d∑
i,j=1
∂i∂jφ(t,Xt)aij(t,Xt)dt.
Abbiamo che E
∫ T
0 |∇φ(t,Xt) · σ(t,Xt)|2dt < ∞ perchè σ è limitato, e anche ∇φ lo è,
quindi E
∫ t
0 ∇φ(t,Xt) · σ(t,Xt)dWs = 0. Da questo segue che
E[φ(t,Xt)]− E[φ(0, X0)] = E
∫ t
0
∂φ(s,Xs)
∂s
ds+ E
∫ t
0
∇φ(s,Xs) · b(s,Xs)ds
+
1
2
d∑
i,j=1
E
∫ t
0
∂i∂jφ(s,Xs)aij(s,Xs)ds.
Dato che E[φ(t,Xt)] = 〈φ(s, .), µs〉, applicando ragionamenti simili agli altri termini, otte-
niamo la formulazione debole dell’equazione (1.4). La proprietà per cui t→ 〈µt, ϕ(t, .)〉 =
E[ϕ(t,Xt)] è misurabile per ogni ϕ ∈ C0c ([0, T ]× Rd) è facile da verificare.
Teorema 1.10 (Unicità). Supponiamo che l’equazione parabolica retrograda (detta equa-
zione retrograda di Kolmogorov)
∂ut
∂t
+
1
2
d∑
i,j=1
aij∂i∂jut + bt · ∇ut = 0, su [0, T ′]× Rd (1.5)
uT ′ = g, (1.6)
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ha, per ogni T ′ ∈ [0, T ] e g ∈ C∞c (Rd), almeno una soluzione u ∈ C1,2b ([0, T ′] × Rd).
Allora l’equazione di Fokker-Planck (1.4) ha al massimo una soluzione misura.
Dimostrazione. Sia u ∈ C1,2b ([0, T ′] × Rd) una soluzione dell’equazione di Kolmogorv
retrograda. Se µt è una soluzione della (1.4), allora
〈µt, ut〉 − 〈µt′ , ut′〉 =
∫ t
t′
〈
µs,
∂us
∂s
〉
ds+
∫ t
t′
〈µs, bs · ∇us〉ds+
∫ t
t′
σ2
2
〈µs,∆us〉ds
per ogni 0 ≤ t′ ≤ t ≤ T ′. Dall’equazione soddisfatta da u abbiamo
〈µt, ut〉 = 〈µt′ , ut′〉
e in particolare
〈µT ′ , g〉 = 〈µ0, u0〉.
Allora, se µ(1)t e µ
(2)
t sono due soluzioni measure-valued dell’equazione (1.4) con la stessa
condizione iniziale µ0, abbiamo 〈
µ
(1)
T ′ , g
〉
=
〈
µ
(2)
T ′ , g
〉
.
Dato che questa identità vale per ogni g ∈ C∞c (Rd), allora µ(1)T ′ = µ(2)T ′ . Infine, dato che
il tempo T ′ ∈ [0, T ] è arbitrario, segue che µ.(1) = µ.(2), e quindi la tesi.
Infine diamo qualche preliminare generale per la teoria che affronteremo: denotiamo
con Pr1(Rd) lo spazio
Pr1(Rd) = {µ ∈ Pr(Rd) :
∫
|x|µ(dx) <∞}
e su di esso mettiamo la metrica 1-Wesserstein W1 definita come
W1(µ, ν) = inf{E[|X − Y |] : PX = µ,PY = ν}.
C’è un’importante caratterizzazione di questa metrica, che è data dal Teorema di Kantorovich-
Rubinstein, che ci fornisce la seguente formulazione equivalente
W1(µ, ν) = sup{|〈µ, φ〉 − 〈ν, φ〉| : ‖φ‖Lip ≤ 1},
dove
‖φ‖Lip = sup
x6=y
|φ(x)− φ(y)|
|x− y| ;
noi useremo entrambe le caratterizzazioni.
Ricordiamo infine il concetto di convergenza debole di misure di probabilità su Rd.
Definizione 1.11. Sia (µn)n una successione di misure di probabilità su Rd e µ una
misura di probabilità su Rd. Si dice che µn converge debolmente a µ, se per ogni funzione
f ∈ Cb(Rd)
〈µn, f〉 → 〈µ, f〉, n→∞.
Osservazione 1.12. La metrica W1 induce su Pr1(Rd) una metrica equivalente alla
convergenza debole su Pr1(Rd).
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1.2 La misura empirica SNt
La misura empirica è un oggetto che, come vedremo, ha un ruolo fondamentale nello
studio del limite macroscopico di sistemi di particelle. Per iniziare a prendere confidenza
con tale misura, partiremo da una situazione semplificata, cioè dallo studio di un sistema
di particelle non interagenti. In realtà in questo lavoro studieremo delle cellule che intera-
giscono tra di loro, dato che quest’ultima è ovviamente l’ambientazione più interessante
e più vicina alla realtà.
Indichiamo con Xnt la posizione della n-esima particella al tempo t. Sia Wnt , n ∈ N,
una successione di moti Browniani indipendenti in Rk, definiti su uno spazio di probabilità
(Ω,F ,P). Siano b : [0, T ]× Rd → Rd e σ : [0, T ]× Rd → Rd×k due funzioni continue che
verificano le ipotesi di Lipschitz. Supponiamo che il moto di ogni particella sia descritto
da una SDE in Rd del tipo
dXnt = b(t,X
n
t )dt+ σ(t,X
n
t )dW
n
t
con Xn0 una successione di v.a. indipendenti in Rd, F0-misurabili, con la stessa legge µ0.
Definizione 1.13. Per ogni N ∈ N, la misura di probabilità aleatoria
SNt :=
1
N
N∑
n=1
δXnt ,
che, per ogni φ ∈ Cb(Rd), è tale che
〈SNt , φ〉 =
1
N
N∑
n=1
φ(Xnt ).
è detta misura empirica.
Vogliamo capire più profondamente il significato di questo oggetto, e avere infor-
mazioni sul suo limite per N → ∞, specificando cosa si intende con la convergenza
SNt → µt.
Osservazione 1.14. Parliamo di ”misura empirica” quando intendiamo SNt , perchè ab-
biamo a che fare con qualcosa di aleatorio: infatti, per ogni ω ∈ Ω fissato e per ogni
N
SNt (ω) :=
1
N
N∑
n=1
δXnt (ω)
è una misura di probabilità, indicizzata su N e t, definita su Rd. Fissato ω, descrive la
disposizione delle particelle al tempo t, assegnando ad ogni posizione occupata da esse,
il peso 1/N .
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Figura 1.1: La misura empirica su una configurazione di particelle disposte
uniformemente sul quadrato
Definizione 1.15. Diremo che SNt converge debolmente a µt, misura di probabilità
deterministica su Rd, in simboli
SNt ⇀ µt
per N → ∞, se converge nel senso delle misure, in probabilità, cioè se ∀ϕ ∈ Cb(Rd),
∀ε > 0
P
(∣∣∣ ∫ ϕdSNt − ∫ ϕdµt∣∣∣ > ε) −→
N→∞
0.
Osservando che 〈SNt , ϕ〉 =
∫
ϕ dSNt è una variabile aleatoria per ogni funzione ϕ
su Rd, viene naturale comprendere che potremmo parlare anche di convergenza debole
quasi certa (q.c.) o in media quadratica, oltre a quella in probabilità che abbiamo ap-
pena descritto, e effettivamente più avanti ci scontreremo anche con questi altri tipi di
convergenze.
Nel caso in cui questa misura limite µt(dx) ammettesse densità rispetto alla misura di
Lebesgue L(Rd), cioè µt(dx) = ut(x) · dx, allora è interessante immaginarsi questa densi-
tà ut(x) come la funzione approssimata dalla densità empirica della configurazione delle
cellule al tempo t, per un numero di cellule N piuttosto elevato.
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1.2.1 Particelle non interagenti
Utilizzando le stesse notazioni e le stesse ipotesi introdotte all’inizio del paragrafo, la
posizione della n-esima particella sarà descritta dal processo Xnt , soluzione della
dXnt = b(t,X
n
t )dt+ σ(t,X
n
t )dW
n
t
per ogni n ∈ N. Grazie alle ipotesi che abbiamo sulle funzioni b e σ, il Teorema 1.7 ci
assicura l’esistenza e l’unicità (forti) della soluzione Xnt per ogni n ∈ N. Inoltre vale il
seguente fatto:
Fatto 1.16. Sotto le nostre ipotesi, i processi Xn, n ∈ N, hanno la stessa legge e sono
indipendenti.
Indichiamo con µt la legge marginale al tempo t di Xnt per ogni n. Il seguente teorema
è il nostro primo esempio di limite macroscopico di un sistema microscopico di particelle.
Teorema 1.17. Per ogni t ∈ [0, T ] e φ ∈ Cb(Rd), q.c. vale
lim
N→∞
〈SNt , φ〉 = 〈µt, φ〉,
dove µt è una soluzione misura di{∂µt
∂t =
1
2
∑d
i,j=1 ∂i∂j(aijµt)− div(µtb)
µ|t=0 = µ0.
(1.7)
Inoltre esiste un evento Ω0 ⊂ Ω con P(Ω0) = 1 tale che per ogni ω ∈ Ω0, SNt (ω) converge
debolmente a µt.
Dimostrazione. Dato che, per ogni t, le v.a. φ(Xnt ) sono limitate e i.i.d., dalla Legge dei
Grandi Numeri (forte) abbiamo q.o.,
lim
N→∞
〈SNt , φ〉 = E[φ(X1t )] = 〈µt, φ〉.
Infine, grazie al Teorema 1.9, possiamo concludere che µt è una soluzione misura dell’e-
quazione di Fokker-Planck (1.7), dimostrando così la prima parte del teorema.
In effetti vale di più: scelto a priori ω ∈ Ω q.c., abbiamo limN→∞〈SNt (ω), φ〉 = 〈µt, φ〉 per
ogni φ ∈ Cb(Rd), cioè l’insieme trascurabile in cui fallisce tale convergenza è indipendente
dalla funzione φ. Vediamo tutto ciò nel dettaglio.
Prima di tutto spostiamoci su Cc(Rd); osserviamo che se vale tale convergenza puntuale
q.o. per ogni funzione φ ∈ Cc(Rd) fissata a priori, allora vale anche per ogni insieme nu-
merabile {φn} dato (l’insieme trascurabile su cui non abbiamo la convergenza può essere
preso come l’unione degli insiemi trascurabili relativi ad ogni φn). É possibile scegliere
tale insieme {φn} ⊂ Cc(Rd) in modo che sia denso in Cc(Rd), nella topologa della con-
vergenza uniforme su Rd. Quindi, per quanto detto prima, possiamo affermare che esiste
Ω0 ⊂ Ω di misura P(Ω0) = 1, tale che per ogni n ∈ N e per ogni ω ∈ Ω0 vale
lim
N→∞
〈SNt (ω), φn〉 = 〈µt, φn〉.
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Presa φ ∈ Cc(Rd), estraggo una sottosuccessione {φnk} che converge uniformemente a φ,
e otteniamo
|〈SNt , φ〉 − 〈µt, φ〉| ≤ |〈SNt , φ〉 − 〈SNt , φnk〉|+ |〈SNt , φnk〉 − 〈µt, φnk〉|+ |〈µt, φnk〉 − 〈µt, φ〉|
≤ 2‖φnk − φ‖0 + |〈SNt , φnk〉 − 〈µt, φnk〉|.
Dato ε > 0, fissiamo k tale che ‖φnk − φ‖0 < ε4 ; poi prendiamo N0 tale che |〈SNt , φnk〉 −
〈µt, φnk〉| < ε2 per ogni N > N0. Quindi per ogni ω ∈ Ω0 e per ogni N > N0 abbiamo
|〈SNt (ω), φ〉 − 〈µt, φ〉| ≤ ε,
e per l’arbitrarietà di ε, deduciamo che limN→∞〈SNt (ω), φ〉 = 〈µt, φ〉. Infine, ricordiamo
che, se una successione di misure di probabilità converge a una misura di probabilità su
tutte le funzioni test in Cc(Rd) (converge vagamente), allora converge strettamente, cioè
su tutte le funzioni test in Cb(Rd); questo completa la dimostrazione della seconda parte
del teorema.
Osservazione 1.18. Si ottiene un risultato simile sostituendo la convergenza q.c. con
la convergenza in probabilità.
1.3 Modelli di particelle: le diverse interazioni
Supponiamo di avere un sistema composto da N particelle, e di volerne studiare la
dinamica. Nel nostro modello il moto di ogni cellula sarà dato da una dinamica di fondo
rappresentata da un moto Browniano, e in più sarà soggetto alle interazioni con le altre
cellule, la cui natura sarà esaminata nel dettaglio più avanti.
Quindi abbiamo a che fare con un sistema della forma
dXit =
∑
j 6=i
KN
(
Xit −Xjt
)
dt+ σdW it (1.8)
dove KN è una funzione a supporto compatto, e descrive le interazioni tra le cellule. Il
tipo di funzione KN può essere scelto in vari modi, a seconda delle diverse sfumature che
vogliamo dare alle interazione tra particelle.
Vediamo alcune classi di interazione che sono contemplate in letteratura.
Corto raggio (interazione locale)
In questo tipo di modello, parliamo di un’interazione di contatto, che interviene solo
quando le cellule sono molto vicine. É il caso in cui
KN (x) = aNK
(
N1/dx
)
, K a supporto compatto.
Le particelle interagiscono solo se sono a distanza inferiore a N1/d. L’intensità aN non è
definita a priori.
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Lungo raggio (mean field)
Questo è il cosiddetto modello mean field ; in questo caso
KN (x) =
1
N
K(x),
dove K è una funzione limitata e Lipschitziana. Quindi in questo modello ogni particella
interagisce con tutte le altre cellulle del sistema, con un’intensità debole ∼ 1N ; ogni cellula
risente in totale di una media fatta sugli input provenienti da tutte le altre particelle.
Notazioni comuni Possiamo unificare i due modelli utilizzando una scrittura più
generica, data da
KN (x) = aNK
(
Nβ/dx
)
all’interno della quale:
• corto raggio: β = 1, K a supporto compatto
• lungo raggio: β = 0 , aN = 1N .
Dato che stiamo parlando di interazioni tra particelle, come succede per la maggior parte
delle interazioni fisiche, prenderemo la funzione K del tipo
K(x) = ∇U(x),
(anzi, per convenzione si prende K(x) = −∇U(x), come vedremo meglio nel Capitolo
3); quindi possiamo fare una scelta dell’ampiezza aN , che metta sullo stesso piano i due
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modelli, evidenziando ancora di più la differenza tra i due tipi di interazione:
aN =
1
N
Nβ(1+
1
d
) =
{
1
N lungo raggio
N1/d corto raggio
Osserviamo che questa è una scelta naturale, in quanto
KN (x) = aN (∇U)
(
Nβ/dx
)
=
1
N
NβN
β
d (∇U)(Nβ/dx)
=
1
N
∇UN (x)
dove UN (x) = NβU(Nβ/dx); in questo modo infatti, ritroviamo la forma tipica dell’e-
quazione mean field.
1.3.1 La scelta di U
Dato che stiamo cercando di descrivere un sistema di particelle in maniera più realistica
possibile, apriamo una piccola parentesi sul campo K = −∇U ; quest’ultimo infatti ha
una funzione fondamentale, perchè descrive le interazioni che agiscono tra i vari corpu-
scoli.
Prima di tutto introduciamo le tipologie di interazioni che intendiamo descrivere: co-
me abbiamo detto più volte, ad ogni cellula associamo un punto nello spazio, ma essa
occupa un certo volume; quindi dobbiamo simulare il vincolo di volume, e lo facciamo
attraverso un termine di interazione, Vvol, che impedirà che due particelle puntiformi
si avvicinino troppo. In secondo luogo, osserviamo che le cellule normali risentono di
un vincolo di adesione, che tende a tenere unite le cellule dello stesso tipo, garantendo
solidità al tessuto; di solito le cellule nella fase iniziale (in situ) del tumore mantengono
questa caratteristica, rimanendo unite l’una con l’altra, e solo dopo diverse mutazioni
perdono questa proprietà. Quindi è necessario anche simulare un vincolo di adesione,
Vadh, attraverso un potenziale attrattivo. Ci sarebbero numerosi altri fattori da tenere di
conto, ma, data la complessità del sistema, decidiamo di considerare solo questi, essendo,
a parer nostro, quelli più importanti per descrivere la dinamica base.
Tenendo conto delle osservazioni appena fatte, scegliamo la forma che deve avere la
funzione U . Prima di tutto, prendiamo U(x) dipendente solamente dalla distanza, per
esempio
U(x) = V (|x|),
dove V : (0,∞) → R. Dato che consideriamo solo i vincoli di volume e di adesione,
prendiamo
V (r) = Vvol(r) + Vadh(r)
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dove
V ′vol(r) < 0 per r ∈ (0, r0)
V ′vol(r) = 0 per r ≥ 0
V ′adh(r) = 0 per r ∈ [0, r′0]
V ′adh(r) > 0 per r ∈ (r′0, r′′0)
V ′adh(r) = 0 per r ≥ r′′0
Osservazione 1.19. Più avanti vedremo nello specifico le scelte che abbiamo fatto per
Vvol e Vadh, ma per adesso possiamo fare qualche osservazione. Vediamo che i segni di V ′vol
e V ′adh sono coerenti con la funzione repulsiva, per il vincolo di volume, e attrattiva, per il
vincolo di adesione. Per quanto riguarda la funzione V ′vol, deve essere a supporto compatto
(con il supporto di raggio ∼ al raggio medio della cellula nel modello a interazione locale)
e inoltre V ′vol deve assumere valori molto grandi, possibilmente divergere, per x→ 0, dato
che è accettabile la compressione delle cellule, ma non che si riducano ad un punto. Infine
anche V ′adh deve avere supporto compatto, perchè il vincolo di adesione inizia ad agire
quando due cellule si trovano alla distanza limite che prevede un contatto, ma quando le
due particelle sono troppo lontane, allora non si attrarrano più l’una con l’altra.
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Capitolo 2
La teoria mean field
In questo capitolo ci concentreremo sul modello mean field, dove troviamo un’interazione
a lungo raggio. L’obbiettivo che ci poniamo è trovare il limite macroscopico, cioè scoprire
la dinamica delle particelle per N →∞.
L’equazione che descrive il sistema di particelle interagenti è
dXit =
1
N
N∑
j=1
K
(
Xit −Xjt
)
dt+ σdW it , i = 1, . . . , N, (2.1)
che può essere anche riscritta nella forma
dXit = b
N
t (X
i
t)dt+ σdW
i
t (2.2)
dove
bNt (x) :=
1
N
∑
j
K(x−Xjt ) =
∫
K(x− y)SNt (dy)
= K ∗ SNt (x).
In particolare la funzione K : Rd → Rd è limitata e lipschitziana, σ > 0 e i W it , i ∈ N,
sono una successione di moti Browniani indipendenti in Rd. Inoltre supponiamo che le
condizioni inizialiXi0, F0-misurabili, siano indipendenti e identicamente distribuite (i.i.d.)
e, per semplificare i conti e per poter usufruire di una metrica comoda come la metrica
1-Wesserstein W1, supponiamo che abbiano legge µ0 ∈ Pr1(Rd).
Osservazione 2.1. Ogni particella Xit interagisce con le particelle X
j
t per cui Xit −Xjt
rientra nel supporto di K. Se prendessimo K a supporto compatto, inizialmente, per
N ∈ N, troviamo solo un numero finito di particelle nel supporto di K, ma al limite
quando N → ∞, ogni Xit interagirà con un numero infinito di particelle, perchè esse
tenderanno a rimanere concentrate in una zona limitata. Per questo il modello mean
field rientra nelle interazione ”a lungo raggio”.
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Osservazione 2.2. Osserviamo che nella formula (2.1) del modello mean field, viene
fatto una semplificazione matematica: per ogni cellula i, le somme vengono fatte per
j = 1, . . . , N , senza saltare l’indice i, e quindi ogni particella interagisce anche con se
stessa. Si può fare anche tutta la teoria prendendo j 6= i, ma questo la complicherebbe
molto; inoltre il singolo termine j = i conta fino a un certo punto, in mezzo alle N
cellule (N lo assumiamo sempre più grande), e in più è anche moltiplicato per 1N . Quindi
accettiamo questa semplificazione, ottenendo come risultato un modello ben più elegante.
Utilizzeremo questa semplificazione anche più avanti.
2.1 SDE mean field e PDE limite
Ci interessa capire il comportamento delle N cellule, quando N diventa sempre più
grande. Vogliamo quindi studiare la SDE soddisfatta dalle particelle per N → ∞,
e la PDE relativa al limite µt della successione delle misure empiriche SNt ; adesso lo
facciamo attraverso ragionamenti intuitivi e non formali, più avanti vedremo tutto più
rigorosamente.
Prima di tutto prendiamo la misura empirica SNt :=
1
N
∑N
n=1 δXnt . Per ogni φ ∈
C1,2b ([0, T ]× Rd), abbiamo che
〈SNt , φt〉 =
1
N
N∑
n=1
φ(t,Xnt ). (2.3)
Supponiamo di sapere che 1N
∑N
n=1 δXnt → µt, in un certo senso. Prima di tutto quello
che vogliamo scoprire è la SDE limite; se per ogni i ∈ N, la Xit soddisfa la (2.2), allora,
per N →∞, l’equazione al limite sarà necessariamente
dXt = bt(Xt)dt+ σdWt,
dove
bt(x) =
∫
K(x− y)µt(dy).
Quindi ogni particella interagirà solo con µt; per questo tale equazione verrà chiamata
SDE limite mean field.
Adesso andiamo alla ricerca dell’ipotetica PDE soddisfatta dal limite µt. Da (2.3)
deduco che, φ ∈ C1,2b ([0, T ]× Rd),
d〈SNt , φt〉 =
1
N
N∑
n=1
dφ(t,Xnt ).
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Quindi calcoliamo dφ(t,Xnt ):
dφ(t,Xnt ) =
∂φ(t,Xnt )
∂t
dt+∇φ(t,Xnt ) · dXnt +
σ2
2
∆φ(t,Xnt )dt
=
∂φ(t,Xnt )
∂t
dt+∇φ(t,Xnt ) ·
1
N
∑
j
K(Xnt −Xjt ) dt+ σ∇φ(t,Xnt )dWnt
+
σ2
2
∆φ(t,Xnt )dt.
Da questo segue che
d〈SNt , φt〉 =
1
N
N∑
n=1
dφ(t,Xnt ) = 〈SNt ,
∂φt
∂t
〉dt+ 1
N
N∑
n=1
∇φ(t,Xnt ) ·
1
N
∑
j
K(Xnt −Xjt ) dt
+ σ
1
N
N∑
n=1
∇φ(t,Xnt ) · dWnt +
σ2
2
〈SNt ,∆φt〉dt.
Quindi abbiamo la seguente espressione
〈SNt , φt〉 − 〈SN0 , φ0〉 =
∫ t
0
〈SNs ,
∂φs
∂s
〉ds+ 1
N
∑
n
∫ t
0
∇φ(s,Xns ) ·
1
N
∑
j
K(Xns −Xjs ) ds
(2.4)
+MN,φt +
σ2
2
∫ t
0
〈SNs ,∆φs〉ds,
dove
MN,φt = σ
1
N
∑
n
∫ t
0
∇φ(s,Xns ) · dWns .
Il termine martingala MN,φt va a zero in media quadratica (la dimostrazione è semplice;
la vedremo nel dettaglio nel prossimo paragrafo). Quindi ci immaginiamo che il termine
MN,φt non influirà nell’equazione finale ottenuta per N →∞. Inoltre il primo e il quarto
termine convergeranno rispettivamente a
∫ t
0 〈µs, ∂φs∂s 〉ds e σ
2
2
∫ t
0 〈µs,∆φs〉ds.
L’unica parte difficile è capire il limite di
1
N
∑
n
∫ t
0
∇φ(s,Xns ) ·
1
N
∑
j
K(Xns −Xjs ) ds.
Questo termine può essere riscritto come∫ t
0
∫ ∫
∇φs(x) ·K(x− y)SNs (dx)SNs (dy) ds.
che a sua volta, per le ipotesi sulla convergenza di SNt , converge a∫ t
0
∫ ∫
∇φs(x) ·
∑
j
K(x− y)µs(dx)µs(dy) ds
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per il teorema di convergenza dominata, rispetto all’integrazione in ds. Utilizzando le
notazioni consuete, possiamo riscrivere∫ t
0
∫ ∫
∇φs(x) ·K(x− y)µs(dx)µs(dy) ds
=
∫ t
0
〈µs,∇φs · (µs ∗K)〉ds = −
∫ t
0
〈φs, div(µs(µs ∗K))〉ds.
Quindi la PDE finale soddisfatta da µt è
∂µt
∂t
=
σ2
2
∆µt − div(µt(µt ∗K)),
una equazione di Fokker-Planck nonlineare e non locale.
2.2 Limite macroscopico mean field
Fino ad ora abbiamo fatto solo dei ragionamenti intuitivi, che in ogni modo ci danno
un’idea del problema. Adesso vogliamo ottenere il limite macroscopico del sistema di
particelle in maniera rigorosa; quindi vorremmo arrivare a qualche risultato di conver-
genza delle misure empiriche SNt . Lo faremo seguendo due approcci differenti: il primo è
un metodo generale utilizzato in varie teorie, e sfrutta argomenti di compattezza (non ci
dilungheremo troppo su questo); il secondo è un approccio specifico di questo particolare
problema.
2.2.1 Compattezza delle SNt
Prendiamo il nostro sistema di particelle interagenti (2.1). Supponiamo che le condizioni
iniziali siano date da una successione {Xi0}i di variabili i.i.d., F0-misurabili, di legge
µ0 ∈ Pr1(Rd).
Osservazione 2.3. Vale
〈S0N , φ〉 → 〈µ0, φ〉
in probabilità, per ogni φ ∈ Cb(Rd).
Indichiamo con QN = L(SN· ), misura di probabilità su C
(
[0, T ];Pr1(Rd)
)
.
Diamo solo l’enunciato del teorema fondamentale, sul quale si poggia il risultato di
convergenza delle SNt .
Teorema 2.4. Assumendo le ipotesi sopra, la famiglia {QN}N∈N è relativamente com-
patta su C
(
[0, T ];Pr1(Rd)
)
.
Adesso esaminiamo i punti limite della famiglia di leggi {QN}N delle misure em-
piriche. L’obbiettivo è quello di ottenere una misura limite µ delle SN· che verifichi
l’equazione di Fokker-Planck
∂µt
∂t
=
σ2
2
∆µt − div(µt(µt ∗K)), µ|t=0 = µ0 (2.5)
ricavata nel ragionamento euristico fatto nella sezione precedente.
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Richiamo 2.5. Ricordiamo che, per quanto visto sopra, la misura empirica SNt verifica
d〈SNt , φt〉 =
〈
SNt ,∇φt ·
(
K ∗ SNt
)〉
dt+ 〈SNt ,
∂φt
∂t
〉dt+ dMN,φt +
σ2
2
〈SNt ,∆φt〉dt
Teorema 2.6. Se Q è un punto limite debole di una sottosuccesione di {QN}N∈N, al-
lora Q è supportata sull’insieme delle soluzioni measure-valued dell’equazione di Fokker-
Planck nonlineare
∂µt
∂t
=
σ2
2
∆µt − div(µt(µt ∗K)),
con condizione iniziale µ0.
Dimostrazione. Per ogni φ ∈ C1,2b ([0, T ]× Rd), consideriamo il funzionale
Ψφ(µ.) := sup
t∈[0,T ]
∣∣∣〈µt, φt〉 − 〈µ0, φ0〉 − ∫ t
0
〈
µs,
∂φs
∂s
+
σ2
2
∆φs +∇φs · (K ∗ µs)
〉
ds
∣∣∣.
Tale funzionale è continuo su C
(
[0, T ];Pr1(Rd)
)
. Quindi se QNk è la sottosuccessione
che converge debolmente a Q, per il Teorema di Portmanteau abbiamo che
Q(Ψφ(µ.) > δ) ≤ lim inf
k→∞
QNk(Ψφ(µ.) > δ)
Ma
QNk(Ψφ(µ.) > δ) = P
(
Ψφ(S.
Nk) > δ
)
= P
(
sup
t∈[0,T ]
∣∣∣〈SNkt , φt〉−〈µ0, φ0〉−∫ t
0
〈
SNks ,
∂φs
∂s
+
σ2
2
∆φs+∇φs · (K ∗SNks )
〉
ds
∣∣∣ > δ)
Dall’identità del Richiamo 2.5, abbiamo che
QNk(Ψφ(µ.) > δ) = P
(
sup
t∈[0,T ]
∣∣∣〈SNk0 − µ0, φ0〉 −Mφ,Nkt ∣∣∣ > δ)
≤ P
(∣∣∣〈SNk0 − µ0, φ0〉∣∣∣+ sup
t∈[0,T ]
∣∣∣Mφ,Nkt ∣∣∣ > δ)
≤ P
(∣∣∣〈SNk0 − µ0, φ0〉∣∣∣ > δ/2)+ P( sup
t∈[0,T ]
∣∣∣Mφ,Nkt ∣∣∣ > δ/2).
Il primo termine va a zero, per k →∞, per ipotesi su SN0 . Per quanto riguarda il secondo
termine abbiamo
P
(
sup
t∈[0,T ]
∣∣∣Mφ,Nkt ∣∣∣ > δ/2) ≤ 4δ2E[ supt∈[0,T ]
∣∣∣Mφ,Nkt ∣∣∣2]
≤ CE
[∣∣∣Mφ,NkT ∣∣∣2],
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perchè Mφ,Nkt è una martingala. Dall’indipendenza di W i e W j per i 6= j, abbiamo che
E
[( ∫ t
0
∇φs(Xis) · dW is
)(∫ t
0
∇φs(Xjs ) · dW js
)]
= 0,
quindi
E
[∣∣∣Mφ,NkT ∣∣∣2] = σ2N2k
Nk∑
i=1
E
[( ∫ t
0
∇φs(Xis) · dW is
)2]
che dalla formula di isometria per gli integrali di Ito è uguale
σ2
N2k
Nk∑
i=1
E
[ ∫ t
0
∣∣∇φs(Xis)∣∣2ds],
il quale è limitato da
≤ C σ
2
Nk
‖∇φ‖2∞T → 0
per k → ∞. Da questo segue che Q(Ψφ(µ.) > δ) = 0, e dato che vale per ogni δ > 0,
deduciamo che
Q(Ψφ(µ.) = 0) = 1.
Quindi, per ogni φ ∈ C1,2b ([0, T ]×Rd), Q è supportato sull’insieme delle funzioni measure-
valued µ. tali che
〈µt, φt〉 = 〈µ0, φ0〉+
∫ t
0
〈
µs,
∂φs
∂s
+
σ2
2
∆φs +∇φs · (K ∗ µs)
〉
ds.
Questo significa che Q è supportato sull’insieme delle soluzioni measure-valued della
Fokker-Planck nonlineare, passando attraverso argomenti di densità.
La dimostrazione del seguente teorema la vedremo nella prossima sezione, dove verrà
di nuovo utilizzato il seguente fatto:
Teorema 2.7 (Unicità). Data µ0 ∈ Pr1(Rd), se K è lipschitziano e limitato, allora c’è
unicità per la soluzione della Fokker-Planck nonlineare (2.5).
Questo risultato, unito al teorema precedente, ci permettono di affermare che, data
µ0 ∈ Pr1(Rd), l’equazione (2.5) ammette una e una sola soluzione.
Corollario 2.8. La famiglia {QN}N∈N converge a δµ, dove µ ∈ C
(
[0, T ];Pr1(Rd)
)
è
l’unica soluzione dell’equazione (2.5).
Dimostrazione. Dalla compattezza delle {QN}N∈N, sappiamo che da ogni sottosuccessio-
ne, possiamo estrarre una sottosuccessione convergente a una misura limite Q, supportata
sull’insieme delle soluzioni measure-valued del problema (2.5). Grazie al risultato di uni-
cità sopra, necessariamente Q = δµ, dove µ. ∈ C
(
[0, T ];Pr1(Rd)
)
, è l’unica soluzione
della (2.5). Dato che questo vale per tutti i punti limite Q, e dal fatto che la convergenza
debole sullo spazio Pr
(
C
(
[0, T ];Pr1(Rd)
))
è metrica, deduciamo che l’intera successione
{QN}N∈N converge a δµ.
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2.2.2 Confronto con la SDE mean field
Questo secondo tipo di approccio è meno generale del precedente, ma fornisce più infor-
mazioni. Partiamo da un’analisi preliminare della SDE limite
dXt = bt(Xt)dt+ σdWt (2.6)
bt(x) =
∫
K(x− y)µt(dy) (2.7)
µt = PXt (2.8)
con X0 una v.a. F0-misurabile; assumiamo inoltre per semplicità che E[|X0|] <∞.
Fatto 2.9. Se (X,µ) è una soluzione del problema (2.6)-(2.8), allora µ ∈ C([0, T ];Pr1(Rd)).
Dimostrazione. Prima di tutto dimostriamo che per ogni t ∈ [0, T ], µt ∈ Pr1(Rd); ov-
viamente µt ∈ Pr(Rd). Ci rimane da dimostrare che µt ha momento primo finito; dalla
(2.6) deduciamo che
Xt = X0 +
∫ t
0
bs(Xs)ds+ σWt,
quindi
E[|Xt|] ≤ E[|X0|] + E[
∫ t
0
|bs(Xs)|ds] + σE[|Wt|].
Ma allora E[|Xt|] < ∞ perchè E[|X0|] < ∞ per ipotesi, E[
∫ t
0 |bs(Xs)|ds] è finito perchè
K è limitata, e infine E[|Wt|] = 0.
Passiamo al secondo punto: dimostrare che µ : [0, T ]→ Pr1(Rd) è continua. Mostriamo
che se t→ t0 allora µt → µt0 rispetto alla metrica W1. Ora
E[|Xt −Xt0 |] =
∫
Ω
|Xt(ω)−Xt0(ω)|P(dω);
inoltre, grazie al fatto che Xt è un processo continuo, per P-q.o ω abbiamo
|Xt(ω)−Xt0(ω)| → 0.
Quindi, per convergenza dominata in P(dω), abbiamo che E[|Xt − Xt0 |] → 0, e quindi
che
W1(µt, µt0) = inf
X,Y
E[|X − Y |] ≤ E[|Xt −Xt0 |]→ 0,
e così concludiamo la dimostrazione.
Teorema 2.10. Esiste un’unica soluzione (X,µ) del problema (2.6)-(2.8).
Dimostrazione. Consideriamo lo spazio Pr1(Rd) dotato della metrica 1-Wesserstein W1.
Sia C([0, T ];Pr1(Rd)) lo spazio delle famiglie (µt)t∈[0,T ], con µt ∈ Pr1(Rd), munito della
metrica
d(µ, ν) = sup
t∈[0,T ]
W1(µt, νt).
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Consideriamo la mappa Γ : C([0, T ′];Pr1(Rd)) → C([0, T ′];Pr1(Rd)), dove T ′ è da
scegliere, che è definita come
(Γµ)t = PY µt (2.9)
dY µt = b
µ
t (Y
µ
t )dt+ σdWt, Y
µ
0 = X0 (2.10)
bµt (x) =
∫
K(x− y)µt(dy). (2.11)
Mostriamo che tale mappa Γ è una contrazione, per T ′ piccolo abbastanza.
Dalla definizione della metrica di Wesserstein W1, abbiamo che
W1((Γµ)t, (Γν)t) ≤ E[|Y µt − Y νt |].
Dall’equazione (2.10),
|Y µt − Y νt | ≤
∫ t
0
|bµs (Y µs )− bνs(Y νs )|ds
≤
∫ t
0
|bµs (Y µs )− bµs (Y νs )|ds+
∫ t
0
|bµs (Y νs )− bνs(Y νs )|ds
≤ LK
∫ t
0
|Y µs − Y νs |ds+ LK
∫ t
0
W1(µs, νs)ds
perchè
|bµt (x)− bµt (x′)| ≤
∫
|K(x− y)−K(x′ − y)|µt(dy) ≤ LK |x− x′|
|bµt (x)− bνt (x′)| = LK
∣∣∣ ∫ L−1K K(x− y)(µt − νt)(dy)∣∣∣ ≤ LKW1(µt, νt),
dove quest’ultima disuglianza discende dall’altra caratterizzazione della metrica di 1-
Wesserstein. Quindi, dal Lemma di Gronwall, otteniamo che
|Y µt − Y νt | ≤ etLkLK
∫ t
0
W1(µs, νs)ds.
Da questo segue che
W1((Γµ)t, (Γν)t) ≤ eT ′LKLK
∫ T ′
0
W1(µs, νs)ds,
e quindi
d(Γµ,Γν) ≤ eT ′LKLK
∫ T ′
0
W1(µs, νs)ds ≤ eT ′LKLKT ′d(µ, ν).
Ma allora Γ è una contrazione definita su C([0, T ′];Pr(Rd)) per T ′ tale che eT ′LKLKT ′ <
1; quindi, per il Teorema delle contrazioni, possiamo concludere che esiste ed è unico un
punto fisso µ ∈ C([0, T ′];Pr(Rd)) tale che Γµ = µ.
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Fissata tale µ consideriamo l’equazione (2.6) su [0, T ′], dove bt(x) =
∫
K(x− y)µt(dy);
grazie alla lipschitzianità di K, osserviamo che tale equazione verifica le ipotesi di Lip-
schitz del Teorema 1.7, il quale ci assicura l’esistenza e l’unicità forte di una soluzione
(Xt)t∈[0,T ′]. Ma allora, per come è definita la funzione Γ, µt è proprio la legge di Xt, e
quindi da questo segue l’esistenza e unicità della soluzione (X,µ) del problema (2.6)-(2.8)
su [0, T ′].
Dal fatto che tale istante T ′, che rende la funzione Γ una contrazione, dipende solo da
costanti universali (LK), ogni volta che riapplico tale ragionamento su intervalli tempo-
rali diversi, ottengo gli stessi risultati restringendomi ogni volta su intervalli di lunghezza
T ′. Quindi, a questo punto, basta ripetere il procedimento che abbiamo applicato su
[0, T ′] su ogni intervallino di ampiezza T ′, in maniera da ricoprire tutto [0, T ]; dopodichè
”incolliamo” le soluzioni trovate, stando attenti alla continuità di µ ∈ C([0, T ′];Pr(Rd)),
e a quella del processo totale (Xt)t∈[0,T ], attraverso le condizioni iniziali che impogno su
ogni intervallino [k, k + T ′].
Richiamiamo il concetto di soluzione measure-valued.
Definizione 2.11. Una soluzione (µt)t∈[0,T ] measure-valued dell’equazione
∂µt
∂t
=
σ2
2
∆µt − div
(
µt
∫
K(x− y)µt(dy)
)
(2.12)
con condizione iniziale µ0 ∈ Pr1(Rd) è una famiglia di misure di probabilità su Rd tale
che vale
〈µt, φt〉 − 〈µ0, φ0〉 =
∫ t
0
∫ ∫
∇φs(x)K(x− y)µs(dx)µs(dy)ds
+
∫ t
0
σ2
2
〈µs,∆φs〉ds+
∫ t
0
〈µs, ∂φs
∂s
〉ds (2.13)
per ogni φ ∈ C1,2b ([0, T ]× Rd).
Teorema 2.12. Data µ0 ∈ Pr1(Rd), esiste un’unica soluzione measure-valued (µt)t∈[0,T ]
dell’equazione (2.12) con condizione iniziale µ0 ∈ Pr1(Rd).
Dimostrazione. Per quanto riguarda l’esistenza, basta applicare il Teorema 1.9, e pren-
dere la legge µt di Xt, dove (X,µ) è la soluzione del problema (2.6)-(2.8), la cui esistenza
(e unicità) ci è garantita dal Teorema 2.10.
La dimostrazione dell’unicità è meno diretta. Sia νt una soluzione measure-valued della
Fokker-Planck non lineare (2.12) con condizione iniziale µ0 ∈ Pr1(Rd). Adesso fissiamo
νt e consideriamo l’equazione di Fokker-Planck lineare
∂µt
∂t
=
σ2
2
∆µt − div(µtb)
con bt = K∗νt. Ovviamente νt sarà una soluzione di questa equazione. Ora consideriamo
la SDE
dYt = bt(Yt)dt+ σdBt.
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Grazie al Teorema 1.9, possiamo affermare che PYt risolve l’equazione lineare sopra. Ma
allora, dato che abbiamo l’unicità per questo tipo di equazione grazie al Teorema 1.10,
dato che rientriamo nelle ipotesi grazie a un noto teorema, abbiamo che νt = PYt . Ma
allora (Yt, νt) risolve il problema (2.6)-(2.8), che ammette un’unica soluzione per Teorema
2.10; quindi la soluzione (νt)t di (2.12) è unica.
Adesso per ogni i ∈ N consideriamo
dX¯it = v
(
X¯it , t
)
dt+ σdW it
v(x, t) =
∫
K(x− y)µt(dy) (2.14)
µt = PX¯it .
Il prossimo Teorema è il passo chiave che ci permetterà di arrivare al limite macroscopico
cercato, ma ha anche una sua importanza visto come risultato isolato: infatti esso descrive
la dinamica asintotica in N di ogni particella Xit . Da questo teorema segue un corollario
interessante chiamato propagazione del caos.
Teorema 2.13. Vale
E
[
sup
t∈[0,T ]
∣∣∣Xit − X¯it ∣∣∣] ≤ C√
N
.
Dimostrazione. Prima di tutto osserviamo che
Xit − X¯it =
∫ t
0
1
N
∑
j
K(Xis −Xjs )ds−
∫ t
0
v(X¯is, s)ds
=
∫ t
0
1
N
∑
j
(
K(Xis −Xjs )−K(X¯is −Xjs )
)
ds
+
∫ t
0
1
N
∑
j
(
K(X¯is −Xjs )−K(X¯is − X¯js )
)
ds
+
∫ t
0
(
1
N
∑
j
K(X¯is − X¯js )− v(X¯is, s)
)
ds,
da cui
E
[∣∣∣Xit − X¯it ∣∣∣] ≤ LK ∫ t
0
E
[∣∣∣Xis − X¯is∣∣∣]ds+ LK 1N ∑
j
∫ t
0
E
[∣∣∣Xjs − X¯js ∣∣∣]ds
+
∫ t
0
E
[∣∣∣∣ 1N ∑
j
K
(
X¯is − X¯js
)− v(X¯is, s)∣∣∣∣]ds.
Fatto 2.14. Per un noto teorema, sotto le nostre ipotesi, le soluzioni Xit hanno la stessa
legge per ogni i.
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Per scambiabilità delle Xit e delle X¯it , abbiamo che
E
[∣∣∣Xit − X¯it ∣∣∣] ≤ 2LK ∫ t
0
E
[∣∣∣Xis − X¯is∣∣∣]ds+ ∫ t
0
E
[∣∣∣∣ 1N ∑
j
K
(
X¯is − X¯js
)− v(X¯is, s)∣∣∣∣]ds,
che, tramite il Lemma di Gronwall, implica che
E
[∣∣∣Xit − X¯it ∣∣∣] ≤ e2LKT ∫ t
0
E
[∣∣∣∣ 1N ∑
j
K
(
X¯is − X¯js
)− v(X¯is, s)∣∣∣∣]ds.
Osservazione 2.15. Osserviamo che con questa stima, riusciamo a controllare la diffe-
renza tra le soluzioni di due problemi, con un espressione che dipende solamente dalle
soluzioni di uno dei due problemi.
Adesso, grazie ad un noto teorema,
E
[∣∣∣∣ 1N ∑
j
K
(
X¯is − X¯js
)− v(X¯is, s)∣∣∣∣] = E
[
E
[∣∣∣∣ 1N ∑
j
K
(
x− X¯js
)− v(x, s)∣∣∣∣]
x=X¯is
]
;
ricordando che con Xt indichiamo il processo soluzione del problema (2.6)-(2.8), abbiamo
E
[∣∣∣∣ 1N ∑
j
K
(
x− X¯js
)− v(x, s)∣∣∣∣] ≤ E[∣∣∣∣ 1N ∑
j
K
(
x− X¯js
)− v(x, s)∣∣∣∣2]1/2
≤
(
V ar[K(x−Xs]
N
)1/2
≤ C√
N
, (2.15)
e quindi
E
[∣∣∣∣ 1N ∑
j
K
(
X¯is − X¯js
)− v(X¯is, s)∣∣∣∣] ≤ C√N ,
da cui
E
[∣∣∣Xit − X¯it ∣∣∣] ≤ e2LKT CT√
N
.
Prima di completare il nostro percorso sulla convergenza di SNt , deduciamo da questo
teorema la cosiddetta proprietà di propagazione del caos: l’indipendenza delle condizioni
iniziali si propaga diventando una indipendenza delle posizioni a ogni tempo t, nel limite
per N → ∞. Per N piccolo le Xit non sono indipendenti tra di loro, ma per N → ∞ lo
diventano, anzi, dipendono tutte da ”un riassunto delle altre”, il mean field.
Da questo teorema possiamo osservare che nel limite ogni particella indipendente soddisfa
una SDE (l’equazione per X¯it), dove appunto interagisce con un mean filed, µt (la densità
delle Xit), e non più con le altre particelle.
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Corollario 2.16. Per ogni k e ogni ϕ1, . . . , ϕk ∈ Cb(Rd) ∩ Lip(Rd), abbiamo
lim
N→∞
E
[ k∏
i=1
ϕi(X
i
t)
]
=
k∏
i=1
E[ϕi(Xt)] =
k∏
i=1
〈ϕi, µt〉,
dove Xt è un processo che risolve il problema (2.14).
Dimostrazione. Dimostriamo il Corollario per k = 2, per k > 2 si generalizza facilmente.
Prese ϕ1, ϕ2 ∈ Cb(Rd) ∩ Lip(Rd), osserviamo che
E[ϕ1(X
1
t )ϕ2(X
2
t )]− E[ϕ1(Xt)]E[ϕ2(Xt)]
= E
[
ϕ1(X
1
t )ϕ2(X
2
t )− ϕ1
(
X¯1t
)
ϕ2
(
X¯2t
)]
;
inoltre∣∣E[ϕ1(X1t )ϕ2(X2t )− ϕ1(X¯1t )ϕ2(X¯2t )]∣∣ ≤
≤ E[∣∣ϕ1(X1t )ϕ2(X2t )− ϕ1(X¯1t )ϕ2(X¯2t )∣∣]
≤ ‖ϕ1‖0E
[∣∣ϕ2(X2t )− ϕ2(X¯2t )∣∣]+ ‖ϕ2‖0E[∣∣ϕ1(X1t )− ϕ1(X¯1t )∣∣]
≤ ‖ϕ1‖0‖ϕ2‖LipE
[∣∣X2t − X¯2t ∣∣]+ ‖ϕ2‖0‖ϕ1‖LipE[∣∣X1t − X¯1t ∣∣]
≤ 2ME[∣∣X1t − X¯1t ∣∣],
dove M = max{‖ϕ1‖0‖ϕ2‖Lip, ‖ϕ2‖0‖ϕ1‖Lip}, il quale per il Teorema 2.13
≤ 2M C√
N
,
che converge a 0 per N →∞.
Osservazione 2.17. La dimostrazione del teorema precedente ci mostra anche che
|E[ϕ1(X1t )ϕ2(X2t )]− E[ϕ1(Xt)]E[ϕ2(Xt)]| ≤ 2M
C√
N
, (2.16)
dove M = max{‖ϕ1‖0‖ϕ2‖Lip, ‖ϕ2‖0‖ϕ1‖Lip}.
Il prossimo teorema è l’ultimo passo per risolvere il problema iniziale del limite
macroscopico.
Teorema 2.18. Se µt è la legge di Xt, abbiamo
E
[∣∣〈SNt , φ〉 − 〈µt, φ〉∣∣2] ≤ C√
N
per ogni φ ∈ Cb(Rd) ∩ Lip(Rd), per una certa costante C > 0.
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Dimostrazione. Per prima cosa osserviamo che
E
[∣∣〈SNt , φ〉 − 〈µt, φ〉∣∣2] = E[〈SNt , φ〉2]+ 〈µt, φ〉2 − 2E[〈SNt , φ〉]〈µt, φ〉.
Ora, osserviamo che
E
[
〈SNt , φ〉2
]
=
1
N2
∑
i,j
E
[
φ(Xit)φ(X
j
t )
]
=
1
N2
∑
i
E
[
φ(Xit)
2
]
+
1
N2
∑
i 6=j
E
[
φ(Xit)φ(X
j
t )
]
=
1
N
E
[
φ(X1t )
2
]
+
N − 1
N
E
[
φ(X1t )φ(X
2
t )
]
, (2.17)
〈µt, φ〉2 = E[φ(Xt)2],
E
[
〈SNt , φ〉
]
〈µt, φ〉 = 1
N
∑
i
E[φ(Xit)]E[φ(Xt)] = E[φ(X
1
t )]E[φ(Xt)].
Quindi
E
[∣∣〈SNt , φ〉 − 〈µt, φ〉∣∣2] = 1NE[φ(X1t )2]+ N − 1N E[φ(X1t )φ(X2t )]+ E[φ(Xt)2]
− 2E[φ(X1t )]E[φ(Xt)]
=
1
N
E
[
φ(X1t )
2
]
− 1
N
E[φ(X1t )]E[φ(X
2
t )] (2.18)
+ E[φ(X1t )φ(X
2
t )]− E[φ(Xt)]2 (2.19)
+ 2E[φ(Xt)]
2 − 2E[φ(X1t )]E[φ(Xt)]. (2.20)
Il termine (2.18) è limitato da 2‖φ‖20/N ; la riga (2.19) è limitata da 2‖φ‖Lip‖φ‖0C/
√
N ,
grazie all’Osservazione 2.17, e il terzo termine (2.20) si limita con 4‖φ‖0‖φ‖LipC/
√
N .
Da questo segue facilmente la tesi.
Abbiamo provato che
Corollario 2.19. La successione di misure empiriche SNt converge debolmente, in media
quadratica a µt, dove µt è la soluzione measure-valued dell’equazione di Fokker-Planck
nonlineare
∂µt
∂t
=
σ2
2
∆µt − div
(
µt
∫
K(x− y)µt(dy)
)
, µ|t=0 = µ0.
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Capitolo 3
Modelli a interazione locale
Nel Capitolo 2 abbiamo visto la teoria mean field, molto elegante e lineare; se vogliamo
però descrivere una popolazione di particelle interagenti, è poco ragionevole utilizzare la
teoria mean field, perchè vorrebbe dire che ogni cellula interagirebbe con tutte le altre,
anche se queste fossero molto lontane.
Per questo studiamo i modelli a interazione locale, indubbiamente dei modelli più vicini
alla realtà, nella quale le cellule interagiscono l’una con l’altra quando entrano in contatto.
In questo capitolo vedremo quindi il modello di particelle a interazione locale, anche se in
maniera più euristica, dato che, a differenza del modello mean field, è molto complicato
e delicato da affrontare in maniera rigorosa.
3.1 Il sistema di particelle interagenti
Consideriamo un sistema formato da N cellule; indichiamo con X1t , . . . , XNt i centri
immaginari delle particelle osservate. Come abbiamo accennato nel Capitolo 1, in questo
modello la dinamica delle cellule è descritta dalle equazioni
dXit = −N1/d
∑
j=1,...,N
j 6=i
∇U
(
N1/d
(
Xit −Xjt
))
dt+ σdW it , (3.1)
dove, ricordiamo,
U(x) = V (|x|),
e
V (r) = Vvol(r) + Vadh(r).
Osserviamo che qui, a differenza del modello mean field, la funzione U deve essere ne-
cessariamente a supporto compatto; infatti, nel modello a interazione locale, vengono
descritte solo delle interazioni di contatto tra le cellule, le quali quindi hanno delle in-
fluenze sulla dinamica delle sole cellule strettamente vicine ad esse.
Prima di iniziare l’analisi della convergenza in questo caso, cerchiamo di capire in manie-
ra euristica, da dove vengono questi particolari riscalamenti che ritroviamo nella (3.1),
sia all’interno del potenziale U , sia fuori dalla sommatoria.
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3.1.1 I riscalamenti nell’interazione locale
Riscriviamo le equazioni delle particelle, nella forma più generica, come abbiamo fatto
nel Capitolo 1 in (1.8), mettendo in evidenza le costanti di riscalamento, aN e Nβ , per
adesso ignote
dXit =
N∑
j=1
KN
(
Xit −Xjt
)
dt+ σdW it
= aN
N∑
j=1
K
(
Nβ
(
Xit −Xjt
))
dt+ σdW it .
Prima di tutto occupiamoci di aggiustare la potenza β di N all’interno di K.
Immaginiamo che le N cellule che stiamo osservando occupino solo una regione limitata
e per semplicità supponiamo di essere in dimensione d = 2; modellizziamo ciò assumendo
di essere in un toro 2D
T2 = [0, 1]× [0, 1]
dove descriveremo un moto periodico. Informalmente, la periodicità del toro, significa
immaginarsi che intorno le cellule si comportino analogamente. Se abbiamo N particelle
all’interno di T2, possiamo dividere il toro in N quadrati, immaginando di associare ad
ogni sottoquadrato una particella. Quindi
T2 ∼
⋃
i=1,...,N
Qi
Qi =
[
0,
1√
N
]
×
[
0,
1√
N
]
+ traslazione.
É naturale assumere che il raggio di interazione sia dell’ordine del diametro delle cellule,
quindi, in generale in dimensione d, che sia N−1/d. Da questo segue che
KN (x) = aNK(N
1/dx).
Adesso ci rimanere da scoprire quale costante aN dobbiamo prendere. La costante è un
artefatto che ci permette di passare alla visione macroscopica del gruppo di cellule, dove
è come se vedessimo da lontano le N cellule distribuite in un reticolo di lato 1; per N che
diventa sempre più grande, le particelle aumentano ma rimangono sempre all’interno del
quadrato, e diventano sempre più piccole.
Adesso può tornare comodo mettersi nella visione microscopica, dove le cellule hanno un
raggio fissato (diametro 1), sono ”sparpagliate” per Rd e il nucleo K non dipende dal
numero di particelle.
In quest’ottica chiamiamo Y it le posizioni delle particelle; esse saranno soggette alla
dinamica
dY it =
N∑
j=1
K
(
Y it − Y jt
)
dt+ σdBit. (3.2)
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Come condizioni iniziali Y i0 , prendiamo dei punti ”sparpagliati” in Rd; per esempio co-
me una Gaussiana di deviazione standard N1/d, in modo che il volume occupato sia
dell’ordine di N .
Adesso riscaliamo le posizioni Y it in modo da vedere tutte le cellule in una regione di
diametro 1; questo equivale a passare alle posizioni
N−1/dY it .
Però ci accorgiamo che le equazioni soddisfatte da queste nuove posizioni N−1/dY it ,
contengono dei moti Browniani riscalati
N−1/dBit.
Il moto aleatorio che otteniamo è troppo piccolo; per capire questo fatto assumiamo che
non ci siano interazioni tra le cellule, e che il moto di ogni particella sia dato dal moto
Browniano. Allora avremmo che
SNt =
1
N
∑
j
δN−1/dBit → δ0.
Quindi c’è qualcosa che non va nel riscalamento.
Quello che non va, è che dobbiamo fare anche un riscalamento temporale: i movi-
menti che percepisco a ogni istante t nel microscopico, nella visione macroscopica sono
troppo lenti, e non riesco a vederli. Quindi quando passo alla visione macroscopica devo
accelerare il tempo.
Lemma 3.1.
N−1/dBi
tN2/d
=
L
Wt
Grazie al Lemma sopra, riusciamo a trovato il riscalamento temporale giusto, che è:
t→ tN2/d. Quindi, le nuovi posizioni relative alla visione macroscopica sono
Xit = N
−1/dY i
tN2/d
Osservazione 3.2. Le particelle X nella visione macroscopica sono le stesse Y della
visione microscopica, solo più piccole, e velocizzate nei movimenti.
Con la seguente Proposizione, ci ricaviamo la dinamica delle Xit , ottendendo le
equazioni del moto delle particelle nel modello a interazione locale.
Proposizione 3.3. Se Y it soddisfa (3.2), allora Xit soddisfa
dXit = N
1/d
N∑
j=1
K
(
N1/d
(
Xit −Xjt
))
dt+ σdW it ,
con le condizioni iniziali Xi0 = N
−1/dY i0 , e dove i moti Browniani indipendenti W it sono
dati da
W it = N
−1/dBi
tN2/d
.
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Dimostrazione. Dalla (3.2) abbiamo
Y it = Y
i
0 +
N∑
j=1
∫ t
0
K
(
Y is − Y js
)
ds+ σBit,
quindi, con il riscalamento temporale,
Y i
tN2/d
= Y i0 +
N∑
j=1
∫ tN2/d
0
K
(
Y is − Y js
)
ds+ σBi
tN2/d
=
r=sN−2/d
Y i0 +
N∑
j=1
∫ t
0
K
(
Y i
rN2/d
− Y j
rN2/d
)
N2/ddr + σBi
tN2/d
.
Ne segue che
Xit = N
−1/dY i0 +N
−1/d
N∑
j=1
∫ t
0
K
(
Y i
rN2/d
− Y j
rN2/d
)
N2/ddr + σN−1/dBi
tN2/d
= Xi0 +
N∑
j=1
∫ t
0
N1/dK
(
Xir −Xjr
)
dr + σdW it .
3.2 Il limite macroscopico
Negli articoli [9] e [8] (nel primo in d = 1 e con potenziale solo repulsivo) si dimostra che,
sotto opportune ipotesi, la misura empirica
SNt :=
1
N
N∑
n=1
δXnt
converge debolmente (nel senso delle misure) in probabilità alla funzione misura (deter-
ministica) ut(dx), avente densità ut(x), rispetto alla misura di Lebesgue, che soddisfa la
seguente PDE non lineare
∂ut(x)
∂t
=
1
2
∆P (ut(x)), t ≥ 0, x ∈ T2. (3.3)
La funzione
ρ→ P (ρ), P : (0,∞)→ R
non è nota esplicitamente, in una semplice forma analitica. Come possiamo ben capire,
è molto importante conoscere la funzione P (ρ) e quindi essere in grado di maneggiare
l’equazione (3.3). Facciamo delle osservazioni chiave che possono introdurci a questa
funzione, di cui adesso non sappiamo niente.
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Osservazione 3.4. Nel caso in cui U = 0, abbiamo semplicemente (si dimostra con
conti analoghi a quelli fatti nel Capitolo 2) che
P (ρ) = ρ,
ottenendo come PDE l’equazione del calore.
Osservazione 3.5. É ragionevole pensare che per piccole densità ρ, le particelle sono
talmente distanti tra di loro che l’interazione di contatto rappresentata da U , non conta
messa a confronto con il rumore Browniano; possiamo pensare che quindi è analogo al
caso in cui U = 0. Quindi ci immaginiamo che
P (ρ) ∼ ρ, per ρ→ 0.
Osservazione 3.6. Con semplici calcoli, notiamo che
∆P (u) = div
(
P ′(u)∇u) = P ′(u)∆u+ P ′′(u)‖∇u‖22.
Quindi la PDE (3.3) è parabolica (debole) solo se
P ′(u) ≥ 0 per ogni u ≥ 0.
Se trovassimo, numericamente alcuni valori di u per cui P (u) < 0, allora questo indi-
cherebbe che il risultato numerico è ancora povero, e dobbiamo prendere dei parametri,
come L, dt e T , ancora più precisi; oppure che il potenziale V scelto entra in contrasto
con la teoria.
3.3 Approssimazione della funzione P (ρ)
3.3.1 La furmula viriale
Il Teorema del viriale, provato in [8] e [9], ci permette di arrivare all’equazione (3.3) dove
compare la funzione P (ρ). Riportiamo, a un livello più informale, il Teorema descritto
in [8], senza mantenere l’intero formalismo, ma piuttosto scrivendo una formula un po’
più intuitiva.
Il risultato è
P (ρ)− ρ = lim
L→∞
ΨLαα(x) (3.4)
in media quadratica rispetto alla misura di Gibbs µρ,L, per una opportuna funzione ΨLαα,
che descriveremo più avanti; ne omettiamo la dimostrazione perchè molto difficile.
Questa convergenza va presa in maniera intuitiva; infatti anche la misura stessa µρ,L
cambia al variare di L, e qui stiamo facendo un limite.
Per semplicità restringiamoci al caso 2-dimensionale. Nella formula L > 0, α = 1, 2 (in
generale in dimensione d, α = 1, . . . , d), x = (x1, . . . , xN ) ∈ [R2]N (in dimensione d,
∈ [Rd]N ) e
Ψαβ(x) = − 1|Γ(L)|
∑
i,j=1,...,N,i6=j
(xi − xj)β∂Uα(xi − xj)
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dove Γ(L) = [−L2 , L2 ]2. La misura di Gibbs µρ,L è supportata su Γ(L)N e informalmente
è data da
µρ,L(dx1, . . . , dxN ) ∼ C exp
{
−
∑
i,j=1,...,N,i6=j
U(xi − xj)
}
L2NΓ(L)(dx
1, . . . , dxN )
dove N = ρL2, e L2NΓ(L) è la misura di Lebesgue su Γ(L)
N normallizzata.
Osservazione 3.7. Osserviamo che ∂αU(x) = V ′(|x|)xα|x| , e quindi
(xi − xj)α∂Uα(xi − xj) = V ′(|xi − xj |)(x
i − xj)2α
|xi − xj | .
Notiamo che, rispetto a (3.4), è molto più stabile usare l’identità, in generale in
dimensione d,
P (ρ)− ρ = 1
d
lim
L→∞
d∑
α=1
ΨLαα(x) (3.5)
perchè
d∑
α=1
(xi − xj)α∂Uα(xi − xj) = V ′(|xi − xj |)|xi − xj |.
Quindi riassumendo, possiamo usare una formula più semplice per il limite (3.4) che è la
seguente
P (ρ)− ρ = −1
2
lim
L→∞
1
L2
∑
i,j=1,...,N,i6=j
V ′(|xi − xj |)|xi − xj |, (3.6)
dove N = ρL2 e i punti x sono nel bacino di µρ,L.
Adesso notiamo che la media spaziale
∫
ΨLαα(x)µ
ρ,L(dx) al posto del singolo valore
ΨLαα(x) in (3.5), fornisce un’approssimazione indubbiamente più stabile di P (ρ) − ρ.
Inoltre, supponendo delle opportune proprietà di ergodicità, possiamo anche sfruttare la
soluzione Xt della SDE che ha µρ,L come misura invariante. Detto meglio, sfruttando il
Teorema di Birkhoff, possiamo approssimare la media spaziale∫
ΨLαα(x)µ
ρ,L(dx),
con la media temporale
1
T
∫ t0+T
t0
ΨLαα(Xt)dt
per T grande, e t0 > 0 (per esempio t0 = T/2). La funzione del t0 è quella di evitare il
regime transiente iniziale, che altrimenti falserebbe la stima (a meno che non si prendesse
un T veramente molto grande, che nelle simulazioni è una cosa troppo onerosa e costosa
da fare).
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Una semplice SDE che ha una misura invariante molto simile a µρ,L (per L grande)
è data dal sistema di particelle interagenti
dY it = −
∑
j=1,...,N,j 6=i
∇U(Y it − Y jt )dt+ dBit,
nel quadrato Γ(L) = [−L2 , L2 ]2, con le condizioni di periodicità al bordo. Quindi, pren-
dendo L grande e un tempo T > 0 (relativamente) grande, otteniamo la formula di
approssimazione
P (ρ)− ρ ∼ − 1
2T
∫ t0+T
t0
1
L2
∑
i 6=j
V ′(|Y it − Y jt |)|Y it − Y jt |dt.
3.3.2 Le condizioni di Uchiyama
L’articolo [8] fornisce delle condizioni sufficienti su V per la validità della formula viriale
(3.4) e il limite macroscopico. [8] vuole un V che ammetta delle regioni in cui V ′ < 0,
ma accetta anche i casi cui V ′ > 0 su alcune regioni, purchè ci sia una forte repulsione
in r = 0; quest’ultima proprietà si esprime attraverso la richiesta∫ ∞
0
V (r)rd−1 =∞
Quindi in d = 2 la funzione
V (r) =
C
rη
per qualche η ≥ 2
è una funzione accettabile.
Invece nel caso in cui ci sia solo repulsione, non ci sono condizioni particolari da rispettare.
3.4 Il limite nella PDE mean field
Riprendiamo le equazioni del modello a interazione locale, svolgendo il gradiente di
U(x) = V (|x|):
dXit = −N1/d
N∑
j=1
V ′
(
N1/d
∣∣Xit −Xjt ∣∣)(Xit −Xjt )|Xit −Xjt | dt+ σdW it .
Come abbiamo accennato nel Capitolo 1, queste equazioni possono essere riscritte in un
modo che ricorda la struttura delle equazioni mean field, cioè
dXit = −
1
N
N∑
j=1
WN
(
Xit −Xjt
)
dt+ σdW it ,
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per un’opportuna funzione WN . In effetti se poniamo
UN (x) = NU(N
1/dx)
abbiamo che (per semplicità di notazione scriveremo U ′ intendendo ∇U)
U ′N (x) = NN
1/dU ′(N1/dx)
= N1+1/dV ′(N1/d|x|) x|x| ,
da cui
dXit = −
1
N
N∑
j=1
U ′N
(
Xit −Xjt
)
dt+ σdW it . (3.7)
Effettivamente la riscrittura (3.7), oltre ad essere bella esteticamente, può rappresentare
un importante strumento intuitivo per analizzare il limite della SDE (3.1) delle particelle
a interazione locale; infatti la teoria mean field, anche se molto lontana dalla realtà, è
una teoria completa e ricca di risultati.
Potremmo quindi sfruttare i risultati legati al mean field e cercare una strada alternativa
per arrivare al limite macroscopico in questo secondo modello.
Dato che dovremo parlare di due limiti diversi, conviene cambiare notazione e indi-
care con Xi,Nt la posizione della i-esima particella al tempo t, quando il numero totale
delle cellule è N . Come già osservato, la corretta dinamica riscalata da cui partire per
investigare il limite macroscopico di un sistema a interazione locale è
dXi,Nt = −
1
N
N∑
j=1
U ′N
(
Xi,Nt −Xj,Nt
)
dt+ σdW it .
Prima di tutto disaccoppiamo le costanti N dei riscalamenti, spostandoci sul problema
ausiliario
dXi,N,Mt = −
1
N
N∑
j=1
U ′M
(
Xi,N,Mt −Xj,N,Mt
)
dt+ σdW it .
Osservazione 3.8. Nel vero problema di interazione di contatto, si prende M = N e si
passa al limite per N →∞.
A questo punto fissiamo M ∈ N; a M fissato, otteniamo un sistema di tipo mean
field, dove il nucleo è dato dalla funzione U ′M . Ne segue che possiamo applicare i risultati
visti nel Capitolo 2, e affermare che
SN,Mt → µMt , per N →∞,
dove µMt risolve
∂µMt
∂t
=
σ2
2
∆µMt + div
(
µMt (U
′
M ∗ µMt )
)
.
3.4. IL LIMITE NELLA PDE MEAN FIELD 37
Adesso dobbiamo prendere il limite perM →∞. Nell’articolo [5] c’è un teorema rigoroso
di convergenza, che richiede varie ipotesi ed ha una dimostrazione lunghissima; quindi
ne omettiamo la formulazione e la dimostrazione. Invece, di seguito faremo vedere un
argomento euristico plausibile che indica quale sia il risultato congetturabile.
Supponiamo di aver dimostrato che ogni µMt ammette una densità uMt (x). Quindi uMt è
una soluzione debole dell’equazione
∂uMt
∂t
=
σ2
2
∆uMt + div
(
uMt (U
′
M ∗ uMt )
)
.
Ora dobbiamo studiare il limite per M → ∞: ci chiediamo quindi se uMt converga alla
soluzione ut di una qualche PDE. Dato che qui non vogliamo essere rigorosi, supponiamo
che le uMt convergano, in un certo senso, a una funzione ut. Vogliamo trovare l’equazione
soddisfatta da u.
Per ogni funzione test φ ∈ C∞c ,
〈uMt , φ〉 = 〈uM0 , φ〉+
σ2
2
∫ t
0
〈uMs ,∆φ〉ds−
∫ t
0
〈U ′M ∗ uMs , uMs ∇φ〉ds
quindi, sotto opportune proprietà di convergenza debole delle uMt , abbiamo che
〈ut, φ〉 = 〈u0, φ〉+ σ
2
2
∫ t
0
〈us,∆φ〉ds− lim
M→∞
∫ t
0
〈U ′M ∗ uMs , uMs ∇φ〉ds.
Nei prossimi ragionamenti scriveremo uM al posto di uMs per semplificare la scrittura.
Se riuscissimo a provare che U ′M ∗ uM → v in un certo senso, allora avremmo che
〈U ′M ∗ uM , uM∇φ〉 → 〈v, u∇φ〉. Un fatto vero generale è che se la successione di
densità uM converge debolmente a u, e fM è una successione di funzioni che converge
uniformemente a f , allora
〈fM , uM 〉 → 〈f, u〉.
Quindi, per semplicità di esposizione, supponiamo che U ′M ∗ uM → v uniformemente. Il
prossimo passo è identificare la funzione v. Prendiamo una funzione test g ∈ C∞c ; quindi∫ (
U ′M ∗ uM
)
(x)g(x)dx =
∫ ∫
U ′M (x− y)uM (y)g(x)dydx
=
∫ (∫
U ′M (x− y)g(x)dx
)
uM (y)dy
=
∫ (
U ′M (−·) ∗ g
)
(y)uM (y)dy
= −
∫ (
UM (−·) ∗ g
)′
(y)uM (y)dy.
Assumiamo che (UN )N è proporzionale a una successione di mollificatori: questo è
vero dalla formula UN (x) = NU(N1/dx), se
U(x) = σ21f(x)
dove σ21 > 0 e f è una densità di probabilità.
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Osservazione 3.9. Nelle simulazioni numeriche che faremo, lavoreremo prevalentemen-
te con delle interazioni puramente repulsive, e questo è concorde con la scelta di un
potenziale U ≥ 0. Inoltre la richiesta di integrabilità che abbiamo appena espresso, è un
fattore fondamentale che discrimina lo studio della PDE finale; infatti quando abbiamo a
che fare con un potenziale V non integrabile, abbiamo a disposizione solo la teoria legata
alla PDE con P (ρ). Di questo ne parleremo in maniera più approfondita nel prossimo
capitolo.
Dato che g è una funzione regolare a supporto compatto, per le proprietà dei molli-
ficatori, abbiamo che
UM (−·) ∗ g → σ21g uniformemente
e anche le sue derivate
(UM (−·) ∗ g)′ → σ21∇g uniformemente.
Ne segue che∫ (
U ′M ∗ uM
)
(x)g(x)dx
= −
∫ (
UM (−·) ∗ g
)′
(x)uM (x)dx→ −σ21
∫
∇g(x)u(x)dx = σ21
∫
∇u(x)g(x)dx.
Dato che vale per ogni g ∈ C∞c , otteniamo che
v = σ21∇u,
e quindi che∫
∇φ(x)(U ′M ∗ uMs )(x)uMs (x)dx→ σ21
∫
∇φ(x)∇u(x)u(x)dx = −σ21
∫
div(∇u(x)u(x))φ(x)dx
= −σ
2
1
2
∫
φ(x)∆u2(x)dx.
Ma allora ut verifica
〈ut, φ〉 = 〈u0, φ〉+ σ
2
2
∫ t
0
〈∆us, φ〉ds+ σ
2
1
2
∫ t
0
〈∆u2s, φ〉ds.
Corollario 3.10. La densità limite ut è soluzione debole della PDE
∂ut
∂t
=
σ2
2
∆ut +
σ21
2
∆u2t ;
questa equazione è nota sotto il nome di Porous Media.
Osservazione 3.11. Osserviamo che
σ21 =
∫
U(x)dx, (3.8)
e che l’equazione limite Porous Media dipende dal potenziale di interazione U solo
mediante σ21, che, essendo il suo integrale, non cattura i dettagli del potenziale.
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In conclusione abbiamo che
lim
N→∞
SN,Mt = u
M
t
lim
M→∞
uMt = ut (3.9)
in un certo senso. La domanda è: vale anche che
lim
N→∞
SNt = ut?
Questo rimane ancora un problema aperto; nel prossimo capitolo proveremo a intuire
qualche dettaglio, facendo delle simulazioni numeriche.
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Capitolo 4
Le simulazioni
4.1 Considerazioni
In questo capitolo vogliamo esplorare dal punto di vista numerico i modelli di particelle
interagenti. In particolare vorremmo scoprire delle proprietà che potrebbero arricchire i
risultati studiati, o potrebbero addirittura fornire dei nuovi spunti di riflessione. In questi
mesi abbiamo lavorato molto con le simulazioni fatte al calcolatore; durante il percorso
talvolta abbiamo scoperto dei dettagli teorici che a volte confermavano i nostri risultati,
e altre invece ci facevano ricredere, indicandoci la giusta strada da percorrere.
I codici che utilizzaremo sono scritti con il software libero R.
Quello che ci poniamo di fare è
1. riprodurre il comportamento base di un gruppo di cellule, dal punto di vista del
moto, in maniera piuttosto realistica;
2. investigare il limite macroscopico di un sistema di particelle interagenti.
Quest’ultimo punto, verrà sviluppato nelle due direzioni teoriche viste nel Capitolo 3;
quindi, attraverso
• la PDE con la P (ρ), dove il lavoro più grosso sarà quello di ricavarsi delle informa-
zioni sulla funzione P (ρ);
• la PDE ottenuta utilizzando la teoria mean field.
Nei nostri modelli abbiamo a che fare con SDE e PDE: quello che vogliamo fare è simulare
la traiettoria, nel tempo, delle soluzioni di queste equazioni. Lo schema di discretizza-
zione che utilizzeremo per le SDE, sarà quello del Metodo di Eulero. Tale metodo si
basa sull’approssimazione della derivata prima mediante il rapporto incrementale. For-
malmente, dato il problema di Cauchy, di cui si suppongono esistenza e unicità della
soluzione, {
y′ = f(x, y)
y(x0) = y0
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Se vogliamo il calcolo approssimato di N ∈ N punti della curva soluzione del problema
sopra, partizioniamo l’intervallo sul quale facciamo variare le x, selezionando N+1 punti,
x0, . . . , xN , dove xh = x0 +hk, con k = 0, . . . , N ; quindi i punti che discretizzano la curva
soluzione saranno dati da
yk+1 = yk + hf(xk, yk).
Per approssimare le soluzioni delle PDE, utilizzeremo invece il metodo delle differenze
finite. Le simulazioni che abbiamo fatto sono in 2D per lo studio delle singole SDE, e in
1D quando introduciamo anche il confronto con le PDE.
4.2 Studio del modello microscopico
Nella prima fase ci siamo concentrati sullo studio della SDE priva di riscalamenti
dXit = −
∑
j=1,...,N
j 6=i
∇U(Xit −Xjt )dt+ σdBit,
che corrisponde alla dinamica delle particelle nella visione microscopica, dove l’osserva-
tore si trova al livello delle cellule. In particolare abbiamo preso U(x) = V (|x|), con
V (r) = alp ∗ Vvol(r) + bet ∗ Vadh. Come possiamo capire dalle formule, i termini di in-
terazione tra le cellule sono governati dalla funzione Vvol(r), che rappresenta il vincolo
di volume, e dalla Vadh(r), che invece descrive il vincolo di adesione; inoltre le costanti
alp e bet le abbiamo introdotte in modo da poter diminuire o aumentare, considerare o
omettere una delle componenti di interazione per concentrarsi sullo studio di un aspetto,
piuttosto che di un altro.
Le funzioni che utilizziamo in questa prima fase sono
norma=function(x,y)
sqrt(x^2+y^2)
H=function(x)
(sign(x)+1)/2
I1=function(x)
H(x)*H(0.5-x)
dVvol=function(x)
-I1(x)*p/(x+0.000001)^(p+1)
I2=function(x)
H(x-0.5)*H(1-x)
dVadh=function(x)
I2(x)*x
dove p è preso in maniera da rispettare le condizioni di Uchiyama.
Prendiamo un gruppo di N cellule distribuite in maniera uniforme in un quadrato
di lato L, e vediamo cosa succede in un arco temporale di n istanti. Dato che vogliamo
raggiungere l’equilibrio il prima possibile, è ragionevole partire con una configurazio-
ne iniziale X10 , . . . , XN0 tale che ogni Xi0 è distribuito uniformemente nel quadrato, in
maniera indipendente dalle altre particelle.
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N=100; n=4000; dt=0.001; T=100; T1=200; sig=1; h=sqrt(dt); L=4; L1=10;
alp=1; bet=0
D=(1:n)*0
X=matrix(nrow=N, ncol=n)
Y=matrix(nrow=N,ncol=n)
X[,1]=runif(N,min=-L/2,max=L/2); Y[,1]= runif(N,min=-L/2,max=L/2)
mx=min(X[,1])-L1
Mx=max(X[,1])+L1
my=min(Y[,1])-L1
My=max(Y[,1])+L1
plot(c(mx,Mx), c(my,My), type="n")
lines(X[,1],Y[,1],type="p")
for(t in 1:(n-1)){
for (i in 1:N){
DX= X[i,t]-X[,t]; DY= Y[i,t]-Y[,t]
dV=alp*dVvol(norma(DX,DY))+ bet*dVadh(norma(DX,DY))
X[i,t+1]=X[i,t]-dt*dV%*%(DX/(norma(DX,DY)+ 0.000001))+ h*sig*rnorm(1)
Y[i,t+1]=Y[i,t]-dt*dV%*%(DY/(norma(DX,DY)+ 0.000001))+ h*sig*rnorm(1)
}
D[t+1]=sqrt(var(X[,t+1])+ var(Y[,t+1]))
if(t%%T<=0 )
{if(t%%T1<=0)
{mx=min(X[,t+1],mx)
Mx=max(X[,t+1],Mx)
my=min(Y[,t+1],my)
My=max(Y[,t+1],My)
plot(c(mx,Mx), c(my,My), type="n")
lines(X[,t+1],Y[,t+1],type="p")}
else
{plot(c(mx,Mx), c(my,My), type="n")
lines(X[,t+1],Y[,t+1], type="p")}
}
}
plot(D[2:n])
Giocando con i parametri alp e bet, possiamo notare che sono ben visibili gli effetti
dovuti al vincolo di volume e di adesione (vedi Figura 4.1 - Figura 4.3): con le costanti
settate a zero, abbiamo solo rumore, e le particelle si muovono casualmente nello spazio
provocando numerose sovrapposizioni tra di esse. Se poniamo alp=1, le sovrapposizioni
tendono a sparire, e le cellule si sparpagliano molto lentamente nello spazio. Infine se
mettiamo alp=1 e bet=1, notiamo che agisce anche un po’ di adesione, che tende a non
far allontanare troppo le cellule dalla zona centrale in cui sono concentrate.
Di seguito possiamo vedere le tre diverse dinamiche, fermate ai tempi n = 1, 1000 e 2000.
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Figura 4.1: Sistema con solo rumore browniano (alp= 0, bet= 0).
Figura 4.2: Sistema con solo vincolo di volume (alp= 1, bet= 0).
Figura 4.3: Sistema con vincolo di volume e di adesione (alp= 1, bet= 1).
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Osserviamo inoltre che nel codice è presente un nuovo fattore, D[,], che rappresenta
una sorta di deviazione standard dei punti a ogni istante, e può essere utilizzata per fare
uno studio della dispersione delle particelle al variare della tipologia delle interazioni di
contatto: quando i parametri alp e bet sono settati a zero, osserviamo che la dispersione
è ampia e irregolare, molto simile a quella del moto Browniano. Con alp=1 e bet=0,
osserviamo che la dispersione aumenta visibilmente, soprattutto nel primo arco di tempo,
e si regolarizza molto: la dispersione elevata può essere spiegata dal fatto che le cellule,
inizialmente raggruppate al centro, ricevono dei forti impulsi dovuti al rimbalzo sulle
particelle vicine, e quindi tendono a sparpagliarsi di più. Infine con alp=1 e bet=1, la
dispersione cala: infatti le cellule più esterne sono ostacolate nell’allontanarsi dal gruppo
centrale, a causa del vincolo di adesione, e quelle più interne sono intrappolate dallo
strato più esterno di particelle.
Figura 4.4: Grafici della dispersione di N = 100 particelle nei tre casi: senza interazione,
con sola interazione di volume, con vincolo di volume e di adesione.
4.2.1 Le condizioni di periodicità al bordo di Γ(L) = [−L
2
, L
2
]2
Le simulazioni fatte fino ad ora avevano come obbiettivo riprodurre in maniera verosimile
una massa di cellule, e per questo abbiamo studiato gli effetti grafici delle varie tipolo-
gie di interazione. Con le prossime, invece, vogliamo calcolare la funzione P presente
nella PDE limite del modello a interazione locale; per questo introduciamo un artefatto,
rappresentato dalle condizioni di periodicità al bordo del dominio in cui si muovono le
particelle Xit .
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Quindi le cellule Xit , soluzioni del sistema
dXit = −
∑
j=1,...,N
j 6=i
∇U(Xit −Xjt )dt+ dBit, (4.1)
variano nel quadrato Γ(L) = [−L2 , L2 ]2 con le condizioni di periodicità al bordo.
Di seguito riportiamo i codici del sistema di particelle immerse nel toro Γ(L). Proprio
perchè i risultati grafici di queste nuove simulazioni non puntano ad essere il più verosimili
possibile, non rappresenta un problema, per esempio, partire da una situazione iniziale,
dove le particelle sono distribuite uniformemente nel quadrato Γ(L), anche se risulta
difficile credere che una massa tumorale possa nascere con questa configurazione.
Le funzioni:
p=1
norma=function(x,y)
sqrt(x^2+y^2)
H=function(x)
(sign(x)+1)/2
I1=function(x)
H(x)*H(1-x)
dVvol=function(x)
-I1(x)*p/(x+0.000001)^(p+1)
I2=function(x)
H(x-1)*H(2-x)
dVadh=function(x)
I2(x)*x
Il codice:
N=200; n=2000; dt=0.001; T=50; sig=1; h=sqrt(dt)
alp=1; bet=0;
L=4; L1=L/2
X=matrix(nrow=N, ncol=n)
Y=matrix(nrow=N,ncol=n)
X[,1]=runif(N,min=-L,max=L); Y[,1]=runif(N,min=-L,max=L)
mx=-L-L1; Mx=L+L1; my=-L-L1; My=L+L1
plot(c(mx,Mx), c(my,My), type="n")
lines(X[,1],Y[,1],type="p")
for(t in 1:(n-1)){
for(i in 1:N){
DX= X[i,t]-X[,t]; DY= Y[i,t]-Y[,t]
dV=alp*dVvol(norma(DX,DY))+ bet*dVadh(norma(DX,DY))
X[i,t+1]=X[i,t]-dt*dV%*%(DX/(norma(DX,DY)+ 0.000001))+ h*sig*rnorm(1)
Y[i,t+1]=Y[i,t]-dt*dV%*%(DY/(norma(DX,DY)+ 0.000001))+ h*sig*rnorm(1)
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if(abs(X[i,t+1])> L)
X[i,t+1]=X[i,t+1]-sign(X[i,t+1])*2*L
if(abs(Y[i,t+1])> L)
Y[i,t+1]=Y[i,t+1]-sign(Y[i,t+1])*2*L
}
if(t%%T<=0 )
{plot(c(mx,Mx), c(my,My), type="n")
lines(X[,t+1],Y[,t+1], type="p")
lines(c(-L,-L),c(-L,L),col="red")
lines(c(L,L),c(-L,L),col="red")
lines(c(-L,L),c(L,L),col="red")
lines(c(-L,L),c(-L,-L),col="red")}
}
Il risultato ottenuto è molto suggestivo, perchè vediamo sparire della particelle da un
lato e ricomparire vicino al bordo del lato opposto. Una cosa che non siamo riusciti a
spiegarci dal punto di vista teorico, è l’ "effetto grappoli" che si riscontra nel caso alp=1
e bet>0 (vedi Figura 4.6): dopo qualche istante che facciamo partire la simulazione, si
formano dei gruppetti di cellule, piuttosto distinti, in continua evoluzione. Questo è un
fenomeno strano, lontano dalla realtà. Soprattutto è difficile credere che si arrivi a delle
configurazioni a grappoli, partendo da cellule distribuite uniformemente nel quadrato;
d’altronde ci aspettavamo, dopo gli artefatti introdotti, dei fenomeni irrealistici.
Figura 4.5: Il moto delle particelle nel toro: caso alp= 1 e bet= 0.
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Figura 4.6: Il moto delle particelle nel toro: caso alp= 1 e bet= 1.2, con l’ "effetto
grappoli".
Osservazione 4.1. Notiamo che, nel codice sopra, la periodicità interviene solo al mo-
mento dello spostamento, ma non nel calcolo delle forze che agiscono su ogni particella
i al tempo t. Ovviamente in questi mesi abbiamo anche implementato un codice dove
la componente periodica agiva già nella discretizzazione dell’equazione: il pregio della
maggior precisione è contrastato dal tempo di calcolo piuttosto allungato, e il risultato
finale somiglia molto a quello senza prolungamento. In particolare nel caso bet>0, ve-
diamo che si presenta di nuovo l’ "effetto grappoli", con l’unica differenza che adesso i
raggruppamenti di cellule si formano anche a cavallo del bordo del quadrato.
Per questi motivi abbiamo preferito continuare con il codice (che si può leggere sopra)
senza raddoppio periodico.
4.3 Limite macroscopico: l’equazione ∂u∂t =
1
2∆P (u)
Nel Capitolo 3 abbiamo visto che la misura empirica SNt converge debolmente alla misura
(deterministica) u(t, dx), avente densità u(t, x), che soddisfa la PDE non lineare
∂u(t, x)
∂t
=
1
2
∆P (u(t, x)), t ≥ 0, x ∈ T2,
dove purtroppo la funzione P non è nota esplicitamente. Quello che faremo in questa
sezione sarà fornire un’approssimazione numerica della P (ρ); osserviamo che tale funzione
non sarà universale, ma dipenderà dal particolare vincolo V che viene scelto nella SDE,
della dinamica delle cellule.
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4.3.1 Schema numerico per l’approssimazione di P
Consideriamo l’equazione (4.1) nel quadrato Γ(L) = [−L2 , L2 ]2. L’obbiettivo è approssi-
mare numericamente la funzione P (ρ), sapendo dalla formula del viriale che
P (ρ)− ρ = lim
L→∞
ψLαα(x)
come esposto nella Sezione 3.3. Se simuliamo questo sistema di particelle, che ha una
concentrazione di cellule pari a ρ, per un tempo molto grande T > 0, allora possiamo
approssimare
P (ρ)− ρ ∼ − 1
2T
∫ t0+T
t0
1
L2
∑
i,j
V ′
(∣∣∣Xit −Xjt ∣∣∣)∣∣∣Xit −Xjt ∣∣∣dt. (4.2)
Il codice che abbiamo scritto calcola P (ρ) basandosi sulla formula appena scritta: in
particolare, fissato L, facciamo variare la densità ρ e ci ricaviamo il rispettivo valore
P (ρ).
Come abbiamo osservato nel capitolo precedente ci aspettiamo che
1. P (ρ) ∼ ρ per ρ→ 0;
2. P (ρ) = ρ+Cρk, dove C è un’opportuna costante e k, cosa più importante, dipende
dalla dimensione d e dalla tipologia del vincolo V .
Dall’articolo di Uchiyama, infatti, si possono estrapolare dei risultati molto interessanti su
k, che ci forniscono una limitazione sull’esponente, e che dipendono sia dalla dimensione
dello spazio d in cui stiamo lavorando, sia dalla potenza p che troviamo nel potenziale
repulsivo. Riassumiamo i risultati più importanti (per il nostro studio) di seguito:
1. p = 2, d = 2: k ≤ 2, con eventuale correzione logaritmica;
2. p = 3, d = 2: k ≤ 3;
3. p = 1, d = 1: k ≤ 2, con eventuale correzione logaritmica;
4. p = 2, d = 1: k ≤ 3.
Purtroppo il modello con la componente attrattiva (con il vincolo di adesione), crea dei
problemi a questo punto: per ottenere dei risultati sufficientemente buoni è necessario la-
vorare con parametri molto precisi (L grande, dt molto piccolo, T molto grande, etc . . . )
e questo appesantisce molto le simulazioni. Per questo ci concentreremo maggiormente
sul caso con sola componente repulsiva (solo vincolo di volume), che invece con parametri
discreti produce degli ottimi risultati; in ogni caso, per completezza, mostreremo qualche
prodotto anche nel caso in cui è presente la componente attrattiva.
Inizialmente facciamo simulazioni mirate a catturare l’andamento qualitativo della fun-
zione; dopodichè esaminiamo solo valori piccoli della densità ρ, con l’intento di confermare
l’ipotesi 1. Infine arriva una parte molto interessante: facciamo simulazioni mirate a cat-
turare l’esponente massimo k in P (ρ), e la costante C che va a moltiplicare il termine di
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grado massimo. Quest’ultima parte la studieremo nel caso 1D, per fare prove più veloci
e precise, ma non solo per questo: l’approssimazione della funzione P verrà utilizzata nel
codice che simula la PDE limite, nel quale dobbiamo essere necessariamente in 1D, per
non avere a che fare con simulazioni troppo costose.
4.3.2 Il codice
Le funzioni:
p=1
norma=function(x,y)
sqrt(x^2+y^2)
H=function(x)
(sign(x)+1)/2
I1=function(x)
H(x)*H(1-x)
dVvol=function(x)
-I1(x)*p/(x+0.000001)^(p+1)
I2=function(x)
H(x-1)*H(2-x)
dVadh=function(x)
I2(x)*x
Il codice:
L=10; L1=L/10; n=3000; dt=0.0001; sig=1; h=sqrt(dt)
alp=1; bet=0.5;
rho=(1:9)*0.2; P=rho; rho[6]=2; rho[7]=3; rho[8]=4; rho[9]=5; P00=(1:n)*0
mx=-L/2-L1; Mx=L/2+L1; my=-L/2-L1; My=L/2+L1
for(k in 1:9){
N=L^2*rho[k]; T=1+floor(2000/N)
X=matrix(0,N,n); Y=X; P0=X;
X[,1]=runif(N,min=-L/2,max=L/2); Y[,1]=runif(N,min=-L/2,max=L/2)
for(t in 1:(n-1)){
for (i in 1:N){
DX= X[i,t]-X[,t]; DY= Y[i,t]-Y[,t]
dV=alp*dVvol(norma(DX,DY))+ bet*dVadh(norma(DX,DY))
P0[i,t+1]=dV%*%norma(DX,DY)
X[i,t+1]=X[i,t]-dt*dV%*%(DX/(norma(DX,DY)+ 0.000001))+ h*sig*rnorm(1)
Y[i,t+1]=Y[i,t]-dt*dV%*%(DY/(norma(DX,DY)+ 0.000001))+ h*sig*rnorm(1)
if(abs(X[i,t+1])> L/2)
X[i,t+1]=X[i,t+1]-sign(X[i,t+1])*L
if(abs(Y[i,t+1])> L/2)
Y[i,t+1]=Y[i,t+1]-sign(Y[i,t+1])*L}
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P00[t+1]=-sum(P0[,t+1])/(2*L^2)
if(t%%T<=0 )
{plot(c(mx,Mx), c(my,My), type="n")
text(-L*11/20,L*11/20, rho[k])
lines(X[,t+1],Y[,t+1], type="p")
lines(c(-L/2,-L/2),c(-L/2,L/2),col="red")
lines(c(L/2,L/2),c(-L/2,L/2),col="red")
lines(c(-L/2,L/2),c(L/2,L/2),col="red")
lines(c(-L/2,L/2),c(-L/2,-L/2),col="red")}
}
P[k] = rho[k]+mean(P00[floor(n/2):n])
}
plot(rho,P, type="b")
4.3.3 P quando V ha solo la componente repulsiva (alp = 1, bet = 0)
Mostriamo i risultati ottenuti utilizzando il codice sopra con i parametri p = 1; L =
10; n = 3000; dt = 0.0001; alp = 1; bet = 0. I valori ottenuti per la funzione sono i
seguenti
ρ 0.2 0.4 0.6 0.8 1 2 3 4 5
P (ρ) 0.2335 0.7134 1.3867 2.3526 3.7815 20.3165 52.3799 103.9145 180.0098
Questo è il plot ottenuto con questi risultati.
Il plot conferma grosso modo le ipotesi fatte sulla funzione P (ρ): per ρ piccolo è
molto vicina alla retta y = ρ, e poi si alza arrivando a un esponente massimo che si
aggira intorno a 2. Consideriamo adesso Q(ρ) = P (ρ) − ρ: passando alle coordinate
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log-log, il plot di Q ci può dare informazioni più dettagliate. Infatti, se le nostre ipotesi
sono giuste, avremo che
log(Q(ρ)) ∼ log(C) + k log(ρ), (4.3)
e quindi in coordinate log-log dovremmo ottenere una retta. Riproduciamo il plot della
funzione Q in coordinate log-log:
Osserviamo che è all’incirca una retta: questo ci conferma che siamo sulla via giusta.
4.3.4 bet = 0: ρ piccolo
In questa parte vogliamo convincerci che P (ρ) ∼ ρ per ρ piccoli.
Se utilizziamo i dati sopra, e zoomiamo sulla prima parte del dominio, otteniamo il
seguente grafico
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che mostra un grafico di una funzione che è indubbiamente non lineare. Potrebbe essere
comunque un errore dovuto al fatto che abbiamo pochi campionamenti sull’intervallo
[0, 1]; proviamo quindi a vedere cosa succede prendendo un numero maggiore di punti ρ
sull’intervallo [0, 1]. Con i parametri p = 1, L = 10, n = 3000, dt = 0.0001 e prendendo
ρ tra 0.1 e 1 otteniamo i seguenti valori
ρ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
P (ρ) 0.1086 0.2201 0.3947 0.5893 0.8671 1.2005 1.2925 1.5655 2.1349 2.3887
Di seguito il plot della funzione P in coordinate normali e in coordinate log-log.
Dai plot ottenuti vediamo che siamo ancora lontani dal modello lineare. Abbiamo bisogno
di simulazioni più precise.
Con i parametri L = 40, n = 3000, dt = 0.0001 e prendendo ρ tra 0.02 e 0.5 otteniamo
i seguenti valori
ρ 0.02 0.04 0.06 0.08 0.1 0.2 0.3 0.4 0.5
P (ρ) 0.0218 0.0437 0.0639 0.09282 0.1209 0.2776 0.4653 0.7752 1.0558
Questi risultati mostrano che, con questi valori di ρ piuttosto piccoli, siamo veramente
vicini ad una funzione lineare.
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Figura 4.7: A sinistra il grafico di P (ρ), e a destra l’ingrandimento ai primi valori di ρ.
Questo, a livello intuitivo, può essere interpretato come una dimostrazione del fatto
che a densità veramente piccole, l’interazione tra le cellule è quasi nulla, e la diffusione è
sostanzialmente Browniana.
4.3.5 L’esponente k e la costante C
Da adesso in poi, vogliamo cercare di catturare l’esponente k e la costante C della funzio-
ne P (ρ) = ρ+Cρk: per fare ciò utilizzeremo il metodo di regressione lineare, applicato a
log(P ) e log(ρ) per trovare l’esponente k, e a log(Q) e log(ρ) per la costante C. Inoltre
studieremo la funzione P per valori di ρ compresi principalmente tra 0 e 1: infatti già
con densità 1 le cellule sono densissime, e per densità superiori tendono inevitabilmente
a sovrapporsi, e queste è una condizione innaturale che dal punto di vista biologico non
si crea. Inoltre analizzeremo solo il caso d = 1, a causa della pesantezza dei codici in 2D.
L’esponente k in dimensione d = 1
Per quanto detto fino a adesso, per ρ grandi, dovremmo avere che P (ρ) ∼ C ∗ ρk, quindi
per stimare k dobbiamo usare solo la coda della curva P (ρ), cioè considerare quei ρ dal
punto in cui vediamo che cambia pendenza la curva P (ρ).
Caso d = 1, p = 1: Di seguito vediamo i principali risultati trovati per d = 1 e p = 1,
dove, per ogni lista di parametri, in ogni riga troviamo rispettivamente l’intercetta e il
coefficiente trovati facendo la regressione lineare tra l’input log(ρ) e l’output log(P (ρ))
nella seconda parte della curva.
L=120; n=3000; dt=0.00001; alp=1; bet=0;
rho=1:15; rho[1:5]=(1:5)*0.2; rho[6:15]=(1:10)*0.1+1
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1. (Intercept) X
1.498879 1.911711
2. (Intercept) X
1.340730 2.191057
3. (Intercept) X
1.419269 2.102696
4. (Intercept) X
1.480336 1.985472
MEDIA: k= 2.047734
L=150; n=3000; dt=0.00001; alp=1; bet=0;
rho=1:15; rho[1:5]=(1:5)*0.2; rho[6:15]=(1:10)*0.1+1
1. (Intercept) X
1.471710 1.963699
2. (Intercept) X
1.439329 2.030328
3. (Intercept) X
1.499664 1.924380
4. (Intercept) X
1.455781 2.036256
MEDIA: k= 1.988666
Uilizzando anche numerose altre simulazioni, ci sentiamo di affermare che questa sia una
conferma nettissima del risultato teorico espresso sopra.
Il fit con la curva P (x) = x+ C ∗ x2
Visti i risultati ottenuti su k, non è assurdo assumere che il modello abbia esponente 2
per ρ grande, ricordando anche il fatto che comunque siamo alla ricerca di informazioni
approssimate su P (ρ). Detto questo il modello più semplice che si avvicina ai nostri
valori è dato da
P (x) = x+ C ∗ x2.
Il prossimo passo è quindi quello di stimare la costante C, e poi vedere se il fit con la
funzione sopra è soddisfacente. Per fittare C il procedimento che seguiamo è il seguente
• si introduce la funzione Q(x) = P (x)− x;
• si passa in scala log-log, e si ottiene che l’intercetta della regressione tra log(Q) e
log(ρ) è pari a log(C).
Di seguito mostriamo i risultati ottenuti mediando su 6 simulazioni, usando i parametri
L = 200;n = 3000; dt = 0.00001; alp = 1; bet = 0; ρ=(0.2, 0.4, 0.6, 0.8, 1.0, 1.1, 1.2, 1.3,
1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0):
1. P (ρ): 0.3766379 0.9587198 2.0617896 3.1615094 4.7160943 5.1008667 6.1488768
7.0639810 8.9144398 10.0310119 10.9318127 12.9825355 13.3805318 15.7728105 16.8493292
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2. P (ρ): 0.2996385 0.9173607 1.8717640 2.9373771 4.0158959 5.5964542 6.3835599
7.2371377 8.6557365 9.8214571 10.3976263 12.4435640 13.9005821 15.1633179 17.2114487
3. P (ρ): 0.3747781 0.8969386 1.7690351 3.0672191 4.6699779 5.5074798 6.2844907
7.4677577 8.5808345 9.5462400 11.1622597 12.7407956 13.3846049 15.8197242 17.3571729
4. P (ρ): 0.2835424 0.9441140 1.6067097 2.8451245 4.3678147 5.2953215 6.5780957
7.5345202 8.1317717 9.3664566 10.8393052 12.1993319 14.0597774 16.2222547 17.0884022
5. P (ρ): 0.3321888 1.2494545 2.0088695 2.9097251 5.0187211 4.9628720 6.4138703
7.1509981 7.8867999 10.0246379 10.6379177 12.2188915 13.6408487 16.0982578 17.0837174
6. P (ρ): 0.3389953 0.8935563 1.8838851 3.1094644 4.4808218 5.6991825 5.7050813
7.1582992 8.6889727 9.5926928 11.1083916 13.0625076 13.1027467 15.9879195 17.1826067
Da cui, indicando con Pm la P media:
• Pm(ρ): 0.3342968 0.9766906 1.8670088 3.0050699 4.5448876 5.3603628 6.2523291
7.2687823 8.4764259 9.7304161 10.8462189 12.6079377 13.5781819 15.8440474 17.1287795
• Q(ρ) = Pm(ρ)− ρ: 0.1342968 0.5766906 1.2670088 2.2050699 3.5448876 4.2603628
5.0523291 5.9687823 7.0764258 8.2304161 9.2462189 10.9079377 11.7781819 13.9440474
15.1287795
Passando in scala log-log, otteniamo i seguenti coefficienti della regressione lineare:
(Intercept) log(ρ)
1.277079 2.041497
e da questo seguente
Stima di C : 3.586149.
Come possiamo vedere dalle Figure 4.8 - 4.9, i risultati ottenuti sono molto convincenti.
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Figura 4.8: In nero il plot di Pm e in rosso il grafico di x+ C ∗ x2, con C = 3.586149.
Figura 4.9: In nero il plot di log(Pm) e in rosso il grafico di log(x + C ∗ x2), con
C = 3.586149.
Caso: d = 1, p = 2: Visti i numerosi campionamenti fatti, in base ai quali k oscilla
intorno a 2.5, e considerati i risultati teorici, per i quali dovremmo avere k ≤ 3, in questo
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caso ci limiteremo a stimare direttamente la costante C e confrontare la curva del Pm
con i grafici delle funzioni f(x) = x+ C ∗ x3, x+ C ∗ x2.5 e x+ C ∗ x2.
• Pm(ρ): 0.3563458 1.4767295 3.1891339 6.2197943 9.4336216 12.3961520 15.1020215
17.3632836 20.4123748 25.5117788 29.3005823 32.9897809 39.4036227 45.0361977
52.2743697
• Q(ρ): 0.1563458 1.0767295 2.5891339 5.4197943 8.4336216 11.2961520 13.9020215
16.0632836 19.0123748 24.0117788 27.7005823 31.2897809 37.6036227 43.1361977
50.2743697
da cui, passando in scala log-log e facendo la regressione lineare dei fattori,
(Intercept) log(ρ)
2.180533 2.447217
e da questo seguente
Stima di C : 8.851023.
Di seguito i plot dove mettiamo a confronto la nostra curva con le 3 curve probabili
modello: sembrerebbe proprio che l’esponente che crea un modello calzante sia k = 2.5.
Figura 4.10: In nero i plot della curva Pm, in rosso della curva x+C ∗ xk con k = 3, in
blu con k = 2.5 e in verde con k = 2.
4.3.6 P quando V ha sia la componente repulsiva che quella attrattiva
(alp = 1, bet > 0)
Vediamo alcune simulazioni di modelli che hanno anche la componente attrattiva dell’a-
desione. Ricordiamo che come potenziale repulsivo dV vol prendiamo una funzione che
soddisfa le condizioni di Uchiyama.
Di seguito riportiamo alcuni risultati ottenuti con i parametri p = 1; L = 10; n =
3000; dt = 0.0001; alp = 1, e con la costante bet che varia sopra lo 0.
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bet=0.2
bet=0.5
Con bet = 0.5 iniziamo a vedere il problema, dovuto molto probabilmente alla necessità
di avere dei parametri molto più precisi (e prendendo bet più grande la situazione si
complica ulteriormente): osserviamo infatti che nell’ultimo grafico P (ρ) per ρ piccolo
decresce leggermente per poi risalire e continuare in maniera simile al profilo atteso, e
questo non deve assolutamente succedere, dato che P ′(ρ) deve essere non negativo.
4.3.7 Confronto tra la PDE nonlineare e il sistema di particelle
In questa terza parte vogliamo mettere a confronto la soluzione u(t, x) della PDE limite,
con il nostro sistema di particelle.
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Visti i risultati dei modelli con entrambe le componenti, sia repulsiva che attrattiva, in
questa sezione ci concentreremo sui modelli che ammettono solo potenziale repulsivo,
dato che abbiamo maggiori informazioni su di essi. In particolare, invece di prendere
come potenziale V ′vol, prenderemo lui ma smorzato, cioè V
′ = V ′vol/(1 + |V ′vol|), perchè
in questo modo non ammette singolarità ed è eventualmente compatibile anche con la
teoria mean field.
Ripetendo tutti gli studi fatti sulla funzione P ma con questo nuovo potenziale, otteniamo
che una buona approssimazione di P (ρ) è data dalla funzione f(x) = x+ C ∗ x2, con la
costante C ∼ 0.7 (lo vedremo nel dettaglio nella prossima sezione).
Il seguente codice simula una PDE in d = 1 con P (x) = x+ C ∗ x2 e C = 0.7.
NT=1000; Nx=1000; dx=0.1; K=0.5; C=0.7/2; T=20
L=dx*Nx
dt=(dx^2)/(20*K)
Nx.virt=Nx+1
u = matrix(nrow=Nx.virt, ncol=NT)
X=seq(0,L,dx)
u[,1]=exp(-0.1*abs((X-L/2)^2))
plot(c(0,L),c(-0.5,1.5))
for (t in 1:(NT-1)) {
for (i in 2:Nx) {
u[i,t+1]=u[i,t]+K*dt*((u[i+1,t]-2*u[i,t]+u[i-1,t]))/(dx^2)+C*dt*((u[i+1,t]^2
-2*u[i,t]^2+u[i-1,t]^2))/(dx^2)
}
u[1,t+1]=u[2,t+1]; u[Nx.virt,t+1]=u[Nx,t+1]
if(t%%T==0 ) {
polygon(c(0,L,L,0),c(-0.01,-0.01,1,1),col="white", border=NA)
lines(X,u[,t+1])
lines(c(0,L),c(1,1))
lines(c(0,L),c(0,0))
}
}
Dato che vogliamo fare un confronto tra macroscopico e microscopico, riportiamo anche
il codice della nostra SDE in d = 1, relativo a N particelle: in più è inserito al suo interno
un confronto con un sistema dove è presente solo rumore.
n=30000; dt=0.00001; sig=1; h=sqrt(dt);
alp=1; bet=0;
N=200;
T=100+floor(1/N);
X=matrix(0,N,n); Y=X
X[,1]=rnorm(N,50,1); Y[,1]= X[,1]
for(t in 1:(n-1)){
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for (i in 1:N){
DX= N*(X[i,t]-X[,t]); DY= N*(Y[i,t]-Y[,t]);
dV=alp*dVvol(abs(DX))+ bet*dVadh(abs(DX))
W= h*sig*rnorm(1)
X[i,t+1]=X[i,t]-N*dt*(dV/(1+abs(dV)))%*%(DX/(abs(DX)+ 0.000001))+ W
Y[i,t+1]=Y[i,t]+W
}
if(t%%T<=0 )
{k=10
plot(c(0,100),c(0,0.1))
lines(density(X[,t+1],bw=k))
lines(density(Y[,t+1],bw=k), col="red")}
}
Osservazione 4.2. Quando simuliamo le particelle, il parametro dt va scelto in maniera
molto accurata: infatti osserviamo che nella discretizzazione della SDE, compare il dt
nell’espressione N*dt, che va a moltiplicare la forza di interazione di cui risente la i-esima
particella. Con un dt troppo grande, la cellula risente di un impulso troppo forte, che,
in termini intuitivi, farebbe sì che le cellule si "saltino" tra di loro, cosa che in 1D è
inverosimile (al massimo si possono scontrare, ma non oltrepassarsi).
Il codice
Riportiamo il codice che utilizziamo per fare il confronto tra il sistema di particelle e la
PDE limite.
NT= 10000; Nx=1000; dx=0.01; K=0.5; C=0.7/2; T=20;
N=200; alp=1; sig=1; sig.ini=0.5
L=dx*Nx
dt=(dx^2)/(20*K)
h=sqrt(dt)
Nx.virt=Nx+1
u = matrix(nrow=Nx.virt, ncol=NT)
X=seq(0,L,dx)
u[,1]= dnorm(X,L/2, sig.ini)
XSDE=matrix(nrow=N,ncol=NT)
XSDE[,1]=rnorm(N,L/2, sig.ini)
plot(c(0,L),c(-0.01,1),type="n")
for (t in 1:(NT-1)) {
for (i in 2:Nx) {
u[i,t+1]=u[i,t]+K*dt*((u[i+1,t]-2*u[i,t]+u[i-1,t]))/(dx^2)+
C*dt*((u[i+1,t]^2-2*u[i,t]^2+u[i-1,t]^2))/(dx^2)
}
u[1,t+1]=u[2,t+1]; u[Nx.virt,t+1]=u[Nx,t+1]
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for(i in 1:N)
{
DX= N*(XSDE[i,t]-XSDE[,t]);
dV=alp*dVvol(abs(DX))
W= h*sig*rnorm(1)
XSDE[i,t+1]=XSDE[i,t]-N*dt*(dV/(1+abs(dV)))%*%(DX/(abs(DX)+ 0.000001))+ W
}
if(t%%T==0 ) {
polygon(c(0,L,L,0),c(-0.01,-0.01,1,1),col="white", border=NA)
lines(X,u[,t+1])
lines(density(XSDE[,t+1],bw=sd(XSDE[,t+1])/4),col=2)
abline(h=0); abline(h=1)
}
}
Come possiamo osservare dalle Figure 4.11 - 4.13, lungo tutta la durata della simula-
zione le due curve non sono coincidenti, cosa naturale, ma sono molto vicine. Seguiamo
quello che succede guardando le immagini: la curva rossa delle particelle parte più bassa
e piano piano raggiunge la soluzione della PDE (in nero); dopodichè, anche se sembrereb-
be che a un certo punto la curva rossa si distacchi definitivamente dalla soluzione della
PDE, dopo un po’ si rialza, e in fondo raggiunge anche la punta della curva nera. Ov-
viamente la curva prodotta dal comando density è molto più irregolare della soluzione
della PDE, ma questo è normale, dato che è il risultato di una funzione che calcola la
densità empirica del sistema discreto di particelle; la bandwidth che abbiamo usato è un
buon compromesso tra una curva abbastanza liscia e allo stesso tempo piuttosto vicina
alla vera concentrazione delle particelle.
Quindi possiamo affermare che il risultato è buono, e che le velocità di diffusione delle
due curve sono molto vicine.
Figura 4.11: Istanti t = 1500, 2000, 3000.
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Figura 4.12: Istanti t = 5000, 5700, 6200.
Figura 4.13: Istanti t = 9000, 9500, 10000.
4.4 Le due PDE limite a confronto
Nel modello a interazione locale, il problema del limite macroscopico è molto difficile
e delicato; per questo, nella Sezione 3.4, abbiamo cercato di affrontarlo seguendo una
strada alternativa, che però modifica leggermente il problema, e applica la teoria Mean
Field nella prima fase. In conclusione le due equazioni limite che otteniamo sono, da una
parte, il limite vero e proprio
∂ut
∂t
=
1
2
∆P (ut),
e dall’altra, l’equazione ottenuta nel secondo modo
∂ut
∂t
=
σ2
2
∆ut +
σ21
2
∆u2t .
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Purtroppo non sappiamo ancora dire se i due limiti sono uguali oppure no, perchè è anco-
ra un problema aperto; per questo faremo alcune simulazioni con l’intento di confrontare
le due equazioni e ricercare eventuali differenze tra i due casi.
Fino ad ora il potenziale repulsivo che abbiamo utilizzato è stato
U(x) = Vvol(|x|) = 1|x|p 1[0,1)(|x|), con p = 1.
All’interno della teoria del modello a interazione locale, è un potenziale che non crea
problemi, anzi, come abbiamo appena visto, ci ha portato a dei buonissimi risultati.
Però se il nostro prossimo intento è quello di confrontare le PDE limite ottenute con
le due diverse teorie, vediamo che questo potenziale non va più bene. Detto meglio, in
presenza di potenziali non integrabili nella dinamica delle particelle, l’unica teoria che
abbiamo a disposizione è quella legata all’equazione
∂u
∂t
=
1
2
∆P (u).
Assodato questo primo ostacolo, vediamo cosa riusciamo a scoprire utilizzando dei
potenziali compatibili con entrambe le teorie.
4.4.1 V potenziale repulsivo integrabile
Sulla scia delle vecchie simulazioni, continuiamo l’analisi di modelli di particelle, dove il
potenziale V è solo repulsivo, e, in seguito alle riflessioni appena esposte, è integrabile.
Inizialmente prendiamo come nuovo nucleo, quello utilizzato fino a adesso, ma smorzato,
cioè
∇U(x) = V
′
vol(x)
1 + |V ′vol(x)|
= −1[0,1)(|x|)
x2 + 1
.
Da questo segue che, seguendo le convenzioni della teoria mean field espresse nel Capitolo
3, il nuovo potenziale U è
U(x) =
(pi
4
− arctan(|x|)
)
· 1[0,1)(|x|). (4.4)
Dal Corollario 3.10 sappiamo che la seconda equazione limite è
∂ut
∂t
=
σ2
2
∆ut +
σ21
2
∆u2t ,
dove
σ21 =
∫
U(x)dx.
Quindi, prendendo U(x) come in (4.4), abbiamo che la densità ut(x) della misura limite
µt risolve la PDE sopra con
σ21 = 0.693.
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Adesso rimane solo da vedere che forma assume la nuova P (ρ) che compare nella
PDE limite originale.
Utilizzando lo stesso codice della Sezione 4.3 riadattato al nuovo potenziale, prendiamo
come parametri L = 200;n = 3000; dt = 0.00001 e ρ=(0.2, 0.4, 0.6, 0.8, 1.0, 1.1, 1.2, 1.3,
1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0). Di seguito riportiamo i risultati ottenuti su 6 simulazioni:
• P (ρ): 0.2345648 0.5390792 0.8386745 1.3137742 1.6427218 1.9682481 2.1767872
2.4267993 2.8210633 3.0898802 3.3041177 3.7965688 4.0653960 4.5697452 4.7021893
• P (ρ): 0.2227978 0.5269127 0.8635963 1.2543742 1.7353687 1.9664004 2.2858140
2.4976824 2.7480448 3.2856430 3.4704786 3.7979422 4.0516513 4.4758574 4.8307926
• P (ρ): 0.2339974 0.4923968 0.8663015 1.3056148 1.7608573 1.9298148 2.2300101
2.3983689 2.7090178 3.0469697 3.3485069 3.7004104 3.9246676 4.3042185 4.7984418
• P (ρ): 0.2194713 0.4792335 0.8484751 1.2876355 1.7646782 1.9122985 2.2381022
2.5144624 2.7397800 2.9922745 3.4448902 3.6882200 4.3251162 4.4887011 4.8443960
• P (ρ): 0.2310933 0.5125057 0.8102386 1.2288659 1.8072587 2.0607202 2.1692084
2.5942275 2.7701839 3.0753187 3.3317263 3.6555486 3.9554538 4.5375676 4.7721913
• P (ρ):0.2199666 0.4854131 0.8803400 1.2435679 1.6925971 1.9873946 2.2154949 2.4977710
2.7676716 3.1032724 3.3405634 3.8508122 4.1044312 4.3777979 4.8099004
Da cui, indicando con Pm la P media:
• Pm(ρ): 0.2269819 0.5059235 0.8512710 1.2723054 1.7339136 1.9708128 2.2192361
2.4882186 2.7592936 3.0988931 3.3733805 3.7482504 4.0711194 4.4589813 4.7929852
Passando in scala log-log su Q(ρ) = Pm(ρ)−ρ e ρ, otteniamo i seguenti coefficienti della
regressione lineare:
(Intercept) log(ρ)
−0.353457 2.019588
e da questo segue che
Stima di C : 0.7022562.
Come possiamo vedere dalla figura sotto, la funzione f(x) = x+C∗x2 con C = 0.7022562,
approssima molto bene la P media.
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Figura 4.14: In nero il plot della Pm e in rosso della funzione f(x) = x + C ∗ x2 con
C = 0.7022562.
Quindi ci sentiamo di affermare che una buona approssimazione della P (ρ) nella PDE
è
P (x) = x+ (0.7) ∗ x2.
Riassumendo:
PDE ”locale” ∂u∂t =
1
2∆u+
0.7
2 ∆u
2
PDE ”mean field” ∂u∂t =
1
2∆u+
0.693
2 ∆u
2
Per cercare di evidenziare eventuali differenze che non riusciamo ad apprezzare con un
potenziale così ”debole”, abbiamo fatto delle prove amplificando i risultati: abbiamo preso
come nuovo potenziale U ∗ 100. I risultati della regressione lineare sono
(Intercept) log(ρ)
4.225145 2.116554
che ci portano ad una stima
Stima di C : 68.38442.
che è circa 0.693× 100.
Ma allora possiamo affermare che le due teorie coincidono?
Per adesso è ancora un po’ prematuro arrivare a delle conclusioni. Questo risultato
potrebbe essere codizionato da un sacco di fattori; una prima ipotesi potrebbe essere che
il fatto che ρ sia preso tra 0 e 2 possa falsare i risultati: infatti per densità maggiori di 1
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ci sono varie particelle accatastate nello spazio di una e quindi interagiscono un po’ come
lo farebbero delle particelle mean field con potenziale molto stretto. Allo stesso tempo
il comportamento per ρ > 1 non è interessante, perchè irrealistico; quindi vediamo se la
situazione cambia analizzando P solo per valori piccoli di ρ. Non solo, per cercare di
evidenziare un’eventuale discrepanza tra le costanti che vanno a moltiplicare ∆u2 nella
PDE, moltiplichiamo il potenziale per 100.
Con l’intento di fare una stima molto accurata di P , prendiamo come parametri L =
200;n = 3000; dt = 0.0000001 e ρ=(1:20)*0.03. Mediando sui risultati di 12 simulazioni
(che non stiamo a riportare) otteniamo una P media
• Pm(ρ): 0.1150876 0.2950702 0.5545360 0.9379140 1.6696692 2.5674991 3.6745862
4.4710465 6.1412253 6.6955830 7.5252497 9.3470997 10.4469756 12.8138101 12.96237
16.9653244 17.7533065 21.2510812 23.0716894 25.8208313
che ci porta a
Stima di C : 68.65109
che ancora una volta è molto simile a 0.693× 100.
Se ci facciamo guidare dall’intuito, la PDE che otteniamo passando attraverso la
teoria mean field, proprio perchè è limite di PDE mean field, dovrebbe diffondere di più:
infatti nella dinamica mean field c’è un’interazione a lungo raggio, e quindi ogni particella
risente di un numero più elevato di impulsi, rispetto alla tipica cellula nel modello a
interazione locale. Tutto ciò ci scoraggia ad accettare l’equivalenza numerica delle due
PDE. Per questo, avendo paura che questi risultati dipendino troppo dal particolare
potenziale U che stiamo usando, vogliamo fare delle ulteriori prove, utilizzando però un
altro potenziale.
Cambio di potenziale
Prendiamo un nucleo ”triangolare”, cioè
∇U(x) = V ′(|x|) · x|x|
dove
V ′(x) = 1{x≤1}(x− 1).
Da questo segue che il nuonvo potenziale U sarà
U(x) = 1[0,1](|x|) ∗
(x2
2
− |x|+ 1
2
)
,
e quindi
σ21 =
∫
U(x)dx = 1/3 = 0.333.
Come abbiamo fatto nel caso precedente, ci rimane da calcolare una funzione approssi-
mante di P . Riportiamo i nuovi codici utilizzati.
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Figura 4.15: Plot del potenziale triangolare y = V ′(|x|)
Le funzioni
H=function(x)
(sign(x)+1)/2
q=1
dV=function(x)
q*H(1-x)*(x-1)
Di seguito il codice che utilizziamo per l’approssimazione di P
L=200; L1=L/10; n=3000; dt=0.0000001; sig=1; h=sqrt(dt);
rho=(1:20)*0.05; P=rho;
P00=(1:n)*0
m=-L/2-L1; M=L/2+L1
for(k in 1:20){
N=L*rho[k];
{ T=1+floor(2000/N);
X=matrix(0,N,n); P0=X;
X[,1]=runif(N,min=-L/2,max=L/2);
for(t in 1:(n-1)){
for (i in 1:(N-1)){
DX= X[i,t]-X[,t];
P0[i,t+1]=dV(abs(DX))%*%abs(DX)
X[i,t+1]=X[i,t]-dt*dV(abs(DX))%*%(DX/(abs(DX)+ 0.000001))+ h*sig*rnorm(1)
if(abs(X[i,t+1])> L/2)
X[i,t+1]=X[i,t+1]-sign(X[i,t+1])*L
}
P00[t+1]=-sum(P0[,t+1])/L
if(t%%T<=0 )
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{plot(c(1,n), c(m,M), type="n")
text(0,L*11/20, rho[k])
lines(1:t, X[1,1:t], type="p")
lines(1:t, X[2,1:t], type="p",col="red")}
}
P[k] = rho[k]+mean(P00[floor(n/2):n])
}}
plot(rho,P, type="b")
Prendendo come parametri L = 200;n = 3000; dt = 0.00001; q = 1 e rho = (1 : 20)∗0.05,
e mediando sui risultati di 9 simulazioni, otteniamo una Pm media
• Pm(ρ): 0.05054947 0.10393459 0.15604308 0.21138608 0.27050662 0.32983521 0.39165009
0.44796306 0.51236036 0.58440210 0.64815434 0.71650558 0.79043987 0.85977255
0.93689311 1.01374811 1.08694075 1.17139225 1.25504955 1.34411985
Passando in scala log-log su Q(ρ) = Pm(ρ)−ρ e ρ, otteniamo i seguenti coefficienti della
regressione lineare:
(Intercept) log(ρ)
−1.071808 2.078656
e da questo segue che
Stima di C : 0.3423889
Ancora una volta otteniamo una costante C ∼ σ21, e, come possiamo osservare dalla
Figura 4.16, la funzione f(x) = x+ C ∗ x2 con questa C, approssima in modo ottimo la
P media ottenuta con le nostre simulazioni.
Figura 4.16: In nero il plot della Pm e in rosso della funzione f(x) = x + C ∗ x2 con
C = 0.3423889.
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Osservazione 4.3. Nel codice riportato sopra, vediamo che compare un nuovo parame-
tro, q. Nelle ultime prove non lo abbiamo praticamente utilizzato, ma nelle simuazioni
che abbiamo fatto dopo è stato sfruttato per rendere più forte il potenziale, e cercare di
evidenziare le eventuali differenze tra la costante C e σ21; di nuovo anche il resto delle
simulazioni ha prodotto delle costanti circa uguali.
Conclusioni
1. Se il potenziale U non è integrabile, non c’è un problema di confronto, perchè non
rientriamo nelle ipotesi della teoria mean field, e possiamo lavorare solo con la
PDE associata alla P (ρ). Anche per questo la teoria dell’interazione locale diventa
ancora più importante, perchè è l’unica che può darci informazioni in questi casi
particolari;
2. se il potenziale di interazione U è repulsivo e integrabile, allora non ci sono diffe-
renze apprezzabili, a livello numerico, tra la teoria mean field e quella a interazione
locale. Al limite possiamo pensare che ci siano delle differenze per densità molto
alte o molto basse; ma le densità troppo elevate non sono interessanti, perchè di-
stanti dalla realtà da ciò che troviamo in natura; in quelle molto basse, prevale la
diffusione Browniana, come abbiamo potuto constatare a inizio capitolo, e quindi
non possiamo parlare di vere e proprie ”particelle interagenti”.
La conclusione 2. sembrerebbe controintuitiva, data la differenza profonda, concet-
tuale e teorica, delle due teorie; per fortuna c’è un risultato molto bello di Karl Oelschlä-
ger, che dimostra una reale coincidenza delle due PDE limite, ma ristretto ai modelli a
interazione moderata, cioè dove la dinamica è descritta dalle equazioni
dXit = −
1
N
N∑
j=1
U ′N
(
Xit −Xjt
)
dt+ dBit
dove
UN (x) = N
βU(Nβ/dx)
con β ∈ (0, β0), per un opportuno β0 < 1. Si dimostra che sotto opportune ipotesi sul
potenziale U , e supponendo che
β ≤ d
d+ 2
,
allora la densità limite ut(x) è soluzione dell’equazione Porous Media.
Questo risultato non aggiunge niente al nostro studio, perchè si rivolge a modelli diversi
(basta osservare il fatto che in d = 1, necessariamente β ≤ 1/3, quando noi nel modello
a interazione locale lavoriamo con β = 1), ma ci da la speranza di essere sulla buona
strada.
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