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Einleitung
Die lineare Optimierung die das Problem der Minimierung oder Maximie
rung einer linearen Funktion unter Ber

ucksichtigung einer endlichen Anzahl
linearer Nebenbedingungen behandelt ist ein wichtiges Anwendungsgebiet
der Mathematik Sie ndet Verwendung in vielen Teilen der numerischen
Mathematik wie zum Beispiel bei der Behandlung bestimmter Typen von
Anfangs und Randwertaufgaben bei gew

ohnlichen und partiellen Dieren
tialgleichungen bei Approximationsaufgaben oder in der Spieltheorie Auch
in wichtigen Anwendungsgebieten wie der Volks und Betriebswirtschafts
lehre wird sie eingesetzt Gerade im Bereich betriebswirtschaftlicher Pro
blemstellungen hat sich ein eigenst

andiges Forschungsgebiet von inzwischen
groer wirtschaftlicher Bedeutung entwickelt das unter dem Begri Opera
tions Research zusammengefat wird und in dem die lineare Optimierung
eine zentrale Rolle einnimmt
Aufgrund der wachsenden Leistungsf

ahigkeit moderner Rechenanlagen
ist die Behandlung umfangreicher Optimierungsprobleme die ohne dieses
technische Hilfsmittel nicht l

osbar w

aren eine Routineaufgabe der Numerik
geworden Die Entwicklungmoderner Algorithmen zielte daher bislang stets
auf eine Steigerung der Ezienz und die Begrenzung des numerischen Auf
wands Dies f

uhrte nach umfangreichen Forschungen und Untersuchungen
Mitte der er Jahre zu InnerePunktMethoden die wegen ihres polyno
mial begrenzten Rechenaufwandes den bis dahin konkurrenzlosen Simplex
Algorithmus in vielen F

allen ersetzen Die vorliegende Arbeit basiert sowohl
auf dem heute als


Stand der Technik zu bezeichnenden asymptotischen
Iterationsverfahren der InnerePunktMethode als auch auf der Technik des
direkten SimplexVerfahrens Hierbei ist es gelungen eine Synthese der
Vorz

uge beider Verfahren zu realisieren Das asymptotische Verfahren lie
fert mit geringem numerischen Aufwand eine gute N

aherungsl

osung Das
direkte Verfahren startet im Anschlu an aussichtsreicher Stelle so da der
Aufwand begrenzt bleibt und bestimmt die optimale L

osung in Form eines
Einschlusses Im Vordergrund steht hierbei die Problematik der Kontrolle
 Einleitung
numerisch ermittelter L

osungen Die Tatsache da bei der Ausf

uhrung
eines numerischen Algorithmus auf einem Rechner die tats

achliche reelle
Operation durch sogenannte Gleitpunktoperationen ersetzt wird macht
den Einsatz einer nach mathematischen Gesichtspunkten denierten Rech
nerarithmetik notwendig Hierdurch werden Aussagen

uber die Qualit

at
der berechneten Ergebnisse auch nach vielen Millionen Rechenoperationen
m

oglich Unter Qualit

at des Ergebnisses wird hierbei der Nachweis der
Existenz und gegebenenfalls auch Eindeutigkeit einer berechneten L

osung
sowie deren Optimalit

at und Zul

assigkeit die das Erf

ullen aller Nebenbe
dingungen aus der Problemstellung bedeutet verstanden Dies ist mit Hilfe
intervallanalytischer Prinzipien der Fixpunkttheorie und einer program
miersprachlichen Umgebung die wie PASCALXSC eine mathematisch
pr

azise denierte Rechnerarithmetik zug

anglich macht auch auf dem Rech
ner nachpr

ufbar Die Notwendigkeit der automatischen Ergebnisverika
tion gerade bei


groen Anwendungsproblemen bei denen Zul

assigkeit und
Optimalit

at der L

osung nicht mehr durch einfache Plausibilit

atspr

ufungen
abgesch

atzt werden k

onnen gewinnt immer st

arker an Bedeutung wenn
numerische Verfahren beispielsweise zur Behandlung sicherheitskritischer
Optimierungsmodelle in der Praxis eingesetzt werden Diese L

ucke im Be
reich der Kontrolle numerischer Berechnungen die in der Reihe der existie
renden Verfahren zur L

osung linearer Optimierungsaufgaben besteht wird
mit dem in dieser Arbeit vorgestellten Verfahren erstmals geschlossen
In den folgenden einleitenden Abschnitten wird eine allgemeine Moti
vation und ein

Uberblick

uber die historische Entwicklung der L

osungs
methoden im Gebiet der linearen Optimierung gegeben Dabei wird die
Zielsetzung der Arbeit deniert und der Zusammenhang zu verwandten For
schungsgebieten und Ver

oentlichungen aufgezeigt
Die f

ur das selbstverizierende L

osungsverfahren notwendigen mathe
matischen Grundlagen der Rechnerarithmetik und der Intervallrechnung
sowie die allgemeinen Denitionen und S

atze der Optimierungstheorie
sind im ersten Kapitel zusammengestellt Hier werden auch die Theo
rien des BarriereVerfahrens der Methode der Lagrangeschen Multiplika
toren und des NewtonVerfahrens als die wesentlichen Komponenten der
InnerePunktMethode vollst

andig hergeleitet und anhand einzelner Bei
spiele erl

autert
Das eigentliche Thema der Arbeit die automatische Ergebnisverika
tion in der linearen Optimierung behandelt Kapitel  Es wird ausgehend
vom KarmarkarAlgorithmus in seiner urspr

unglichen Form die

aquivalente
primale InnerePunktMethode entwickelt Der

Ubergang zur numerisch
Einleitung 
stabileren und aus Verikationssicht besser kontrollierbaren primaldualen
InnerePunktMethode die sich auf den Aussagen der Dualit

atss

atze der li
nearen Optimierung begr

undet ist vollst

andig dargestellt Auf der Grund
lage der Theorie des SimplexAlgorithmus wird ein Verfahren vorgestellt
das ausgehend vom Resultat der primaldualen InnerePunktMethode die
Optimalit

at der zugeh

origen BasisL

osung veriziert und gegebenenfalls be
nachbarte ebenfalls optimale BasisL

osungen bestimmt
Nach einer Pr

asentation der f

ur die Ergebnisverikation notwendigen

Anderungen und Erg

anzungen einzelner Verfahrenskomponenten folgt als
zentrales Resultat dieser Arbeit die vollst

andige algorithmische Darstellung
der theoretischen Herleitung Das kombinierte L

osungsverfahren liefert ga
rantierte Aussagen

uber die Existenz einer L

osung des Optimierungspro
blems sowie

uber die Zul

assigkeit einer gefundenen L

osung und gegebe
nenfalls

uber deren Eindeutigkeit Es bestimmt weiterhin einen Einschlu
des optimalen Zielfunktionswertes und Einschlieungen aller numerisch	
optimalen BasisL

osungen
Eine Implementierung des Verfahrens ist in der wissenschaftlichen Pro
grammiersprache PASCALXSC angegeben Durch das in die Sprache in
tegrierte allgemeine Operatorkonzept ist es m

oglich die nach dem Semi
morphismusPrinzip denierten Grundverkn

upfungen f

ur reelle Gleitpunkt
zahlen und den dar

uber denierten Vektoren und Matrizen sowie die ent
sprechenden Intervalldatentypen

uber die

ublichen mathematischen Sym
bole anzusprechen Dies erm

oglicht eine nahezu unver

anderte

Ubertragung
der mathematischen Notation des Verfahrens in ein modular aufgebautes
Programm zur L

osung linearer Optimierungsaufgaben mit automatischer
Ergebnisverikation
Lineare Optimierungsprobleme und
Anwendungsgebiete
Zahlreiche Fragestellungen aus Technik Naturwissenschaften und Wirt
schaftswissenschaften f

uhren auf Optimierungsaufgaben die man zumin
dest n

aherungsweise durch ein mathematisches Modell beschreiben kann
Ein lineares Optimierungsproblem auch lineares Programm LP	 genannt
behandelt die Aufgabenstellung eine lineare Zielfunktion f  IR
n
  IR	
unter Ber

ucksichtigung endlich vieler linearer Nebenbedingungen die in
Gleichungs und Ungleichungsform vorliegen zu minimieren oder maximie
ren
Ein typisches Beispiel hierf

ur stammt aus der Produktionsplanung In
 Einleitung
einem Betrieb k

onnen drei verschiedene Produkte P P und P unter Ver
wendung von vier Ressourcen R R R und R Rohstoe Maschinen
etc	 hergestellt werden Die zur Herstellung einer Einheit eines Produktes
notwendigen Ressourcen die Verf

ugbarkeit der jeweiligen Ressourcen so
wie der m

ogliche Gewinn je Einheit eines Produktes sind in der folgenden
Tabelle angegeben
Ressourcen P P P Kapazit

at
R    
R    
R    
R    
Gewinn   
Man versucht nun die Mengen x

 x

 x

der herzustellenden Produkte so zu
bestimmen da der Gewinn maximal wird Das f

uhrt zu der Aufgabe
maximiere fx	  x

 x

 x

unter den Nebenbedingungen x

 x

 x

 
x

 x

 x

 
x

 x

 x

 
x

 x

 x

 
und x

  x

  x

  
Diese Klasse von Optimierungsaufgaben hat besonders breiten Eingang
in viele Anwendungen aus den Wirtschafts und Ingenieurwissenschaften
gefunden siehe  und 	 Die Ursache daf

ur ist da sehr viele kon
krete Probleme in diese Aufgabenklasse fallen die dann einheitlich mit ei
nem sehr ezienten Berechnungsverfahren behandelt werden k

onnen Es
besteht auch ein Zusammenhang zwischen linearen Optimierungsproble
men und Optimierungsaufgaben die nichtlineare Terme in der Zielfunk
tion oder den Nebenbedingungen zulassen Oft kann ein allgemeines Opti
mierungsproblem durch sukzessive L

osung linearer Optimierungsprobleme
gel

ost werden F

ur manche schwierige Aufgabenstellung kann die lineare
Programmierung zur Berechnung einer N

aherungsl

osung verwandt werden
Bei vielen wissenschaftlichen Beobachtungen ist es notwendig zu einer
Funktion die nur durch Mewerte oder eine Kurve gegeben ist einen analy
tischen Ausdruck zu nden der diese Funktion approximiert Ein

ahnliches
Problem kann sich auch bei einer Funktion ergeben die durch eine Formel
Einleitung 
gegeben ist wenn diese Formel entweder zu kompliziert oder f

ur die gefor
derten Zwecke ungeeignet ist zum Beispiel wenn eine Funktion integriert
werden soll ihr Integral aber nicht durch elementare Funktionen darstellbar
ist	
Sei beispielsweise auf dem reellen Intervall a b eine stetige Funktion
f  a b   IR und ein von m stetigen Funktionen v

        v
m
 a b   IR
erzeugter Funktionenteilraum V  fv 
P
m
i

i
v
i
j 
i
 IRg gegeben zB
mit v
i
 x
i
die Menge der Polynome von maximalem Grade m	 Gesucht
wird eine Funktion v  V  die f m

oglichst gut ann

ahert wobei dies in der
folgenden Bedeutung gemeint ist
min
 IR
m
f	  max
atb
jft	
m
X
i

i
v
i
t	j   	
Bei 	 spricht man von der besten TschebyschewApproximation
Man betrachte zun

achst die diskrete TschebyschewApproximation
min
 IR
m
f	  max
j fng
jf
j

m
X
i

i
v
ij
j  	
wobei v
ij
die jte Komponente des Vektors v
i
 IR
n
bezeichne Nun ist V
ein von den m Vektoren v

        v
m
erzeugter Teilraum des IR
n
 F

uhrt man
dann den Wert f	 als eine neue Variable ein dh 
n
 f	 so ist
	

aquivalent zu der folgenden linearen Optimierungsaufgabe
minimiere 
n
a	
unter den Nebenbedingungen 
n
 f
j

m
X
i

i
v
ij
 
n
b	
f

ur j  f        ng
Um jetzt eine N

aherungsaufgabe f

ur 	 zu bekommen kann man n
Punkte t

        t
n
in a b w

ahlen und die Aufgabe 	 mit
f
j
 ft
j
	 und v
ij
 v
i
t
j
	  	
benutzen Da es m

oglich ist die TschebyschewApproximation 	 auf
die L

osung eines allgemeinen nichtlinearen	 Gleichungssystems zur

uck
zuf

uhren kann die durch 	 und 	 erhaltene N

aherungsl

osung als
Startwert bei der numerischen Behandlung dieses Gleichungssystems ver
wendet werden
 Einleitung
Neben den genannten eher theoretischen Problemstellungen treten in
der Praxis oft

ahnliche Optimierungsprobleme auf In den Wirtschaftswis
senschaften sind dies neben der Produktionsplanung auch Fragen der Preis
politik und Personalplanung St

andig m

ussen hierbei Entscheidungen

uber
die Preisgestaltung getroen werden wobei die Ein

usse von Nachfrage
langfristiger Produktionsentwicklung und gesamt

okonomischen Ein

ussen
in zum Teil sehr komplexen Modellen abgebildet werden Auch am Kapi
talmarkt gewinnen rechnergest

utzte Optimierungsverfahren zum Beispiel
bei der Zusammenstellung des Portfolios eines Aktienfonds an Bedeutung
Modelle die auf lineare Optimierungsprobleme f

uhren nden sich auch bei
Werkstoanalysen und der Qualit

atssicherung Bei der

Uberpr

ufung der
Reinheit eines pharmazeutischen Produktes die f

ur eine Zulassung durch
die Aufsichtsbeh

orden garantiert sein mu werden die m

oglicherweise toxi
schen	 Reaktionsm

oglichkeiten der im Produkt nachgewiesenen chemischen
Nebenprodukte abgesch

atzt Typische Problemstellungen ergeben sich auch
im Bereich des Transportwesens wo etwa die Routenplanung und der Perso
naleinsatz in einem Speditionsunternehmen


allt

agliche Optimierungsauf
gaben sind Auch die Best

uckung eines Flugzeuges und die Wechselwirkung
zwischen Flugstrecke Gewicht Wetterein

ussen und Kerosinverbrauch las
sen sich in dieser Weise modellieren um eine Minimierung der Kosten zu
erreichen 

Uberblick

uber die Entwicklung
der L

osungsmethoden
In den Jahren vor  wurde die Frage nach dem L

osungsalgorithmus f

ur
lineare Optimierungsprobleme nahezu ausnahmslos mit einem Hinweis auf
die  von George Dantzig entwickelte SimplexMethode beantwortet 
Wie weithin bekannt ist stellt die SimplexMethode ein iteratives Ver
fahren dar das auf einer fundamentalen Eigenschaft aller linearen Optimie
rungsprobleme beruht
Eine optimale L

osung eines linearen Optimierungsproblems liegt
in einer Ecke des durch die linearen Nebenbedingungen denier
ten konvexen zul

assigen Bereiches
Ausgehend von einer Startecke bewegt sich der SimplexAlgorithmus in je
dem Iterationsschritt zu einer benachbarten Ecke wobei der Wert der Ziel
funktion f verbessert wird Dieser Vorgang wird solange wiederholt bis
keine Verbesserung mehr m

oglich ist Die zuletzt bestimmte Ecke stellt
Einleitung 
eine optimale L

osung dar Aufgrund der Tatsache da die Anzahl der
Ecken beschr

ankt und endlich ist kann unter schwachen Voraussetzungen	
die Konvergenz des Verfahrens garantiert werden
Auch wenn alternative Strategien von Zeit zu Zeit vorgestellt und ge
testet wurden so erreichten diese Techniken bis in die j

ungere Vergangenheit
den SimplexAlgorithmus in puncto Zuverl

assigkeit und Geschwindigkeit
nicht Aus diesem Grund blieb der SimplexAlgorithmus unumstritten die
Nummer  unter den L

osungsmethoden f

ur lineare Optimierungsprobleme
auch wenn hier die Problematik der theoretischen Komplexit

at dieses Ver
fahrens nicht unerw

ahnt bleiben darf
Eine derartige Fixierung auf die SimplexMethode hatte unterschied
liche Auswirkungen auf das Forschungsgebiet Lineare Optimierung Aus
vornehmlich historischen Gr

unden umgibt sich der SimplexAlgorithmus
mit einer Vielzahl an Spezialausdr

ucken wie zum Beispiel zul

assige Basis
L

osung oder Tableau die wenig

Ahnlichkeit zu Begrien der allgemeinen
Optimierungstheorie haben und sogar der Name SimplexAlgorithmus ist
mehrfach belegt Dies liegt unter anderem an der unbestreitbaren milit

ari
schen Bedeutung des Forschungsgebietes und sollte Anfang der er Jahre
beim Kriegsgegner gezielt Verwirrung stiften  Die lineare Optimierung
wurde daher von vielen als ein von der allgemeinen Optimierung vollst

andig
unabh

angiges Gebiet betrachtet was wiederum dazu f

uhrte da neue Ent
wicklungen in der linearen Programmierung fast	 ausschlielich Abwand
lungen der SimplexMethode waren
Im Gegensatz dazu zeichnete sich das Gebiet der allgemeinen nicht
linearen Optimierung durch eine konstante Entwicklung neuer Methoden
und Strategien aus wobei im Laufe der Zeit verschiedene L

osungsmethoden
bevorzugt wurden In den er Jahren wurden beschr

ankte Optimierungs
probleme meist in unbeschr

ankte Teilprobleme

uberf

uhrt wobei insbeson
dere Strafkostenverfahren wie das Penalty oder BarriereVerfahren zum
Einsatz kamen die beide die Strategie verfolgen eine zusammengesetzte
Funktion die sowohl die Zielfunktion als auch den Einu der Nebenbedin
gungen widerspiegelt zu minimieren Klassische BarriereVerfahren ange
wandt auf Nebenbedingungen in Ungleichungsform f

uhren auf eine zusam
mengesetzte Funktion die eine un

uberwindbare positive Singularit

at Bar
riere	 am Rand des zul

assigen Bereiches enth

alt Hierdurch wird in jedem
Iterationsschritt eine strikte Zul

assigkeit der Iterierten w

ahrend des Appro
ximationsprozesses garantiert In den er Jahren wurden nichtlineare be
schr

ankte Optimierungsprobleme vorzugsweise mit Hilfe sequentieller qua
dratischer Programmierungsmethoden die eine Folge beschr

ankter Teilpro
 Einleitung
bleme auf der Basis Lagrangescher Funktionen behandeln gel

ost
Obwohl BarriereMethoden in den er Jahren vielfach eingesetzt und
eingehend analysiert wurden haben sie in den er Jahren stark an Popula
rit

at eingeb

ut nicht zuletzt wegen einerseits inh

arent schlechter Kondition
des numerischen Verfahrens sowie andererseits deutlich geringerer Ezienz
im Vergleich zu alternativen L

osungsstrategien
Aus heutiger Sicht stellt sich die Situation seit  sowohl f

ur lineare
als auch f

ur allgemeine Problemstellungen in der Optimierung wesentlich
anders dar Dies ist nicht zuletzt auf die unbefriedigende theoretische Kom
plexit

at des SimplexAlgorithmus zur

uckzuf

uhren
Bei der L

osung kleiner und mittlerer Probleme erweist sich die Simplex
Methode unver

andert als extrem ezient wobei die Anzahl der Iterationen
allgemein nur ein kleines Vielfaches 	 der Problemgr

oe betr

agt Da
die Zahl der Ecken des zul

assigen Bereiches der durch ein LP	 deniert
wird endlich ist konvergiert das Verfahren in der Regel  allerdings kann
die Anzahl der Ecken exponentiell mit der Dimension des Problems wach
sen Das bekannteste Beispiel in diesem Zusammenhang ist der


twisted
cube KleeMinty 	 der ein lineares Optimierungsproblem mit n Un
bekannten und n Nebenbedingungen repr

asentiert Die Standardversion
des SimplexAlgorithmus mit Pivotisierung passiert in diesem Fall alle 
n
Ecken des zul

assigen Bereiches Der


worst case Aufwand des Simplex
Verfahrens das heit die maximale Anzahl arithmetischer Operationen die
zur L

osung eines allgemeinen LP	 notwendig sind h

angt dementsprechend
exponentiell von der Dimension des Problems ab Der groe Unterschied
zwischen in praktischen Anwendungen festgestelltemOn	 und worst case
Aufwand O
n
	 ist allerdings ein bisher ungel

ostes Ph

anomen Ob zum
Beispiel eine bisher unentdeckte	 Pivotisierungsstrategie die Komplexit

at
des SimplexAlgorithmus verringern k

onnte ist eine oene Frage
Seit in den er und er Jahren Komplexit

atsuntersuchungen an Be
deutung gewonnen haben besteht eine weitgehende

Ubereinstimmung da
ein Algorithmus nur dann als schnell bezeichnet wird wenn sein Aufwand
polynomial beschr

ankt ist Dies bedeutet da die Zahl der Operationen
die zur L

osung der Problemstellung ben

otigt werden durch ein Polynom in
n nach oben beschr

ankt werden kann Die SimplexMethode erf

ullt diese
Bedingung eindeutig nicht Obwohl sich das Verfahren in der Praxis auch
bei Problemen groer Dimensionen erfolgreich einsetzen lie und l

at blieb
die Suche nach einem beweisbar polynomial beschr

ankten Algorithmus ein
zentrales Thema
 ver

oentlichte Leonid Khachian  den ersten Algorithmus zur
Einleitung 
L

osung linearer Optimierungsprobleme dessen Aufwand polynomial be
grenzt ist Khachians EllipsoidMethode beruht auf bekannten Techniken
der allgemeinen nichtlinearen Optimierung die unter anderem auf Shor
Yudin und Nemirovsky  zur

uckgehen Beachtenswert ist die Tatsache
da Khachians Theorie unabh

angig von den kombinatorischen Eigenschaf
ten linearer Optimierungsprobleme ist Statt dessen wird eine Folge von
Ellipsoiden konstruiert wobei jedes Folgenelement die optimale L

osung
enth

alt und gleichzeitig echt im Inneren des vorhergehenden Folgenelemen
tes liegt Die EllipsoidMethode generiert verbesserte Iterierte im Sinne ei
ner sukzessiven monotonen Verkleinerung der Umgebung der L

osung Die
Iterierten die durch die SimplexMethode generiert werden f

uhren eben
falls zu einer verbesserten N

aherung der L

osung indem der Zielfunktions
wert verbessert wird Es wird allerdings keine Information

uber die N

ahe
zur tats

achlichen L

osung gegeben	
Wesentlich in Bezug auf den polynomialen Aufwand der Ellipsoid
Methode sind die sogenannten

aueren und inneren Schranken der opti
malen L

osung Die

auere Schranke garantiert ein einschlieendes Anfangs
ellipsoid zu Beginn des Verfahrens Die innere Schranke die eine geforderte
N

ahe zur exakten L

osung garantiert wird durch die Gr

oe des zuletzt be
stimmten Ellipsoids deniert
Trotz der Eigenschaft da der Aufwand des Verfahrens polynomial be
grenzt ist erwies sich die EllipsoidMethode in praktischen Anwendungen
als wenig erfolgreich Der Aufwand zur L

osung praktischer Optimierungs
probleme lag fast immer in der Gr

oenordnung des


worst case und der ist
wenn auch polynomial begrenzt sehr gro Dementsprechend behielt der
SimplexAlgorithmus seine Vorrangstellung in allen praktischen Laufzeitver
gleichen Die Entwicklung der EllipsoidMethode f

uhrte auf die unerwartete
Anomalie da ein Algorithmus dessen Aufwand theoretisch polynomial be
grenzt ist im Vergleich mit einem Algorithmus mit exponentiellem


worst
case Aufwand in Bezug auf die Geschwindigkeit in der Praxis schlechter
abschneidet Die Frage nach einem L

osungsalgorithmus f

ur lineare Opti
mierungsprobleme dessen Aufwand polynomial begrenzt ist und der in der
Praxis ezient einsetzbar ist blieb daher oen
Die Ank

undigung Narendra Karmarkars   eine neue Innere
PunktMethode entwickelt zu haben deren Aufwand polynomial begrenzt
ist und die im praktischen Vergleich mit dem SimplexAlgorithmus konkur
renzf

ahig und oft sogar

uberlegen ist hat zu immensem

oentlichen Inter
esse gef

uhrt In Praxis und Forschung wurden daraufhin zahlreiche Unter
suchungen durchgef

uhrt die die vorteilhaften Eigenschaften des Karmarkar
 Einleitung
Algorithmus auch f

ur sehr groe Anwendungen best

atigten  Als

auerst
problematisch erwies sich zun

achst die theoretische Untersuchung des Al
gorithmus auf Grund seiner komplizierten Darstellung und seiner schein
bar geringen Verwandtschaft zu bekannten Verfahren Dies verz

ogerte eine
marktf

ahige Implementierung mit universeller Einsetzbarkeit bis  Erst
als es Gill ua  gelang eine

Aquivalenz zwischenKarmarkarAlgorithmus
und den klassischen BarriereMethoden zu zeigen was zu einer wesentlichen
Vereinfachung der Herleitung Motivation und des Verst

andnisses f

uhrte
fand eine intensive Forschung im Bereich der Grundlagen der linearen und
allgemeinen Optimierung statt Im Gegensatz zum SimplexAlgorithmus
sind InnerePunktMethoden ganz oensichtlich auch auf allgemeine Pro
blemstellungen anwendbar denn Barriere und PenaltyVerfahren sowie
die Methoden der Lagrangeschen Multiplikatoren wurden gerade f

ur diese
Zwecke entwickelt Es ist inzwischen gelungen quadratische nichtlinear
konvexe und zum Teil kombinatorische Probleme erfolgreich mit Innere
PunktMethoden zu l

osen 
Die zentrale Strategie der InnerePunktMethode ist die Konstruktion ei
ner Folge kontinuierlich parametrisierter unbeschr

ankter Optimierungspro
bleme deren L

osungen asymptotisch gegen die exakte L

osung konvergieren
Das Verfahren l

at sich ganz grob wie folgt beschreiben
 W

ahle einen Parameter   
 Konstruiere ein zum Ausgangsproblem asymptotisch

aquivalentes	
unrestringiertes Optimierungsproblem bez

uglich des Parameters 
 L

ose das unrestringierte Optimierungsproblem unter Verwendung
klassischer allgemeiner	 Verfahren
 Berechne den Zielfunktionswert
 Pr

ufe ob der Zielfunktionswert hinreichend nahe am Optimum liegt
Falls nein verkleinere den Parameter  und gehe zu  
sonst L

osung gefunden
Ausgehend von einem strikt	 zul

assigen Startpunkt im Innern des
zul

assigen L

osungsbereiches n

ahert sich der Iterationsproze in jedem
Schritt des KarmarkarAlgorithmus der exakten L

osung an w

ahrend der
Parameter  gegen  geht Auf Grund von BarriereTermen wird ein Ver
lassen des zul

assigen Bereiches verhindert Kurze und

ubersichtliche Be
schreibungen des Verfahrens nden sich in   und 
Einleitung 
Anforderungen an aktuelle Algorithmen und
Implementierungen
Bei komplexen Problemstellungen die mathematisch formuliert und nume
risch gel

ost werden k

onnen ist der Einsatz leistungsf

ahiger Prozessoren und
moderner Rechnerarchitekturen Stand der Technik Bei der Entwicklung
neuer Rechnergenerationen stehen seit langem Rechengeschwindigkeit und
Speicherkapazit

at als Fortschrittsziele an erster Stelle Die beeindruckenden
Erfolge auf diesem Gebiet erm

oglichen die Bearbeitung immenser Daten
mengen wie sie beispielsweise bei Optimierungsmodellen in der Produkti
onsplanung groer Industrieunternehmen auftreten mit akzeptablem Zeit
aufwand Vielfach werden Modelle entsprechender Dimension das heit
mehrere tausend Unbekannte und einige tausend Nebenbedingungen bei
Simulationen und Parameterstudien eingesetzt Berechnungen dieser Art
werden in der Regel unter Verwendung der von der HardwareIndustrie zur
Verf

ugung gestellten Gleitpunktarithmetikdurchgef

uhrt Diese Technik bei
der die tats

achlichen reellen Operationen durch Gleitpunktoperationen er
setzt werden birgt aber bei jeder ausgef

uhrten Rechenoperation die Gefahr
von Rundungsfehlern und Ausl

oschungen in sich die das Berechnungsergeb
nis zum Teil erheblich verf

alschen k

onnen Im Falle linearer Optimierungs
probleme kann dies zu L

osungen f

uhren die Nebenbedingungen verletzen
oder die weit entfernt von der tats

achlich optimalen L

osung liegen Es
ist auch m

oglich da ein Ergebnis f

ur eine Optimierungsaufgabe berech
net wird obwohl sie gar keine zul

assige L

osung besitzt oder obwohl ihre
Zielfunktion unbeschr

ankt ist siehe Kapitel 	 Solch fehlerhafte Ergeb
nisse k

onnen mittels herk

ommlicher Fehlerrechnung wegen der un

uberseh
baren Anzahl an Rechenoperationen weder kontrolliert noch durch simple
Plausibilit

atsuntersuchungen

uberpr

uft werden Zur

Uberwindung dieser
Problematik mu der Rechner in die Lage versetzt werden automatisch
die Kontrolle seiner Berechnungen durchzuf

uhren Dies wird durch die
Denition einer Rechnerarithmetik nach mathematischen Gesichtspunkten
erm

oglicht bei der die Grundoperationen f

ur reelle Gleitpunktzahlen nach
dem SemimorphismusPrinzip bestimmt werden Diese wurde von Kulisch
und Miranker in   und  angegeben
Auf der Basis einer pr

azise denierten Rechnerarithmetik ist die Imple
mentierung einer Intervallarithmetik m

oglich die als zentrales Hilfsmittel
der Ergebnisverikation dient Die Realisierung dieser Hilfsmittel ist in die
wissenschaftlichen Programmiersprachen PASCALXSC  CXSC 
und ACRITHXSC  integriert Durch ein allgemeines Operatorkonzept
 Einleitung
ist es m

oglich die reellen Grundoperationen sowohl f

ur Skalare als auch f

ur
Vektoren und Matrizen sowie die entsprechenden Intervalldatentypen mit
den

ublichen mathematischen Symbolen anzusprechen
Neben diesen hardwarenahen Hilfsmitteln der Arithmetik und der Pro
grammiersprache gilt in der Numerik ein wesentliches Augenmerk der al
gorithmischen Seite der Probleml

osung komplexer Aufgabenstellungen Es
wird allgemein verlangt da der Rechenaufwand f

ur die L

osung eines Pro
blems abh

angig von dessen Dimension polynomial begrenzt bleibt um in
der Praxis mit vertretbaren Rechenzeiten arbeiten zu k

onnen Da gerade
auf diesem Gebiet der SimplexAlgorithmus wegen des exponentiellen An
stiegs seines theoretischen Rechenaufwandes teilweise unbefriedigende Er
gebnisse liefert f

uhrten zahlreiche Forschungsprojekte auf die InnerePunkt
Methoden f

ur die ein nur polynomiales Anwachsen des Rechenaufwandes
mit der Problemdimension beweisbar ist Wenig Engagement gab es dem
gegen

uber auf dem Gebiet der Kontrolle der Berechnungsergebnisse der
sogenannten automatischen Ergebnisverikation Die von einem schnel
len und ezienten	 L

osungsalgorithmus gelieferten Berechnungsergebnisse
muten aufgrund der Un

uberschaubarkeit der ausgegebenen Datenmengen
quasi


geglaubt werden und konnten nur durch Vergleichsrechnungen mit
leicht ver

anderten Anfangswerten und Randbedingungen



uberpr

uft wer
den Da derartige


Plausibilit

atspr

ufungen keine Garantie

uber die Kor
rektheit der Berechnungsergebnisse liefern kann liegt auf der Hand Mitte
der er Jahre wurden daher von Rump  und Jansson  	 Un
tersuchungen durchgef

uhrt die zu einem aposteriori Verfahren zur Veri
kation der Berechnungsergebnisse des SimplexAlgorithmus f

uhrten Eine
pr

azise Beschreibung und eine frei verf

ugbare Implementierung des Verfah
rens ndet sich in  Auch auf dem verwandten Gebiet der globalen
Optimierung hat es in den letzten Jahren eine Vielzahl von Aktivit

aten und
L

osungsstrategien zur automatischen Ergebnisverikation gegeben die zum
Teil sogar imVergleich des Rechenaufwandes herk

ommlichenN

aherungsver
fahren

uberlegen sind Ver

oentlichungen hierzu stammen unter anderem
von Csendes  Jansson  und Ratz 
F

ur die InnerePunktMethode die den


state of the art L

osungsal
gorithmus f

ur groe lineare Optimierungsprobleme darstellt ist die Veri
kation der Berechnungsergebnisse allerdings noch eine oene Frage Zur
Schlieung dieser Wissensl

ucke leistet die vorliegende Arbeit einen Beitrag
Es wird eine geschlossene Zusammenstellung der mathematischen Grundla
gen der linearen Optimierung Optimalit

atsbedingungen konvexe Optimie
rung	 gegeben Darauf aufbauend werden die drei wesentlichen Komponen
Einleitung 
ten der InnerePunktMethode ! das BarriereVerfahren die Methode der
Lagrangeschen Multiplikatoren und das NewtonVerfahren ! vollst

andig
hergeleitet und mit einzelnen Beispielen beschrieben Unter Verwendung
dieser Komponenten folgt eine kompakte und

ubersichtliche Darstellung
der primaldualen InnerePunktMethode und eine detaillierte Beschreibung
der f

ur die Verikation der Berechnungsergebnisse notwendigen Erg

anzun
gen des Algorithmus Um den Nachteil des asymptotischen Verfahrens das
immer nur eine N

aherung nicht aber einen Einschlu der exakten L

osung
liefern kann zu

uberwinden werden in einem anschlieenden direkten Veri
kationsschritt alle optimalen BasisL

osungen bestimmt Zusammenfassend
wird ein vollst

andiger selbstverizierender L

osungsalgorithmus f

ur lineare
Optimierungsprobleme pr

asentiert und bis zur praktischen Einsetzbarkeit
implementiert Der Algorithmus garantiert Aussagen sowohl

uber die Exi
stenz einer L

osung als auch

uber deren Optimalit

at und Zul

assigkeit Es
werden Einschlieungen f

ur den optimalen Zielfunktionswert und f

ur gege
benenfalls alle optimalen BasisL

osungen bestimmt Falls m

oglich wird die
Eindeutigkeit der bestimmten optimalen L

osung veriziert Zur automati
schen

Uberpr

ufung dieser Aussagen auf dem Rechner werden die Hilfsmit
tel der Rechner und Intervallarithmetik eingesetzt und die Prinzipien der
Fixpunkttheorie ausgenutzt Durch die Implementierung in PASCALXSC
kann einerseits die mathematische Notation der entwickelten Algorithmen
beibehalten werden und es ist andererseits m

oglich das entstandene Pro
gramm auf alle g

angigen Rechnerplattformen zu

ubertragen Eine ausf

uhr
bare Version der Verfahrens f

ur Personal Computer und Workstations wird
auf einem allgemein zug

anglichen FTPServer der Universit

at Karlsruhe
zur Verf

ugung gestellt
Kapitel 
Mathematische und
arithmetische Grundlagen
 Bezeichnungen und Darstellungen
In der vorliegenden Arbeit bezeichnet stets
IR die Menge der reellen Zahlen
IR
n
die Menge der ndimensionalen Vektoren

uber IR und
IR
mn
die Menge der m n	Matrizen

uber IR
F

ur einen Vektor x  IR
n
bzw eine Matrix A  IR
mn
werden die Kompo
nenten durch untere Indizes und Aufz

ahlungen oder Folgen von Vektoren
bzw Matrizen durch obere geklammerte Indizes gekennzeichnet Es be
zeichnet
x
i
 IR die ite Komponente des Vektors x
x
 k
 IR
n
den kten Vektor in einer Aufz

ahlung oder Folge
e  IR
n
den ndimensionalen Einsvektor dh e
i
 
a
i
 IR
n
die ite Zeile der Matrix A
a
i
 IR
n
die ite Spalte der Matrix A
a
ij
 IR die jte Komponente der iten Zeile der Matrix A
A
T
 IR
mn
die Transponierte der Matrix A
A

 IR
nn
die Inverse der Matrix A und
diagx	  X  IR
nn
die n  n	dimensionale Diagonalmatrix mit
X
ii
 x
i

 Bezeichnungen und Darstellungen 
F

ur die inneren und

aueren Multiplikationen von reellen Zahlen Vekto
ren und Matrizen wird stets das Symbol


 das wie

ublich auch weggelassen
werden darf verwandt Das Skalarprodukt zweier Vektoren a b  IR
n
wird
somit beispielsweise bezeichnet durch
a
T
 b 
n
X
i
a
i
 b
i
 
F

ur eine reelle Funktion f  D  IR
n
  IR mit f  C

D	 bezeichnet
rfx	 

B
B
B
B
B
B
B

f
x
 
x	
f
x

x	



f
x
n
x	

C
C
C
C
C
C
C
A
den Gradienten von f und
r

fx	 

B
B
B
B
B
B
B



f
x

 
x	


f
x
 
x

x	      


f
x
 
x
n
x	


f
x

x
 
x	


f
x


x	      


f
x

x
n
x	














f
x
n
x
 
x	


f
x
n
x

x	      


f
x

n
x	

C
C
C
C
C
C
C
A
die HesseMatrix von f 
F

ur eine reelle Funktion g  D  IR
n
  IR
m
mit g  C

D	 bezeichnet
J
g
x	 
g
x
x	 

B
B
B
B
B
B
B

g
 
x
 
x	
g
 
x

x	      
g
 
x
n
x	
g

x
 
x	
g

x

x	      
g

x
n
x	












g
n
x
 
x	
g
n
x

x	      
g
n
x
n
x	

C
C
C
C
C
C
C
A
die JacobiMatrix von g
Nach demSatz von Schwarz ist die HesseMatrix f

urm  n symmetrisch
und es gilt auerdem mit gx	 rfx	 die Beziehung J
g
x	 r

fx	 
Denition  Sei A  IR
nn
eine symmetrische Matrix und x  IR
n

dann heit der Ausdruck
QAx	 
n
X
ij
A
ij
x
i
x
j
quadratische Form von A und x Die Matrix A heit dann
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positiv denit wenn gilt QAx	   f

ur alle x 	 
positiv semidenit wenn gilt QAx	   f

ur alle x 	 
Spezielle Bezeichnungen der Optimierungstheorie sind
LP	 das primale	 lineare Optimierungsproblem in Standard
form
GrundLP	 das primale	 lineare Optimierungsproblem in Grundform
DP	 das duale lineare Optimierungsproblem
ECP	 das durch Gleichungen beschr

ankte Optimierungsproblem
ICP	 das durch Ungleichungen beschr

ankte Optimierungspro
blem
Bx j 	 die BarriereFunktion bzgl des BarriereParameters 
Lx 	 die Lagrangesche Funktion
B bzw N die Menge der Basis bzw NichtbasisIndizes

i
bzw 	
i
Basis bzw NichtbasisIndex
AnB die Menge A ohne die Menge B und
A
B
die Teilmatrix der Matrix A bestehend aus den Spaltenvek
toren a

 
        a

m
	
 Rechnerarithmetik
Da auf einer Rechenanlage nur endlich viele Zahlen darstellbar sind mu die
Menge der reellen Zahlen auf eine Teilmenge die sogenannten Gleitpunkt
zahlen oder auch Maschinenzahlen abgebildet werden Entsprechendes gilt
f

ur die Vektoren und Matrizen

uber den reellen Zahlen Auerdem m

ussen
auch die exakten arithmetischen Grundoperationen    und 
 f

ur die
inneren und

aueren Verkn

upfungen der reellen R

aume auf dem Rechner
durch die sogenannten Gleitpunktoperationen oder auch Maschinenopera
tionen approximiert werden Kontrolliertes wissenschaftliches Rechnen auf
einer Rechenanlage erfordert daher eine mathematisch exakte Denition
der Rechnerarithmetik Diese wurde von Kulisch und Miranker in  
 und  angegeben In diesem Abschnitt werden kurz die wichtigsten
Begrie und Schreibweisen aus diesem Bereich erl

autert
 Rechnerarithmetik 
Es bezeichnen stets
R die Menge der Maschinenzahlen
V R die Menge der ndimensionalen Vektoren

uber R und
MR die Menge der m n	Matrizen

uber R
Die reellen R

aume werden so auf die Maschinenr

aume abgebildet da gilt
IR 
 R
V IR 
 V R
MIR 
 MR
Abbildung  Die R

aume des numerischen Rechnens Teil 	
Im folgenden sei S ein Raum der linken Spalte und T der zugeh

orige
Raum der rechten Spalte aus Abbildung 
Denition  Die Abbildung
 
 S   T mit den Eigenschaften
R	
 
a  a f

ur alle a  T  Projektion	
R	 a  b 
 
a 
 
b f

ur alle a b  S Monotonie	
heit Rundung Eine Rundung heit antisymmetrisch wenn gilt
R	
 
a	  
 
a f

ur alle a  S
Eine Rundung heit nach unten gerichtet nach oben gerichtet	 wenn gilt
R	
 
a  a 
 
a  a	 f

ur alle a  S
Alle inneren und

aueren Verkn

upfungen    und 
 in S werden durch
die Gleitpunktverkn

upfungen
 

 

 
 und
 

 in T approximiert die

uber
das Prinzip des Semimorphismus deniert sind
Denition  Eine antisymmetrische Rundung
 
 S   T heit Semi
morphismus wenn alle inneren und

aueren Verkn

upfungen in T durch
RG	 a
 
 b 
 
a  b	 f

ur alle a b  T und   f  
g
deniert sind
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Die dadurch erkl

arten Verkn

upfungen f

ur Elemente aus T werden stets
zun

achst in S ausgef

uhrt und das Ergebnis erst dann wieder nach T gerun
det Semimorphe Verkn

upfungen sind damit von maximaler Genauigkeit 
in dem Sinne da zwischen dem in S berechneten Verkn

upfungsergebnis
a  b und seiner Approximation a
 
 b in T kein weiteres Element aus T
liegt vgl  	 F

ur die Produktr

aume ist dies komponentenweise zu
verstehen
Beispiel  Das Skalarprodukt zweier Gleitpunktvektoren a b  V R
wird

uber den Semimorphismus deniert durch
a
 
 b 
 
a  b	 
 

n
X
i
a
i
 b
i

 
Bemerkung Nachfolgend wird das zuvor als allgemeines Rundungssymbol
gebrauchte Zeichen
 
f

ur die antisymmetrische Rundung zur n

achstgelege
nen Maschinenzahl verwandt Die nach unten bzw nach oben gerichteten
Rundungen zur n

achstkleineren bzw n

achstgr

oeren Maschinenzahl wird
mit  bzw  bezeichnet F

ur sie gilt die Identit

at
x	  x f

ur alle x  S 
Die Bezeichnung f
 
x	 wird f

ur die Maschinenauswertung einer Funktion
f  dh einer Berechnung des Funktionswertes unter Verwendung der ge
rundeten Operationen
 

 

 
 und
 

  verwendet Der Begri maximale
Genauigkeit wird auch im Zusammenhang mit Maschinenauswertungen f
 
von Funktionen f  IR  IR die durch
f
 
x	 
 
fx		
ebenfalls

uber den Semimorphismus deniert sind verwandt
 Intervallarithmetik
Das wesentliche Hilfsmittel zur Berechnung von Schranken f

ur die L

osung
eines numerischen Problems und damit zur Gewinnung von garantierten
Aussagen ist die Intervallrechnung Eine ausf

uhrliche Denition und Dar
stellung der Intervallrechnung ndet sich in   oder  eine Einf

uhrung
zB in  Die Behandlung der zugeh

origen Maschinenintervallarithmetik
wird in  und  beschrieben Im folgenden wird eine Zusammenstellung
der wichtigsten Begrie und Eigenschaften gegeben
 Intervallarithmetik 
Denition  Die Menge a  a a  fx  IR j a  x  ag mit
a a  IR heit reelles Intervall
a  inf a heit Inmum oder Unterschranke von a a  sup a heit Supre
mum oder Oberschranke von a
Ein Intervall a heit Punktintervall  wenn gilt a  a
Bezeichnet IIR die Menge der Intervalle

uber IR so kann man weiter in
Analogie zu den R

aumen

uber den reellen Vektoren V IR sowie den reellen
MatrizenMIR die R

aume V IIR bzwMIIR der Vektoren bzw der Matrizen

uber den reellen Intervallen einf

uhren Entsprechendes gilt wiederum f

ur die
Komplexizierungen IC  V IC und MIC dieser R

aume In der Abbildung
 ist der Zusammenhang zwischen den R

aumen der reellen Intervalle und
denen der Maschinenintervalle noch einmal graphisch dargestellt
IIR 
 IR
V IIR 
 V IR
MIIR 
 MIR
Abbildung  Die R

aume des numerischen Rechnens Teil 	
Vergleiche und Teilmengenbeziehungen werden mengentheoretisch inter
pretiert und sind f

ur Vektoren und Matrizen genau dann erf

ullt wenn sie
f

ur alle ihre Komponenten erf

ullt sind F

ur a b  IIR gilt
a  b  a  b  a  b 	
a  b  a  b  a  b 	
a

 b  a  b  a  b  	
Die Verbandsoperationen  und

f

ur a b  IIR sind deniert durch
a  b  maxfa bgminfa bg Schnitt	
a

b  minfa bgmaxfa bg Intervallh

ulle	
wobei a  b nur deniert ist falls maxfa bg  minfa bg erf

ullt ist Die
intervallarithmetischen Operationen werden deniert durch
a  b  fa  b j a  a b  bg  	
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wobei a b  IIR und   f  
g Die explizite Berechnung dieser
Intervalloperationen kann durch
a  b  a b a b
a  b  a b a b
a  b  minfa b ab ab abg maxfa b ab ab abg
a 
 b  a a  
b 
b f

ur  	 b
erfolgen Dabei kann die Bildung des Minimums bzw des Maximums in
der Multiplikation durch vorherige Untersuchung der Intervallgrenzen in
den meisten F

allen vermieden werden
Addition und Multiplikation sind kommutativ und assoziativ es gilt
jedoch nur die sogenannte Subdistributivit

at
a  b  c	  a  b  a  c  	
f

ur Intervalle a b c  IIR Eine weitere zentrale Eigenschaft der Inter
valloperationen ist die Inklusionsisotonie
a  a  b  b  a  b  a  b
a  c  b  d  a  b  c  d
f

ur alle   f  
g mit a b  IR und a b c d  IIR
F

ur a  IIR kann man die folgenden Hilfsgr

oen denieren
ma	 


a a	 Mittelpunkt	
da	  a a Durchmesser	
jaj  maxfjxj j x  ag Betrag	
Mittelpunkt Durchmesser und Betrag sind f

ur Vektoren und Matrizen je
weils komponentenweise deniert F

ur a b  IIR gelten die Beziehungen
da b	  da	  db	 	
da  b	  da	  jbj db	  jaj 	
ja  bj  jaj jbj 	
ja  bj  jaj  jbj  	
Die Beweise nden sich zB in 
Mit Hilfe der Intervallarithmetik ist es m

oglich den Wertebereich ei
ner Funktion einzuschlieen In diesem Zusammenhang verwenden wir f

ur
Funktionen f  D   IR mit D  IR oder D  IR
n
die Bezeichnungen
 Intervallarithmetik 
fx	 f

ur den Wertebereich von f  dh ffx	 j x  xg und
f

x	 f

ur die Intervallauswertung der Intervallerweiterung oder auch
Einschlieungsfunktion f

von f 
wobei f

ur fx	 und f

x	 stets die Beziehung
fx	  f

x	
gilt Entsprechende Bezeichnungen gelten auch f

ur vektorwertige Funk
tionen Die nat

urliche Intervallerweiterung einer Funktion f erh

alt man
indem man alle auftretenden Variablen durch entsprechende Intervalle und
alle Operationen durch die zugeh

origen Intervalloperationen ersetzt F

ur
Punktintervalle bzw Punktintervallvektoren als Argumente von f gilt stets
fc	  f

c	
Auch f

ur die Intervallerweiterungen gilt die Inklusionsisotonie
a  a  fa	  f

a	
a  b  f

a	  f

b	 
Beim Rechnen mit Intervallen auf einer Rechenanlage mu die Menge
der reellen Intervalle auf die Menge der Maschinenintervalle abgebildet wer
den Dazu werden die Intervallgrenzen durch gerichtete Rundungen auf
Maschinenzahlen abgebildet Man beachte jedoch da ein Intervall auch
nach diesem

Ubergang auf ein Maschinenintervall
a  a a  aa  fx  IR j a  x  a aa  Rg
s

amtliche reellen Werte zwischen den Grenzen repr

asentiert also nach wie
vor das gesamte Kontinuum abdeckt Entsprechendes gilt f

ur die Vektoren
und Matrizen

uber den reellen Intervallen Somit m

ussen auch die exakten
arithmetischen Grundoperationen    und 
 f

ur die inneren und

aue
ren Verkn

upfungen der reellen Intervallr

aume auf dem Rechner durch die
sogenannten Maschinenintervalloperationen approximiert werden
Im folgenden sei IS ein Raum der linken Spalte und IT der zugeh

orige
Raum der rechten Spalte aus Abbildung 
Denition  Die Abbildung

 IS   IT mit den Eigenschaften
R	

a  a f

ur alle a  IT 
  Mathematische und arithmetische Grundlagen
R	 a  b 

a 

b f

ur alle a b  IS
R	

a	  

a f

ur alle a  IS
R	 a 

a f

ur alle a  IS
heit antisymmetrische nach auen gerichtete Rundung oder auch Inter
vallrundung Die Rundung

ist eindeutig bestimmt vgl  	
Alle inneren und

aueren Verkn

upfungen    und 
 in IS werden
durch die Maschinenintervallverkn

upfungen





 und


 in IT appro
ximiert die

uber das Prinzip des Semimorphismus durch
RG	 a

 b 

a  b	 f

ur alle a b  IT
und   f  
g
deniert sind
Die Inklusionsisotonie gilt f

ur die Maschinenoperationen in der Form
a  a  b  b  a  b  a  b  a

 b
a  c  b  d  a

 b  c

 d
f

ur alle   f  
g mit a b  T und a b c d  IT 
Die Bezeichnung f
 
x	 wird f

ur die intervallm

aige Maschinenauswer
tung einer Funktion f  dh einer Berechnung einer Obermenge des Funk
tionswertebereiches auf x unter Verwendung der gerundeten Operationen





 und


  verwendet Der Begri maximale Genauigkeit wird
auch im Zusammenhang mit Maschinenauswertungen f
 
von Funktionen
f  IIR  IIR die durch
f
 
x	 

fx		
ebenfalls

uber den Semimorphismus deniert sind verwandt
 Allgemeine Optimierungsprobleme
Ein Optimierungsproblem behandelt die Aufgabenstellung eine Funktion
f  IR
n
  IR bez

uglich einer Teilmenge M des IR
n
zu optimieren Die
Menge M wird durch endlich viele Nebenbedingungen in Gleichungs oder
Ungleichungsform beschrieben
	 Allgemeine Optimierungsprobleme 
Denition  Gegeben seien eine Funktion f  IR
n
  IR und eine
Menge M  IR
n
 Das allgemeine Optimierungsproblem stellt man in der
Form
min
x M
fx	  	
dar Man sagt auch da die Funktion f unter der Nebenbedingung x  M
zu minimieren ist
Die zu minimierende Funktion f des Optimierungsproblems 	 heit
Zielfunktion Die Menge M wird zul

assiger Bereich genannt Ein Punkt
x  IR
n
heit zul

assiger Punkt von 	 wenn x  M gilt Ein Punkt
b
x  M mit f
b
x	  min fx	 f

ur alle x  M heit optimale L

osung von
	
Denition  Im Gebiet der Optimierungstheorie unterscheidet man
zwischen unrestringierten Optimierungsproblemen ohne Nebenbedingun
gen	 bei denen der zul

assige Bereich der gesamte IR
n
ist und restringierten
Optimierungsproblemen mit Nebenbedingungen	 deren zul

assiger Bereich
eine echte Teilmenge des IR
n
ist In der Regel wird der zul

assige BereichM
durch Ungleichungen der Form
g
i
x	   i         m	  	
mit g
i
 IR
n
  IR beschrieben dh M  fx  IR
n
j g
i
x	   i 
       mg
Denition  Das durch 	 beschriebene Problem heit nichtline
ares Optimierungsproblem falls mindestens eine der Funktionen aus 	
oder f selbst nichtlinear ist
Denition  Unter einem linearen Optimierungsproblem auch linea
res Programm LP	 genannt versteht man die Aufgabenstellung eine li
neare Funktion unter Ber

ucksichtigung endlich vieler linearer Restriktionen
zu optimieren Dargestellt wird dies in der Standardform
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
und x 


wobei x  IR
n
der Variablenvektor der zu optimierenden Zielfunktion
fx	  c
T
x ist c  IR
n
 Die Nebenbedingungen werden durch eine m n	
  Mathematische und arithmetische Grundlagen
Matrix A und einen mdimensionalen Vektor b bestimmt x 

 heit Vor
zeichenbedingung oder Nichtnegativit

atsbedingung wobei

 f

ur den Nullvek
tor steht und die Relation


 komponentenweise gilt Nebenbedingung
und Vorzeichenbedingung werden unter dem Begri Restriktionen zusam
mengefat Bezeichnet die Menge
M  fx  IR
n
j Ax  b x 

g
den zul

assigen Bereich dann l

at sich LP	 alternativ als
min
x M
c
T
x
schreiben vgl 		
Es gilt allgemein f

ur ein korrekt gestelltes LP	 da A vollen Rang hat
und da
m  n
ist dh die Zeilenzahl der MatrixA ist kleiner als die Spaltenzahl Aufgrund
der Theorie der linearen Gleichungssysteme m

ute n

amlich im Fall m  n
mindestens	 eine der folgenden Aussagen zutreen
 Durch Ax  b ist x eindeutig bestimmt und die L

osung des Glei
chungssystems ist dann gleichzeitig die L

osung des Optimierungspro
blems LP	 falls x 

 gilt Sonst hat LP	 keine L

osung
 Die Gleichung Ax  b ist unvertr

aglich dh LP	 hat keine L

osung
 Einige Gleichungen sind linear abh

angig und damit redundant
Das Gleichungssystem der Nebenbedingungen Ax  b eines LP	 ist so
mit unterbestimmt Gerade dies er

onet einen groen und eben auch inter
essanten Spielraum f

ur die Wahl des L

osungsvektors x der die Zielfunktion
optimieren soll
Optimierungsproblemek

onnen in unterschiedlicher Form vorliegen es ist
jedoch stets m

oglich sie in die Standardform LP	 zu

uberf

uhren Folgende
Abweichungen sind m

oglich
 Gegeben ist ein lineares Optimierungsproblem in seiner Grundform
GrundLP	
GrundLP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
und x 


	 Allgemeine Optimierungsprobleme 
wobei die Nebenbedingungen in Ungleichungsform vorliegen
Durch die Einf

uhrung von m zus

atzlichen nichtnegativen Variablen
s

        s
m
 den sogenannten Schlupfvariablen wird das Optimierungs
problem erweitert F

ur jedes i wird die Ungleichung A
i
x  b
i
durch
die Schlupfvariable s
i
in eine Gleichungsnebenbedingung A
i
x s
i

b
i
umgewandelt Wird gleichzeitig die Zielfunktion fx	  c
T
x nicht
ver

andert dh die Schlupfvariablen tragen nichts zur Zielfunktion bei
so kann das GrundLP	 als ein

aquivalentes Optimierungsproblem in
Standardform formuliert werden
LP	
minimiere f"x	  "c
T
"x
unter den Nebenbedingungen
"
A"x  b
und "x 


mit "x  x

        x
n
 s

       s
m
	 "c  c

        c
n
         	 und
"
A 
A I
m
	 wobei I
m
die mdimensionale Einheitsmatrix bezeichne
 Gesucht ist das Maximum einer Zielfunktion fx	 Durch einen

Uber
gang zu fx	 wird die Standardform erreicht
 Die Vorzeichenbedingungen x 

 k

onnen wegfallen oder schon in den
Nebenbedingungen enthalten sein
 Liegt eine Ungleichung der Form g
i
x	   vor dann l

at sich dies
oenbar durch Multiplikation mit  auf die Standardform g
i
x	 
 zur

uckf

uhren
 Eine Gleichung g
i
x	   ist gleichbedeutend mit den zwei Unglei
chungen g
i
x	   und g
i
x	  
Diese Standardform dient einer kurzen und einheitlichen Formulierung Bei
der Verwendung

ublicher N

aherungsverfahren ist es aber nicht sinnvoll vor
Anwendung eines L

osungsverfahrens Gleichungen in Ungleichungen umzu
wandeln da nach  Gleichungsrestriktionen numerisch meistens einfacher
zu behandeln sind als Ungleichungen Beim Einsatz von Intervallmethoden
wie sie in sp

ateren Kapiteln angegeben werden erweist es sich allerdings als
sinnvoll und zT sogar notwendig Nebenbedingungen die in Gleichungs
form vorliegen in Ungleichungen umzuwandeln um beispielsweise auch auf
dem Rechner zul

assige Punkte eines LP	 bestimmen zu k

onnen
  Mathematische und arithmetische Grundlagen
 Optimalit

atsbedingungen
Es wird zun

achst ganz allgemein die Minimierung einer zweimal stetig die
renzierbaren Funktion f  IR
n
  IR

uber einer TeilmengeM  IR
n
betrach
tet Man unterscheidet hierbei zwischen notwendigen und hinreichenden
Optimalit

atsbedingungen f

ur die Existenz eines lokalen Minimums
Imweiteren Verlauf dieses Abschnitts werden speziell konvexe allgemeine
Optimierungsprobleme betrachtet die die Eigenschaft haben da jedes lo
kale Minimum auch ein globales Minimum ist Desweiteren wird der Satz
von Kuhn und Tucker angegeben der eine wichtige Bedeutung f

ur die kon
vexe Programmierung erlangt hat
 Notwendige und hinreichende
Optimalit

atsbedingungen
Denition  Sei M  IR
n
eine oene Menge und f  M   IR eine
Funktion Ein Punkt
b
x  M heit lokaler Minimalpunkt bzw lokaler
Maximalpunkt	 von f  falls eine Umgebung U M von
b
x existiert so da
f
b
x	  fx	 bzw f
b
x	  fx		
f

ur alle x  U 
Ein Punkt
b
x  M heit globaler Minimalpunkt bzw globaler Maximal
punkt	 von f  falls
f
b
x	  fx	 bzw f
b
x	  fx		
f

ur alle x M 
Will man zur L

osung allgemeiner Optimierungsprobleme sukzessive in
Richtung abnehmender Zielfunktionswerte fortschreiten Variation entlang
einer Strecke	 um Minimalpunkte zu nden so ist man nat

urlich nur an
Richtungen interessiert l

angs derer man wenigstens ein St

uck vorangehen
kann ohne den zul

assigen Bereich zu verlassen Dies f

uhrt auf den Begri
einer zul

assigen Richtung
Denition  Sei x  M ein zul

assiger Punkt Ein Vektor #x  IR
n
heit zul

assige Richtung in x falls es eine reelle Zahl T   gibt so da f

ur
alle  mit     T der Punkt x  #x zul

assig ist dh x  #x  M 
Die Menge aller zul

assigen Richtungen in x M bezeichnet man mit Zx	
 Optimalit


a
tsbedingungen 
Satz  Notwendige Optimalit

atsbedingung	  Sei M  IR
n
und f 
M   IR stetig partiell dierenzierbar Ist
b
x M lokaler Minimalpunkt von
f  dann gilt f


ur alle zul


assigen Richtungen #
b
x  Z
b
x	
#
b
x
T
rf
b
x	     	
Beweis F

ur jedes  mit     T ist der Punkt x 	 
b
x  #
b
x  M 
Sei f

ur     T die Funktion g 	  fx 		 deniert dann hat g
ein lokales Minimum in    da
b
x lokaler Minimalpunkt von f ist Die
Zwischenwertform liefert
g 	 g	  g

	    o 	   	
W

are g

	   dann w

are f

ur einen hinreichend kleinen Wert    die
rechte Seite von 	 negativ und somit g 	g	   Dies widerspr

ache
der Aussage da g ein lokales Minimum in    besitzt Es folgt daher
da g

	  #
b
x
T
rf
b
x	    
Satz  besagt da es keine zul

assige Richtung in
b
x gibt in der der
Zielfunktionswert fx	 verkleinert werden kann Ein Punkt
b
x M  der die
Bedingung 	 erf

ullt heit station

arer Punkt von f auf M 
F

ur einen inneren Punkt $x  M  f

ur den es eine Umgebung gibt die
vollst

andig in M liegt ist Z $x	  IR
n
 	 ist dann nur zu erf

ullen wenn
rf $x	   ist Damit folgt unmittelbar aus Satz 
Satz  Notwendige Optimalit

atsbedingung erster Ordnung	 SeiM 
IR
n
oen und f M   IR stetig partiell dierenzierbar Ist
b
x innerer Punkt
von M sowie lokaler Minimalpunkt von f auf M  Dann gilt
rf
b
x	   
Dieser Satz ist insbesondere f

ur allgemeine Optimierungsprobleme ohne Ne
benbedingungen von Bedeutung da in diesem Fall M  IR
n
ist und jeder
Punkt aus M somit innerer Punkt von M ist
Satz  Hinreichende Optimalit

atsbedingung	 Es sei M  IR
n
und
f  M   IR zweimal stetig dierenzierbar
b
x sei ein innerer Punkt von M 
Ist rf
b
x	   und r

f
b
x	 positiv denit dann ist
b
x lokaler Minimalpunkt
von f auf M 
Ist rf
b
x	   sowie r

f
b
x	 nur positiv semidenit so stellt dies ledig
lich die notwendige Optimalit

atsbedingung zweiter Ordnung daf

ur dar da
ein innerer Punkt
b
x von M lokaler Minimalpunkt von f auf M ist Zum
Beweis von Satz  und der letzten Aussage vergleiche etwa 
  Mathematische und arithmetische Grundlagen
 Konvexe Optimierungsprobleme
Die Idee der Variation entlang einer Strecke die es Euler erlaubte


Cur
ven zu nden denen eine Eigenschaft im h

ochsten oder geringsten Grade
zukommt siehe 	 f

uhrte zu einer abstrakten notwendigen Bedingung
f

ur Minimall

osungen einer Funktion die auf einem Vektorraum deniert
ist Der erst Anfang des  Jahrhunderts gefundene Begri einer konvexen
Funktion sorgt zusammen mit der Idee der Variation f

ur einen einfachen
und eleganten Zugang zur Optimierungstheorie
Es ist bei der L

osung allgemeiner Optimierungsprobleme sehr n

utzlich
wenn jeder lokale Minimalpunkt der Zielfunktion auch globaler Minimal
punkt ist Die wichtigste Funktionenklasse die diese Anforderung erf

ullt
ist die Klasse der konvexen Funktionen die auch bei der Formulierung li
nearer Optimierungsprobleme auftritt
Denition  Eine nichtleere Teilmenge K  IR
n
heit konvex wenn
f

ur alle  mit      und f

ur alle x

 x

 K gilt
 x

    	x

 K 
Denition  K sei eine konvexe Teilmenge des IR
n
 Eine auf K de
nierte Funktion f  K   IR heit konvex wenn f

ur je zwei Punkte
x

 x

 K und alle  mit      gilt
f x

    	x

	   fx

	    	fx

	   	
f heit konkav wenn gilt
f x

    	x

	   fx

	    	fx

	   	
Denition  f  K   IR heit streng konvex bzw streng konkav	
wenn in 	 bzw 		 f

ur x

	 x

echte Ungleichungen stehen
Korollar  Eine lineare Funktion f  IR
n
  IR ist auf jeder konvexen
Teilmenge des IR
n
sowohl konvex als auch konkav
Aus der Denition

uber konvexe und konkave Funktionen folgt unmit
telbar da eine Funktion f  K   IR konvex ist wenn die Funktion f
konkav ist und umgekehrt Die Maximierung einer konkaven Funktion kann
deshalb stets auf die Minimierung einer konvexen Funktion zur

uckgef

uhrt
werden
Es werden nun einige S

atze

uber konvexe Mengen und Funktionen ange
geben deren Beweise sich unmittelbar aus den Denitionen dieser Begrie
ergeben
 Optimalit


a
tsbedingungen 
Satz  Seien K  IR
n
eine konvexe Menge und f

        f
m
 K   IR
konvexe Funktionen Dann ist auch jede nichtnegative Linearkombination
der Funktionen f

        f
m
f 
m
X
i

i
f
i
mit 
i
  i         m	
eine konvexe Funktion
Satz  Seien K  IR
n
eine konvexe Menge und f  K   IR eine
konvexe Funktion sowie a  IR Dann sind die abgeschlossene Menge
fx  Kj fx	  ag und die oene Menge fx  Kj fx	  ag konvex
Satz  Sind K

       K
m
 IR
n
konvexe Mengen so ist auch deren
Durchschnitt K

K

       K
m
konvex
Aus den S

atzen  und  folgt da der zul

assige Bereich M  ge
geben durch die Ungleichungen g
i
x	   i         m	 konvex ist wenn
die Funktionen g

        g
m
konvex sind
Denition  Das in 	 beschriebene allgemeine Optimierungspro
blem heit konvex wenn der zul

assige Bereich M und die Zielfunktion f
konvex sind
Da wie schon eingangs erw

ahnt die meisten Restriktionen von allge
meinen Optimierungsproblemen durch Gleichungen und Ungleichungen be
schrieben werden ist es nun wichtig festzustellen wann gewisse Funktionen
konvex sind Es werden nun zwei wichtige Kriterien f

ur die Konvexit

at einer
Funktion angegeben zum Beweis siehe etwa 
Satz 
 Subgradientenungleichung	 Sei K  IR
n
eine konvexe Menge
und f  K   IR einmal stetig dierenzierbar f ist auf K genau dann
konvex wenn f


ur alle x

 x

 K gilt
fx

	 fx

	  x

 x

	
T
rfx

	 
Satz 	 Sei K  IR
n
eine konvexe Menge die innere Punkte enthalte
und sei f  K   IR zweimal stetig dierenzierbar f ist auf K genau
dann konvex streng konvex wenn die HesseMatrixr

fx	 f


ur alle x  K
positiv semidenit positiv denit ist
  Mathematische und arithmetische Grundlagen
Man kann nun den folgenden grundlegenden Satz f

ur konvexe allgemeine
Optimierungsprobleme angeben
Satz  Sei K  IR
n
eine konvexe Menge und f  K   IR konvex
Dann gilt
a Die Menge
c
K aller globalen Minimalpunkte von f auf K ist konvex
b Jeder lokale Minimalpunkt von f auf K ist auch globaler Minimalpunkt
Zum Beweis siehe Neumann 
Bemerkung Ist die Funktion f  K   IR in Satz  streng konvex so
wird das globale Minimum von f auf K in h

ochstens einem Punkt
b
x  K
angenommen
Satz  Notwendige und hinreichende Optimalit

atsbedingung f

ur
konvexe Funktionen	 Sei K  IR
n
eine konvexe Menge f  K   IR eine
konvexe stetig dierenzierbare Funktion und
b
x  K Gilt
#
b
x
T
rf
b
x	    	
f


ur alle zul


assigen Richtungen#
b
x  Z
b
x	 dann ist
b
x globaler Minimalpunkt
von f auf K
Beweis Sei
b
x ein Minimalpunkt von f auf K F

ur alle #
b
x  Z
b
x	 und
     ist
b
x  #
b
x  Z
b
x	 und somit
f
b
x  #
b
x	 f
b
x	

 
Der Grenz

ubergang mit     ist wegen der Monotonie des Dieren
zenquotienten konvexer Funktionen erlaubt und liefert 	 Andererseits
folgt aus 	 mit Satz  f

ur alle #
b
x  Z
b
x	
f
b
x#
b
x	 f
b
x	  #
b
x
T
rf
b
x	  
dh
b
x ist Minimalpunkt von f auf K  
Der Satz  besagt anschaulich da ein Punkt
b
x  K genau dann ein
globaler Minimalpunkt von f auf K ist wenn es keine zul

assige Richtung
in
b
x gibt in der der Zielfunktionswert fx	 verkleinert werden kann F

ur
allgemeine restringierte Optimierungsprobleme ist die Optimalit

atsbedin
gung 	 sehr unhandlich da sich die Menge der zul

assigen Richtungen
Z
b
x	 im allgemeinen nicht in einfacher Weise durch die Nebenbedingungen
ausdr

ucken l

at siehe etwa 	
 BarriereVerfahren 
Korollar  F


ur ein unrestringiertes allgemeines Optimierungspro
blem vereinfacht sich die Optimalit


atsbedingung  zu rf
b
x	  
Dies ist eine Motivation f

ur die Idee der InnerePunktMethoden die
L

osung eines restringierten allgemeinen Optimierungsproblems durch eine
Folge von L

osungen unrestringierter Optimierungsprobleme vgl Denition
	 zu approximieren
	 Barriere
Verfahren
Die urspr

ungliche Motivation um 	 f

ur ein Strafkostenverfahren wie
das Barriere oder PenaltyVerfahren war die Tatsache da keine numerisch
eektiven Algorithmen zur L

osung restringierter Optimierungsprobleme der
Form 	 vgl Denition 	 verf

ugbar waren w

ahrend f

ur unrestrin
gierte Probleme gute Techniken entwickelt waren Es ist auch heute noch
ein wesentlicher Vorteil der Strafkostenverfahren da sie restringierte Op
timierungsprobleme mit Hilfe von unrestringierten Problemen l

osen die im
allgemeinen wesentlich einfacher zu behandeln sind
Dabei verfolgen die Strafkostenverfahren zwei oftmals in Konikt zu
einander stehende Ziele n

amlich die Zielfunktion zu minimieren und die
Restriktionen zu erf

ullen
Man betrachte das restringierte allgemeine Optimierungsproblem 	
min
x M
fx	 
Trivialerweise kann man 	 mit Hilfe einer Indikatorfunktion

M
x	 

 f

ur x M
 f

ur x 
M
	
von M als unrestringiertes Optimierungsproblem formulieren denn
min
x M
fx	 min
x IR
n
ffx	  
M
x	g 
Durch die Addition des Terms 	 zur Zielfunktion fx	 wird das Verlas
sen des zul

assigen Bereiches M mit einer


unendlichen Strafe belegt
Numerisch ist fx	
M
x	 wegen der Unstetigkeit von 
M
x	 am Rande
von M nat

urlich nicht zu gebrauchen auch dann nicht wenn man  in
	 durch eine groe positive Zahl ersetzt
  Mathematische und arithmetische Grundlagen
Man versucht daher bei den Strafkostenverfahren 
M
x	 mit Hilfe einer
mindestens stetigen m

oglichst auch dierenzierbaren Funktion zu appro
ximieren F

ur die Wahl dieser Funktionen werden in der Literatur eine
Vielzahl an Vorschl

agen gemacht vgl  	
Ziel eines BarriereVerfahrens ist die Bestimmung der optimalen L

osung
eines restringierten Optimierungsproblems Das Verfahren startet an einem
inneren Punkt des zul

assigen Bereichs M und bewegt sich mit Hilfe ei
nes GradientenVerfahrens in Richtung der optimalen L

osung Hierbei wird
das Verlassen des zul

assigen BereichesM durch eine geeignete Straffunktion
oder einem sogenannten BarriereTerm verhindert Eine wichtige Vorausset
zung f

ur den Einsatz von BarriereMethoden ist deshalb da der zul

assige
Bereich M  der im allgemeinen durch Ungleichungen 	
h
i
x	   i         m	
gegeben ist innere Punkte besitzt Im weiteren wird nun der zul

assige
Bereich M als konvex vorausgesetzt
Denition  Mit

M
 fx  IR
n
jh
i
x	   i         m	g
wird die nichtleere Menge der inneren Punkte von M bezeichnet Die
Punkte x 

M
heien strikt zul

assig
Denition  Eine Funktion b 

M
  IR heit BarriereTerm bez

uglich
M  falls gilt
bx	 ist stetig in

M
 a	
bx	   x 

M
 b	
bx	  falls x sich dem Rand von M n

ahert c	
Sind die Funktionen h
i
i         m	 stetig so wird
bx	 
m
X
i

h
i
x	
als der klassische inverse BarriereTerm bezeichnet
 BarriereVerfahren 
Denition  Eine Funktion B 

M
	  IR mit einem Barriere
Parameter    deniert als
Bx j 	  fx	    bx	
heit BarriereFunktion falls bx	 ein BarriereTerm ist
W

ahlt man nun eine streng monoton fallende Nullfolge positiver Zah
len 
 l
	
l IN
 so erh

alt man f

ur jedes l  IN das aus dem urspr

unglichen
restringierten Optimierungsproblem 	 abgeleitete Problem
min
x IR
n
Bx j 
 l
	  fx	  
 l
 bx	  	
dessen Minimalstelle mit
b
x
 l
bezeichnet sei Startet man zur L

osung von
	 f

ur l   mit einer strikt zul

assigen Anfangsl

osung x
 


M
und
verwendet dann als Ausgangsl

osung f

ur 	 mit l   stets die im vorher
gehenden Iterationsschritt berechnete optimale L

osung
b
x
 l
 so verhindert
die Eigenschaft c	 des BarriereTerms bx	 automatisch ein Verlassen
des zul

assigen Bereiches M 
Man kann also zur L

osung von 	 ein L

osungsverfahren f

ur unrestrin
gierte Optimierungsprobleme verwenden und erh

alt somit eine Punktfolge

b
x
 l
	
l IN
 deren H

aufungspunkt ein globaler Minimalpunkt des Ausgangs
problems min
x M
fx	 ist Ist das Optimierungsproblem nicht konvex so
liefert ein L

osungsverfahren f

ur unrestringierte Minimierungsprobleme wie
schon weiter oben erw

ahnt oftmals nur ein lokales Minimum Folglich ist
der H

aufungspunkt der Punktfolge 
b
x
 l
	
l IN
im allgemeinen auch nur ein
lokaler Minimalpunkt
Die Eigenschaften 	 der Denition  gestatten einen Konver
genzbeweis f

ur das Verfahren der BarriereMethoden Wesentlich f

ur das
Verfahren sind hierbei insbesondere die Eigenschaften a	 und c	
Oftmals wird die Eigenschaft b	 auch etwas modiziert angegeben So
wird etwa die LogarithmusFunktion
bx	  
m
X
i
lnh
i
x		
bevorzugt als BarriereTerm benutzt da sie aufgrund der Singularit

at bei
Null die wesentlichen Eigenschaften a	 und c	 der Denition 
erf

ullt
Auf diese Weise kann ein durch Ungleichungen beschr

anktes Minimie
rungsproblem in eine Folge von unbeschr

ankten Minimierungsproblemen
  Mathematische und arithmetische Grundlagen

uberf

uhrt werden deren Minima gegen die Minimalstelle des Ausgangspro
blems streben
Strategie Ein Optimierungsproblem mit Ungleichungen als Nebenbedin
gungen inequality constrained problem ICP	
ICP	
minimiere fx	
unter den Nebenbedingungen h
i
x	   i         m	
wird durch eine Folge von Optimierungsproblemen mit einer Barriere
Funktion als Zielfunktion
min
x IR
n
Bx j 
 l
	  fx	 
 l
m
X
i
lnh
i
x		  	
ersetzt die durch positive BarriereParameter 
 l
gewichtet werden und
deren Minimum unter Verwendung eines Minimierungsverfahrens f

ur unre
stringierte Optimierungsprobleme bestimmt werden kann
Satz  FiaccoMcCormick	 Bezeichnet
b
x
 l
die Minimalstelle der Bar
riereFunktion Bx j 
 l
	 und
b
x das Minimum des ICP so gilt
b
x
 l
 
b
x f


ur 
 l
   
Zum Beweis siehe Fiacco und McCormick 
Zur Illustration der BarriereMethode betrachte man folgendes
Beispiel 
minimiere fx	  x
unter den Nebenbedingungen h

x	  x    und
h

x	   x  
Die entsprechend 	 konstruierte BarriereFunktion lautet
Bx j 	  fx	 

X
i
lnh
i
x		  x 

lnx 	  ln x	
	
 
F

ur die Parameterwerte      und  n

ahern sich die minima
len Funktionswerte und die Minimalstellen der entsprechenden Barriere
Funktionen Bx j  	 Bx j  	 und Bx j  	 der optimalen L

osung
des Ausgangsproblems f	   an siehe Abbildung 	
 BarriereVerfahren 
 




 

y
 
   h

  
  h

x
fx
Bx j 
Bx j  
Bx j 
Bx j  
Abbildung  Die BarriereFunktion f

ur verschiedene Parameter  und
die Zielfunktion fx	  x aus Beispiel 
Algorithmische Beschreibung
Algorithmisch l

at sich die BarriereMethode durch Algorithmus  be
schreiben
Algorithmus  BarriereMethod f h x
 
 x
 l
	
 fInitialisierungg
l   l
max
    

   
	
 w


ahle 
 
  
 fPr

ufe ob x
 
ein strikt zul

assiger Punkt ist dh h
i
x
 
	    ig
CheckFeasibility h x
 
	 
 repeat
a	 l  l   
b	 if l   then w

ahle   
 l
 
 l
 
c	 fBilde die neue	 BarriereFunktiong
Bx j 
 l
	  fx	 
 l
m
X
i
lnh
i
x		 
d	 fBestimme
b
x
 l
 das Minimum von Bx j 
 l
	g
b
x
 l
 min
x IR
n
Bx j 
 l
	 
  Mathematische und arithmetische Grundlagen
until k
b
x
 l

b
x
 l
k  	 or 
 l
 	 or l  l
max
	 
 return
b
x
 l
 
Bemerkung Zur Bestimmung des Minimums
b
x
 l
von Bx j 
 l
	 in Schritt
d mu die Nullstelle des Gradienten von Bx j 
 l
	 ermittelt werden
r
x
B
b
x
 l
j 
 l
	 rf
b
x
 l
	 
 l
n
X
i

h
i

b
x
 l
	
rh
i
 
Um die BarriereMethode anwenden zu k

onnen ist es notwendig eine
zul

assige Anfangsl

osung x
 


M
zu nden Dies kann aber bei manchen
Optimierungsproblemen zu einem gesonderten Problem f

uhren
 Methode der
Lagrangeschen Multiplikatoren
Die folgende Idee von J L Lagrange 	 hat eine fundamentale Bedeu
tung in der Optimierungstheorie erlangt 
Sei U eine beliebige Menge und seien f g  U   IR beliebige Funktionen
Die Suche nach einer Minimall

osung von f auf U unter der Nebenbedingung
x M mit M  fx  U j gx	  g kann durch folgenden Vorgang ersetzt
werden
Man nde ein   IR derart da das Minimum
b
x  U der unrestringier
ten Funktion fx	   gx	 in M liegt dh da
b
x die Gleichung g
b
x	  
erf

ullt Oenbar gilt dann f

ur alle x M die Ungleichung
f
b
x	  f
b
x	  g
b
x	  fx	  gx	  fx	 
Dieser Ansatz l

at sich unmittelbar auf mehrere Nebenbedingungen

uber
tragen und f

uhrt zu folgender hinreichenden Bedingung f

ur L

osungen re
stringierter Optimierungsprobleme vgl Denition 	
Lemma  Lagrangesches Lemma	 Sei f  U   IR g  g

        g
m
	 
U   IR
m
und M  fx  U j gx	  g ein Optimierungsproblem mit
Gleichungen als Nebenbedingungen equality constrained problem ECP
ECP
minimiere fx	
unter den Nebenbedingungen g
j
x	   j         m	
 Methode der Lagrangeschen Multiplikatoren 
Sei der Lagrangesche Multiplikator   

        
m
	
T
 IR
m
ein m
dimensionaler Vektor derart da ein
b
x  M eine Minimall


osung der La
grangeschen Funktion
Lx 	  fx	
m
X
j

j
g
j
x	
auf U ist
Dann ist
b
x eine Minimall


osung von f auf M 
Beweis F

ur x M gilt
f
b
x	  f
b
x	 
T
g
b
x	  fx	 
T
gx	  fx	 
 
Das Lagrangesche Lemma liefert eine allgemeine hinreichende Bedingung f

ur
Minimall

osungen restringierter Aufgaben die auch in Funktionenr

aumen
verwendbar ist Lagrange hat seine Methode bereits bei Variationsaufgaben
benutzt Bei der Verwendung des Lagrangeschen Lemmas im IR
m
beachte
man die folgende
Bemerkung Sei U eine Teilmenge des IR
n
und seien f  U   IR
g  g

        g
m
	  U   IR
m
dierenzierbar Nach dem Lagrangeschen
Lemma gilt es ein   IR
m
so zu nden da f

ur einen Punkt x 
x

        x
n
	  IR
n
gilt
i	 x erf

ullt die geforderten Nebenbedingungen dh
g
j
x	   f

ur j  f       mg   	
ii	 x ist eine globale Minimall

osung der Funktion
Lx 	  fx	
m
X
j

j
g
j
x	 
Eine notwendige Bedingung f

ur das Erf

ullen der Bedingung ii	 ist nach
Satz  rLx 	   Das f

uhrt zu den zus

atzlichen n Gleichungen
f
x
i
x	
m
X
j

j
g
x
i
x	   f

ur i  f        ng   	
  Mathematische und arithmetische Grundlagen
Mit 	 und 	 bekommt man ein System von n  m	 Gleichun
gen ia nichtlinear	 f

ur die nm	 Unbekannten x

        x
n
 

        
m
	
Aber durch das Aunden einer L

osung 
b
x

       
b
x
n

b


       
b

m
	 von 	
und 	 erh

alt man im Falle
b
x  U nur einen Kandidaten f

ur die Mini
mall

osung von f auf M  fx  U j gx	  g
Es bleibt noch zu pr

ufen ob 
b
x

       
b
x
n
	 eine Minimall

osung der Funk
tion Lx
b
	  fx	
P
m
j
b

j
g
j
x	 auf IR
n
ist
Ist die zu dem berechneten
b
 geh

orige Funktion Lx
b
	 konvex dann
ist siehe Korollar 	
b
x eine Minimall

osung von Lx
b
	 und mit dem
Lagrangeschen Lemma auch eine Minimall

osung von f auf M  Bei zweimal
stetig dierenzierbaren Funktionen garantiert die positive Denitheit von
r

L
b
x
b
	 da
b
x eine globale Minimalstelle von f auf M ist siehe Satz
	
Satz  Lagrangesche Multiplikatorenregel	 Sei U  IR
n
eine oene
Umgebung von
b
x und seien f  U   IR und g  g

        g
m
	  U   IR
m
aus
ECP stetig dierenzierbare Funktionen wobei m  n ist Hat die Funk
tion f aufM an der Stelle
b
x ein lokales Extremumund hat die JacobiMatrix
J
g

b
x	 vollen Rang so existiert ein
b
 derart da gilt
rL
b
x
b
	 

r
x
L
b
x
b
	
r

L
b
x
b
	




rf
b
x	

J
g

b
x	
	
T
b

g
b
x	

A
 
Zum Beweis siehe Walter 
Lineare Nebenbedingungen
Denition  Der hier zu behandelnde Spezialfall eines Optimierungs
problemsmit linearen Nebenbedingungen in Gleichungsform linear equality
constrained problem LECP	 ist deniert als
LECP	
minimiere fx	
unter den Nebenbedingungen gx	  Ax b  
wobei A eine mn	Matrix mit vollem Rang ist Zu beachten ist da die
Matrix A die JacobiMatrix J
g
x	 der linearen Nebenbedingungen gx	 
Ax b   ist
N  IR
 nmn
bezeichne eine Matrix deren Spalten eine Basis des Null
raumes von A bilden dh eine Basis des Unterraumes f

ur dessen Vektoren
p gilt Ap  
 Methode der Lagrangeschen Multiplikatoren 
Lemma  Notwendige Bedingungen daf


ur da
b
x eine lokale L


osung
von LECP ist sind
A
b
x b   Zul


assigkeit a	
rf
b
x	A
T
b
   f


ur ein bel
b
 Optimalit


at  Ordnung b	
N
T
r

f
b
x	 N   Optimalit


at  Ordnung c	
Hinreichende Optimalit


atsbedingung f


ur
b
x ist da a und b gel
ten und da N
T
r

f
b
x	 N positiv denit ist
Beweis Die Aussage des Lemmas folgt direkt aus der Anwendung des
Satzes  auf das LECP	  
Die Optimalit

atsbedingung  Ordnung besagt da der Gradient von f
an einem optimalen Punkt als Linearkombination der Spalten von A
T
darge
stellt werden kann dhrf
b
x	 liegt im Bildraum von A
T
 Der Lagrangesche
Multiplikator
b
 deniert die Koezienten dieser Linearkombination und ist
eindeutig falls A vollen Rang besitzt was bei der allgemeinen Denition
eines LP vorausgesetzt wird	
Die Lagrangesche Funktion f

ur das LECP	 lautet
Lx 	  fx	 
T
 Ax b	
wobei der Lagrangesche Multiplikator  ein mdimensionaler Vektor ist
Die Optimalit

atsbedingung rf
b
x	  A
T
b
   b	 l

at sich in
der Form interpretieren da der Gradient der Lagrangeschen Funktion
bez

uglich x verschwindet wenn  
b
 Diese Bedingung ist auerdem

aqui
valent zu der Aussage N
T
rf
b
x	   dh die Projektion des Gradienten
rf
b
x	 in den Nullraum von A verschwindet Die Optimalit

atsbedingung
 Ordnung b	 ist daher analog zu der Bedingung rf
b
x	   im unre
stringierten Fall zu sehen
Die gesuchten Werte
b
x und
b
 die die Zul

assigkeitsbedingung a	
und die Optimalit

atsbedingung b	 erf

ullen k

onnen durch das L

osen
des Gleichungssystems aus nm	 Gleichungen
rLx 	 

r
x
Lx 	
r

Lx 	



rfx	A
T

Ax b

 
unter Verwendung des NewtonVerfahrens siehe Abschnitt 	 bestimmt
werden Die Gleichungen besagen anschaulich da sowohl der Gradient der
Lagrangeschen Funktion bez

uglich x als auch der Vektor der Nebenbedin
gungen Ax b gleich Null sein sollen
  Mathematische und arithmetische Grundlagen

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Abbildung  Zur Lagrangeschen Multiplikatorenregel H

ohenlinien
der Zielfunktion fx	 f

ur verschiedene Funktionswerte 
und die Nebenbedingung gx	   zu Beispiel 
Beispiel  Bestimme den maximalen Funktionswert von fx	  x

x

unter der Nebenbedingung x

 x

  x   vgl Abbildung 	
Wendet man die Methode der Lagrangeschen Multiplikatoren auf das
Problem
minimiere fx	  x

x

unter den Nebenbedingungen gx	  x

 x

   
an so lautet die resultierende Lagrangesche Funktion
Lx 	  x

x

   x

 x

 	 
Zur L

osung des Problems bestimmt man eine Nullstelle des Gradienten von
Lx 	 Daf

ur ergibt sich das Gleichungssystem
rLx 	 

r
x
Lx 	
r

Lx 	




rfx	

J
g
x	
	
T

gx	

A






und man erh

alt
rL
b
x
b
	 

B

b
x


b

b
x

 
b

b
x

 
b
x



C
A
  
 KuhnTuckerBedingungen 	
Damit ist
b
x


b
 und
b
x

 
b

Durch Substitution in
b
x

 
b
x

    folgt 
b
 
b
  
b
 


und damit

b
x

b
x








und somit f
max
 f








 
 Kuhn
Tucker
Bedingungen
Die KuhnTuckerBedingungen erm

oglichen eine Verallgemeinerung der
klassischen Multiplikatorenmethode von Lagrange zur Bestimmung von Ex
trema unter Nebenbedingungen f

ur den Fall da die Nebenbedingungen
nicht nur Gleichungen sondern auch Ungleichungen enthalten Hierbei
betrachtet man das allgemeine Optimierungsproblem in der Standardform
	 wobei der zul

assige Bereich durch die Ungleichungen
g
j
x	   j         m	
gegeben ist
Gegeben seien die Lagrangesche Funktion L  IR
nm
  IR mit dem
Vektor der Lagrangeschen Multiplikatoren   

        
m
	
T
als
Lx 	  fx	
m
X
j

j
g
j
x	  fx	 
T
gx	
wobei g  g

        g
m
	  IR
n
  IR
m

Nun wird der Begri des Sattelpunktes einer Lagrangesche Funktion
eingef

uhrt
Denition 
 Ein Punkt 
b
x
b
	
T
 IR
nm
heit Sattelpunkt von L
wenn
L
b
x 	  L
b
x
b
	  Lx
b
	 x  IR
n
   IR
m

 	
mit
b
   gilt
Man kann nun folgenden Satz zeigen zum Beweis siehe Neumann 
Satz 
 Ist 
b
x
b
	 mit
b
   Sattelpunkt von L so ist
b
x eine opti
male L


osung des restringierten allgemeinen nichtlinearen Optimierungs
problems
F

ur die Umkehrung des Satzes  ben

otigt man die Konvexit

at des
Optimierungsproblems sowie die folgende sogenannte Slaterbedingung
  Mathematische und arithmetische Grundlagen
Ist g
j
nichtlinear so gibt es ein x

 IR
n
mit g
j
x

	   j         m	
Bei nichtlinearen Funktionen g

        g
m
impliziert die Slaterbedingung da
der zul

assige Bereich M innere Punkte enth

alt
Satz 
 Satz von Kuhn und Tucker	 Ist die Slaterbedingung erf


ullt so
ist
b
x genau dann optimale L


osung des konvexen allgemeinen Optimierungs
problems wenn L einen Sattelpunkt 
b
x
b
	 mit
b
   besitzt
Zum Beweis siehe 
Die Sattelpunktbedingung 	 stellt eine globale Bedingung f

ur die
Lagrangesche Funktion dar die im allgemeinen schwer nachpr

ufbar ist Sind
die Funktionen f g

        g
m
stetig dierenzierbar und konvex so l

at sich
die Sattelpunktbedingung in Satz  durch

aquivalente lokale Bedingun
gen ersetzen zum Beweis siehe 
Satz 
 Ist die Slaterbedingung erf


ullt und sind die Funktionen
f g

        g
m
stetig dierenzierbar und konvex so ist
b
x genau dann opti
male L


osung des beschr


ankten allgemeinen Optimierungsproblems wenn
die folgenden KuhnTuckerBedingungen gelten
rf
b
x	
m
X
j
b

j
rg
j

b
x	  
m
X
j
b

j
g
j

b
x	  
g
j

b
x	   j         m	
b
   
Beispiel 
 Man betrachte das allgemeine nichtlineare	 Optimie
rungsproblem
minimiere x

 	

 x


unter der Nebenbedingung x

 x

  
Die Funktionen f und g mit
fx

 x

	  x

 	

 x


und gx

 x

	  x

 x

 
 NewtonVerfahren und Verikation der Nullstelle 	
sind auf IR

konvex Mit
rfx	 

x

 
x


und rgx	 




lauten die KuhnTuckerBedingungen

b
x

 	 
b
  

b
x


b
  
b

b
x


b
x

 	  
b
x


b
x

   
b
   
F

ur    folgt aus den ersten beiden Gleichungen x

  x

  Dieser
Punkt erf

ullt jedoch nicht die Restriktion x

 x

    F

ur    folgt
aus der dritten Gleichung x

   x

und die beiden ersten Gleichungen
liefern x

 x

  Hieraus erh

alt man x

   und x

   Dieser
Punkt erf

ullt die Restriktion x

 x

   
b
x     	
T
und
b
   ist
also die optimale L

osung
 Newton
Verfahren und
Verikation der Nullstelle
Sei F  IR
n
  IR
n
eine stetig dierenzierbare Funktion und bezeichne J
F
die dazugeh

orige JacobiMatrix Das Problem der Nullstellenbestimmung
f

ur die Funktion F 
F x	    	
kann mit Hilfe eines Iterationsverfahrens der Form
x
 k
 x
 k
 
 k
#x
 k
gel

ost werden Der Skalar 
 k
ist ein positiver Parameter f

ur die Schritt
weitensteuerung
Denition 	 Ein spezielles Verfahren dieser Art stellt das Newton
Verfahren
x
 k
 x
 k
 
 k

J
F
x
 k
	
	

F x
 k
	  	
dar wobei

J
F
x
 k
	
	

die Inverse der JacobiMatrix bezeichnet
  Mathematische und arithmetische Grundlagen
Da das NewtonVerfahren vorteilhafte Konvergenzeigenschaften in der
N

ahe einer Nullstelle besitzt zeigt der folgende
Satz 	 Konvergenz des NewtonVerfahrens	 Gegeben sei eine Abbil
dung F  IR
n
  IR
n
 ein    und ein
b
x mit F 
b
x	   so da F in einer
Umgebung U
b
x 	 von
b
x dierenzierbar ist Weiterhin sei die Jacobi
Matrix J
F

b
x	 invertierbar
Dann existiert ein    so da f


ur ein x
 
 U
b
x 	 mit der Iteration
x
 k
 x
 k


J
F
x
 k
	
	

F x
 k
	
eine Folge fx
 k
g wohldeniert ist und gegen
b
x konvergiert Es gilt f


ur alle
k x
 k
 U
b
x 	
Falls x
 k
	
b
x f


ur alle k dann gilt dar


uber hinaus
lim
k	
jx
 k

b
xj
jx
 k

b
xj

 C C   konstant
dh die Folge fjx
 k

b
xjg konvergiert quadratisch
Zum Beweis siehe 
Die Eigenschaft des NewtonVerfahrens die Nullstelle einer dierenzier
baren Funktion zu bestimmen wird ausgenutzt um das Verfahren auf ein
unbeschr

anktes Optimierungsproblem anzuwenden Nach Satz  lautet
die notwendige Optimalit

atsbedingung  Ordnung f

ur eine Minimalstelle
b
x
der Funktion f 
rf
b
x	    	
Sei nun f eine auf IR
n
zweimal stetig dierenzierbare Funktion dh f 
C

 F

ur den Fall da f nur auf einer Teilmenge M  IR
n
dierenzierbar
ist gilt das folgende analog Um die Minimalstelle einer zweimal stetig
dierenzierbaren Funktion fx	 zu bestimmen ersetzt man die Funktion
F x	 in der Iterationsvorschrift des NewtonVerfahrens 	 durchrfx	
Denition 	 Allgemein hat das NewtonVerfahren f

ur reellwertige n
dimensionale unrestringierte Optimierungsprobleme dann die Form
x
 k
 x
 k
 
 k

r

fx
 k
	
	

rfx
 k
	
wobei vorausgesetzt wird da die Inversen der HesseMatrizen

r

fx
 k
	
	

existieren und da die NewtonKorrektur
#x
 k
 

r

fx
 k
	
	

rfx
 k
	
 NewtonVerfahren und Verikation der Nullstelle 	
eine Abstiegsrichtung dh #x
 k
rfx
 k
	  	 ist Die NewtonKorrektur
wird als L

osung des linearen Gleichungssystems
r

fx
 k
	#x
 k
 rfx
 k
	
bestimmt Allgemein wird eine solche Methode zur Nullstellenbestimmung
als GradientenMethode bezeichnet
Algorithmische Beschreibung
Der NewtonAlgorithmus kann in der folgenden Form dargestellt werden
Algorithmus 	 NewtonMethod f x
 
 x
 k
Err	
 fInitialisierungg
k   k
max
  Err 


No Error 
 repeat
a	 k  k   approx  false  
b	 fBestimme die NewtonKorrektur #x aus Denition g
lss aprx r

fx
 k
	rfx
 k
	#xErr	 
c	 fBestimme die neue Iterierte x
 k
g
x
 k
 x
 k
  #x 
d	 f

Uberpr

ufe den Grad der Verbesserung der N

aherungg
if kx
 k
 x
 k
k   then approx  true  
until approx or k  k
max
or Err 


No Error 
 return x
 k
 Err 
Die in Schritt b eingesetzte Prozedur lss aprx l

ost ein lineares Gleichungs
system mit einem beliebigen

ublichen N

aherungsverfahren Zur Beschrei
bung sei auf den PASCALXSC User%s Guide  verwiesen
 Anwendung des NewtonVerfahrens
auf die Lagrangesche Funktion
Gesucht sei das Minimum der Lagrangeschen Funktion vgl Abschnitt 	
Lx 	  fx	 
T
 gx	
  Mathematische und arithmetische Grundlagen
dh die L

osung f

ur
rLx 	 

r
x
Lx 	
r

Lx 	



rfx	 J
g
x	
gx	

    	
Die NewtonIteration zur L

osung dieses Systems wird deniert durch
x
 k
 x
 k
#x
 k


 k
 
 k
#
 k

wobei #x
 k
#
 k
	  IR
nm
durch die L

osung des Gleichungssystems
r

Lx
 k
 
 k
	

#x
 k
#
 k

 rLx
 k
 
 k
	  	
bestimmt wird Man erh

alt also
r

Lx
 k
 
 k
	 

H
 k
M
 kT
M
 k


 rLx
 k
 
 k
	 

r
x
Lx
 k
 
 k
	
gx
 k
	

mit
H
 k
r

xx
Lx
 k
 
 k
	 M
 k
 J
g
x
 k
	 
Das Gleichungssystem 	 hat dann die Form

H
 k
M
 kT
M
 k




#x
 k
#
 k

 

r
x
Lx
 k
 
 k
	
gx
 k
	

   	
 Veri	kation der Nullstelle des Gradienten
Da die exakte L

osung des Nullstellenproblems 	 ia weder berechenbar
noch im Maschinenzahlenformat darstellbar ist ist die numerische Bestim
mung einer Einschlieung der gesuchten L

osung von Interesse Die im fol
genden dargestellte aposteriori Methode geht von einer N

aherungsl

osung
e
x des Problems 	 aus und

uberpr

uft ob eine Umgebung x von
e
x
eine Nullstelle enth

alt Anstelle eines Bisektionsverfahren als aposteriori
Methode wird hier ein Verfahren verwandt das auf intervallanalytischen
Prinzipien und der FixpunktTheorie basiert Grundlegende Angaben zu
dieser Thematik nden sich in  und 
Unter der Voraussetzung da f  IR
n
  IR
n
auf x  I IR
n
zweimal
stetig dierenzierbar ist liefert die Zwischenwertform da f

ur alle x

 x


x gilt
 NewtonVerfahren und Verikation der Nullstelle 	
es existiert ein   

        
n
	 mit 
i
 x so da
rfx

	rfx

	 r

f	  x

 x

	
F

ur den folgenden Einschlieungssatz ben

otigt man das
Lemma 	 Seien x z  IIR
n
Intervallvektoren und sei B  IIR
nn
eine Intervallmatrix Falls gilt
z  Bx

 x
dann gilt f


ur alle Punktmatrizen B  B da der Spektralradius B	  
ist
Zum Beweis siehe 
Eine wesentliche Rolle bei Verikations und Einschlieungsverfahren
spielt der
Satz 	 Fixpunktsatz von Brouwer	 Jede stetige Selbstabbildung
f  IR
n
  IR
n
einer nichtleeren konvexen kompakten Menge x  IR
n
hat mindestens einen Fixpunkt in x
Zum Beweis siehe Heuser  S  
Wir wollen nun einen Satz angeben der sowohl die Existenz als auch
die Eindeutigkeit einer L

osung des Nullstellenproblems 	 garantiert und
dessen Voraussetzungen auf einem Rechner automatisch

uberpr

uft werden
k

onnen
Satz 	  Einschlieungssatz	 Seien ein Intervallvektor x  IIR
n
und
ein Vektor
e
x  x gegeben und sei die Funktion f  x  IR
n
zweimal stetig
dierenzierbar Wenn gilt
Nx	 
e
xR rf
e
x	 

I R r

fx	
	
 x

 x  	
f


ur eine gegebene Matrix R und eine Intervallauswertung der HesseMatrix
r

f


uber ganz x dann folgt
 die Matrix R und alle PunktHesseMatrizen r

f	 mit   x sind
nichtsingul


ar und
 der Gradient rf hat genau eine Nullstelle
b
x in x
  Mathematische und arithmetische Grundlagen
Beweis Angenommen nx	  x  R  rfx	 sei auf x stetig Da f
zweimal stetig dierenzierbar ist existiert nach dem Zwischenwertsatz f

ur
die Vektoren x
e
x  x eine Punktmatrix r

f	 mit   x f

ur die gilt
nx	  xR

rf
e
x	 r

f	  x
e
x	
	

e
xR rf
e
x	 

I R r

f	
	
 x
e
x	  Nx	 
Satz  liefert hierf

ur die Existenz eines Fixpunktes
b
x der Funktion n in
x Mit Lemma  folgt weiterhin da alle Punktmatrizen B 

I R 
r

fx	
	
nichtsingul

ar sind Aus der Betrachtung der Eigenwerte aller
Matrizen B folgt sofort da auch die Matrix R sowie alle Punktmatrizen
r

f	 r

fx	 mit   x nichtsingul

ar sind Somit folgt aus
b
x  n
b
x	 
b
xR rf
b
x	
da der Gradient rf an der Stelle
b
x eine Nullstelle hat Sei
b
y eine weitere
Nullstelle von rf in x Dann existiert nach dem Zwischenwertsatz eine
Punktmatrixr

f	 r

fx	 f

ur die gilt rf
b
y	 rf
b
x	 r

f	
b
x
b
y	 Aus der NichtSingularit

at von r

f	 folgt aber
b
x 
b
y  
Nach den Voraussetzungen des Einschlieungssatzes  kann die Ma
trix R  IR
nn
beliebig gew

ahlt werden Es ist allerdings oensichtlich
da die Bedingung 	 um so eher erf

ullt sein wird je n

aher R an der
Inversen der HesseMatrix

r

f
e
x	
	

liegt
Da der Satz  auch auf dem Rechner anwendbar ist zeigt das
Korollar 	 Defekteinschlieung	 Seien u aus dem Raum der Maschi
nenintervallvektoren V IR und
e
x  u aus dem Raum der Maschinenvekto
ren V R gegeben und sei f 
e
x

 



u	  IR
n
zweimal stetig dierenzier
bar Wenn gilt
N
 
u	  R

 rf
 

e
x	 


I R r

f
 

e
x

 



u		
	

 u

 u
 	
f


ur eine gegebene Matrix R und eine Maschinenintervallauswertung der
HesseMatrix r

f
 


uber ganz
e
x

 



u	 dann folgt
 die Matrix R und alle PunktHesseMatrizen r

f	  r

f
 

e
x






u		 sind nichtsingul


ar und
 der Gradient rf hat genau eine Nullstelle
b
x in
e
x

 u
 NewtonVerfahren und Verikation der Nullstelle 	
Beweis Im Unterschied zu Satz  mu der Intervallvektor x  IIR
n
durch
e
x

 u ersetzt werden Auerdem ist zu ber

ucksichtigen da Satz
 weiterhin gilt wenn Nx	 durch eine ObermengeN
 
x	 ersetzt wird
vgl Abschnitt 	 solange die Bedingung N
 
x	

 x erf

ullt bleibt  
Bemerkung
 Wenn es gelingt die Bedingung 	 auf einem Rechner nach
zupr

ufen kann ein Verfahren angeben werden das die Existenz und
die Eindeutigkeit der Nullstelle des Gradientenrf garantiert Zudem
wird als Ergebnis des Verfahrens ein Intervall
e
x

 u angegeben in
dem die L

osung
b
x liegt dh man hat mit dem Durchmesser des Inter
valls gleichzeitig sogar eine garantierte verizierte Fehlerabsch

atzung
der berechneten L

osung zur Verf

ugung
 Der sogenannte Verikationsschritt dh die Berechnung von N
 
u	
und die

Uberpr

ufung der Inklusionsbedingung 	 wird in einer
Schleife durchgef

uhrt da die Inklusionsbedingung die auch als Ab
bruchbedingung f

ur diese Schleife herangezogen wird durchaus erst
nach einigen Iterationen erf

ullt sein kann
 In den Schritten  und d des folgenden Algorithmus wird das im Ite
rationsproze bendliche Intervall etwas vergr

oert was im weiteren
als Aufbl

ahung bezeichnet wird Die Aufbl

ahung f

ur ein reelles
Gleitpunktintervall x  IR ist als
x   

x     dx	 falls dx	 	 
x  x
min
 x
min
 sonst
deniert wobei  eine positive reelle Zahl ist dx	 den Durchmesser
des Intervalls x bezeichnet und x
min
die kleinste positive darstell
bare Maschinenzahl des zugrundeliegenden Maschinenzahlsystems R
ist Da die Startn

aherung ia nicht die exakte L

osung des Optimie
rungsproblems enth

alt und der Iterationsproze sich m

oglicherweise
der L

osung immer st

arker ann

ahert ohne sie tats

achlich zu erreichen
kann zu dem Hilfsmittel der Aufbl

ahung gegrien werden um die
Erfolgsaussichten des Verfahrens zu erh

ohen Vor dem Start eines
neuen Iterationsschrittes wird die aktuelle Iterierte etwas aufgebl

aht
so da der Algorithmus
u
 k
 N
 
u
 k
	
  Mathematische und arithmetische Grundlagen
abgewandelt wird in
u
 k
 u
 k
 
u
 k
 N
 
u
 k
	
Zur Illustration der Prinzips siehe auch  Seiten  und  
Algorithmische Beschreibung
Das Vorstehende f

uhrt auf das folgende Verfahren zur Verikation der
Nullstelle der Gradienten einer zweimal stetig dierenzierbaren Funktion
f  IR
n
  IR
n
und kann in der hier angegebenen algorithmischen Form
dargestellt werden
Algorithmus 	 Verication f
e
x xunique
 fInitialisierungg
k   k
max
  Err  No Error
 
u
 
 

   h  R

 rf
 

e
x	 
 repeat
a	 k  k   
b	 fBestimme den Verikationsschritt aus Denition g
u
 k
 h



I R r

f
 

e
x

 



u
 k
		
	

 u
 k
 
c	 f

Uberpr

ufe die Existenz und Eindeutigkeit der Nullstelleg
unique  u
 k

 u
 k
 
d	 if not unique
fF

uhre eine Aufbl

ahung durch um die Inkusion img
fn

achsten Schritt zu erreichen g
u
 k
 u
 k
  
until unique or k  k
max
 
 return x 
e
x u
 k
 unique 
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 Terminologie der Theorie des
Simplex
Algorithmus
Die in Kapitel  folgende Diskussion der InnerePunktMethode als
L

osungsverfahren f

ur lineare Optimierungsprobleme wird zeigen da dieses
asymptotische Verfahren nicht in der Lage ist mit einer endlichen Anzahl
an Iterationsschritten die exakte L

osung eines LP	 zu bestimmen Durch
das Mitverwenden der Strategie der BarriereMethode wird ausgehend von
einem strikt zul

assigen inneren	 Startpunkt in jedem Iterationsschritt ein
neuer ebenfalls strikt zul

assiger Punkt generiert Ein zentraler Satz der
linearen Optimierungstheorie su	 besagt aber da im Falle der Existenz
einer optimalen L

osung eines gegebenen
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
und x 


A  IR
mn
 b  IR
m
 c x  IR
n
	 ein optimaler L

osungsvektor h

ochstens m
von Null verschiedene Komponenten besitzt Geometrisch betrachtet ent
spricht jeder zul

assige Punkt mit maximalm von Null verschiedenen Kom
ponenten einer Ecke des durch die Nebenbedingungen des LP	 denierten
konvexen Polyeders M  fx  IR
n
j Ax  b x 

g Hierdurch wird klar
da die exakte L

osung des LP	 immer ein Randpunkt ist Im Gegensatz
zur unbeschr

ankten Iterationszahl bei InnerePunktVerfahren steht nun die
Tatsache da die Anzahl dieser Eckpunkte 
n
m
	 
n

m
 nm

betr

agt und da
mit endlich ist Auf diesen Aussagen basiert das von Dantzig entwickelte
SimplexVerfahren das die Eckpunkte nacheinander auf Optimalit

at hin

uberpr

uft F

ur eine vollst

andige Erl

auterung dieser Zusammenh

ange sei
auf die einf

uhrenden Werke von Collatz und Wetterling  oder Morlock
und Neumann  verwiesen
L

osungen des Gleichungssystems Ax  b bei denen genau n  m
Komponenten des Vektors x gleich Null sind k

onnen durch eine Zerle
gung der rechteckigen Matrix A die aus den Spaltenvektoren a

        a
n
	
besteht in zwei Teilmatrizen A
B
und A
N
beschrieben werden A
B

a

 
        a

m
	 ist dabei eine nichtsingul

are m  m Teilmatrix mit den
Spaltenvektoren a

i
der Matrix A und A
N
 a

 
        a

n m
	 ist die
m nm	 Teilmatrix bestehend aus den

ubrigen Spalten der Matrix A
Denition  Die Indexmenge B  f

        
m
g  f        ng die die
nichtsingul

are quadratische Matrix A
B
bestimmt heit BasisIndexmenge
  Mathematische und arithmetische Grundlagen
des LP	 Die Indexmenge N  f	

        	
nm
g  f        ng nB wird als
NichtBasisIndexmenge bezeichnet
F

ur eine gegebene Zerlegung B und N kann das lineare Gleichungssy
stem Ax  b in der Form
A
B
 x
B
A
N
 x
N
 b  	
dargestellt werden wobei x  x
B
 x
N
	
T
der analog zerlegte L

osungsvektor
ist Multipliziert man die Gleichung 	 mit der Inversen A

B
 so erh

alt
man
x
B
 A

B
 bH  x
N
mit H  A

B
A
N
 
Zerlegt man c  c
B
 c
N
	
T
entsprechend so kann die Zielfunktion in der
Form
c
T
x  c
T
B
 x
B
 c
T
N
 x
N
 c
T
B
 A

B
 bH  x
N
	  c
T
N
 x
N
 c
T
B
A

B
 b c
T
B
H  c
T
N
	  x
N
 
angegeben werden Daraus folgt f

ur z  z
B
 z
N
	
T
c
T
x  c
T
B
A

B
b z
T
N
 x
N
mit z
N
 H
T
 c
B
 c
N
   	
Das heit da sowohl diem Variablen x
B
als auch der Wert der Zielfunktion
durch die n m Komponenten des Vektors x
N
bestimmt sind
Denition  Eine BasisL

osung bez

uglich der BasisIndexmenge B	
ist eine L

osung x bez

uglich der Nebenbedingungen Ax  b aus LP	 deren
nm Komponenten x
N
gleich Null sind
x  x
B
 x
N
	
T
mit x
B
 A

B
 b und x
N
  
Gilt zus

atzlich x   dh x
B
 A

B
b  	 dann heit x M eine zul

assige
BasisL

osung Der Wert der Zielfunktion ist dann f  c
T
x  c
T
B
A

B
b Der
Vektor z
N
aus 	 heit der Vektor der reduzierten oder relativen Kosten
da er angibt wie stark die Zielfunktion von x
N
abh

angt
Liefert fx	 eine Minimall

osung f

ur das LP	 so heit x eine zul

assige op
timale BasisL

osung
Es gilt nun der oben erw

ahnte
Satz  Fundamentalsatz der linearen Optimierung	 Gegeben sei ein
lineares Optimierungsproblem LP in Standardform wobei A eine mn	
Matrix vom Rang m ist Dann gilt
 Terminologie der Theorie des SimplexAlgorithmus 
i Falls es eine zul


assige L


osung gibt so existiert auch eine zul


assige
BasisL


osung
ii Falls es eine zul


assige optimale L


osung gibt so existiert auch eine
zul


assige optimale BasisL


osung
Zum Beweis siehe Luenberger 
Kapitel 
InnerePunktMethoden und
Ergebnisverikation
 Karmarkar
Algorithmus
 Beschreibung
Das  von Karmarkar entwickelte Projektionsverfahren  auch Kar
markarAlgorithmus genannt basiert auf einem linearen Optimierungspro
blem der Form
KarP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  
e
T
x  
x  
wobei A eine reelle m  n	Matrix ist c und x  IR
n
und e ein n
dimensionaler Vektor mit  in allen Komponenten ist Weiterhin nimmt
Karmarkar an da f

ur die optimale L

osung &x von KarP	 der Zielfunkti
onswert f&x	   ist
Da KarP	 nicht der Standardform eines linearen Optimierungsproblems
LP	 vgl Denition 	 entspricht zeigte Karmarkar da jedes LP	 in
die Form KarP	 transformiert werden kann 
Zur folgenden Kurzbeschreibung vergleiche zB Richter  Der Kar
markarAlgorithmus startet an einer Anfangsn

aherung x
 
der L

osung von
KarP	 f

ur die Ax
 
  e
T
x
 
  und x
 
  gilt Der Algorith
mus bewegt sich mit Hilfe von projektiven Transformationen zu einer neuen
N

aherung x
 

 KarmarkarAlgorithmus 
Sei T x	 
 X


 
x
e
T
 X


 
x
mit der Diagonalmatrix X
 
 deren Diagonalele
mente die Komponenten von x
 
sind eine projektive Transformation die
x
 
in

n
 e abbildet Die Matrix B sei deniert als


AX
 
e
T

und der
Vektor   IR
n
sei deniert als
  

I B
T
BB
T
	

B
	
X
 
c  	
wobei der positive Parameter  die Schrittweite steuert Ein neuer Punkt
  IR
n
wird dann bestimmt durch
 

n
e 
und die neue N

aherung x
 
erh

alt man durch die Inverse der projektiven
Transformation T

	 die deniert ist als
x
 
 T

	 
X
 

e
T
X
 

 
Karmarkar zeigt da bei einer geeigneten Wahl von  in 	 in
On
	
K	 Iterationen eine N

aherungsl

osung "x bestimmt wird f

ur die
f"x	  
K
fx
 
	 gilt wobei
K 
m
X
i
n
X
j
d logja
ij
j 	  e  	
mit a
i
 b
i
und a
j
 c
j
 der Zahl der notwendigen Bits entspricht die
f

ur die Darstellung der Komponenten von A b und c ben

otigt werden 
Die Bezeichnung de steht f

ur den ganzzahligen Anteil des eingeklammerten
reellen Ausdrucks
Um die Komplexit

at seines Algorithmus zu beweisen f

uhrte Karmarkar
die Potentialfunktion
px	  lnfx		
n
X
j
lnx
j
	
ein Er zeigt da die Potentialfunktion bei einer geeigneten Wahl des Para
meters  zumindestens um einen konstanten Wert in jedem Iterationsschritt
reduziert wird Dies liefert die gew

unschte Aussage

uber die Komplexit

at
des Verfahrens vgl 	 Allerdings erwies sich die von Karmarkar in seiner
  InnerePunktMethoden und Ergebnisverikation
ersten Ver

oentlichung vorgeschlagene Wahl des Parameters  in der Praxis
und insbesondere im Vergleich zum SimplexAlgorithmus	 als ungeeignet
da sie in allen F

allen zur maximal m

oglichen Anzahl an Iterationen f

uhrte
Wesentlich ist die Tatsache da das Projektionsverfahren von Karmar
kar als ein beschr

anktes NewtonVerfahren bez

uglich der Potentialfunktion
px	 hergeleitet werden kann Dies f

uhrt zu den in den folgenden Abschnit
ten beschriebenen Herleitungen des KarmarkarAlgorithmus mit Hilfe all
gemeiner logarithmischer BarriereMethoden
Bei der Verwendung des urspr

unglichen Algorithmus stellte insbeson
dere die Konvertierung eines linearen Optimierungsproblems in Standard
form LP	 in die homogene Form Karmarkars KarP	 eine Schwierigkeit
dar Karmarkars Vorschlag f

uhrte auf eine Verdoppelung der Dimension
der Nebenbedingungsmatrix A
 
 
 
 





E
E
E
E
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J
J
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X
X
X
X 



h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h


a
a
a
r
q
q
q
b
x
x
 k
x
 k
x
 
M
c
T
x
Abbildung  Graphische Darstellung des KarmarkarAlgorithmus
 Illustration
Der Iterationsproze des KarmarkarAlgorithmus f

uhrt durch das Innere des
zul

assigen Bereiches M vgl Abbildung 	 Ausgehend von einem strikt
zul

assigen Punkt x
 

o
M
springt der Iterationsproze f

ur einen ia rela
 KarmarkarAlgorithmus 
tiv groen Startwert des BarriereParameters in Richtung des analytischen
Zentrums des zul

assigen Bereiches und n

ahert sich dann asymptotisch der
optimalen L

osung
b
x

 Aufwandsabsch

atzung
Der SimplexAlgorithmus besticht unver

andert durch seine Ezienz und
Zuverl

assigkeit bei kleinen zT aber auch bei mittleren und gr

oeren An
wendungen den sogenannten


realworldProblemen Zur Probleml

osung
wird hierbei h

aug nur ein kleines Vielfaches 	 der Problemdimension
an Iterationsschritten ben

otigt Da die Zahl der Ecken eines beliebigen LP	
endlich ist konvergiert das SimplexVerfahren unter relativ schwachen Vor
aussetzungen garantiert Nachteilig wirkt sich hingegen die Tatsache aus
da die Zahl der Ecken exponentiell mit der Dimension des Problems w

achst
Ein typisches Beispiel ist der


gedrehte Quader ein Beispiel von Klee und
Minty  der ein LP	 mit n Unbekannten und n Ungleichungen als Ne
benbedingungen bestimmt Der StandardAlgorithmus sucht im Laufe des
Iterationsprozesses alle 
n
Ecken auf Die


worstcase Komplexit

at des
SimplexAlgorithmus ist somit exponentiell abh

angig von der Dimension
des Problems Da dieser Fall in der Praxis nur sehr selten eintritt ist ein
bislang ungekl

artes Ph

anomen
Der KarmarkarAlgorithmus stellt nach einer Reihe von weniger erfolg
reichen Versuchen die erste L

osungsstrategie dar deren Komplexit

at poly
nomial begrenzt ist und die auch im praktischen Einsatz mit dem Simplex
Algorithmus konkurrieren kann Im Vergleich erreicht diese InnerePunkt
Methode einen Beschleunigungsfaktor von ca  gegen

uber dem traditio
nellen SimplexAlgorithmus bei zahlreichen komplexen Anwendungen
Bei Problemgr

oen kleiner Dimension n  	 beh

alt das Simplex
Verfahren noch in den meisten F

allen einen Vorteil da der Rechenaufwand
h

aug nur bei On	 liegt w

ahrend der KarmarkarAlgorithmus durch den
problemabh

angigen Wert K aus 	 der ia wesentlich gr

oer als n ist
bestimmt wird Bei mittleren Problemdimensionen   n  	 keh
ren sich diese Verh

altnisse imDurchschnitt bereits um da hier der Aufwand
den der SimplexAlgorithmus ben

otigt in der Regel quadratisch ansteigt
wohingegen der Aufwand des KarmarkarAlgorithmus mit OK	 quasi un
ver

andert bleibt Bei groen linearen Optimierungsproblemen n  	
erweist sich Karmarkar als deutlich

uberlegen mit einem Aufwand von
On
	
K	 gegen

uber beobachteten On

	 bis On
	
	 f

ur den Simplex Diese
Vergleiche werden in Abbildung  nochmals zusammengestellt
  InnerePunktMethoden und Ergebnisverikation
Vergleichkriterium Simplex Karmarkar
Autor G Dantzig 	 N Karmarkar 	
Aufwand bzgl Problem
dimension n Durchschnitt Durchschnitt
n   On	 OK	
  n    On

	 OK	
n    On

	 On

K	
worst case O
n
	 On
	
K	
Konvergenz ia garantiert asymptotisch
behandelbare linear linear
Problemklassen nichtlinear	 konvex
kombinatorisch
Abbildung  Vergleich von Simplex und KarmarkarAlgorithmus
Mit K aus 	
Auf Grund der

Aquivalenz zwischen dem KarmarkarAlgorithmus und
den klassischen BarriereVerfahren ist es m

oglich dieses Verfahren im Ge
gensatz zum SimplexAlgorithmus auch auf nichtlineare Optimierungspro
bleme anzuwenden Der zentrale Gedanke der InnerePunktMethoden ist
die Konstruktion einer stetig von einem Parameter abh

angenden Folge von
N

aherungsl

osungen die asymptotisch gegen die exakte L

osung konvergiert
W

ahrend sich der Parameter seinem Grenzwert n

ahert beschreibt die Folge
der N

aherungen einen glatten Graphen dessen geometrische Eigenschaften
analysierbar sind
 Primale Innere
Punkt
Methode
Die primale InnerePunktMethode bezeichnet eine Kombination aus Barri
ereVerfahren Lagrangescher Multiplikatorenregel und NewtonVerfahren
die einen zum KarmarkarAlgorithmus

aquivalenten L

osungsansatz f

ur li
neare Optimierungsprobleme darstellt
Man geht von einem linearen Optimierungsproblem in Standardform
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
x  
 Primale InnerePunktMethode 
aus das folgende Bedingungen erf

ullt
i	 es existieren innere Punkte x 
o
M
 dh die Menge M der Punkte x
f

ur die gilt Ax  b und x   ist nicht leer und
ii	 A  IR
mn
hat vollen Rang
Mit Hilfe der BarriereMethode vgl Abschnitt 	 wird das f

ur    

aquivalente	 Problem ohne Ungleichungen in den Nebenbedingungen gebil
det Die NichtNegativit

atsbedingungen x   aus LP	 werden durch den
BarriereTerm 
P
n
i
lnx
i
	 in die Zielfunktion fx	 aufgenommen und
man erh

alt das nur noch durch lineare Nebenbedingungen in Gleichungs
form beschr

ankte LECP	
minimiere Bx j 	  c
T
x 
n
X
i
lnx
i
	
unter den Nebenbedingungen Ax  b 
 	
Die Nebenbedingungen in Gleichungsform Ax  b  Ax  b   werden
eliminiert indem man die unbeschr

ankte Lagrangesche Funktion f

ur das
Problem 	 konstruiert vgl Abschnitt 	
Lx y j 	  c
T
x 
n
X
i
lnx
i
	 y
T
Ax b	  	
wobei y  IR
m
der Vektor der Lagrangeschen Multiplikatoren ist Nach
Lemma  gilt da f

ur eine Minimalstelle &x &y	 von 	 der Vektor &x
Minimall

osung des LECP	 	 und damit hier auch des LP	 ist Die Op
timalit

atsbedingungen  Ordnung f

ur den hier zu behandelnden Spezialfall
eines Optimierungsproblemsmit linearen Nebenbedingungen in Gleichungs
form 	 lautet dann nach Lemma 
rLx y j 	 

r
x
L
r
y
L



c X

eA
T
y
Ax b

    	
wobei X eine Diagonalmatrix ist deren Diagonalelemente die Variablen x
i
sind und e   ein entsprechend dimensionierter Vektor ist
Ausgehend von der Hessematrix
r

Lx y j 	 

r

xx
L r

xy
L	
T
r

yx
L 

  InnerePunktMethoden und Ergebnisverikation
mit
r

xx
Lx y j 	  X

 und
r

xy
Lx y j 	  r

yx
Lx y j 	  A 
erh

alt man ein m  n	dimensionales lineares Gleichungssystem zur Be
stimmung der NewtonKorrektur vgl Anwendung des NewtonVerfahrens
auf die Lagrangesche Funktion 		

X
 k
	

A
T
A 



#x
 k
#y
 k

 

c X
 k
	

eA
T
y
 k
Ax
 k
 b

 
Unter der Annahme da x
 k
ein innerer Punkt des zul

assigen Bereiches ist
dh x
 k
  und Ax
 k
 b f

ur k         	 kann dies umgeformt werden
in

X
 k
	

A
T
A 



#x
 k
#y
 k

 

c X
 k
	

eA
T
y
 k


 
F

uhrt man y
 k
 y
 k
 #y
 k
als neue Variable ein so kann das Glei
chungssystem in die Form

X
 k
	

A
T
A 



#x
 k
y
 k



c X
 k
	

e


 	
gebracht werden
Da die Hessematrixr

xx
L  X
 k
	

wegen der Voraussetzung x
 k
 
f

ur k         	 nichtsingul

ar ist kann die  Teilgleichung aus 	 mit
r

xx
L	



	
X
 k
	

multipliziert werden so da man die Gleichungen
#x
 k



X
 k
	


A
T
y
 k
 c X
 k
	

e
	
bzw a	
#x
 k
 x
 k



X
 k
	

A
T
y
 k
 c	 b	
erh

alt Der Lagrangesche Multiplikator y
 k
wird bestimmt indem die
 Teilgleichung aus 	 mit AX
 k
	

multipliziert wird und die Voraus
setzung Ax
 k
 Ax
 k
 #x
 k
	  b  A#x
 k
  f

ur k         	
ausgenutzt wird
AX
 k
	

A
T
y
 k
 AX
 k
	

c AX
 k
e  AX
 k
X
 k
c e	   	
 Primale InnerePunktMethode 
Da A nach Voraussetzung ii	 vollen Rang hat und x
 k
	  ist ist die
Matrix AX
 k
	

A
T
positiv denit  L

ost man 	 nach y
 k
auf und
setzt dies in a	 ein so erh

alt man
#x
 k
 


X
 k
PX
 k
cX
 k
Pe  	
mit
P  I X
 k
A
T

AX
 k
X
 k
A
T
	

AX
 k
  	
so da die neue Iterierte x
 k
bestimmt wird als
x
 k
 x
 k
 
 k
#x
 k
 	
f

ur einen geeigneten Schrittweitenparameter 
 k
 Entsprechend der in Ab
schnitt  beschriebenen BarriereMethode wird f

ur den n

achsten Iterati
onsschritt der BarriereParameter 
 k
auf 
 k
 
 k
 mit     
reduziert und so der Algorithmus fortgef

uhrt
Die

Aquivalenz zwischen der NewtonKorrektur 	 zur Bestimmung
der Abstiegsrichtung und dem Richtungsvektor  des KarmarkarAlgorith
mus 	 wird von Gill et al  mit folgendem Satz gezeigt
Satz  Wird der nachfolgend beschriebene primale NewtonBarriere
Algorithmus vgl Algorithmus  mit der Abstiegsrichtung  auf ein
lineares Optimierungsproblem in Karmarkars Form KarP angewandt so
existiert f


ur jeden Iterationsschritt ein  so da  und  identisch
sind
Mit Hilfe dieses Satzes ist der Nachweis gegeben da der Karmarkar
Algorithmus ein Spezialfall der allgemeinen logarithmischen BarriereMe
thoden ist die in diesem Abschnitt als die primale InnerePunktMethode
bezeichnet wurde
Algorithmische Beschreibung
Eine algorithmische Darstellung der primalen InnerePunktMethode bein
haltet eine



auere und eine


innere Iteration In der

aueren Iteration
Iterationsindex l	 wird der BarriereParameter  sukzessive verkleinert
w

ahrend in der inneren Iteration Index k	 der NewtonAlgorithmus ver
wandt wird um das Minimum des aktuellen BarriereProblems dh der
Lagrangeschen BarriereFunktion 	 anzun

ahern
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Algorithmus  PrimalNewtonBarriereMethod cA b x
 
 &x
 l
	
 fInitialisierungg
l   l
max
    

   
	
 w


ahle 
 
  
 fPr

ufe ob x
 
ein strikt zul

assiger Punkt ist dhg
fx
 
  und Ax
 
 b g
CheckFeasibility A b x
 
	 
 fStarte die BarriereIteration vgl Algorithmus 	g
repeat fBarriereIteration mit Index lg
a	 l  l   k   
b	 if l   then w

ahle   
 l
 
 l
 
c	 fBilde die neue	 Lagrangesche BarriereFunktiong
Lx y j 
 l
	  c
T
x 
 l
P
n
i
lnx
i
	 y
T
Ax b	 
d	 fBestimme &x
 l
 &y
 l
	
T
 das Minimum von Lx y j 
 l
	 mitg
fdem NewtonVerfahren vgl Algorithmus 	 g
NewtonMethod L x
 l
 y
 l
	 x
 lk
 y
 lk
	Err	 
e	 &x
 l
 x
 kl
 &y
 l
 y
 kl
 
until k&x
 l
 &x
 l
k  	 or 
 l
 	 or l  l
max
 
 return &x
 l
 
F

ur die in Schritt  verwandte Prozedur CheckFeasibility zur

Uberpr

ufung
der Zul

assigkeit der Startl

osung wird auf die Beschreibung in Abschnitt
 verwiesen
 Primal
duale Innere
Punkt
Methode

 Dualit

atss

atze
Einer Minimierungsaufgabe der linearen Optimierung LP	 kann eine duale
Maximierungsaufgabe zugeordnet werden  Der Zusammenhang zwi
schen primalem und dualem Problem kann f

ur die Bestimmung eines nume
risch

uberpr

ufbaren Kriteriums f

ur die Qualit

at der L

osung genutzt werden
Gegeben seien das primale Optimierungsproblem
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
x  
 Primalduale InnerePunktMethode 
und das dazu duale Optimierungsproblem
DP%	
maximiere gy	  b
T
y
unter den Nebenbedingungen A
T
y  c
Es ist zu beachten da DP%	 nicht vorzeichenbeschr

ankt ist
Denition  Durch die Einf

uhrung von Schlupfvariablen z
i
 i 
        n	 in DP%	 erh

alt man das zu DP%	

aquivalente duale Optimierungs
problem in Standardform
DP	
maximiere gy	  b
T
y
unter den Nebenbedingungen A
T
y  z  c
z   
Es gelten nun die folgenden Dualit

atss

atze
Satz  Ist x zul


assiger Punkt des LP und y zul


assiger Punkt des
DP so gilt
fx	  gy	 
Satz  Das LP besitzt genau dann eine endliche L


osung wenn das
DP eine L


osung besitzt Die Extremwerte beider Probleme sind wenn sie
existieren identisch dh f&x	  g&y	
Satz  Besitzen beide Optimierungsprobleme das LP und das DP
zul


assige Punkte so besitzen auch beide Probleme Optimall


osungen
Zum Beweis siehe Collatz und Wetterling 
Aus den S

atzen  und  folgt da man eine beidseitige Ein
schlieung des Optimalwertes f&x	  g&y	 durch das Paar aus primalem
und dualem Optimierungsproblem erh

alt
gy
 k
	  g&	  f&x	  fx
 k
	 k         	
Dies f

uhrt zu der Idee LP	 und DP	 simultan zu l

osen da so in jedem
Schritt des Iterationsprozesses eine Einschlieung des tats

achlichen Opti
malwertes geliefert wird

uber deren Durchmesser eine Absch

atzung der
Qualit

at der L

osung m

oglich ist
Denition  Der Abstand der Zielfunktionswerte eines zul

assigen
Punktes des primalen Problems x
 k
und eines zul

assigen Punktes des dualen
Problems y
 k
wird als
gap
 k
 fx
 k
	 gy
 k
	
deniert und mit Dualit

atsl

ucke bezeichnet
  InnerePunktMethoden und Ergebnisverikation

 System aus primalem und dualem Optimie
rungsproblem
Betrachtet wird nun das Paar aus primalem und dualem Programm in Stan
dardform
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
x  
und
DP	
maximiere gy	  b
T
y
unter den Nebenbedingungen A
T
y  z  c
z  
das folgende Bedingungen erf

ullt
i	 es existieren strikt innere Punkte f

ur das LP dh die Menge der
Punkte x f

ur die gilt Ax  b und x   ist nicht leer
ii	 es existieren strikt innere Punkte f

ur das DP dh die Menge der
Punkte y z	 f

ur die gilt A
T
y  z  c und z   ist nicht leer und
iii	 A  IR
mn
hat vollen Rang
Die entsprechenden logarithmischen BarriereFunktionen lauten analog
zum primalen Fall 		
minimiere B
LP
x j 	  c
T
x 
P
n
i
lnx
i
	
unter den Nebenbedingungen Ax  b 
und
maximiere B
DP
y z j 	  b
T
y  
P
n
i
lnz
i
	
unter den Nebenbedingungen A
T
y  z  c 
Die unbeschr

ankten Lagrangeschen Funktionen sind dann analog zu 		
L
LP
x y j 	  c
T
x 
n
X
i
lnx
i
	 y
T
Ax b	 a	
L
DP
x y z j 	  b
T
y  
n
X
i
lnz
i
	 x
T
A
T
y  z  c	  b	
 Primalduale InnerePunktMethode 
Es bezeichnen X und Z Diagonalmatrizen deren Diagonalelemente die
Komponenten der Vektoren x und z sind Durch die Berechnung aller
partieller Ableitungen die gleich Null gesetzt werden erh

alt man zun

achst
vgl 		
r
x
L
LP
x y j 	  c  X

eA
T
y
r
y
L
LP
x y j 	  Ax b
r
x
L
DP
x y z j 	  A
T
y  z  c	
r
y
L
DP
x y z j 	  bAx
r
z
L
DP
x y z j 	  Z

eXe 
Durch einige algebraische Umformungen von
c X

eA
T
y   jr
x
L
DP
 A
T
y  z  c
c X

e z  c  
Z

eXe   jr
z
L
DP
X

e z  
bzw aufgrund von Dublizit

at ergeben sich drei Gleichungssysteme
Ax  b x   a	
A
T
y  z  c z   b	
XZe  e  c	
Die Bedingungen a	 und b	 geben die

ubliche primale und duale
Zul

assigkeit an und c	 entspricht f

ur     der Dualit

atsl

ucke
gap  fx	 gy	
 c
T
x b
T
y
 A
T
y  z	
T
x Ax	
T
y
 z
T
x 
Dieses Gesamtsystem entspricht der Optimalit

atsbedingung  Ordnung
vgl 		
rL
LP
 L
DP
	 

B

Ax b
A
T
y  z  c
XZe e

C
A
   	
deren Nullstelle mit dem NewtonVerfahren bestimmt werden kann
Der Startpunkt x
 
 y
 
 z
 
	 erf

ulle die Bedingungen Ax
 
 b
A
T
y
 
 z
 
 c x
 
  und z
 
  dh er sei ein strikt zul

assiger
Punkt
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Mit der HesseMatrix
r

L
LP
 L
DP
	 

B

A  
 A
T
I
Z  X

C
A
  	
die sofort angegeben werden kann erh

alt man die NewtonIteration 	
als

B

A  
 A
T
I
Z  X

C
A

B

#x
#y
#z

C
A


B

r
LP
r
DP
r
	

C
A
  	
wobei
r
LP
 bAx
r
DP
 A
T
y  z  c und
r
	
 eXZe
den primalen bzw dualen Residuenvektor und die Dualit

atsl

ucke bezeichne
Aus der zweiten Zeile des Gleichungssystems 	 folgt
#z  r
DP
A
T
#y 
Durch Substitution von #z in der dritten Gleichung erh

alt man
Z#xX#z  r
	
Z#xXr
DP
A
T
#y	  eXZe
X

Z#x r
DP
A
T
#y  X

e Ze
X

Z#xA
T
#y  X

e z  r
DP
 X

e z A
T
y  z  c
 X

e cA
T
y
und damit f

ur #x und #y das System

A 
X

Z A
T

#x
#y



r
LP
X

e cA
T
y

   	
Da x und z echt positive Vektoren sind ist die Matrix X

Z eine regul

are
Diagonalmatrix Verwendet man X

Z	

zur Eliminierung von #x in der
zweiten Gleichung aus 	 so folgt
AZ

XA
T
	#y  b AZ

eAZ

Xr
DP
   	
 Primalduale InnerePunktMethode 
Um 	 zu l

osen gen

ugt es also zun

achst #y durch das lineare Glei
chungssystem 	 zu bestimmen und anschlieend
#z  r
DP
A
T
#y und
#x  Z

r
	
X#z	
direkt zu berechnen Dies hat insbesondere zur Folge da der Berech
nungsaufwand f

ur die einzelne NewtonKorrektur der primaldualen Innere
PunktMethode gegen

uber der primalen Methode praktisch unver

andert
bleibt
Vergleicht man die Beschreibungen von KarmarkarAlgorithmus pri
maler und primaldualer InnerePunktMethode so ist zu erkennen da in
allen F

allen eine Matrix von Typ ADA
T
konstruiert wird wobeiD eine Dia
gonalmatrix ist Die Komponenten der Matrix D unterscheiden sich zwar
von Verfahren zu Verfahren der Rechenaufwand eines NewtonSchrittes al
lerdings nur unwesentlich Ausgehend von dieser

Ahnlichkeit lassen sich
sofort zwei Vorteile der primaldualen Methode erkennen
Zum einen ist f

ur zul

assige Vektoren x und y bzw z die aktuelle Dua
lit

atsl

ucke gap  c
T
x b
T
y stets bekannt und es gilt
gap  c
T
x b
T
y  A
T
y  z	
T
x Ax	
T
y  z
T
x    	
da A
T
y  z  c aus DP	 und Ax  b aus LP	 gilt sowie Dualit

atssatz
 anwendbar ist Dies liefert in jedem Iterationsschritt eine berechenbare
Grenze f

ur die N

ahe von c
T
x zum optimalen Wert c
T
&x Sei c
T
x b
T
y  
Da nach der Aussage von Dualit

atssatz  gilt c
T
&x  b
T
&y erh

alt man
c
T
x c
T
&x    b
T
y  b
T
&y 
Da weiterhin bekannt ist da die Zielfunktion gy	 von DP	 durch &y
maximiert wird gilt b
T
&y  b
T
y f

ur alle dual zul

assigen Vektoren y dh
b
T
y  b
T
&y  
Entsprechend gilt f

ur alle primal zul

assigen Vektoren x c
T
x c
T
&x  
Hieraus folgt da die numerisch exakt berechenbare Dualit

atsl

ucke  f

ur
ein Paar x y eine obere Grenze f

ur den Abstand zum optimalen Zielfunk
tionswert angibt
  c
T
x c
T
&x  
Der zweite Vorteil der primaldualen Methode ist die M

oglichkeit den
Schrittweitenparameter  im NewtonSchritt f

ur das primale 
LP
	 und das
  InnerePunktMethoden und Ergebnisverikation
duale Problem 
DP
	 getrennt zu w

ahlen dh der NewtonSchritt hat die
Form
x
 k
 c
 k
 
 k
LP
#x
 k
y
 k
 y
 k
 
 k
DP
#y
 k
z
 k
 z
 k
 
 k
DP
#z
 k
 
Wie in Abschnitt  n

aher beschrieben wird ist dadurch eine un
abh

angige Steuerung der NewtonKorrekturen bez

uglich der primalen und
dualen N

aherungsl

osungen m

oglich die das Verfahren erheblich beschleu
nigt
 Verikation
 Zul

assigkeit des Startpunktes x
	 

und der Ite
rierten
Sowohl die primale InnerePunktMethode vgl Abschnitt 	 als auch
die primalduale InnerePunktMethode vgl Abschnitt 	 setzen f

ur die
erfolgreiche Verwendung des Verfahrens die Existenz eines strikt zul

assigen
Startpunktes x
 
bzw x
 
 y
 
 z
 
	 voraus dh eines Punktes der echt
im Innern des zul

assigen Bereiches von LP	 bzw LP	 und DP	 liegt Dies
bedeutet im primalen Fall a	
Ax  b und x  
sowie im dualen Fall b	
A
T
y  z  c und z   
Da auf einemRechner imRahmen der Maschinenzahlen ia keine Gleich
heit Ax  b	 erreicht werden kann siehe Beispiel 	 mu f

ur den Nach
weis der Zul

assigkeit eines Punktes x zu dem

aquivalenten Grundproblem
GrundLP	 vgl Abschnitt 	

ubergegangen werden Hierzu wird davon
ausgegangen da das im Algorithmus behandelte LP	 in seiner Standard
form aus einem gegebenen Grundproblem GrundLP	 durch die Einf

uhrung
von Schlupfvariablen s

        s
m
vgl Abschnitt 	 hervorgegangen ist
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
und x  
	 Verikation 
mit x  
e
x

       
e
x
n
 s

       s
m
	
T
 c  
e
c

       
e
c
n
         	 und A  
e
A I
m
	
wobei I
m
diemdimensionale Einheitsmatrix bezeichne Das duale Problem
lautet dann
DP	
maximiere gy	  b
T
y
unter den Nebenbedingungen A
T
y  z  c
und z  
wobei z  
e
z

       
e
z
n
 t

        t
m
	 der duale Schlupfvariablenvektor sei Wird
nun das Grundproblem
GrundLP	
minimiere f
e
x	 
e
c
T
e
x
unter den Nebenbedingungen
e
A
e
x  b
und
e
x  
f

ur die

Uberpr

ufung der strikten Zul

assigkeit eines Startpunktes
x
 
 y
 
 z
 
	 f

ur das LP	 verwandt so ist dies vollst

andig durch die

Uberpr

ufung von Ungleichungen m

oglich F

ur den Nachweis der strikten
Zul

assigkeit im primalen Fall sind dann n

amlich die Bedingungen
x   f

ur den erweiterten Vektor "x und
e
A
e
x  b f

ur das nichterweiterte Grundproblem
sowie f

ur den dualen Fall
z   f

ur den erweiterten Vektor "z und
e
A
T
y 
e
c f

ur das nichterweiterte Grundproblem
gleichbedeutend mit a	 und b	
Zur Erl

auterung der Problematik wird folgendes Beispiel angegeben
Beispiel  Geben sei das LP	
LP	
minimiere fx	      	  x
udNB

     
     

 x 




und x   
Ausgehend von einer stelligen Dezimalarithmetik sind folgende Zwischen
ergebnisse m

oglich
x
 


B
B
B
B
B
B

 



 

C
C
C
C
C
C
A
  und

     
     

 x
 





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aber wegen x
 


 

	    	


x
 


B
B
B
B
B
B

 


 
 

C
C
C
C
C
C
A
  und

     
     

 x
 
	




 
Dies liegt daran da die Zahl


in einer stelligen Dezimalarithmetik nicht
darstellbar ist Wird jedoch auf das Grundproblem
GrundLP	
minimiere f
e
x	    	 
e
x
udNB

  
  


e
x 




und "x   

ubergegangen so k

onnen
x
 
 
e
x
 


B

 



C
A
  und

  
  


e
x
 





und
x
 
 
e
x
 


B

 



C
A
  und

  
  


e
x
 





als zul

assige Punkte identiziert werden
Praktisch kann die

Uberpr

ufung der Zul

assigkeit einer Iterierten auf dem
Rechner nur garantiert werden wenn eine Intervallarithmetik zur Verf

ugung
steht die alle auftretenden Rundungsfehler ber

ucksichtigt Mit Hilfe der
gerichteten Rundung f

ur arithmetische Operationen ist auch die Vergleichs
operation wie sie zur

Uberpr

ufung der abgewandelten Gleichungsbedingun
gen Ax  b und A
T
y  c ben

otigt werden auf dem Rechner entscheidbar
Steht zus

atzlich ein exaktes Skalarprodukt zur Verf

ugung das ein Ergebnis
mit nur einer Rundung liefert so ist eine Minimierung der

Ubersch

atzung
bei der Berechnung des MatrixVektorProduktes m

oglich
Diese Ungleichungsbedingungen sind somit auch auf dem Rechner im
Rahmen der Maschinenzahlen erf

ullbar und f

ur die Verikation der Zul

assig
keit der Startl

osung verwendbar Die Prozedur zur

Uberpr

ufung der
Zul

assigkeit kann dann in der folgenden Form algorithmisch beschrieben
werden
	 Verikation 
Algorithmus  CheckFeasibility A b c x y zprimaldual	
 fPr

ufe NichtNegativit

atsbedingungeng
primal  x   
dual  z   
 fPr

ufe


Gleichungsbedingungeng
if primal or dual then
begin fBestimme Teilmatrix und Teilvektoreng
e
A  A
mnm
 
e
x  x
nm
 
e
c  c
nm
 
primal 
e
A
e
x  b 
dual 
e
A
T
y 
e
c 
end
 return primal dual 
Da es ein Charakteristikum der InnerePunktMethoden ist da der
Iterationsproze vollst

andig im Innern des zul

assigen Bereiches verl

auft
m

ussen die oben angegebenen Bedingungen f

ur die primale und duale
Zul

assigkeit auch in jedem BarriereSchritt und sogar in jedem Newton
Schritt der Teil des BarriereSchrittes ist erf

ullt sein Dh die Pro
zedur CheckFeasibility wird nicht nur zur

Uberpr

ufung des Startpunktes
x
 
 y
 
 z
 
	 ben

otigt sondern auch im Verlauf des Iterationsprozesses
f

ur alle x
 k
 y
 k
 z
 k
	 zB zur Steuerung der Schrittweite im Newton
Verfahren vgl Algorithmus 	
 Steuerung der Parameter  und 
Um das Wechselspiel zwischen dem Parameter  f

ur den NewtonSchritt
	 und dem BarriereParameter  zu beschreiben wird zun

achst die
primalane Methode dargestellt
Denition  Die primalane Methode stellt eine Abwandlung der in
Abschnitt  beschriebenen primalen logarithmischenBarriereMethode f

ur
lineare Optimierungsprobleme dar in der die NewtonKorrektur #x
 k
in
	 durch
#x
 k
 X
 k
PX
 k
c  	
ersetzt wird Die Richtung des Vektors #x
 k
entspricht dem Grenzwert der
Richtung der NewtonKorrektur aus 	 f

ur 
 k
  
  InnerePunktMethoden und Ergebnisverikation
Eine entscheidende Voraussetzung f

ur InnerePunktMethoden ist da
der Iterationsproze im Inneren des zul

assigen Bereiches stattndet Dies
wird durch den BarriereParameter  beeinut Es ist naheliegend da
eine Wahl von 
 k
in 	 die den NewtonSchritt m

oglichst nahe an den
Rand des zul

assigen Bereich f

uhrt am ezientesten ist
Geht man von dem Problem
minimiere fx	  
n
P
j
lnx
j
	
unter den Nebenbedingungen Ax  b
aus dessen Optimalstelle das analytische	 Zentrum des zul

assigen Bereichs
ist so f

uhrt eine Anwendung der NewtonMethode auf die Optimalit

atsbe
dingung  Ordnung zu
#x
 k
 X
 k
Pe  	
mit P aus 	
Dies zeigt da der NewtonSchritt 	 der primalen logarithmischen
BarriereMethode aus einem zentrierenden Term 	 der dem Erreichen
des Randes entgegenwirkt und einem anen Term 	 der zur optimalen
L

osung f

uhrt bestehtW

ahrend f

ur groe 
 k
der Iterationsproze aufgrund
des zentrierenden Anteils durch das Innere des zul

assigen Bereichs f

uhrt
bewegt sich der Proze f

ur 
 k
   in Richtung der optimalen L

osung
 Parameter  f

ur die NewtonIteration
Nach der Berechnung der NewtonKorrektur in 	 mit #x in xRichtung
und #y#z	
T
in Richtung der yzEbene ist der Erhalt der Zul

assigkeit der
neuen Iterierten

B

x
 k
y
 k
z
 k

C
A


B

x
 k
y
 k
z
 k

C
A
 
LP
 
DP
 
DP
	 

B

#x
#y
#z

C
A
vgl Denition 	 durch eine geeignete Wahl der Schrittweitenparame
ter 
LP
und 
DP
zu garantieren Die Wahl der Parameter wird bestimmt
durch den gr

otm

oglichen Wert bei dem der Rand des zul

assigen Bereiches
erreicht wird dh bei dem eine der Komponenten von x oder z zu Null
wird Mit &
LP
und &
DP
seien diese gr

otm

oglichen Werte f

ur die Parameter
bezeichnet
b

LP
 min
i




x
 k
i
#x
i






#x
i
 



und a	
	 Verikation 
b

DP
 min
i




z
 k
i
#z
i






#z
i
 



  b	
Um ein Verlassen des Inneren des zul

assigen Bereiches zu verhindern
wird der tats

achliche Wert f

ur die Schrittweiten allerdings kleiner gew

ahlt

LP
  &
LP
und 
DP
  &
DP
mit     
Die

Uberpr

ufung der Zul

assigkeit aller Iterierten x
 k
 y
 k
 z
 k
	 k 
       	 wird auch im Rahmen der NewtonIteration wie in Abschnitt 
beschrieben	 durch die Prozedur CheckFeasibility aus Algorithmus 

ubernommen Im Laufe zahlreicher numerischer Tests des hier vorgestell
ten Verfahrens hat es sich als sinnvoll erwiesen die Parameter &
LP
und
&
DP
zun

achst um einen Faktor     zu verringern falls ein maximaler
NewtonSchritt auf dem Rechner zum Verlassen des zul

assigen Bereiches
f

uhrt Dieser Vorgang wird maximal f

unf mal wiederholt bevor 
LP
bzw

DP
gleich Null gesetzt wird Falls weder in der xRichtung des primalen
Problems noch in der yzEbene des dualen Problems ein zul

assiger Newton
Schritt m

oglich ist dh 
LP
 
DP
  so mu das gesamte Verfahren der
primaldualen InnerePunktMethode abgebrochen werden da eine weitere
Verbesserung des Ergebnisses bei gleichzeitiger Garantie der Zul

assigkeit
der Iterierten nicht m

oglich ist
Algorithmisch l

at sich das beschriebene Vorgehen folgendermaen dar
stellen
Algorithmus  FeasibleNewtonStep A b c x
 k
 y
 k
 z
 k

#x#y#z
x
 k
 y
 k
 z
 k
Err	
 fInitialisierungg
i
max
      Err 


No Error 
 x
 k
 x
 k
#x y
 k
 y
 k
#y z
 k
 z
 k
#z 
 fPr

ufe die primale und duale Zul

assigkeit der neuen Iterierteng
CheckFeasibility A b c x
 k
 y
 k
 z
 k
primaldual	 
 fBehandlung der primalen Zul

assigkeit vgl a		g
if not primal then
begin
fBestimme die maximal zul

assige NewtonKorrekturg
i   
LP
 minf
x
k
i
x
i
j #x
i
 g 
  InnerePunktMethoden und Ergebnisverikation
while not primal	 and i  i
max
	 do
begin
i  i  
x
 k
 x
 k
 
LP
#x 
CheckFeasibility A b c x
 k
 y
 k
 z
 k
primaldual	 
fVerringere die NewtonKorrekturg

LP
   
LP
 
end 
if not primal then
begin 
LP
  x
 k
 x
 k
 end 
end 
 fBehandlung der dualen Zul

assigkeit vgl b		g
if not dual then
begin
fBestimme die maximal zul

assige NewtonKorrekturg
i   
DP
 minf
z
k
i
z
i
j #z
i
 g 
while not dual	 and i  i
max
	 do
begin
i  i  
y
 k
 y
 k
 
DP
#y 
z
 k
 z
 k
 
DP
#z 
CheckFeasibility A b c x
 k
 y
 k
 z
 k
primaldual	 
fVerringere die NewtonKorrekturg

DP
   
DP
 
end 
if not dual then
begin 
DP
  y
 k
 y
 k
 z
 k
 z
 k
 end 
end 
 if 
LP
 	 and 
DP
 	
then Err 


No feasible Newtonstep possible
 return x
 k
 y
 k
 z
 k
 Err 
 Parameter  f

ur die BarriereIteration
F

ur den erfolgreichen Einsatz des BarriereVerfahrens vgl Algorithmus
 in Abschnitt 	 ist bei der Wahl des BarriereParameters 
 k
le
diglich zu beachten da es sich um eine streng monoton fallende Folge

 k
   handelt Um allerdings zu garantieren da der Iterationsproze
	 Verikation 
der primaldualen InnerePunktMethode in jedem Schritt zu einer Verbes
serung des Ergebnisses dh zu einer Reduktion der Dualit

atsl

ucke f

uhrt
mu 
 k
	
k
die im folgenden hergeleiteten Bedingungen erf

ullen
Bezeichne gap	 die aktuelle Dualit

atsl

ucke im kten Schritt der Itera
tion
gap	  c
T
x
 k
 b
T
y
 k
 z
 k
	
T
x
 k
 
Sei weiter   minf
LP
 
DP
g   Dann erh

alt man f

ur den k  	ten
Schritt der sich aus 	 ergibt
gap	  z
 k
 #z	
T
x
 k
 #x	
 z
 k
	
T
x
 k
 

z
 k
	
T
#x x
 k
	
T
#z
	
 

#z
T
#x 
Die primale a	 und duale b	 Zul

assigkeitsbedingung bedeuten da
es #z  A
T
#y und A#x   gibt so da #z	
T
#x   Man erh

alt so
gap	  gap	  


Z
 k
#x
	
T
e

X
 k
#z
	
T
e

 gap	  

Z
 k
#xX
 k
#z
	
e 
Mit der Denition von r
	
aus 	 folgt
gap	  gap	  eX
 k
Z
 k
e	
T
e
 gap	  n gap		  	
Aus diesen Umformungen folgt das
Lemma  Seien gap	 und gap	 mit   minf
LP
 
DP
g   wie
oben deniert und sei die Beziehung  f


ur die Berechnung des Newton
Schrittes gegeben dann erh


alt man aus 
 
gap	
n
 gap	  gap	 
F

ur die praktische Anwendung der primaldualen InnerePunktMethode
erwies es sich allerdings als sinnvoll den BarriereParameter  in gr

oeren
Schritten zu verringern siehe 	 Zur Berechnung des neuen Barriere
Parameters wird die Vorschrift

 k

c
T
x
 k
 b
T
y
 k
Dn	
f

ur k         
  InnerePunktMethoden und Ergebnisverikation
mit
Dn	 

n

falls n  
n
p
n falls n  
verwandt die eine substantielle Verringerung der Dualit

atsl

ucke in jedem
BarriereIterationsschritt garantiert
Algorithmus  Get b c x y zErr	
 fInitialisierungg
n  ProblemDimension   
	
 Err  No Error
 
 fW

ahle dimensionsabh

angigen Divisor Dn	g
if n   then D  n

else D  n
p
n 
 fBestimme neuen Parameter g

new

DualityGap  bcxyz
D
 
 f

Uberpr

ufe ob 
new
 g
if 
new
 	 then Err 


Wrong Parameter 
 return 
new
 Err 

 Abwandlung des NewtonVerfahrens
Das in jedem BarriereSchritt zu behandelnde Optimierungsproblem dh
die Nullstellenbestimmung f

ur die Gradienten der Lagrangeschen Barriere
Funktionen wird mit dem in Abschnitt  beschriebenen Newton
Verfahren gel

ost Wie in 	 beschrieben f

uhrt die Berechnung der
NewtonKorrektur auf die L

osung eines linearen Gleichungssystems die mit
Hilfe des N

aherungsl

osers lss aprx  bestimmt wird Die im folgenden
angegebene Beschreibung einer Abwandlung des NewtonVerfahrens nutzt
zum einen die spezielle Form des linearen Gleichungssystems 	 aus wo
durch der Berechnungsaufwand f

ur die NewtonKorrektur #x#y#z	 auf
ein System der Gr

oe mm	 anstelle der vollen Systemgr

oe nm	
nm	 reduziert wird Die zweite

Anderung bezieht sich auf die eigentli
che NewtonKorrektur #x aus Denition  bzw  der aufgespalten
in #x #y und #z im Ablauf der Prozedur  FeasibleNewtonStep be
stimmt wird um die Zul

assigkeit der neuen Iterierten x
 k
 y
 k
 z
 k
	
zu gew

ahrleisten
Algorithmus  FeasibleNewtonMethod A b c  x
 
 y
 
 z
 

x
 k
 y
 k
 z
 k
Err	
 fInitialisierungg
k   k
max
    

 Err 


No Error 
	 Verikation 
 repeat
a	 k  k   approx  false  
b	 fBestimme die Residuenvektoren zu 	g
r
LP
 ' 

bAx
 k
	
 
r
DP
 ' 

A
T
y
 k
 z
 k
 c
	
 
r
	
 ' 

eX
 k
Z
 k
e
	
 
c	 fBestimme die NewtonKorrektur #x#y#z 	 ausg
fDenition  g
X  diagx
 k
	 Z  diagz
 k
	 
lss aprx

AZ

XA
T
 b AZ

eAZ

Xr
DP
#yErr
	
 
#z  ' 

 r
LP
A
T
#y
	
 
#x  '  Z

r
	
X#z		  
d	 fBestimme die neue zul

assige Iterierte x
 k
 y
 k
 z
 k
	g
FeasibleNewtonStep A b c x
 k
 y
 k
 z
 k

x
 k
 y
 k
 z
 k
Err	 
e	 f

Uberpr

ufe den Grad der Verbesserung der Nullstelleg
if








B

x
 k
y
 k
z
 k

C
A


B

x
 k
y
 k
z
 k

C
A







	
  then approx  true  
until approx or k  k
max
or Err 


No Error 
 return x
 k
y
 k
z
 k
 Err 
In Schritt e wird die MaximumNorm
kxk
	
 max
in
j x
i
j  	
des Abstands zweier aufeinanderfolgender Iterierten x
 k
 x
 k
als Ab
bruchkriterium f

ur das NewtonVerfahren verwandt
 Veri	kation der Existenz und Eindeutigkeit
der L

osung
In jedem BarriereSchritt wird ein neues Paar Lagrangescher Barriere
Funktionen L
LP
und L
DP
	 gebildet Ziel der primaldualen Innere
PunktMethode ist es in jedem Iterationsschritt mit Hilfe der rasch kon
vergierenden NewtonIteration eine Nullstelle der Gradienten von L
LP
und
  InnerePunktMethoden und Ergebnisverikation
L
DP
zu bestimmen da diese Optimalit

atsbedingung  Ordnung nach Ko
rollar  hinreichend f

ur die Existenz einer Extremalstelle der ak
tuellen N

aherungsfunktion ist Um die Ezienz des Verfahrens zu er
halten wird w

ahrend des Iterationsprozesses im primaldualen Innere
PunktAlgorithmus das Minimumdes vom BarriereParameter 
 l
abh

angi
gen Funktionenpaares L
LP
x y j 
 l
	 und L
DP
x y z j 
 l
	 nur n

ahe
rungsweise mit dem in Abschnitt  beschriebenen Algorithmus 
FeasibleNewtonMethod berechnet
Unter dem Gesichtspunkt der Verikation des Berechnungsergebnisses
des Verfahrens ist es notwendig nach Abschlu des Iterationsprozesses die
Existenz und Eindeutigkeit einer Nullstelle der Gradienten von L
LP
und
L
DP
und damit des eigentlichen Optimierungsproblems LP	 nachzuweisen
Bei einem fehlerfreien Ablauf des Iterationsverfahrens ist die Existenz
einer L

osung des Optimierungsproblems LP	 durch den Nachweis eines pri
mal zul

assigen Punktes x und eines dual zul

assigen Punktes y z	 unter Aus
nutzung der Aussage von Dualit

atssatz  garantiert Die Eindeutigkeit
der optimalen L

osung wird mit Hilfe des Algorithmus  Verication aus
Abschnitt 

uberpr

uft Ist eine Verikation der Eindeutigkeit m

oglich so
ist die Existenz weiterer optimaler L

osungen ausgeschlossen dh insbeson
dere da nicht mehrere Ecken des zul

assigen Bereiches optimale L

osungen
sein k

onnen
 Einschlu des optimalen Zielfunktionswertes
Aufgrund des Dualit

atssatzes  gilt f

ur alle zul

assigen Iterierten
x
 l
 y
 l
 z
 l
	 l         	 da die Dualit

atsl

ucke bestimmt wird als
das Supremum von
fx
 l
	 gy
 l
	  c
T
x
 l
 b
T
y
 l
 z
 l
	
T
x
 l
vgl Denition 	 dh
gap  sup

z
 l
	
T
x
 l
	
 
Um auf dem Rechner eine garantierte obere Schranke f

ur den Abstand zum
exakten optimalen Funktionswert f
b
x	 numerisch bestimmen zu k

onnen
werden erneut das exakte Skalarprodukt in Verbindung mit der gerichteten
Rundung eingesetzt Algorithmisch f

uhrt dies auf
	 Verikation 
Algorithmus  DualityGap b c x y z	
 fBerechnung der Dualit

atsl

ucke dh Bestimmung einer obereng
fSchranke f

ur den Fehler des optimalen Funktionswertes g
DualityGap  sup

  c
T
x b
T
y	
	
 
foderg
DualityGap  sup

z

 x
	
 
 return DualityGap 
Da an dieser Stelle die IntervallVersion des Algorithmus die sich unmit
telbar aus der reellwertigen Version ergibt angegeben wird liegt in der
Tatsache begr

undet da nicht nur die Optimalit

atsl

ucke f

ur Punktl

osun
gen bestimmt werden soll sondern auch eine Obergrenze der Dualit

atsl

ucke
f

ur intervallm

aige Einschlieungen des Zielfunktionswertes die durch den
Verikationsschritt aus Abschnitt  entstehen
 Primaldualer InnerePunktAlgorithmus
Der vollst

andige das Berechnungsergebnis verizierende Algorithmus zur
Bestimmung des optimalen Zielfunktionswertes eines linearen Optimie
rungsproblems LP	 das in der in Abschnitt  beschriebenen Standard
form vorliegt gliedert sich in mehrere Komponenten
Zun

achst wird die strikte Zul

assigkeit einer Startl

osung f

ur das gegebene
LP	 und das dazu korrespondierende duale Optimierungsproblem DP	
mit der Prozedur CheckFeasibility veriziert x
 
 y
 
 z
 
	 
o
M
	 Da die
Startl

osung echt im Innern der zul

assigen Bereiche von LP	 und DP	
liegt ist eine notwendige Voraussetzung f

ur den erfolgreichen Einsatz des
BarriereVerfahrens vgl Abschnitt 	
Das eigentliche InnerePunktVerfahren besteht aus einer

aueren Ite
ration der BarriereIteration und einer inneren Iteration dem Newton
Verfahren das in jedem BarriereSchritt zur Bestimmung der Minimalstelle
der aktuellen BarriereFunktion verwandt wird
Die Anwendung der Theorie der Lagrangeschen Multiplikatoren Ab
schnitt 	 und des BarriereVerfahrens Abschnitt 	 auf ein lineares
Optimierungsproblem LP	 f

uhrt auf ein Paar logarithmischer Lagrange
scher BarriereFunktionen L
LP
und L
DP
aus 	 Diese stellen ein un
restringiertes Optimierungsproblem dar das f

ur einen BarriereParameter
   	

aquivalent zum Grundproblem ist vgl Abschnitt 	 Das Ab
bruchkriterium f

ur das InnerePunktVerfahren ist die relative Gr

oe der
  InnerePunktMethoden und Ergebnisverikation
Dualit

atsl

ucke die aufgrund der Dualit

atss

atze aus Abschnitt  eine
obere Schranke f

ur den relativen Fehler des berechneten optimalen Ziel
funktionswertes liefert Mit der Forderung
c
T
x
 k
 b
T
y
 k
 j b
T
y
 k
j

DualityGap b c x y z	
 j b
T
y
 k
j
 
und einem Wert von   

werden 

ubereinstimmende Dezimalziern
zwischen primalem und dualem Zielfunktionswert garantiert wobei durch
die Verwendung der Intervallarithmetik und der Funktion DualityGap eine
Verikation dieses Einschlusses des Zielfunktionswertes m

oglich ist
Um in jedem Iterationsschritt des BarriereVerfahrens eine Verringerung
der Dualit

atsl

ucke zu garantieren wird der BarriereParameter 
 l
gem

a
der in Abschnitt  beschriebenen Strategie mit der Funktion Get
bestimmt
Die Minimalstelle des Funktionenpaares L
LP
x y j 
 l
	 und L
DP
x y z j

 l
	 wird nun n

aherungsweise mit dem in Abschnitt  beschriebenen
Algorithmus  FeasibleNewtonMethod berechnet
Der vollst

andige Algorithmus zur verizierten L

osung linearer Optimie
rungsprobleme unter Verwendung der primaldualen InnerePunktMethode
baut auf dem Prinzip des Algorithmus  PrimalNewtonBarriereMethod
auf Er nutzt dabei die in Abschnitt  beschriebenen Zusammenh

ange
zwischen primalem LP	 und dualem Problem DP	 sowie die in den Ab
schnitten  bis  eingef

uhrten Hilfsmittel zur Kontrolle der Berech
nungsergebnisse aus
Die Eingabeparameter f

ur den L

osungsalgorithmus sind die Daten des li
nearen Optimierungsproblems in der erweiterten Standardform LP	 die in
Form einer mn	dimensionalen reellen Matrix A eines mdimensionalen
Vektors b und eines ndimensionalen Vektors c gegeben sind wobei die
Voraussetzungen da A vollen Rang hat und da die Zahl der Unbekann
ten x
i
gr

oer ist als die Zahl der Nebenbedingungen dh m  n erf

ullt
sein m

ussen Weiterer Eingabeparameter ist eine primal und dual zul

assige
Startl

osung x
 
 y
 
 z
 
	 mit x
 
 z
 
 IR
n
und y
 
 IR
m

Ist die Startl

osung als innerer Punkt veriziert so startet die Lagrange
BarriereIteration bez

uglich des BarriereParameters 
 
 Formal werden
nun die primale und duale Lagrangesche BarriereFunktion bez

uglich des
neuen BarriereParameters 
 l
gebildet vgl 		 F

ur dieses Funktio
nenpaar das ein unbeschr

anktes nichtlineares Optimierungsproblem dar
stellt wird die Nullstelle des Gradienten Optimalit

atsbedingung  Ord
	 Verikation 
nung	
rL
LP
 L
DP
	 

B

Ax b
A
T
y  z  c
XZe e

C
A
 
mit Hilfe des NewtonVerfahrens bestimmt Auf Grund der speziellen Ge
stalt des Nullstellenproblems f

uhrt die Berechnung der NewtonKorrektur
auf das nm	 n m		dimensionale Gleichungssystem 	 Um
die Zul

assigkeit aller Iterierten im NewtonVerfahren zu gew

ahrleisten wird
allerdings die abgewandelte Version des NewtonAlgorithmus eingesetzt
die im vorangegangenen Abschnitt  FeasibleNewtonMethod angegeben
wurde
Falls die Minimalstelle x
 lk
 y
 lk
 z
 lk
	 f

ur das Funktionenpaar
L
LP
und L
DP
numerisch ausreichend angen

ahert werden konnte wird das
Resultat der NewtonIteration als neue Iterierte x
 l
 y
 l
 z
 l
	 des
BarriereVerfahrens

ubernommen
F

ur diese aktuelle N

aherungsl

osung wird eine Oberschranke f

ur den rela
tiven Fehler des optimalen Zielfunktionswertes unter Ausnutzung der Dua
lit

atss

atze der linearen Optimierung vgl Abschnitt 	 bestimmt Die
Dualit

atsl

ucke wird mit der Funktion DualityGap aus Abschnitt  be
rechnet wobei exaktes Skalarprodukt und gerichtete Rundung eingesetzt
werden um eine Garantie

uber die Anzahl der richtigen Ziern des berech
neten Optimalwertes abgeben zu k

onnen
Das Verfahren bricht ab wenn die gew

unschte relative Genauigkeit des
Ergebnisses Dualit

atsl

ucke  	 garantiert werden kann wenn eine vor
gegebene maximale Anzahl an Iterationsschritten l
max

uberschritten wird
oder wenn ein Fehler in einem Teilschritt des Verfahrens aufgetreten ist
Ausgegeben werden ! im Falle eines fehlerfreien Ablaufes des Iterati
onsverfahrens ! eine zul

assige N

aherungsl

osung sowie ein Einschlu des
optimalen Funktionswertes die die gew

unschten Genauigkeitsanforderun
gen erf

ullen Falls m

oglich wird die Eindeutigkeit der primal bzw dual
zul

assigen optimalen L

osungen garantiert Ist ein Fehler w

ahrend des Ite
rationsprozesses aufgetreten so wird dieser in textueller Form als Ausga
beparameter Msg zur

uckgegeben
Algorithmus  PrimalDualMethod  A b c x
 
 y
 
 z
 

x
 l
 y
 l
 z
 l
 f 
uniqueprimaldualMsgErr	
 fInitialisierungg
l   l
max
    

 Msg 


 Err 


No Error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 fPr

ufe die strikte Zul

assigkeit der Startl

osung x
 
 y
 
 z
 
	g
fdh Ax
 
 b A
T
y
 
 z
 
 c x
 
  und z
 
  g
CheckFeasibility A b c x
 
 y
 
 z
 
primaldual	 
if not primal and dual	 then Err 


Initial solution not feasible
 fLagrangeBarriereIteration bzgl Iterationsparameter g
if Err 


No error	 then
repeat
a	 l  l   
b	 fBestimme neuen Parameter g

 l
 Get b c x
 l
 y
 l
 z
 l
 
 l
Err	 
c	 fBilde die neuen LagrangeBarriereFunktioneng
L
LP
x y j 
 l
	  c
T
x 
P
n
i
lnx
i
	 y
T
Ax b	 
L
DP
x y z j 
 l
	  b
T
y  
P
n
i
lnz
i
	 x
T
A
T
y  z  c	 
d	 fBestimme das Minimum

x
 lk
 y
 lk
 z
 lk
	
T
g
ff

ur L
LP
a	 und L
DP
b	 dh bestimme dieg
fNullstelle von rL
LP
 L
DP
	 g
FeasibleNewtonMethod  A b c 
 l
 x
 l
 y
 l
 z
 l

x
 lk
 y
 lk
 z
 lk
Err	 
e	 fBestimme die neue Iterierteg
if Err  No Error
 then
begin x
 l
 x
 lk
 y
 l
 y
 lk
 z
 l
 z
 lk
 end
f	 fBestimme die Dualit

atsl

uckeg
Gap  DualityGap

b c x
 l
 y
 l
 z
 l
	
 
until Gap   or l  l
max
or Err 


No Error
 f

Uberpr

ufe ob die ermittelte optimale zul

assige L

osung g
feindeutig ist und ob ggf auch eine Umgebung der L

osungg
fzul

assig ist und die Optimalit

atsbedingung erf

ullt g
f   c
T
x
 l
 b
T
y
 l
 
Verication  A b c 
 l
 x
 l
 y
 l
 z
 l

x
 l
 y
 l
 z
 l
unique	 
CheckFeasibility A b c x
 l
 y
 l
 z
 l
primaldual	 
Gap  DualityGap

b c x
 l
 y
 l
 z
 l
	
 
if unique and primal and dual and Gap   then
Msg 


Uniqueness of optimal solution veried
else
Msg 


Optimal solution probably not unique
	 Verikation 
 return x
 l
 y
 l
 z
 l
 f uniqueprimaldualMsgErr	 
 Einschlu aller optimalen BasisL

osungen
Von Interesse sind bei der L

osung eines linearen Optimierungsproblems
nicht nur ein Einschlu des optimalen Zielfunktionswertes sondern auch
die optimale BasisIndexmenge und die zul

assige optimale BasisL

osung
Der primalduale InnerePunktAlgorithmus aus Abschnitt  bestimmt
sehr ezient einen Einschlu des optimalen Zielfunktionswertes und eine
zul

assige N

aherung des optimalen L

osungsvektors Da der so bestimmte
Vektor per Denition ein innerer Punkt des zul

assigen BereichesM  fx 
IR
n
j Ax  b x 

g ist  die optimale BasisL

osung eines LP	 hingegen
immer ein Eckpunkt vom M ist  kann diese N

aherung speziell in nume
risch kritischen F

allen deutlich


entfernt von der Optimalstelle liegen Ist
die L

osung eines LP	 nicht eindeutig so ist dies sogar die Regel
Denition  Es bezeichne f
opt
den optimalen Zielfunktionswert  V
opt
die Menge der optimalen BasisIndexmengen und X
opt
die Menge der
zul

assigen optimalen BasisL

osungen eines linearen Optimierungsproblems
LP	
Es ist das Ziel Einschlieungen f

ur f
opt
 V
opt
und X
opt
zu berechnen Der
im folgenden angegebene Algorithmus  berechnet ein Intervall f 
eine Menge von Indexmengen V  fB
 
       B
 s
g und eine Menge von
Intervallvektoren X  fx
 
        x
 s
g mit x
 i
 IIR
n
 f

ur die die drei
Bedingungen
 f
opt
 f 
 B  V
opt
 B  V
 x  X
opt
 es existiert ein B
 i
 V mit x  x
 i
 X
erf

ullt sind
Die folgende aposteriori Methode die bereits von Hammer Hocks
Kulisch und Ratz in  ver

oentlicht ist liefert entweder die genannten
Einschlieungen f  V und X  welche die Bedingungen   und  erf

ullen
und garantiert somit die Existenz einer optimalen L

osung f

ur das LP	 oder
sie gibt eine Fehlermeldung zur

uck die besagt da keine Einschlieungen
berechnet werden konnten Das letztere ist der Fall wenn die Menge der
zul

assigen PunkteM leer ist wenn die Zielfunktion auf M unbeschr

ankt ist
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oder wenn die Teilmatrix A
B
bez

uglich der optimalen BasisIndexmenge B
numerisch	 singul

ar ist
Sei B  V eine Indexmenge f

        
m
g  f        ng und seien x
B

y h

mit 	  N  f	

        	
nm
g  f        ng nB Intervallvektoren
die die L

osungen der linearen Gleichungssysteme
A
B
 x
B
 b a	
A
T
B
 y  c
B
b	
A
B
 h

 a

c	
einschlieen Diese L

osungseinschlieungen werden mit dem selbstveri
zierenden Gleichungssysteml

oser lss des PASCALXSC Systems bestimmt
siehe PASCALXSC User%s Guide 	 Ist dieser Algorithmus erfolgreich
so ist die NichtSingularit

at der reellen Matrix A
B
garantiert 
Es wird deniert
z  z
B
 z
N
	
T
 z
B
  
z
N
  A
T
N
 y c
N
x  x
B
 x
N
	
T
 x
N
  
H  h

 
        h

m n
	
f   c
T
B
 x
B
  b
T
 y 
 	
Denition  Das sogenannte Intervalltableau T  bez

uglich einer
BasisIndexmenge B  V hat die Form
T  

f  z
N

T
x
B
 H



B
B
B
B

f  z

 
   z

n m
x

 
h

 

 
   h

 

n m









x

m
h

m

 
   h

m

n m

C
C
C
C
A
   	
F

ur den selbsverizierenden L

osungsalgorithmus sind die folgenden zwei
S

atze die von Krawczyk  und Jansson  bewiesen wurden von zen
traler Bedeutung
Satz  Sei B  V eine BasisIndexmenge des LP und sei T  das
entsprechende Intervalltableau
 Falls f


ur die Intervallvektoren x
B
 und z
N
 aus  die Bedingungen
x
B
  und z
N
   	
erf


ullt sind dann besitzt das LP eine eindeutige optimale L


osung
die in x enthalten ist Dar


uber hinaus gilt V
opt
 B und f
opt
 f 
	 Verikation 
 Falls B  V
opt
 dann gilt
x
B
  und z
N
    	
Ist Bedingung 	 erf

ullt so heit das LP	 basisstabil  dh das lineare
Optimierungsproblem hat eine eindeutige L

osung Die Ungleichungen aus
	 stellen eine notwendige Bedingung daf

ur dar da B eine optimale
BasisIndexmenge des LP	 ist Diese BasisIndexmengen sind allerdings
nur von Interesse wenn das LP	 nicht basisstabil ist
Der zweite Satz gibt an wie eine Einschlieung der Menge aller benach
barten BasisIndexmengen L f

ur B bestimmt werden kann wobei B  V
opt
und die B

 L sich in genau einem Index von B unterscheiden Jede
benachbarte BasisIndexmenge bestimmt eine neue benachbarte Ecke des
zul

assigen Bereiches M  Satz  liefert ein hinreichendes Kriterium f

ur
die Bestimmung einer Liste von BasisIndexmengen die eine echte Ober
menge derjenigen benachbarten BasisIndexmengen ist die optimale Basis
L

osungen repr

asentieren
Satz  B sei eine BasisIndexmenge des LP f


ur die x
B
  und
z
N
  gilt Sei T  das entsprechende Intervalltableau und sei
e
L deniert
als die Menge aller Indexmengen B

 B nfg	f	gmit   B und 	  N 
f


ur die eine der folgenden Bedingungen erf


ullt ist
  z

 h


  und
x

h

 min

x

h

j h

    B

	
  x

 h


  und
z

h

 max

z

h

j h

  	  N

  	
Falls B  V
opt
 dann gilt
e
L  L
Der folgende Algorithmus  berechnet das Intervalltableau T  aus
	 wobei die selbstverizierende Routine zur L

osung linearer Glei
chungssysteme lss der PASCALXSC Systems verwandt wird Scheitert
die Prozedur lss  so wird eine Fehlermeldung zur

uckgegeben
Algorithmus  ComputeTableau A b cBN  T Err	
 fInitialisierungg
Err 


No Error 
 fBestimme die L

osung der Gleichungssysteme 	g
lss A
B
 b x
B
Err	 x
N
   z
B
   
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lss A
T
B
 c
B
 yErr	 
for 	  N do
lss A
B
 a

 h

Err	 
if Err 	 No Error
 fin allen lss Aufrufeng then
return Err 


Submatrix A
B
probably singular 
 fBerechne die Komponenten des Intervalltableaus T g
x  x
B
 x
N
	
T
 
z
N
  A
T
N
 y c
N
 
H  h

 
        h

m n

 
f   c
T
B
 x
B
  b
T
 y 
 return T Err 
Mit Algorithmus  wird

uberpr

uft ob das zur aktuellen Basis
Indexmenge B geh

orende Intervalltableau T  eine basisstabile L

osung des
LP	 repr

asentiert Wird die Bedingung 	 erf

ullt so folgt daraus die
Eindeutigkeit der optimalen BasisL

osung dh B  V  V
opt
 x  X 
X
opt
und f   f
opt
 Weitere Berechnungen sind daraufhin nicht mehr n

otig
Algorithmus 
 BasisStable T 	
 fPr

ufe ob x
B
  vgl 		g
for   B do
if x

  then return IsStable  false 
 fPr

ufe ob z
N
  vgl 		g
for 	  N do
if z

  then return IsStable  false 
 return IsStable  true 
Algorithmus  wird eingesetzt um zu entscheiden ob das zur aktuel
len BasisIndexmenge B geh

orende Intervalltableau T  eine m

oglicherweise
dh numerisch	 optimale L

osung des LP	 repr

asentiert Das bedeutet
B  fB
 
       B
 s
g  V  V
opt
 x  X  fx
 
        x
 s
g  X
opt
und
f   f
opt
 Ist die Bedingung 	 erf

ullt dann werden B x und f  in
die Liste der optimalen BasisL

osungen aufgenommen
Algorithmus 	 PossiblyOptimalSolution T 	
 fPr

ufe ob x
B
  vgl 		g
for   B do
if x

  then return IsOptimal  false 
	 Verikation 
 fPr

ufe ob z
N
  vgl 		g
for 	  N do
if z

  then return IsOptimal  false 
 return IsOptimal  true 
Mit den Algorithmen  und  wird

uberpr

uft ob der zul

assige
Bereich M leer ist oder ob die Zielfunktion c
T
x auf M unbeschr

ankt ist
Hierzu wird das Intervalltableau T  untersucht M ist m

oglicherweise dh
numerisch	 leer fall es keinen Index 	  N gibt so da h

  f

ur alle
Indizes   B mit   x

gilt Die Zielfunktion ist m

oglicherweise dh
numerisch	 unbeschr

ankt auf M  falls es keinen Index   B gibt so da
h

  f

ur alle Indizes 	  N mit   z

gilt
Algorithmus  EmptySolutionSet T 	
 fInitialisierungg
IsEmpty  false 
 fPr

ufe ob f

ur alle   B mit   x

eing
f	  N mit h

  existiert g
for   B with   x

do
while not IsEmpty	 do
IsEmpty  true 
for 	  N do
if h

  then
IsEmpty  false exit
forloop
 
 return IsEmpty 
Algorithmus  Unbounded T 	
 fInitialisierungg
IsUnbounded  false 
 fPr

ufe ob f

ur alle 	  N mit   z

eing
f  B mit h

  existiert g
for 	  N with   z

do
while not IsUnbounded	 do
IsUnbounded  true 
for   B do
if h

  then
IsUnbounded  false exit
forloop
 
 return IsUnbounded 
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F

ur die aktuelle BasisIndexmenge B bestimmt Algorithmus  die
Menge der benachbarten BasisIndexmengen L die m

ogliche Kandidaten
f

ur weitere optimale BasisIndexmengen sind Eine echte Obermenge aller
tats

achlich m

oglichen Kandidaten wird durch eine

Uberpr

ufung der Bedin
gungen aus Satz  ermittelt
Algorithmus  NeighboringList T BN 	
 fInitialisierungg
L   
 fBestimme eine Liste von benachbarten BasisIndexmengen dieg
fm

ogliche Kandidaten f

ur eine optimale L

osung sind g
fvgl Satz 	 g
a	 fSuche nach Kandidaten 	  N und   B durch eine g
fBestimmung des minimalen Koezienten aus x


h

g
fvgl 		 g
for all 	  N with   z

do
fBestimme das Minimum aller x


h

aus Spalte 	g
colmin  minx


h

	 
fBestimme Kandidaten   B f

ur einen Indextauschg
if x


h

 colmin then
fBestimme die neue BasisIndexmengeg
B

 B nfg	  f	g 
L  L  B

 
b	 fSuche nach Kandidaten   B und 	  N durch eine g
fBestimmung des minimalen Koezienten aus z


h

g
fvgl 		 g
for all   B with   x

do
fBestimme das Maximum aller z


h

aus Zeile g
rowmax  maxz


h

	 
fBestimme Kandidaten 	  N f

ur einen Indextauschg
if z


h

 rowmax then
fBestimme die neue BasisIndexmengeg
B

 B nfg	  f	g 
L  L  B

 
 return L 
Der nun folgende Algorithmus EncloseBasicSolution bestimmt Einschlie
ungen f

ur den optimalen Zielfunktionswert f
opt
 f

ur die komplette Menge
	 Verikation 
der optimalen BasisIndexmengen V
opt
und die Menge der zul

assigen opti
malen BasisL

osungen X
opt
eines linearen Optimierungsproblems LP	 Wie
bereits erw

ahnt wird eine optimale BasisIndexmenge B
start
als Eingabepa
rameter des Algorithmus ben

otigt
W

ahrend des Ablaufes des Algorithmus  wird in Schritt a eine
BasisIndexmenge B aus der Liste der Kandidaten f

ur eine optimale Basis
Indexmenge C ausgew

ahlt und gleichzeitig die Liste der bereits untersuchten
BasisIndexmengen E aktualisiert In Schritt b wird das Intervalltableau
	 unter Verwendung von Algorithmus  bestimmt Anschlieend
wird mit Algorithmus 

uberpr

uft ob die aktuelle BasisIndexmenge B
eine basisstabile L

osung repr

asentiert Ist dies nicht der Fall wird in Schritt
d mit Hilfe der Algorithmen  und  entschieden ob das gege
bene LP	 unzul

assig ist dh M ist leer oder c
T
x ist auf M unbeschr

ankt
In Schritt e wird die Optimalit

at der aktuellen L

osung mit Algorithmus
 veriziert Ist diese Verikation m

oglich so wird sie in der Liste der
optimalen BasisL

osungen X
opt
gespeichert Anschlieend wird mit Algo
rithmus  die Liste der Kandidaten f

ur eine optimale BasisIndexmenge
L bestimmt
Algorithmus  EncloseBasicSolution A b cB
start
 f VX NoErr	
 fInitialisierungg
Err 


No Error k
max
  
k   C  B
start
 E   V   X   No   
 fIterationg
repeat
a	 fBestimme die Indexmengen B und N g
select B  C C  C nB E  E  B 
N  f        ng nB 
b	 fBerechne das Intervalltableau T g
ComputeTableau A b cBN  T Err	 
if Err 	


No Error then exit
repeatloop
c	 fPr

ufe ob das Tableau basisstabil istg
if BasisStable T 	 then
fSpeichere den optimalen Wert die optimale Indexmengeg
fund die optimale L

osung g
f   c
T
B
 x
B
 X  x
B
 x
N
	
T
 V  B No  No  
return f VX  
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d	 fPr

ufe ob der zul

assige Bereich leer ist oder obg
fdie Zielfunktion unbeschr

ankt ist g
if EmptySolutionSet T 	 then
Err 


Set of feasible solutions is empty 
exit
repeatloop
if Unbounded T 	 then
Err 


Objective function is unbounded 
exit
repeatloop
e	 fPr

ufe ob die aktuelle L

osung m

oglicherweise optimal istg
if PossiblyOptimalSolution T 	 then
fSpeichere den optimalen Wert die optimale Indexmengeg
fund die optimale L

osung g
f   f   c
T
B
 x
B
 X  X  x
B
 x
N
	
T
 
V  V  B No  No  
fBestimme die Menge der benachbarten BasisIndexmengeng
L  NeighboringList T BN 	 
L  LnE	 n C C  C  L 
f	 k  k   
until C  	 or k  k
max
	 
 fPr

ufe ob Fehler aufgetreten sindg
if k  k
max
	 then Err 


Maximum number of iterations exceeded 
if No  	 then Err 


Initial basic index set is not optimal 
 return f VX Err 
Der Algorithmus  bricht in den Schritten b oder d mit einer
Fehlermeldung ab falls T  nicht berechnet werden kann oder wenn eine
der Bedingungen aus Schritt d erf

ullt ist
T  kann nicht berechnet werden wenn in Algorithmus  die L

osung
der linearen Gleichungssysteme 	 scheitert Das Auftreten dieses Feh
lers ist ein Hinweis darauf da die aktuelle Teilmatrix A
B
tats

achlich oder


numerisch singul

ar ist
Die Abbruchbedingungen in Schritt d deuten auf einen leeren zul

assigen
BereichM oder auf eine unbeschr

ankte Zielfunktion hin In diesem Fall ist
keine Berechnung von Einschlieungen f

ur f
opt
 V
opt
und X
opt
m

oglich
Die BasisIndexmenge B
start
 V wird durch eine Untersuchung des Re
sultats der primaldualen InnerePunktMethode in Algorithmus  be
stimmt
	 Verikation 
Gilt f

ur die Intervallvektoren x
B
 und y die die exakten L

osungen der
linearen Gleichungssysteme
A
B
 x
B
 b A
T
B
 y  c
B
einschlieen die Bedingung x
B
  und z   wobei z  A
T
N
 y c
N

dann ist durch Satz  bewiesen da B numerisch	 eine optimale Basis
Indexmenge des LP	 ist Damit gilt B
start
 B  V
Algorithmus  DetermineBase x y zB
start
	
 fInitialisierungg
m  upperboundy	 n  upperboundx	 
B
start
  limit  minx	 maxx	 
 fBestimme die Indizes die Kandidaten f

ur die BasisIndexmengeg
fB
start
sind g
for i   to n do
if x
i
 limit then
B
start
 B
start
 i 
 fPr

ufe Korrektheit von B
start
g
if sizeB
start
	  m	 then
Err 


Wrong basic index set determined
if not x
B
  and z
N
 	 then
Err 


Wrong basic index set determined
 return B
start
 Err 
 Vollst

andiger Algorithmus
Durch die Kombination der Algorithmen PrimalDualMethod aus Abschnitt
 und EncloseBasicSolution aus Abschnitt  ist die M

oglichkeit gege
ben die Vorteile der InnerePunktMethode bez

uglich des Rechenaufwandes
und die Vorteile des SimplexVerfahrens bez

uglich der L

osungseinschlieung
miteinander zu verbinden Ausgehend von einer primal und dual zul

assi
gen Startn

aherung x
 
 y
 
und z
 
f

ur ein gegebenes LP	 in Standard
form vgl Denition 	 wird durch die selbstverizierende primalduale
InnerePunktMethode eine garantiert zul

assige N

aherungsl

osung
e
x
e
y und
e
z bestimmt die den optimalen Zielfunktionswert f
opt
 c
T
b
x auf mindestens
 Dezimalstellen genau approximiert Zus

atzlich wird ein verizierter Ein
schlu von f
opt
ebenfalls auf  Dezimalstellen genau bestimmt Als weitere
Information liefert das Verfahren gegebenenfalls eine Verikation der Ein
deutigkeit der theoretischen optimalen L

osung
b
x Ausgehend von diesem
  InnerePunktMethoden und Ergebnisverikation
Resultat wird eine optimale BasisIndexmenge B
start
bestimmt Durch den
nun m

oglichen Wechsel auf das diskrete SimplexVerfahren k

onnen neben
einem Einschlu des optimalen Zielfunktionswertes auch Einschlieungen
der optimalen BasisL

osung bzw aller optimalen BasisL

osungen bestimmt
werden
Der folgende Algorithmus fat die Kombination der L

osungsverfahren
zusammen
Algorithmus  Combination
 fEingabe der Daten des LP	g
Input A b c x
 
 y
 
 z
 
	 
 fBerechne einen Einschlu des optimalen Zielfunktionswertes f
opt
g
fund zul

assige N

aherungen
e
x
e
y
e
z der optimalen L

osung mit g
fder primaldualen InnerePunktMethode g
PrimalDualMethod  A b c x
 
 y
 
 z
 

e
x
e
y
e
z f 
uniqueprimaldualMsgErr	 
 fBestimme eine optimale BasisIndexmenge B
start
g
DetermineBase 
e
x
e
y
e
zuniqueB
start
Err	 
 fBerechne Einschlieungen f

ur den optimalen Zielfunktionswert g
fz
opt
 die Menge aller optimalen BasisIndexmengen V
opt
und dieg
fMenge aller optimalen BasisL

osungen X
opt
 g
EncloseBasicSolution A b cB
start
 f VX NoErr	 
 fAusgabe der verizierten Berechnungsergebnisseg
Output 
e
x
e
y
e
z f uniqueVX Err	 
Kapitel 
Realisierung und
Implementierung
Dieses Kapitel besch

aftigt sich mit einigen Details der praktischen
Durchf

uhrung der InnerePunkteMethode und ihrer Implementierung auf
dem Rechner Durch die Implementierung der in Kapitel  beschrie
benen primaldualen InnerePunktMethode in der Programmiersprache
PASCALXSC  ergibt sich mit der Portabilit

at des entsprechenden
Compilers die M

oglichkeit das Verfahren auf einer groen Palette von Rech
nern in identischer Form zu verwenden Damit besteht die M

oglichkeit un
ter Verwendung von leistungsf

ahigen Grorechnern auch


groe Probleme
wie sie in der Praxis vorkommen zu behandeln Im folgenden werden kurz
die wichtigsten Merkmale von PASCALXSC erl

autert und im Anschlu
daran wird n

aher auf die Implementierung des Verfahrens eingegangen Eine
Beschreibung zur interaktiven Benutzung des Programms bendet sich in
Kapitel 
Um den Rahmen dieser Arbeit nicht zu sprengen wird auf die
vollst

andige Wiedergabe des Quellcodes verzichtet dessen voller Umfang
etwa  Programmzeilen betr

agt Der vollst

andige Quellcode wird wie
in der Einleitung angedeutet auf einem FTPServer der Universit

at Karls
ruhe zur Verf

ugung gestellt Hier werden vielmehr nur die wichtigsten Teile
oder beispielhafte Ausz

uge angegeben die Einblick in die Implementierung
geben sollen Wie bereits fr

uher erw

ahnt sind alle in Kapitel  angegebenen
Algorithmen in Verbindung mit den Details zur praktischen Durchf

uhrung
nahezu direkt auf den Rechner

ubertragbar
  Realisierung und Implementierung
 PascalXSC
Die Programmiersprache PASCALXSC eine Erweiterung von PASCAL
f

ur wissenschaftliches Rechnen wurde mit dem Ziel entwickelt ein m

achti
ges Werkzeug f

ur die numerische L

osung wissenschaftlicher Probleme zur
Verf

ugung zu stellen Die neuen Sprachkonzepte von PASCALXSC erlau
ben einen einfachen Zugri auf die zugrundegelegte mathematisch exakt
erkl

arte und implementierte Rechnerarithmetik in den

ublichen R

aumen
des numerischen Rechnens siehe   	

Uber StandardPASCAL
hinaus umfat PASCALXSC die folgenden f

ur diese speziellen Anwendun
gen wichtigen Konzepte
 Universelles Operatorkonzept benutzerdenierte Operatoren	
 Operatoren und Funktionen mit beliebigem Ergebnistyp


Uberladen von Prozeduren Funktionen Operatoren und Zuweisungen
 Modulkonzept
 Dynamische Felder
 Standarddatentypen interval ivector imatrix rvector usw
 Kontrollierte Rundung
 Hochgenaue Arithmetik und Standardfunktionen f

ur alle Standardda
tentypen
 Exakte Ausdrucksauswertung 'Ausdr

ucke	
W

ahrend die reelle Arithmetik im Sprachkern verankert ist werden Inter
vallarithmetik Vektorarithmetiken reell und intervallm

aig	 und Matrixa
rithmetiken reell und intervallm

aig	 in Form von Modulen bereitgestellt
Sowohl die Maschinenoperationen
 

 

 
 und
 

 als auch die Maschinen
intervalloperationen





 und


 k

onnen sprachlich durch die

ublichen
Operatoren    und  angesprochen werden Die Auswahl der Operation
reell oder intervallm

aig	 erfolgt abh

angig vom Typ der Operanden F

ur
eine ausf

uhrliche Beschreibung der Sprache wird auf  verwiesen
Der aktuelle Sprachumfang von PASCALXSC bzw des Compilers er
laubt gr

otenteils eine komfortable Programmierung der f

ur das Verfahren
ben

otigten Hilfsmittel Datenstrukturen Operationen Arithmetiken	 die

uber die bereits vorhandenen Konzepte hinausgehen Auf einige Details der
Implementierung wird im folgenden eingegangen
 Verikationshilfsmittel 
 Verikationshilfsmittel

 Zul

assigkeitspr

ufung
Das in Abschnitt  beschriebene Verfahren zur

Uberpr

ufung der
Zul

assigkeit eines Startpunktes bzw einer Iterierten tr

agt der Problema
tik Rechnung da Rundungsfehler und Einschr

ankungen des darstellbaren
Zahlenbereiches auf dem Rechner die Ergebnisse beeinussen Durch die
M

oglichkeit Rechenoperationen in PASCALXSC mit den

ublichen Ope
ratoren und vorgegebener Rundungsrichtung nach oben  bzw unten 
auszuf

uhren ist sowohl ein gesicherter Vergleich der Ergebnisse einer Ma
schinenzahloperation zB Ax  b	 als auch die Durchf

uhrung von Maschi
nenintervalloperationen zB Ax  b	 m

oglich Ein weiterer wesentlicher
Vorteil der Spracherweiterung f

ur wissenschaftliches Rechnen ist das Vor
handensein eines exakten Skalarproduktes Die Zahl der notwendigen Run
dungen f

ur die Berechnung eines MatrixVektorProduktes wird dabei auf
eine Rundung je L

osungsvektorkomponente reduziert was auch in nume
risch kritischen F

allen noch eine korrekte

Uberpr

ufung der Relation Ax  b
erlaubt
Die beiden Prozeduren CheckFeasibility vgl Algorithmus 	 f

ur
reelle Parameter und Intervallparameter verwenden die Module mv ari f

ur
die reelle und mvi ari f

ur die IntervallMatrixVektorArithmetik
global
procedure CheckFeasibility
A  rmatrix   Procedure checks 
b c  rvector   if actual solution 
x y z  rvector   is feasible 
var primal dual  boolean  
var
A  rmatrixlbA	

ubA	lbA

ubAubA	
c  rvectorlbc

ubcubA	
x  rvectorlbx

ubxubA	
i j  integer
begin
primal  positivex   Primal nonnegativity 
dual  positivez   Dual nonnegativity 
for ilbA	 to ubA	 do   Determine submatrix 
for jlbA to ubAubA	 do Aij  Aij
for ilbc to ubcubA	 do ci  ci  Determine subvec
for ilbx to ubxubA	 do xi  xi
  Primaldual feasibility 
if not Ax  b then primal  FALSE
if not transpAy  c then dual  FALSE
end
  Realisierung und Implementierung

 Parameter
Die f

ur das Iterationsverfahren der primaldualen InnerePunktMethode
wichtigen Parameter  siehe Abschnitt 	 und  siehe Abschnitt
	 werden als Funktionen realisiert Die maximal zul

assigen Para
meter 
LP
f

ur die NewtonKorrektur des primalen Problems und 
DP
des
dualen Problems werden entsprechend den Vorschriften aus a	 und
b	 bestimmt Durch die Verwendung der gerichteten Rundung wird
ein

Ubersch

atzen des Parameters die eine Verletzung einer oder mehrerer
Nebenbedingungen zur Folge h

atte vermieden
global
function maxAlpha x dx  rvector real   Determine max Newton 
var   step size 
i  integer
Alpha  real
begin
Alpha  	
for ilbx to ubx do
if dxi   then
if  xidxi  Alpha then Alpha  xidxi
maxAlpha  Alpha
end
Der BarriereParameter  wird Problemdimensionsabh

angig bestimmt
vgl Algorithmus 	 Die f

ur die Berechnung der Dualit

atsl

ucke ver
wandte Prozedur DualityGap ist in einem getrennten Modul implementiert
das in Abschnitt  erl

autert wird
const delta  	e
global
function GetMu b c  rvector   Determine appropriate new 
x y z  rvector   barriere parameter 
var Err  string  real
var
n  integer
muold D mu  real
begin
n  ubx  lbx  	
if n   then D  sqrn
else D  sqrtn
mu  DualityGapb c x y z  D
if mu  delta then Err  Err Wrong parameter mu
GetMu  mu
end
 Verikationshilfsmittel 


 Spezielles NewtonVerfahren
Die in Abschnitt  beschriebene Abwandlung des allgemeinen Newton
Verfahrens wird auf der Basis der Algorithmen  FeasibleNewtonStep
und  FeasibleNewtonMethod implementiert Als sinnvoller Wert hat
sich i
max
  f

ur die maximale Anzahl der NewtonIterationen ergeben
da dies auf Grund der quadratischen Konvergenz des Verfahrens in der
Regel nicht

uberschritten wird und wegen des hohen Rechenaufwands ei
nes einzelnen Iterationsschrittes praktischerweise nicht

uberschritten wer
den sollte Abbruchkriterium f

ur die NewtonIteration ist   

als Vergleichsgr

oe f

ur den Abstand zweier aufeinanderfolgender Iterierten
bez

uglich der MaximumNorm vgl 		
Die Berechnung der NewtonKorrektur erfolgt in der Prozedur
FeasibleNewtonStep unter Ber

ucksichtigung der Nebenbedingung den
zul

assigen Bereich der Optimierungsproblems LP	 nicht zu verlassen Die
Erf

ullung dieser Bedingung wird durch die Berechnung der Schrittweiten
parameter 
LP
und 
DP
siehe Abschnitt 	 angestrebt und durch die in
Abschnitt  beschriebenen Prozedur CheckFeasibility

uberpr

uft Die
Vorgabe des Verkleinerungsfaktors     f

ur die NewtonKorrektur wie
in Abschnitt  angegeben	 hat sich im praktischen Einsatz als sinnvoll
erwiesen
const
imax  
procedure FeasibleNewtonStep   Compute maximum 
A  rmatrix   feasible Newton step 
b c  rvector   in primal and dual 
x y z  rvector   direction not 
dx dy dz  rvector   touching the boundary
var xk yk zk  rvector   of the feasible 
var Err  string   region 
 
var
alphaLP alphaDP  real
i  integer
primal dual  boolean
begin
xk  x  dx
yk  y  dy
zk  z  dz
CheckFeasibilityA b c xk yk zk   Check feasibility 
primal dual   of initial solution 
if notprimal then   Handle primal 
  Realisierung und Implementierung
begin   feasibility 
i   alphaLP  maxAlphaxk dx
while notprimal and i  imax do
begin
i  i	
xk  x  alphaLP  dx
CheckFeasibilityA b c xk yk zk primal dual
alphaLP  
  alphaLP   Shrink Newton 
  step size 
end
if notprimal then
begin
alphaLP  
xk  x
end
end
   
end
if alphaLP   and alphaDP   then
Err  Err No feasible Newton step possible
end   procedure FeasibleNewtonStep 
Die soeben angegebene Prozedur FeasibleNewtonStep kommt als zen
traler Teil des eigentlichen NewtonVerfahrens zum Einsatz das in der fol
genden Prozedur FeasibleNewtonMethod mit gr

otm

oglicher

Ahnlichkeit
zur mathematischen Beschreibung von Algorithmus  programmtech
nisch realisiert ist
const
maxNewtonSteps  
Epsilon  	E	
global
procedure FeasibleNewtonMethod   Modified interval 
A  rmatrix   Newton methode to 
b c  rvector   verify existence and 
mu  real   uniqueness of minimum 
  of the actual 
var xk yk zk  rvector   lagrangian barriere 
var Err  string   function 
 
var
xold dx  rvectorlbxk

ubxk
yold dy  rvectorlbyk

ubyk
zold dz  rvectorlbzk

ubzk
X  rmatrixlbxk

ubxklbxk

ubxk
ZZ	  rmatrixlbzk

ubzklbzk

ubzk
rP  rvectorlbb

ubb
rD  rvectorlbc

ubc
 Verikationshilfsmittel 
e rmu  rvectorlbc

ubc
approx primal dual  boolean
k ErrCode  integer
begin
k  
repeat   Newton step 
k  k  	 approx  FALSE  
xold  xk yold  yk zold  zk
e  	 X  diagxold Z  diagzold
rP  b  Axold
rD  transpAyold  zold  c
rmu  mue  XZe
Z	  Z diagminvZ	 ErrCode  Z 	 approx inverse of Z 
if ErrCode   then
Err  Err Inversion of diagonal matrix failed
if Err  No Error then
begin   Compute Newton correction 
lssaprxAZ	XtranspA  
rP  AZ	rmu  AXZ	rD
dy ErrCode
if ErrCode   then
Err  Err Linear system solver failed
dz  rD  transpAdy
dx  Z	 rmu  Xdz 
end
if Err  No Error then
FeasibleNewtonStepA b c   Determine new iterate 
xold yold zold 
dx dy dz
xk yk zk Err
if Err  No Error then   Determine accuracy of 
if MaxNormxk  xold  Epsilon and  approximation 
MaxNormyk  yold  Epsilon and 
MaxNormzk  zold  Epsilon
then approx  true
until approx or Err  No Error or k  maxNewtonSteps
end  FeasibleNewtonMethod

 Ergebnisveri	kation
Im Rahmen der Ergebnisverikation werden garantierte Aussagen

uber
  Realisierung und Implementierung
 Zul

assigkeit des Startpunktes aller Iterierten im Iterationsproze und
der optimalen L

osung 
 Verikation der Existenz einer optimalen L

osung 
 Einschlu des optimalen Zielfunktionswertes 
 Gegebenenfalls die Eindeutigkeit einer optimalen L

osung
Die auf dem Rechner verizierbare Zul

assigkeitspr

ufung wird wie in Ab
schnitt  angegeben mit Hilfe des Programmierwerkzeuges PASCAL
XSC und der hierdurch verwendbaren pr

azise denierten Rechnerarithme
tik realisiert
Die Frage der Existenz einer L

osung f

ur ein gegebenes lineares Opti
mierungsproblem kann durch den Nachweis der Voraussetzungen f

ur den
Dualit

atssatz  ebenfalls durch die Prozedur CheckFeasibility beant
wortet werden Falls es m

oglich ist die Zul

assigkeit eines Punktes x
 k
des
primalen Problems LP	 und eines Punktes y
 k
 z
 k
	 des dualen Problems
DP	 zu verizieren liefert Satz  sofort den Existenzbeweis f

ur eine
optimale L

osung des Optimierungsproblems
Einen garantierten Einschlu f

ur den optimalen Zielfunktionswert liefert
der Dualit

atssatz  nach dem f

ur alle zul

assigen Punkte x
 k
des prima
len Problems LP	 und y
 k
 z
 k
	 des dualen Problems DP	 die Beziehung
fx
 k
	  gy
 k
	 gilt Implementiert ist diese Berechnung in Form des in
Abschnitt  angegebenen Algorithmus DualityGap  der sowohl f

ur reelle
als auch f

ur Intervallparameter zur Verf

ugung steht
global
function DualityGap b c  rvector   Determine duality gap
x y z  rvector real  for real arguments 
begin  
DualityGap  cx  by
end
global
function DualityGap b c  rvector   Determine duality gap
x y z  ivector real  for interval arg 
begin  
DualityGap  supcx  by
end
Um ggf die Eindeutigkeit der L

osung des linearen Optimierungspro
blems die insbesondere den Fall mehrere optimaler Eckpunkte des zul

assi
gen Bereichs ausschliet nachzuweisen werden die Bedingungen des Brou
werschen Fixpunktsatzes  in Form einer Intervallversion des Newton
Verfahrens gepr

uft Das in Abschnitt  vorgestellte Verfahren welches in
 Verikationshilfsmittel 
Algorithmus  Verication zusammengefat wurde ist in seiner mathe
matischen Formulierung fast unver

andert in eine PASCALXSC Prozedur

ubertragen worden Hierf

ur war es notwendig die primalen und dualen
L

osungsvektoren
e
x
e
y
e
z zu einem Vektor
e
u zusammenzufassen Die Bestim
mung des Gradienten und der HesseMatrix erfolgt bez

uglich der Eingangs
daten A b c 
e
x
e
y und
e
z entsprechend den Herleitungen 	 und 	
aus Abschnitt  Die f

ur die Realisierung des Inklusionsschrittes not
wendige Aufbl

ahung wird mit einem in praktischen Tests  ermittelten
Wert von 
	
durchgef

uhrt
global
procedure Verification   Newton methode to 
A  rmatrix   verify existence and 
b c  rvector   uniqueness of minimum 
mu  real   of the actual 
xtilde ytilde ztilde  rvector   lagrangian barriere 
var xincl yincl zincl  ivector   function 
var unique  boolean  
var Err  string 
var
utilde  rvector	

ubxtildeubytildeubztilde
uincl uold h  ivector	

ubxtildeubytildeubztilde
R  rmatrix	

ubxtildeubytildeubztilde
	

ubxtildeubytildeubztilde
help  imatrix	

ubxtildeubytildeubztilde
	

ubxtildeubytildeubztilde
Basis  rvector	

ubytilde
EpsilonInflation
ErrCode  integer
begin
DetermineBasisxtilde ytilde ztilde unique Basis Err
if unique and Err  No Error then
begin
  Compose one vector out of primal and dual solutions 
utilde  composextilde ytilde ztilde
EpsilonInflation  
R  hessAbc mu utilde   Compute approximate inverse 
minvR ErrCode   of Hessian matrix 
if ErrCode   then
writelnmatrix inversion failed in verification
uincl  blowintvalnulluincleps   Perform epsilon 
  inflation 
h  R  gradA b c mu utilde
repeat   Verification step 
 
  Realisierung und Implementierung
EpsilonInflation  EpsilonInflation  	 unique  false
uold  uincl
help  hessAbc mu utilde  utilde  uincl 
uincl  h   idR  Rhelp  uincl
if uincl in uold
then unique  true   Verify uniqueness 
else uincl  blowuincleps   Perform epsilon inflation 
until unique or EpsilonInflation  maxEpsilonInflations
decomposeuincl xincl yincl zincl  Restore primal and 
xincl  xtilde  xincl   dual solution vectors
yincl  ytilde  yincl
zincl  ztilde  zincl
end
end  procedure Verification
 Primal
duale Innere
Punkt
Methode
Das vollst

andige InnerePunktVerfahren wird durch die Prozedur
PrimalDualMethod  die in einem PASCALXSC Modul PrimalDualIPM
vereinbart ist realisiert Um den modularen Aufbau dieses Programmteils
zu erl

autern sind in Abbildung  in einer baumartigen Struktur die Bezie
hungen der Einzelmodule zueinander und zumHauptmodul PrimalDualIPM
angegeben
Das FeasibilityModule stellt die Prozedur CheckFeasibility f

ur re
elle und Intervallparameter zur Verf

ugung Eingangsparameter der in Ab
schnitt  beschriebenen Prozedur CheckFeasibility zur Zul

assigkeit
spr

ufung sind die Daten des linearen Optimierungsproblems LP	 A b c
und die reellen bzw intervallm

aigen Daten

uber die primalen x und dua
len y z	 Punkte
Im VerificationModule werden sowohl die Funktion DualityGap als
auch die Prozedur Verification angegeben Die in Abschnitt  n

aher
beschriebene Funktion DualityGap zur Berechnung der Dualit

atsl

ucke vgl
Denition 	 und damit eines Einschlusses des optimalen Zielfunktions
wertes ben

otigt als Eingabeparameter die Koezienten der primalen und
dualen Zielfunktion c und b sowie die Koezienten der aktuellen primal
und dual zul

assigen Punkte x und y z	 Die Prozedur Verification

uberpr

uft ausgehend von einer N

aherung
e
x
e
y
e
z die Eindeutigkeit einer
 Primalduale InnerePunktMethode 















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PrimalDualIPM
Veri
cationModule
FeasibilityModule
ParameterModule
OutputModule
NewtonModule
Abbildung  Der modulare Programmaufbau
Nullstelle f

ur die gegebene Lagrangesche BarriereFunktion die durch die
Daten des linearen Optimierungsproblems LP	 A b c und den aktuellen
BarriereParameter  bestimmt ist Vergleiche hierzu Abschnitt 
Das ParameterModule stellt die Funktionen maxAlpha und GetMu be
reit maxAlpha wird zur Berechnung der Schrittweitenparameter 
LP
und

DP
im NewtonIterationsschritt eingesetzt F

ur weitere Erl

auterungen
wird auf die Abschnitte   und  verwiesen
Eine modizierte Version des NewtonVerfahrens wird in Form der Pro
zedur FeasibleNewtonMethod im NewtonModule vereinbart Die Beson
derheiten des Verfahrens sind dem Abschnitt  zu entnehmen Ein
gangsparameter sind hierbei die Lagrangesche BarriereFunktion die durch
die Daten des linearen Optimierungsproblems LP	 A b c und den aktuel
len BarriereParameter  bestimmt ist Als Ergebnis wird eine N

aherung
der Nullstelle des Gradienten der Lagrangeschen BarriereFunktion in den
Vektoren x
 k
 y
 k
 z
 k
zur

uckgegeben
Das OutputModule steuert und formatiert die Ausgabe der Zwischen
ergebnisse und des Endergebnisses sowie die Pr

asentation der verizierten
  Realisierung und Implementierung
Aussagen

uber Zul

assigkeit Existenz und Eindeutigkeit der L

osung des li
nearen Optimierungsproblems LP	
Die eigentliche Schnittstelle der selbstverizierenden primaldualen
InnerePunktMethode ist im Modul PrimalDualIPM implementiert Die
globale Prozedur PrimalDualMethod l

ost ein lineares Optimierungspro
blem das in Standardform vorliegt Notwendige Eingabeparameter sind
die Daten des LP	 A b c sowie primale und duale Startpunkte x
 
und
y
 
 z
 
	 Nach einer

Uberpr

ufung der Zul

assigkeit der Startpunkte
wird das BarriereVerfahren gestartet Hierzu wird der aktuelle Barriere
Parameter  bestimmt die Nullstelle des Gradienten der Lagrangeschen
BarriereFunktion bzgl 	 bestimmt und die sich daraus ergebende Dua
lit

atsl

ucke berechnet Falls das BarriereIterationsverfahren erfolgreich ver
lief wird nachgewiesen ob das gegebene Optimierungsproblem eine ein
deutige optimale L

osung besitzt Als Ausgabeparameter liefert die Pro
zedur neben einer zul

assigen N

aherung x
 l
 y
 l
 z
 l
der optimalen L

osung
die den exakten optimalen Zielfunktionswert auf eine relative Genauigkeit
von   

approximiert auch einen verizierten Einschlu des exak
ten optimale Zielfunktionswertes Durch den Nachweis der Zul

assigkeit der
primalen und dualen N

aherungsl

osungen ist gleichzeitig auch die Existenz
einer optimalen L

osung garantiert Zus

atzlich wird falls m

oglich die Ein
deutigkeit der L

osung f

ur das gegebene LP	 nachgewiesen und eine ent
sprechende Information ausgegeben Die Implementierung des in Abschnitt
 angegebenen Algorithmus  ist im folgenden angegeben
const
maxBarriereSteps  	
Epsilon  	E	
global procedure PrimalDualMethod   Primaldual interior 
A  rmatrix   point method for solving 
b c x y z  rvector   linear optimization 
var xl yl zl  rvector   problems with verification
var xincl yincl zincl  ivector   of the optimality and 
var value  interval  feasibility of the result
var unique  boolean   If possible the 
var Msg  string   uniqueness of the optimal 
var Err  string   solution is guaranteed 
var  
l  integer
mu Gap  real
primal dual  boolean
begin
Err  No Error Msg   l     Initialisation 
mu  	E unique  false  
 Primalduale InnerePunktMethode 
xl  x yl  y zl  z
CheckFeasibilityAbc xyz primaldual   Check feasi 
if notprimal and dual then   bility of ini
begin   tial solution 
if notprimal then
Err  Err Initial solution primal infeasible
if notdual then
Err  Err Initial solution dual infeasible
if not primal and not dual then
Err  Err Initial solution primal and dual infeasible
end
if Err  No Error then
repeat   Barriere step 
 
l  l	
  Determine new barriere parameter 
if l	 then mu  GetMubc xlylzl Err
  Contruct the new pair of Lagrangian barriere functions related 
  to the barriere parameter mu 
if Err  No Error then
FeasibleNewtonMethodAbc mu   Determine zero of the gradient
xlylzl  of the pair of Lagrangian 
Err   barriere functions using a 
  modified Newton method 
Gap  DualityGapbc xlylzl   Determine duality gap 
if l  maxBarriereSteps and Gap  Epsilon then
Err  Err Maximum number of barriere steps exceeded
ScreenOutputl Abc xlylzl Gap
until Gap  Epsilon or Err  No Error
if Err  No Error then
begin
value  c  xl  b  yl   Determine optimal value 
VerificationA b c mu xl yl zl   Verify uniqueness 
xincl yincl zincl unique  of the zero of 
  the gradient 
if unique then Msg   Uniqueness of optimal solution verified

end
end  procedure PrimalDualMethod
  Realisierung und Implementierung
 Einschlu aller optimalen
Basis
L

osungen
Die in Abschnitt  vorgestellten Algorithmen zur Besimmung von
Einschlieungen f

ur den optimalen Zielfunktionswert z
opt
 die Menge aller
optimalen BasisIndexmengen V
opt
und die Menge aller optimalen Basis
L

osungen X
opt
werden im Modul EnclosureModule zusammengefat Auf
die Implementierung des Datentyps einer linear verketteten Liste zur Spei
cherung der Mengenlisten V und X kann an dieser Stelle nicht eingegangen
werden Eine Dokumentation kann der Ver

oentlichung  entnommen
werden Der Datentyp BaseList wird in einem separaten Modul lop ari
deniert
Die Algorithmen ComputeTableau  BasisStable  PossiblyOptimalSolution 
EmptySolutionSet  Unbounded  NeighboringList und die globale Prozedur
EncloseBasicSolution werden mit Hilfe der wissenschaftlichen Programmier
sprache PASCALXSC nahezu unver

andert in den folgenden Quelltext

ubertragen
 
  Compute the interval tableau 
  
z  dt  
  T 	 
 
  
xB  H  
 
procedure ComputeTableau A  rmatrix
b c  rvector
Base NonBase  IndexSet
var TT  imatrix
var Err  integer
var
AB  rmatrix	

ubA	 	

sizeBase
AN  rmatrix	

ubA	 	

sizeNonBase
cB  rvector	

sizeBase
cN  rvector	

sizeNonBase
xxB yy  ivector	

sizeBase
dd  ivector	

sizeNonBase
HH  imatrix	

sizeBase 	

sizeNonBase
zz  interval
Index localError  integer
i j m n  integer
begin   procedure ComputeTableau 
m  ubA	
n  ubA
  Determine submatrices and subvectors according to index sets Base
  and NonBase 
	 Einschlu aller optimalen BasisL
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AB  extractA Base   Determine submatrices
AN  extractA NonBase   and subvectors accor
cB  extractc Base   ding to B and N 
cN  extractc NonBase  
  Solve linear systems of equations 
lssAB b xxB localError
if localError  NoError then
lsstranspAB cB yy localError
Index  
if localError  NoError then
for i	 to nm do
begin
Index  NextIndexIndexNonBase
if localErrorNoError then
lssAB AIndex HHi localError
end
if localError  NoError then
begin
dd  transpAN  yy  cN   Compute components of 
zz  cB  xxB  b  yy   interval tableau 
TT		  zz  
for j to nm	 do
TT	j  ddj	
for i to m	 do
TTi	  xxBi	
for i to m	 do
for j to nm	 do
TTij  HHi	j	
end
else Err  SubmatrixSingular
end   procedure ComputeTableau 
 
  Determine whether the interval tableau T represents a basis 
  stable solution ie 
xBinf   and 
dinf   
 
function BasisStableTT  imatrix  boolean
var IsStable  boolean
ij  integer
begin
IsStable  true i  	 j  	
while  i  ubTT	 and IsStable  do
begin
i  i	   xB 	 Ti 
i 	   m 
if TTi	
inf   then IsStable  false
end
while  j  ubTT and IsStable  do
begin
j  j	   d 	 Tj 
j 	   nm 
if TT	j
inf   then IsStable  false
  Realisierung und Implementierung
end
BasisStable  IsStable
end
 
  Determine whether the interval tableau T represents a possibly 
  optimal solution ie 
xBsup 	  and 
dsup 	  
 
function PossiblyOptimalSolutionTT  imatrix  boolean
var IsOptimal  boolean
ij  integer
begin
IsOptimal  true i  	 j  	
while  i  ubTT	 and IsOptimal  do
begin
i  i	   xB 	 Ti 
i 	   m 
if not TTi	
sup    then IsOptimal  false
end
while  j  ubTT and IsOptimal  do
begin
j  j	   d 	 Tj 
j 	   nm 
if not TT	j
sup    then IsOptimal  false
end
PossiblyOptimalSolution  IsOptimal
end
 
  Check whether the set of feasible solutions is empty ie not for 
  all
beta in B with 
 in xbeta there exists a 
nu in N with 
  
Hbetanu   
 
function EmptySolutionSetTT  imatrix  boolean
var IsEmpty  boolean
ij  integer
begin
IsEmpty  false i  	
while not IsEmpty and i  ubTT	 do
begin
i  i	
if  in TTi	 then
begin
IsEmpty  true
j  	
while IsEmpty and j  ubTT do
begin
j  j	
if TTij
sup   then IsEmpty  false
end
end
end
EmptySolutionSet  IsEmpty
end
 
  Check whether the objective function is unbounded ie not for all
	 Einschlu aller optimalen BasisL
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  
nu in N with 
 in dnu there exists a 
beta in B with 
  
Hbetanu   
 
function UnboundedTT  imatrix  boolean
var IsUnbounded  boolean
ij  integer
begin
IsUnbounded  false j  	
while not IsUnbounded and j  ubTT do
begin
j  j	
if  in TT	j then
begin
IsUnbounded  true
i  	
while IsUnbounded and i  ubTT	 do
begin
i  i	
if TTij
inf   then IsUnbounded  false
end
end
end
Unbounded  IsUnbounded
end
 
  Determine list of neighboring basic index sets L for index set Base
  that are good candidates for being optimal basic index sets 
 
function NeighboringListTT  imatrix Base NonBase  IndexSet 
BaseList
var
L  BaseList
NewBase  IndexSet
i j m n  integer
beta nu Counter  integer
colmin rowmax  real
xx dd HH  interval
begin
m  sizeBase n  m  sizeNonBase   Initialization 
L  nil  
colmin  maxReal   Search for candidates 
nu 
for j  	 to nm do   in N and 
beta in B by 
begin   determining of the minimum 
dd  TT	j	   of the quotients 
if  in dd then   xbeta  Hbetanu 
begin  
for i	 to m do   Determine minimum of 
begin   xbeta  Hbetanu 
xx  TTi		   for column nu of T 
HH  TTi	j	  
if HH
Inf   and xx
SupHH
Inf  colmin then
colmin  xx
SupHH
Inf
  Realisierung und Implementierung
end   
beta in B 
for i	 to m do   Determine candidate 
beta
begin   in B for exchange of 
xx  TTi		   indices 
HH  TTi	j	  
if HH
Sup   and xx
InfHH
Sup  colmin then
begin   Determine new index 
beta  GetIndexiBase   set and add it to L 
nu  GetIndexjNonBase  
NewBase  Base  beta  nu
insertL NewBase
end
end   
beta in B 
end
end   
nu in N 
rowmax  maxReal   Search for candidates 
beta 
for i  	 to m do   in B and 
nu in N by 
begin   determining of the maximum 
xx  TTi		   of the quotients 
if  in xx then   dnu  Hbetanu 
begin  
for j	 to nm do   Determine maximum of 
begin   dnu  Hbetanu 
dd  TT	j	   for row beta of T 
HH  TTi	j	  
if HH
Sup   and dd
InfHH
Sup  rowmax then
rowmax  dd
SupHH
Sup
end   
nu in N 
for j	 to nm do   Determine candidate 
begin   
nu in N for exchange
dd  TT	j	   of indices 
HH  TTi	j	  
if HH
Inf   and dd
InfHH
Inf  rowmax then
begin   Determine new index 
beta  GetIndexiBase   set and add it to L 
nu  GetIndexjNonBase  
NewBase  Base  beta  nu
insertL NewBase
end
end   
nu in N 
end
end   
beta in B 
NeighboringList  L
end   function NeighboringList 
 
  Recursive procedure to determine list of possible basic index sets
  if the number of base indices is not m 
 
procedure CandidateList Base  IndexSet
NonBase  IndexSet
depth  Integer 
var CList  BaseList
	 Einschlu aller optimalen BasisL
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var ialpha  integer
Usedalpha  IndexSet
begin
if depth   then
begin
if depth  	 then
begin
Usedalpha  
for i  	 to sizeNonBasedepth	 do
begin
alpha  GetIndexiNonBase
Usedalpha  Usedalpha  alpha
CandidateListBase  alpha NonBase  Usedalpha
depth	 CList
end
end
else
for i  	 to sizeNonBase do
begin
alpha  Getindexi NonBase
Base  Base  alpha
insertCList Base
Base  Base  alpha
end
end
if depth   then insertCList Base
end
 
  Determination of enclosures for the solutions of a linear opti 
  mization problem 
 z 	 ct  x 	 max  
  
LP 
 A  x 	 b  
  
 x 	   
  with an initial optimal basic index set 
 
global procedure EncloseBasicSolution
 A  rmatrix
b c BstartVector  rvector
var z  interval
var V  rmatrix
var X  imatrix
var No Err  integer 
var
Bstart  IndexSet
Base NonBase  IndexSet
L CList E  BaseList
TT  imatrix	

	ubb 	

	ubcubb
k m n i maxNo  integer
depth  integer
begin   global procedure EncloseBasicSolution 
  Realisierung und Implementierung
Err  NoError
m  ubA	 n  ubA   Determine dimension of problem 
 
if n  m or m  	 or n  	 or n  maxDim  Check dimensions
or ubV	  ubX	 then  
Err  WrongDimension
else   Err  WrongDimension 
begin
depth  
Bstart   E  nil CList  nil   Initialization 
k   V   X   No   maxNo  ubV	
for i	 to m do   Determination of start base 
if truncBstartVectori	 then depth  depth	
else Bstart  Bstart truncBstartVectori 
NonBase  	

nBstart
CandidateListBstartNonBasedepthCList
repeat   until empty
CList 
Base  selectCList   Select Base out of
NonBase  	

n  Base   CList and update 
deleteCList Base insertE Base   examined list E 
 
ComputeTableauA b c Base NonBase TT Err
if Err  NoError then
if BasisStableTT then
begin
No  No  	   Store unique 
z  TT		   optimal solution 
XNo  SolutionTT Base NonBase  
VNo  Base
end
else   not basis stable 
begin
if EmptySolutionSetTT then Err  SolutionSetIsEmpty
else if UnboundedTT then Err  FunctionUnbounded
else if PossiblyOptimalSolutionTT
and Err  NoError then
begin
No  No  	   Store optimal 
if No  	 then z TT		   solution 
else z TT		  z  
XNo  SolutionTT Base NonBase
VNo  Base
L  NeighboringListTTBaseNonBase   Determine 
removeL E removeL CList list of neighboring
  basic index sets 
 
	 Einschlu aller optimalen BasisL
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appendCList L   Compute new list of candidates 
end  
end
k  k	
until emptyCList or Err  NoError
or k  kmax or No  maxNo
if Err  NoError then   Determine error code 
if not emptyCList and k  kmax then  
Err  IterationError
else if No   then Err  StartIndexSetNotOptimal
else if No  maxNo and not emptyCList then
Err  SolutionMatrixTooSmall
FreeAllCList FreeAllE
end   Err  WrongDimension 
end   global procedure EncloseBasicSolution 
 
  Module initialization part 
 
begin
Rplus  intvalmaxReal
end
Kapitel 
Numerische Tests und
Anwendungsbeispiele
Zum Test des in dieser Arbeit vorgestellten Algorithmus wurden eine Viel
zahl aus der Literatur bekannter Testfunktionen verwandt Im folgenden
wird das Verhalten des Algorithmus f

ur verschiedene kritische Problemf

alle
betrachtet Bei der ersten Gruppe handelt es sich um eine aus der Literatur
vgl zB   	 bzw aus der

oentlich zug

anglichen Datenbank
Netlib  stammende Sammlung von Standardtestproblemen die oft zum
Vergleich von verschiedenen Algorithmen zur linearen Optimierung heran
gezogen werden In der zweiten Gruppe nden sich einige Beispiele die
w

ahrend der Entwicklungsphase des Algorithmus Verwendung fanden um
dessen Arbeitsweise zu kontrollieren F

ur jedes Testbeispiel wird zu Beginn
der entsprechenden Abschnitte die Denition des linearen Optimierungs
problems angegeben Als Resultat folgen die Ergebnisse des Verfahrens
dh
 F

ur die verizierte InnerePunktMethode Angaben

uber
a	 die Zahl der ben

otigten Iterationsschritte
b	 die Zul

assigkeit der primalen und dualen N

aherungsl

osung
c	 die Existenz einer optimalen L

osung
d	 einen Einschlu des optimalen Zielfunktionswertes mit einer re
lativen Toleranz von   


e	 gegebenenfalls	 die Eindeutigkeit einer optimalen L

osung und
f	 eine N

aherung
e
x des optimalen L

osungsvektors
b
x
	 Standardtestprobleme 
 F

ur den anschlieenden SimplexSchritt
a	 ein Einschlu des optimalen Zielfunktionswertes
b	 die Anzahl der optimalen BasisIndexmengen und
c	 Einschlieungen der zugeh

origen BasisL

osungsvektoren
Eine typische Bildschirmeingabe und ausgabe ist im Anhang angegeben
 Standardtestprobleme
Beispiel  Als erstes wird das in der Einleitung angegebene Optimie
rungsproblem aus der Produktionsplanung behandelt  Die Standard
form des zu einem Minimierungsproblem umformulierten LP	 lautet
minimiere fx  x

 x

 x

udNB

B
B
B

        
        
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      
       

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C
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
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B
B
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C
C
C
C
C
C
A


B
B
B






C
C
C
A
und x
i
 s
i
 
Das verizierende Optimierungsverfahren liefert als Ausgabe
 Verizierte Resultate der primaldualen InnerePunktMethode
a	 Anzahl der Iterationsschritte 
b	 Zul

assigkeit der L

osungsvektoren x und y z	
primal  dual zul

assig
c	 LP	 besitzt endliche optimale L

osung ja
d	 Einschlu des optimalen Zielfunktionswertes  

	

e	 LP	 besitzt eine eindeutige optimale L

osung ja
f	 Zum Zielfunktionswert geh

orige zul

assige N

aherungsl

osung
e
x 

B
B
B
B
B
B
B
B
B
B

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 Verizierte Resultate des anschlieenden SimplexSchrittes
a	 Einschlu des optimalen Zielfunktionswertes 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Dies bedeutet da der maximale Gewinn f

ur das urspr

ungliche Maxi
mierungsproblem  Geldeinheiten betr

agt wobei von Produkt P 
Einheiten und von Produkt P  Einheiten hergestellt werden w

ahrend
das Produkt P nicht produziert wird Die Resultate konnten exakt dh
als Punktintervalle bestimmt werden
Um die F

ahigkeiten des hier entwickelten Verfahrens zu demonstrieren
wird an dieser Stelle ein Transportproblem untersucht das bereits von Jan
sen Roos und Terlaky  f

ur den Vergleich zahlreicher zT kommerzieller	
Programmpakete zur linearen Optimierung LPPakete	 verwandt wurde
Beispiel  Man betrachte das unbalancierte Transportproblem f

ur drei
Unternehmen und drei M

arkte
minimiere fx 
P

i
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
j
c
ij
x
ij
udNB
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
j
x
ij
	 s
i
 a
i
i     
P

i
x
ij
 d
j
 b
j
j     
und x
ij
 s
i
 d
j
  i j     
Die Transportkosten von Unternehmen i zu Markt j betragen c
ij
  i j 
  	 Die vorhandenen Best

ande bei Unternehmen i seien a

  a

 
und a

  Die vorgegebenen Absatzmengen auf den M

arkten j betragen
jeweils b
j
  j    	
In  sind f

ur dieses Transportproblem die Ergebnisse von f

unf be
kannten LPPaketen CPLEX LINDO OSL PCPROG XPRESSMP	
ver

oentlicht die um eigene Resultate erg

anzt wurden Die verwendeten
	 Standardtestprobleme 
LPPaket L

osungsmethode max Problemgr

oe Preis
CPLEX Simplex oder InnerePunktMethode   US
LINDO SimplexMethode       US
OSL Simplex oder InnerePunktMethode    US
PCPROG SimplexMethode     hFl
XPRESSMP SimplexMethode  
lp solve SimplexMethode      frei
IPM InnerePunktMethode  
LOQO InnerePunktMethode systemabh

angig frei
LPverify Simplex und InnerePunktMethode systemabh

angig frei
Abbildung  Programmpakete zur linearen Optimierung
LPPakete und die jeweiligen Resultate sind im folgenden tabellarisch zu
sammengestellt
Die Angaben der Abbildung  zu den eingesetzten LPPaketen

uber
L

osungsmethode maximale Problemgr

oe und Preis sind den Informatio
nen des

oentlich zug

anglichen WIOR Gopher Server  des Instituts f

ur
Wirtschaftstheorie und Operations Research WIOR	 der Universit

at Karls
ruhe entnommen
primale L

osung duale L

osung
LPPaket
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CPLEX                      
LINDO                      
OSL                      
PCPROG                       
XPRESSMP                       
lp solve              
IPM                        
LOQO dual unzul

assig
LPverify siehe Abbildung          
Abbildung  Ergebnisse der LPPakete
In Abbildung  ist zu erkennen da f

ur dieses recht einfache Optimie
rungsproblem kaum zwei LPPakete identische Resultate f

ur die primale
L

osung liefern
Mit Hilfe des in dieser Arbeit vorgestellten Verfahrens ist eine verizierte
Bestimmung eines Einschlusses des optimalen Zielfunktionswertes einer pri
mal und dual zul

assigen N

aherungsl

osung und dar

uber hinaus aller optima
len BasisIndexmengenmit den dazugeh

origen BasisL

osungen m

oglich Ein
Auszug der numerischen Resultate ist in Abbildung  zusammengestellt
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Abbildung  Ergebnisse von LPverify
Das Ergebnis zeigt da fast	 alle LPPakete eine richtige dh opti
male L

osung f

ur Beispiel  liefern Die Frage nach weiteren optimalen
L

osungen wird allerdings nicht beantwortet In der praktischen Anwen
dung ist es allerdings interessant

uber eine m

ogliche Wahlfreiheit informiert
zu sein Diese bedeutet n

amlich da weitere Nebenbedingungen die bis
her unber

ucksichtigt blieben in die Formulierung des Optimierungsproblem
aufgenommen werden k

onnen
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 Verizierte Resultate des anschlieenden SimplexSchrittes
a	 Einschlu des optimalen Zielfunktionswertes  
b	 Anzahl der optimalen BasisIndexmengen 
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siehe Abbildung 
Beispiel  Um die Funktionsweise des Verfahrens im Falle numerischer
Instabilit

at zu demonstrieren ist im folgenden ein lineares Optimierungs
problem angegeben dessen Zielfunktionskoezienten in einem Gr

oenord
nungsbereich von  Zehnerpotenzen schwanken Die auftretende Restrik
tionsmatrix A liegt in der N

ahe einer singul

aren Matrix Diese Konstella
tion hat zur Folge da herk

ommliche L

osungsverfahren die Problemstellung
entweder gar nicht l

osen k

onnen oder eine unzul

assige bzw nichtoptimale
N

aherungsl

osung als Resultat liefern Das lineare Optimierungsproblem
lautet
minimiere fx  x

  x

  x

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	
x
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x
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Dies bedeutet da  optimale BasisL

osungen existieren f

ur die die zu
geh

origen Zielfunktionswerte im Intervall  


 liegen
Beispiel  Das zur Illustration des BarriereVerfahrens verwandte Op
timierungsproblem vgl Beispiel  und Abbildung 	  kann eben
falls als lineares Optimierungsproblem formuliert werden
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k Unbekannten und
m  k Nebenbedingungen
F

ur negative Zielfunktionskoezienten ist der exakte optimale Zielfunk
tionswert  
P
k
i
c
i
 Sind alle Koezienten echt kleiner als  so ist die
optimale L

osung theoretisch eindeutig F

ur positive c
i
ist der optimale
Zielfunktionswert 
Beispiel  F

ur die Dimension k   n   und einer Zielfunktion
mit c
i
   f

ur i          k liefert das verizierende Optimierungsverfah
ren als Ausgabe
	 Spezielle Testprobleme 
 Verizierte Resultate der primaldualen InnerePunktMethode
a	 Anzahl der Iterationsschritte 
b	 Zul

assigkeit der L

osungsvektoren x und y z	
primal  dual zul

assig
c	 LP	 besitzt endliche optimale L

osung ja
d	 Einschlu des optimalen Zielfunktionswertes  





e	 LP	 besitzt eine eindeutige optimale L

osung ja
f	 Zum Zielfunktionswert geh

orige zul

assige N

aherungsl

osung
e
x
i


  f

ur i        
     

f

ur i        
 Verizierte Resultate des anschlieenden SimplexSchrittes
a	 Einschlu des optimalen Zielfunktionswertes
 


 


b	 Anzahl der optimalen BasisIndexmengen 
c	 Einschlieungen der optimalen BasisL

osungen	
x
i


 f

ur i        
 f

ur i        
Der optimale Zielfunktionswert ist  und wird auf mindestens  Stellen
genau eingeschlossen
Beispiel  F

ur die Dimension k   n   und einer Zielfunktion
mit c
i
   f

ur i          k   und c
k
  liefert das verizierende
Optimierungsverfahren als Ausgabe
 Verizierte Resultate der primaldualen InnerePunktMethode
a	 Anzahl der Iterationsschritte 
b	 Zul

assigkeit der L

osungsvektoren x und y z	
primal  dual zul

assig
c	 LP	 besitzt endliche optimale L

osung ja
d	 Einschlu des optimalen Zielfunktionswertes  



e	 LP	 besitzt eine eindeutige optimale L

osung nein
 	 Numerische Tests und Anwendungsbeispiele
f	 Zum Zielfunktionswert geh

orige zul

assige N

aherungsl

osung
e
x
i






  f

ur i        
  f

ur i    
     

f

ur i       
 Verizierte Resultate des anschlieenden SimplexSchrittes
a	 Einschlu des optimalen Zielfunktionswertes  



b	 Anzahl der optimalen BasisIndexmengen 
c	 Einschlieungen der optimalen BasisL

osungen	
x
 B
i


 f

ur i        
 f

ur i        
und
x
 B
i


 f

ur i          
 f

ur i       
Der optimale Zielfunktionswert ist   und wird auf mindestens 
Stellen genau eingeschlossen Der optimale L

osungsvektor ist allerdings
nicht eindeutig da die letzte Komponenten x
	
bzw s
	
frei zwischen  und
 gew

ahlt werden k

onnen
Beispiel  Interessant ist auch die Beobachtung da die Dimension
des Optimierungsproblems nur geringen Einu auf die Zahl der Iterations
schritte hat Dies best

atigt die Komplexit

atsbetrachtungen aus Abschnitt
 eindrucksvoll F

ur die Dimension k    n   und einer Ziel
funktion mit c
i
  f

ur i          k liefert das verizierende Optimie
rungsverfahren als Ausgabe
 Verizierte Resultate der primaldualen InnerePunktMethode
a	 Anzahl der Iterationsschritte 
b	 Zul

assigkeit der L

osungsvektoren x und y z	
primal  dual zul

assig
c	 LP	 besitzt endliche optimale L

osung ja
d	 Einschlu des optimalen Zielfunktionswertes

	

 


e	 LP	 besitzt eine eindeutige optimale L

osung ja
	 Spezielle Testprobleme 
f	 Zum Zielfunktionswert geh

orige zul

assige N

aherungsl

osung
e
x

    
e
x

   und
e
s

   
e
s

    
	
 Verizierte Resultate des anschlieenden SimplexSchrittes
a	 Einschlu des optimalen Zielfunktionswertes 
b	 Anzahl der optimalen BasisIndexmengen 
c	 Einschlieungen der optimalen BasisL

osungen	
e
x

    
e
x

  und
e
s

    
e
s

 
Der optimale Zielfunktionswert ist  und wird auf mindestens  Stellen
genau eingeschlossen
Beispiel  Die

Uberpr

ufung eines Optimierungsproblems auf seine
L

osbarkeit hin wird durch das folgende Beispiel aus  demonstriert Die
ses Problem zeichnet sich durch die Eigenschaft aus eine durch die Ne
benbedingungen	 nicht beschr

ankte Zielfunktion zu haben Dies bedeutet
da keine dual zul

assigen Punkte existieren Aus der Umkehrung der Dua
lit

atss

atze  und  folgt da das LP	 keine endliche optimale L

osung
besitzt
minimiere fx  x

 x

  

x

udNB

B

      
      
       

C
A


B
B
B
B

x

x

x

x

x
	

C
C
C
C
A


B





C
A
und x
i
 
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Anhang A
Das Programm LPverify
An dieser Stelle wird eine kurze Erl

auterung zur Verwendung des Pro
gramms LPverify an Hand des Beispiels  gegeben Der Aufruf des
Programms zur verizierten L

osung eines linearen Optimierungsproblems
lautet
LPverify 
Gegeben ist ein LP	 in Standardform
LP	
minimiere fx	  c
T
x
unter den Nebenbedingungen Ax  b
und x 


wobei x  IR
n
der Variablenvektor der zu optimierenden Zielfunktion
fx	  c
T
x ist c  IR
n
 Die Nebenbedingungen werden durch eine m  n
Matrix A und einen mdimensionalen Vektor b bestimmt
Eingabedaten f
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ur das Programm sind
 Dimension des LP	 mn
 Zielfunktionskoezienten c
 Restriktionsmatrix A
 rechte Seite der Restriktionen b
 zul

assiger	 primaler Startpunkt x
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 zul

assiger	 dualer Startpunkt y
 
 z
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Weitere Ergebnisdaten f
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ur die Beispiele   und  werden an
gegeben Hieran wird die Funktionsweise der InnerePunktMethode deut
lich sichtbar Als Berechnungsergebnis werden f

ur jeden Iterationsschritt
Iter 	 der aktuelle primale und duale Zielfunktionswert Primal Obj Value
und Dual Obj Value 	 mit ihren entsprechenden Abweichungen zu den Ne
benbedingungen Residual 	 angegeben In der letzten Spalte steht der Wert
der aktuellen Dualit

atsl

ucke Gap 	 der den maximalen Abstand zum op
timalen Zielfunktionswert angibt Als Abbruchkriterium wird ein relativer
Abstand von primalem und dualem Zielfunktionswert von weniger als 

verwandt Bei der Betrachtung des Iterationsprozesses ist gut zu erken
nen wie das Verfahren zun

achst die Zentren der zul

assigen Bereiche an
strebt   	 was ia eine Vergr

oerung der Dualit

atsl

ucke zur Folge
hat Anschlieend bewegen sich primaler und dualer Zielfunktionswert auf
einander zu    	 bis das Abbruchkriterium erf

ullt ist W

ahrend der
Iteration ist es m

oglich da in einzelnen Schritten nur die primale oder
duale L

osung verbessert wird da beide unabh

angig voneinander

uber die
Schrittweitenparameter 
LP
und 
DP
gesteuert werden
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