Texture synthesis is a necessary component of realistic scene generation. In particular, it is necessary for the simulation of image backgrounds for the testing of automatic target recognizers. We present a synthesis-by-analysis model for texture replication or simulation. This model can closely replicate a given textured image or produce another image which, although distinctly di erent from the original, has the same general visual characteristics and the same rst and second-order gray-level statistics as the original image. In e ect, such a synthetic image looks like a continuation of the original scene; as if another picture of the scene were taken adjacent to the original.
Introduction
Texture analysis and synthesis have been two of the most widely studied areas of image processing during the past 30 years. Numerous of papers have been written on topics relating to image texture. Texture analysis has been investigated primarily for image segmentation or object recognition, while texture synthesis has been applied to image modeling and graphics. As an object of purely academic interest, texture provides a rich base from which to study stochastic processes like Markov random elds or chaotic systems such as fractals.
We present a new approach to texture synthesis based on simple concepts. The approach is robust, in that it is relatively insensitive to the exact choice of parameters, and it produces good synthetic images of textures. Our algorithm will duplicate the characteristics of a given textured image so as to generate an unlimited number of similar images distinctly di erent yet having a similar \look". In e ect, such a synthetic image looks like a continuation of the original scene; as if another picture of the scene were taken adjacent to the original. Our original objective for this technique was to model infrared backgrounds for testing automatic target recognition (ATR) algorithms. However, we have found that the model works well for many non-infrared textures. The model also has some interesting mathematical implications for general signal analysis.
Although there is no universal de nition of image texture, one of the most frequently cited is due to Haralick 17] . We discuss this in section 2.4. In the literature one nds the following models for texture analysis and synthesis:
1. Causal and noncausal, 1D and 2D, auto-regressive (AR) models.
Markov random eld (MRF) models.
3. Fractal models. 4 . Random mosaic models.
5. Morphological models.
6. Syntactic models.
Each model has its advantages and shortcomings. (In the following discussion, we reference a few of the papers on each of the six types of texture models. We have not attempted to provide a broad survey of the literature in texture modeling. A number of the references can be found in the collection 9].) Autoregressive image models are proposed in 5, 10, 23, 19, 32, 33, 34, 38, 39, 40] . (References 19, 32] do not deal expressly with texture but they provide good explanations of various AR models.) Such models have been applied to texture synthesis with some degree of success. However, when we applied these models to the IR texture synthesis problem the results were not completely suitable. The power spectra and autocorrelation functions corresponding to the AR models did not closely resemble those of the original texture images, and the synthetic images did not look much like the originals. The behavior of the AR models was often sensitive to the choice of the model order, and there was no clear, robust way to determine the correct model order automatically.
Markov random eld texture models are proposed by 11, 12, 13, 18, 21, 22] . A strong argument can be made that most visual textures are, in fact, MRFs. However, in most useful situations it is e ectively impossible to estimate the conditional probability distributions that de ne the MRF. If su ciently restrictive assumptions are made (e.g. the texture is binary or has only 8 gray-levels) it is possible to use maximum likelihood estimators, but then a 256 gray-level texture's appearance is severely compromised 12] . Another approach is to assume that the conditional probabilities have a simple structure. The most common of these is the simultaneous autoregressive (SAR) 13, 22] which reduces the MRF model to an AR model.
Fractal models for image texture are given by 3, 4, 26, 27, 42] . A fractal texture is characterized by self-similarity; it looks the same at any magni cation. This self-similarity is quanti ed by its fractal dimension. An accurate estimate of the fractal dimension is necessary to synthesize a texture. Unfortunately, it is di cult to estimate the fractal dimension of a given texture. Barnsley 3] has demonstrated that it is possible to duplicate real textures using iterated function systems. However, to do this requires a human operator to interactively analyze an image, and the result depends on the skill of the operator. Moreover, many textures, especially man-made textures do not exhibit self-similarity.
Random mosaic image models are described by 1, 2, 28, 35] . These are mostly used to generate \cellular" textures { textures consisting of cells with nearly constant gray-level. There are many textures that do not t these models 35]. In particular, they are not well suited to many natural textures.
Morphological texture models are described by 24, 31, 36, 37] . Mathematical morphology's forte is in image analysis. Morphological operators can be used to determine size distributions of texture elements, to nd texture element edges, or to enhance speci c features of a texture. In general, they are not well suited to texture synthesis.
Syntactic models of texture are described by 14, 15, 16, 25] . These are useful primarily as analysis tools. They describe hierarchical geometrical relationships between the elements in a texture. They are not useful for texture synthesis.
Our model is a moving-average (MA) lter driven by an excitation function, with noise added to the result, and followed by histogram modi cation (Figure 1 ). The MA lter kernel is computed for a given texture using a simple phase-recovery signal enhancement procedure. The model preserves the histogram and approximates the second-order properties of the original image. The most computationally intensive part of the synthesis procedure is a convolution. Much like the classical model for speech synthesis, our model decouples texture into a lter plus excitation. We have reason to believe (although we have not proven it at this time) that our phase-recovery analysis nds the best minimum-phase MA lter approximation to the original 2D signal (image). We will demonstrate that our model successfully mimics a wide variety of textures. The MA parameter estimation algorithm is simple and robust. In contrast to AR models, the performance of our MA model is not sensitive to the choice of model order (as long as it is su ciently large) which makes it easy to automate the MA parameter estimation process. Moreover, convolutions are widely implemented on special-purpose imaging and array processing hardware. Therefore, our MA model lends itself to implementation on existing high-speed special-purpose hardware, whereas AR and ARMA lters are not as easily implemented.
Motivation for the Moving-Average Texture Model
The original objective for this texture synthesis algorithm was to model infrared (IR) backgrounds for the testing of automatic target recognizers (ATRs). We found that our algorithm not only simulates these backgrounds, but also mimics many general (non-infrared) image textures. Nevertheless, IR background simulation provided the motivation for this research.
IR background modeling for ATR testing
Simulation and performance analysis of smart munitions is of current interest to weapons researchers. Because eld testing of smart weapons is expensive and di cult, researchers have developed computer models to simulate them 43, 44] . Of particular interest are the ATR algorithms that discriminate targets from their backgrounds . Understanding the performance of these algorithms is critical. They must be tested on a wide variety of targets in diverse settings. In the infrared (IR) spectrum, where many of the smart weapons' image sensors operate, it is expensive to gather background imagery from real sources. Consequently, there is a need for models of IR imagery that replicate the scenes viewed by the sensors. These scenes contain a general background representing a particular terrain with one or more embedded targets.
Most of the previous smart weapons research has focused on the modeling of target signatures. These have been modeled deterministically since, for a speci c target and observing conditions, the signature is well de ned. Backgrounds, however, have been modeled stochastically since they are diverse and complicated. The general approach to modeling backgrounds has been to extract statistics from a given scene and to devise a model which simulates a background image with the same statistics. Models of this type were developed by Strenzwilk, et An ideal background model would permit the user to select physical parameters such as terrain type, mean temperature, and time of day. A less than ideal, yet useful model would permit duplication of the characteristics of a given image to generate an unlimited number of similar images, distinctly di erent, yet having a similar \look". To facilitate a large database of terrain models, each model must be parsimonious in the number of required model parameters. Often, large sections of the background are homogeneous textured regions. Therefore, we set out to develop a texture model.
Characteristics of infrared imagery
An IR background image is a \heat map" of a scene. It is characteristically blurry, having soft edges and low contrast. Moreover, noise is introduced by the thermal processes in the image sensor and misregistration is introduced by the motion of the sensor platform. As a result, IR backgrounds often resemble ltered, textured noise elds.
We were given, by the US Army Corp of Engineers Waterways Experiment Station (WES), a set of three IR background images to analyze. The images were made with a sensor mounted on a helicopter and scanned in the direction perpendicular (cross-track direction) to the direction of ight (in-track direction) 38, 39] . The scenes imaged were a forested area, a plowed eld, and a grassy eld. All three of these images are highly textured. Although quite distinct from one another in appearance, they all show the common characteristics of IR images as described above.
The IR background image of a forested area is shown in gure 2. It contains bright cloudlike structures superimposed on a gray background. Although these structures seem randomly distributed, they exhibit a de nite orientation along a particular direction. Beside the image is its Sobel edge-map. The edge-map clearly indicates the shapes of the cloud-like features and their particular orientation. (Many ATRs use some form of edge-detection lters. Therefore, a comparison of the edge-maps of the arti cially synthesized images to those of the original indicates the delity of the synthetic versions as perceived by such an ATR.) The dark band running through the upper portion of gure 2 is a di erent region, presumably a road or a stream. Such di erently textures features can be modeled independently and later combined to form a compound scene.
The plowed eld image is shown in gure 3. This image has been preprocessed to remove artifacts due to the forward motion and physical vibration of the infrared scanner platform Rapp and Durfee 34] . Even after the preprocessing, considerable waviness is evident in the vertical edges. We did not attempt to remove any more of these artifacts, but instead modeled the image as it was. (We assumed that the given image was an accurate representation of the data that would be processed by a target recognizer.)
The grassy eld image ( gure 4) resembles an uncorrelated random noise eld with a very small component of deterministic patterns.
Previous infrared background models
Infrared backgrounds often have been modeled stochastically. The general approach has been to extract from a homogeneous scene, statistics such as the mean and standard deviation of the temperature, the energy spectrum, and the correlation between pixels. These data are then used in a parametric model to synthesize a scene with the same statistics.
Botkin et al., devised a model 5] which described the radiometric characteristics of a region of uniform texture as a random variable with Gaussian amplitude and exponential spatial autocorrelation. They expressed the radiant intensity as an equivalent blackbody temperature. The parameters of their model are the mean radiance, the standard deviation of the radiance amplitude, and a value related to the spatial extent of the correlation function. They found these parameters to be di erent for each texture they analyzed. Their models describe a multi-textured background scene as a non-stationary Markov process. Rapp's model 33] assumes that in a given row the background pixels have a temperature drawn from a normal distribution with a speci ed mean and variance. The temperatures, described by an exponential distribution, are spatially arranged over an interval in monotonically increasing or decreasing order. Rapp chose the correlation length of the exponential distribution so that the energy spectrum of the model matched that of the measured data. Adjacent rows were kept the same except for a lateral shift by one element. array of random temperatures with an unweighted N N window. Before ltering, the temperatures were normal with a given mean and a variance larger than ultimately wanted. He varied N until the energy spectrum of the model matched that of a given image as closely as possible. He stated that if the overall temperature distribution of the given image is normal, this model is a reasonable estimate of average clutter in many situations, even though the local distribution of the individual pixels may not be normal. Strenzwilk 38, 40] found that a 1D ARMA model best ts a given image on a row-by-basis. He expanded this into a 2-D ARMA model, and a spatial MA model.
None of these models can synthesize an image whose texture visually resembles the texture of the original image.
Characteristics of general textures
Our model represents and synthesizes visual textures not necessarily restricted to the IR domain. Visual texture is an important component of an image, yet it has no precise, widely accepted definition. Tamura et al. 41] propose features that correspond to commonly identi ed attributes of texture. They list six speci c attributes: coarseness, contrast, directionality, line-likeness, regularity, and roughness. These attributes are too numerous and vague for practical implementation. Haralick 17] showed that each of the texture attributes of Tamura et al. corresponds to a property of \tonal primitives" and their spatial interactions. \Tone" refers to the brightness or color of a region. Tonal primitives are identi able regions having similar properties such as average tone, or maximum and minimum tone. Tonal primitives and their mutual structural relationships characterize textures as either stochastic or deterministic. When both of these are stochastic, the texture is a random eld. Then a texture can be thought of as a sample, over the space of all possible images, from some probability distribution 12].
Textures are either primarily deterministic or primarily stochastic. Regular, repetitive spatial distributions of primitives are deterministic (also called structural). Examples include plowed elds, or a brick wall. Some textures have no primitives that can be identi ed easily (e.g., sand, cork, and grass) they can be described statistically and are therefore considered stochastic (or random). Our model combines these two characteristics by treating a texture in e ect as a random eld of tonal primitives. Since most natural textures are neither completely deterministic nor completely random, this hybrid approach seems justi ed.
The Moving-Average Texture Model
In the proposed texture synthesis algorithm, a 2D moving-average lter is driven by a 2D excitation signal, noise added to the lter output, and the result is histogram modi ed ( gure 1). The coe cients of the MA lter and the structure of the excitation image are derived from the textured image being simulated. The histogram modi cation forces the synthetic image to have a gray-level distribution as close as possible to that of the original.
The excitation image E is either a random noise image, a deterministic image (used to determine the placement of the most important features of the image), or a weighted sum of the two. That is, let S, be the m row by n column synthetic image, let E be an m by n excitation image, let N be an m by n noise eld, let be a nonnegative real number (possibly equal to 0), let H be a p q MA kernel (i.e., lter function), and let ] represent the histogram modi cation operator. (Each of the images S, E, and N are functions of (x; y) where x 2 f0; . . .; n ? 1g is the column index and y 2 f0; . . .; m?1g is the row index. For any speci c pair of integers (x; y) in the appropriate range, S(x; y), E(x; y), and N(x; y) are speci c pixels in the respective images. H, the lter kernel, is a function of (x; y) where x 2 f0; . . .; q ? 1g is the column index and y 2 f0; . . .; p ? 1g is the row index.) Then the synthetic image is generated according to the relationship
where represents 2D circular convolution. The excitation image, E, is the linear combination of a deterministic component E d and a random component E r :
For appropriate choices of E and H, we found this simple model to give good results.
The idea here is that the true texture in a given image { the texture without any noise or distortion added by the imaging system { is a ltered excitation. It is an excitation image convolved with a lter function. Since the lter functions for texture synthesis usually have large support (p and q are on the order of 50), it is more e cient to compute the convolution in the frequency domain. Let F and F ?1 represent the forward and inverse discrete Fourier transform operators. Let H(! 1 ; ! 2 ) = FfH(x; y)g and let E(! 1 ; ! 2 ) = FfE(x; y)g be the Fourier transforms of H and E. Then the (circular) convolution of H and E is given by H E](x; y) = F ?1 fH Eg (3) where represents pointwise multiplication. Since noise is present in imaging systems, the model (1) adds noise to the result of the convolution. The amplitude of the noise is controlled by the magnitude of in eq. (1). If a given texture can be mimiced without additive noise, we set = 0.
The operator , is a histogram equalization operator. The expression H E + N] means that the ltered excitation with additive noise is modi ed so that its histogram matches that of the original image as closely as possible.
Let the real IR background image to be modeled be represented by I a (subscript a for actual). Assume that I a is, in fact, a distorted version of an m by n image, I, having the form I = H E (4) H is a p q MA kernel and E is an m by n uncorrelated noise eld. Assume that I a is derived from I by a model of the form (1). That is, (6) where H and E are the phase spectra of H and E. Since E is uncorrelated, Efj E(! 1 ; ! 2 ) jg .
(Without loss of generality, we can take = 1.) There is no one-to-one mapping from the distorted image, I a , back to the \clean" image, I, because the transform (5) does not always have an inverse. It can be many-to-one. Thus, in general there is a set of images, I , of form (4) each of which can be distorted in some way (blurred, noise added, etc.) to form I a through (5).
I 2 fI j I + N] = I a g (7) We have found that for the purpose of modeling I a , it is su cient to have the kernel, H, and the excitation, E, for any one member, I , of this set. Let 
We want to nd an image, I, of the form (4) with H, a p q MA kernel, such that j H j is as close as possible to j I a j in energy (i.e. the L 2 norm), subject to p and q being relatively small. We want p and q to be as small as possible so that the model is maximally parsimonious.
Moving-Average Filter Estimation Algorithm
Our model assumes that the actual image, I a , is a distorted version of an image I created by a well-de ned process (4). Therefore, a signal enhancement procedure is a logical way to estimate I given I a . Cadzow 7] has developed a class of signal enhancement algorithms for stripping away imperfections in a given data set. These algorithms make use of signal properties that identify the useful information underlying the data set. Most signal enhancement algorithms require that these properties correspond to closed convex sets or be described by linear projection operators. Such restrictions are too severe for our requirements, since one of the function spaces from which we select our MA kernel is not convex. (That is the space of all Fourier transforms with a given magnitude.) Moreover, our projection into this space is nonlinear. The projection is, however, a closed operator. Cadzow's signal enhancement algorithm does not restrict signals to linear projections on convex sets. It requires only that the signal properties be closed 7]. The algorithm for nding the MA kernel H using the signal enhancement algorithm is presented next. The idea here is to nd an image, I, of the form (4), such that j H j is as close as possible to j I a j. The procedure is to iterate between two estimates of H, one that has the chosen support area (p q) but an incorrect magnitude spectrum and another that has the correct magnitude spectrum but incorrect support. The phase spectrum is permitted to vary each time through the iteration. The algorithm is a phase-recovery or phase-retrieval procedure 29, 30] . It can be shown 8] that the projection operators that determine the estimates meet the criteria for the signal enhancement algorithm. Hence, the procedure must converge to a \best" H.
In words, the signal enhancement algorithm is: Take the Fourier transform of the original image, I a , and zero its phase spectrum. Then take the inverse Fourier transform and truncate the resultant image to have dimensions p q. Perform the truncation by multiplying the image by a Hamming window with elliptical support. This is the rst estimate of H. Take the Fourier transform of the truncated image and replace its magnitude spectrum with j I a j, the magnitude spectrum of the original image. The result of this algorithm is the p q kernel, H, that we use in Eq. (1) to generate our synthetic image.
We have found that our kernel speci cation algorithm works very well for images that actually are generated by convolving white noise with a MA lter. Applying the algorithm to such an image closely recovers the MA kernel. For example, we convolved a white noise eld with the Laplacian of a Gaussian kernel shown in gure 5. The recovered kernel is shown in gure 6. Moreover, convolving the original noise-eld with the recovered kernel creates an image that is indistinguishable from the image generated with the actual kernel. Our experiments suggest (although we have not proven) that given white noise convolved with a MA lter, this algorithm closely recovers a windowed minimum-phase version of that lter. We suspect that, given any image, the algorithm nds the \best" (in some sense) MA lter of size p q. Moreover, when we deconvolve the found kernel from the original images, we are left with a residual with few features and a nearly Gaussian gray-level distribution. We have also found this kernel speci cation algorithm to work well in recovering MA kernels in one dimension.
To generate this kernel one must select values for p and q. There are a number of ways to do this. Some textured images have 2D autocorrelation functions with small values for all lags larger than p in the vertical direction and q in the horizontal. If this is true for a given image we select those values for p and q. The reason is, if a texture y(m; n) is actually generated by a p q 2D MA lter of white noise, then its autocorrelation r yy (k; l) = Efy(m; n)y(m ? k; n ? l)g (10) will be nonzero only over the range ?p < k < p and ?q < l < q. For the textures we modeled, we often found this to be the case. The autocorrelation function exhibits a large central peak around the origin, but is relatively at with small ripples away from this peak. Comparing these functions to their corresponding images, we observed that the central peak of the autocorrelation function occupies a region similar in size to the tonal primitives of the texture. The ripples away from the central peak are caused by the loose spatial correspondence between the tonal primitives. Since this correspondence appears random, we assume these ripples would die away if the size of the image texture, over which the autocorrelation function is computed, were very large.
Another way to estimate p and q is to perform the above kernel selection algorithm in one dimension horizontally. That is, do it with a one-row kernel. Start with q = 1 and iterate a xed number of times. Note the energy in the kernel. Increment q and repeat. We have found that the graph of the energy as a function of q increases monotonically, rapidly at rst and then slows down, (i. e. there is a noticeable \knee" in the curve). Choose q above the knee. Repeat the same procedure for p by using a 1D vertical (one-column) kernel.
We have found the image texture synthesis algorithm to be very stable with respect to the choices of p and q. That is, providing the values of p and q are su ciently large, small changes in them have little e ect on appearance of the resultant synthetic texture. Moreover, once good values of p and q are found, increasing them has very little e ect on the results. Consequently, one can select a kernel size, p q, and use it for all textures with tonal primitives of similar size. For example, in the non-infrared texture examples of section 7.4, we always used p q = 65 65.
The values of p and q do need to be fairly large (as convolution kernels go) to overcome the e ects of the Hamming window. Without the window, the kernel size can be reduced by (roughly) a factor of 2 in each direction without losing the texture characteristics. However, when a rectangular window is used (truncation alone { no Hamming window) the synthetic texture exhibits pronounced vertical and horizontal streaking.
In some situations, we found that the iterative signal enhancement technique was unnecessary to estimate the MA kernel. Speci cally, a texture that is dominated by variations in one linear direction does not necessarily need the enhancement procedure. The most extreme example of this is a texture de ned by a line where adjacent lines are simply shifted copies of one another. In this case, one can take as the MA kernel, a single line of pixels from the image in the direction of maximal change. This is the case in the Plowed Field image, for example.
Excitation Modeling
Given a p q MA kernel, H, one can compute the precise excitation needed to produce the original IR background image, I a , through simple deconvolution. That is, divide I by H and take the inverse Fourier transform to get E a . Our goal was not, however, to produce the exact image, I a , but a similar image, S, as described at the beginning of section 1. Consequently, the excitation model, E (2) , must mimic the salient attributes of E a without duplicating it exactly. The model must be capable of creating di erent versions of the excitation so that an ensemble of synthetic images can be generated.
Although it would be ideal to be able to automatically estimate the excitation images E d and E r , and the excitation parameters and in the excitation model (2), we have not yet devised a way to do so. Our approach has been to model the excitation on a case by case basis given a textured image. Many textures can be generated directly by driving the lter, H, with white noise. That is, take = 0 and > 0 so that E = E r , and has no deterministic component. This we did to create a number of the non-infrared textures in section 7.4. An automatic estimation procedure is relatively easy to derive for textures exhibiting a quasi regular structure dominated by a distribution of relatively small, similar tonal primitives. In such a case, an MA kernel may be found (with the signal enhancement technique of the previous section) that \captures the essence" of a texture element. Then, the primary task of E d , the deterministic part of the excitation image is to distribute the texture elements across the synthetic image. Such a \placement map", E d , was part of the excitation model we used for some of the images. In the examples that follow, we discuss the excitation functions.
Histogram Modi cation
One of our goals was to produce a synthetic image that as closely as possible duplicated the graylevel statistics of the original. Because an IR image is a \heat map" of a scene, a good model of an IR background closely duplicates the temperature distribution of the original. Thus a good synthetic image should preserve the mean temperature and the temperature variance, as well as other statistics.
The temperature distribution of an infrared image is captured in its gray-level histogram. One image can be given the gray-level distribution of another through histogram modi cation. This is a standard technique discussed in many textbooks on image processing (e.g. Jain 20] ). We use histogram modi cation to force a synthetic image to have the same gray-level distribution as the original.
Histogram modi cation also causes the synthetic image to look much more like the original than the ltered excitation (plus noise) does alone. Thus, histogram modi cation is an important part of mimicing non IR textures as well.
Examples
We include a detailed analysis of the modeling of three infrared images and the results of the modeling of eight natural, non-infrared image textures from the Brodatz 6] texture album. Figure 4 is a reproduction of an IR image of a grassy eld and its Sobel magnitude edge-map. Figure 7 shows shows a synthetic image of a grassy eld and its edge-map. The edge-maps enhance some of the di erences between the original and synthetic images. The original image is characterized by a highly noisy texture; it appears almost to be white noise. Hence, the excitation, E, for the synthetic image was chosen to be simply a white noise image ( = 0). Algorithm 2 (Grassy Field Model) I a is the IR image of the grassy eld. E, the excitation image, is a uniform white noise eld. H is an MA kernel found by the signal enhancement algorithm. S 0 is the synthetic image before histogram modi cation. S is the synthetic image after histogram modi cation. ] is the histogram modi cation operator.
Grassy eld
1. Find H using Algorithm 1 with p = 65, q = 65. The excitation images for the forest has both > 0 and > 0. That is, the excitation is a sum of a deterministic image E d and a random noise image E r . (Figures 8 and 9 were synthesized with the same E d and di erent E r images.) E d may be derived from the original image (or may be generated by the user via a curve drawing program) while the pixels of E r are uniformly distributed random numbers. To obtain a realistic feature distribution in the synthetic forest image, S, the deterministic part of the excitation image should consist of many thin curving lines against a background of zeros. When E d + E r is convolved with the MA kernel, H, cloud-like features which simulate those in the original image, I a , appear along the lines. The method, described below, of generating E d from I a , is simply a relatively easy way to generate curving lines of the proper orientation. It should not be di cult to produce suitable curves by repeated random selection of a point in the image and letting a short curve emerge as a random walk with a`northeasterly" predisposition. The best way to produce the deterministic parts of the excitations is a subject of future research. We include two synthetic examples of the forest in which the deterministic component of the excitation is the same; only E r di ers between the two. These examples show that even when the excitation function uses the same deterministic part, the addition of the noise eld, E r , to E d creates images that do not resemble each other very closely.
Algorithm 3 (Forest Model) I a is the IR image of the forest. J is I a convolved with a 5 5 uniform averaging kernel. B is a binary thresholded version of J. E d is a positive edge-map of B. E r is a uniform white noise eld. E is the excitation image. H is the MA kernel found by the signal enhancement algorithm. S 0 is the synthetic image before histogram modi cation. S is the synthetic image after histogram modi cation. ] is the histogram modi cation operator.
1. Find H using Algorithm 1 with p = 11, q = 23, and = 0:8. After a row is synthesized, it is replicated downwards to create an image of the desired size. A circular shift must be performed on each row (relative to the rst) so that the output visually resembles the original image. The shifting function is composed of sections of low frequency sinusoids pieced together to simulate the curves present in the vertical edges of the original plowed-eld image. Note that the shift function is arbitrary. Thus it is possible to produce furrows plowed according to virtually any pattern. For the example, we computed the shift t (number of pixels) for the nth row as follows: t = A sin(n 256 ) + B sin(n 60 256 ) (11) where A = 40 and n = 0; 1; 2; . . .; N for any given N rows of the synthesized image. t was rounded to the nearest integer before being used to shift the row.
Note that this procedure is a model of the type (1). H is the 1 n synthetic row, and E = E d is the set of impulses, 1 to a row, that determine the placements of the synthetic row. In this case, = 0 in (2). Histogram modi cation was applied to the result to enforce the rst-order characteristics of the original image. When the image is synthesized using only a single row as its basic structure, it looks too smooth and uniform in comparison to the original, although the structure of the furrows is essentially correct. The result was forced to be more irregular by adding lowpass ltered noise to it. That is, we took > 0 in (1).
A brief overview of the synthesis method
Algorithm 4 (Plowed Field Model) I a is the IR image of the plowed eld. H is the 1 n MA kernel. E is the excitation function consisting of one impulse to a line; the position of the impulse is determined by a sum of sinusoids. N is a Gaussian white noise eld lowpass ltered through averaging with a 5 5 kernel. S 0 is the synthetic image before histogram modi cation. S is the synthetic image after histogram modi cation. ] is the histogram modi cation operator. 
Non-infrared textures
To test the applicability of our model to general visual textures, we used it to analyze and synthesize some of the textures in the Brodatz book 6]. Figure 11 shows the results of synthesis of eight di erent textures. The left image in each pair is a section of the original textured image. The right image is a section from a synthetic version of the texture generated using the model (1). They are For each texture we computed a 65 65 MA kernel using the the kernel selection algorithm above.
This choice of p and q was somewhat arbitrary; some of the textures could be generated acceptably with smaller kernels. The point here is that as long as the kernel is chosen to be su ciently large, the exact size is unimportant.
To generate the synthetic images we performed the convolutions in the frequency domain. We did not add any noise to the result of the convolution; that is, we took = 0 in (1). We generated each texture using for the excitation, the same E r eld with three exceptions. The E r eld was Gaussian distributed white with mean 128. We added to it, an extremely lowpass ltered, very low amplitude image. This added a barely visible \blotchiness" to the noise. Essentially, We enhanced the lowest frequency component of the eld.
The three exceptions are as follows: The excitation for texture D24, pressed calf leather, used very low amplitude, vertical, white lines added to the E r eld. (They were invisible in the noise.)
In eqn. Some of the synthetic textures, notably D68, woodgrain, and D90, clouds, and to a lesser extent, D2, eldstone, exhibit a pronounced vertical and horizontal graininess that is not present in the original image. This e ect is far more extreme if the kernel speci cation algorithm (algorithm 1) is run without the Hamming window. It is apparent that the texture characteristics are captured in the MA kernel since each of these eight images was generated with the same E r eld.
Analysis of Results
We have successfully generated IR background images distinct yet similar to those in a given set of real images. One simple model (Eq. 1) describes a number of synthesis procedures. The model is general enough that, in fact, the speci c synthesis algorithms for each of the three IR images are quite di erent from one another. However, the synthesis procedures for ve of the eight natural textures were identical. While leading to good results, the model requires a number of decisions to be made by the person generating an image. In particular, the user must determine the excitation function and must choose a size for the MA lter kernel. We have shown that low frequency enhanced white noise is often su cient as an excitation function. For some textures we had to add simple deterministic functions to the noise. We have demonstrated that as long as p and q are su ciently large, the exact size of the kernel is unimportant.
We have also met the goal of matching the rst order statistics (temperature mean and variance) and closely approximating the second order statistics (temperature autocorrelation). For example consider the forest image. In analyzing this image for synthesis, we used only a portion of the original so as to isolate a relatively homogeneous region. The minimum temperature of this subimage was 11.4, the maximum was 17.6, the mean was 13.36, and the standard deviation was 0.95. The synthetically generated image after histogram modi cation had values lying between 0 and 255. Thus it was necessary to rescale it so that 0 corresponded to 11.4 and 255 corresponded to 17.6. After doing this, the mean and standard deviation of the synthetic image were 13.37 and 0.95, respectively. This shows excellent agreement with the original, and is due to the matching of the rst order statistics via histogram modi cation. The autocorrelation function of the original image contains much of the global information about the texture's tonal primitives. Our approach reasonably approximates the autocorrelation function, and therefore reproduces the tonal primitives quite well.
Conclusion
We have de ned a model of image texture that, given a real, infrared background image, generates another image, distinctly di erent from the one given, that has the general visual characteristics, as well as the histogram and related statistics, of the original image. Our model does not exactly duplicate the spectrum or autocorrelation of the original image (although it creates reasonable approximations).
The model, given in Eq. (1), is a moving-average lter, driven by an excitation function. Noise is added to the lter output and the result is histogram modi ed to match the original texture. We have also investigated AR and ARMA models and found them di cult to work with. More speci cally, they tended to be sensitive to the choice of model order and they often produced results that were visually less faithful to the original textures than the MA model presented in this paper.
We have found that some of the model parameters can be related to physical parameters in the environment. Most notably the MA kernel picks up the dominant characteristics of the principle textural feature in the image, for example a tree or a furrow. The deterministic part of the excitation function determines where these features will be placed relative to one another. Also, the histogram modi cation causes the synthetic image to have a temperature distribution as close as possible to the original image.
We have seen that this model can also duplicate natural (non-infrared) textures. The next step in our research on this texture model will be to devise a more general and automatic procedure to estimate the functions and parameters in the excitation model (2). 
