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ALGEBRE BOOLEANE E MISURE FINITAMENTE ADDITIVE
E. BARONE
Introduzione. - Questi appunti, tratti principalmente da Roman Sikorski:
Boolean Algebras (nel seguito richiamato con ll]), hanno lo scopo di provare che
una misura finitamente additiva m definita su un campo d'insiemi d, può essere
riguardata come una misura a-additiva (cfr.9 l e 2 per le deL) se si conside-
,.
ra defi nita su un' altro campo d i somorfo ad d . Preci samente: dato i l campo d' i.!1.
siemi SiI , si considera l'insieme [d] degli ultrafiltri sud, detto spazio di Sto-
ne di d (cfr. § 7); posto
h(A) = (8 e ~ per ogni A ed,
topologia che
coincide con
è un campo isoi nAdihun omomorfismo
considerata come base degl i aperti su [~, induce una
,.
spazio topologico compatto e totalmente sconnesso ed drende
risulta definito
*morfo ad d.S#
il campo dei sottoinsiemi di ~ contemporaneamente aperti e chiusi (clopen). Su
..
.01 si può definire una misura ponendo
,. *
m(A)=m(A) YAe.# .
--4*Poichè se 0 F A E.w
n
e A nA = 0, necessariamente
n m
00 * :fU A ~d , si ha che m
n=l n
è una misura a-additiva, che può essere prolungata sul
.>1*
,.
a-campo .91", generato da
Questa costruzione permette di ricavare informazioni per le misure, traendole dal-
la teoria delle a-misure su a-campi. A titolo di esempio se denotiamo con R
m
il
codomino della misura m, risulta
,.,. ,.,. ,.
R = {m (A ) : A ed} = {m (A)
m
e quindi ogni infol'mazione sul codominio di una a-misura è un'informazione su R .
m
Nel § 12, interamente dedicato alle applicazioni del teorema di rappresentazione
di Stone alla teoria della misura, si fa vedere tra l'altro una possibile genesi del-
le funzioni misurabili rispetto ad un'algebra, introdotte e studiate da G.H.Greco
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i n [8J.




§ 1. Premesse e definizioni.-
DEFINIZIONE l. - Un'algebra Booleana è un insieme ,# -f 0 in cui sono definite due
operazioni binarie U, ('\ ed una unaria -, che hanno grosso modo le proprietà del
l'unione, dell' intersezione e del complementare di sottoinsiemi di un insieme dato.
Formalmente un'algebra deve verificare i seguenti assiomi:
(Al ) A U B = B U A ArìB = Br'lA commutatività
(A2) A U(B U C) - (A U BlUC An (Brì Cl = (AnB)rì C associatività
(A3) (ArìBl U B = B (AUB)rìB=B assorbimento
(A4 ) Arì(BUC) = (ArìB) U (AIìC); A U(B n Cl = (AUB) n (AUCl distributività
(AS) (Arì -A)U B = B (An-AlrìB = B
Porremo inoltre per definizione
defDEFINIZIONE 2.-l11 A c B( o B~A)< > Af1 B = A~ A U B = B
e si prova che c è una relazione d'ordine parziale su s1 .
L'(A3) può allora essere interpretato come
( 2 ) AnB cB e B c A U B
e l' (A5) come:
( 3 l An-A cB c A U - A
DEFINIZIONE 3. - Poi ché si può provare che Afì-A = B(ì-B VA,Be,W, An -1\ non
dipende dalla scelta di A e sarà denotato con O e chiamato zero did .. Analoga-
mente poiché A U -A non dipende dalla scelta di A e..w, sarà denotato con
mato unità di s1 .
Dalla (3) segue che VA e.PI:
(4) OeAcl
e l' (A5) può essere scritto
e chia
(5 )
DEFINIZIONE 4. - Un'algebra Boo'!eana si dice de2,enec..e. se e solo se é formata da un
unico elemento. In tal caso O = l.
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PRINCIPIO DI DUALITA'. - Negli assiomi (Al) - (AS), U e n giocano un ruolo
simmetrico, pertanto se una propri eta è vera, da questa se ne può ottenere un'altra
(vera) detta la duale della pl'ima, sostituendo a11 'U l' (ì e viceversa.
Si dovra inoltre' sostituire
l -+ O O -+ l C-+J
per come sono stati definiti.
Con riferimento alla relazione d'ordine c osserviamo che
(6) AUB=min{C ~cCl = sup{A,Bl
(7 ) Alì B = ma x {C : Cc ~ l = i nf ( A, Bl
Per provare la (6) basta osservare che
A Al) B c A U B ; 2) se poi B c C allora A U B c C e quindi A U B = sup IA,Bl;
per la 2) basta provare che da
=CUB=C.
AUC = C
BUC = C segue. (A U B) U C
,n fatri
= C:"'(A U B)UC = (AUC)UB=
In breve possono essere provate molte delle familiari propri eta della teoria degli
insiemi, ad esempio le formule d\ De Morgan
(8) - (A U B) = -A n -B - (A nB) = - A U -B ecc.
DEFINIZIONE S. - Porremo A - B ;, (-B)nA
A -+ B ~ (-A) U B
(ii-!ferenz.a di A e B o A meno B)
(è la duale di B-A)
Questa seconda operazione gioca un ruolo importante nell 'applicazione della teo-
ria dell 'algebre Booleane alla logica matematica. Inoltre porremo
A 6 B ; (A-B) U (B - A) (differenza simmetrica di A e di B)
DEFINIZIONE 6. - A e B si dicono ii-sjLiunt~ se An B = O
Esempi - A) Se d c9(X) lo chiamiamo campo (field) <def> A,B e .# => A U B e <SiI
e A e si =>- A e S'I
(Dalle leggi di De Morgan segue che A,B e ..# => I~n B, A-B, Al::. B e s4 ~,X e4).
Ogni campo è un'algebra Booleana rispetto alle ordinarie U, n e
5A finito oppure -A finito)
p plurintervallo (finito» (cioè unioni finite di intervalli qual sia-
Esempi di campi e quindi di algebre sono
1) 'j'(X)
2) {A c X
3) !p c R
seguent i:
si di IR
4) Se X è uno spazio topologico {A c X A chiuso e aperto (=clopen)}
5) Se X è uno spazio topologico {A c X : ..1=0'J con ,11 front i era di 1\
c o
...----...
o a a r ,.-..
(~AUB), ~(AnB ) C (J A) U (dB) ; d(-A)= "dA; cnO = cno; C U D c CUO)
NB. GLI SPAZI TOPOlOGICI CHE CONSIDEREREMO SONO SEMPRE T2 (cfr.[3) pago 555)
B) Esempi di algebre che non sono campi.
Sia X uno spazio topologico. Si dice
def o-C chiuso regolare <;::=} C = C (è un dominio)
A l def - Caperto rego are ~:j chiuso
c
.,,'A=C
Denotiamo con si l l 'insiemme dei chiusi regolari e cond2 l'insieme degli
aperti regolari.




An B , -A A' dove A' è il complementare di A.
Con tali leggis11 è un'algebra Booleana.




, n i nter~ ez ione , - A - A'
(X U y = X U Y ; xny c xny)
C) la totalità degli eventi, in teoria delle probabilità·con "o" , "e", "non"
formano un'algebra Booleana.
D) l'insieme di tutte le "formule" di una teoria basata sulla logica a 2
valori, nel quale si identificano due formule equivalenti (a e p sono equi va-
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lenti se a ~ ~ è un teorema), con le operazioni VI Il, '" è un'algebra Boolea-
na detta algebra di Tarsk~Lindenbaum.
§ 2- Ideali e Filtri. Siadun'algebra Booleana.
DEFINIZIONE 7. - ,ci ".1' c .sI è detto ideale f (a) A,B ,f =" A U B~.1'
L(b) B U; A c B -Ci A E.1'
(<:=> f!:, E J , A E .A ~ p. n() ,:;r)
PROP. l - (a) i\(b) ( >(A U B €.1' ~A €.1' 1\ B €,Y)
DEFINIZIONE 8. - Un ideale .1'di.sl si dice proprio se ,§ t,si.
PROP, 2 - ..f i dea l e pl'opri o ~ l ~.1'
~ banale, ~ Se per assuI'do l c.:l dall a (b) segue ,ç{=f)
PROP. 3 - .Ii ideale Vi c 1 -~ n..f·
-, . I l
l C
è un ideale.
DEFINIZIONE 9. - Se d c.sl, diciamo j_deale generato da
.1' (~) ; n t ,.sI': f i de a1e :J ,qa J
PROP. 4 - Se ~ t d , posto.1" ; ~ A € ,ç{: '3 Al ' ... , An € 813' A c Al U ... U An \
l'isulta P ;..i"Cqa).(Se ~C..f allora ..f' c,§ e quindi.1" c..f (,qJ). Si prova poi
che 3' è un ideale ::>,qJ e "juind.; .f(,qJ)c,f'
In particolare se A f;,sI ~(\AJ) ; tB e,r;( B c Al ;.sIn9(A).
DEFINZIONE 10.
PROP. 5 - La nozione di filtro è duale a quella di ideale, cioè
.;tideale ~ \- A A €..f) è un fi lt ro
.'F fil tro :> \- A A €,'Fì e un ideale
In particolare
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PROP. 4' - Se .'ia4 fl e se y(,'ia) è il filtro generato da ~ allora yl@) =
= lA e.9l: 1Al , ... ,A E~; A.n ... nA c A }.deve pertanto esseren 1 n )
Al n ... n An F 1 se non si vuole che sia y(,'ia) =.91.
L'n eLi ("trl é wn ~,\tro I ,nentre j<, U 'J<. nO" e- elett-o che SIa un f..·\tro_
ESEMPI A) Se C E.9I ; l.A Esi; A c C} = .l'(cl è un ideale (generato da Cl detto
principale. Dualmente lA €.9I; A::J C} è un filtro (generato da Cl e detto princi-
~.
B)Sia .91= .9 (X) con X infinito. l A c X : A finitoJ è un ideale non prin-
cipale. lA c X ; A' finito} è un filtro non principale.
C) m ; . <#~(o,+~] , dove ..<# è un'algebra Booleana, è detta una misurato)
se ~ A ( ..<# 3' miA ) <: +"" e mIA U B) = m(A) + m(B) se AnB = O e A,B E..<#
o o
lAE.9I; rn(A) =O} èunideale.
§ 3- Ornornorfisrni, isornorfisrni.
DEFINIZIONE 11 - Date due algebre Booleane .91 ed.9l, l'applicazione
h : .91-..911 è detta ornomorfisrno se e solo se
(al h(A U B) = h(A) Uh(B)
(a') h(AOB) = h(A)n h(B)
(bI hl-A) = - h(A)
(basta (b) e una delle due: (a) o (a')).
Segue facilmente:
PROP. 6 - h(A-B) = h(A) - h(B) ; h(O) = O; h(l) = l; A cB=} h(AI c h(Bl.
PROP. 7 h(J:1) è una sottoalgebra di '.<#1
h-l Cfl è un ideale di.9l, se.!! è un ideale di '.<#1
h- l l9'l è un fi ltro di .0/, se :F è un fi ltro di .91.l
(*) Qui chiarneremo rnisura le funzioni finitamente additive, rnentre chiarnererno
a-misure quelle nurnerabilrnente additive, in analogia con le parole algebre
e a -algebre.
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~Ientre se .l'e un ideale di.91 non e detto che lo sia h(.J') (questo perchè
se A' € h (Y) e 8' c A' non e detto che s i aB' € h (..1') ) •
DEFINIZIONE 12 - h isomorfismo ~ h omomorfismo ed h ingettiva.




h è un i somorfi smo di.9l1 su d.
PROP. 8 - h : .9I->d
l
: h isomorfismo) 4=} (h omomorfismo e h-l (O) = O)
(o equivalentemente h(A) = O ~ A = O}
ESEMPIO - Con riferimento all 'esempio B) del §l,.9Il ed s1.2 sono isomorfe median-
o
te h(A) = A VA €d
l
.
§4 - Ideal i e fi ltri massimal i (o ultrafi ltri).
DEFINIZIONE 13 - Un ideale (filtro) propno di .o/è detto massimale se non è
strettamente contenuto in un altro ideale (filtro) proprio di.9l.
PROP. 9 - .l'ideale (.Yfiltro) massimale *=> VA E.d: A oppure -A €Y'(E5")
dove l'oppure è esclusivo.
DIM.- Intanto non può essere A e -A € .l'altrimenti A U(-A) €,f ed Y'
non è un ideale proprio. Se poi per assurdo 3A€d 2>' ne A né -A appar-




TEOREMA DI STONE (l 936).
(i )VYideale proprio, :3 un ideale massimale::>.f
(i i) 'Yfi ltro propri o, 3 un ultrafi ltro ::> 5"
DIM. - Si considera l'insieme C\J.y=ty' :5"' filtro ed§" c 5"'J e si prova
che e'induttivo rispetto alla relazione d'ordine c (cioè si prova che ogni
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c\J c4J ' ily
<flg- ammette
totalmente ordinata ammette sup. : se ~ è tot. ordinata e
è i l fi ltro generato dall' U,y;'). Per i l Teorema di Zorn
Y' \: <jl




Non si conoscono dimostrazioni effettive (cioè non basate sull 'assioma del-
la scelta) di questo teorema.
Osservazione l.' - Vi è una bigezione tra gli ideali massimali, gli ultrafil-
tri, gli omomorfismi a 2 valori e le misure a due valori. Infatti se yè un
se A eY(I,DeA)
ultrafiltro, il suo duale è un ideale massimale, h(A)
se A ~y; è un omomor
fismo a 2 valori e m(A) =(
O
se A c ,'!f
se A ~ y
è una misura a 2 valori e viceversa.
§5 - Legame con gli anelli algebrici.
~ f A con (+,.) è detto anello (in senso algebrico) se e solo se
(Rl ) A + B = B + A (co~nutativiti di + )
(R2) A + (B+C) = (A+B) + C (associativiti di + )
(R3 ) Dato A e C 3! B , A+B = C (esistenza dello zero e de Il 'opposto)"3
(R4) A' (B'C) = (A BH (associatività di . )
(R5) A' (B+C) = A'B + A·C Jdistributività
(R6) (A+B)'C = A'C+B'C
Da i pri mi 3 segue che .30 (zero) c .<1 ;3' A+D = A.
Un elemento l eS'! è detto l'uniti di .<1 def A·1 A l . A~ = =
-----
L' ane Ilo è commutativo <r='ì A'B = BA.
VA e .<1.
L'anello è un anello Booleano se contiene l'unità e A'A = A VA.
- 10 -
Esempio di anello Booleano è l'anello degli interi modulo 2 cioè ~0,11
con.
:r:;o lO O l




In un anello Booleano si ha (l) A+A = O (2) A+B=O ==} B=A, (3)A B=BA.
DIM.- (l) (l+A)(l+A) = (l+A) ='l (l+A)+(A+A)=l+A 7 per la R3) A+A=O
(2) Segue che (l) e clò R3) per l'unicità dell 'elemento B.
2 2(3) (A+B) (A+B) = A+B ~ A + BA + AB + B = A+B =9 BA+AB = O e
e dalla~2) segue AB = BA.
cvd
PROP. 10 - Ogni algebra Booleana è un anello Booleano con le seguenti defini-
zioni di addizione e di moltiplicazione:
A + B = Ab-B
A'B=AnB
Viceversa ogni anello Booleano è un'algebra Booleana con le seguenti operazio-
n i :
A U B = A + B + A B
AflB=A'B
- A = l + A
In entrambi i casi gli zeri (e le unità) coincidono.
(Per la dim. cfr. [11 pago 53).
§6 - Campi d'insiemi ridotti e perfetti.
DEFINIZIONE 14 Se d è un campo di sottoinsiemi di X, diremo che s1 è ridot-
to se d separa i punti di X, cioè
Vx1y(inX)jAed.3' xeA e yiA
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ESEMPI
l) é!'(X) è ridotto (se x 1 y ~ lxl che sepal-a x ed y) , mentre t /;,x J non è
ridotto se card X> 1_
2) Sia X uno spazio topologico e sia s:l= l A!:. X; A clopen} .
Ricordiamo che se denotiamo con C(x) la componente connessa di x, allora
X si dice totalmente sconnesso o totalmente discontinuo (nella terminologia
di [2J pago 127) se C(x) = I x l V X IO X. Poiché risulta
~ 1*)
CIx) c C(X) =n!A IO si: x IO Aj'
(cfr. [2] pago 127), allora .01 è ridotto ~ c(x) = ! xl Vx e X. Nel seguito
diremo che X è tal. sconnesso se .00è ridotto.
Se X è Tl ed x è un punto isolato allora [XI €.s-/ e quindi C(x) = ixl
ma se 'C(x) = Ix] non vuol affatto dire che sia x isolato. Quindi X toL scon-
nesso non vuol dire che i punti di X siano isolati (G:) è tot. sconnesso ma non
ha punti isolati; l'insieme di Cantor è un altro esempio).
Se X è uno spazio topologico e poniamo ~Ry ~ Y € C(X) allora R è una
relazione di equivalenza e lo spazio ~ è totalmente sconnesso (cfr. [2J
pago 128).
PROP. 11 - Ogni campo si di sottoinsiemi di X è isomorfo ad un campo ridotto
DIM. - L'idea è di mettere in una stessa classe di equivalenza tutti
di X non separati dasi. Precisamente definiamo:
x R y ~ V A esi : x e A ='? Y IO A.
punti
Si vede facilmente che R è una relazione di equivalenza (in particolare
x R y 7 Y R x i n quanto se A €.o1 e y e A e per assurdo x ~ A a 11 ora




viene a volte detta p~~udo~componente connessa di x. C(x) è sempre
Se lo spazio è loc. connesso allora C(X) è anche aperto e.quindi
e C(X) = C(x). Ogni spazio tot. connesso è T2 .






definisce un isomorfismo di
to. Infatti se x' t y' {==}
Jl, inJ\'={A';A€}I]
x j y <e=> 3 A €). " X €
ed jI' è un campo ri dot-
,
A e y ~ A ~.:lA' e j.
:l' x' € A' e y' ~ A'.
DEFINIZIONE 15 - Un campo jI di sottoinsiemi di X si dice perfetto se ogni
ultrafiltro di J\ è determinato da un punto di X, cioè è del tipo
(* )
={Acjl:xeA} conxeX
3) Ogni campoJ\ composto da un numero finito d'insiemi è perfetto.
Infatti se? è un ultrafiltro di}l, detto A
o
=niA : A EJ'} , essendo tale in-
tersezione finita, risulta A
o
€ r' e quindi necessariamente P' = l A GJ\ :AucA}=J'~
Vx € A .
o
4) Sia X infinito e sia JI = i A c X; A finito o cofinito (cioè -A è finito)}
a11 ora ~ = t A € j\ : A cofi ni to} è un ul trafi l tro di J1 non determi nato da
a l cun punto di X, pertanto J. non è perfetto.
5) Sia X infinito e siaJll un campo di sottoinsiemi di X contenente tutti
singoletti [x) di X. Risulta J. cJl l (con riferimento a 4)) e :3'= fA €).l
: A cofi nito} è un fi ltro. Se ~ è un ultrafi ltro contenente J<, ~ non è pri n-
cipale e quindi ).1 non è perfetto.
6) Sia X uno spazio topologico ~ompatto edjl = l A _c: X : A clopen} , allora
J. è un campo perfetto. Infatti se 'f è un ultrafi ltro di t.A, f> h: la proprietà
dell 'intersezione finita, in ouanto A. € '" i € {l,2, ... ,nJ ~ n A. € (\ e
, l r A.:l 1 r
(*) Tali ultrafiltri ~ sono detti anche fissi o principali o primi (Defin.
analoga vale per gli ideali massimali principali).
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quindi ~l Ai ,~. Inoltre \-' è costituito da chiusi, quindi per una nota
caratterizzazione dei comp
Risulta allora
ti (cfr. [3J pago 584) risulta A "An A f ~.
o E ~
~x € A .
o
PROP. 12 - Se Jl. è un campo di sottoinsiemi di X, ridotto e perfetto allora,
detto [M l'insieme degli ultrafiltri di 0, l 'applicazione X_'x ..... ~· € [J\J
.x
è una bigezione, cioé ogni ultrafiltro di J\ è determinato da un unico
punto di X. Quind, Larel X = cwd LA J
DIM.
L'applicazione è surgettiva perché Jl. è perfetto. L'applicazione è inget-
tiva perché se x I- y allora 3 I~ €Jl. 3' x c A e y ~ A, quindi A € 0x- fl
r
e
\\ ! ~y .
cvd
Osservazione 2. Se X è uno spazio topologico compatto e totalmente sconnesso
allora Jl. = l A c X; A clopenì è ridotto e perfetto. Orbene i l viceversa
è anche vero, nel senso specificato dal seguente:
TEOREMA 13 - Se.} è un campo ridotto e perfetto di sottoinsiemi di X, allora
su X si può definire una topologia g che lo rende compatto e totalmente
sconnesso ed .} diventa l'insieme dei clopen per quella topologia.
DIM.
Basta considerareJl. come base della topologia G. Risulta
(;=l~G'>A; con0c...A} (cfr. [3J pago 549).
Evidentementej\ C G, quindi ogni elemento A di .;. è aperto, ma è anche
chiuso essendo -A €.} aperto. Se denotiamo con.}l l'insieme dei clopen di e;
risulta pertanto
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ed essendoj\ ridotto, lo spazio topologico (X,Z;) è totalmente sconnesso.
Proviamo che (X,'t) è compatto. Basterà provare che se l A. i € Ucj\ è
l
un ricopri mento di X, esiste J finito c I :!l' X = W A.• Supposto per assur-
l El l
che U A. t X, allora n' i ~' (A'.=-A.) quindido V J finito c I .}iEJ l l E l l l
Q:,= [A'. i E !} cj; ha la proprietà dell 'intersezione finita e genera un
l
filtro proprio 3< (cfr. Prop. 4' pago 4). Sia p. un ultrafiltro contenente'J<
(e quindi~). Poiché j\ è perfetto .3 x € X ~' 1\ = r; x e quindi x E n A';
o j- J o ~EI
cioé U A. I X contro l'ipotesi. Proviamo ora che
i € I l








Essendo A chiuso ed X compatto, A è compatto e quindi esiste J finito c I
A = U
iEJ
A.. Pertanto come unione finita di elementi di j\ risulta A E ~
l
cvd
Osservazione 3 - La topologia g del teorema precedente è univocamente determi-
nata daj\ e dalle condizioni del teorema. Infatti se '6
1
è un'altra topologia
che rende X compatto, totalmente sconnesso e con vA coincidente con l'insieme
dei c l open, es sendo JI c 6 1 segue ,"'- '6 c ~ l .
Considerata allora l'applicazione identica
i : (X, 'l;l) -+ (X,tl
questa è continua, ed essendo (X,t
l
) compatto,
[3] pago 589 ,[6J pago 141) e quindi 2: l c 0.
è un omeomorfismo (cfr.
PROP. 14 - Siano Jl. e <S) due campi perfetti e ridotti di sottoinsiemi di
X e di Y rispettivamente.
SeiA e ~ sono isomorfi, allora gli spazi X ed Y topologizzati come in-
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dicato nel teorema 13 sono omeomorfi.
DIM.
Sia h: J.--i\:> un isomorfismo di J. su t1l.
Se x E X, h(Px) è un ultrafi ltro di 2> (cfr. prop.7), come tale è determi-
nato da un unico punto 'f' (x) E Y (cfr. prop. 12), cioè:
Si è così definita l'applicazione
X E A {=} 'f(x) € h(A)
'l': X --7 Y e risulta VA Er}.
- l -l(y E B # Cf (y) E h (B))
Tale applicazione 9 è bigettiva ed ha le seguenti proprietà:
V A EJ, :'1' (A) = h(A)
V B E ~ : '1'- l (B) = h- l (B)
Di conseguenza se G è un aperto di X allora G = U A. con A. Gj.
iEI l l
e if(G) = if ( u A) = U",(A.) = U h(A.); quindi tf (G) risulta unione di
l
. I l lid l€ i GI
elementi di ~ e perciò è aperto in Y.
Ana l ogamente se Gl è aperto i n Y, s i prova che cf l (G l ) è aperto i n X.
cvd
Osservazione 4. SeJ\ è un campo perfetto (ma non necessariamente ridotto)
allora, definendo ~come nel teorema 13 si ottiene uno spazio topologico
compatto ed cA coincide con la famiglia dei clopen. Però (X,~) non solo
non è totalmente sconnesso, ma in generale non sarà neanche T .
o
PROP. 15 - SeJl è un campo perfetto di sottoinsiemi di X e {Ai; i E I}
è un sottoinsieme infinito di elementi dicA, non vuoti e mutualmente disgiun-
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ti , allora A = U A. f J..
lieI
Dm. Se '6 è la topologia definita nel teor. 13, per quanto visto nell 'os-
servo 4, (X,b) è compatto. Se per assurdo A euA allora A è chiuso e quindi
J fi nitoc I ",' A = U
iE:J
A.. Questo è in contrasto con l'ipotesi che I è
l
infinito e le A. sono non vuote e mutualmente disgiunte.
l
cvd
§ 7 - Il teorema di rappresentazione di Stone (1934~1938)
Nel §l abbiamo visto che i campi di sottoinsiemi· di un dato insieme X,
sono particolari algebre Booleane. In questo paragrafo faremo vedere che
data un'algebra Booleana~, questa può sempre essere riguardata, a meno di
isomorfismi come un campo di sottoinsiemi, ridotto e perfetto, dello spazio
X = (A J degl i ultrafi ltiCi di .l'.
è un campo ridotto e perfetto di sottoinsiemi di X.
=CA). Posto h : .1':-> '5'(X)
h è un isomorfismo divA
~. un'algebra Booleana, X
*A€~}=A VA€j.,allora
Teorema 16 - Sia
,
~ h(A) =t~ € X
*suvA = h{J\), che
DIH.
* * * * * * * *,Si tratta di provare che (A U B) = A U B , (AnB) = AnB , (A') =>{A )
A tal fine basta osservare che, per definizione:
*A€J>~~€A
Infine * * * * ..l-' € (MB) <''=9 A!1 B € \'" <F7 A €? A B € f' ~ \" € A ~ ~ € B ~. ~ €A n B
* * *f->€{A') <'=>A'€J' <;=} Af~~NA #~€(A)'.
Per provare che h è ingettiva basta provare che h(A) =;1J ~ A = O o equi-
valentemente O l A €J' ==? h(A) i 0.
Se O t- A €j., posto 'f =t B €J". : B"JA L risulta Cf' un· filtro diuA. Se,.,
è un ultrafiltro contenente ~ risulta p € h(A) e quindi h(A) f %. Quindi
*h è un isomorfismo di J. su';' .
*Proviamo cheJl è ridotto.
che 3A €J1 " A c f1 - f'Z'
*
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Siano ~l' ~Z e X
Conseguentemente
I ~Z; questo significa
* *A e ~Z ~ A .
*Proviamo che A è perfetto. Se ~l è un u1trafi1tro di A allora
-l~ = h (h)è un ultrafi ltro di .}I.
*fh~l =9 B c,} ='>.3 A c,} -3 h(A) = B ~ A G~
Viceversa A € ~ =9 B = h(A) e ~l . Pertanto
*B € l'' 1 *9 A € \' <='> P€ A = h(A) = B
vale a dire:}->l è detel'minato dal punto f->G X.
cvd
*Osservazione 5. Per quanto visto con teorema 13,)\ inJuie ~u [.AJ un,J ropc-
10gia che 10 rende compatto e totalmente sconnesso ed JI coincide con l'in-
sieme di c10pen di L.AJ.
DEFINIZIONE 16 - Data un'algebra Booleana J'I, chiamiammo spazio di Stone
di J\, ogni spazio topologico compatto e totalmente sconnesso X, il cui campo
dei clopen è isomorfo adJl.
Osservazione 6 - Dall 'osservazione 3 segue che tutti gli spazi di Stone di
J coincidono a meno di omeomorfismi.
Viceversa se X è uno spazio di Stone diJ ed Y è omeomorfo ad X allora
anche Y è uno spazio di Stone diJ. Infatti sia 9': X -t Y un omeomorfismo
di X su Y e sia -e il campo di c10pen di X, posto
h(A) =<p(A) VA c '€
.1:
risultando <p(A) un c10pen di Y, è h un isomorfismo1i: sul campo '€l dei clo-
pen di Y. Essendo 'e i somorfo ad JI anche '{l è i somorfo ad JI.
18 -
Esempi
1) Se X è uno spazio topologico compatto e totalmente sconnesso ed cA è
il campo dei clopen di X, allora 10 spazio di Stone di cA è X stesso.
2) Se,} è un'algebra Booleana ~init<:., necessariamente lo spazio di Stone
X di,} deve essere finito ed essendo separato non può che essere 'e ='5'(x).
Pertanto se X ha n elementi, 'e ne ha 2n e quindi J1 essendo isomorfo a
n~ ne ha 2 . Non possono quindi esistere algebre Booleane finite non de-
generi (cioè con più di un punto), che hanno una cardinalità diversa da
n2 per qualche n € N.
Ancora 2 algebre Booleane,} e ($'., finite che hanno 10 stesso numero di ele-
menti sono isomorfe. Infatti se X è 10 spazio di Stone di cA ed Y quello
di 0, necessariamente X ed Y hanno lo stesso numero di elementi, quindi
3f: X->Y bigettiva
f induce un'applicazione di 9(X) in S'(Y) che è isomorfismo. Essendo
.A isomorfo a C)'(X) e 0.> isomorfo a <?(Y) segue checA e~ sono isomorfi.
3) Lo spazio di Stone X di un'algebra 8001eanaJ1 è metrizzabile se e solo
seJ1 è al più numerabile.
Dal teorema di Uryson (cfr. [3] pago 616) segue che uno spazio compatto
e T2 è metrizzabi1e se e ·so10 se ha una base di aperti numerabi1i, pertan-
*to l'asserto segue dal fatto che cA è una base di X.
A finito o cofinito} . Si vede facilmente
quanto l' u1 trafi l tro di J.
c X .
o'
ma non perfetto, in
4) Sia X un insieme infinito che considereremo topo10gizzato con la topo10-
o
gia discreta. Sia.,A = t A
che J1 è un campo ri dotto
('> = i A € jI : A cofinito ì non è determinato da alcun punto di X • Conside-
o




sia X = X
o
U lXJ e poniamo
h(A) = f A se A E,}




Se h(A) = 'e, h è isomorfo di Jl. sul campo 'e di sottoinsiemi di X. '€ è
ridotto e perfetto (questa volta il corrisponndente di p è determinato
da x ). Considerando 'e come base di aperti di X, X diventa uno spazio
o
topologico compatto e totalmente sconnesso e quindi è lo spazio di Stone
di J..
X è detto compatificazione con un punto dello spazio discreto X (cfr.
o
[3] pago 599).
5) Ricordiamo che uno spazio topologico X si dice a) completamennte regolar~
(c.r.) se è T
l
e ['V- chiuso C e V x rj C .3 f : X .... [O,l] continua (e
limitata) tale che f(x) = O e f(c) = 1J
b) regolare se è Tl e T3
c) nor",ale se è Tl e T4 (T2 e compatto .=:) normale ([3J pag.587))
Poiché c) ~ a) =} b) (cfr. per es. [4] pago 129) a volte la proprietà
tra parentesi quadre e indicata con T3 5',
Orbene vale il seguente
v
TEOREMA 17 (1937) di Stone e E.Cech (cfr. [4],[5J oppure [6J pago 152).
Se X è C.R. allora '3 ed è ! a meno di omeomorfismi uno spazio topologico
~(X) T2 e compatto tale che:
(i) X è denso in ~(X) (nella topologia di !"(X))




()( X) prende i l
I
y
nome di compattificazione di Stone-Cech dello
Il legame di questo concetto con lo spazio di Stone è il seguente:
se X é un insieme qualsiasi, può sempre essere considerato spazio topologi-
co con la topologia discreta j\ ='?(X); in tal caso è evidentemente C.R.
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Considerato ~(X) questo altro non è che lo spazio di Stone di ~ (cfr. Osser-
vazione 6).
Si ha anche il seguente risultato:
TEOREMA
Ixl = card
18 di 8.Pospi si l (1937)
X/X allora!l\(X)I=
- o '
(Cfr,X' [5J pago 70). Se
2 I .j
2 (cfr. Cl] pago 45)
X è discreto e
In breve quello che si prova nel teorema 17, è che detto C(X) l'insieme
delle funzioni continue di X in [O, l] = I e posto <p: X -?- IC(X) El' ~XtX
<P(x) € IC(X} tale che la f-ma coordinata di 'f' (x) è proprio f(x) 'ff E C(X).
~ è continua in quanto ogni sua coordinata è continua, inoltre essendo X
C R - _. . IC (X) d tt d' . tt' T - tt.• , <p e lngettlva. come pro o o 1 spazl compa' 1 e 2 e compa o
e T2 . Posto ~(X) = <j>(X) segue l'asserto.
6) Sia j\ un campo di sottoinsiemi di X. Poniamo VA (.}
g(A) =~l"€[JlJ : A Et e f non determinato da un punto di X}.
L'appiicazione
h(A) = A U g(A) VA (JI
e un isomorfismo di JI su un campo perfetto .}l di sottoinsiemi dello spazio
y = X U g(X). Pertanto si può passare da un campo.} ad un campo perfetto
!-l' aggiungendo dei punti all 'insieme X.
INTERPRETAZIONE DEI CONCETTI ALGEBRICI NELLO SPAZIO DI STDNE ASSOCIATO E
VICEVERSA
Sia X lo spazio di Stone dell 'algebra) e sia h :J. --;>CS'(X) il relativo
isomorfismo.
Se G è un aperto. di X allora U' c ~ : h(rl) c G1è un ideale detto corr~­
.syondente. a G. Viceversa se [\ è un ideale di .} allora
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h(;:!) = Uth(A) : A €Jl è un aperto di X.
Se F è un chiuso di X allora {A (cA : F c h(A)} è un filtro detto corri-
spondente ad F. Viceversa se 3' è un filtro di cA allora h(3') = nih(A) : A<ò3'J
è un chiuso di X. In breve
J< X cA X
ideali <-? aperti in oE-----> X
filtri ~ chiusi ultrafiltri <--> {X} dove X € X
toì ~ ;r ideali massimali~ X-lx~ "
* *Osserviamo ancora che se A €u4 e consideriamo h(A) = A eJ\ poiché per
*quanto visto con il T(16) e T(131,j\ è base della topologia su X = [..Al e
coincide con i clopen, risulta se ~€ X
* *A E~ ~ l!' € A _ A è un intorno aperto e chiuso di j>'
Da ciò segue che: se Y c X





€ Po -~ -V-~€ Y-lro}
=tpol (é=9 A è atomo di cA cfr. §11 f'Jç 3 ,)
Y =tJ\; i€q è un insieme discreto in X** Ogni punto di Y è isolato
in Y
<!=!> Vi € I 3 A E,} ;) A € f\ - ~ j 'tj € 1- f i .ì
Y =!Ji;i E Il è denso in sé<:=> Y c DrY <=> Vi € I VA eri 3jE!-tn
tale che A €j'J.4=:> Vi E I: 1:\. C U ~.)-1 . .. J
Jfl
Osservazione 7. Sia t!<
h(A) =!~€[j\]: A €p1=
e proviamo che
*un campo di sottoinsiemi di X ed h : j\-."jI
* *A . Consideriamo la topologia indotta dat!<
con
su rcA J
X' =ì~x e[jlJ : x € XJ è denso in [jI] ,cioé X' = [..A}.
- ZZ -
Traducendo :[.}.1 C X' si ha
v ~ € L.A] e VA €J'. s'
ovvero
*j->€A 3x~x *~' J\ € A
v~ € [j\ ] e VA € f 3 x € X 3' A € f\ .
La proposizione precedente è banalmente vera in quanto VA € f basta considera-
re un x € A, per avere che A € J\.
Questo risultato va confrontato con il Teorema (17) e la (6).
§8 - U e n infinite in un'algebra Booleana .}..
Al §l abbiamo osservato che rispetto alla relazione d'ordine C si ha
A U B = sup IA,Bl AnB = inq A,Bl.
Tale fatto ci suggerisce come definire l 'U e l 'n , che chiameremo BOOLEANA,
per un numero infinito di elementi di A.
Se ~ = <3':Jcj\, denotiamo l'unione di tutti gli elementi di G:> con
e tale unione, se esiste, è per definizione
( l )
1) B €J<
= sup iA;A €(j~= B~ ZiA c B VA c Q,
3) A c C (C €J.l VA € <2>='> B c C




Il simbolo Jl. in alt o può essere trascurato quando non vi siano dubbi sull 'in-
sieme ambiente. Se
.A n.AU A. e . I A•
. I l 1€'1€
l.P= lA.; i € I}
l
si scriverà in luogo di (1) e (2)
I
Si osservi per inciso che se jI è una sottoa1gebra di Jl. e G';, c:.A' allora,
nel1 'ipotesi di esistenza per 1 'U e 1 'n valgono:
(3 )
Osserviamo ancora che se :3 U J\A €}I' allora nella 3 a delle (3) vale l'uguag1i-
Ae<Q
anza (analogamente per l' n ).




(ana 1. per l' n )
nel senso che se 3 l'unione in uno dei due membri esiste anche nell 'altro.
-1
Il motivo della (4) è che 1 'isomorfismo h ed h preserva 1 'c..
La (4) però non vale se h non è bigettiva.
L'U e l'n Booleane (infinite), definite da (l) e (2), possono non coincidere
con l'U e 1 'n della teoria degli insiemi, nel caso in cui l'algebra Booleana
è un campo. Però se l'U (o 1 'n) insiemistica appartiene al campo, allora è
anche l'U (o 1 'n) Booleana.
- 24 -
ESEMPI
A) Sia ~ = IO,I, ... ,} ed
o
.} =0'(IN) e sia
o
s.,={ A ; (A finito c IN) V ((IN -A) finito c IN)}. ()) è una sottoalgebra di "A.
o
Ri sulta IN l! G',) e
OO.An~1 {n} = IN
000>
, n~ 1 l n l = IN o
(se A e ~ ed A è infinito, necessariamente o e A per come è definito~).
B) Se .f\ cC?(X) è un campo di sottoinsiemi 3' {Ix}; x e Xl c,}1, allora l'U
(e n) Booleana (infinita) coincide sempre con qualla insiemistica. Preci-
samente la la esiste se e solo se la 2a appartiene ad J1. Infatti se
,}13 ,u I A. = A allora A. c A Viel quindi .UIA;c A. Se per assurdo nonle l l le
coincidessero, es i s terebbe x e A ,,' . UI A. c A -{ x l Qu i nd io le l o
A. c A-{x , Vi e I contraddicendo la 2a propri e tà del sup (A-{x le Aper-l o' o
ché {xle,A). Viceversa se i ~t,= A e cf< allora A è i l sup in J. dio
(A. ; iel} e quindi coincide con l'unione Booleana.l
Si può verificare che l 'U e l' n Booleane infin'ite sono
l) Commutative: cioé i U, A. = .U, A (.)E < l l el T l dove T: I -> I bigettiva. And10q. p"rl'n
2) Associative
3) Verificano le leggi di pe Morzan






le l le l
A U (0. A.) = nI(A U A.)
lE1 l lE l
Ma mentre per l'unione e l 'intersezione insiemistiche vale la seguente.Jegge
di s tr.ibuti va
(5) n
teT U A =seS t, s
- 25 -
n A
teT t,q,(t) (e la sua duale)
T(S = {f : f : T -;- S}), tale legge non vale per l 'U ernBooleana, e questo
anche se tutte le unioni e intersezioni esistono e se S è finito( cfr'. [lJ
pago 61).
Per tale ragione un'algebra Booleana per la quale vale la (5) dove card.T=m
e card.S = n si dice (m,n)-.distributiva.. Inoltre diremo che';' è IlI-distribu-
tiva se è (m,m) ~istributiva e ~ompletamente distributiva se è m-distributi-
va V cardinale m.
(o equivalentemente =1 rlr..A A.), allora
- lE l
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§ 9 - Algebre Booleane m-corrplete.
Sia JI un'algebra Booleana ed m un cardinale infinito. Se accade che
AV jAl.;cdJe.Acon card r = m, 3,U I A.lE l
diremo che J\ è m-completa o è una m-algebra_ . In particolare se
allora diremo che J\ è una <l'-algebra.
Diremo poi che JI è completa 'Se è m-completa V m •
m=}<
o
Un campo d'insiemi 3< si dice m-completo o m-c~'!1.po se V {At;,.t'E T}cJ<
con card T = m risulta
n f, ,~'}teI t ~ .
Se questo accade
t~T At E J< (unione insiemistica) o equivalentemente
Vm il campo si dice completo ..
Osservazione (9.0). Per la (4) di §8 se JI ed JI' sono isomorfe: J. m-com
pl e ta (comp l eta) =9 JI' m-c omp l eta (c omp l eta) .
Osservazione (9.1). Un campo d'insiemi 'Jt può essere m-completo come algebra
Booleana ma non essere un m-campo; JT'entre 'il viceversa è vero per quanto detto
nella B) del §8.
ESEr,lP I
A) Sia cA =9(X) dove X è infinito. Sia h: JI->,!'*
campo dei clopen dello spazio di Stone rJlJ. Poiché
*na completa e poiché JI è isomorfa ad J., anche
*dove.} è il solito
JI è un'algebra Boolea-
*JI è un'algebra Boo-
*leana completa, tuttavia j1 non è un <J-1:arrpo (cfr. Prop. 15 e'·Teor.16),
in quanto se t A ; n E IN}
n
"'"sono a 2 a 2 disgiunti e non vuoti 'n~l *h(A ) éJ.
n
B) Se ,fl. è una o- -algebra Booleana infinita, allora card
poiché per ipotesi J\ è infinita 3 ~ A ; neN J c: J<
n
.} ~ 2So .
con l e A
n
Infatti
a 2 a 2
disgiunte e non vuote tali che U A = 1 (unità dell 'algebra). Posto
n=1 n
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:Y=!?(N) possiamo definire un isomorfismo h :J<-->J\ ponendo -V B €J< :h(B) = UBA
nc n
(Essendo vA u-algebra,
i somorfo ad·U. e card J\
risulta sempre
'<o~ card 5= '/ .
h(B) ~Jl.. La sottoalgebra h(3-) di). è quindi
Si ha il seguente criterio
Teorema (g. l ) (di Smith e Tarski)
ì ~Se ~A.; i. l cJ\, card l = m, le A. sono a 2 a 2 disgiunte ed 3,U I A.l l l € l
allora J\ è m-completa
(cfr. [lJ pago 6B). In altre parole basta verificare la condizione per le famiglie
disgiunte.
DEFINIZIONE. Diremo che un'algebra Booleana J\ verifica la condizione di m-cate-
na seper ogni tA.; id] cJ\ a 2 a 2 disgiunti, segue che card l L. m.
-- l
Teorema (9.2) (di Tarski)
J\ algebra Booleana m-completa con la condizione di m-catena =9 vA è completa.
DIM.- Per il Teorema (9.1) è sufficiente provare
a 2 a 2 disgiunte risulta UlA. €J\. Ma se le A.
l € l l
che -v-tA.; id} C.A
l
sono a 2 a 2 disgiunte, per






DEFINIZIONE. Se .A è un'algebra Booleana ed m: Jl. -[O,+=J , diremo che
m è una n-misura se
l) 3A €J.
o









lE 1 lE 1
dove la somma è così intesa:
e I...Jm(A.) = c <' + (>O allora
"I E: ~ l
sem(A.) =O'fi € r - J
1
Z (A) = c dJtrirnenti












diven ta superflu a nel caso in cui J.
Diremo che m è una u -misura o che è o--additiva se è una;:: -misura.
o
Prop. (9.3). Se m è una IJ-mi sura
~=l An E j1, allora:
11' algebra JI ' l An,n E IN} c,) e
00
m( U A )
n= l n
(la dim. è l'usuale).
(~-sub-additività)
NS. La prop. (9.3) Sl estende al caso di m n-misura su una n-algebra (cfr.
[l} pago 73)
l.a def. di misura (J-finita è la solita.
Diremo che m è strettamente positiva se
m(A) > O -\fA €J. - [OJ
Osservazione (9.2). Se 3 m ,,-misura strettamente postivia è (j-finita su ,),












m(An fi. n )
2" m(An)
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si ottiene una a-misura strettamente positiva e finita.
PROPOSIZIONE (9.4). Se uA è una 6-algebra Booleana avente una misura
finita (o G-misura e~finita) strettamente positiva allora ~ è completa.
sia
DIM. Per il Teorema (9.2) basta provare che J\ verifica la condizione di
u-catena.




risulta po,ll, ... J una partizione di I.
Poiché nell 'ipotesi in cui
'"' ""
= m(~ Ak ) '::. m(k~
siamo se lA l ,A 2,··· } c,}
A
k
) e quindi per n--;-"'"
sono disgiunti risulta
segue che le I I I do' 1"'" 2'···· evono essere necessariamente finite altrimenti
se per esempio In è infinita, si potrebbe considerare un suo sottoinsieme nu
merabile J e risulterebbe
+ 00 =
n+1 (1+1+ ... ) < .1: m(A.) < m( U A ) < +- leJ l - ieJ i 00
Si concl ude che ca rd I < K
- o




Il risultato precednete vale anche se ..A è solo un'algebra ed
m è una msira finita strettamente positiva su ~.
Infatti basta sostituire nella dim. 1 a
(m(l) < + 00 per ipotesi).
§ 10 - m-ideali, m-fi ltri. Algebre quozienti.
ed .AJA.
,e ,
DEF. Se J. è un'algebra Booleana m-completa ed J è un suo ideale, diremo
che è m-completo o m-idea)e se
{A,.; i E I J c J e card I ~ m ==? U A. E J
iE1 1
Definizione analoga (la duale) si dà per gli m-filtri.
Esempio. Al J ~ {A c X; card A ~ m ì è un m-ideale dell 'algebra '3'(Xl e
:l< = l,A c X; card(X -Al <. m} è un m-filtro.
DEF. Se;} è un ideale di..}. posto
ANB ~ A-B €:J e B-A d:l (~ A"B €3 cfr. §2 prop. l) risulta ~ una
relazione di equivalenza su .J. e l'insieme delle classi di equivalenza [fA]; A E)3
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sarà denotato con ~ e chiamato algebra quoziente di J1. su:J.
Prop. (10.1) Posto (A] lICB] = [AlIB],[AJn[B] = [AnB], - [A] = [-A]
risulta 3un'algebra Booleana e posto
h(A) = CA]
h risulta un omomorfismo di vA su~ detto omomorfismo naturale.
Poiché un omomorfismo trasforma O in O e l in l si ha [oJ e [l} sono lo
A
zero ee l'unità eli J'
OEF. Col simbolo~ se E EJ< si denota l'insieme lA EvA A c EJ. E'
un'algebra Booleana, con le stesse li e (l di cA.
...ADEF. Se ~ è un !_~~~ col simbolo } ...Asi deve intendere l'algebra quoziente .J
clave J è l'ideale duale di YCioé
Lemma (10.2) [A) c [B] ~ A - B E J
DIM. [A]c (B] = [{I-B] = [A] - (B] = [oJ~ A - B E:J
cvd.
Teorema (10.3). Se J è un m-ideale di una m-algebra cA, allora .AI;:) è
una m-algebra e \IlA.; i E l} c.lA con carel I <. m risulta
l
(l) .lIllAJ = ( .lI] A.}lE l lE l e n CA} =[ nl A.JlEI l lE l
Oiti_
Poiché li A. E.}1, basterà provare la (l) per avere che A è una fil-algebra.
:.! l J
A.. Per provare l a (l) basta provare che
l






b) [ A.] dA ] Vi E I =9 [A] c [A ]l O O
t1a per i l le' mma (10.2) questo equivale a provare che
a' ) A. - A €:3 V i € Il
b' ) A. - A €J V- i € j =? A - A €Jl o o
,U I (A. - A ) E:J perché J è un m-idealE l o
Ora la a') è vera in






A = O € J e la b') è vera perché da
1e.
cvd
Osservazione (10.1). La (1) non vale in generale se card j > m. Però qualche
volta il grado di completezza di L5 può essere superiore a quello di J1
e di J
Esempi
B) Sia m una n-misura su una n-algebra cJ.. Posto J = i A E J1 m(A) = OJ
si ha che J è un n-ideale, infatti A E:J e B c A =9 B E:J (per-
ché m(B) ~ m(A) = O) ed J è chiuso rispetto all' ,U j con card j ~ n, pe.clE
ché m(,U j A.) < 1-1 m(A.) (cfr. NB. Prop. (9.3)).lE 1- lE l
In particolare se m è una <o-mi sura su una <r -a l gebra j., a11 ora :J è
un T -ideale. Per il T(10.3) ~ è anch'essa una v-algebra. Tuttavia se
m è una IJ-misura finita (o (l'-finita) allora ~ è un'algebra completa.
G-Ali sura stretta-Infatti posto m'([AJ)=m(A) VAEJ1 m'èuna
mente positiva su ~, ed è finita (o <r-finita) se 10 è




C) Il risultato segnalato in B) vale anche se m è solo una misura finita
(non necessariamente G-misura) su una <f-algebr"l .}I.
Infatti vale il seguente:
Teorema (10.4) (Smith e Tarski 1957)
Se j. è una m-a 1gebra, J' è un ideale m'-completo J\Vm'<m,e<J
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soddisfa la considizione di m-catena, alìora
è completo (cfr. [1J pago 76).
Nel nostro caso essendo m solo una misura :J è solo un ideale (non (J'-{;om
pleto, in generale). Definita m' come in B) risulta m'una misura sull'
algebra ..A finita e s trett. oositiva. Data la fi n itezza di m' e la stret-
:J ,
ta positività, non può es i stere insieme l A. , i I} ...A di s'li untiun e c J' l
con card I >>) (cfr. l'osservazione (9.3)), quindi J2 verifi ca la con-
o J
dizione di <r-catena e quindi per il Teor. (10.4) ..A è completa.~
D) Ricordiamo che in uno sp. topologico X si di ce
A in nessuna parte denso (o rarefatto) ~




«=9 A' = X ) •
Se consider'iarno





= t A .c:. X : A = 0 1 , J è un i d.ea l e
A € J ~ B € J . Osserva to che A
o o






J è chiuso per l'unione, basta provarlo per i chiusi.
o
e B chiusi e e 3 , allora A U B è un chiuso e se per assurdo
o
aperto c A U B allora questo non può essere contenuto in uno
solo dei due, pertanto
traddizione).
U - B ~ 0, è un aperto ed è contenuto in A (con-
Un celebre esempio di insierre perfetto in nessuna parte denso è l'insieme
di Cantar C , che è di misura (di Lebesegue) zero (cfr. [3)' Cap. 6 pago 5
oppure [l] pago 85 e seguenti).
""
òC
Un insieme N c X si dice di pri ~~a._categoria ~ N = U J con I = 0
n=1 n n
Posto J 1 =fN.c:. X N di
,a categoria} risulta ::5 0 c J 1 e ::3 1 è un
(l'-ideale di 'Y(X).
SOl'prenden temen te se X = JR e t' è la misura di Lebesgue:
(2) :3 N C;)1 tale che t't-N) = O
cioé JR è l'unione di un insieme di
ed JR=NU(-N)




t (G)=O.G = Q, G",ri sul ta
I l'intervallo aperto di centro
n,m










G1 :::l GZ:::l .••••J [), e (-(Cm)









per avere l'asserto, essendo N - U (-G)
rn::; 1 m e
,~
Ricordiamo ancora che la classe degl i insiemi di Borel è il più
piccolo () -campo contenente tutti gl i aperti di X, e che A c X si dice
che ha la proprietà diiBaire se 3 G aperto di X ta'le che A6G c 01 .
Denotiamo con ])1 la classe di quest'ult'ulltimi insiemi:
:f!., è un <J-campo. Infatti se A <ò ])1 e G è un aperto tale che
A <:I G c 8" basta osservare che G è aperto e risulta
(*) (-A) - (-G) = G
perché G - A € 81 e
A = (JG U G) - A c 'd G
o
.:::- ;:... ......--.. ... ...
;) G = dG = G n :c; = G n:G
o
= G - G =
(G è aperto) = G - G = P .
La (*) insieme alla -G - (-A) = A - G c A
- G c J" portano che -Ae13,.
Se por A e :El per n = 1, Z, .... e se G è un aperto tale chen no-
.-<>
A ti Gn € J" posto G = U G ed A = U An' ri sultan n=1 n n=1
N
A-G c U (A - G ) € D ; G - A c
n=1 n n 1
c<>
LJ (G
n=1 n e quindi
A<:IG € 8 1 e A e _13,
Poiché se G è un aperto, evidentemente G e]), segue che
( 3) 13 c]l1
<r-algebra per il teorema (10.3),
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Se denotiamo con .:J = Jl n:J 1 ,
<> -ca mpo :Il, ri su lta :BI,:) una
pe r c u i J è un <r-ideale del
ma facciamo vedere che è addirittura un'algebra Booleana completa (discorso
analogo si può fare per :Il,).
Se B c 5) , allora (tenuto presente che
B6G E: ~ , o equivalentemente B è
della forma B = (G-A,) U A2
con A1,A2 E::J •
Pertanto [B] = [G] e quindi
JlIJ = [ [G ] ; G ape r t o i n XJ .
BE::B)1 G aperto tale che




aperto, per t E: T e T arbitrario.
leremo che i~T Ai: e ]/G. Sia G = t~TGt (unione insiemistica) e :.>oniamo
A' = [GJ. Fòremo vedere che A' è l'unione Booleana delle Ai:. Per la a') e b') del









La a') è ovvia in quanto
VteT==9 G-A e:J.
o
G ',·G = fil
t
Si a ora A E: Jl e G -A e J
o t o















è di prima categoria
G -A = (G-A ) n G
t o o t
risultando unione di aperti (in
(cfr. per es. [5J pago 201),
Osserviamo che in prativa si è provato che
(4) - [ u
- tET
ma questo non vuol dire che la (4) v (Ile
ma non è detto che sia
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t~T [\XtìJ =[ t~T lXtlJ e questo perché potrebbe non essere
t~T t xt l € J3 (J3 non è completa i n genera l e) .
Dalla (4) passando ai complementari si ha se Ft sono chiusi:
(4' ) n [F ) = [n FtJ
t€T t t€T
Osservazione (10.2). Abbiamo visto (cfr. Osservo (9. O)) che se J' ed }l'
sono isomorf~ ed JI è m-completa (completa) allora tale è anche }l', però
se due algebre sono complete non è affatto detto che siano isomorfe. Si veda a
proposito il seguente esempio.
Esempio E). Sia:Il la a--algebra dei Boreliani di lR, l': la misura di Lebe-
sgue su lR ::l 0= l.A €:B : t(A) = OJ ~1 =t A €J3; A di 1a categoria}
Le algebre Booleane }lo = J3/:J o ed .Al = :B/:J 1 sono entrambe complete, per
quanto visto negli esempi B) e D), ma non sono isomorfe.
Premettiamo il seguente risultato:
Lemma (10.5)
Se.A ed }l' sono <>-algebre, h :.A~.A' è un isomorfismo surgettivo,
m' :}' --"' [O,+=J è una o--misura, <t'-finita e non identicamente nulla,
a11 ora pos to VA €.A
m(A) = m' (h(A))
m è una <T-misura, (J-finita e non identicamente nulla.
(Basta tenere presente la prop. 6 del §3 e la (4) del §8).
Supponiamo quindi che siano J1
0
ed.A1 isomorfe e sia- h :.}, ~.}o
un isomorfismo. Su A t induce una





) = t (A) VA E]l
Tale misura è strettamente positiva. Posto VA' € vA,
m'(A') = m(h(A'))
risulta che m' ha le stesse proprietà di m per il Lemma (10.5) m'induce
a sua vo1 ta su]l una ,,-fini ta , ,,-mi sura )} ponendo
VA E ]l
Teorema di Teoria della misuraTale misura sarà nulla su 0 l' Per il
[1J pago 77), analogo ad riultato (2), .3 A e:Il
o
con v (A ) = O
o
(cfr.
ed 3 Al € :J 1
;;l' lR = A
o
U Al; ma questo porta che )} e poi m'ed rn sono identicamente
nulle (assurdo).
§11. - m-omomorfismi, atomi, ed interpretazione negli spazi di Stone.
DEF. Siano .A ed.A' due algebre Booleane ed il :.A -"j.' un omomorfismo.
Supponiamo che esistano:
( 1 ) e ( 2)
Da A
t
c A segue che h(A
t
) c h(A) e quindi
'rbene diremo che 1 'omomorfismo h
la (2) e risulta:
pl'eserva l'unione Boo1ena (1) se esiste
Analogamente si definisce un omoil1orfismo che preserva l' intersezione
Diremo che h è un m-Dl11omorfismo se preserva tutte le unioni (1) (e quindi
tutte le intersezioni), con card T < m.
L'omomorfismo h si dice poi .'è.0mpleto se è un m-omomorfismo lIm.
- 37 -
..... .311('10
Le definizioni appena dateYconfrontate con la (4) del § 8, precisamente se
h è un isomorfismo surgettivo allora è completo.
DEF. 2. D f a € cA si dice atomo di cA se non eiste B €J1 - [O,a\ con Be d.
Un'a10ebra A si dice atomica ~ VAe,A -{D} J un atomo a c A .
La nozione di atomo per un'algebra Booleana è l'analoga di quella di insieme
ridotto ad un sol punto (sirigoletto) per un campo.
Si vede facilmente che
(4) (a atomo di ,f'.) 4=9 fa = t A € J1 : a c AJ è un ultrafiltro.
PRDP. (11.1). Sia .J. un'algebra Booleana e poniamo VA E,}.
h(A) = { a €.A : a a tomo di cA e a c AJ
Allora h è un omomorfismo completo di .A ne l campo 0"'(X) dove X = h(1)
è l'insieme di tutti 91 i atomi di cA: Se cA è a tomir.l a11 ora h è un isomorfismo.
*Se h è un isomorfismo di cA sul campo cA dei c l open dello spazio di
Stone X di
.A a11 ora
a atomo di cA ~ h(a) è un singoletto di X
*a atomo di .J. e h (a) €.J. <i=> h(a) è un punto isolato di X
.:..
cA atomica ~ Y =! x € X : x isolato} ,Y' = X
cA priva di atomi ~ X è denso in sé, cioé non ha punti isolati.
Evidentemente ogni algebra Booleana finita è atomica
se n è il numero degli atomi.
n
ed ha 2 elementi
DEF. 3. - Sia X uno spazio topologico, e c X, diremo che e è un m-chiuso
(m-aperto) ~ e = Q At (t~T At ) con At clopen e card T < m.




.~ VA aperto: A apei·to (<=9 ve chiuso e i
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Orbene si ha il seguente
Teorema (11.2). Se Jl. è un'algebra Booleana ed Xéil suo spazio di Stone
s i ha:
a) vA m-completa ~ VA Ilè"aperto di X: A è aperto
o
~ ve m-chiuso di X C è chiuso
b) Jl. completa ~ X è estremamente sconnesso (cfr. Cl] pag.85-86).
Col teorema di rappresentazione si è visto che ogni algebra Booleana è i somor
* *fa ad un campo d'insiemi .}. Se Jl. è una m-a l gebra, anche J. è una m-a l gebra,
ma in generale non è un m-campo (cfr. Osservo (9.1) ed ese rrp i Aecc.).
Ma addirittura è possibile provare che V cardinale infinito. m esistono
algebre che non sono isomorfe ad alcun m-ci'.mpo (cfr. [1] pago 97).
Dal teorema di rappresentazione segue il seguente
Teorema (11.3). Se vA è una m-algebra allora le seguenti condizioni sono
equivalenti:
1) vA, è i somorfa ad un m-campo d'i s iemi
2) VA f. J. - tO} .3 un m-ultt"afiltro ~ -,)' A f. f->
3) VA f.)l. - t1} .3 un m-ideal e massimale J ":i' A€ ,')
4) VA € J\ - to 1 .3 una m-misura a 2 valori m 7' m(A) = 1
5) VA (Jl. tO l J un I,m-omomorfi smo n h ;J h(A) = 1 (€ j\)
(cfr. [1] pag.98).
Teorema (11.4)
isomorfa ad un campo completo d'insiemi ~ vAvA algebra Booleana completa è
è atomica.
In tal caso j\ è isomorfa a
vA.
(cfr. [1J pago 105) .
'S'(X) dove X è l 'insiefi~ degli atomi di
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Teorema (11. 5)
Per ogni cr--algebra ,}. esiste un ()-campo '}< ed un (l-ideale:J
tale che ,}. è isomorfa ad J /;J
Preci samente
Se X è lo spazio di Stone di .}, sia J< il più piccolo ,,-campo
contenente jl.* (l'insieme dei clopen di X), J. =! B €:J< B di la
ca tegori a l (è un (J - i dea l e). Allora J; è i somorfa ad .} / J e prec i same!!.
*te se h:j\""';' è un isomorfismo surgettivo, allora
è un isomorfismo di ,}. su .J/J
(Per la dim. cfr. [lJ pago 117).
Il teorema precedente non vale per m>~
o
VA €.j.
§ 12 - Applicazioni alla teoria della misura.
Data una misura t su un campo J< (cfr. §2 -c) non è sempre possibile esten
derla ad una <J -misura t' sul ,,-campo 3<' cr--genel'ato da J< (j' è il più
piccolo cr--campo contenente 3< ).
La condizione necessaria e sufficiente che permette tale estensione è la se-
guente:
( 1) V i A ; n e IN] c J< disgiunti, se
n
allora
Ricordato che se ~
non vuoti e disgiunti di
è un campo
, non
perfetto, ogni unione numerabile di elementi
appartiene ad :r (cfr: Prop. 15,§ 6), si ha:
Prop. (12.1). Ogni misura su un campo perfetto, può essere estesa ad una
C)-misura.
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D'altro ca~to ogni campo ~ di sottoinsiemi di X è isomorfo ad un campo
perfetto d'insiemi J<', ottenuto aggiungendo ad X qualche punto (cfr. § 7
Esempio 6). Se h ; J< ->).' è l 'isomorfismo (su) e si pone
(2 ) t'(h(A)) = trA) VA G j1
a 11 ora
sura.
t è una misura su J.' che verifica la (1) e quindi è una cr-mi
In particolare si può considerare come .}<' il campo 3<* dei clopen del-
lo spazio di Stone [3<]
(2) :
di J1 e in tal caso scriveremo in luogo della
( 2) , * *t(A)=/..o(A) VA € ]<
C'è un altro modo per ottenere t' (cr-misura) da t senza passare attraver
so l' isomorfismo h, occorre però che t sia finita.
Sia J = tA €J< : trA) = DJ, consideriamo J1 = 3' /J e definiamo
(3) VA € J<
t risulta una misura finita e strettamente posi tiva sull 'algebra Booleana ..}.,
ed induce una metrica su J1, ponendo
(4) .f (A, B) = ; (A-f3) + i (B -il) = i (A L> B) VA,B €jlo. •
(A'f) è uno spazio metrico, in generale non completo.
Se chiamiano ,}' il completamento (Cantoriano) di j., risulta j. =j.'.
Poiché risulta che (4)
(5) I i(A) - t(B) \ ~ )' (A,B)
l a t è continua su e quindi può essere estesa ad una funzione reale
e continua 1::' su ,}'. Estendendo le opel-azi ani Booleane di,} su.J.',
(j -mi sura strettamenteè una.J.' diventa una cr-algebra Booleana ed
positiva su }l', isomorfa alla r'
t
defini ta dalle (2), nel senso che :3 h'
i somorfl~nlO eli J' su J1.'
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tale che
t'(A) =t' h'(A) VA €,y'
Un'altra interessante applicazione è l'interpretazione delle funzioni misu·-
rabili nello spazio di Stone.
DEF. Sia J< un Cf -campo di sottoinsiemi di X ed f X-lR
Si dice che f è J-misurabile ~ Va GlR: ix e X f(x) < al €3'.
Nel seguito scriveremo serrpl icemente 1f < a} in luogo di f x € X : f(x)<a}
Molto spesso conviene identificare funzioni misurabili modulo un ,,-ideale J
di J< . Precisamente diremo che due funzioni
valenti
f l' f Z J.mi sUl'abi l i sono J -equi
(Nella teoria della misura si
identificano le funzioni misurabili, diverse solo su un insieme di misura nulla).
Denotiamo con 'YJl = '!Tl.(X,/I) l ',insieme delle funzioni reali .,A-misurabili,
dove j\è un G ·campo di sottoi ns i emi di X. Consideriamo lo spaz io di Stone
*[.,AJ di J; e sia h :}-'>}\ l'i somorfi smo i ntrodotto ne l Teorema 16 de l § 7,
di cui conserviamo le notazioni.
Se f € TIL allora per definizione
(6) Va € lR : l f < a} € JI .
Se ~ € [j\ 1 allora Va € lR, risultando [f < a} €,}\, deve essere
U < al e ~ oppure -ìf < a}=[f ~ a} €/3 il che porta che definj.to
lR, = fa € lR
(7)
lRz = t a c lR : [f < a} € Jl }
ri sulta (JR" lRz) una pa rt i zi one di
a < b ==> Lf ~b J c ~ f ~ a J
a < b => ~ f < a l c t f < b}
lR . Osserva to,che
(b €lR 1 =>]-00 ,b] c D~1)
(a€lRz => [a,+",(clRz)
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si ha che Ml'~) costituisce una coppia di insiemi separati e quindi contigui.
Se chiamiamo con l l'elemento separatore risulta
(8)
Orbene definiamo
sup JR 1 = l = i nf JR 2 .
(9 ) y ~ c [cf\] .
Ri:ordiamo che se 9 è un filtro di .} ed f: X-)JR si definisce (cfr. ad
esempio [2J)
mi nl im f = sup inf f(A) = l'
'P AC\f
maxlim f = inf sup f(A) = t'l
'f A€ tP,
Risulta
( 11) inf f (X) < l' < lO < sup f(X)
-
se accade che l' = iII a 11 ora si definisce
( 12) l i m f = l' = lO
Cf
Orbene pt'ov i amo che, con le notazioni i n trodotte, si ha





l i m f
"
*Essendo f (~)I 'elemento sepaY'atol'e di lR
1
ed lR 2, fissato E. > O
3 Q € JR 1 3 bd'\ C;2 b-a<1:
Risulta A = l. f ~ a} cf-' B=tf<b} E~
Pertanto .3 A,B e (>
-3' a ~ inf f(A) e sup f(B) < b e poi
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sup f(B) - infKA) < b - a < I:..
cvd
*Ci proponiamo di provare che l'applicazione f :[}] ~ lR
A tal fine è utilissimo il seguente
Lerma (12.3)
è continua.
Va c lR risulta
* * *(14) l f < a} c 1f < a 1 c ti ~ a J




*! f > a J
*
= b~a ~ f < b J
*
- b~a l f ~ b }
*(=-lf >al)
- -
* * *~c ~ f < a 3 <=> f (r) < a =~> a c lR 2<=-=> [f<a} € !" <=> PéU<a}
viceversa
* * *J> ci f < a} <=> [f < a) € p <==> a E lR 2 <=> f (~) ~ a <=> r elf ~ a;
Per provare la (15) basta osservare che
•
f (r) < a <=> :J b
<=> :J b
*9' f (p) ~ b < a





.3' b c lR Z
*3' ~ c ~ f < b}
Analogamente si provano le altre.












*-1 * *f (Ja,b[) = l f > aJO lf < b}, quindi per la (15) del Lemma (12.3)) poiché
*C c lR r i su Ha t f < c } tt -? c j €). e qui nd i if -? c} e
* *(e} ) di [).], risulta U <bJ un aperto di [).]
...
> a} (si ricordi che J. è base per la topologia sue lo
[JI]





*]I , come si è visto induce l 'appl icazione
*h1(f) = f
Osserviamo che Vx € X ri sul ta
Infatti detto
V é. > O
- lim f, per definizione
('.
3' Vy e A : If(y) - 11 < [
Poiché x € A VA E ~x deve rsiultare
f(x) = 1.
If (x) - l \ < E- V E. > O e qu i nd i
Dalla (16) segue subito che
PROPOSIZIONE (12.5)
h1 è una bigezione la cui inversa
C(C]lJ)--,YQ g __ g
, è definita
Vx E X .
DIM
La è ingettiva in quanto se * *f - g deve anche essere *f(l:,)=
J X
Vx c X , c i oé f - 9 per l a (16).
La h1 è surgettiva, infatti se 9 e C([}.]), posto g(x) = glf') Vx € X,
si prova che '9 : X--c>lR è misurabile. A tale scopo proviamo a parte il
seguente
\la,b (lR con a < b
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Se 9(x) > b > a a11 ora 9(f') .?b >a ~ Px ( \ 9 ~ b1c i 9 > a) .
Essendo 9 continua risulta 1 9 ~ b.1 chiuso e t 9 > a} aperto in ["A] e
quindi (cfr. Teorema 16 §7 e Teorema 13 §6) 3 ì A.; i € I] cj. 3'
l
*t 9 ~ bJ c i 9 > a} = i ~ I Ai
Per la compatezza di [j. ] e quindi di {g ~ b} 'J J finito c tale che
f 9 ~ b} *c ,U J A.l E l c {g>a} .
Risulta, posto A = .UJ A. , A € .;.l € l e
*[g?.b} c A c~g>a}
Da qui segue la (17) infatti
*(l, € A => A (r, => x € A ;
rl; J~
'"=> g(fx) > a => g(x) > a.
g(x) ~ b => 5:€[g ~ b.1 =>
*
X € A => A € f"x => f\ € A
Continuazione della dim. della Prop. (12.5)
cvd




e poiché n~1 t9 ~ a + ; } = 19 > a.1 segue che
va : i9 < a } € JI .




V9 € C([j.J) risul ta g(X) = g(rj.J) che è un compatto.
DIM.
Essendo Cj.J compatto, tale è anche g(lj.J). Ricordato che {J"x; x € XJ è
denso in [j\] segue
cvd
(Si ricordi che per le funzioni continue g(A) c g(A)}
Osservazione (12.1)
Da quanto detto segue che la funzione f: X IH jI-misurabilt (dove j. è
* -
una v-algebra) corrispondono (mediante una bigezione) alle funzioni f : CJÙ+]R
*
continue. Poiché se si considerano f : [j\J-<> lR allora *f ([j4.J) è l imitato,
per quanto detto nel Corollario (12.7) si ha che queste funzioni corrispondono
(nella bigezione precedente) alle funzioni ~-misurabili e limitate.
Osservazione (12.2)
Nel caso in cui j. è solo un'algebrae non una cJ-algebra, allora la
definizione di funzione j.-misurabile data, non è più soddisfacente. In topo-
logia non è più vero che:
(18) (Va € lR : if < a} € j. <=> (VB Borel iano di IR : f- 1(B) €...A).
Anche se si dà come definizione la proposizione a destra della (18), non si j-eg.!-
stra un notevole migl ioramento. In particolare la classe delle funzionj j.-misu-
l'abili potrebbe essere molto esigua, come mostrano i seguenti esempi.
9.i-MPIO (12.1). Sia X un insiemi' infinito ed } l'algebra dei suoi sottoinsie
mi finiti o cofiniti. Orbene se si usa la definizione
f: X-}Dl
tiene che
jI-misurabile <=> VB Boreliano di lR -1f (8) €j. si ot-
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f € 'YTì. =) f(X) è finito
(il 1° è infinito, mentre
ma ciò è assurdo
essere
Infatti supposto f € 'YTt, se per assurdo il codominio f(X) è infinito, al
lora possiamo trovare due suoi sottoinsiemi numerabil i e disgiunti
Poiché A e B sono Borel iani (perché numerabil i) di lR, deve
-1 -1-1
f (B) fJ'.. Necessariamente f (A) e f (B) sono cofiniti,
-1 -1in quanto da A c lR-B segue che f (A) c - f (B)
il 2° è finito).
ESEMPIO (12.2). Sia X ~ lR e sia j. l'algebra generata dagl i intervalli di
lR l i mita t i o non, c i oé
A € j. <=)
(è l'algebra dei plurintervall i finiti di lR). Orbene si prova che
f : lR->lR j\-misurabile =) f(JR) è al più numerabile.
9sservazione (12.3)
Se (X,?;) è uno spazio topologico, qual'è la più piccola v-algebra .} che
rendejl-misurabilt tutte le funzioni real i continue, cioé tale che
( 19) C(X; m) c 1n. (X,}) ~ .
Poiché se f: X lR è continua ,VA aperto di lR e VC chiuso di lR,
risulta f- 1(A) aperto di X ed f- 1(C) chiuso di X, sicuramente la <l'-algebra
JB di Borel (di X) verifica la (19), ma non è la più piccola possibile.
La ~-algebra in oggetto è quella generata dai clopen di X e prende il nome
di a-algebra degl i insiemi di Baire.
Se la denotiamo con J3 risulta <13 C B.
o o
Osservazione (12.4)
Le considerazioni precedenti suggeriscono di definire le funzioni reali j.-
-misurabili, nel caso in cui j. sia solo un'algebra, come le funzioni corrispo~
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denti a C(Cj\)) mediante l'applicazione definita da
Vx € X Vg € C(e}])
In tal caso tali funzioni godono delle proprietà (17) del Lemma (12.6).
è una funzione che verifica la (17)
definizione di funzione j\-misura-
s i può prova re
*f € C(rj\1).*e posto f (J") = lim f risulta
i'
Vi ceversa se f: X -> lR
che V ~ € rj\ ] 3 l i m f
i"
Pertanto la (17) può essere assunta come
bil e.
In [8] G. Greco dà una definizione ancora più generale e pl'ecisamente, se
j\ c ?(X) e 0 €} , si dice che
f : X" rn è j\-misurabile <_:..> Va,b e lR cor. b > a j A €}I
{f.?b} cAc{f>a}
Non si richiede cioé neanche che JI sia un'algebra.
Denotato con '11l+ = ?ll+(xJ\)n [o,+""i sempre in (3] si prova il seguente
teorema.
Teorerra (12.8)
1) f € ~Jt a e [O, + co) +e => a·f, f il a, (Ua) - a e 11L
+
'1': [O,+ooJ [0,+ ""] È conto +2) f e\lL, ~ e crescente e '1'(ù) , 0=> 'fI0f G 'ITl
3) f e~ f n f uni formemen te +e -, => f G 'n'L
n n
4) Se vA è un'algebra (o più semplicemente un anello) allora
+ +
f , 9 € 111: = > f r.. g, f Y g, f + g, f • 9 € q71
5) Se ~ è una ~-algebra allora
f }-misurabile <=> -V- a € lR: t f < al € ~
Osservazione (12.5) Se }I è solo un'algebra ed f,g enL non è affatto detto
che sia f + 9 e71t. Infatti se ad esempio j. = {A c IN; A finito o cofinitoJ
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dire che f:]N fR sia jI-misurabile, equivale a dire che 31 im f(n) ~ R
n
pertanto nel caso in cui lim f(n)=+oo e lim'g(h)=-oo risultano f,gen.ma non è
n n
affatto detto· che s'ia f+g e 11',. Se lA è invece una o-algebra allora'/Il è chiu
sa rispetto alla somma.
Un particolare tipo di funzioni} misurabili sono le funzioni jI-serrplici
S = S(X,}) che sono combinazioni lineari di funzioni caratteristiche Cf' A con
A E}. Orbene in r 8J si prova che ogni funzione1'-misurabile è il .l.mite uni-
forme di funzioni }-sempl ici.
In altre parole introdotta su 1Tl. la metrica (della converg.-unifonne)
d(f , g) = su p ì. i a l-C tg f (x) - a rc ta n9 (x) I : x € ]i{ J
O~,d) diventa uno spazio rretrico ed
-
S =11l.
Denotato con 'YlL b l'insieme delle funzioni j\-rnisurabili e limitate,
quest'insieme è invece un'algebra di funzioni 'isol1lOrfe all 'algebra delle funzio
ni continue e l imitate definite sullo spazio di Stone [}l associato ad }
(cfr. Osso (12.1) (12.4). e CS}).
Tra le tante conseguenze del teorema di rappresentazione di Stone, segnal ia -
ma la seguente proposiz-ione che dà utili informazioni sul codominio di una mi-
sura.
Proposizione (12.9) Se t è una misura sull 'algebra j. allora detto
Re = [t-(A) : A E}} , risulta che R(
su una cr--algebra.
DIM.
è il codominio cii un" a-misura
Oefini ta
su 11' a l gebra
* *t(A)=t(A)
*l' (dei clopen
VA E}, per quanto visto
di CA)).
* è una (J-mi sura
* * *Denotata con ). l a (J -algebra gene)-ata da } , t può essere esteso
*ad una <l" -mi sura t su }~ . Ri sul ta R- chiuso (questo è un risultato va-L
l i do per l e (J" -mi sure su o-a 1gebl-e, cfr. [9]) e da RC'* c R- segue chet









a c R-t tale che 'E-(A)=a.Ma
no
a = L ;; (A ) =
n=1 L n
ro
= L (* (A ) =
n= 1 n
'"l~m f:, t* (AI()' c i oé = R-(
L'asserto ora segue dal fa tto che Rt = Rt * cvd.
Osservazione (12.6) . In [10J si d~ un'altra definizione di funzioni misura-
bi1 i. Se t è una misura sull 'algebra) di parti di X, si definisce
r : es' (X)-3'IR ponendo
, e
f , f € iRX
n
e se
\I ~ > O
si dice che f -7 f
n t
lim te t)fn-fl >.:}= O
n
se e solo se
Se
f è
S = S(X,j) è al solito 1 'insielll" delle funzioni semplici, si dice che
\jI,t)-misurabi1e se e solo se j l sn; n € IN l c S tale che sn T f
Questa definizione è ben diversa da quella data precedentelTente, in quanto
qui interviene anche la misura ( ; è pertanto arduo legare in generale le due
definizioni.
Riportiamo qu.i alcuni eserrpi tratti da
de 11 e due defi n i zi on i. Denoteremo con
surabi 1 i.
'HlD
[11J, che illustrano la differenza
l'insieme delle funzioni U\,t)-mi
Esempio 1. Sia}l l'algebra generata dagli intervalli contenuti in [O,lJ .
Le funzioni }-misurabi1i sono tutte le funzioni f: [O,1]-+IR tali che i se-
guenti 1imiti esistono in IR:
i." 1im f(x) ,
X.,,1-
1 im f(x) , 1 im f(x), 1 im f(x)
x~o+ x+y+ x+y-
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Se t è la misura di Peano-Jordan su .J una funzione f limitata è
0A,r)-misurabile se e solo se è integrabile secondo Riemann.
Esempio 2.
Se } =!A ~IN ; A finito o cofinito} ed f: IN -.dl risulta
f € 1YL <=> 31imf(n)€IR
n
Se t: CY(IN)-->[O,l] è la misura definita da
A c FN , risulta mD = ~N cioé mc'l1LD.




Proposizione (12.10) Se t è una misura su11 'algebra } ~ CS'(X) ri sul ta
} ={H ~ X : li <:. > O .:3A,B €.} con A c H c B e t (B-P,) (E. J un'algebra
contenente A.
Si ha
f X ... ]R è Ij,t) misurabile <=> f è}-lìiisurabile e
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