This paper investigates the non-equilibrium fixed-shape three-craft Coulomb formation reconfiguration problem.
INTRODUCTION
The concept of Coulomb formation flying (CFF) was introduced by Lyon B. King in 2001. [1] CFF utilizes the inter-spacecraft electrostatic force/forces to control the relative motion of the formation. The electric field is generated onboard by ejecting ions of a certain sign of charge using the ion engine. CFF has the following major advantages:
1. power efficient, it requires power level of only 10 −3 Watt; 2. clean, it does not generate the plume impingement which may cause damages to the nearby spacecraft; 3. essentially propellant-less, which may enhance the life circle of the spacecraft. On the other side, CFF poses challenges to the electromagnetic compatibility design of the spacecraft.
Theoretically, CFF is suitable for the long-period, close-proximity space mission in high earth orbit or deep space.
An important character of CFF is that the Coulomb forces lie only along the line-of-sight directions between spacecraft. Another challenge of CFF is that the space plasma environment shields the strength of the electrostatic force field. This effect will reduce the amount of electrostatic force acting on the neighboring charged spacecraft. The amount of shielding is characterized by the Debye length. [2] At separation distances greater than a Debye length, the intercraft Coulomb forces quickly go to zeros with exponential term. The Debye length is on the order of centimeters at low Earth orbits, in which the plasma is relatively dense and cold. This results make Coulomb thrusting negligible.
However, at geosynchronous Earth orbits (GEO), the Debye lengths range between 100-1000 m. [1, 3] At 1 AU in deep space the Debye length ranges around 20-50 m. [1, 3] This makes the Coulomb thrusting concept feasible for high Earth orbits and deep-space missions when the minimum separation distances are less than 100 m.
Various mission scenarios of the CFF concept have been investigated. Reference 4 develops a formation feedback control strategy to achieve the virtual structure control. This control strategy is based on the thrusters' capability to control the three-dimensional motions of the satellites. Schaub and Hussein analyze the stability of a spinning two-craft
Coulomb tether and show that if the Debye length larger than the separation distance, then the nonlinear spinning motion is locally stable; otherwise, the motion is unstable. The perturbed out-of-plane motion is always stable, regardless of Debye length. [5] The nonlinear dynamics and closed-loop control are developed for the reconfiguration of a twosatellite Coulomb tether virtual structure near libration points, which is both valid for the robust reconfiguration and station-keeping mission [6] . Reference 7 designs a two-stage charge feedback-control strategy for a 1-D constrained
Coulomb structure and analyze the condition for symmetric relative motions of Coulomb structure to be stabilizable by investigating the total energy of the system. Hussein and Schaub derive the collinear three-craft spinning family of solutions. Feedback control based on the linearized model is designed to stabilize a collinear virtual Coulomb tether system. Asymptotic stability is achieved if the system's angular momentum is equivalent to the estimated/nominal angular momentum, which is used to calculate the nominal charges. [8] Reference 9 investigates invariant shape conditions for a three-craft collinear formation and proves that for any collinear formations there always exists an infinite
set of real open-loop charges for equilibrium. Reference 10 explores the solution families for collinear three-craft CFF and distinct regions where invariant shape solutions exist are analyzed to determine what range of trajectories are possible. Considering the challenges in maintaining and maneuvering inherently unstable formations, Reference 11 demonstrates in-plane perturbations can be asymptotically stabilized for the radially aligned configurations. Reference 12 extends the analysis to the out-of-plane motion and develops a simple control law which is successful to eliminate a wide variety of out-of-plane perturbations. In Reference 13, an innovative hybrid propulsion strategy is developed combining Coulomb forces and conventional electric/ion thrusters for close-proximity formation flying. Vasavada and Schaub present analytical tools to determine the charge solution for a static four-craft formation. [14] This paper focuses on the non-equilibrium reconfiguration problem of the three-craft Coulomb formation. This problem is challenging because controlling both three sides simultaneously is not applicable. Previous research on this problem uses feedback control approach. [15] Reference 15 develops a stable switched control strategy based on three Lyapunov-like functions. It achieves the stability during the reconfiguration process. But this approach results in the chattering of the charges due to the switched strategy. The chattering may cause tremendous increasement of the power consumption and might even damage the ion engine.
Inspired by Reference 16 which develops a patched conic-section trajectories of a 2-body Coulomb Formation Flying (CFF), the reconfiguration of the three-craft CFF could be achieved in a much smoother manner if the dynamical properties of the system were fully utilized. This paper proposes to develop a trajectory programming approach to accomplish the reconfiguration. The entire trajectories are divided into multiple phases. During each phase, only two of the three craft are charged such that these two craft possess the properties of a two-body-problem. In this way the trajectory of each spacecraft are composed of conic sections and/or straight lines. This is the fundamental idea of this paper. In developing the maneuver trajectories, many specific problems need to be solved, such as the number of phases necessary for the reconfiguration problem, the relationship between the individual spacecraft and the reconfiguration mission, how to choose the two spacecraft to be charged and so on. These problems are to be answered in the following sections.
EQUATIONS OF MOTION
The objective of the reconfiguration problem is to make the free-flying 3-craft formation formulate the prescribed configuration. The prescribed configuration is defined by the three separation distances,
. Figure 1 shows the scenario of this three-body Coulomb virtual structure. Reference 17 investigates the modeling of Coulomb force in Earth orbit and/or in the plasma environment. In the plasma environment, assuming that the ith spacecraft is charged with a finite sphere of radius R i , the Coulomb force between this charged sphere and a point charge q j is [17] 
where V i is the voltage of the ith spacecraft, r ij is the distance between the center of mass of ith spacecraft and the point charge. The parameter λ D is the Debye length which characterizes the strength of the plasma shielding effect. It is influenced by the temperature and the ion/ electron density. For high Earth orbits, the Debye length ranges between [1, 18] . In deep space at 1 AU (astronomical unit) distance from the sun, the Debye length can vary between 30 and 50 m. CFF typically has spacecraft separation distances less than 100 m. Generally it is assumed that the Coulomb thrusting is applicable only when the separation distance is less than the local Debye length.
In developing the maneuver strategy, this paper uses the point charge model for both spacecraft and assumes that λ D = ∞, such that a much more concise expression of the Coulomb force can be obtained. In this way Eq.(1) is simplified to be:
where k c = 8.98755×10 9 Nm 2 /C 2 is the Coulomb's constant, q i is the charge of the ith spacecraft. By the assumption that there are no external forces acting on the three-body system, the inertial equations of motion (EoMs) are given by
where m i is the mass of the ith spacecraft, R i is the position vector of the ith spacecraft in the inertial frame.
SINGLE-PHASE MANEUVER TRAJECTORY OF SC1 & SC3 SUBSYSTEM
This section investigates the single-phase trajectory for the reconfiguration mission. The three-craft system are separated into two groups: a subsystem of two charged spacecraft; an uncharged spacecraft. Without loss of generality, SC-1 and SC-3 are chosen as the charged spacecraft. The relative trajectory of the SC-1 & SC-3 subsystem is a conic section. SC-2 is stationary or moving in a straight line. Substituting q 2 = 0 into Eq. (3), the equations of motions reduce to
It is still complicated to find the connection between the motions of the individual spacecraft and the desired triangular shape. Note that there are no external forces acting on this system, the center of mass (CM) of the SC-1 & SC-3 subsystem has a simple type of motion. The investigation initiates by studying the motion of the CM of the subsystem. 
Subsystem's Center of Mass Motion Requirements
Because the point A is the CM of the SC-1 & SC-3 subsystem, the states of the point A satisfy:
Eqs. (5) and (6) are valid at any time during this phase. The relative position vector pointing from SC-1 to SC-3 is given by
Utilizing Eqs. (5) and (7), R 1 and R 3 are expressed in terms of R A and r 13 as:
Because there are no external forces acting on the SC-1 & SC-3 subsystem,Ṙ A remains constant. The location of the point A at time t is given by:
where R A (0) andṘ A (0) are the initial position and velocity vector of the point A. Similarly, the position vector of SC-2 in inertial frame is given by:
Now the connection between the motion of the point A and the desired triangular configuration is ready to be investigated. Figure 3 illustrates the desired triangle. Note that for the desired triangle, the three side lengths
are preset. The point A lies on the line segment S 1 S 3 . The distance from SC-1 to the point A is
Applying the law of cosines to the triangle ∆S 1 AS 2 , the distance between the point A and SC-2 is obtained:
where cos ∠S 1 is calculated by
Substituting Eqs. (12) and (14) into Eq. (13), yields
In Eq. (15), r * 2A is expressed in terms of the three side lengths of the triangle and the masses of the three craft. Eq. (15) is a property of the desired triangular formation. This is a necessary condition for the existence of the solution to the reconfiguration problem to rephrase. The necessary condition is that there exists a time t > 0 such that
is satisfied.
The necessary condition in Eq. (16) is a connection between the desired triangle and the relative motion of the point A and SC-2. Note that r 2A is the magnitude of the relative position vector pointing from SC-2 to the point A:
Substituting Eq. (17) into Eq. (16), yields
Squaring both sides in Eq. (18), yields
Substitute Eq (10) and (11) into (19), then Eq. (19) can be expressed in the scalar form:
where 
Since t 1 > t 2 , for Eq. (20) to have at least one positive solution, both of the following inequalities must be satisfied:
The inequality in Eq. (23a) ensures that the solutions to Eq. (20) are real. Eq. (23b) guarantees that
then cos θ 0 < 0, thus Eq. (23b) is always true if Eq. (23a) can be promised. Otherwise, for Eq. (23b) to be true, the following inequality must be satisfied:
Moreover, if the following inequality is also satisfied:
then Eq. (26) can not be satisfied. For Eq. (26) to be true, the following inequalities must be satisfied: Figure 4 illustrates the scenarios of the typical cases. Note that the scenarios shown in Figure 4 are the relative motion of the point A as seen from SC-2. 
(c) Two real solutions, but no positive solutions. Satisfying the inequalities in Eqs. (23a) and (23b) ensures that the distance between the point A and SC-2 will reach the desired value. The desired value of the distance is calculated according to the expected triangular configuration.
Note that the inequalities in Eqs. (23a) and (23b) can be verified based on the initial states of the three-craft system and the desired triangular configuration. The inequalities in Eqs. (23a) and (23b) are necessary for the existence of a one-phase trajectory that accomplishes the reconfiguration task. The next to be investigated is the relative motion of the SC-1 & SC-3 subsystem.
SC-1 & SC-3 Relative Motion
Assuming that t * is a positive solution to Eq. (20), this section investigates the motions of SC-1 and SC-3. The objective is to find a proper relative motion of SC-1 and SC-3 such that the three-craft system reaches the desired configuration at time t * . Specifically, given the initial states of the system and the maneuver time t * , find the charge product Q 13 q 1 q 3 such that the following equations are satisfied:
First let us explore the connection between the geometry of the desired triangle and the corresponding states of the system. According to the maneuver time t * , the expected states of SC-2 and the point A are given by:
Note that there are no external forces acting on the SC-1 & SC-3 subsystem. The relative motion of SC-1 and SC-3 is planar due to the conservation of the angular momentum. The normal direction of the orbit plane is defined by the specific angular momentum of the subsystem.
At time t * , the relative position vector pointing from SC-1 to the point A r 1A must satisfy
where r * 1A is calculated by Eq. (12) . r 12 (t) must satisfy the length requirement:
The three equations in Eqs. (35), (36) and (37) are the equality constraints for the vector R * 1 , which is the expected position of SC-1 at time t * . There are three unknown parameters in the vector R * 1 . Thus R * 1 is solved through Eqs. (35), (36) and (37). Once R * 1 is obtained, the location of SC-3 is calculated by:
Note that Eqs. (36) and (37) are essentially quadratic equations. Generally the three equality constraints in Eqs. (35), (36) and (37) result in two solutions of R *
1 . This can be explained by the two plots in Figure 5 . In Figure 5 (a), the line connecting SC-1 and SC-3 rotates an acute angle then reaches the desired configuration at time t * . In Figure 5 (b), the same line swipes an obtuse angle till it reaches the desired configuration. In both cases the three-craft formation reaches the desired configuration at time t * . The locations of SC-1 and SC-3 are different in the two plots. Flipping over the final triangle in Figure 5 (a) along the line r * 2A yields the final triangle in Figure 5 (b).
(a) View from the point A.
(b) View from SC-1. 
where
Note that r 13 (0) ×ṙ 13 (0) h 13 is the specific angular momentum of the subsystem, which is constant by the assumption that there are no external forces acting on the subsystem. Dot multiplying both sides in Eq. (40) by h 13 , F * is obtained
The Lagrange coefficient F * coefficient can be expressed in turns of the effective gravitational coefficient as
where γ is the angle between the vectors r 13 (0) and r * 13 . Utilizing Eqs. (41) and (42), the effective gravitational coefficient is obtained
(1 − cos γ)r *
13
= h 
the eccentricity is given by
The initial true anomaly of subsystem is
The true anomaly of r * 13 is given by: 
−µ * /a 3 µ * < 0 a > 0 repulsive hyperbola
Depending on the values of µ * and a, the possible type of the relative trajectory of the subsystem includes ellipse, parabola, attractive hyperbola and repulsive hyperbola. Table 2 illustrates the calculation procedures of the time of flight in various cases. It is verified that once the initial states [r 13 (0),ṙ 13 (0)] and the effective gravitational coefficient µ * are determined, the time of flight ∆t is also determined.
Note that there are two requirements to the one-phase trajectory. First, the relative position vector will reach the desired value, which is formulated as r 13 (∆t) = r * 13 . Second, the time of flight ∆t is equal to t * . The first requirement is ensured by the value of the effective gravitational coefficient µ * . Once µ * is obtained, ∆t is determined. The second requirement is not ensured. Only at certain coincidental occasions will the time requirement be satisfied. Generally, using one-phase relative trajectory is not enough to accomplish the reconfiguration problem. More delicate strategy is expected to solve the problem.
TWO-PHASE MANEUVER TRAJECTORY
The difficulty of the one-phase trajectory is that the trajectory has inadequate flexibilities to satisfy both requirements. This section proposes an approach to increase the degrees of freedom of the trajectory design. The relative motion of the SC-1 and SC-3 subsystem is divided into two phases. In this way two more degrees of freedom is introduced into the trajectory design. This section assumes that the charge product Q 13,I is given, then develops a procedure to determine ∆t I such that both of the two requirements in Eqs. (49) and (50) are satisfied. Because Q 13,I is known, the shape of Phase-I is determined. The effective gravitational coefficient of the subsystem in Phase-I is
The basic orbital characters are obtained as following: Giving ∆t I , the following procedure shows steps to find r C andṙ C . The hyperbolic anomaly of the point B is
The mean anomaly of the point B is
The mean anomaly of the point C is N C,I = N B + − µ 13,I a 3
13,I
∆t I
The hyperbolic anomaly of the point C is obtained by numerically solving the transcendental equation:
The true anomaly of the point C in Phase I is f C,I = 2arctan
The radius of the point C is
µ 13,I (e I cos f C,I − 1)
The Lagrange coefficients are
F C,I = √ −µ 13,I a 13,I
r B r C sinh∆H I (64)
where ∆H I = H C,I − H B . The states at the point C are:
Note that the states of the point C are obtained based on the provided value of ∆t I . Thus r C andṙ C are functions of ∆t I . Once the states of the point C are known, the procedure developed in the last section can be utilized to obtain the Phase-II trajectory which satisfies the requirement in Eq. (49). In the following we are going to illustrate the way to find the Phase-II trajectory that satisfies Eq. (50).
The Lagrange coefficient of the point D is:
The effective gravitational coefficient of Phase-II is
where ∆f II = γ − ∆f I = γ − (f C,I − f B ) and r D = r * 13 is the desired radius of point D . The semi-major axis of Phase-II is
where v C = ṙ C is the magnitude of the velocity at point C. The eccentricity vector is
The true anomaly of the point C in Phase-II is 
where e II = c II /|µ II |. The mean anomaly at the point C is
The desired mean anomaly at the point D is
where n II = » −µ II /a 3 II and ∆t II = t * − ∆t I . The hyperbolic anomaly of the point D is obtained by numerically solving the transcendental equation:
The change of hyperbolic anomaly of Phase II is
The F & G coefficients are determined by ∆H II
Then the position vector at point D is obtained through 
Assuming that Q 13,I and ∆t I are given, the procedure in Eqs. (56)-(80) 
The objective of the numerical algorithm is to find the value of ∆t I such that ∆r → 0. The combination of the types of the two-phase trajectory can be four cases: 1), both Ellipse; 2), Ellipse and Hyperbola; 3), Hyperbola and Ellipse or; 4), both Hyperbola. During the numerical searching process, if the combination of the trajectory type remains in Case 1) or 4), the curve of ∆t I -∆r is continuous and smooth, as shown in Figure 7 (a). The Secant method is applicable to solve the solution ∆t * I in this case. The corresponding procedure of the numerical algorithm is given by:
where 0 < α < 1 is the coefficient used to reduce the sensitivity of the algorithm. There exists a possibility that the combination of the trajectory type changes when sweeping ∆t I , as shown in Figure 7(b) . On the left hand side of the switch point, the combination is "both Ellipse", on the other side the combination is "Ellipse and Hyperbola". Moreover, the solution ∆t * I is very close to the switch point. In this case the Secant method is very sensitive around the solution. It would cause severe oscillations of the numerical searching process as illustrated in Figure 8 (a). In Figure 8 , the x-axis is the iteration count, the y-axis is ∆t I . The Bisection method is more stable in this situation. Once the oscillation phenomenon is detected, the Secant method is terminated and the Bisection method is engaged. The range of the solution is given by the largest range of ∆t I during the oscillation as shown in Figure 8 (b). Once ∆t * I is obtained, the flight time of the second phase is given by:
Utilizing the procedure determining the single-phase trajectory, the charge product Q 13,II is uniquely determined.
So far, all of the parameters determining the entire maneuver trajectory, [t * , ∆t, ∆t * I , Q 13,I , ∆t * II , Q 13,II ], are obtained. The procedure of the reconfiguration strategy to achieve control objective is summarized as follows:
1. Choose two spacecraft to be the subsystem such that there exists at least one positive solution to Eq. 3. Obtain the maneuver time ∆t of one-phase trajectory using the procedure listed in Table 2. 4. Check whether ∆t = t * is satisfied. If it is satisfied, stop. The control objective can be realized by using one-phase trajectory strategy. If not, go to next step.
5. Choose a value of Q 13,I , then numerically solve ∆t * I such that both Eq. (49) and Eq. (50) are satisfied.
Note that there is one degree of freedom in the two-phase maneuver trajectory design. This flexibility can be utilized to find the optimal solution by a certain well-defined cost function. The optimization problem is beyond the scope of this paper.
ADJUSTMENT OF THE IMPROPER INITIAL CONDITIONS
The last two sections develop the maneuver trajectories based on that by choosing different combinations of the subsystem, there exists a combination such that Eq. (20) has at least one positive solution. In the case that there are no combinations of the subsystem that make Eq. (20) have positive solutions, the two-phase maneuver trajectories developed previously can not be applied to achieve the reconfiguration. The cases of solutions to Eq. (20) are summarized in Table 1 and Figure 4 .
In the case that there are no positive solutions to Eq. (20), there is a special situation that the solutions to Eq. (20) are a pair of imaginary numbers with positive real part. The corresponding scenario is illustrated in Figure 9 (a). In this case, it is possible to adjust the initial conditions such that Eq. (20) has at least one positive solution. This adjustment strategy is investigated in this section.
In Figure 9 (b),ṙ 2A is decomposed along the radial direction and the tangential direction of r 2A . It can be seen that the reason why the trajectory of the point A deviates the circle centered at SC-2 is that the tangential component of r 2A is too large. Now let us investigate the tangential component of the point A, SC-1 and SC-3. Projectingṙ 12 anḋ r 23 to the direction defined by τ vA , yields:
Substituting Eq. (6) into Eq. (85), yields
The magnitude of τ vA satisfies
As mentioned previously, due to that the magnitude τ vA is too large, the trajectory of the point A deviates from the effective circle. One way to correct this is to introduce another phase, adjustment phase, to reduce the variable τ vA .
In the adjustment phase, we still propose the conic section trajectory approach to finish the job. SC-2 and another spacecraft are grouped as a subsystem and they are both charged. The other spacecraft in the subsystem is determined by comparing the contributions to τ vA as:
• If τ v1 > τ vA , choose SC-1 & SC-2 as the preadjust subsystem.
• If τ v3 > τ vA , choose SC-3 & SC-2 as the preadjust subsystem.
Without loss of generality, SC-1 and SC-2 are taken as the preadjust subsystem to show the calculation procedure. The adjustment phase is illustrated in Figure 10 . At time t ad , the velocity of SC-2 iṡ
In the adjustment phase, there are no external forces acting on SC-1 & SC-2 preadjust subsystem, then
Substituting Eq. (90) into Eq. (91), yieldsṘ
Then the relative position vectorsṙ 12 (t ad ) andṙ A2 (t ad ) arė
Note thatṙ 2A (t ad ) =ṙ 2A (0) + ∆ṙ 2A , thus the relationship between ∆ṙ 2A and ∆ṙ 12 is
As shown in Figure 11 , by properly design ∆ṙ 12 , the trajectory of the point A can be adjusted such that the point A will cross the effective sphere centered at SC-2, which can be formulated as Figure 11 . The effects of different ∆ṙ 2A .
The adjustment process is summarized as following:
1. Set the charge product Q ad and the adjustment time t ad of the pre-adjusting subsystem in the total pre-adjusting process.
Q ad should satisfy the collision avoidance and charge saturation requirement. To minimize the time duration of the preadjusting process, it is recommended that |Q ad | = Q max . If τ v1 > τ vA , set the charge product is
2. Solve the parameters of the preadjusting phase, obtainṙ 2A (t ad ). As shown in Figure 12 (b), which indicates the regions of solutions to Eq. (96) with green color, giving a value of Q ad , there are multiple regions of t ad that satisfy Eq. (96). From the bottom to the top, the first region corresponds to an adjusting trajectory which is a section of an ellipse. The second region represents solutions with the adjusting trajectory which is composed of a complete ellipse and a section of the ellipse. The first region is the most important.
As the magnitude of Q ad increases, the region of the solutions decreases. The bottom line of the region corresponds to the solutions that satisfies: 
In the following simulation cases, the initial conditions and the expected configurations are set to be exactly the same as the simulation examples in Reference 15.
Large Effort Maneuver
The initial positions and velocities of the three spacecraft are
The expected triangle of the virtual structure is defined by the separation distances:
In this example, the initial errors of the formation are relatively large, which would result in the large control efforts.
One may find that Eq. 
The unique positive solution is t * = 271.5 s. The maneuver time of the single-phase trajectory is ∆t = 349.4 s.
Because ∆t > t * , after the adjustment phase, the two-phase trajectory is chosen to achieve the reconfiguration.
Setting the charge product of Phase I as Q 13,I = −5 × 10 −11 C 2 , the remaining variables are
The simulation results are illustrated in Figure 13 . Figure 13(a) is the history of the non-zero charge product. During the adjustment phase, Q 12 ≈ −2 × 10 −10 C 2 and q 3 = 0. The charge product of the adjustment phase is set to be large such that the system can reach the proper state in a short time. The entire history of the non-zero charge product is composed of three horizontal lines. This type of control input is easy to be implemented in real situations. 
The small errors are due to the precision of the numerical routine solving for ∆t * I . Figure 13(d) shows the trajectories of the three spacecraft. It can be seen that the trajectories of SC-1 and SC-3 are pretty curvy, but the trajectory of SC-2 is almost in a straight line. This is because of that SC-2 is charged only in the adjustment phase and during that phase SC-1 lies almost on the initial velocity direction of SC-2. 
In these two simulation cases, the maneuver trajectories are composed of three phases. During each phase the charges of individual spacecraft remains constant. This strategy ensures that the control inputs are much smoother and much easier to be implemented in reality. Note that there are three degrees of freedom in the three-phase reconfiguration maneuver trajectory design. These flexibilities can be utilized to find a certain optimal solutions, which would be the future work beyond this paper. inputs. There are three extra degrees of freedom in determining the three-phase maneuver strategy, or one degree of freedom for the two-phase maneuver strategy if the solution exists. These flexibilities can be used to optimize the trajectories. The optimization of the trajectories is a future work of this paper. It should also be noted that in developing the strategy the Debye shielding effect is not taken into consideration. To implement the maneuver strategy in the real space environment, a feedback controller should be engaged to compensate for the modeling errors brought by various sources such as the Debye shielding effect. Designing the feedback control with a reference trajectory input for the reconfiguration is another direction of the future work of this paper.
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