This paper describes an approach to numerically approximate the time evolution of multibody systems with flexible (compliant) components. Its salient attribute is that at each time step both the formulation of the system equations of motion and their numerical solution are carried out using parallel computing on Graphics Processing Unit (GPU) cards. The equations of motion are obtained using the Absolute Nodal Coordinate Formulation (ANCF), yet any other multibody dynamics formalism would fit equally well the overall solution strategy outlined herein. The implicit numerical integration method adopted relies on a Newton-Krylov methodology and a parallel direct sparse solver to precondition the underlying linear system. The proposed approach, implemented in a software infrastructure available under an open-source BSD-3 license, leads to improvements in overall simulation times of up to one order of magnitude when compared to matrix-free parallel solution approaches that do not use preconditioning.
INTRODUCTION
In multibody dynamics analysis, simulation of compliant yet stiff structures results in numerically stiff systems of differential equations of motion (EOM). Numerical explicit integrators are known to be inefficient on such problems since, for stability reasons, they must use small step sizes -much smaller than dictated by approximation requirements only [1] . Alternatively, implicit integrators can stably solve stiff problems using much larger step sizes. However, the gains obtained from using large integration step sizes come at the price of having to solve at each time step a system of nonlinear algebraic equations. The nonlinear system is typically solved using a Newton-type method [2] , which in turn calls for the solution of several linear systems at each integration time step. The lack of an open source parallel sparse linear solver capable of solving these linear systems robustly and efficiently on graphics processing unit (GPU) cards is what motivated an effort whose outcomes are discussed in this paper.
Krylov-subspace iterative methods [3] , used to only approximately solve the underlying linear systems and thus rendering the outer loop into an inexact Newton iteration have been shown to be very effective for the implicit integration of stiff differential equations [4] . For good robustness and efficiency, Krylov methods require most of the time a preconditioner. We propose a preconditioner that, just like the rest of the multibody dynamics solution, runs in parallel on the GPU. Specifically, we are introducing a general-purpose, GPU-parallel, preconditioned iterative solver for sparse linear systems. Having the linear solver run on the GPU is essential, since the large number of states typical in flexible multibody dynamics simulations leads to large linear systems whose solution can take advantage of the compute power available on modern GPUs. Herein, the GPU parallel sparse linear solver augments an existing multibody dynamics implementation [5, 6] to allow the entire solution sequence to be executed on the GPU. In the process, we show that the preconditioning leads to almost one order of magnitude shorter simulation times.
The open-source software infrastructure that implements this GPU-based solution is called Chrono [7, 8] . Its Chrono::Flex module provides support for various flexible elements, bilateral constraints (joints), and contact with friction. It offers several solution methods for the resulting equations of motion (EOM) and uses GPU acceleration in both the equation formulation and equation solution stages. For the linear algebra part, the open-source parallel sparse linear solver Spike::GPU relies on preconditioned Krylov-subspace methods to solve linear systems with tens of thousands of unknowns on the GPU [9] . Spike::GPU employs a divide-and-conquer approach to factorize banded matrices [10] . For a given sparse linear system, the construction of the preconditioner starts with a preprocessing stage in which a series of reorderings are applied to maximize the absolute values of diagonal entries and minimize bandwidth. The resulting banded matrix is subsequently partitioned into submatrices that are factored in parallel and with no data communication.
The remainder of this paper is structured as follows. Section §2 provides a brief overview of the formulation of the EOM and the implicit numerical scheme used to solve them. The structure of Spike::GPU is described in more detail in section §3. Section §4 outlines implementation details for both the equation formulation and solution stages of the flexible multibody dynamics problem and the parallel solution of sparse linear systems on the GPU. Results from various numerical experiments that highlight the effectiveness of the proposed solution approach are provided in section §5. Section §6 summarizes our findings and outlines directions of future work.
FLEXIBLE MULTIBODY DYNAMICS
The multibody system dynamics solution calls at each integration time step for performing two tasks: (i) formulating the system EOM, followed by (ii) numerically solving the resulting differential-algebraic equations (DAE). Herein, we use the ANCF approach to formulate the EOM and moreover, we discuss only problems involving gradient deficient ANCF beam elements. The extension to general ANCF elements, while tedious to derive, is straightforward to implement in software and does not change the numerical solution stage, which is the main focus of this contribution. In fact, different choices of flexible multibody formulations can be employed, see for instance [11] , as long as an implicit integration formula, which here is chosen to belong to the Newmark family, is used to subsequently discretize the resulting EOM.
The Absolute Nodal Coordinate Formulation
To demonstrate the proposed preconditioned Krylov solver, in this paper we will use gradient deficient ANCF beam elements [12, 13] to model flexible multibody systems containing slender beams. Each beam element has two nodes, and each node has associated with it two vector unknowns: one position vector and one gradient vector, i.e., three components of the global position vector of the node, and three components of the position vector gradient at the node, respectively. No shear locking issues are encountered for thin and stiff beams and the reduced number of nodal coordinates leads to a more efficient solution [14] . Note that the gradient 3 deficient ANCF beam element cannot describe a rotation of the beam about its own axis, so torsional effects cannot be modeled.
The global position vector of an arbitrary point on the beam centerline with element spatial coordinate x is given by r(x, e) = S(x)e, where e = [e
T ∈ R 12 is the vector of element nodal coordinates. The shape function matrix for this element is defined as S = [S 1 I , S 2 I , S 3 I , S 4 I] ∈ R 3×12 where I is the 3 × 3 identity matrix; the shape functions S j , j = 1, . . . , 4 are defined as [15] 
Here, ξ = x/ ∈ [0, 1] and is the element length. Kinematic constraints impose restrictions on the relative motion of the bodies in a mechanical system. These constraints are algebraic equations of the form
where m is the total number of independent kinematic constraint equations that must be satisfied by the generalized coordinates q = [q
, n is the total number of bodies, and p is the total number of coordinates present in the system. The generalized coordinates of the system change in time under the effect of applied forces such that the kinematic constraint equations of Eq. (2) are satisfied at all times. The time evolution of the system is governed by the Lagrange multiplier form of the constrained EOM [16] :
where Q a and Q s are the generalized applied and elastic forces, respectively, Φ q ∈ R m×p is the constraint Jacobian matrix, λ is the vector of Lagrange multipliers, and M ∈ R 12×12 is the symmetric consistent element mass matrix defined in terms of the element mass density and cross sectional area as
The generalized element elastic forces are obtained from the strain energy expression [15] as
where ε 11 = r T x r x − 1 /2 is the axial strain, κ = r x × r xx / r x 3 is the magnitude of the curvature vector, E is the modulus of elasticity, and I is the second moment of area. Since only one spatial coordinate ξ is used in the shape functions, the numerical integration is carried out using the Gauss-quadrature formula in one dimension.
The applied external forces Q a include gravitational forces and optionally contact and friction forces modeled using a penalty approach [17] . No external forces besides those due to gravity were considered in this work.
Implicit Integration
Equations (2) and (3) form a system of index-3 DAEs [18, 1] . Several low-order numerical integration schemes have been effectively used to solve index-3 DAE [19] . Here we use the Newmark integration scheme [20] ; originally used in the structural dynamics community for the numerical integration of a linear set of second order ODEs, it was adapted for the discretization of DAEs [21, 22, 23] : Using the Newmark integration formulas, the position and velocity at a new time step t n+1 are obtained in terms of the accelerationq n+1 as
where h is the integration step size, while γ ≥ 1/2 and β ≥ (γ + 1/2) 2 /4 are two user selected parameters that control the amount of numerical damping associated with the integration formula. Finally, the new configuration of the system is required to satisfy the kinematic constraint equations at time t n+1 :
This scheme was proved to have convergence order 1 or 2, depending on the choice of parameters γ and β [23] . At each time step t n+1 , the numerical solution begins by solving the nonlinear set of equations (6) and (8) for the unknownsq n+1 and λ n+1 , using Eqs. (7) to eliminate the generalized positions and velocities. This is made clear by rewriting the nonlinear system as Ψ(q n+1 , λ n+1 ) = 0 p+m , where
The kinematic constraint equations above were scaled to improve the condition number of the Jacobian matrix [21, 24, 19] . The nonlinear algebraic system in Eq. (9) 
Using a Newton-type method, the solution {q n+1 , λ n+1 } of the nonlinear system in Eq. (9) is obtained iteratively, requiring successive solutions of linear systems of the form
to obtain the correction vector δ
n+1 , where (k) represents a Newton iteration counter. While this method is known to converge quadratically [2] , it does so by incurring a great computational cost related to the Jacobian matrix evaluation and factorization at each iteration. Modified Newton methods alleviate this issue by evaluating and factoring the Jacobian only once per time step and reusing it throughout the nonlinear iterations.
Newton-Krylov
Equation (11) defines a modified Newton method as long as a direct linear solver is used to determine the correction δ (k) n+1 . Solutions that leverage parallel computing often times rely on Krylov-subspace methods [25] , in which δ (k) n+1 is computed iteratively. The resulting inexact Newton iteration has been shown to be effective in the context of implicit integration of stiff differential equations [4] . In this case, the products J (k) n+1 v are computed in a matrixfree fashion. The term "inexact" indicates that, unlike when a direct solver is used, δ
is computed through an iterative process in an inner loop that can be stopped before δ
satisfies Eq. (11) with a high degree of accuracy. This was the approach embraced in [5] using an unpreconditioned BiCGStab linear solver.
Krylov-subspace methods sometimes fail to converge and are almost always inefficient unless an adequate preconditioner is used. A generic linear system Ax = b can be preconditioned on the left as (P −1 A)x = P −1 b, on the right as (AP −1 )Px = b, or on both sides. Here we only consider preconditioning on the left. The Krylov-subspace method is then applied to a system with the modified matrix P −1 A instead of A. In this paper, we report on a GPU-based general-purpose preconditioner that dovetails with the rest of the equation formulation and solution components of the implementation to produce an entirely GPU-based preconditioned Newton-Krylov solver for flexible multibody dynamics.
PRECONDITIONING
The preconditioned iterative Krylov-subspace linear solver employed in this work is provided by the Spike::GPU library [9] . In this section we provide an overview of this package and its use in conjunction with the Chrono::Flex simulation framework. The discussion will be carried out in the context of solving a generic linear system Ax = b, A ∈ R N ×N , with the understanding that all findings and algorithms are eventually used to solve the linear system in Eq. (11).
An overview of Spike::GPU
The preconditioning methodology implemented in Spike::GPU for the solution of large-scale sparse linear systems Ax = b relies on the SPIKE algorithm [26, 10, 27] , a divide-and-conquer technique for the solution of banded systems. The salient attribute of this approach is its casting of the preconditioning step as a dense linear algebra problem. Specifically, the preconditioning step consists of the solution of a dense banded linear system with a banded matrix that is obtained from A after a sequence of reordering strategies and element drop-off. The resulting banded matrix is then partitioned and factorized in parallel with no communication.
3.1.1. Reordering strategies. The approach embraced is predicated on the matrix A being banded and diagonally dominant. As this is most often not the case, for the solution of general sparse linear systems, an aggressive preprocessing stage is employed to reorder the columns and rows of A. Since A is not assumed symmetric, no attempt is made to preserve symmetry which adds an extra degree of freedom when a first set of row permutations is applied as QAx = Qb, to either maximize the number of nonzero elements on the diagonal of A [28] or maximize the product of the absolute values of the diagonal entries [29, 30] . Both reordering algorithms are implemented using simple depth first search with a look-ahead technique. In the remainder of this paper, we will refer to this reordering as MC64, from the name of the HSL [31] subroutine that implements this algorithm.
While this first reordering renders QA to be diagonally "heavy", a second reordering, using the traditional Reverse Cuthill-McKee (RCM) algorithm [32] , is applied in order to reduce its bandwidth. Since the diagonal entries should not be relocated, the second permutation is applied to the symmetric matrix QA + A T Q T . Following the reordering, in an attempt to produce an even narrower bandwidth, we drop off elements of the reordered matrix A that are small in magnitude and far away from the main diagonal. More precisely, we select the smallest half-bandwidth K such that
where δ ∈ (0, 1) represents the fraction of the element-wise 1-norm of A that is retained. 
SPIKE algorithm overview.
Assuming that the matrix A is banded or can be brought to banded form by the process described in §3.1.1, the SPIKE algorithm proceeds with a partitioning of A into a block tridiagonal form with diagonal blocks A i , i = 1, . . . , P , followed by a factorization of the partitioned matrix into the product between a block diagonal matrix D and a so-called spike matrix S as illustrated in Fig. 1 . Assuming that each A i is non-singular, the spike matrices; i.e., the off-diagonal blocks V i and W i of S, can be calculated by solving a sequence of independent linear systems [10] :
With this decomposition, the task of solving the linear system Ax = b is thus reduced to solving Dg = b, which is trivial and embarrassingly parallel, followed by solving Sx = g. At the cornerstone of SPIKE lies the observation that solving Sx = g can be further reduced to solving a system of much smaller size,Ŝx =ĝ. Two main versions were introduced in [10] : (i ) an exact reduction, in whichŜ is a block tridiagonal matrix, and (ii ) an approximate reduction resulting in a block diagonal matrixŜ. These two approaches are briefly described next.
Basic SPIKE algorithm. The spikes V i and W i , as well as the modified right-hand side and unknown vector partitions g i and x i can be further partitioned into their top and bottom K rows and the middle N i − 2K rows, where K is the half-bandwidth and N i is the size of partition i. For example, the three partitions of the vector x i are x i , respectively. With this, a block tridiagonal reduced system,Ŝx =ĝ of dimension 2K(P − 1) N , is obtained by excluding the middle partitions of the spike matrices as:
. . .
. .
7 where
The global solution x of the original system can then be reconstructed fromx using:
(17a)
Truncated SPIKE algorithm. When the banded matrix A is diagonally dominant, it can be shown that the elements of the left spikes W i decay in magnitude from top to bottom, while those of the right spikes V i decay from bottom to top [33] . This decay, which is more pronounced the larger the degree of diagonal dominance of A, allows the approximation of the reduced matrixŜ in Eq. (14) by its diagonal blocks only; i.e., setting the top and bottom parts of the right and left spikes, respectively, to zero. This results in the so-called truncated version of the SPIKE algorithm [10] .
Each diagonal block R ixi =ĝ i of the resulting truncated reduced system can be solved independently using the following elimination steps † :
Since the spikes now contain parts that are never calculated explicitly, the global solution x cannot be retrieved any longer from the solution of the reduced system as in Eq. (17) . Instead, the right-hand side b is first purified from the influences of the coupling blocks B i and C i : after which the global solution is obtained by solving the resulting block diagonal system using previously computed factorizations.
In addition to forming and factorizing a much smaller reduced matrix R than in the case of the basic SPIKE approach, additional efficiency gains can be obtained with the truncated algorithm by avoiding the calculation of the entire spike matrices. Indeed, using simultaneous LU and UL factorization of the diagonal blocks A i the necessary
can be computed using truncated elimination sweeps of length K only.
3.1.3. SPIKE as a preconditioner. As described above, if no drop-off is performed after reordering, the basic SPIKE algorithm represents a direct solution method for the original Ax = b system. Due to efficiency and memory limitations, this is not an attractive alternative for a parallel implementation, particularly on GPU cards which provide relatively small amounts of device memory. Alternatively, a solution that relies on the truncated SPIKE approach and possibly element drop-off requires an iterative solution refinement to account for these two approximations. This alternative turns SPIKE into a preconditioner. In this case, the diagonal dominance restriction can be relaxed and, using the reordering strategies described previously, a solver for general sparse linear systems can be constructed. Moreover, as described below and in section §4.2, additional approximations, both of the matrix and in the solution scheme, can be introduced to further improve efficiency.
Using the truncated SPIKE algorithm as a preconditioner for a Krylov-subspace iterative linear solver represents one of the options that the Spike::GPU solver provides. However, Spike::GPU implements additional strategies for further improvements in overall efficiency, in particular a second-stage reordering approach. Even though the combination MC64 -RCM typically leads to significant bandwidth reduction, it is very common to obtain banded matrices with the band itself being very sparse. Notably, this is characteristic of the matrices encountered in multibody dynamics simulation. Consider for example the matrix shown on the left in Fig. 2 , which has N = 88, 950 and on average only 5.78 non-zero elements per row. After reordering with no drop-off, the resulting banded matrix has a half-bandwidth K = 205. However, as shown on the right in Fig. 2 , the band itself is very sparse with a fill-in of only 0.7%. Based on this observation, the default preconditioner in Spike::GPU constructs a block banded matrix where each diagonal block (corresponding to one of the P partitions of the banded matrix obtained after the first stage MC64 -RCM reordering) is allowed to have a different bandwidth. This is achieved using a second RCM pass carried out on each diagonal block separately and in parallel. Applying this strategy to the matrix in Fig. 2 , using P = 16 partitions, the equivalent half-bandwidth is reduced to K = 141, while the fill-in of the band becomes 2.8%.
It is important to note that, while the strategy of using a second stage reordering results in an overall efficiency improvement for all matrices we have tested, it cannot be used with the truncated SPIKE algorithm as described in the previous section. This is due to the fact that the RCM algorithm induces reorderings of the rows of the spike matrices W i and V i and therefore the assumptions justifying the truncated elimination sweeps are no longer met. As such, we revert to calculating the entire spike matrices using complete elimination sweeps from 9 which we recover the necessary K × K blocks W (t) i and V (b) i after applying the appropriate inverse permutations. In this scenario, the computational bottleneck becomes the calculation of the full spike matrices which entails the solution of repeated multiple-RHS linear problems; this motivates some of the algorithmic decisions described in section §4.2.
3.1.4. The Spike::GPU library. Although this work discusses its use in conjunction with Chrono::Flex, Spike::GPU is a stand-alone library that can be used for the solution of a given linear system or interfaced to other simulation packages.
Spike::GPU is implemented as a templated C++ library using as template parameters matrix and vector types. For enhanced flexibility and portability, it makes use of the cusp [34] library for sparse linear algebra computations on GPUs and the thrust [35] library of parallel algorithms. Spike::GPU provides a high-level interface which allows easily changing the floating point precision and sparse matrix format. In addition, the solver accepts a user-defined functor class to implement sparse matrix-vector product (SPMV) operations that defaults to an implementation based on the vectorized high performance cusp multiplication algorithm. Currently, Spike::GPU provides access to some of the cusp Krylov-subspace iterative solvers (BiCGStab, GMRES, CG) and a custom implementation of BiCGStab( ) [36] . For testing and comparison purposes, Spike::GPU also provides an implementation of the MINRES [37] algorithm, although the underlying preconditioner is in general not appropriate for MINRES.
Some implementation details, peculiar to GPU computing, are provided in section §4.2. More details on the capabilities, structure, and implementation of Spike::GPU can be found in [9] . The library is available open-source under a BSD license at [38] .
Using Spike::GPU in Chrono::Flex
As long as no addition/deletion of bodies and bilateral constraints occur, the sparsity pattern of the Jacobian matrix J n+1 in Eq. (11) does not change during a simulation. Moreover, while its nonzero entries do change with the configuration of the system, their relative weights are mostly constant. Consequently, the reordering required by the SPIKE-based preconditioner can be performed only once, at the first simulation time step, and then reused whenever a preconditioner update is required. The preconditioner matrix is updated:
(a) upon starting a new simulation; (b) when the average number of Krylov iterations per Newton iteration reaches a user-specified threshold;
(c) upon taking more than a user-specified integration steps since the last evaluation.
The above strategy attempts to balance the high cost of frequent Jacobian evaluations and factorizations with the slow convergence due to infrequent Jacobian updates. See section §5.2 for a study of various preconditioner update strategies. The convergence, or stopping, test in the Newton iteration uses an absolute tolerance for the norm of the correction vector δ (k) n+1 of Eq. (11). This tolerance is set, taking into account the Newmark update in Eq. (7a), to be N = f · /h 2 , where h is the integration step size, a user-specified precision level in positions, and f a safety factor ‡ . Similarly, the errors in the iterative Krylov linear solver must also be controlled. In Spike::GPU, the linear iteration error in the solution of Ax = b is controlled through the preconditioned residual vector, using a combination of relative and absolute tolerances. Specifically, we require that the preconditioned residual vector be less than For additional efficiency gains, we take advantage of the flexibility provided by the templated implementation of Spike::GPU and use a mixed-precision approach. All preconditionerrelated operations are performed in single precision floating-point arithmetic but the solution produced by the iterative linear solver is calculated in double precision.
GPU PARALLEL IMPLEMENTATION
GPU computing has been adopted in a wide spectrum of scientific and engineering data analysis, simulation, and visualization tasks. In fields as diverse as genomics, medical physics, astronomy, nuclear engineering, quantum chemistry, finance, oil and gas exploration, etc., GPU computing is attractive owing to its capacity to deliver speed-ups that in some cases can be as high as one order of magnitude compared to the execution on traditional multi-core CPUs. This performance boost is typically associated with computational tasks amenable to the single instruction multiple data (SIMD) processing paradigm. Modern GPUs have a deep memory hierarchy that at the low end displays bandwidths in excess of 300 GB/s (global memory), while at the high-end, for shared memory and registers, displays low latencies and bandwidths in the 1-10 TB/s range. From a hardware architectural perspective, one of the salient features of GPUs is their ability to pack a very large number of rather unsophisticated scalar processors. These are organized in streaming multiprocessors (SMs), each GPU being the sum of several of these SMs that work independently by typically sharing less than 12 GB of main memory and 1 GB of L2 cache.
The presence of a deep memory hierarchy and numerous SMs turns GPU programming into a slightly more complicated task than CPU programming. In either case though, parallel computing brings forth unique aspects that control the efficiency of an implementation. An exhaustive discussion regarding the implementation of low level optimization techniques that concern the use of shared memory, global memory access patterns, minimization of data movement in memory and between the CPU and GPU falls outside the scope of this paper. Instead, we include high level software design decision that turned out to play a critical role in dictating the efficiency of Chrono::Flex in general and Spike::GPU in particular.
Chrono::Flex implementation
GPU computing excels at handling fine grain parallelism in conjunction with large problems that require minimal synchronization barriers. In the context of flexible multibody dynamics, this translates into using a larger set of generalized coordinates, as described in section §2.1, thus minimizing the coupling of ANCF nodal coordinates. With this, the assembly of the discretized EOM of Eq. 9 can be performed in parallel with no communication: GPU computing kernels for the calculation of internal forces are invoked with a number of threads equal to the number of ANCF elements in the system, while the calculation of the constraint equation residuals is performed in parallel over all constraint equations.
Matrix storage. The sparse matrices required to assemble the Jacobian of Eq. (11) are stored internally in Coordinate Format (COO). While a Compressed Sparse Row (CSR) format might be slightly more efficient for computing matrix-vector products, the COO format allows for a more efficient parallel assembly of the Jacobian matrix.
Sparse matrix-vector products. Except for the calculations performed in conjunction with the preconditioner, the main simulation cost in Chrono::Flex is associated with the calculation of SPMV products in the iterative solver. For instance, BiCGStab(2) requires four such SPMV operations per iteration. We relied on a Spike::GPU feature to provide a user-defined functor class that implements a custom partitioned SPMV algorithm. Specifically, products of the form w = Jv for a given vector v are calculated in two stages as
where we take advantage of the fact that for the formulation adopted in Chrono::Flex the matrix in the first term on the right-hand side is constant throughout the simulation. The two terms are computed using the vectorized cusp multiplication algorithm.
Spike::GPU implementation
For more information on the various algorithmic details required for an efficient GPU implementation in Spike::GPU we direct the reader to [9] . Here we only highlight some of the more relevant ones.
Number of partitions and partition size. Selection of the number of partitions P must strike a balance between two conflicting requirements: workload of each block of GPU threads and accuracy of the truncated approximation. No attempt has been made to automate this selection and some experimentation is required. In the current implementation, for a given number of partitions P and matrix dimension N , the partition sizes of the first P r partitions is N/P + 1 while the remaining partitions are of size N/P . Note that N = P N/P + P r .
Matrix storage. Spike::GPU accepts any sparse matrix format supported by cusp. Internally, dense banded matrices are stored in arrays, logically structured as "tall-and-thin" matrices with N rows and 2K + 1 columns. This guarantees coalesced memory access in both the LU/UL factorization and the forward/backward elimination sweeps.
LU/UL factorization methods. For problems where the half-bandwidth K < 64, we adopt a so-called window sliding method using a single factorization kernel function with min(K 2 , 512) parallel threads per block in order to reduce the overhead of GPU kernel launching, make better use of data cache, and eliminate the need for global thread synchronization. For K > 64, we employ a block LU factorization method, in which a fixed number of rows in the U i matrices and columns in the L i matrices are calculated simultaneously. This strategy offers a trade-off between parallelism and reducing the overhead of GPU kernel launching.
Diagonal boosting strategy. If the banded matrix obtained after reordering is diagonally dominant, the LU factorization of each diagonal block A i can be done without pivoting. However, if the matrix is not diagonally dominant, one cannot guarantee that the diagonal blocks A i are nonsingular. To ensure coalesced memory access, we continue to use LU factorizations of the diagonal blocks without pivoting but with diagonal boosting (perturbation). In this case, we obtain a factorization of a slightly perturbed diagonal block, L i U i = (A i + δA i ), where δA i = O(u A ) and u is the unit roundoff [39] .
Use of registers during elimination sweeps. As noted in section §3.1.3, when using a second stage reordering strategy, the computational bottleneck in the preconditioner setup phase is in the solution of multiple-RHS linear systems needed for calculating the spike matrices. Considerable efficiency improvements can be obtained by partitioning the RHS vectors into small blocks so that all elements in the current block fit into high-bandwidth, low-latency registers.
Mixed-precision strategy. While in newer generation GPU accelerators, such as the NVIDIA Tesla K20 used for this work, the performance gap between single-and double-precision arithmetic has been significantly reduced [40] , strategic use of precision in GPU calculations can have a substantial effect on overall performance. In our current implementation, we use a simple mixed-precision strategy by performing all SPIKE-related operations in single precision throughout the preconditioner stage and switching to double precision arithmetic in the outer Krylov solver calculations. Numerical experiments indicate that this strategy results in an average of 50% improvement in performance when compared with an approach where all calculations are performed in double precision. 
NUMERICAL RESULTS
Using the Spike::GPU solver in the context of Chrono::Flex results in an efficient Newton-Krylov solution of the underlying nonlinear problems with further benefits arising from the fact that the entire solution procedure is now completely implemented on the GPU.
We present the results of several different studies aimed first at gauging the effect of various algorithmic options and second at investigating the performance and scalability of the proposed approach. All these numerical experiments were conducted using a test problem consisting of a net composed of flexible beams as shown in Fig. 3 . The model shown therein consists of 3, 280 beam elements arranged in a 40 × 40 net, including 24, 243 algebraic constraints, thus leading to a system of 63, 603 nonlinear equations that must be solved at every time step. For the scaling analysis described in section 5.4 the size of the model was increased up to 80 × 80, corresponding to a problem in 252, 003 unknowns.
Except where noted otherwise, all numerical experiments were carried out on an NVIDIA Tesla K20x GPU accelerator [40] . These cards feature a single GK110 Kepler GPU with 2688 CUDA cores and 6 GB GDDR5 memory.
Comparison of Krylov solvers
We begin with a discussion of the relative performance of various solvers on the 40 × 40 flexible net test problem (with a modulus of elasticity E = 2 · 10 7 Pa). For the purposes of this study, we performed 5-second long simulations with a step size h = 10 −3 s using the following solvers: unpreconditioned and preconditioned BiCGStab, unpreconditioned and preconditioned BiCGStab(2), and unpreconditioned MINRES.
The BiCGStab solver is included in this study to allow a comparison with the results presented in [5] which were obtained using an unpreconditioned BiCGStab solver. In many situations, in particular for the problems considered here, the linear system of Eq. (11) is a saddle point problem § . We therefore include in this comparison the MINRES method [37] which was specifically designed to solve linear systems with symmetric, possibly indefinite matrices. In its standard form, MINRES can only be preconditioned with a positive definite preconditioner matrix. Unfortunately, for a saddle-point problem the resulting Spike::GPU preconditioner is indefinite and thus not appropriate for preconditioning MINRES. While we plan on extending Spike::GPU to support preconditioning of saddle point problems, here we only consider unpreconditioned MINRES.
Results are shown in Fig. 4 . Taking the preconditioned BiCGStab(2) as the base case, the resulting speedups over unpreconditioned solvers, which held effectively constant across the entire simulation time range were as follows: 10.8 over BiCGStab -none, 8.3 over BiCGStab(2) -none, 3.6 over MINRES -none. We note that, although the results in Fig. 4 show the preconditioned BiCGStab as the most effective solver for this particular problem, we found that it lacks overall robustness and often displays convergence stagnation. Therefore, in all subsequent experiments we restricted ourselves to using BiCGStab(2), both unpreconditioned and preconditioned, and (unpreconditioned) MINRES. Figure 5 provides a breakdown of the number of Newton iterations required at each time step, as well as the number of Krylov iterations taken at each Newton iteration. As expected, at any given time step, all three solvers require the same number of Newton iterations, demonstrating that the tolerance used in the Krylov solver stopping criteria is appropriately set as not to interfere with convergence of the outer Newton loop. However, the number of Krylov iterations varies significantly for the three cases studied, with the preconditioned solver requiring only 1 -2 Krylov iterations for each linear system solution. Note also that, as the timing results in Fig. 4 show, the faster convergence rate of BiCGStab (2) does not offset the lower cost per iteration of MINRES (more on this in section §5.4).
As shown in Fig. (4) , every once in a while, the amount of time required by the preconditioned solvers to find the solution increases. This occurs at the time steps at which a preconditioner update is enforced. While a preconditioner update reuses the reordering information cached at the start of the simulation (see section §3.2), it does require a factorization of the updated banded matrix. As discussed next, the factorization of the preconditioner matrix is about two to five times more costly than a typical preconditioner solve step. The infrequent factorizations in the proposed approach are a main reason for the efficiency of inexact Newton methods over strategies baed on direct linear solvers where the Jacobian J To gain a better understanding of the associated overhead, it is insightful to consider all the stages required to re-evaluate and factorize the Jacobian used as a preconditioner matrix. A re-evaluation of the 63, 603 × 63, 603 preconditioner matrix requires the computation of its 569, 262 entries. Once these entries have been recomputed, the matrix is reordered. Producing the MC64 reordering takes 47 ms and the RCM reordering takes 149 ms. Note that producing these two reorderings is carried out once, at the beginning of the simulation, using the Jacobian evaluated at the initial conditions, that is J (0)
1 . The reordering information is passed to the GPU, in a process that takes less than 10 ms, and stored in the GPU global memory. Any subsequent evaluation of the preconditioner matrix, which is carried out on the GPU, is going to rely on the reordering stored on the GPU and generated at the beginning of the simulation. The SPIKE strategy employed for this example called for the partitioning of the reordered banded matrix into P = 10 sub-matrices (see section §3.1.2). The amount of time required to produce the matrices B i and C i in Eq. (13) is 53 ms. Carrying out the factorization of the 10 block matrices required 121 ms. Computing the spikes V i and W i took 307 ms, while the LU factorization of the reduced matrices R i in Eq. (18) (2) algorithm is approximately 110 ms. It is this last number that gives the amount of time required to find the solution of a linear system using the preconditioned Krylov solver.
Comparison of preconditioner update strategies
We investigate next the effect on overall performance of different preconditioner update strategies. As mentioned in section §3.2, the goal here is to strike a balance between the high relative cost of a preconditioner evaluation and the decreased convergence due to using out-of-date Jacobian information.
For this study, we use again the 40 × 40 flexible net, simulated over a 5 second interval using a step size h = 10 −3 s. Since the impact of an out-of-date preconditioner on the convergence rate of the BiCGStab(2) solver increases with problem stiffness, we use here a modulus of elasticity E = 2 · 10 8 Pa. We note that the same trends, albeit less pronounced, are obtained a lower stiffnesses. Figure 6 shows the execution time per time step for three different preconditioner update strategies:
1. No update, where the preconditioner was only evaluated at the initial time and kept fixed for the entire duration;
2. Uniform update, where a preconditioner update was enforced at uniformly-spaced time steps, in this case every 500 steps (or 0.5 s).
3. Adaptive update, where a preconditioner update was triggered after any integration step that required more than 10 Krylov iterations, cumulative over all Newton iterations at that step.
Compared to the no update scenario, employing a uniform update strategy results in an overall speedup of 1.19, while adaptive update results in a speedup of 1.47. We must note however that the selection of the various algorithmic parameters in the preconditioner update strategy is highly problem dependent and achieving optimal performance requires some experimentation.
Effect of problem stiffness
Results from a parametric study in which the modulus of elasticity was varied in the range 2 · 10 6 Pa ≤ E ≤ 2 · 10 11 Pa are summarized in Table I the modulus of elasticity, with preconditioned BiCGStab(2) being about 8 times faster than unpreconditioned BiCGStab(2) and about 4 times faster than unpreconditioned MINRES. As seen from the data in Table I , there is little variation in execution times across almost the entire modulus of elasticity range. This can be easily explained with the plots in Fig. 7 which illustrate the dependency of the number of Newton and Krylov iterations on the integration step size and problem stiffness. While we only provide these plots for the preconditioned BiCGStab(2) solver, similar trends were observed for the other two solvers considered herein. These results simply show that the integration step size used to generate the data in Table I was too conservative; as a consequence, a single Krylov iteration per Newton iteration is required for convergence for most values of E considered. However, in the absence of an adaptive step size algorithm (one of the planned future extensions of Chrono::Flex) and given that the focus of the present paper is on studying the effect of preconditioning, rather than experimenting with different integration step sizes at different levels of stiffness, we decided to use a common value of h, small enough to ensure stable integration of all problems in the range of interest.
Effect of problem size
As a final numerical experiment, we performed a series of simulations of net models of increasing size, to estimate how the solver performance scales with problem dimension. Unlike the numerical experiments described so far, for this study we used an NVIDIA Tesla K40c GPU accelerator which offers 12 GB of memory thus allowing simulations of net sizes of up to 80 × 80 (i.e., a problem dimension of 252, 003). Table II lists relevant size information for the models considered in this experiment, including the number of equations N , the number of non-zero elements nnz in the sparse Jacobian, and information on the distribution of non-zero elements on each row of the Jacobian. The last two columns provide preconditioner-specific information, namely the half-bandwidth K obtained after the first-stage reordering (see section §3.1.1) and the optimal number of partitions P , the latter obtained through experimentation.
Timing results for 1-second long simulations of flexible nets with E = 2 · 10 7 Pa and increasing dimensions are provided in Fig. 8 . In all cases, the integration step size was h = 10 −3 s. The fact that all three solvers exhibit linear time complexity may be surprising at first glance and deserves a more detailed explanation.
Consider first the two unpreconditioned Krylov solvers, labeled BiCGStab(2) -none and MINRES -none in Fig. 8 . Excluding the SPMV operations, all operations performed during one iteration of either Krylov method (dot products, axpy, vector copies, etc.) have O(N ) complexity. The special structure of the Jacobian matrices arising in the problems considered here is such that the number of non-zero elements per row is independent of the problem size, as shown in Table II . This results in linear complexity of the SPMV operations and therefore a cost of an unpreconditioned Krylov iteration that scales linearly with problem size. Although not shown here, the trends shown in Fig. 5 for the 40 × 40 net hold unchanged over the entire range of problem dimensions considered. In particular, MINRES requires approximatively 1.83 times more Krylov iterations than BiCGStab(2). However, each iteration of the unpreconditioned BiCGStab(2) algorithm is approximately 4 times as expensive as a MINRES iteration (counting for example the number of SPMV operations). These observations are in perfect agreement with the observed overall relative speedup of about 2.2 of MINRES over unpreconditioned BiCGStab(2) (see Fig. 8 ).
When using a preconditioned Krylov method, each iteration incurs additional costs related to the one or more preconditioner solve operations (typically equal in number with the number of SPMV operations) ¶ . For the Spike::GPU preconditioner, the complexity of a preconditioner solve operation is dictated by the cost of the required forward and backward elimination sweeps for a given partitioned LU factorization. In general, for a banded matrix of size N and bandwidth K the elimination sweeps are O(KN ) and the data presented in Table II , which indicates that K ∝ √ N , therefore suggests an overall complexity of the preconditioned BiCGStab(2) solver of O(N √ N ). However, using the second-stage reordering strategy described in section §3.1.3 coupled with experimentally-determined optimal number of partitions, leads to block banded partitions with half-bandwidths K i that are practically independent of the problem size. This results in a preconditioned BiCGStab(2) linear solver that has linear time complexity for the problems arising in implicit integration of flexible multibody dynamics.
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CONCLUSIONS AND FUTURE WORK
This contribution describes a flexible multibody dynamics solution methodology that is entirely mapped onto the GPU for parallel simulation of large compliant systems. Although illustrated here in the context of the ANCF method, we expect the findings reported herein to be independent of the specific formalism adopted for the formulation of the EOMs. Assuming that an implicit integration formula is used to discretize the resulting index 3 DAEs of multibody dynamics, the solution methodology proposed relies on a preconditioned NewtonKrylov technique to solve the discretized EOM. The main contribution of this paper is the implementation and use of a preconditioned parallel sparse solver for the solution of the linear systems encountered in the inner Newton-Krylov loop. The preconditioning is shown to be responsible for an eight-fold reduction in run times when simulating large problems with thousands of flexible beam elements.
We would like to note that, for the problems considered here, MINRES is a very attractive alternative, especially as the problem size increases. Unfortunately, the Spike::GPU preconditioner cannot be used with MINRES when solving saddle-point problems, since standard MINRES requires a positive definite preconditioner. However, recent results [41] indicate that a projected MINRES method is well defined when applied to saddle-point problems with an (indefinite) constraint preconditioner. We plan on investigating how the Spike::GPU methodology can be extended to support such preconditioners.
A future investigation avenue will focus on assessing the effectiveness of spectral reordering methods which could be very attractive given that the sparsity pattern of J (k) n+1 remains fixed during the entire simulation. It is generally accepted that a spectral method [42] , based on the Fiedler vector [43] , outperforms the RCM algorithm in reducing the profile of large sparse matrices.
On the Chrono::Flex front, we intend to implement variable step strategies, like the one described in [21] , that adapt the integration step size to reflect the transients of the underlying dynamics. Additionally, for greater flexibility and modeling power, we plan on extending Chrono::Flex to support additional ANCF elements, besides gradient deficient beam elements.
Finally, it remains to understand and gauge the software implementation effort and simulation efficiency trade-offs related to moving from GPU to parallel multi-core CPU computing on architectures such as the 12-core (24 virtual) Intel CPUs or the 60-core Intel Xeon Phi accelerator.
