Time series count data are frequently encountered in many realworld applications. This paper uses a model, called the MPN model, which is based on the multivariate power-normal (MPN) distribution, for modelling time series of counts. Compared with the integer-valued GARCH (INGARCH) models, it is easier to implement the MPN model because it involves a simpler process of distribution and model selection. Furthermore it provides readily a prediction interval for the future observation. A set of count data is used to illustrate the capability of the MPN model. The fitted MPN model is found to be comparable to the INGARCH models with Poisson and negative binomial distributions in terms of root mean square error and mean absolute deviation. Diebold and Mariano, and Mincer-Zarnowitz tests are carried out to confirm the unbiasedness of the predicted values for all the models.
Introduction
Integer-valued time series models play an important role in modelling the time series of count data. There are two types of integer-valued time series models: thinning models and state space models. The thinning models are based on binomial or geometric thinning operator which is commonly used to ensure the realisations are positive, see Mckenzie (1985) , Al-Osh and Alzaid (1987) compared to INGARCH models. For example, the joint distribution of the thinning operators leads to a quite complex model structure. For the parameter-driven model, although the model is more flexible than the observation-driven model in term of modelling the over-dispersed count, the parameter-driven model is less popular because it is computationally burdensome.
The aim of this paper is to investigate the use of a time series model based on the multivariate power-normal (MPN) distribution for modelling the integervalued count data. This model will hereafter be referred to as the MPN model. The MPN distribution is able to capture the four major characteristics, namely mean, variance, skewness and kurtosis, exhibited by the data. Thus, it is able to fit a lot of real continuous datasets. As for the discrete datasets, the MPN distribution can provide a good approximation to the underlying multivariate discrete distribution provided that we can find the parameters of the MPN distribution of which the four major characteristics match with those exhibited by the data. The cases in which the matching of the four major characteristics is not satisfactory may arise. This may happen if the number of values in the support of an underlying univariate discrete distribution is very small (for example, two or three). Thus an obvious advantage of the model based on MPN distribution is that when the numbers of values in the supports of the underlying variables of the given discrete dataset are not too small, the MPN distribution is not bothered much by the issue of overdispersion of the count data.
The existing methods for modelling the integer-valued count data usually require careful selection of the basic distribution from the list of discrete distributions. However, the model based on MPN distribution does not need to bother further about the choice of distribution. Another advantage of the model based on MPN distribution is that a prediction interval for the future observation can be obtained easily without going through other procedures such as the bootstrapping method as has been used in Ferland et al. (2006) .
The MPN model together with the INARCH and INGARCH models with Poisson and negative binomial distributions are fitted to one set of count data. The predictive performance of these models are measured and compared using root mean square error (RMSE) and mean absolute deviation (MAD).The prediction intervals based on the MPN distribution are computed along with their coverage probability and average length. Further, two tests, namely Mincer-Zarnowitz regression approach test (Mincer and Zarnowitz, 1969) and Diebold-Mariano test (Diebold and Mariano, 1995) are carried out to assess the comparative forecast accuracy between models.
The remainder of this paper is organised as follows: Section 2 reviews the general INGARCH models with Poisson and negative binomial distributions. Section 3 discusses the setup of the MPN model. Section 4 discusses an application DOI: 10.24818/18423264/53.3.19.13 of the MPN model and carries out the model comparison. Concluding remarks are given in Section 5.
A review of INGARCH model
In this section, we consider different types of INARCH and INGARCH models with Poisson and negative binomial distributions.
Let   t X be the integer-valued process.
(i) The INGARCH(p,q) with Poisson distribution is given as
where 1
 t F is the information available on the series   t X up to time
reduces to the integer-valued autoregressive model of order p (INARCH(p)). The probability mass function of t X has the form
with the conditional mean
However, it is easy to show that the unconditional distribution of t X is over-
(ii) The INGARCH(p,q)with negative binomial distribution (also known as NBINGARCH) is given as
where r is a positive number and t p is the probability of a successful trial.
The probability mass function of t X has the form k t 
It can be shown that the model given by Equation (2) is over-dispersed for both conditional and unconditional t X , that is ) Zhu, 2011) .
The parameters of these models with various distribution assumptions are estimated by maximum likelihood (ML)method. Let ) (θ l be the conditional loglikelihood function with parameter vector θ :
Then the ML estimator, θ , of θ is given by
where  is the parameter space for θ . Note that the conditional log-likelihood functions in the models in (i) and(ii) are given by
2. NBINARCH or NBINGARCH model:
Time series model based on multivariate power-normal distribution
Let us begin with the non-normal distribution given in Yeo and Johnson (2000) . These authors have introduced the following power transformation Let y be a vector consisting of k correlated random variables. The vector y is said to have a k-dimensional power-normal distribution with parameters (2) For the th We may find a conditional distribution for k y when the values of Freeland (1998) and Weiβ (2009) analysed the data which consist of the monthly claims counts of workers collecting Short Term Wage Loss Benefits from the Richmond claims center between January 1987 and December 1994.Summary statistics of the monthly claims counts of workers are reported in Table 1 . The dispersion index given by the ratio of variance to mean is 1.320, indicating that the data are over-dispersed. Figures 1 to 3show respectively the time series, sample autocorrelation function (ACF) and sample partial ACF (PACF) plots. The ACF plot shows decay of correlation while the PACF plot shows that the partial autocorrelation at the lag value of 1 is significant at the 0.05 level. Thus the autoregressive model of order 1 may fit the data well. Figure 4 along with the corresponding predicted and observed values. The estimated coverage probability and average length of the prediction intervals are reported in Table 2 . We note that the average length of the prediction interval is 11.182 and the estimated coverage probability of the prediction interval is 0.956 which is close to the target value 0.95. . By comparison, the remaining models in Table  3do not perform well. As expected, the NBINARCH(1) model with 1  r performs better than the INARCH(1) model which is based on the Poisson distribution because the dispersion index exhibited by the data is more than 1. Table 3 shows that similar forecasting performances of the models can be observed if we use the MAD criteria.
Application

Figure 1. Time series plot for the monthly claims counts of workers
In using the MPN model, we do not have to take note of the dispersion index because the selection of the distribution is automatically taken care by the choice of the parameters   and   . In using the discrete models, we need to decide whether it is necessary to include lag values of the mean t  in the model.
Thus the process of model selection is very much simplified if we use the MPN model. Another advantage of the MPN model is that it provides directly the prediction intervals without having to generate them using another method such as the bootstrap procedure. As the RMSE of the MPN model is only marginally larger than those of the NBINARCH(1) with 1  r and INARCH(1) models, and the prediction interval is available without further computation, it is worthwhile to consider using the MPN model to analyse the discrete time series.
To compare further the forecasting performances of these models, we carry out the Mincer-Zarnowitz (MZ) test based on regression approach and the Diebold (ii) To apply the DM test, we first compute the forecast errors from the two models:
. The accuracy of each forecast is measured by a suitable loss function,
. Two popular loss functions are the absolute deviation loss and square error loss given by  Absolute deviation loss:
 Square error loss:
The following DM test statistic evaluates the forecasts in terms of an arbitrary loss function )
S is an estimator of the variance of ) ( ) (
. Under the null hypothesis of equal forecast accuracy, the distribution of the DM statistic is approximately standard normal (see Diebold and Mariano, 1995) . Table 4 shows the results of MZ test. We observe that the p-values of joint F-test for the models NBINARCH(1) with 2  r and NBINGARCH(1,1) with 2  r exceed the significance level of 0.05 showing sufficient evidence to reject the null hypothesis. These findings are also reflected at RMSE and MAD of these two models. Table 5 shows the DM test statistics and their corresponding p-values. The results also show that the MPN model and NBINARCH(1) with 2  r and NBINGARCH(1,1) with 2  r are significance different in the forecasting ability at 0.05 significant level. 
Conclusion
This paper uses the MPN model to analyse a set of discrete time series data. The performance of the MPN model is found to be comparable to the best INGARCH model.
The other advantages of the MPN model include the ease in selecting distributions, a simpler process of model selection and the readily available prediction intervals.
It is also noted that the MPN model permits the investigation of the effects of the explanatory variables on the future observation if we form a new value of y of which the initial components are the values of the explanatory variables followed by the desired number of y at consecutive time points. 
