Abstract-Fault diagnosis of an aluminum electrolysis cell has long been a challenging industrial issue due to its inherent difficulty in extracting meaningful features from numerous nonlinear and highly coupled parameters. To solve this problem, this paper presents optimized relative transformation matrix (RTM) using bacterial foraging algorithm (BFA-ORTM). In particular, the operator of relative transformation is introduced to change the original variables in the spatial distribution and eigenvalues of the covariance matrix in the feature space. Then, optimization objective function on the comprehensive index ϕ, the squared prediction error (SPE), and Hotelling's T-squared (T 2 ) statistics are established. Furthermore, bacterial foraging algorithm is applied to obtain the optimized operator to facilitate extracting the representative principal components. Compared with traditional approaches, BFA-ORTM not only overcomes the drawback of losing feature after the normalization of nonlinear variables, but also improves the accuracy of fault diagnosis. Extensive experimental results on real-world aluminum electrolytic production process validated our proposed method's effectiveness.
D
UE TO THE increasing requirements for the reliability and prolonging the lifetime of modern industrial systems, detecting any kind of potential or occurring equipment faults and abnormal conditions as early as possible is extremely important [1] - [4] . On one hand, various fault diagnosis approaches have been successfully proposed for certain processes or other real-time industrial systems, such as autonomous vehicle, aerosonde UAV [5] - [7] in the last two decades. On the other hand, the design of a fault diagnosis model satisfying production needs has become a challenging topic owing to the various operational requirements and constraints of the underlying industrial processes [8] - [10] . There is a good example of aluminum electrolytic production process to support this view. In the Hall-Carvoeiro aluminum electrolytic process, aluminum reduction cell as the main production equipment is typically a complicated industrial system with uncertain and highly coupled parameters. Early detection of the cell status is preferred not only to maintain production efficiency but also to extend the cell lifetime [11] , [12] . In recent years, it is particularly worth mentioning that new and impressive technologies [13] , for instance, allotype cathode [14] and perforated anode [15] , [16] have been jointly used to save energy by reducing the cell voltage. A sketch of an alumina reduction cell is shown in Fig. 1 . In this case, the system becomes very sensitive to uncertainties from system disturbance and state change and its interaction when the cell voltage is reduced to a certain extent. There are more abnormal phenomena such as cathode breakage and floating carbon residue and others, because electrolysis process is usually interfered by various factors during operation [17] , [18] . Actually, their application makes it harder to diagnose. As a result, developing a precise fault diagnosis model has become essential and challenging in the aluminum industry control field [19] . The surface oscillation of liquid meta can be reduced by the allotype cathode, whereas the carbon dioxide gas at the bottom of the anode can be discharged by the perforated anode.
Many existing approaches have been applied to circumvent this issue including statistical methods [20] , artificial neural network [21] , and expert system [22] , [23] . Berezin et al. [22] proposed a cell status diagnosis method based on an expert system in which the expert knowledge-based diagnostic library had been developed after analysis allowed classification of the cell voltage signal of the different cells. In this method, cell voltage was considered as only one process parameter. In fact, it is well known that the diagnosis of a cell's status is related to other parameters such as series current and amount of output. The consideration has a significant impact on the accuracy of fault diagnostic, but the effectiveness of the method relies heavily on the expert's experience. A diagnostic model using neural network had been proposed by Li et al. [23] , which showed decomposition and reconstruction of cell voltage to extract feature information by using wavelet packet. The extracted information can be input variables of backpropagation neural network (BPNN) for training to achieve fault classification, but training neural network on large-scale dataset is computation-intensive. Aimed at reducing the data scale, multivariate statistical approaches are expected to detect and diagnose faults effectively for complicated industrial process monitoring [24] . A new statistical framework [25] based on hierarchal diagnostic approach had been proposed to diagnose two types of faults: 1) anode faults and 2) nonanode faults. However, this method fails to take into account the nonlinear characteristics of aluminum reduction cell parameters.
Kernel principal component analysis (KPCA) as the representative of data-driven diagnostic method can be used effectively to achieve a fault-free running of processes on the basis of utilization of huge amounts of nonlinear process data [26] - [29] . Unfortunately, the relative importance among each variable, which becomes uniformly distributed, is lost after normalization. This may lead to misleading interpretations of principal components and may increase the misclassification error rate. To this end, relative transformation matrix (RTM) is introduced into KPCA to change the original variables in the spatial distribution and eigenvalues of the covariance matrix in the feature space. Then, the optimization objectives on the comprehensive index ϕ, the SPE, and Hotelling's T-squared (T 2 ) statistics are established to obtain the optimized operator of RTM. For this reason, a suitable optimization algorithm seems necessary.
In the past few years, bacterial foraging optimization algorithm (BFA) [30] , [31] shows an outstanding optimized performance and excellent global searching ability that can avoid plunging into local minimum to solve a single-objective problem. As a newcomer of swarm optimization algorithm, its unique operations such as chemotaxis, swarming, elimination, and dispersal provide enough space in improving both the convergence and diversity performances to deal with multiobjective optimization problems. Therefore, BFA is used to obtain optimized weights for the best RTM. On these arguments, a bacterial foraging algorithm in optimization of RTM (BFA-ORTM) is presented in this work for fault diagnosis purposes. Experimental results are carried out on real application of aluminum electrolytic production process to verify the effectiveness of the proposed method.
Compared with state-of-the-art methods, such as genetic algorithm (GA) [32] and particle swarm optimization (PSO) [33] based on RTM in KPCA, in terms of the false positive rate of Hotelling's T 2 , SPE, and ϕ test, the advantages of the proposed algorithm are shown as follows.
1) Easy to implement, with nonlinear operating performance for aluminum electrolysis production process. 2) Efficient: The proposed method can overcome the drawback of losing original features after normalization in the feature subspace and improve the accuracy of fault diagnosis. This paper is organized as follows: In Section II, a description about optimization of RTM on KPCA is given and in Section III, we highlight BFA-ORTM algorithm based on KPCA. It is followed by a detailed mathematical description of the new fault detection method to the aluminum electrolysis process. Finally, by monitoring comprehensive indexes ϕ [34] that consist of the SPE and Hotelling's T-squared (T 2 ) statistics, we give concluding remarks in Sections IV and V, respectively.
II. RTM IN FEATURE SPACE
In this section, RTM is introduced into KPCA-based fault detection methods to respond to this challenge of losing feature after the normalization of variables in the feature subspace.
A. Problem Description
Given a data matrixX m×n = [x 1 ,x 2 , . . .x n ], withx i ∈ m being the ith input vector. We can obtain another expression as
m×n by normalization. In KPCA, we can transform X into a m × m matrix K in a very high-dimensional space F using the nonlinear map φ. The map φ is induced by a kernel function k(·, ·) that allows us to evaluate inner products in F
with x i , x j ∈ m . k(·, ·) must be an appropriately chosen Mercer kernel so that φ belongs to a reproducing kernel Hilbert space (RKHS). A number of kernel functions exist in Mercer's theorem such as polynomial kernel, sigmoid kernel, and radial basis kernel. In this paper, we chose the radial basis kernel as follows:
where δ is specified a priori by the user. According to Mercer's theorem, K is
For the purpose of principal component extraction in the feature space, we first need to center K bȳ
where
In traditional KPCA method [35] , the principal components can be determined according to the eigenvalues of the covariance matrix ofK calculated. However, the architecture of the original random matrixX m×n has changed drastically after nonlinear mapping and centering K. As a result, the eigenvalues of each component inK are often approximately equal in length. In other words, each variable ofX m×n becomes uniformly distributed and some original features may be lost in the kernel-induced feature space. This can lead to misleading interpretations of the principal components for fault diagnosis purposes. In this case, it is difficult to extract a series of representative principal components. This will seriously affect the application of KPCA technique to fault diagnosis. For the above reasons, relative transformation on KPCA is introduced to extract the representative principal components [36] .
B. Relative Transformation Based on KPCA
Considering the mean-adjusted dataK without loss of generality, relative transformation can be defined as follows:
whereK is the relative matrix ofK, and M is the operator of relative transformation. M is defined as
In the algorithm, weight μ i which reflects the influence of the ith vector is allocated according to random selection or priori information. Following (5) and (6), the relative matrixK can be updated as
wherek(
After relative transformation, variables are changed on the distribution in the feature space and eigenvalues of the covariance matrix are altered to offset the effects of normalization.
It is assumed that P represents the covariance matrix of the mapping data in the feature space, which is expressed as
then, we solve the eigenvalue
where ω i is the ith eigenvalue, ψ i is the eigenvector, correspondingly. From (9), we derive
For the feature space, the eigenvector ψ can be modified via linear form as
where B = [β 1 , β 2 , . . . , β n ] is the coefficient column vector. After combining (8)- (11), we obtain
To obtain the solution to (12) , the eigenvectors have to be normalized, given ψ T ψ = 1, (11) can be updated as
The principal components t of vector X are then extracted by projecting φ(X) onto eigenvectors in the feature space F
The following theorems play a key role in the understanding of relative transformation.
Theorem 1:
In the correlation, there is no evidence of changes between the two variables in the feature space after relative transformation, i.e., ρ
Proof: As we know, a correlation coefficient can be used to measure the correlation between variables. Thus, the correlation coefficient ofK i andK j is given as
Correspondingly, the correlation coefficient ofK i andK j is given by
By combining (5)- (7), we have
and
Furthermore, based on the above analysis, we have
Theorem 2: The energy of the relative transform can be conserved after relative transformation, i.e., t
, where A is the constant of proportionality.
Proof: Let t 2 2 be the energy of the system; according to the definition of matrix norm, we have
where tr (·) is the matrix trace. Based on (7) and (14), the trace of the principal components t is defined by
that is,
then,
(25) Hence,
and it follows from (5) that
Therefore, we can conclude that
Given the above theorem, relative transformation not only retains the correlations between variables but also follows the law of conservation of energy. Obviously, it is easier to extract the representative principal components from nonlinear data. To perform relative transformation on KPCA, we must precisely select these optimized weights μ. For a given dataset, the key step is to select an optimization algorithm to obtain the best RTM, M .
III. BFA-ORTM ALGORITHM
Recently, "biologically inspired" methods [37] such as GA [32] and PSO [33] have received more attention and have become powerful tools for solving large-scale optimization problems in numerous industrial applications [38] - [42] . This section provides a BFA-based fault detection method to improve the accuracy of diagnosis for aluminum reduction cell. The formulas of multiple objective function on three kinds of index as SPE, T 2 , and ϕ can be given, then BFA is used to optimize RTM.
A. BFA Overview
The concept of BFA, which is inspired by the forging behavior of Escherichia coli bacteria, has been used recently for solving optimization problems. In the foraging strategy, the bacteria, in any natural evolutionary process depend upon their fitness criteria, which rely upon their food searching and motile ability. BFA has proved its effectiveness as a new natural swarm-inspired algorithm. Individuals and populations across generations can find favorable food resource by four processes, namely chemotaxis, swarming, reproduction, and elimination-dispersal. The improved BFA algorithm, BFA-ORTM, is described in more detail in the following sections.
B. Chemotaxis
Suppose θ i (j, k, l) represents the location of the ith bacterium at jth chemotactic, kth reproductive, and lth elimination-dispersal step. The movement of the ith bacterium can be defined as
is the selected vector direction by the bacterium at the last tumbling step, Δ(i) is a random vector whose elements lie in [−1, 1], the chemotactic step size C(i, k) can be expressed as
where v is a learning parameter that lies in [0.6, 1], β is a setting value of the changing step size.
C. Swarming
Bacteria can judge distance deviation from the optimal location with received signaling from another one during movement. The signaling between bacteria swarm can be computed as
where J cc (θ, m(j, k, l)) is the objective function with the change in population distribution. m is the dimensions of optimization objection, in this paper, which represents the dimension of relative transformation
T is a point in the m-dimensional search domain. d att , w att , h repe , w repe are different coefficients that should be chosen according to an attractant aspartate which helps them to aggregate into groups and thus move as concentric patterns of swarms with high bacterial density.
D. Objective Function
In fault detection, SPE is commonly used to test variation of samples in the residual subspace. Hotelling's T 2 test is widely applied in statistics research for its reasonably good operating characteristics, which are often used to show the variation of samples in the principal subspace. The occurrence of a fault usually leads to variation in either the SPE or T 2 or both. The faulty index SPE and T 2 would exceed the control limits once any fault occurs. T 2 statistic is given by
shows the control limits. The variation of the sample data is normal if (32) is true. T 2 0 can be computed by means of F -distribution.
SPE statistic can be defined as
(33) where SPE 0 is the control limit. The variation of the sample data is normal if (33) is true. SPE 0 is calculated by approximate distribution.
Note that the SPE or T 2 indices simultaneously detect abnormal situations very frequently from practical experience. Therefore, it is possible to combine the two indices into one to simplify the fault detection task. Yue and Qin [34] propose a combined index for fault detection that combines the SPE or T 2 as follows:
Before using the combined index for fault detection, control limit, ϕ 0 must be defined as
where the degree of freedom h for the χ
and the coefficient is given by
For a confidence level h, a fault is detected if the (34) is true. Let Θ be the total number of fault samples, and let θ (t k , SPE 0 ) be the number of error points exceeding the control limits using SPE distribution, the residual is defined as the difference between the actual fault of the dependent variable and the fault predicted by the algorithm
Similarly, the difference in statistics Hotelling's T 2 distribution and combined index ϕ can be given as
The best optimized RTM M can be obtained when the sum f (t k ) of the residual of three kinds of index as SPE, T 2 , and ϕ for fault detection is reduced to the minimum. Moreover, as a constraint, the number of error points θ (, ) must not exceed the total number of fault samples Θ in terms of Hotelling's T 2 , SPE, and ϕ test 
E. Reproduction
The health status of each bacterium is evaluated by
where N c is the maximum step in chemotaxis. By calculating the sum of the step fitness from (41), the least healthy one actually dies while the first healthier half of the bacteria survive and split into two identical ones, which are then placed in the same location. Therefore, the size of the population is kept constant.
F. Elimination and Dispersal
After several reproduction steps, the bacteria would cluster and degrade biodiversity, and the dispersion behavior happens. According to low probability P ed , some bacteria would be eliminated and be moved to another position in the rich-food environment. space n,the number of bacteria N ,chemotactic steps N c ,swim steps N s ,reproductive steps N re ,elimination and dispersal steps N ed ,probability of elimination P ed ,the runlength unit C(i) etc. 8: while t < T max do 9: t ← t + 1. 10: The relative matrixK is updated. 11: Calculate the eigenvectors and eigenvalues ofK. 12: Extract the principal components t of vector X. 13: Calculate SP E statistic and T 2 statistic. 14:
The combined index ϕ and control limit ϕ 0 for fault detection can be obtained.
15:
Calculate the false positive rate, minimize f to obtain the best relative matrix M. 16: if the ending condition about f is satisfied. then 17:
output the optimal relative matrixK and stop running. 18: else 19:
for l = 1 : N ed do 20:
for k = 1 : N re do 21:
for j = j : N c do 22:
for i = 1 : S do 23:
calculate
calculate J m (i, j + 1, k, l).
25:
end for 26: end for 27:
28:
Select Sr bacterium with the highest J health values to die, and the other nondominated bacteria reproduce.
29:
end for 30:
According to low probability P ed , some bacteria would be eliminated and be moved to another position in the rich-food environment. 31: end for 32: end if 33: end while
G. BFA-ORTM Procedure
The steps of the BFA-ORTM algorithm are summarized as follows in Algorithm 1.
IV. EMPIRICAL APPLICATIONS
We used the proposed BFA-ORTM method to measure the false positive rate of Hotelling's T 2 , SPE, and ϕ tests. The 1000 sets of daily data span from January 1, 2013 to May 31, 2014, providing 17 observed months selected from a 170-KA series of aluminum reduction cell in Chongqing. The test platform is shown in Fig. 2 , in which faults are caused in the 900th of datasets by processing of the mean shift. In particular, GA and PSO have been selected for comparative study. MATLAB 2013a was used in the simulations to implement some of the functions discussed in this section.
The summary of the three optimization algorithm parameters, BFA, GA, and PSO, for relative transformation is given in Table I .
There are many parameters such as current series, cell voltage, molecular ratio, and aluminum level, which can affect the cell status in aluminum electrolysis process. Taking into account difficulty in testing, two kinds of online data, including current series (x 1 ) and cell voltage (x 2 ), and six kinds of variables are selected, namely NB times ( x 3 ), molecular ratio (x 4 ), amount of aluminum ( x 5 ), aluminum level ( x 6 ), electrolyte levels (x 7 ), and bath temperature (x 8 ).
In general, the abnormal state of aluminum reduction cells can be divided into four diagnosable types, specifically the floating carbon residue, cathode breakage, aluminum liquid fluctuation, and high anode-cathode distance. Table II illustrates the normal and four abnormal states as desired response.
A. SPE Test
Depending on the normal dataset of the aluminum production process, the false alarm rate J SPE (t k ) of six algorithms is given in Table III . We can observe that the false alarm rate is 8.6% in PCA, while that of the other five algorithms is far lower. It confirms that kernel subspace methods such as KPCA are much suitable for capturing nonlinear statistics present in electrolytic production process dataset. From Table III , it can also be seen that except for GA, the false alarm rate in three optimization algorithms based on ORTM in KPCA is lower than that of KPCA. Relative transformation can be used to obtain rid of the dimension of every data in the matrixX. It is easier than the classic KPCA to extract the representative principal components. To perform ORTM, it is very important to select the appropriate optimization algorithm. Table III illustrates that BFA is very efficient. Fig. 3 shows in detail the results, which confirm that BFA-ORTM is more attractive than other algorithms by comparison of SPE statistics for fault detection.
B. T 2 Test
Hotelling's T-squared statistic is a generalization of statistic that can be used to compare different algorithms' false alarm rate J T 2 (t k ) and is shown in Table III . It can be observed that T 2 and SPE statistics are very similar. For the same dataset, the false alarm rate of the PCA is 8.4%. In contrast, the KPCA has a false alarm rate of 7.5%. As a conclusion, KPCA shows superior nonlinear processing performance compared to the PCA. Table III also shows that the false alarm rate of the other four algorithms using RTM at the 99% control limit is 6.1%, 5.5%, 4.4%, and 2.9%, respectively. These statistics indicate that the proposed RTM method can effectively overcome the drawback of losing original features after normalization in the feature subspace. Hence, we can extract more representative principal components. On the other hand, three methods using optimal weights have lower false alarm rates compared to the one using random weights; it notes that swarm intelligence algorithm can provide effective rule to determine the RTM in the feature subspace. Table III and Fig. 4 also emphasize the better performance of the optimized weights of the RTM based on BFA in comparison to optimized weights based on GA and PSO due to its unique dispersal and elimination technique.
C. ϕ Test
In the empirical applications, a new index ϕ that combines SPE and T 2 is used to describe occurrence of a fault, which usually leads to changes in either the SPE or T 2 or both. The ϕ statistical result from Table III is similar to SPE and T 2 statistics, but it is more obvious. It also shows that the false alarm rate of BFA-ORTM is 0.7%, which is far less than the other algorithms. In particular, the false alarm rate of PCA is 7.6%. More information about ϕ statistics in different algorithms can be seen in Fig. 5 .
D. Classification of Multiple Faults
To test the performance of the proposed algorithm in a multiple faults experiment, the BPNN is applied as a classifier for fault detection because of its ability to perform nonlinear mapping of a multidimensional input space onto another feature output space. The total data sets are separated into 400 training and 100 testing datasets. In a neural network model, the principal components extracted by different algorithms are used as input variables, the transfer functions of hidden layer and output layer are both purelin function and the number of hidden layer neurons is determined to be 10. Figs. 6 and 7 show the classification results in six algorithms. 6 shows that the classification error of BFA-ORTM algorithm appears only in fault #1 called floating carbon residue. In contrast, the classification error of PCA is higher than other algorithms in diffident fault detection. There is no obvious advantage in using RTM based on KPCA from Fig. 7 . The reason is that random weights cannot extract the original feature well. However, the classification error in each case is reduced in varying degrees after optimization of the relative matrix. The specific classification results are shown in Fig. 7 .
It illustrates that the classification error to the No. 49 sample occurs only in the proposed BFA-ORTM algorithm, while other methods have different levels of missing classification rate.
E. Convergence
It is crucial for RTM on KPCA to select the appropriate optimization algorithm. The rate of convergence and the false alarm rate are normally examined as an important indicator. Fig. 8 shows the speed of convergence of three popular swarm intelligence schemes, which are used in KPCA to obtain these optimized weights μ. From Fig. 8 , it is clearly observed that the BFA for optimization of RTM shows faster convergence compared to GA and PSO. The convergence of BFA, GA, and PSO appears at the 15th, 37th, and 33rd generations, respectively. BFA provides some unique behavior such as chemotaxis, swarming, reproduction, and elimination, which effectively reduce the search space. In addition, the advantage of parallel search has been retained.
V. CONCLUSION
In this paper, we proposed BFA-ORTM, which is a process fault detection method based on KPCA. RTM can be applied to overcome the drawback of losing feature in normalized data in the feature subspace. We designed an effective rule and extended the bacterial foraging algorithm to select weights of the operator of relative transformation. The results show the effectiveness of the proposed approach in aluminum electrolytic production process for the objective of fault detection. In the future, we plan to further exploit the relative transformation method by improving the time and space complexity of the optimization algorithm to enhance effectiveness.
