Cognitive neuroscience is the scientific study of the relationships among human behavior, mind, and the brain. In light of the positive and reciprocal influences between advances in cognitive neuroscience and engineering technologies, the current review aims to: (1) selectively encompass the prominent basic research topics in cognitive neuroscience, including Chinese reading, numerical cognition, visual cognition, and memory; (2) point out promising applications of cognitive neuroscience in the near future, including methods of digital learning and assistive/remedial measures in the aging society. In sum, research discussed in the current review outlined several research issues that are not only important to cognitive neuroscientists, but also require more pioneering methodologies developed by engineering scientists. The conjoint efforts from both disciplines could lead to the ultimate understanding of the phenomenology and biology of the human mind.
INTRODUCTION
Cognitive neuroscience is the scientific study of the relationships among human behavior, mind, and the brain. This discipline has benefited from technological advancements over the past few decades. Last half century witnessed a tremendous progress in our understanding of human behavior, in both theoretical sophistication as well as more and more precise descriptions (i.e., better measurement tools and less confounded experimental designs) of the observed phenomena. In the first half of the 20th century, when the behavioral approach was the dominant research paradigm of the time, the concept of brain/mind connection was strictly a philosophical terminology and should be kept out of empirical behavioral experimentation. Brain research was only useful for physiological mappings of cerebral cortex and sub-cortex with different types of behavioral deficits in relation to different anatomical parts of the lesion brain. Studies of various mental abilities were left for psychometric researchers to develop better quantification instruments for the assessment of different personality traits. Finally, due to the difficulty of precise characterization of the brain/mind relations with respect to different mental executive functions, attempts to investigate problems related to various mental operations were not encouraged. Scientists in those days did not deny the phenomenological reality of the mental operations, but they preferred "a stimulus-response functional analysis" to the irresponsible specifications of the "black box."
The invention of the computer changed the Zeitgeist of behavioral research and started a paradigm shift in the name of cognitive revolution. Suddenly, within the "black box," in-between the stimulus input and the response output, scientists were using words that were not encouraged before, such as information flow, coding, format, representations, transformation, registration, storage, organization, retrieval, networking, strategic planning, procedural versus declarative knowledge, resource allocation, neuropathway, spreading activation, and so on. 
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research scheme removed all the restrictions laid down by the philosophical behaviorists and freed the bonded hands for new experiments on the executive functions of mind, such as attention, memory, decision-making, and resource distribution. Computer monitors, with the support of strong software programming, replaced the tachistoscope for fast stimulus presentation and the memory drum for memory experiments. Drawing flow charts and model building became the standard procedures to initiate an experimental project. In addition, it became clear that searching for ways to reveal directly the neural activities within the black box was essential for the new era of scientific studies of brain/mind relations. First, we saw the progress made in the eye movement tracking system and in the tremendous gain of advanced knowledge of the visual information processes, due to the ingenious experimental designs and techniques, e.g., moving-window perception and cross-boundary priming.
Results from these early experiments reveal that the eye behavior is constrained by cognitive processes and visual perception in the brain. Moreover, the eye tracking technique provides a possibility to study the reading processes in an ecologically natural situation.
Second, direct recording of electrical activity has a long history in physiology for the study of brain waves and their relations to different states of awareness. These brain waves are generated by the activity of billions of neurons. This electrical activity combines together and produces electrical fields which propagate through the brain and skull and can be measured with scalp electrodes. This electrical activity is known as the EEG. Event related potential (ERP) represents the scalp-recorded changes in the ongoing EEG which are time locked to some external event, such as the presentation of a word or the onset of a behavioral response (e.g., what brain activity occurs when you hear the end of a sentence like "I take cream and sugar in my socks."). In the past three decades, scientists have generated important insights on the mental processes of cognitive activities with brilliant ERP experiments.
Third, when PET (positron emission tomography) and fMRI (functional magnetic resonance image) neuroimaging techniques became affordable and manageable in hospitals and cognitive psychologists' laboratories, scientists of brain/mind relations were getting so excited, because these high-tech machines allow them to measure directly the neuronal activities without relying on data obtained from brain-damaged patients. They refined their experimental setup in order to make the subjects feel comfortable in a confined environment. Experts from different specialty were brought in to improve the signal/noise ration and statisticians were called in to develop sophisticated multivariable statistical procedures for better and faster data analyses. With the increasing number of neural images generated from different laboratories all over the world and across different research topics, the cognitive neuroscience revolution is on its way and the black box is not opaque anymore; in fact, it becomes more and more transparent every day.
However, the proliferation of the fMRI facilities and their associated simple-mind brain mapping experiments resulted in much controversy. Caution of methodological looseness and lack of concern for functional connections of different neuronal circuits created serious problems for theoretical understanding of brain/mind relations. After all, the poor temporal resolution of the fMRI measure is surely problematic for capturing the detailed neuronal activities within milliseconds. Luckily, the availability of the magnetoencephalography (MEG) provides another kind of neuroimaging which has an excellent temporal resolution. This new comer is useful in tracing the millisecond by millisecond changes of neuronal activities while the subject is performing a cognitive task. Taking advantages of MEG measure, together with fMRI, which has a superb spatial resolution, the cognitive neuroscientists are able to explore the black box carefully with innovative experimental procedures to chart the functional connections in attention, memory, decision-making, language processing, reading, etc., not only with respect to their normal cognitive operation, but also to the developmental as well as acquired cognitive deficits in specific populations.
Fourth, the investigators also are fully aware of the correlational nature of the above neuro-physiological measures. It is well known that simple correlation does not give causal relations which are essential for theoretical developments. In order to be able to establish causal relations between neuronal activities and cognitive functions, various new groups of researchers start to experiments with Transcranial Magnetic Stimulation (TMS) techniques as well as Transcranial Direct Current Stimulation (tDCS) in the attempt to interfere with the cortical activities while the subject is performing various cognitive tasks. In other words, these investigators go beyond looking for just the neural correlates of cognitive functions. They want to be able to test hypotheses derived from a rigorously constructed theory of brain/mind relations.
In sum, in the last half century, we witnessed the historical events that showed new technology brought new experimental paradigm which cracked open the once forbidden black box. In the following, we present a review of selected topics of cognitive neuroscience studies, strictly from the perspective of our research work in Taiwan.
PROMINENT RESEARCH TOPICS IN COGNITIVE NEUROSCIENCE

Reading in Chinese
In an alphabetic writing system, the mapping between orthography and phonology is relatively transparent. That is, the readers are allowed to spell or "assemble" 
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correct pronunciation for most words by the grapheme-tophoneme rules. In contrast, in a logographic writing system such as Chinese, the pronunciation of a character is largely opaque. Although there are clues to pronunciation in most characters, they are unreliable at the beginning of learning to read. Thus, the pronunciation of each character must be learned individually at early stage, making the processing route from orthography to phonology to be different from that for alphabetic languages. More than 80% of Chinese characters are compound characters which usually consist of two separable radicals [1, 2] . The semantic radical sometimes provides a categorical cue to the meaning of the whole character, whereas the phonetic radical sometimes provides the correct pronunciation of the whole character. Of the compound characters, however, about 40% has a phonetic radical that correctly predicts the sound of the character [3] . Chinese characters are monosyllabic. Tone is the linguistic abstraction of phonetic pitch carried by the vowel. Including tone as part of the syllable, then there are only about 1,300 different syllables used in Mandarin Chinese. Given that there are about 5,000 characters more commonly been used, each syllable usually corresponds, on average, to 4 different characters [4] . Homophony, therefore, becomes extremely pervasive in Chinese, and which leads to a fact that, in Chinese reading, characters with the same pronunciation need to be disambiguated by their graphic forms. A graphic form serves, in principle, to select meaning, because of homophony. Due to the opaque relationship between orthography and phonology, and because the graphic form conveys the information for semantic access, whether there is phonological computation, and whether the weighting for visualorthographic computation for Chinese is more than that of alphabetic languages are the core issues in reading research.
Reading Development
Reading involves complex cognitive processes. According to the simple view of reading, reading can be decomposed in two components: word identification and comprehension. National Institute of Child Health and Human Development [5] further stated that phonological awareness, phonics, fluency, vocabulary, and comprehension as the five pillars for effective reading instruction. That means word identification can be further decomposed into phonological awareness, phonics, and fluency. The stage of reading can be defined as learning to read, and reading to learn [6] . In the stage of learning to read, approximately around kindergarten to third grader, reading development depends on speech. In United States, A 6-years old child can have acquired around 5000 spoken words [7] , and can only recognize limited number of visual words. A child can easily learn spoken words, a process of making the connection between phonology and semantic meaning of a word. At the learning-to-read stage, the most important work for a child is to decode the visual word, and then make link to his acquired spoken word. Yet, there are differences in terms of the properties of signal between spoken word and visual word. Spoken word is a continuous signal; visual word is discrete signal, is divided by space, and can be further segmented into morpheme, syllable, onset-rime and letter. A child must learn how to segment a spoken word into sub-word level, in order to map between orthography and phonology. Orthography means the spelling pattern of a word; phonology means the rule connecting phonemes. In alphabetic languages, there are mapping rules between orthography and phonology, grapheme to phoneme correspondence (GPC) rules. Through learning the mapping between orthography to phonology, and since the connection between phonology and semantic meaning is already acquired, a child can then make connection between orthography to semantic meaning of a word. Both phonological awareness and phonics play important role at this stage. Phonological awareness indicates the ability to represent and manipulate the spoken word. The core idea of phonological awareness is that one can segment the continuous signal of spoken word. Phoneme counting is a typical task for phonological awareness. How many sounds are there in the word
. Phonics mean that one can segment the letter strings of a word into subunit, grapheme, find the connection between grapheme and its pronunciation and further synthesize the pronunciation of different segments and get the pronunciation of a word. The typical task is pseudoword decoding. A pseudoword is not a real word but its spelling follows the phonotactic properties of real words. For example, las can be decoded as [l@s] .
In the past 30 years, in the field of reading development, most work have involved in understanding the processing of phonological awareness and phonics, as for the parts beyond decoding, which include fluency, vocabulary and comprehension is far less than that of decoding.
In Chinese, the relationship between phonological awareness and reading is still an unsettled issue. The extreme view would argue that there is no phonological information needed in reading Chinese character in the early stage of reading, the less extreme view would argue that the phonology plays only minor role in learning to read Chinese. At the other side, some would argue that the phonology is the basis for making connection between orthography and semantic meaning of a character. But the former one might have the issue that their supporting evidence comes from proving null hypothesis, and might misunderstand the operation of phonics as phonological awareness. Phonological awareness indicates the representation and manipulation of phonological information. Phonics indicates the one can get pronunciation of a word by GPC rules. In Chinese, indeed, there is no way to get affordable information from orthography to phonology at the early stages, but this only means that phonics does 
Brain Circuitry in Reading Chinese
Writing systems have not evolved accidentally. A set of principles related to optimization of information accounts for their main characteristics [8] . As a general rule, writing systems are set to provide their readers with maximal phonological and semantic information using minimal orthographic units for processing. An extensive body of cross-language research has revealed many commonalities in the behavior and brain activation of readers of different languages, including a primary role for phonological processes [9] , sensitivity to statistical properties such as the consistency (regularity) of the mapping between spelling and phonology [10, 11] , and the activation of a common network of neural structures [12] [13] [14] . However, important cross-language differences have also been observed, including differences in (i) the 'division of labor' between phonological and lexical/semantic processes [15] , (ii) the reliance on orthographic units of different grain sizes [16] , (iii) the organization of lexical representations as revealed, for example, by masked priming effects [17] ; (iv) the influence of morphological variables [14, 18] , and (v) patterns of brain activation and the connectivity among brain regions as individuals engage in reading-related tasks [19] [20] [21] .
Neural correlates of Chinese character processing have been shown in previous studies [22, 23] and others [20, 24, 25] . In a recent, meta-analysis study [26] , it has been summarized that activations in the left middle frontal gyrus, the left superior parietal lobule and the left mid-fusiform gyrus were found common to three language-processing components of Chinese. The left inferior parietal lobule and the right superior temporal gyrus were specialized for phonological processing, while the left middle temporal gyrus was involved in semantic processing. There is functional dissociation in the left inferior frontal gyrus, with the posterior dorsal part for phonological processing and the anterior ventral part for semantic processing. Bilateral involvement of the ventral occipitotemporal regions was found for both phonological and semantic processing. For some neural effects of linguistic variables in Chinese, frequency effects in Chinese character processing have been consistently revealed in our previous studies as well [27, 28] . The left inferior gyrus, the left mid-fusiform gyrus, and the left inferior parietal gyrus were found to show higher activities for characters with lower frequency than for higher ones, suggesting that these are neural substrates underlying reading processes sensitive to frequency variation. These areas seemed to be close to common areas for three language-processing components aforementioned. This convergence suggests a tied relationship among the three areas for their functional relevance.
Phonological Computation in Reading Chinese
In Chinese, the phonological relationship between a phonogram and its phonetic radical can be addressed either by regularity or consistency. Regularity refers to whether the sound of a character is identical with that of its phonetic radical. For example, feng1 is pronounced the same as its phonetic radical feng1, and is defined as a regular character, whereas tsai1 is pronounced differently from its phonetic radical qing1, and is thus defined as an irregular character. Studies have also demonstrated a frequency by regularity interaction in naming Chinese phonograms: the speed of naming a regular character is much faster than that of naming an irregular character, especially for low frequency characters [29] [30] [31] . Those data suggest that Chinese phonograms are not read via a direct association between orthography and phonology but involve sublexical processes.
On the other hand, the mapping consistency between Chinese orthography and phonology refers to whether the pronunciation of a character agrees with those of its orthographic neighbors containing the same phonetic radical. It is worth noting that, the indices of consistency for English and Chinese are parallel with respect to the representation of the statistical relationship between orthographic forms and their pronunciations. A series of behavioral studies has demonstrated that Chinese readers capture the mapping consistency between character and sound [30, 32] and the neural correlates responsible for the Chinese orthography-to-phonology transformation are very similar to what has been suggested for reading alphabetic writing systems [28, 33] . Meanwhile, a series of ERP findings have suggested that the consistency effect in reading Chinese impacts early sublexical phonological computation and later lexical semantic competition [34, 35] . Most importantly, the consistency effects on P200 and N400 were mainly found in phonograms with large orthographic neighborhoods (phonetic combinability, the number of phonograms that sharing a specific phonetic radical) [36] . This suggests the interplay between orthographic density and the mapping from orthography to phonology in the different stages of lexical processing. A recent developmental study examine the developmental trajectories of when and how the knowledge of phonetic consistency of children from 4th to 6th grades [37] . The data showed that, the phonetic consistency effect emerged in children of 4th grade in reading regular characters. The consistency effect was not found in reading irregular characters until 5th grade. By 6th grade, the consistency effect was found in reading all three types of phonograms. 
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the perspective of statistical learning and suggest that children will gradually realize the function of phonetic radical, including phonetic regularity and consistency, by learning to read a large number of Chinese characters. Taken together, these findings imply that, although phonological information is not explicitly expressed in Chinese characters, the coding strategies for different grain sizes emerge for readers from the orthography that is being read. Based on cross-linguistic evidence, it appears that the statistical learning approach that holds that readers can pick up subtle statistical regularities about orthographic as well as phonological patterns reflected in the early language inputs [38, 39] .
Numerical Cognition
The ability to represent magnitude information precisely is one of the most important skills to the survival of an organism. This ability is not only required in the processing of time, quantity, and space, which are crucial aspects of daily activities, it also serves as the foundation of arithmetic [40] , which is a major subject in school and has significant consequence of one's life in the modern society. In the past three decades, advanced experimental paradigms and neuroimaging techniques have been applied to the research of magnitude and numerical cognition to extend our knowledge of the functional and anatomical mechanisms underlying the computation of quantity information. However, it is still under debate that whether a generalized magnitude system subserves different cognitive domains that demand the processing of quantity information. This issue has been extensively investigated by examining the interaction among numerical, spatial, and temporal representations, especially in the tasks that involve action planning and execution.
Although numbers are abstract symbols for quantity denotation and are ostensibly independent of space, they seem to associate with spatial representations in a systematic fashion. Indeed, empirical findings from behavioral, neurophysiological, and neuroimaging research have suggested a spatial component of the core concept of numbers [41] . The robust effect of the "spatial numerical association response code" (SNARC) demonstrates that in a parity judgment task, the left hand responds faster to small than large numbers, whereas the right hand shows the reverse pattern [42] . In other words, numbers from small to large are aligned along a horizontal mental line from left to right, hence manual responses at the same side of the space with numbers are facilitated. To determine how the mapping between numbers and space emerges and how it is affected by cultural experience, Hung and colleagues [43] examined the orientation of the mental number line for Arabic digits and Chinese number words in Chinese readers. The results indicated that Arabic numbers are mentally aligned horizontally with a left-to-right directionality, while Chinese number words are aligned vertically with a top-to-bottom directionality within the same individuals. Specifically, participants responded to small numbers shown as Chinese number words faster with top key-press responses than with bottom key-press responses. On the other hand, the same group of participants responded to large Chinese numbers faster with bottom than top key-press responses. These findings not only indicate the automatic mapping between numerical and spatial representations, they also clearly show that such mapping underlying different notations of the same numerical concept has flexible orientation in the mental space, which is plausibly shaped by the dominant context in which the numerical notations appear.
In parallel with the correspondence and cross-talk between the representations of numbers and space, Chang and colleagues [44] reported that task-irrelevant numerical magnitude also affected the perceived duration of that number. When participants were required to reproduce the duration of a digit, their reproduction of a numerically small digit (e.g., "1") was shorter than that of a numerically large digit (e.g., "9"), despite the same duration of the two digits. More important, when participants were required to reproduce the duration of a numerically neutral green dot, their reproduction response that was accompanied by a numerically small digit was longer than the reproduction response that was accompanied by a numerically large digit. Such results implied that the task-irrelevant numerical magnitude exerted an automatic and immediate influence on the perceived duration of the reproduction response. The reproduction duration indicated by a small digit was mentally compressed by the numerical magnitude, hence participants made a longer response to compensate for this effect. Similarly, the reproduction duration indicated by a large digit was mentally lengthened by the numerical magnitude to reach the target duration, resulting in an actually shorter response. Neurophysiological evidence also revealed the interaction between the magnitude processing of numbers and time. Specifically, the contingent negative variation (CNV) component of event-related potentials reflects subjective time perception with high fidelity and minimal contamination from other cognitive mechanisms that are difficult to rule out in the behavioral measurements [45] . Chang [46] found that the CNV elicited by a digit was modulated by the task-irrelevant numerical magnitude of the stimulus in a temporal judgment task. In other words, both behavioral performance and neural signals demonstrate the close relationship between the numerical and temporal representations.
Our findings of strong connection between the processing of numbers and space [43] , and between numbers and time [44] are consistent with previous literature [47] [48] [49] in suggesting common quantity computation underlying different cognitive domains. Walsh [50] proposed "a theory of magnitude" (the ATOM model) which hypothesizes 
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a generalized magnitude code for numerical, spatial, and temporal processing. Furthermore, the common magnitude code is assumed to evolve for action-related purposes. This claim has also received empirical support. Specifically, Chiou and colleagues [51] employed two dual-task experiments to explore the interaction among numerical, prehension, and perceptual color/size judgments. The results revealed the commonality and distinctness of the magnitude representations that are involved in these tasks. When the magnitude of hand opening of an imagined action was compatible with the magnitude of an Arabic digit, the responses to both action naming and parity judgment of the digit were facilitated. In contrast, the magnitude of object size did not interact with the magnitude of the digit when no action planning and imagination were involved in the dual tasks. In addition to providing evidence for a common magnitude code subserving numerical and non-numerical dimensions for action-related purposes, the selective presence of the compatibility interaction among different quantity dimensions conforms to the "dorsal-action and ventral-perception" organizational principle of the brain. In addition to affecting action planning, task-irrelevant numerical information has also been found to affect actual action execution. Chiou, Wu, Tzeng, Hung, and Chang [52] measured participants' grip apertures when they reached to grasp a box with a numerical label "5" on it. When the box was next to another box with a label "2," participants opened their fingers wider than when the box was next to another box with a label "8." That is, a box with a numerically larger label in a pair was perceived bigger than a physically identical box with the same number but numerically smaller in another pair. This numerical size-contrast effect was consistently observed during the entire open-loop grasping, though the effect decreased across time. These results extend previous reports of the numerical effect on action execution to show that the interaction of quantity information in different domains might be based on relative magnitude, namely, the magnitude in a specific context, and is adjusted flexibly and dynamically on a trial-by-trial base. These results also provide further support for the proposal of common magnitude code underlying number and action processing.
Inspired by the strong association between numbers and space, some researchers have examined the relationship between spatial processing and mathematical performance, and have revealed the critical role of the spatial aspects to the representation and processing of numbers in behavioral and neurophysiological studies [53] [54] [55] [56] . In addition to the robust SNARC effect reviewed earlier, Fischer et al. [57] further reported that numerically small and large digits direct participants' covert attention to the left and right side of space, respectively, without the involvement of eyemovements. These findings suggest that the spatial mapping of numbers is central to numerical representations.
Bachot et al. [58] also found that children with visuospatial disability did not demonstrate the typical SNARC effect as normal children did. Following these observations, it is hypothesized the deficit of developmental dyscalculia (DD) might be (at least partially) due to the impaired processing of spatial information [59] .
Although the understanding of numbers seems to be an innate ability that can be observed in infants at very young ages [60] [61] [62] , arithmetical skills are among the most difficult subjects for school children and, in severe cases, for children with DD who fail to achieve the performance level as other normally developing controls. Given the variable characteristics demonstrated by children with DD, it is argued that this developmental disorder is a heterogeneous label with subtypes [63, 64] . Although previous literature does not agree on the classification of the subtypes of DD, the importance of the visuospatial ability to numerical representations has been consistently highlighted [65, 66] . For example, Gerstmann's syndrome, which is characterized by left-right disorientation and finger agnosia, usually co-occurs with acalculia in patients with left parietal lesions [67] . The research in our lab has also indicated that the spatial mapping of magnitude information along a mental number line might be abnormal in children with DD (Wu et al. in preparation) . In a study where school children at Grade 2 and Grade 4 were asked to perform parity judgment (i.e., to determine a number is odd or even) or magnitude comparison (i.e., to determine a number is smaller or bigger than 5), the participants with DD performed as accurately as their age-matched peers due to the simplicity o the tasks. However, the DD participants did not exhibit the typical correspondence between their left-right key-press responses and small-to-large numbers as the normal children did. In other words, the failure to demonstrate the robust SNARC effect was associated with poor performance in mathematical skills.
As briefly reviewed above, the application of neuroimaging tools on the research of numerical cognition has provided invaluable information in determining the locus of the numerical effect on other magnitude computation in the level of perception of the stimulus or in the level of action preparation/planning of the response. Recent investigation of the neural network underlying the quantity system has further provided evidence for a tight link between numerical and spatial processing in normally developed children and in children with DD. Kucian and colleagues [68] employed digital games to improve the representation of the mental number line in school-age children, and examined the training effect with various math tests and with the functional magnetic resonance imaging (fMRI) technique. The results revealed significant effects of the five-week training both in children's behaviors and in their brains. Specifically, after playing the digital games children with and without DD all performed better in the test demanding the knowledge of the mental number line and 
in the arithmetic test. More important, children with DD had lower activation in the brain regions that are crucial to the processing of approximate magnitude (i.e., bilateral parietal areas). After the training period, these originally under-activated regions seemed to show increased activity, which might reflect the "consolidation of acquired and refined number representation" [68] . Such endeavor not only provides strong evidence for the causal relationship between efficient spatial mapping of numbers and normal numerical processing, it also points to the promising direction of how the advances of technologies can support improved experimental designs and tool applications to benefit the research of cognitive neuroscience.
Visual Cognition
Recent advances in cognitive neuroscience have established a new era in understanding human behavior using cutting-edge neuroscientific tools. While continuing to investigate how the brain works, cognitive neuroscientists also strive to apply new findings to practical applications in both educational and clinical settings. Three fundamental aspects of cognitive processes are particularly important for the investigation of human visual cognition: attention and eye movements, working short-term memory, and inhibitory impulse control. These three cognitive components together not only provide neurological and psychological insights to one's cognitive ability, they have also been shown to be powerful predictors of a one's general IQ, achievements, and life prospects [69] . 
Attention and Its Impact on Children and Adults
Imagine a child sitting in a classroom setting, when the child tries to focus his/her eyes and attention on reading while ignoring distracting noises of chattering in the room, he/she is actually performing a goal-directed attentional (book) orienting over the stimulus-driven (noise) attention, which can often be revealed by tracking the eye movements. From this example, it is not difficult to see how the interaction between goal-directed and stimulus-driven attentional control is vital for both theoretical (e.g., how the brain deploys attention efficiently and accurately) and practical (e.g., how to help students enhance goal-directed attentional control) purposes. Previous studies have shown that probability (of success or of rewards), either in the form of spatial locations [70] , spatial configuration [71] , or arbitrary event types [72] , can facilitate the brain to quickly orient the eyes and attention towards the correct location even without one's explicit effort. Using TMS and eyetracker together, Liu et al. [73] also isolated the frontal eye fields, and ruled out the supplementary eye fields, as one of the brain regions responsible for the visual system's ability to track spatial probability. Recently, studies have also discovered that attentional orienting towards irrelevant distractors is mediated by the right posterior parietal cortex [rPPC; 72], while the ability to detect a relevant stimulus is handled by the right temporo-parietal junction and this effect is different between the left and right visual field [44] . Thus, to facilitate student learning in an educational setting, it seems that the complex interplay between the rPPC and the right temporo-parietal junction is a promising direction for future research [74] .
Memory in Vision and How It Can be Enhanced in Low-Performing Individuals
Another important issue in visual cognition is the topic of visual short-term memory (VSTM), which refers to the mental workspace for complex cognitive tasks. VSTM capacity in humans is quite limited, and consequently the limit of its capacity is highly predictive of individual differences in fluid intelligence [75] . Studies have already begun to link poor VSTM with impaired visual attention and inhibitory functioning, suggesting that these two cognitive functions may very well share a common network of brain regions [e.g., Ref. [76] ]. For this reason, understanding the neural substrates of VSTM, especially poor VSTM capacity, will be an important step in understanding and improving human cognition. Since fMRI [77, 78] , ERP [75] , and TMS [79, 80] studies all suggest that right PPC functioning is responsible for the VSTM capacity limit, recent brain stimulation studies have been trying to apply anodal tDCS to selectively increase activity in rPPC and artificially induce a VSTM improvement [81] [82] [83] . Notably, a robust improvement was found in VSTM task, but only in low-capacity individuals and not in high-capacity individuals [83] . With ERP, two components were identified around 200 to 400 ms after the visual presentation in the parietal regions that were indicative of the low-performing individuals' improvements. Thus, tDCS interacted with people's natural VSTM capacity such that low-capacity individuals benefitted from the stimulation. This suggests that these individuals were not lacking in terms of their VSTM, but their potential has to be 'unleashed' to perform optimally. As mentioned before, if VSTM is a reliable predictor of one's cognitive capacity such as fluid intelligence, a reliable method that improves one's VSTM capacity will be of great clinical and practical importance. , is much needed now more than ever. A series of research that aims to understand the neural and cognitive mechanisms of inhibitory control in college students [84] , violent offenders in prison [85] , gamblers [86] , as well as normal children in elementary school [87, 88] is already underway. With neurostimulation techniques, researchers were able to confirm a causal role for pre-supplementary motor area (preSMA) using TMS [89] and improve people's inhibitory control ability using tDCS [90, 91] , and latest effort includes the use of MRS and DTI to understand GABAergic activity and structural changes near preSMA after tDCS application [92] , as well as the use of Dynamic Causal Modeling to analyze EEG and fMRI data to resolve how different brain regions may operate at different frequencies in order to support successful inhibitory control as one coherent network [93] . In typically developing children around the age of 5 and 6, an increase in frontal beta power using EEG and ERP was found in children who were more likely to successfully inhibit their responses, suggesting that the frontal cortex and the specific beta frequency range may be an important first step to the developmental process of inhibitory control in preschool children.
Within the next few years, it would be fruitful to combine EEG and fMRI imaging methods to identify additional 'signature' component to successful inhibitory control, and see if such signature process in the brain can be maximized via behavioral training in kids, or brain stimulation in adults.
Technological Potential for Neuroengineering of Neruostimulation in the Future
From the neuroimaging and brain stimulation tools described above, it is apparent that modern cognitive neuroscience relies heavily upon advances in neuroengineering. This is because new measurements and techniques not only provide new insights to the inner workings of the mind and the brain, they also provide a fresh perspective on things that cognitive neuroscientists thought they once knew. Indeed, ever since the popularization of neurostimulation and imaging techniques such as TMS and fMRI two decades ago, the field of cognitive sciences in general has entered a new era of combining behavioral and psychophysical results with converging neurological data, making the black box of human cognition more tangible. Along the same line, each of the research lines described above would benefit greatly from future advances in neuroengineering. For example, measuring children's brain waves can be a lengthy process both for the child and the experimenter, and thus a wireless solution to ERP and EEG recording can greatly accelerate the process of conducting children research. Similarly, a wireless and portable (or even wearable) solution to tDCS and TMS will not only speed up the research progress, it also means that experiments are no longer confined within the laboratory, and more research can be done in the natural environment or even when participants are in motion. In addition to advances in hardware, modeling software that can precisely predict or track the flow of tDCS electric current inside the human skull/brain is also a much needed tool in brain stimulation research. As mentioned, the field of cognitive neuroscience has already benefitted greatly from technological advances in neuro-engineering, and this growing interdependence will continue to have positive impacts on progress in cognitive neuroscience.
Memory
Memory is the mental faculty that encodes, retains, and retrieves information an individual has encountered and interacted with in the internal (cognitive) or external (physical) environments. Memory is not unitary but comprises multiple mnemonic processes. For instance, the encoding of incoming information could be incidental or intentional. The retention of the processed information could last for a short time or a long period. The retrieval and use of the stored information could be explicit or implicit. More importantly, the characteristics of the representations in memory vary greatly for different material types and encoding/retrieval demands. The study of human memory therefore has been divided into several subfields, each focusing on different types of mnemonic information and processes. Traditionally, the categorization of memory can be based on the length of retention (e.g., short-term memory vs. long-term memory), active manipulation or passive maintenance (e.g., working memory vs. short-term memory), the awareness state associated with retrieval (e.g., explicit vs. implicit), and whether the stored information is related to self experience or about general facts (i.e., episodic memory vs. semantic memory). Although studies of these various kinds of memories usually differ from each other in the tasks and materials, they all share the same concern of how durable representations are formed and accessed in response to different mnemonic cues. The functional neuroimaging techniques have been extensively utilized to identify the modularized and interacting brain networks that subserve different types of memory. The mapping between brain networks and mnemonic processes contribute more than the oldfashioned, phrenology-like localization of mind to brain. It also provides the opportunity to identify elementary [95, 96] is affected by temporal robe epilepsy (TLE). Adopting an auditory oddball paradigm, they recorded the magnetic equivalent of mismatch negativity (MMN) [97] response from TLE patients and their age-matched controls. The magnetic MMN response was repeated measured before and after the epilepsy surgery for the TLE patients. Lin et al. [94] found that longer magnetic MMN response for patients than for controls. They also found that the phase-locking factors (PLF) from 4-to 14-Hz band, which was the dominant difference between standard and deviant stimuli in the oddball task, elicited by the deviants stimuli was enhanced for patients who were epilepsy free after the surgery. This study not only revealed that echoic memory is affected by epilepsy in the medial temporal lobe, an area that has long been implicated in long term memory, it also reveals how MEG could be used to evaluate plastic change in memory function after a successful surgery. In a recent study, Cheng and Lin [98] also used MEG to examine the effect of aging on auditory sensory memory. Young, middle-aged, and elderly healthy volunteers were presented with trains of 5 successive tones with an intertrain interval of 10 seconds. The amplitudes of the auditory evoked field of N100 m elicited by the first and the fifth stimuli were compared to index the recovery cycle profile. It was found that the recovery function time constant was smaller in the elderly and middle-aged groups in comparison with the young, suggesting an aging-related decrease in lifetime of auditory sensory memory.
(2) Short-term/Working Memory. The capacity and how representations are formed/manipulated are hot issues in the study of visual short-term memory (VSTM) [99] .
In particular, it is of theoretical importance to examine the role of attention in binding different attributes of stimuli in the VSTM. Yeh, Kuo, and Liu [100] and Kuo, Rotshtein, and Yeh [101] addressed this issue with a procedure that combined the cueing paradigm [102, 103] and change detection task [104] . Participants were required to detect feature (color) or conjunction (color and location) change between two displays of object arrays while being scanned in fMRI. A spatial cue was provided early or late in the interval between the stimulus and probe displays to induce different degree of top-down attention control. It was found that activations in the right inferior frontal gyrus (IFG) and middle frontal gyrus (MFG) correlated with early cueing whereas right inferior parietal lobule (IPL) and temporalparietal junction (TPJ) correlate with late cueing. These findings hence revealed dissociable topdown and stimulus-driven attention orienting in VSTM.
They also showed evidence that in order to detect conjunction change, attention is involved in modulating perceptual comparison and would bias completion in favor of taskrelated information in the VSTM. (3) Episodic Memory: Episodic memory refers to the memories for recent personally experienced events together with their spatial and temporal contextual information [105] . In comparison to other types of memory, episodic memory is closely related to self, rich in contextual information, and accompanied by autonoetic awareness during retrieval. An important issue in the cognitive neuroscience of episodic memory therefore is to identify and compare the neural correlates associated with the retrieval of episodic memory and implicit memory. Chiu et al. [106] developed a paradigm to dissociate ERP correlates of retrieving explicitly learned information and that of retrieving implicit learned information. Their study added weights on the dual-process account for recognition memory.
It should be noted that forgetting unwanted or irrelevant information is also crucial for maintaining the functionality of memory. Intentional forgetting is often investigated with the directed forgetting paradigm, which instructs subjects to remember some study materials but to forget others [see Refs. [107, 108] , for reviews]. Hsieh et al. [109] examined the electrophysiological correlates of the processing of the Remember/Forget cues and the successful encoding of study items in item-method directed forgetting. ERPs time-locked to study items and Remember/Forget cues were compared according to the subsequent recognition performance [110] . The study items in the directed forgetting task did not yield reliable subsequent memory effects. Importantly, the Remember/Forget cues gave rise to ERPs that were predictive of the subsequent recognition performance to the study items preceding the cues. The subsequent memory effect elicited by the Remember cues was more sustained than that elicited by the Forget cues and showed distinct scalp distribution during the extended period. These results suggest that study items in the directed-forgetting task are maintained in short-term memory with minimal further processing until the presentation of the Remember/Forget cues. In addition, the encoding mechanisms engaged by Remember cues and Forget cues are not entirely equivalent. In a following study, Cheng et al. [111] recorded ERPs while participants engaged in a procedure that combined semantic priming and item-method directed forgetting, aiming to investigate the issues of whether intentional forgetting demands cognitive efforts and modulates the semantic processing of to-be-remembered (TBR) and to-be-forgotten (TBF) items. Participants made lexical decisions to semantically related or unrelated prime and target words. A Remember/Forget cue, presented between the prime and target, designated the prime as TBR or TBF. When the cues were shown for 500 ms, targets preceded by Forget cues yielded a smaller [112] developed a procedure that incorporates two types of memory errors, and investigate their underlying mechanisms by examining the ERPs associated with these errors. The two types of errors are 'source memory errors' and 'gist-based false recognition,' which have previously been investigated in the source monitoring framework and the Deese-Roediger McDermott procedure respectively. At study, subjects were presented with a series of lists of word pairs formed by pairing one of two associated words with different associates of an unstudied theme word (e.g., ship-frost, captain-chilly, shipfreeze, captain-frigid etc. in one list; wife-pane, husbandglass, wife-curtain, husband-sill etc. in another list). At test, subjects discriminated 'Old pairs' (e.g., ship-frost) from 'Intra' rearranged pairs (e.g., ship-chilly), 'Inter' rearranged pairs (e.g., ship-pane), and 'Feature' pairs (e.g., ship-bulb). ERPs were recorded for each class of test item. Similar proportions of 'yes' responses to Old and Intra rearranged pairs were observed, but the false alarm rate for Inter rearranged pairs was markedly lower. ERPs elicited by correctly classified Old pairs and false alarms to Intra rearranged pairs were indistinguishable, and exhibited 'left parietal' and 'right frontal' effects, characteristic of recollection-based recognition. ERPs for false alarms to Inter rearranged pairs did not show these effects. It is concluded that source judgment errors for confusable sources are mediated by the same processes that support correct source judgments. Such errors reflect recollection of gist information which is nondiagnostic with respect to source.
In a following study employing a similar paradigm, Cheng and Rugg [113] recorded ERPs for each study pair. For the study pairs that later served as Old pairs, the ERPs were more positive when these pairs were subsequently correctly identified than when they were incorrectly rejected. For the study pairs containing words that subsequently appeared in Intra pairs, the ERPs were also more positive when the Intra pair was correctly classified than when it was incorrectly classified. However, the topographies of the subsequent memory effects for accepted Old pairs and rejected Intra pairs were different. It was argued that specific information is more important for rejecting Intra pairs than accepting Old pairs. The different topographies of these two subsequent memory effects therefore reflect qualitatively distinct encoding operations for specific and non-specific information.
COGNITIVE NEUROSCIENCE FOR THE NEAR FUTURE
From the above section, readers from other research fields should be able to get a flavor of how cognitive neuroscientists conceptualize questions about the functions and biological bases of human minds, and how they approach these theoretical issues with the aids from pioneering engineering techniques. The scientific study of human mind is not merely a self-contained intellectual enterprise, but also a promising path to solve emerging challenges in the human world. In the second part of this review, we will switch focus from basic research on human mental processes to the practical applications of cognitive neuroscience. Two issues that we believe will be of major concerns to both the academics and the general public are discussed here: digital learning and the aging society.
Digital Learning
The development of information communication technology has dramatically changed how we learn and perceive the world. For example, in the past, the preferred medium of intellectual communication and literacy has been printed text. The concepts of learning and teaching have been driven by printed text. The classroom pedagogies have been organized around the strengths and weakness of prints. In nowadays, children can easily using their electronic devices (such as a personal computer or tablet computer) to access the library via the internet, download the e-book or read it online. Reading in a digital medium can be very different from that in a printed book. Readers can easily change the font, size, or color of text. In addition, the text can be displayed as spoken words through the text to speech technology and the keywords can be highlighted as they are spoken with supplementary information 
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(such as contextually appropriate definition in multiple languages) on the side. These supports are especially important for students with visual/hearing impairment, or with reading/learning disabilities. However, the e-learning merely means transcribing learning content from one medium to another (such as making lectures with transcription into a podcast, having their power point files with presentation online, or digitizing books with audio support online). Although such an e-learning enable learners to learn remotely at their own pace, whenever and wherever is most convenient for them, this does not take full advantage of the current advances on ICT and other related fields such cognitive psychology and neuroscience. To make technology enhanced learning (TEL) even more effective, one shall keep in mind that technology is there to serve learning and the way of applying those technologies should be cognitive/brain friendly. In other words, TEL must support the cognitive architecture of the learners (such as the age-appropriate mental representations of learner, cognitive loads, etc.,) and to consider the cognitive mechanism for acquiring the targeting ability.
One great example for the collaborations among psychology, neuroscience, mathematics, education, and information technology is the Graphogame, which is developed by Professor Heikki Lyytinen and his Graphgame team at the University [114] [115] [116] [117] . For learning to read an alphabetic writing system, children need to master the lettersound correspondence. Poor phonological awareness and letter knowledge have been acknowledged as main obstacles to successful reading acquisition [118] . Traditionally, for children with difficulties in learning to read, literacy instruction has focused on drill and practice instruction of sight words and other basic literacy skills.
The Graphogame is a scientific-based computer game. It is designed to offer an efficient way for children to learn a set of pre-reading skills through interactive games, especially for children at risk for reading failure [116] . The GraphoGame begins with exercises in letter-sound correspondence. For example, players will see falling balls which contain a letter and hear its corresponding sound via headphones. Later one, player can play various types of matching game. The basic principle is to hear a sound and to hit a correct letter from a set of candidate letters. The training of phonemic awareness is implemented by immediate exposure to letters and sound relations. After acquisition of the target letter-sound correspondence, GraphoGame progresses gradually in stages to sound synthesis in syllables, words, and pseudowords. The ultimate goal is to help children master the alphabetic principles of the Finnish language. For children, the most natural reward for playing is the experience of success. The system uses an adaptation algorithm to take care of individual progress [119] . Children will not receive a new assignment or challenge until they reach 80% of correctness in each game. The system adopts a mathematic model to analysis children's performance, so the system can customize the play items for each player to meet their personal need [120] . For example, by the online recordings children's performance, the system could generate a "differentiation of the phonemic space" to show the most challenging phonemic differentiations (e.g., /b/v.s/p/, /d/v.s/b/) for each player and to guide the adaptation (allocation of the next items in the game for the player). Intervention data and logs are recorded on the server at the University of Jyvaskyla. On line data enable researchers to monitor the responses of each individual, while the application makes automatic adjustments to meet the special needs of each individual.
Children who are poor readers usually experience troublesome school careers and consequently often suffer from secondary emotional and behavioral problems. Early identification and prediction of later reading problems thus is critical in order to start targeted interventions for those children with an elevated risk for emerging reading problems. Studies to evaluate the effectiveness of Graphogame have shown that, initially non-reading children acquired basic reading skills after less than 4 hours of gaming. Many at-risk children may require more time for reading acquisition, but for some, even less than four hours may to be sufficient to steer them onto a track which prevents the unpleasant experiences of being a slower learner than one's classmates [121] . Today, Graphogame is available via the Internet (http://www.lukimat.fi) to children with parent's permission. More than 50,000 children in Finland have played and benefit from this game. The website provides Finnish parents and teachers not only with training and assessment tools, but also with basic knowledge about reading acquisition.
A new emerging field is educational neuroscience, which applies the modern techniques of cognitive neuroscience to study the neural mechanism of learning and to evaluate outcome of education or the effective of remediation or intervention. The findings have been promising. For example, non-reading kindergarteners showed sensitivity to print over symbols in the form of an occipitotemporal negativity in the N1 time range (188-281 ms) after learning the principles of grapheme-phoneme associations [122] . Correlations of letter knowledge measures with this left occipito-temporal activation in the N1 at left occipital-temporal junction support its role in the development of print specificity. In accordance with the ERP measures, the whole brain analysis of the fMRI data also yielded print sensitive activation in the visual word form area (VWFA) [123] .
Several language versions of Graphogame have been developed for research purposes, including English, German, Spanish, Pinying, and ZhuyingFuhao (for Taiwan). The reason for developing Zhuying version of Graphogame is that, in Taiwan, Children learn ZhuyinFuhao, which is a semi-syllabic transparent phonetic script, ZhuyinFuhao is a supplementary system for Children to decode the pronunciation. Once children learned how to decode Zhuyin, they could enjoy reading storybooks even though they don't know (or only know a few) Chinese characters and help themselves to learn Chinese characters. However, after all, Children need to learn Chinese characters and words. Although Chinese is an ideographic writing system, most of Chinese characters are phonograms, which are composed of a semantic radical and a phonetic radical. A series of behavioral neuroimaging studies demonstrated that Chinese readers capture the mapping consistency between character and sound [30, 32] and the neural correlates responsible for the Chinese orthographyto-phonology transformation are very similar to what has been suggested for reading alphabetic writing systems [28, 33] . Most importantly, Tzeng [37] examined when and how children acquire the knowledge of phonetic consistency and regularity in reading different types of Chinese characters. The data suggested that, by learning to read a large number of Chinese characters, children gradually realize that some characters with a phonetic radical correspond to the same or similar pronunciations and become sensitive to the function of Chinese phonetic radicals [37, 39] .
Based on these, Liu and Lee developed a ComputerAssisted language learning program (https://sites.google. com/site/brainandlanguagelaboratory/intro/games) [124] . This game is modified from the What-A-Male game is an interactive game, which aims to provide immediate and accurate feedback in a systematic way to help students in developing the mapping consistency between Chinese orthography and phonology. In each trial, players will see the carrots which contain different Chinese phonograms begin to pop up from their holes at random and hear their pronunciations at the same time. Players are required to find out if the phonograms contain a specific phonetic radical by clicking on the carrot directly with the mouse, thereby increasing the player's score. The power of this game is in providing immediate and accurate feedback in a systematic way to help students to develop the mapping consistency between Chinese orthography and phonology through an interactive game. A Web-based open system will also be developed for teachers to prepare their own testing items and for evaluating student's performance. The pilot data has showed that, after six-week intervention, children with reading difficulties could acquire the orthographic knowledge of Chinese characters through the exposure to orthographic neighbors and their pronunciations in such an interactive computer game [125] .
Learning is life-long. In the future, neurological basis of cognitive functions, such as learning, memory, attention, should play a much greater role in developing information communication technology for brain-based learning, which can be applied in education, medical training, rehabilitation, remediation, human-machine interface and many others. However, there is still a gap between fundamental research and application, it is important to use the empirical evidence with caution.
Aging Society
As other highly developed nations in the world, Taiwan is experiencing substantial increases in the proportion of elderly adults in the population due to declining fertility and increased life expectancies [126] . To illustrate, in 1993, adults over the age of 65 years represented only 7% of the population in Taiwan. This increased to 10% in 2005, and could rise to 20% in 2025 (Taiwan Council for Economic Planning and Development, 2008). In addition, by 2050, there will be more elderly adults (∼ 35% of total population) than children under 15 y/o (∼ 15% of total population), resulting in a situation of "super aged society" in Taiwan. The future paths of population aging thus induce an urgent need for the guidelines for successful aging and for the development of human engineer techniques to help elderly individuals achieve and maintain this state.
Successful aging refers to (a) active maintenance of neurocognitive and physical function; (b) sustained engagement with social and productive life; (c) avoidance of neural disease and disability [127] .
In this section we briefly review the behavioral and neuroimaging evidence for age-related declines in neurocognitive functions and then consider the evidence regarding potential ways to maintain successful aging, focusing on education, intellectual and social engagement, cognitive training, and physical fitness. Following that, we will discuss possible applications in engineering for developing assistive and/or training systems for older individuals to enhance cognitive vitality and retain a functional lifestyle.
The literature on cognition and aging across several cross-sectional and longitudinal studies documents agerelated declines in fundamental cognitive processes and motor abilities that fall under the general heading of fluid intelligence, including speed of information and motor processing [128, 129] , capacity of working memory [130] , ability of inhibitory control [131] and efficiency of language processing [132] . On the other hand, [133, 134] , degradations in white matter density and volume, and disruption in white-matter microstructural integrity that may be related to de-myelination along the axonal fibers [135, 136] . Moreover, such significant atrophy of the aging brain has been identified to index observed age-related changes in cognition, including executive control, working memory and processing speed [136] . In sum, converging evidence thus far from behavior and neuroimaging results suggests age-related declines in both neurocognitive function and brain morphology.
Maintaining optical neurocognitive function, avoiding neural disease, and engaging productive social life are vital elements of successful aging [127] . Over the past few decades, these goals have motivated cognitive neuroscientists to conduct several behavioral and neuroimaging studies (e.g., structural and functional MRI, PET, TMS, and EEG) of brain aging in order to identify potential factors that protect against accelerated cognitive decline with advanced aging, onset of dementia, and progression to Alzheimer's disease. Thus far, the most widely investigated factors that are hypothesized to promote successful aging are education, intellectual and social engagement, cognitive training, and physical fitness [137, 138] . First, years of schooling has been identified to relate to cognitive decline, brain atrophy, and neural function in late adulthood, with the observation that highly educated individuals showing better memory-related and executivecontrol performance in neuropsychological assessment, and larger cortical thickness as well as regional brain volume [139] [140] [141] . Both of these findings are congruent with the notion of the "reserve" hypothesis of brain aging which posits that education may provide a reserve capacity of the detrimental effects of biological aging and neural diseases on neurocognitive functions [142] .
Second, staying intellectually and socially engaged lifestyle has been reported to associate with better cognitive functioning and a reduced risk of developing Alzheimer's disease in late life [143, 144] , suggesting that sustained practice in mental activity (e.g., reading books, attending a play, doing volunteer work, and/or involving social interaction) appears to protect against agerelated cognitive declines, attenuate neural dysfunction, and postpone onset of dementia. For example, Carlson and colleagues [145] recently demonstrated that older individuals with low income, low education and at high risk for accelerated development of cognitive impairment showed improved executive function and brain activation in prefrontal cortical regions after six months of participating in the social service program [145] . These findings support the hypothesis that an intellectual and social engagement that requires cognitive effort has long-term benefits for older adult, and more importantly, provide promising evidence of neurocognitive plasticity in later adulthood that are embedded in a context of cognitive and social complexity.
Third, cognitive training interventions have been developed to investigate training-induced neurocognitive plasticity in the aging brain and shown to successfully enhance cognitive performance [146, 147] , alter taskrelated neural activity [148] , improve coherence of neural processing [149] and increase resting cerebral blood flow [150] . Moreover, recent studies focusing on multilayered cognitive training with intensive training in the strategies that promote demanding executive coordination of skills (e.g., complex video game) demonstrated that older adults can improve maintenance of multiple task sets in working memory [149] . These findings suggest that there is considerable potential to enhance older adults' neurocognitive functions through short-term cognitive training intervention.
In a similar vein, there is a parallel literature suggesting that cardiovascular physical fitness has substantial benefits for neurocognitive function in older individuals, particularly for executive function and fluid intelligence [137, 138] . For example, Colcombe et al. [151] showed that, after a 6-month cardiovascular fitness training, older individuals improved executive-control performance and elicited greater activity in fronto-parietal neural network [151] . In later work, they demonstrated that such fitness training is related to increase both gray-matter volume in anterior cingulate cortex, right lateral prefrontal areas and white-matter volume in the anterior corpus callosum [152] . More recently, Erickson et al. [153] found improved cognitive function in spatial memory and structural changes in hippocampal areas as a result of sustained aerobic exercise in older adults [153] . To sum up, the research reviewed here clearly suggests that education, intellectual and social engagement, cognitive training, and cardiovascular physical fitness have moderating influences on the adverse effects of aging in both neurocognitive function and brain morphology.
Given the specific demands of a growing population of aging individuals and the evidence from behavioral and neuroimaging studies described above showing that cognitively enriched environment promote successful aging, cognitive neuroscientists and engineers should engage in a dialogue to develop human engineering technologies to improve health outcome, enable greater independence, and retain a functional lifestyle, as a means both for age-sensitive cognitive stimulation and for agesupportive environment [154] . Regarding age-sensitive 
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cognitive stimulation, the increasing deployment of software engineering, digital computation, and communication system could provide older individuals novel opportunities to maintain "mental sharpness." This could include the promotion of several intellectual activities that are inherently meaningful for older adults, perhaps as embedded in personalized social contexts (e.g., family members, friends, and social clubs). For example, assistive or training system such as on-line continuing education (e.g., digital learning), computer-aided cognitive training intervention (e.g., videogame playing), and social engagement program (e.g., social networking) should be considered for sustainability and maintenance of cognitive enrichment to enhance cognitive vitality for healthy older adults and/or preclinical individuals.
Regarding the development of age-supportive environment, while a variety of assistive technologies has been developed for older adults' activities of daily living (ADL) to improve efficiency of health care, we should note that several rapidly-advanced engineering technologies that are feasible to deploy in a real home setting, including remote biosensing system, information technologies, and biomedical monitoring system could also help older individuals remain in independent living situations and active lifestyle. We are aware of one experimental project related to this issue. The effort, the Aware Home Research Initiative (AHRI) at Georgia Institute of Technology, is designed to simulate and evaluate the applications of emerging engineering technologies cover the themes of advanced aging in place with special and personalized needs [155] . In addition, this on-going project develops the technical capabilities of embedded biosensing system, ambient intelligence, and interconnectivity between different assistive/warning devices in computerized households, as well as other novel technologies both in information and electronic domains. Whereas some limitations (e.g., lack of the engineering technologies for cognitive stimulation) of this project, this attempt provides an example for developing a state-of-the-art age-supportive environment that perceive and assist elderly adults to live a more carefree, active, and independent life and maintain physical, mental and social well-being in their remaining 20 or 30 years.
CONCLUSION
Is the cognitive neuroscience revolution over? We don't think so. First of all, we still are very far from knowing more about the "stuff" within the black box. For example, we still have no satisfying answer to the thousandold question of "laterality" in language processing. There is much to be learned about the evolutionary history of human language and about how the critical design features of it shaped or was shaped by the specific characteristics of various executive functions spreading all over the brain. Second, what are the relations between cortical and subcortical functions? Again, the old question of cognition/affect dilemma may better be answered by specifying the nature of cortical/sub-cortical interaction. Recent developments in biochemistry at the molecular level should help resolving the dilemma.
Third, cognitive neuroscience research is extending its territory into different domains of scientific inquiries, for example, neuroeconomics, affective neuroscience, social neuroscience, cultural neuroscience, neuro-dynamic digital learning, brain-based engineering, and so on. In each of these new frontiers, fruitful experimental results contribute a great in theoretical construction. These new developments also help to solve real social problems in our everyday living. Early detection of at risk population and intervention programs during and after neuroimaging assessments becomes important challenges of the next generation in cognitive neuroscience. In other word, translational research in the sense of medical science should be our new model of scientific endeavor. This trend is so clear in an aging society and both cognitive neuroscientists as well as engineering scientists should prepare to meet the challenges.
No, the cognitive neuroscience revolution is not over, yet. 
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