Abstract-It is well known that the performance of a data receiver for an intersymbol interference (ISI) channel can depend strongly on the detection delay 6. For a discrete-time communication system, this paper derives a lower bound on the bit-error probability as a function of 6. This "restricted delay bound" is governed by a "restricted-delay distance" d(6). In many instances, it improves upon Forney's bound, which is governed by the minimum distance &in. For instance, for partial-response channels, d(6) does not converge to dmin even as 6-00. 
I. INTRODUCTION
ATA receivers serve to combat the intersymbol interfer-D ence (ISI) and noise which arise in digital transmission and recording systems. They either take instantaneous decisions, as in linear and decision feedback equalization [20, ch. 81, or introduce a strictly positive detection delay 6, as in approximate or full-fledged maximum-likelihood sequence detection (MLSD) [ l l ] , [7] , [8] , [3] . It has long been recognized that the capability to defer decisions for some time 6 is essential to achieve close-to-optimum performance (see, e.g.,
[ 11, p. 3691). Since receiver complexity grows with 6, it is of instrumentational interest to know how attainable performance depends on 6 . This dependence has been analyzed early on for partial-response channels [ 151, [9] , [ 111. For more general channels, fragmentary results have appeared (see, e.g., [21] , [l] , [ l l ] , [23] ), but a wholistic picture does not yet appear to have been sketched. It is the aim of this paper to provide such an overview.
This tutorial paper finds its early roots in studies of the IS1 canceller [13] , [24] . This receiver was thought to be optimum in spite of its limited detection delay. Simulation results, however, have indicated a significantly poorer performance [4] . In Section IX-A, we put these results on a restricted-delay footing.
The paper is organized as follows. In Section 11, we define nomenclature and introduce our baseline discrete-time system model. Section 111 restates performance limits for receivers with unrestricted detection delay. These are the matched filter bound for single-symbol (one-shot) transmission [20, ch. 7 , 81 and Forney's lower bound [lo] , which is governed by the minimum distance dmin. In this section, we also derive a lower bound to attainable bit-error rates for a prescribed detection delay 6 . This bound is governed by a function d ( 6 ) that we have dubbed restricted delay distance. It is analogous to the "truncation distance" for convolutional codes [ 141, which is never larger than the "free distance." Similarly, d ( 6 ) can never surpass dmin, and typically coincides with it for sufficiently large 6. This is illustrated in Section IV for various example channels. A possible exception is formed by channels with spectral zeros. Here, quasi-catastrophic error propagation may occur, and in some cases becomes serious enough to govern restricted-delay distances. Then d2(S) < dkin even as S 4 03. Major cases in point are partial-response channels [ l l ] , [12] , [8] . The examples in Section IV further illustrate how amplitude and phase characteristics of the channel affect restricted-delay performance. Some of the effects observed here reflect properties that are proved in Section V. Section VI generalizes the results of Sections 11-V to colored Gaussian noise. Section VI1 proves that, among all channels with a given amplitude response, the one with minimum phase has the best possible restricted-delay properties. Section VI11 generalizes the results of Section 111 to continuous-time channels. In Section IX, we show that the sampled output of a continuoustime matched filter has unfavorable restricted-delay properties. This fact is used to show that IS1 cancellation is, in general, a bad idea, and that the Viterbi detector due to Ungerboeck and MacKechnie [23] , [ 161 typically requires a significantly larger detection delay than the more usual one which operates on the output of a whitened matched filter as in [lo] . Final remarks are collected in Section X.
11. THE DISCRETE-TIME SYSTEM MODEL A sequence z = (zo, zl, zp, . . .) consisting of independent and equiprobable binary digits drawn from the one-sided alphabet (0, l} is applied to a causal discrete-time IS1 channel 0090 
is defined as with impulse response f = (fo, f 1 , f 2 , .. .) (Fig. 1) . The received sequence y = (yo, y1, y 2 , .. .) is determined by
The distance dmfi that determines the matched-filter bound d"
a JFqFpq.
A Y k = ( z * f ) k + n k , for k = 0, 1, 2 , * . * .
(1)
Here, * denotes linear convolution, i.e., (z * f ) k -Ciz0 X k -i fi, and (no, n l , 722,. . .) is a Gaussian noise sequence consisting of independent components, each having variance a2 and mean 0. The smallest and largest values i for which fi # 0 are referred to as the pure delay and memory length of the channel, and are denoted 60 and L, respectively.
In the sequel, we characterize f in terms of its D transform
The minimum distance (Forney, free distance) dmin is defined as
Among all patterns E(D) with P [ E ( D ) F ( D ) ]
= dkin, let Emin(D) be a pattern with the smallest possible Hamming weight w,in. We shall refer to Emin(D) as a worst error pattern, and shall say that Emin(D) generates &in.
We define the restricted-delay distance d (6) as
The 2) transform of other discrete-time sequences is defined analogously. The D transform of z * f is equal to the product of the 2, transforms of z and f. The receiver has a detection delay of 6 symbol intervals.
It operates on y k to produce decisions Ltk with respect to X k according to mappings Theorem 1: In the described model, for any delay 6 2 0, error probability A Pe = p'{gi(yO, y l , -. * , y k + 6 ) # x k } - (4) k=O, 1 , Z,...
P, 2 Q -(matched-filter bound)
(1 1) (Random variables are denoted by capitals.) One of our
objectives is to obtain a good lower bound on P, for small values of 6. It should be noted that we do not restrict ourselves to MLSD and event-error probabilities. Therefore, our proofs will be slightly more complicated than usual. and P, 2 2l-" min . Q (  '  ;  : ) -(Forney's bound) (12) where & ( a ) J," (l/d%) exp ( -( u 2 / 2 ) ) du.
The matched-filter bound is obtained by assuming that only
THE RESTRICTED-DELAY BOUND
Before we can state the matched-filter bound, Fomey's bound, and the restricted-delay bound, we must first give some definitions. We denote a Jinite-length' error pattern {eo, e l , -. -, e N , 0, O , . . . } by its 2, transform a single bit xo is transmitted, and that there is no restriction on the detection delay. The restricted-delay bound, proved in Appendix A, is essentially a sharpened version of Forney's bound.
... P, 2 21-" (6) . Q (T) (restricted-delay bound). (13) 'In Section V, we will see that it is unnecessary to consider emor patterns If we neglect error propagation and assume that the receiver performs MLSD, we can apply the union bound as in [ 11, inequality (76) ] to obtain an upper bound on the bit-error probability. For sufficiently small u, this bound is govemed by d(S) (the constant before the Q function may, however, be quite different). This indicates that the restricted-delay bound is asymptotically tight, just as is Forney's bound in the situation with unbounded detection delay [ 111.
E(D)
a
IV. EXAMPLES

A. First-Order Channel
Let F(D) = 1 + cyD for some u: E [I, 11. Depending on cy, this first-order minimum-phase channel has a low-pass, all-pass, or high-pass nature (Fig. 2) .
For cy = -1 and cy = 1, we have the bipolar and duobinary partial-response channels, respectively. One easily verifies that Table I .
The dependence of dLfi = dLin and d'(6) on la1 is depicted in Fig. 3 . In order for d '(6) is the effective distance. In [12] and [8] , a similar degradation is observed for data alphabets with many levels.
As S + c q E & ( D ) corresponds to a state of error with finite energy d'(S) = 1 from which the system never recov-ers. This behavior has been dubbed quasi-catastrophic error propagation in [12] because it is similar to catastrophic error propagation with convolutional codes, but can be ignored as has nulls corresponding to complex Nth roots of unity [17] .
The most important examples are channels for which F ( D )
contains a factor 1 -V, 1 + D, or 1 -D2. This category includes all partial-response channels of practical interest. It may seem that for channels with spectral zeros, d2(6) is always generated by an error event that becomes quasicatastrophic as 6 + 00. We proceed with a counterexample.
This minimum-phase channel has a zero at dc, yet causes 
Minimum-phase impulse responses f with amplitude characteristics
IS1 is so small that for any 6 2 0, the single bit error E(D) = 1
yields a smaller energy E6[E(D)F(D)]
than any other event, including quasi-catastrophic ones. Consequently, w (6) = 1 for all 6 2 0, d2(0) = 9, d2(1) = 10, d2(2) = 11, and d2(6) = dkin = d t f i = 12 for all 6 2 3.
C. Lorentzian Digital Magnetic Recording Channel
The Lorentzian model for digital magnetic recording systems with a differentiating playback head can be transformed into an equivalent discrete-time model by accounting for the action of a whitened matched filter [2] . Apart from a constant gain factor, the resulting amplitude response is p y e -j 2 " " )I = 4sin27rRcosh(27rS(0.5 -lot)), for all R E [-0.5, 0.51. (14) Here, S > 0 is a normalized measure of information density, equal to the ratio of 50% pulsewidth and the bit interval 2 ' . A value S = 2 is typical for high-density recording. This channel has a first-order zero at dc and exhibits high-frequency distortion in proportion to S. Minimum Apart from error propagation (which remains small for S < 3), the 6 = 0 curve of Fig. 6 can, in fact, be achieved by the decision feedback equalizer. Similarly, the simple receiver of [22] should do for S = 1 or 2.
D. Effect of Phase Characteristics
Unlike d i i n , d2(6) generally depends on the phase characteristics of the channel. To illustrate this, we consider the three channels with Table I1 reveals that these phase characteristics are less desirable.
For small 6, minimum phase is clearly preferable. We will see in Section VI1 that this applies very generally. For all channels, w ( 6 ) = 6 + 1 whenever d 2 ( S ) < i.e., for 6 5 10, 13, and 17, respectively. Beyond these points, that is needed to avoid restricted-delay effects. A disadvantage is that numerical effort can be large. For instance, for the three channels of Section IV-D, some 31°, 313, and 317 error patterns need to be tested. Worse still, for the partial-response channels of Section IV-A, the procedure never terminates. The following proposition shows that this can only occur in the presence of spectral zeros. 
Proposition 4 (Instantaneous Reversibility):
The action of any null-free causal filter with minimum phase can be undone by means of a second causal and minimum-phase filter in such a way that the cascade of both filters introduces no delay.
Thus, insertion just before the receiver of a causal filter with minimum phase, as in Fig. 7 , cannot affect attainable restricted-delay performances. Only a single filter in this 
VII. OF' TIMUM PHASE CHARACTERISTICS
Let the channel be stable and causal with a finite transfer at all frequencies. Then F ( D ) has no poles inside or on the unit circle and may be decomposed as IFmp(e--j2.1r")l = IF(e-j2T")1 for all R. Since the statistics of a stationary Gaussian noise signal are not affected by an all-pass filter, we may think of the noise n k as being injected before rather than after F"*(D) [ Fig. 8(b) ]. Now, F"p(D) corresponds to a causal network, which inevitably delays incoming signal components. This degrades attainable restricted-delay performances. To avoid this degradation, F"p(D) should be absent, i.e., F ( D ) should have minimum phase. This suggests the following theorem, which is proved in Appendix C.
F ( D ) = F"P(D)F"P(D)
Theorem 3: Among all causal channels with a given amplitude response, the one with minimum phase has the largest possible restricted-delay distance d ( 6 ) for any given delay 6.
Remark: This result is not surprising. For various restricteddelay receivers, such as the decision-feedback equalizer and the Viterbi detector with sequence feedback, minimum phase in conjunction with white noise at the input of the receiver is known to be optimum [20, ch. 81, [3]. These properties emerge via a canonical whitened matched filter (WMF) [ll] . This WMF is, however, noncausal and therefore unrealizable. In a practical approximation, one has to accept a pure delay 60 in the overall channel impulse response f k . For sufficiently large *For H(D) to be nonsingular, the noise spectrum should be null-free. 
VIII. CONTINUOUS-TIME SYSTEMS
In the continuous-time case, the receiver is required to give Suppose we have a continuous-time system where the receiver uses a bank of J filters on the output signal, followed by J sample circuits (see Fig. 9 ). The impulse responses q5l (t) . q52 ( t ) .. Since we have applied the Gram-Schmidt procedure, the restricted-delay distance A and the minimum distance before and after discretizing are equal. Therefore, this procedure is optimal, i.e., the outputs of the filters form a sufficient statistic without introducing extra delay. In contrast, discretization via a matched filter will inevitably decrease the restricted-delay distances, as we proceed to show. The minimum distance does not change in this case.
Ix. RESTRICTED-DELAY EFFECT OF A MATCHEDFILTER
When detection delay is not restricted, the sampled output of a matched filter is a sufficient statistic for MLSD of X k [ 1 11. Practical receivers that operate on this statistic (like those of [13] , [23] , [16] ) all have a finite detection delay 6, and restricted-delay effects may occur. In this section, we show that these effects are comparatively serious.
The matched filter in Fig. 10 operates on a continuous-time received signal where f ( t ) is the impulse response of the channel and n(t) is additive noise, statistically independent of X k . We take f ( t ) to be causal with a memory length of L symbol intervals T , Le., f ( t ) = 0 for t [0, LT] . Furthermore, we take n ( t ) to be stationary, Gaussian, and white with two-sided power spectral density NO. The matched filter is causal with impulse response f ( L T -t ) and suppresses noise optimally. Its output is sampled at the bit rate. The restricted-delay receiver operates on the resulting discrete-time signal U k with D transform its poles and zeros all outside4 the unit circle ID1 = 1 and
Then l/A(D) specifies a unique minimum-phase noise whitening filter for U k . As we have seen in Section VI, the output Zk of this filter is equivalent to U k in the restricted-delay sense. With the help of (18) and (19), the overall discretetime channel that is made up of the system up until the noise whitening filter is seen to have impulse response g k with
V transform G ( D ) = @(D)DL/I'(D) = DLI'(D-1).5
The resulting model for Zk is shown in Fig. 11 .
The noise component n k of Z k is white and has power NO. Since r ( D ) is a minimum-phase factor, G ( D ) has maximum phase. As we have seen in previous sections, these phase characteristics necessitate comparatively large detection delays 6.
In this respect, Zk and, correspondingly, U k , have undesirable restricted-delay properties. We proceed to show that this has interesting consequences for two well-known receivers.
A. ISI Canceller
The IS1 canceller is a simple restricted-delay receiver that operates on U k and has detection delay 6 = L [13] . It invokes side information from a second receiver in order to cancel precursive Is1 in U k . This second receiver is often a decision feedback equalizer (DFE). The IS1 canceller has been thought to always achieve the matched filter bound [13] , [18] . Simulations, however, have indicated a poorer performance that is governed by the second receiver [24], [4] . This becomes plausible upon recalling that, in the equivalent model of Fig. potential for data x k with a highly specific correlation structure ~5 1 .
B. Viterbi Detector
The The performance of the UngerboeckhlacKechnie VD is bounded by the restricted-delay distance d2(6 + L ) for a receiver operating on the signal Z k of Fig. 11, i. e., on an equivalent channel with maximum phase. We have just seen that this necessitates a relatively large value of S + L in order for d2(6 + L ) to approximate dkin closely. This will normally favor the Fomey VD from a required path register length point of view.
For instance, for the channels of Section IV-D, Table 11 shows that in order to achieve Fomey's bound at vanishing bit-error rates, a detection delay 6 = 11 and a path register length 6 -L = 9 suffice for the Fomey VD. The UngerboecMacKechnie VD would require a total delay S + L of 18 bit intervals, corresponding to a path register length S -L = 14. For channel impulse responses of more realistic memory lengths, this discrepancy between both VD's may become significantly larger.
X. FINAL REMARKS
It is worth noting that the Viterbi detector with sequence feedback, developed independently by Duel and Heegard [7] , Eyuboglu and Qureshi [8] , Bergmans etal. [3] , and Chevillat and Eleftheriou [5] , produces preliminary decisions with a quality that essentially coincides with the restricteddelay bound derived here [3] . Any discrepancy is due to error propagation, which may become serious for small 6, particularly if the channel does not have minimum phase. In other cases, the restricted-delay bound should be essentially achievable, as illustrated in [3] for the channels of Sections
The above results and considerations may be generalized to nonbinary data X k ; results in this context appear, e.g., in [12] and [8] . Encoded data, on the other hand, seem more difficult to deal with. A reason is that the encoder spreads information out in time. Thus, it becomes difficult to pinpoint exactly where information is located temporally, and it is less obvious how detection delay should be defined. For finitestate encoders, the Gordian knot to overcome this ambiguity is to view the cascade of encoder and channel as a single V-C and IV-D.
As noted at the end of Section VII, this is, strictly speaking, only possible except for a pure delay 60 that is needed to ensure realizability of the WMF. We neglect this additional system delay because it does not influence VD complexity.
overall channel. Although the above results carry over to the nonlinear channel thus arising, they are bound to become more complicated, and thereby less meaningful.
XI. APPENDIX
To prove Theorem 2, we assume that the restricted-delay receiver is assisted by a genie, who informs the receiver after making a decision whether it was correct or not. In this way, upon producing z k , the receiver can determine the actually transmitted X k and remove its effect on the outputs (2)), and suppose that the receiver knows that one of them has actually been sent.
After having received the first S + 1 components of Y (D), the receiver has to decide whether 2o is 0 or 1. When the a priori probabilities of both sequences are equal, the best thing for the receiver to do [26, p. 2171 is to check whether X ' ( D ) . The probability that a sequence occurs that does not belong to A is equal to 2 l -4 & ) . Therefore,
0
Remarks: 1) We do not have to use the genies if we are lower-bounding the first-error probability in the case of MLSD. We need our first genie since we do not consider the firsterror probability. The second genie is necessary since we are interested in minimizing the bit-error probability. In the MLSD case, the decoding regions corresponding to the sequences are bounded by hyperplanes. In our situation, however, there is some curved surface that separates the io = 0 region from the 2o = 1 region. The genie information transforms this curved surface into a hyperplane whose location can be determined. Therefore, it is possible to obtain a lower bound.
2) Along the above lines, a variant of Forney's bound [lo] is found upon replacing E& [.] by E" [.] .
3) For a fixed delay 5 and a fixed value of 0 , the restricteddelay bound is not always the best possible bound. For practical values of 0 , the factor 21-w(a) tends to be quite important. In that case, it can be advantageous to choose an error event
E ( D ) which results in a large distance J E 6 [ E ( D ) F ( D ) ] ,
but which also has a smaller Hamming weight. However, for sufficiently small 0, the restricted-delay bound is better again. 
E6[E;(D)F(D)] < E 6 [ E ( D ) F ( D ) ] ,
and this contradicts the fact that &(D) generates d2 (6) . Hence, N must be finite.
Since N + L < S = 03, 2) is a direct consequence of Proposition 1.
C. Proposition 3
Assume With the results of Section VI, one readily generalizes (C.l) to channels with correlated noise.
