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ABSTRACT
Interdependence of Flow and Shape Morphological Dynamics for
Flow-Induced Erosion of Bluff Bodies
by
Michael P. Allard
University of New Hampshire, May, 2019
Flow-induced erosion encompasses all processes in which fluid-solid interactions result in the
removal and transport of material from the solid. The removed material may change its physical
state and/or chemical composition and may be redeposited onto the solid body or advected away
by the fluid and deposited elsewhere. Common to all flow induced erosion processes is that they
involve an eroding surface, and eroding agent, and a fluid flow which delivers the eroding agent to
the eroding surface. Consequently, the study of erosion is difficult as it requires detailed knowledge
of the material, mechanical, and/or thermophysical properties of the eroding surface; the transport
mechanisms that deliver the eroding agent to the eroding surface; and the transport mechanisms
that entrain and advect the eroded material into and within the fluid flow. This difficulty is compounded by the fact that that there is a feedback coupling between the eroding surface and the
fluid dynamics that control the transport mechanisms important to erosion. Specifically, during
erosion, surface morphological changes to the eroding surface will alter the flow field thereby increasing or decreasing the rate at which the eroding agent is delivered to the eroding surface. This
in turn alters the surface morphology. Thus a complex feedback cycle exists between the fluid
and surface dynamics. The study of this feedback cycle has received little attention in the fluid
mechanics community. This relative neglect is understandable due to its non-equilibrium nature,
yet surprising when one considers how much erosion by the action of a flow is an integral part
of major scientific and engineering fields, for example geophysics, environmental, manufacturing,
and aerospace.
The underlying research objective of this dissertation is to better understand the two-way coupling between an eroding body and the surface flux of the eroding agent by evaluating the shape

xvii

dynamics of eroding bluff bodies through the erosion process. The problem is challenging since,
as described above, the surface flux of the eroding agent will vary as the surface morphology of
the eroding body evolves. In order to investigate the complex interdependence between the flow
and surface morphology of an eroding body during flow-induced erosion, physical ablation and
dissolution experiments will be performed and existing numerical datasets will be analyzed to:
(i) re-evaluate existing scaling laws regarding geometric properties (cross-sectional area, wetted
perimeter, and curvature) of bluff bodies undergoing erosion in (a) uniform, unidirectional flow,
(b) in spatially and temporally varying flow, and (c) in convectively driven flow; (ii) identify a
shape parameter of the eroding surface that is well-correlated with local evolutional changes to
the eroding agent surface flux; and (iii) develop a simple feedback erosion model that bypasses
the fluid dynamics and adjusts the local eroding agent surface flux based on the evaluation of the
identified shape parameter. The focus on the erosion of bluff bodies was chosen because, in principle, it is more amenable to the study of the erosion feedback cycle as the evolution of the shape
dynamics and morphological changes to the surface of the eroding bluff body are a direct result of
the, unknown, instantaneous magnitude of the local eroding agent surface flux. Since the evolution
of the local eroding agent surface flux is a direct consequence of the feedback from the eroding
surface on the flow dynamics, an improved understanding of the erosion feedback cycle is possible
by evaluating only the morphological changes to the surface of the eroding bluff body.

xviii

CHAPTER 1
INTRODUCTION

1.1

General Overview of Flow-Induced Erosion

Flow-induced erosion encompasses all processes in which fluid-solid interactions result in the removal and transport of material from the solid [Preece and MacMillian, 1977]. The removed
material may change its physical state and/or chemical composition and may be redeposited onto
the solid body or advected away by the fluid and deposited elsewhere. The loss of material necessarily requires that the fluid-solid interactions produce forces/energetics that are sufficiently large
to break the forces/cohesive bonds that hold the solid together at the fluid-solid boundary. These
forces/cohesive bonds can be strong (requiring relatively high force/energy to break) as in rocks,
or weak (requiring relatively low force/energy to break) as in clay or other packed earthy material [Annandale, 1995]; or, in the case of ablative erosion, the cohesive intermolecular bonds
are related to the thermophysical properties of the solid relevant to a phase change [Schairer and
Heineck, 2007]. For brevity, herein we refer to flow-induced erosion as simply erosion.
It is reasonable to assume that if queried, the typical layperson would associate erosion with
geophysical changes to the Earth’s landscape owing to mechanical forces brought about by the flow
of water, ice, or wind [Toy et al., 2002, Boulton, 1982, Shao, 2008, DiBiase et al., 2010, Plummer,
2010]. Erosion, however, covers a much larger breadth of processes in which fluid-solid interactions result in the removal and transport of material ranging from the smoothing of machined
parts by abrasive sandblasting [Finnie, 1960], to the ablative thermal protection systems (TPS) of
atmospheric reentry vehicles [Palaninathan and Bindu, 2005, Schairer and Heineck, 2007], among
many other complex processes of engineering importance. Despite the apparent practical differences in these erosion processes, common to all erosion processes is that they involve an eroding
1

Figure 1.1: Feedback cycle between the surface and fluid dynamics.

surface, an eroding agent, and a fluid flow which delivers the eroding agent to the eroding surface.
Consequently, the study of erosion is difficult as it requires detailed knowledge of the material,
mechanical, and/or thermophysical properties of the eroding surface; the transport mechanisms
that deliver the eroding agent to the eroding surface; and the transport mechanisms that entrain and
advect the eroded material into and within the fluid flow. This difficulty is compounded by the fact
that there is a feedback coupling between the eroding surface and the fluid dynamics that control
the transport mechanisms important to erosion [Penko et al., 2013]. Specifically, during erosion,
surface morphological changes to the eroding surface will alter the flow field thereby increasing
or decreasing the rate at which the eroding agent is delivered to the eroding surface. This in turn
alters the surface morphology. Thus a complex feedback cycle exists between the fluid and surface
dynamics as depicted in Fig. 1.1. Moreover, this feedback mechanism occurs across many length
and time scales. In this thesis, we study the erosion of closed solid surfaces (i.e., bluff bodies)
when the time scale of the morphological changes to the surface are slow compared to the time
scale of the flow around the eroding body.

1.2
1.2.1

Study of Erosion
Erosion Processes Investigated

Three types of erosion processes are studied in this thesis:

2

1. Ablation is defined as the physical and/or chemical transformation of a solid substance by
convective or radiative heat transfer [Palaninathan and Bindu, 2005, Dubief et al., 2009]. The
physical transformation is a phase change of the solid substance to either a liquid (melting) or
to a vapor (sublimation). The chemical transformation is a change in the molecular construct
of the ablative material by chemical reactions catalyzed by the flux of heat to the solid.
Examples of ablative erosion of material are shown in Fig. 1.2. In this dissertation, we focus
on the physical transformation of a low-temperature ablator, specifically the sublimation of
paradichlorobenzene (p-DCB) in a heated air flow. Ablation is caused by the absorption of

Figure 1.2: (left) Charred ablative thermal protection system (TPS) of the Apollo 12 Yankee Clipper. (middle) An ablated TPS specimen tested in an arc jet facility [Schairer and Heineck, 2007].
The white arrow denotes the flow direction. (right) Ablative erosion of a glacier.

heat by a solid sufficient enough to overcome the strong intermolecular forces within the
solid. The enthalpy of fusion (melting) or the enthalpy of sublimation (i.e., the enthalpy of
fusion + enthalpy of evaporation) is the amount of energy required to be absorbed by the
solid for 1 kilogram of the solid to undergo a phase change at a specified temperature and
pressure. The rate of ablative erosion neglecting any sensible heat change of the ablating
body is given by
k
Ea =
λ



dT
dn̂


,

(1.1)

I

where Ea [kg/m2 s] is the ablative erosion rate, k[W/mK] is the thermal conductivity of the
fluid in contact with the ablating body, λ[J/kg] is the enthalpy of fusion or sublimation, T [K]
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is temperature, n̂ is the outward normal direction at the interface and subscript I denotes that
the gradient is evaluated at the interface. Fluid flow over an ablating surface increases the
temperature gradient at the interface (i.e., it decreases the thickness over which there is a
temperature gradient) and the rate of ablation subsequently increases in the presence of an
external flow.
2. Shear erosion occurs when fluid shear stresses on a solid boundary produce tangential forces
that are sufficiently large to remove and transport material from the solid boundary. Sufficiently large is defined here as a tangential force that is larger than the resistive forces within
the solid. In non-cohesive earthy sediments, the resistive force is relatively weak and related
to the gravitational weight of the sediment particles. For cohesive materials (e.g., rock and
cohesive sediments), the resistive forces are due to intermolecular forces within the material
(e.g., van-der-Walls, electrostatic, chemical bonds) and are relatively strong compared to the
surface grain/molecule gravitational body force. In geology, competence refers to the degree
of resistance of rocks to erosion. Examples of material erosion by shear stresses are shown
in Fig. 1.3. In this dissertation, we focus on the shear erosion of clay bluff bodies in water
flow. Shear induced erosion is generally quantified by the expression [Kandiah, 1974]

Figure 1.3: (left) Wind shear erosion of a flat desert area in Morocco. (middle) Wind shear erosion
of desert dunes in Africa. (right) Wind and water shear erosion of the Sphinx.


Es = Cs

n
τw
− 1 , iff τw > τwc ,
τwc
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(1.2)

where Es [kg/m2 s] is the shear induced erosion rate, Cs [kg/m2 s] is the shear erodibility
parameter, τw = µdu/dn̂ is the wall shear stress with µ the dynamic viscosity of the fluid
in contact with the solid, u the velocity component tangent to the interface, n̂ the outward
normal of the surface, τwc is the critical (threshold) wall shear stress, and n is a power law
exponent. The power law exponent is generally assumed to be unity, although other values
have been used. In this formulation, both the erodibility parameter Cs and the critical wall
shear stress τwc are empirically determined material parameters that are taken as constants.
3. Dissolution refers to the processes of dissolving a solid solute into solution. The process
depends on the solubility of the solute in the solvent. A large number of geomorphological
features such as caves and landscapes were formed by the dissolution of limestone. Examples of material erosion by dissolution are shown in Fig. 1.4. In this dissertation, we focus
on the dissolution of submerged hard candy in water. The dissolution rate of the solid de-

Figure 1.4: (left) Senbutsu Cave in Fukuoka Japan formed by the dissolution of limestone. (middle)
Dissolution patterns from rainwater runoff on limestone. (right) Dissolution of a medicine tablet
in water.

pends on the mass concentration gradient of the solute at the solute-solution interface and
the solutal diffusivity in the solvent and can be expressed by

Ed = αA

dρA
dn̂


,

(1.3)

I

where Ed [kg/m2 s] is the dissolution erosion rate, αA [m2 /s] is the solutal diffusivity in the
solvent, ρA [kg/m3 ] is the mass concentration of the solute, and n̂ is the direction normal
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to the interface and the subscript I denotes that the gradient is evaluated at the interface.
Similar to ablation, fluid flow over the solutal surface increases the concentration gradient
at the interface, and, consequently, the rate of dissolution increases in the presence of an
external flow. However, even in the absence of an external fluid flow (i.e., in a quiescent
fluid), solutal convection can generate a fluid flow that increases the rate of dissolution. The
convective flow forms quite naturally since fluid with a higher concentration of solute is
typically at a different density from the far-field fluid [Wykes et al., 2018].
1.2.2

Problem of Erosion

In general, the problem of erosion can be divided into two categories: (1) for a given erodible
surface and an eroding agent, determine the limiting value of the surface flux of the eroding agent
(quantified as a threshold wall shear stress, wall heat flux, or wall mass flux or other suitable
threshold parameter) just sufficient enough to initiate detectable erosion, (2) once the threshold
for erosion is exceeded, determine the rate of material loss [Thiruvengadam, 1967]. The study
of the category (2) problem necessarily requires understanding the feedback coupling between
the eroding surface and the fluid dynamics that underlie the transport mechanisms important to
erosion. For the cases to be studied in this dissertation, the onset threshold for erosion has been
exceeded and the objective is to study and understand the erosion process (i.e., the category type
(2) problem).
1.2.3

Feedback Problem

The rate of mass loss due to erosion can be written as
dms
= ρs uI As ,
dt

(1.4)

where ms is the mass of the solid, t is time, ρs is the mass density of the solid at the fluid-solid
interface, uI is the average normal recession velocity of the fluid-solid interface and As is the
surface area of the fluid-solid interface. The average recession velocity can be expressed as
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Z
uI ∝

(j · n̂)dAs ,

(1.5)

where ∝ denotes proportional to and (j · n̂) is the surface flux of the eroding agent with n̂ the
outward normal of dAs . It follows that the fluid-solid interactions responsible for erosion are
quantified by the surface flux of the eroding agent on the fluid-solid boundary. The eroding agent
can either be heat (ablation), momentum (shear erosion), or species concentration (dissolution). In
general j(s, t), where s denotes a point on the fluid-solid interface and t denotes time. It follows
that the feedback between the surface and fluid dynamics is captured by the time dependence of
the surface flux of the eroding agent.

1.3

Scope of Dissertation - Research Objective

The underlying research objective of this dissertation is to better understand the coupling between
an eroding body and the surface flux of the eroding agent by evaluating the shape dynamics through
the erosion process. The problem is challenging since, as described above, the surface flux of
the eroding agent will vary as the surface morphology of the eroding body evolves. In order to
investigate the complex interdependence between the flow and surface morphology of an eroding
body during flow-induced erosion, physical ablation and dissolution experiments will be performed
and existing numerical datasets will be analyzed to:
1. Re-evaluate existing scaling laws regarding the temporal evolution of the bluff body’s crosssectional area undergoing erosion in (a) uniform, unidirectional flow, (b) in spatially and
temporally varying flow, and (c) in convectively driven flow.
2. Identify a shape parameter that is well-correlated with local evolutional changes to the eroding agent surface flux.
3. Develop a simple feedback erosion model to adjust the local eroding agent flux based on
the identified shape parameter from (2). The basis is that shape dynamics can be used to
bypass the fluid dynamics in the erosion feedback cycle. The expectation is that, given an
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initial eroding agent surface flux distribution, the model should capture the local and holistic
morphological shape dynamics of the eroding body with reasonable accuracy.

1.4

Motivation

Flow-induced erosion affects multi-billion dollar investments ranging from coastal real estate to
space vehicles. Consequently, erosion control strategies are a critical element of the design and
maintenance of these investments. Often, the control strategies themselves represent a significant
investment. For example, in 1974 the estimated maintenance cost per launch to maintain the TPS
that protected the space shuttle from the erosive effects of aerothermodynamics phenomena during
atmospheric reentry was $121 million dollars [Haas, 1972]. The actual cost was likely much higher
since the actual launch cost per shuttle flight was grossly underestimated by the analysis presented
in this reference. Similarly, erosion control costs are substantial as they relate to the protection
and maintenance of coastlines [O’Donnell, 2010], among other erosion prevention and control
measures.
The study of the two-way interactions between an eroding flow and an eroded surface has received little attention in the fluid mechanics community. This relative neglect is understandable
due to its non-equilibrium nature, yet surprising when one considers how much erosion by the action of a flow is an integral part of major scientific and engineering fields, for example geophysics,
environmental, manufacturing, and aerospace. The majority of the numerical models of erosion
are based on RANS approaches in engineering, [Mazur et al., 2004, Atkinson et al., 2007, Habib
et al., 2007] and geophysics [Zhao, 2006], or low-order modeling found in sand erosion [Pelletier,
2009], or soil erosion [Bonelli and Brivois, 2008, Wainwright et al., 2008]. These methods are
mostly used to predict the onset of erosion (category (1) problem, see above) as they can not take
into account the non-equilibrium regime arising from the feedback loop between the fluid and surface dynamics. However, the derivation of models informed by data is hindered by the limited
number of experimental and numerical studies.
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1.4.1

Broader Impacts

This study will contribute to the scientific knowledge of flow over temporally and spatially
evolving eroding bluff bodies (i.e. non-equilibrium flow dynamics). The proposed work will advance the knowledge of the dominant physical processes that occur during flow induced erosion
of bluff bodies when there is a large time scale separation between the flow dynamics and the surface evolution. Specifically the work will contribute to the understanding of coupled (weak versus
strong) interactions between a flow and a changing surface based on the underlying physics of
the erosion process and inform the development of improved erosion models. Improved erosion
models will provide the ability for researchers/engineers to formulate improved preventative measures to mitigate the damage resulting from erosion or enhance erosion for better thermal and fire
protection. Finally, the newly constructed facility, Non-Equilibrium and Thermal Boundary Layer
(NEAT-BL) wind tunnel used for these studies (where I contributed significant efforts to getting
the facility operational) provides the opportunity to study a variety of thermal flows.

1.5

Approach

The analyses pertaining to the three major tasks of this research (see above) employ data from
existing datasets and new data acquired as part of this dissertation research. The existing and new
datasets are summarized in Table 1.1. The experimental studies include:
1. Ablation of an initially cylindrical bluff body for two different approaching outer flow conditions:
i. unidirectional and uniform (i.e. the bluff body is suspended in the free stream) and
ii. spatially and temporally varying (i.e. the bluff body is immersed within a turbulent
boundary layer).
The latter outer flow condition more closely resembles what would occur in nature, such as
flow over a glacier within the atmospheric boundary layer or flow along a river bed. Additionally, the spatially and temporally varying approach velocity when the the bluff body
9
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Physical

Numerical

Crocker 2015 [DNS]f

i

Hewett and Sellier 2017 [DDES]e,h

Moore et al. 2013 [FST, VKP, θ-L]d

Allard

Ristroph et al. 2012

Dataset

Heat Flux

Shear Force

Dissolution

Heat Flux

Shear Force

Eroding Agent

UU

–

STV

UU

UU or STVa

Approach Flow

Table 1.1: Datasets used for analysis

200

27450

27450

27450

g

140

8265

7115

4356

g

–

3462

4536
–

2350

3393

4529
2974

2431

10137

ReD,f c

3017

27450

ReD,o b

Reynolds Number

b

Unidirectional and Uniform (UU) or Spatially and Temporally Varying (STV)
Initial Reynolds number where the characteristic length scale is based on the initial diameter
c
Final Reynolds number where the characteristic length scale is based on average of transverse and streamwise length
d
Free-stream theory (FST) for outer flow; von Karman-Pohlhaussen (VKP) method for inner flow; tangent angle-arc length
(θ-L) for boundary evolution
e
Delay detached eddy simulation (DDES) turbulence model with LES and SST k-ω RANS model
f
Direct numerical simulation (DNS)
g
The authors used a characteristic time scale such that there was no need to specify a Re, rather the simulation applies to the
asymptotic regime Re  1 and recession velocity much less than the freestream velocity
h
Assumed zero wall-shear stress beyond separation point
i
Simulation of a sparse lattice of cylinders

a

Experiments

Simulations

is immersed within a turbulent boundary layer will provide new insights to the influence of
the outer flow condition, which currently has received only limited investigation. The unidirectional, uniform approaching outer flow experiments parallel the experimental studies
of Ristroph et al. [2012] and Huang et al. [2015] the computational fluid dynamics (CFD)
results from Moore et al. [2013] and Hewett and Sellier [2017] and the direct numerical simulation (DNS) results from Crocker [2015]. These studies investigated morphological shape
dynamics of eroding bodies due to fluid shear force (Ristroph, Moore, Hewett), dissolution
(Huang), and ablation (Crocker). Collectively, these studies provide a means to compare
various eroding agents. However there is currently a need for more extensive experimental data sets, particularly for ablation, to further explore the parameter space that influences
ablation (Reynolds number, magnitude and distribution of the eroding agent flux, approach
flow conditions, etc.) as there is limited experimental data to validate computational models
of ablation.
2. Dissolution of a solute in a convectively driven flow. In these experiments, a spherical hard
candy is dissolved in an initially quiescent fluid. A convective flow is rapidly generated
owing to the density difference of the concentrated solution near the interface and the surrounding fluid. The objective of these experiments is to investigate the shape dynamics and
geometrical scaling for a different initial body shape (spherical compared to cylindrical) and
in a different flow (buoyantly driven compared to an external cross flow). These experiments
are similar to the experiments performed by Wykes et al. [2018].
1.5.1

Flow-induced Erosion of Cylindrical Bluff Bodies

The focus on flow-induced erosion of (initially) cylindrical bluff bodies was chosen because,
in principle, the erosion process is two-dimensional provided the approach flow is statistically
uniform along the cylinder length. Additionally, there is a large body of work regarding the flow
around rigid cylinders. Of particular interest from these studies is the local surface shear stress and
heat flux distributions around the cylinder as these profiles correspond to the flux of the eroding
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agent at the onset of erosion. Additionally, these studies provide data regarding the location of flow
separation and wake dynamics (e.g vortex formation length and Strouhal number) as a function
of Reynolds number. This information provides useful insights for development of the feedback
erosion model since the model requires as an input the initial eroding agent surface flux distribution
around the eroding body. Moreover, information regarding the wake dynamics provides insight as
to how the flux of the eroding agent may evolve as the shape evolves. Similar but less extensive
information is known for other shapes such as triangles, squares, trapezoids, and cones such that
the knowledge gained from studying the erosion of cylindrical bluff bodies can be extended to
other bluff body shapes.

1.6

Organization of the Dissertation

The work of this dissertation can be divided into two primary approaches: experimental and analytical. A brief description of these separate but complementary efforts is provided below, followed
by an outline of the dissertation Chapters.
The experiments were designed to evaluate the shape dynamics of an ablating paradichlorobenzene (p-DCB) cylinder in a heated air flow. To the author’s knowledge, there are no studies that
investigated the shape dynamics of an ablating body. For these efforts, we have developed the
UNH NEAT-BL wind tunnel. The facility has been purposefully designed to investigate thermal
flows. A freestream heater and feedback system are used to set and maintain the freestream temperature. In addition, we evaluated the dissolution of a hard candy in initially quiescent water at
room temperature. The primary measurements in both experiments were imaging of the eroding
body through the erosion process. The analytical work involves (1) quantifying geometrical selfsimilarity of eroding bodies and (2) developing a simple feedback erosion model to adjust the local
eroding agent flux based on the evolution of a shape parameter.
The dissertation is organized into the following chapters:
• Chapter 2: Governing Equations
The governing equations describing ablation, shear erosion, and dissolution are described in
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this chapter. The primary variable of interest is the interface velocity expressed as a function
of the surface flux of the eroding agent.
• Chapter 3: Shape Dynamics
The equations governing the temporal evolution of the shape dynamics of an eroding body
is described in the first part of this chapter. The surface flux of the eroding agent around a
cylinder is described in the second part of this chapter.
• Chapter 4: Thermal Flow Facility, Ablating Body, and Dissolving Body
The details of the ablation and dissolution experiments are explained and the NEAT-BL
facility is described in this chapter.
• Chapter 5: Data Processing
The experimental results and the interpretation of these results are described in this chapter.
• Chapter 6: Similarity and Scaling Laws
In this chapter, the formulation of a recently developed scaling law of shape dynamics of
eroding bodies is first described. It is then shown that this scaling law is not without uncertainty. Lastly, an analysis to quantify the existence of geometrical scaling of eroding bodies
is performed.
• Chapter 7: Simple Erosive Feedback Model
A simple feedback erosion model to adjust the local eroding agent flux based on the evolution
of a shape parameter is described and validated in this chapter.
• Chapter 8: Conclusions
The significant results of the current study are summarized and the conclusions based on
these results are described.
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CHAPTER 2
GOVERNING EQUATIONS

2.1

Momentum Transport and Mass Conservation

The governing equations for the flow of an incompressible, Newtonian fluid are the continuity
equation
∇ · u = 0,

(2.1)

and the Navier-Stokes equation

ρ



∂u
+ u · ∇u
∂t

= ρg − ∇P + µ∇2 u + S.

In Eqs. (2.1) and (2.2) bold terms are vectors, where ∇ =

∂
∂
∂
î + ∂y
ĵ + ∂z
k̂
∂x

(2.2)

is the gradient operator,

u = uî + v ĵ + wk̂ is the velocity vector, where ˆ· denotes a unit vector, ρ is the fluid density,
t is time, g is gravity, P is pressure, µ is the dynamic viscosity, and S is a source term. The
continuity equation conserves mass globally and the Navier-Stokes equation transports momentum
via convection and diffusion.

2.2

Scalar Transport

Temperature and concentration are transported as a passive scalar in the flow governed by the
so-called advection diffusion equation
∂ξ
+ ∇ · (uξ) = ∇ · (αf ∇ξ) + Sξ ,
∂t
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(2.3)

where ξ is the scalar variable, α is the scalar diffusivity, the subscript f denotes the the fluid
medium, and Sξ is the scalar source term. Scalar transport in the solid medium is governed by
∂ξ
= ∇ · (αs ∇ξ) ,
∂t

(2.4)

where the subscript s denotes the solid medium.

2.3
2.3.1

Interfacial Velocity Boundary Conditions
Kinematic Boundary Condition

The kinematic condition enforces that the overall mass flux across an interface, Γ, is continuous. Recall that the mass flux,

dm
,
dt

through an interface is
dm
= ρu · n̂,
dt

(2.5)

where n̂ is a unit vector normal to the interface. If the interface is moving with velocity uI then
the mass flux through the interface is
dm
= ρ(u − uI ) · n̂.
dt

(2.6)

For mass to be conserved across an interface then

ρ1 (u1 − uI ) · n̂ = ρ2 (u2 − uI ) · n̂

at Γ

(2.7)

where the subscripts 1 and 2 denote the material and its phase on each side of the interface. In the
erosion systems considered in this work, the material on one side of the interface will always be a
fluid (material 1) and denoted with subscript f while the material on the other side of the interface
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(material 2) will always be a solid and denoted with subscript s. Then, when the convective velocity
in the solid is us = 0, Eq. (2.7) reduces to


ρs
uf · n̂ = 1 −
uI · n̂
ρf

at Γ.

(2.8)

It follows that in the case of an eroding solid body where uI · n̂ < 0 (i.e., the interface is receding)
and ρs > ρf , the fluid phase must flow away from the interface with a velocity given by Eq. (2.8).
2.3.2

Dynamic Boundary Condition

The dynamic boundary condition specifies a relationship between the tangential components of
velocity at the interface. Unlike the kinematic boundary condition, it is not based on a conservation
law but based on the assumption that the tangential velocity is continuous across the interface,
termed the no-slip condition

u1 − (u1 · n̂) n̂ = u2 − (u2 · n̂) n̂

at Γ.

(2.9)

If material 2 is a solid, then if the solid boundary is stationary us = 0 and

uf − (uf · n̂) n̂ = 0

at Γ.

(2.10)

Alternatively, if the solid boundary is moving at a known velocity us = uI

uf − (uf · n̂) n̂ = uI − (uI · n̂) n̂

2.4

at Γ.

(2.11)

Interfacial Scalar Boundary Conditions

The interface is assumed to be in equilibrium (valid even for a phase change) such that

ξ1 = ξ2
16

at Γ,

(2.12)

and the balance of scalar fluxes, j, across the interface is

j1 · n̂ = j2 · n̂

2.4.1

at Γ.

(2.13)

Heat Flux

The heat flux, q00 takes the form
j = q00 = −k(∇T · n̂) + [ρ(u − uI ) · n̂]H,

where k =

α
ρcp

(2.14)

is the thermal conductivity, T is temperature, cp is the specific heat and H is the

enthalpy. The last term on the RHS of Eq. (2.14) represents the convective heat flux across the
interface. Substituting Eq. (2.14) into Eq. (2.13) yields the heat flux balance across the interface.

−k1 (∇T1 · n̂) + [ρ1 (u1 − uI ) · n̂]H1 = −k2 (∇T2 · n̂) + [ρ2 (u2 − uI ) · n̂]H2

(2.15)

Next, using the kinematic boundary condition, Eq. (2.7), the above equation reduces to

−k1 (∇T1 · n̂) + k2 (∇T2 · n̂) = [ρ2 (u2 − uI ) · n̂](H2 − H1 )

at Γ.

(2.16)

The RHS of Eq. (2.16) accounts for the change in enthalpy associated with a phase change given
as the latent heat λ. Since in the solid (material 2) the convective velocity us = 0, the equation
reduces to
−kf (∇Tf · n̂) + ks (∇Ts · n̂) = [(−ρs uI ) · n̂]λ

at Γ,

(2.17)

where the latent heat λ = Hs − Hf . Note that in the absence of a phase change the RHS=0 and the
balance of the scalar heat flux takes the familiar form

k1 ∇T1 · n̂ = k2 ∇T2 · n̂

at Γ.

(2.18)

Importantly, Eq. (2.17) provides an expression for the normal velocity of the interface known as
the Stefan condition. Since the interface during a phase change moves only normal to the surface,
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by choosing a coordinate system attached to the solid surface, an expression for the velocity of the
interface is given by


∂Ts
∂Tf
1
ks
− kf
uI =
ρs λ
∂n̂
∂n̂

if TI > Tpc

(2.19)

where Tpc corresponds to the phase change (melt, solidification, or sublimation) temperature of the
solid for the thermodynamic conditions at the interface. Neglecting, heat transfer within the solid
(here it is assumed that the entire solid is at fixed temperature Tpc , which is a typical assumption
since the latent heat is much greater than the the sensible heat and typically ks  kf ), then


1
∂Tf
uI =
−kf
ρs λ
∂n̂
Next, defining the wall heat flux qw00 = kf

uI =

∂Tf
∂n̂

if TI > Tpc

(2.20)

I

−qw00
= C1 qw00 ,
ρs λ

if TI > Tpc

(2.21)

where C1 = −1/(ρs λ). Effectively, the velocity at a point on the interface is proportional to the local wall heat flux and inversely proportional to the solid density and the latent heat. Consequently,
the local wall heat flux, qw00 can be determined by measuring uI which illustrates the principle of the
so-called naphthalene sublimation technique used to measure wall heat flux [Goldstein and Cho,
1995].
2.4.2

Scalar Concentration Flux

Similarly to the scalar heat flux, the mass flux of component A, ηA , across the interface takes
the form
j = ηA = ρ(αA ∇ωA · n̂) + ρA (u − uI ) · n̂

(2.22)

where αA is the diffusion coefficient of species A, ωA is the mass fraction of component A and ρA
is the mass concentration of component A. The balance of mass flux across the interface is given
by
18

ρ1 (αA,1 ∇ωA,1 · n̂) + ρA,1 (u1 − uI ) · n̂ = ρ2 (αA,2 ∇ωA,2 · n̂) + ρA,2 (u2 − uI ) · n̂

(2.23)

Next, using the kinematic boundary condition, Eq. (2.7) the above equation reduces to



ρ2
(u2 − uI ) · n̂
ρ1 (αA,1 ∇ωA,1 · n̂) − ρ2 (αA,2 ∇ωA,2 · n̂) = ρA,2 − ρA,1
ρ1

(2.24)

Since in the solid (material 2) the convective velocity us = 0, the equation reduces to


ρf (αA,f ∇ωA,f


ρs
· n̂) − ρs (αA,s ∇ωA,s · n̂) = ρA,s − ρA,f
(−uI ) · n̂
ρf

(2.25)

If the interface is stationary (i.e., uI = 0) then the concentration balances reduces to the familiar
form
ρ1 (αA,1 ∇ωA,1 · n̂) = ρ2 (αA,2 ∇ωA,2 · n̂)

(2.26)

Similar to the Stefan condition, Eq. (2.25) can be used to obtain an expression for the interface
velocity given by

∂ωA,s
∂ωA,f
− ρf αA,f
uI =
ρs αA,s
.
ρA,s − ρA,f (ρs /ρf )
∂n̂
∂n̂
1



(2.27)

For erosion by a phase change (e.g., thermal ablation), the two phases are assumed to be in equilibrium at the interface. Then, considered as a quasi-static process, mass transfer moves the interface
away from equilibrium and heat transfer melts/sublimates a portion of the solid as to reestablish
equilibrium. It follows that ablation can be analyzed as either a heat or mass transfer problem (i.e.
the so-called heat/mass transfer analogy). It is evident, by comparing Eq. (2.19) to Eq. (2.27), that
evaluating the interface velocity by heat transfer is simpler than by mass transfer. For erosion by
dissolution, the interface velocity (or inversely the species concentration gradient at the interface)
can be evaluated by Eq. (2.27). If the solid solute (material 2) is a homogeneous material either
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consisting entirely of species A or there is no differential diffusion between species within the
solute then

∂ωA,s
∂n̂

= 0 and Eq. (2.27) reduces to


ρ2f
∂ωA,f
−αA,f
.
uI =
ρf ρA,s − ρs ρA,f
∂n̂

Next, defining the wall concentration flux ηw = αA,f

∂ωA,f
∂n̂

(2.28)

I


−ρ2f
ηw = C2 ηw
uI =
ρf ρA,s − ρs ρA,f


where C2 =

−ρ2f
.
ρf ρA,s −ρs ρA,f

(2.29)

Effectively, similar to Eq. (2.21), the recession velocity at a point on the

interface is proportional to the surface flux at the interface.

2.5

Note on Shear Erosion

The interface velocity for erosion by a phase change or by dissolution was shown above to be
proportional to the local surface flux of the eroding agent as given by Eq. (2.21) to Eq. (2.29),
respectively. These relations were derived from conservation of energy and conservation of mass.
For shear induced erosion, there is no conservation law for which to derive the interface velocity
as a function of the surface flux. Instead, based on empirical observation, the interface velocity is
given by

uI = C3

n
τw
−1 ,
τwc

(2.30)

where C3 = Cs /ρs is a material constant known as the shear erodibility parameter, τw is the wall
shear stress, τwc is the critical wall shear stress after which erosion occurs, and n is an exponent
typically assumed to be unity [Kandiah, 1974]. Note that, in principle, the interface velocity in
shear erosion can be measured directly by measuring the mass flux across the interface [Paola and
Voller, 2005].
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CHAPTER 3
SHAPE DYNAMICS

3.1

Erosion of Initially Cylindrical Bluff Bodies in an External Cross Flow

The focus on the erosion of (initially) cylindrical bluff bodies in crossflow was chosen because,
in principle, the erosion process is two-dimensional provided the approach flow is statistically
uniform along the cylinder length. A schematic of the system is shown in Fig. 3.1 where the approach flow upstream of the cylinder is steady, uniform, and isothermal. Although this is one of
the simplest systems to study erosion, it captures many of the dynamics important to all erosion
processes, namely the evolution of the coupled feedback between the surface and fluid dynamics
as the body erodes [Ristroph et al., 2012, Moore et al., 2013]. Additionally, there is a large body
of work regarding the flow around rigid cylinders. Of particular interest from these studies is the
quantification of the local surface shear stress [Achenbach, 1968, Son and Hanratty, 1969] and
heat flux distributions [Eckert and Livingood, 1953, Kim, 1987, Karniadakis, 1988] around the
cylinder as these profiles correspond to the flux of the eroding agent at the onset of erosion. Additionally, these studies provide data regarding the location of flow separation and wake dynamics
(e.g vortex formation length and Strouhal number) as a function of Reynolds number [Williamson,
1996]. This information provides useful insights for development of the feedback erosion model,
to be described in Chapter 7, since the model requires as an input the initial eroding agent surface
flux distribution around the eroding body. Moreover, information regarding the wake dynamics
provides insight as to how the flux of the eroding agent may evolve as the shape evolves. Similar
but less extensive information is known for other shapes such as triangles, squares, trapezoids, and
cones such that the knowledge gained from studying the erosion of cylindrical bluff bodies can be
extended to other bluff body shapes.
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Due to the no-slip boundary condition at the fluid-solid interface, a momentum boundary layer
will develop on the solid surface of the eroding bluff body starting from the front stagnation point.
Under most practical scenarios, the flow will separate from the surface at some point downstream
of the stagnation point and a wake will form behind the bluff body. If the temperature of the bluff
body is different from the upstream fluid temperature, a thermal boundary layer will grow as well.
The size of the thermal boundary layer relative to the momentum boundary layer will depend on
the Prandtl number, P r = ν/α, where ν and α are the kinematic viscosity and thermal diffusivity
of the fluid, respectively. The erosion process begins with the removal of a solid particle/molecule
from the solid surface provided that the fluid-solid interactions produce forces/energetics that are
sufficiently large to break the cohesive bonds that hold the solid together at the fluid-solid boundary.
The fate of the removed particle/molecule depends on the specific erosion process: in dissolution,
the removed solute particle dissolves into solution with the solvent; in shear erosion, the removed
solid particle can be entrained and suspended into the fluid or interact dynamically both with the
fluid and the surface (e.g., traction, saltation, redeposition); in ablation, the removed molecule
changes its state corresponding to the phase change. It follows that in the case of dissolution and
ablation, a gradient of species concentration results in the growth of a concentration boundary
layer. The size of the concentration boundary layer relative to the momentum boundary layer will
depend on the Schmidt number, Sc = ν/D, where D is the mass diffusivity of the fluid. It follows
that the size of the thermal boundary layer relative to the concentration boundary layer will depend
on the Lewis number, Le = P r/Sc. In shear erosion, the fluid within the boundary layer will
consist of both a dispersed solid phase and a continuous fluid phase. Importantly, the boundary
layer dynamics controls the rate at which the eroding rate is transported to the solid surface.

3.2

Dissolution of a Solute in a Convectively Driven Flow

When an initially spherical bluff body is dissolved in an initially quiescent fluid, a convective flow
is rapidly generated owing to the density difference of the concentrated solution near the interface
and the surrounding fluid. The objective of these experiments is to investigate the shape dynamics
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Figure 3.1: Schematic of a bluff body in an external cross flow.

and geometrical scaling for a different initial body shape (spherical compared to cylindrical) and
in a different flow (buoyantly driven compared to an external cross flow). These experiments are
similar to the experiments performed by Wykes et al. [2018]. A schematic of the dissolving system
is shown in Fig. 3.2.

Figure 3.2: Schematic of a bluff body in a buoyancy driven flow.
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3.3

Time Rate Change of the Eroding Solid Body

Determining the rate of material loss from an eroding body is fundamental to the study of erosion
(category 2 problem, see Introduction). In this section, we derive expressions needed to evaluate
the global geometrical changes to an eroding body and the rate at which the eroding body losses
mass.
3.3.1

Time Rate Change of Solid Cross-sectional Area in a Plane

If Ac is an area enclosed by an evolving curve (here the evolving curve is the solid/fluid interface) shown in Fig. 3.3, the area transport theorem [Gurtin, 1993] shows that the time rate change
of the bounded area, Ac is
dAc
=
dt

I
uI (s)ds,

(3.1)

s(t)

where t is time, s(t) is the arc length along the bounding curve, and uI is the normal velocity of
the interface. Alternatively, Eq. (3.1) can be written as
dAc
= Pwet uI ,
dt

(3.2)

where Pwet is the “wetted" perimeter of the interface and uI is the average normal velocity of the
interface along Pwet given by
uI =

I

1
Pwet

uI (s)ds.

Figure 3.3: Cross-sectional area of enclosed region.
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(3.3)

3.3.2

Time Rate Change of Arbitrary Solid Volume

– s , for an arbitrary shape at time t, as shown in Fig. 3.4a, can be written as,
The solid volume, V

– s (t) =
V

Z

b(t)

Z

b(t)

Ac (t, `) · d` =
a(t)

Ac (t, `)d`,

(3.4)

a(t)

where Ac is a cross-section of the body at an arbitrary plane with an outward normal parallel to
` with a(t) and b(t) the “extreme edges” of the solid body along `. The characteristic length of
the solid body along ` is then |b(t) − a(t)|. The time rate change of the solid volume can then be

Figure 3.4: The (a) time rate of change of bluff body and (b) cross-sectional area plane with outward
normal parallel, n, to direction `

written as,
–s
d
dV
=
dt
dt

Z

b(t)

Ac d`.

(3.5)

a(t)

Applying Leibniz’s rule yields,
–s
dV
db(t)
da(t)
= Ac (t, b(t))
− Ac (t, a(t))
+
dt
dt
dt

Z

b(t)

a(t)

∂Ac (t, `)
d`.
∂t

(3.6)

Using the definition of the total derivative, the time rate change of Ac can be written as,
dAc (t, `)
∂Ac dt ∂Ac d`
∂Ac
∂Ac
=
+
=
+ u`
,
dt
∂t dt
∂` dt
∂t
∂`
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(3.7)

where u` =

d`
.
dt

Inserting Eq. (3.7) into Eq. (3.6) yields,

–s
dV
db(t)
da(t)
= Ac (t, b(t))
− Ac (t, a(t))
+
dt
dt
dt

Z

b(t)

a(t)

dAc
d` −
dt

Z

b(t)

u`
a(t)

∂Ac
d`.
∂`

(3.8)

If the plane Ac is not moving in the direction ` then u` = 0 and Eq. (3.8) yields
–s
dV
db(t)
da(t)
= Ac (t, b(t))
− Ac (t, a(t))
+
dt
dt
dt

Z

b(t)

a(t)

dAc
d`.
dt

(3.9)

If the “extreme edges” are kept fixed, i.e. a(t) = a and b(t) = b, which holds for an eroding
circular cylinder in a 2-D flow field with ` aligned with the axis of the cylinder, then
–s
dV
=
dt

b

Z
a

dAc
d`,
dt

(3.10)

or if the cross-sectional area at the “extreme edges" come to a point, i.e. Ac (t, a(t)) = 0 and
Ac (t, b(t)) = 0 (which could be the case for a spherical bluff body), then
–s
dV
=
dt

Z

b(t)

a(t)

dAc
d`.
dt

(3.11)

Eq. (3.2) can be substituted into the integrand on the RHS of Eq. (3.10) and Eq. (3.11) where, in
general, Pwet = Pwet (t, `) and uI = uI (t, `). However, if Pwet and uI are not functions of `, which
would be be a good approximation in an eroding cylinder when the boundary layer flow around the
cylinder is two-dimensional and statistically steady and the cross-sectional area remains constant
along `, then Eq. (3.10) simplifies to,
–s
dV
= Pwet uI
dt
3.3.3

Z

b

d` = |b − a|Pwet uI = |b − a|
a

dAc
.
dt

(3.12)

Time Rate Change of Axisymmetric Solid Volume

For cases where the cross-sectional area along an outward normal does not remain constant, e.g.
an eroding sphere, multiple planes would need to be captured to estimate the volume according to
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Eq. (3.9). However, if changes to the solid volume remains axisymmetry then the time rate change
of solid volume can be estimated using the second theorem of Pappus [Kern and Bland, 1938].
The second theorem of Pappus states that revolving an arbitrary enclosed planar region about an
external axis generates a solid of revolution whose volume is equal to the product of the crosssectional area of the enclosed region and the distance traveled by the geometric centroid of the
enclosed region (see Fig. 3.5),
– s = Ac d,
V
where d = kxc · n̂k

R

(3.13)

φdφ is the distance traveled by the geometric centroid, kxc · n̂k is the

perpendicular distance from the axis of revolution to the centroid, and φ is the angle of rotation
about the axis of revolution. If the planar region is rotated completely around then Eq. (3.13)
yields,
– s = 2πx̄Ac .
V

(3.14)

– s created from rotating the area
Figure 3.5: The second theorem of Pappus relates the volume of a solid V
of a region Ac about an external axis to the distance the centroid travels.

Taking the derivative of Eq. (3.14) with respect to time, yields the time rate change of the solid
volume,
–s
dV
d (2πAc x̄)
=
,
dt
dt
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(3.15)

or using the chain rule


–s
dV
dAc
dx̄
= 2π x̄
+ Ac
.
dt
dt
dt

(3.16)

Furthermore, Eq. (3.2) can be substituted into the integrand of the first term on the RHS of
Eq. (3.16) yielding,


–s
dV
dx̄
= 2π x̄Pwet uI + Ac
.
dt
dt
3.3.4

(3.17)

Time Rate Change of Solid Mass

Eq. (3.9) or (3.16) can be used to determine the time rate of change of the eroding bluff body
mass, ms , such that
–s
– s)
d(ρs V
dV
dρ
dms
–s s
=
= ρs
+V
dt
dt
dt
dt

(3.18)

If ρs does not change with time then Eq. (3.18) simplifies to
–s
dms
dV
= ρs
.
dt
dt

(3.19)

For the time rate change of an arbitrary solid volume described in Section 3.3.2, Eq. (3.19) yields,
dms
= ρs
dt

db(t)
da(t)
Ac (t, b(t))
− Ac (t, a(t))
+
dt
dt

Z

b(t)

a(t)

!
dAc
d` .
dt

(3.20)

For a cylindrical bluff body whose cross-sectional area is not a function of `, Eq. (3.20) simplifies
to,
dms
dAc
= ρs |b − a|
.
dt
dt

(3.21)

Furthermore, for the time rate change of an axis-symmetric volume described in Section 3.3.3,
Eq. (3.19) yields,


dms
dAc
dx̄
= 2πρs x̄
+ Ac
.
dt
dt
dt
It follows that

dAc
dd

(3.22)

is a primary measurement parameter to investigate and quantify the erosion of

a bluff body in an external cross flow or buoyancy driven flow.
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3.4

Evaluation of Recession Velocity of an Eroding Interface

The discussion above demonstrated that the time rate change of the area, volume, and mass of an
eroding body depends on the recession velocity of the interface (recall Eq. (3.2)). In general, the
recession velocity uI = uI (t, s, `). The difficulty is that, due to the non-linear coupling between
the fluid and surface dynamics, the interface velocity depends implicitly on the surface morphology along s, which varies as the body erodes. This again demonstrates the difficulty of studying
erosion.
As shown in Chapter 2, the interface velocity for ablation, dissolution, and shear-driven erosion
is proportional to the surface flux of the eroding agent as given by Eqs. (2.21), (2.29), and (2.30),
respectively. As such, strategies to mitigate (enhance) erosion focus on minimizing (maximizing)
surface fluxes of the eroding agent. It follows that the key to predicting the surface dynamics
of an eroding body is to know the evolution of the surface flux of the eroding agent. Since it is
often best to work with dimensionless numbers, the dimensionless form of the local surface flux of
the eroding agent for the three erosion processes investigated in this thesis are provided here: the
Nusselt number is
Nu =

qw00 d
= f1 (Red , P r, s, t),
(Ts − T∞ )kf

(3.23)

where Ts is the surface temperature, T∞ is the freestream temperature, kf is the fluid thermal conductivity, and Red = U∞ d/ν is the Reynolds number based on cylinder diameter d and freestream
velocity U∞ ; the Sherwood number is

Sh =

ηw d
= f2 (Red , Sc, s, t),
(ωA,f |∞ − ωA,f |I )αA,f

(3.24)

where ωA,f |∞ is the mass fraction of component A in the freestream and ωA,f |I is the mass fraction
of component A at the interface; and the skin friction coefficient is

Cf =

τw
= f3 (Red , s, t).
2
ρf U∞
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(3.25)

To predict the rate of erosion of a bluff body, depending on the specific erosion process, it is a
requirement that the initial distribution of N u, Sh, or Cf , on the surface of the body and how this
distribution evolves with time be known. For most practical applications, this is a difficult, if not
impossible, task from first principles owing to the the two-way coupling between the fluid and the
eroding solid. Therefore, one aim in the study of erosion is to develop simplified models of the
erosion process that are informed by, and validated against, existing empirical data. Ideally, these
models should be formulated from a minimal set of parameters yet able to accurately predict the
spatial distribution and temporal evolution of the surface flux of the eroding agent. The remainder of this chapter provides foundational information and data important to the development and
validation of erosion models described at the end of this chapter and in Chapter 7.
3.4.1

Surface Fluxes Around a Rigid Cylinder

A natural starting point to evaluate the shape dynamics of an eroding body in a fluid flow and
to formulate simplified models of the process is to examine the spatial distribution of the surface
flux of the eroding agent given an initial (i.e., t = 0) flow configuration and eroding body shape.
For a cylindrical body in cross flow, the angular distribution of the normalized (by maximum)
wall heat flux and wall shear stress are shown in Fig. 3.6, where φ = 0◦ corresponds to the front
stagnation point. Here the wall heat flux is maximum at φ ≈ 0◦ and then monotonically decreases
until reaching a minimum at φ ≈ 130◦ after which it increases but with a smaller slope compared
to the slope of the decrease from φ ≈ 0◦ to φ ≈ 130◦ . By virtue of the governing equations for
temperature and concentration being identical (i.e., the transport equation for a passive scalar), the
shape of the spatial distribution of the Sh is similar to the spatial distribution of the N u.
On the other hand, the spatial distribution of the wall shear stress has a markedly different
profile. Specifically, it is relatively small at φ ≈ 0◦ and then monotonically increases until reaching
a maximum at φ ≈ 45◦ . It then monotonically decreases until it reaches a minimum at φ ≈ 78◦ ,
corresponding to the separation point. Then from 78◦ . φ . 120◦ , the wall shear stress is roughly
constant after which it increases relatively slowly until φ = 180◦ . As is apparent from the figures,
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Figure 3.6: The blue curve is the wall shear stress profile along the surface of a rigid cylinder
normalized by the maximum wall shear stress. The red curve is the Nusselt number (normalized
wall heat flux) profile along the surface of a rigid cylinder normalized by the maximum Nusselt
number. The wall shear stress profile is adapted from Hewett and Sellier [2017], the Nusselt
number profile is adapted from Crocker [2015].

at the onset of erosion the surface of a cylinder will recede differently when thermally ablated or
dissolved compared to shear eroded. Investigating the differences and similarities between thermal
ablation and shear induced erosion is one focus of this thesis.
Based on the profiles given in Fig. 3.6 it is convenient to divide the flow around the cylinder
into three regions:
I. Attached boundary layer region: 0◦ ≤ φ ≤ φs , where φs is the angle of separation.
II. Near separated region, where the separated streamline is still near the surface and the surface
pressure is increasing: φs < φ ≤ φcp , where φcp is the angle where the surface pressure is
approximately constant.
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Figure 3.7: The blue curve is the cumulative normalized wall shear stress profile (normalized by the
total sum) along the surface of a rigid cylinder. The red curve is the cumulative normalized Nusselt
number (normalized wall heat flux) profile (normalized by the total sum) along the surface of a
rigid cylinder. The colored bars with vertical line approximately divides the cumulative wall flux
contribution into the proportion by the laminar boundary layer (Region I) and the near separated
and fully-developed wake regions (Regions II and III). The wall shear stress profile is adapted from
Hewett and Sellier [2017], the Nusselt number profile is adapted from Crocker [2015].

III. Fully-developed wake region, where the surface pressure is approximately constant: φcp <
φ ≤ 180◦ .
It follows that the average surface flux on the body is the sum of the average surface flux in the
three regions:
1
jw =
φs

Z
0

φs

1
jw I dφ +
(φcp − φs )

Z

φcp

φs

1
jw II dφ +
π − φcp

Z

π

jw III dφ.

(3.26)

φcp

The angular width of each region for a rigid cylinder will depend on Re and surface morphology
(i.e., roughness). It is reasonable to assume that during erosion not only will jw evolve but also
the angular width of these regions. Nevertheless, it is evident from Fig. 3.6 that the primary
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contribution to the surface integrated wall flux of the eroding agent is from the leading edge to
the separation point (0◦ ≤ φ ≤ φs ), corresponding to region I. The wall shear stress data is
at Red = 27000 therefore φs ∼ 78◦ , and the Nusselt number data is at Red = 200 therefore
φs ∼ 115◦ . This is further demonstrated in Fig. 3.7 which shows the cumulative contribution
Rφ
to the surface integrated wall flux 0 jw dφ0 , normalized by the total surface integrated wall flux,
jw , plotted as a function of φ. Here it is evident that the the cumulative contribution from region
I represents approximately ∼ 80% of the total surface integrated wall flux. It therefore follows
that, to a reasonable first approximation, the time rate change of the eroding body can be analyzed
by considering only the contribution to the wall flux from the boundary layer on the bluff body.
An erosion scaling model based on this first order approximation is explored in greater detail in
Chapter 6. In Chapter 7, a model that includes the contributions from all 3 regions is described and
validated.
3.4.2

Region I: Attached Boundary Layer Region

The flow is divided into an inner and outer region, where n̂ and ŝ denote the normal and
tangent surface coordinates. The flow within the inner (i.e., boundary layer) region is assumed to
be laminar, steady, and two-dimensional. The outer flow, far from the surface and excluding the
wake, is assumed to be steady and inviscid with velocity U (s) = U∞ · ŝ. Note that the assumption
of steady-state for an eroding body is appropriate if the time scale of erosion is large compared
to the flow time scale such that a quasi-steady approximation holds. The inner layer has a width
p
δ(s) = νd/U∞ , and within this layer the governing equations (see Chapter 2) reduce to Prandtl’s
boundary layer equations:

u

∂u ∂v
+
= 0 continuity.
∂s ∂n

(3.27)

∂P
= 0 n-momentum.
∂n

(3.28)

∂u
∂u
1 dP
∂ 2u
+v
=−
+ν 2
∂s
∂n
ρf ds
∂n
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s-momentum,

(3.29)

The boundary conditions include

u(s, 0) = v(s, 0) = 0,

(3.30)

u(s, n) = U (s) lim n/δ → ∞.

(3.31)

In the outer flow, the governing equations reduce to Bernoulli’s equation along ŝ,

U

1 dP
dU
=−
ds
ρf ds

Bernoulli.

(3.32)

Substituting Eq. (3.27) and Eq. (3.32) into Eq. (3.29) and rearranging yields
∂u ∂u
u
−
∂s ∂n

Z
o

n

∂u
dU
∂ 2u
dn − U
=ν 2
∂s
ds
∂n

s-momentum,

(3.33)

Integrating Eq. (3.33) in the wall-normal direction yields the von Kármán momentum integral
equation. The method developed by Thwaites [1949] can then be used to approximate the angular
distribution of the skin friction on the cylinder in Region I. Similarly, the method developed by
Smith and Spalding [1958] can be used to approximate the distribution of the wall heat flux (or
concentration flux by analogy) around the cylinder.
3.4.2.1

Thwaites’ Method for Laminar Boundary Layers Around Bluff Bodies

The method developed by Thwaites [1949], based on laminar boundary layer theory, can be
used to approximate the skin friction distribution on a body when given the potential flow surface
velocity on the body. The method starts from the von Kármán momentum integral equation (see
above)
dθ
θ dUe
Cf
+ (2 + H)
=
,
(3.34)
dx
Ue dx
2

R∞ 
where the momentum thickness θ = 0 Uue 1 − Uue dy, the shape factor H = δ ∗ /θ with the

R∞
displacement thickness δ ∗ = 0 1 − Uue dy, Ue is the velocity at the edge of the boundary layer
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as given by potential theory and x is the distance along the surface boundary of the body. Next,
define a so-called shape parameter
λ=

θ2 dUe
,
ν dx

(3.35)

and a friction parameter that depends on λ

S(λ) =

where Reθ =

Ue θ
.
ν

θ du
Ue dy

y=0

= Reθ

τw
,
ρUe2

(3.36)

Interpretation is that the shape parameter λ determines the shape of the velocity

profile on the surface of the body such that the skin friction coefficient can only be a function of λ.
Multiply Eq. (3.34) by Reθ and rearrange terms to get
Ue d (θ2 )
= 2 [S − (2 + H) λ] = F (λ)
ν dx

(3.37)

Thwaites argued that the R.H.S of Eq. (3.37) should be a universal function of λ and found that the
empirical relationship to be approximately linear

F (λ) ≈ a − bλ,

(3.38)

and fits all known exact solutions and experimental results fairly well with a = 0.45 and b = 6.
Substituting Eq. (3.38) along with Eq. (3.35) into Eq. (3.37) and multiplying by Ueb−1 yields the
general expression
d(Ueb θ2 /ν)
= aUeb−1 .
dx

(3.39)

Integrating Eq. (3.39) from xo to x yields
U b (xo ) 2
aν
θ (x) = eb
θ (xo ) + b
Ue (x)
Ue (x)
2
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Z

x

xo

Ue (x0 )

b−1

dx0

(3.40)

which can be rearranged to find θ(x) given θ(xo ), Ue (xo ), and Ue (x). If xo corresponds to a
stagnation point, then Ue (xo ) = 0 and Eq. (3.40) simplifies to
aν
θ (x) = b
Ue (x)
2

Z

x

b−1

Ue (x0 )

dx0 .

(3.41)

xo

The following steps can be used to determine τw (or Cf ) along a solid surface boundary.
1. Find Ue (x) from potential theory and determine Ue (xo ).
2. Compute θ(x) given by Eq. (3.40).
3. Find θ(xo ) by performing a Taylor series expansion about Ue (xo ) and using Eq. (3.41) such
that
aν
θ (xo ) = lim b
x→xo Ue (x)
2

Z

x

b−1

Ue (x0 )

dx0 .

xo

4. Compute parameter λ(x) given by Eq. (3.35).
5. Find the S(λ) parameter using the Cebeci and Bradshaw [1984] empirical relationships

S(λ) =




0.22 + 1.57λ − 1.8λ2 ,


0.22 + 1.402λ +

6. Compute τw from Eq. (3.36): τw (x) =

0.018λ
,
0.107+λ

ρUe2
S(λ).
Reθ

for 0 < λ ≤ 0.1
for − 0.1 < λ ≤ 0

Note that separation of the boundary layer

is assumed to occur if a point is reached where S(λ) = 0.
Cylinder
The surface velocity from the potential flow theory around a circular cylinder of radius R (and
diameter D) in steady cross flow of velocity U∞ is

Ue = 2U∞ sin

x
R
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= 2U∞ sin(φ)

(3.42)

where x = Rφ is the arc length along the cylinder surface at an angle φ measured from the stagnation point (i.e., φ = 0 corresponds to the stagnation point). Inserting Eq. (3.42) into Eq. (3.41)
using the linear fit parameters determined by Thwaites [1949], changing the integration variable
from x0 to φ0 , and rearranging yields
θ2 (φ)
0.45
ReD =
2
R
sin6 (φ)

φ

Z

sin5 (φ0 )dφ0 ,

(3.43)

0

where ReD = 2RU∞ /ν. Integrating Eq. (3.43) yields,


θ2 (φ)
0.45
1
2
8
5
3
ReD =
− cos (φ) + cos (φ) − cos(φ) .
R2
3
sin6 (φ) 15 5

(3.44)

Eq. (3.44) is valid for all φ > 0 but has a singularity at the stagnation point (φ = 0). However,
close to the stagnation point sin(φ) ≈ φ so taking the limit as φ → 0 of Eq. (3.43) yields,
0.45
θ2 (φ)
ReD = 6
lim
2
φ→0 R
φ

Z

φ

φ05 dφ0 =

0

0.45
.
6

(3.45)

It follows that
θ2 (0) =

0.45 νR
0.45 R2
=
,
6 ReD
12 U∞

(3.46)

which shows that the boundary layer thickness is finite at the stagnation point.
The shape factor λ is given by Eq. (3.35),
θ2 dUe
λ=
=
ν dx




θ2 (φ)
ReD cos(φ).
R2

(3.47)

From the definition of S(λ), a normalized (universal) form of the wall shear stress can be formulated as
τw p
4S(λ) sin(φ)
ReD = q
.
2
ρU∞
θ2 (φ)
Re
D
R2

(3.48)

where S(λ) is evaluated from the Cebeci and Bradshaw empirical relationships. Fig. 3.8 shows
a plot of the normalized wall shear stress. The general shape and magnitude of the curve is in
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Figure 3.8: The normalized shear stress profile on the surface of a rigid cylinder as calculated from
Thwaites’ method. Here R is the cylinder radius, ReD is the Reynolds number based on cylinder
diameter D, U∞ is the freestream velocity, and ρ is the density of the fluid.

reasonable agreement with the computational data shown in Fig. 3.6 as well as the experimental
data of Achenbach [1975]. One obvious difference is that Thwaites’ method predicts separation
of the boundary layer to occur at φs ≈ 103◦ which is much later than that found experimentally:
φs ≈ 78◦ .
3.4.2.2

Smith and Spalding’s Integral Method to Evaluate the Wall Heat Flux Around Bluff
Bodies

The method developed by Smith and Spalding [1958] can be used to approximate the wall heat
flux distribution on a body when given the potential flow surface velocity on the body. The method
starts by noting the similarities between the von Kármán momentum integral equation Eq. (3.34)
and the thermal energy integral equation,
d
qw
(|Tw − Te |Ue δh ) =
,
dx
ρcp
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(3.49)

where δh =

R∞
0

u
Ue



T −Te
Tw −Te



dy is the enthalpy thickness, Tw is the temperature of the body surface,

Te is the temperature at the edge of the boundary layer, Ue is the velocity at the velocity at the edge
of the boundary layer as given by potential, and x is the distance along the surface boundary of the
body. It was Eckert [1942] who first assumed,
Ue d (δh2 )
=f
ν dx




δh2 dUe
,Pr ,
ν dx

(3.50)

where ν is the kinematic viscosity and P r is the Prandtl number. However, Smith and Spalding
[1958] proposed,
Ue d (δc2 )
=f
ν dx
where δc =

k(Tw −Te )
qw

=

k
h




δc2 dUe
,Pr ,
ν dx

(3.51)

is the conduction thickness with the thermal conductivity k and convec-

tive heat transfer coefficient h. If a so-called shape parameter similar to Eq. (3.35) is defined with
θ replaced by δc ,
λL =

δc2 dUe
.
ν dx

(3.52)

Smith and Spalding [1958] observed the relationship Eq. (3.51) is nearly linear for a range of
Falkner-Skan solutions (similar to Eq. (3.37) and Eq. (3.38) in Thwaites method), thus
Ue d (δc2 )
≈ a − bλL ,
ν dx

(3.53)

where the fit parameters a = a(P r) and b = b(P r) are functions of Prandtl number. Substituting
Eq. (3.52) into Eq. (3.53) and multiplying by Ueb−1 yields the general expression,
d(Ueb δc2 /ν)
= aUeb−1 .
dx

(3.54)

Integrating Eq. (3.54) from xo to x yields

δc2

U b (xo ) 2
aν
(x) = eb
δc (xo ) + b
Ue (x)
Ue (x)
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Z

x

xo

b−1

Ue (x0 )

dx0

(3.55)

which can be rearranged to find δc (x) given δc (xo ), Ue (xo ), and Ue (x). If xo corresponds to a
stagnation point, then Ue (xo ) = 0 and Eq. (3.55) simplifies to

δc2

aν
(x) = b
Ue (x)

Z

x

Ue (x0 )

b−1

dx0 .

(3.56)

xo

Similar to Thwaites method in the Section 3.4.2.1, the following steps can be used to determine qw
(or N u) along a solid surface boundary.
1. Find Ue (x) from potential theory and determine Ue (xo ).
2. Compute δc (x) given by Eq. (3.55).
3. Find δc (xo ) by performing a Taylor series expansion about Ue (xo ) and using Eq. (3.56) such
that
δc2 (xo )

aν
= lim b
x→xo Ue (x)

Z

x

b−1

Ue (x0 )

dx0 .

xo

4. Compute parameter λL (x) given by Eq. (3.52).
Cylinder
The surface velocity from the potential flow theory around a circular cylinder of radius R (and
diameter D) in steady cross flow of velocity U∞ is

Ue = 2U∞ sin

x
R

= 2U∞ sin(φ)

(3.57)

where x = Rφ is the arc length along the cylinder surface at an angle φ measured from the stagnation point (i.e., φ = 0 corresponds to the stagnation point). Inserting Eq. (3.57) into Eq. (3.56)
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using the linear fit parameters determined by Smith and Spalding [1958], changing the integration
variable from x0 to φ0 , and rearranging yields
δc2 (φ)
a
ReD =
2
R
sinb (φ)

φ

Z

sinb−1 (φ0 )dφ0 ,

(3.58)

0

where ReD = 2RU∞ /ν. Since the values b are irrational numbers, an explicit expression cannot
be determine and numerical integration is necessary. Eq. (3.58) is valid for all φ & 15◦ but has a
singularity at the stagnation point (φ = 0). However, close to the stagnation point sin(φ) ≈ φ so
taking the limit as φ → 0 of Eq. (3.58) yields,
δ 2 (φ)
a
lim c 2 ReD = b
φ→0 R
φ

Z

φ

0

a
φ0b−1 dφ0 = .
b

(3.59)

It follows that
δc2 (0)

a νR
a R2
=
,
=
b ReD
2b U∞

(3.60)

which shows that the thermal boundary layer thickness is finite at the stagnation point.
The shape factor λL is given by Eq. (3.52),
δ 2 dUe
λL = c
=
ν dx




δc2 (φ)
ReD cos(φ).
R2

(3.61)

A normalized (universal) form of the wall heat flux can be formulated as
Nu
2
√ D =q
.
2
δc (φ)
ReD
Re
R2

(3.62)

D

Fig. 3.9 shows a plot of the normalized wall heat flux. The general shape and magnitude of the
curves are in reasonable agreement with the computational data shown in Fig. 3.6 as well as the
experimental data of Achenbach [1975]. One obvious difference is that the magnitude of the
normalized wall heat flux computed from Smith-Spalding’s method deviates from experimental
results near the stagnation point, i.e. φ . 15◦ .
41

Figure 3.9: The normalized profile of N u along the surface of a rigid cylinder in cross flow for
various P r as computed from the Smith-Spalding integral method. The magnitude of the normalized wall heat flux computed from the Smith-Spalding integral method deviate from experimental
results near the stagnation point, i.e. φ . 15◦ , indicated by the portion of the curve without data
markers.

3.4.3

Region II: Separated Region

The surface streamline on a bluff body in crossflow will, at some point on the leading surface,
separate from the body. In some region close to the separation point, there is an adverse pressure
gradient of sufficient strength that the wall shear stress decreases to zero. Downstream of the separation point, the surface streamline moves away from the wall, and adjacent to the wall there exists
a region of reversed flow. The separated region is classified here as the region just downstream of
the separation point where the free shear layer (created by consequence of the separated streamline) is thin and quite steady. The pressure in this region is approximately constant. The modeling
of the near separated region is based on the free streamline theory (see below) of the external flow.
Messiter and Enlow [1973] assumed a zero pressure gradient in the near separated region and
were able to utilize frees stream theory to formulate a boundary layer problem for the near sepa-
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rated region. This necessarily requires that the external flow close to the separation point is uniform
with superimposed small perturbations. Next, using asymptotic expansions, a solution of the wall
shear stress in the neighborhood of the separation point is found. Importantly, the solution for the
back flow near separation requires specification of an “initial" condition describing the fluid flow
approaching the separation point moving from downstream the separation point to the separation
point. The reader is referred to Messiter and Enlow [1973] for the full details of the analysis. The
critical point here is that the wall shear stress can, in principle, be approximated in the separation
region.
3.4.4

Region III: Fully-Developed Wake Region

Downstream of the separated region (or near-wake region), diffusion of vorticity causes the
shear layer to increase in width and the pressure distribution across the shear layer becomes nonuniform. Consequently, the shear layers become unstable and roll up to form vortices that rapidly
mix and dissipate within the fully-developed wake region. In the far-wake, the mean pressure
gradually increases, and far downstream recovers to the main stream pressure. In the far-wake,
the mean pressure increases gradually from the wake under-pressure (or the cavity pressure) and
finally recovers to the main stream pressure far downstream. It thus can be expected that the flow
external to the wake can be approximated by a potential flow. This approach is called the free
streamline theory [Wu, 1962, Sychev, 2010].
In these wake potential flow models, a free parameter is used to account for the under pressure
in the wake. The flow near the body can then, in principle, be determined by matching an inner
solution to the outer potential flow solution. The foundational assumptions of the theory are briefly
described here: (1) the wake region is assumed to be bounded by two smooth free stream lines.
Along these two free streamlines, the pressure increases from an under pressure value to the main
stream pressure far downstream of the body; (2) the two free streamlines are assumed to become
parallel to the main stream flow at infinity; (3) the flow outside the wake is inviscid and irrotational;
and (4) the images of the variable-pressure parts of the two free streamlines in the velocity plane
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(or the hodograph plane) are assumed to form a branch slit of undetermined shape. The free
streamline theory is then tailored for application to a specific geometry and the outer flow, as
determined for the free streamline theory, is used to compute the boundary layer flow close to the
body to determine the fluid shear stress on the body. Thence as for the separated region, the wall
shear stress can, in principle, be approximated in the wake region.

3.5

Modeling Bluff Body Erosion

As described above, the flow around a bluff body can be separated into three regions: (I) attached
boundary layer region, (II) near-separated region, and (III) fully-developed wake region. In these
three regions, the wall shear stress can be computed by coupling boundary layer and potential
flow theory. In principle then, the modeling of bluff body erosion through the erosion process
can be time-stepped approached by (a) using boundary layer theory and free stream theory to
compute the shear stress around the body, (b) evolve the shape of the body, (c) using boundary layer
theory and free stream theory to compute the shear stress around the body for the new body shape.
This process is then repeated indefinitely until the body vanishes. This is the exact numerical
approach used by Moore et al. [2013] to study shear erosion of cylindrical bodies in cross flow.
The primary limitation of this approach is that the attached boundary layer on the leading edge
surface must be laminar. Secondary limitations are associated with the underlying assumptions of
the free streamline theory, in particular for an evolving body shape. Nevertheless, Moore et al.
[2013] showed reasonable agreement between this modeling approach and experimental results.
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CHAPTER 4
THERMAL FLOW FACILITY, ABLATING BODY, AND DISSOLVING
BODY

The experimental study of thermal ablation requires three primary components: (1) a thermal
flow facility, (2) an ablating body, and (3) a means to measure the time rate loss of material from
the ablating body. Critically, the latter two components depend on the thermal flow facility. For
example, the selection of the ablating material depends on the operating temperature range of
the thermal flow facility. Also, the technique selected to measure the time rate loss of material
from the ablating body depends on both the physical and optical accessibility afforded by the
thermal flow facility. In this chapter, the design, build, test, and validation of a thermal flow
facility will first be described. Next, the properties of paradichlorobenzene, a low-temperature
ablator, will be provided. This is followed by a description of the methodologies used to form the
paradichlorobenzene into bluff bodies of a desired shape and how these bluff bodies were installed
into the thermal flow facility for testing purposes.
Similarly, the experimental study of dissolution of a solute in a convectively driven flow requires three primary components: (1) a tank to hold a solvent, (2) a dissolving body, and (3) a
means to measure the time rate loss of material from the dissolving body. Like the ablation experiments, the technique selected to measure the time rate loss of material from the dissolving body
depends on both the physical and optical accessibility afforded by the tank. In this chapter,the test
facility used for the dissolution experiments is described and how these bluff bodies were installed
into the test facility.
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Figure 4.1: Schematic of the experimental facility. Air enters the facility from right-to-left. The
primary components include: (1) freestream heaters, (2) seeding manifold, (3) turbulence management section, (4) contraction, (5) thermal wall-plate located on the bottom wall of the test-section,
(6) rotor-stator assembly, (7) diffuser, (8) centrifugal fan.

4.1

Thermal Flow Facility

The experimental objective of this work is to measure the material loss from a body as a function
of time due to thermal ablation. For this purpose, a thermal flow facility was designed and built
and benchmark characterization tests were performed. Fig. 4.1 shows the design schematic for
the open-circuit, in-draft thermal wind tunnel facility. The inlet section to the tunnel consists of a
resistive heater bank, a seeding manifold, a turbulent management section and a 4:1 contraction.
The test-section of the tunnel nominally measures 303 mm × 111 mm cross-section and 2.75 m
in length and is made of plexiglass to allow optical access. Three BK7 glass window inserts of size
254 mm × 102 mm on the top wall of the test-section and located at approximately 45, 136.3, and
251.8 cm from the test-section inlet are used for introduction of laser light and for imaging. The
optical quality of the glass inserts are better than the plexiglass. Downstream of the test-section
is a diffuser that transitions the flow area from a rectangular to a circular cross-section where it
connects to a centrifugal fan. A frequency controller is used to control and maintain the fan speed
and corresponding flow speed in the test-section. The freestream velocity in the test-section can
vary between 1 and 12 m/s. The components of the facility are described in detail below.
4.1.1

Inlet Section

Air entering the test-section first passes through an OMEGA Engineering air duct heater (model
CABB-1211/208). The 3-phase 208 V heater consists of nine sheathed finned chrome steel resis46

tive heaters that provide 12 kW of power (with a power density of 4.03 W/cm2 ). The crosssectional area of the heater is 390.5 mm × 358.8 mm with an open area of 859.4 cm2 (blockage
of about 39%). The three legs of the AC power are connected to the heater through a Watlow DinA-Mite C silicone controller rectifier (SCR) power controller. A type J thermocouple placed in the
freestream 1m downstream of the test-section inlet provides feedback for a proportional, integral,
and derivative (PID) controller used as the input for the SCR power controller. The SCR power
controller, configured for zero-voltage crossover firing (as opposed to phase angle crossover firing)
to reduce electrical noise, is used to regulate the duty cycle of the voltage (either 0% or 100%) to
the heaters thereby controlling the freestream temperature. A SCR power controller was chosen
(over a mechanical relay or solid state relay) as it is more suitable for handling the large current
(33.4 A) needed for the heater and has a fast response time of 5.56 ms, which not only allows for
a tighter controller temperature but also prolongs the life of the heating elements by reducing the
thermal fatigue. The gains of the PID controller are optimized for varying freestream velocity and
temperature conditions, as one set of gain values does not work well over a large operating range.
This is achieved using the autotune feature of the SCR power controller-PID feedback system.
The ability of the system to hold a freestream set point temperature is shown in Fig. 4.2. Here
the set point temperature is 100 ◦ F and the achieved temperature is 99.98 ◦ F ± 0.0016 at a 99%
confidence interval.
After exiting the heater, the air flow passes through a honeycomb-type seeding manifold to
introduce (if desired) tracer particles into the flow to be used for particle image velocimetry (PIV).
The challenge with seeding an open-circuit wind tunnel is that the flow tracers must be uniformly
distributed into the flow at the source. This is much more difficult than seeding a closed-circuit
wind tunnel where the seed can be allowed to circulate through the facility to produce a uniform
seed concentration. The custom designed seeding manifold is shown in Fig. 4.3. The inlet air
flows across the manifold through 248 PVC tubes of length 38.1 mm and diameter 21.34 mm.
Four slots of 25.4 mm length and 6.35 mm width separated by 90◦ (center-to-center) are cut into
each PVC tube. The plenum volume of the seeding manifold is filled with a dense fog of nominal
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Figure 4.2: Probability Density Function for the freestream temperature once the heater reached
the desired set point temperature. The setpoint is shown by the vertical green line and the achieved
mean freestream temperature is shown by the vertical red line.

1 µm diameter oil droplets [Shakerin and Miller, 1995] through 14 pipes of diameter 21.34 mm
connected to a ROSCO 1700 fogger. The fog is drawn into the PVC inlet air piping through the
four slots owing to the pressure difference between the fog in the plenum and the air in the PVC
tubes. The open area percentage of the manifold is 56.5% which is comparable to the open area
of the freestream heater. Next, the air passes through a turbulence management section containing
4 screens of decreasing mesh size and honeycomb. The screens reduce axial turbulence while the
honeycomb reduces lateral turbulence. The air flow then proceeds through a 4:1 contraction to
speed up the flow and to further reduce turbulent intensities. The various components (described
above) that constitute the inlet section to the tunnel sit on a linear rail system which allows easy
access to the test section as well as provides for the ability to remove a component of the inlet
section if needed.
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Figure 4.3: Schematic of the seeding manifold used for PIV.

4.1.2

Test Section

The test-section of the tunnel nominally measures 303 mm × 111 mm cross-section and
2.75 m in length and is made of plexiglass to allow optical access. The upper wall of the testsection is angled at 0.23◦ to closely maintain a ZPG condition along the length of the test-section.
A feed-back controlled thermal wall-plate (shown in Fig. 4.4) sits on the floor of the test section
and is used to control the lower-wall thermal boundary conditions seen by the flow. The plate is
a sectioned wall design where each section of the twelve total sections is independently heated
and controlled. The design is modeled after the work of Blackwell, Kays, and Moffat, NASACR-13029 Blackwell et al. [1972]. Each section consists of a 9.5 mm thick aluminum 6061 plate,
Kapton polyimide-film resistive heaters (affixed to the bottom of the aluminum plate) with a heating density of 1.5 W/cm2 , and a 5 mm thick calcium silicate holder used for thermal isolation of
the aluminum plate. (The thermal conductivity of the calcium silicate is four-orders of magnitude
less the aluminum 6061.) Three evenly spaced J-type thermocouples embedded 2.5 mm beneath
the top surface of each aluminum plate are used to monitor wall temperature and for feedback
control of wall heating. The section components sit in a Delrin (acetal) frame, chosen for its low
thermal conductivity and machinability. The streamwise (flow direction) length of each section
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Figure 4.4: (a) Solid model schematic of the thermal wall-plate.

increases with downstream position such that the convective heat transfer from plate-to-plate does
not vary by more than 15%. The leading edge of the thermal wall-plate is a super-ellipse designed
to prevent flow separation Narasimha and Prasad [1994]. To investigate turbulent boundary layers,
a 3 mm rod extending the spanwise extent of the test-section is placed at the rear of the leadingedge nose, just upstream of the first convective plate. The rod induces transition to turbulence
and fixes (on average) the starting location of a developing turbulent boundary layer. A detailed
validation of the thermal wall plate design is described in Ebadi [2016] and Biles et al. [2019].
Three removable windows on the top wall of the tunnel provide physical access to the testsection to introduce instrumentation or experimental setups. The windows also provide improved
optical access to introduce laser light and for imaging since the optical quality of the window
inserts can be chosen to be better than the plexiglass walls of the test-section, e.g. BK7 or sapphire
glass inserts can be used. The window cutouts measure approximately 101.6 mm × 254 mm and
the leading edge of the window cutouts are located at approximately 45, 136.3, and 251.8 cm from
the test section inlet. The windows are centered about the midspan of the tunnel and the first two
windows are aligned with the longer dimension in the streamwise direction while the third window
is aligned with the shorter dimension in the streamwise direction. The window inserts, Fig. 4.5,
consist of a Delrin outer frame with an interchangeable window panel measuring 19 cm × 6.5 cm,
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allowing for custom panel inserts for specialized needs. There are four leveling screws located at
the corners of the window panel to adjust the height to ensure it remains flush with the window
frame. Additionally, there are four leveling screws located at the corners of the window frame to
adjust the frame height to ensure it remains flush with the tunnel walls. The window frames are
held in place with a wedge locking mechanism: as the shoulder bolt passing through the middle
wedge is tightened, the middle wedge is driven down pushing the outer two wedges towards the
side walls of the window cutout. The force is satisfactory to hold the window inserts in place
including the effects of thermal expansion of the tunnel when the inlet air is heated, which was a
problem with the originally designed window inserts. Additionally the window design allows for
interchangeable custom inserts to be used as well as BK7 glass inserts when optically clarity is of
importance with laser based and/or imaging techniques.

Figure 4.5: Left: Photo of the newly designed optical access window inserts for NEAT-BL wind
tunnel. Right: Solidworks section view of the newly designed optical access window inserts for
NEAT-BL wind tunnel showing the wedge clamping mechanism.

4.1.3

Frequency-controlled Centrifugal Fan

Downstream of the test-section is the diffuser that transitions the flow area from a rectangular
to a circular cross-section where it connects to a centrifugal fan. The belt-driven fan is controlled
by a variable frequency driver. The driver is interfaced with LabVIEW and an NI-DAQ 6215 USB
board, using a 0-10 V DC output. Effectively, the variable frequency driver is used to tightly
control the fan speed and consequently the wind speed in the tunnel, i.e., the so-called freestream
velocity U∞ . The freestream velocity of the wind tunnel was calibrated using a pitot-static tube
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located in the center portion of the tunnel. The pressure difference of the pitot-static tube was
measured using a Baratron 698A11TRD pressure transducer with MKS Instruments Type 270
Signal conditioner whose output is 1 T orr = 1 V . The freestream velocity is determined using the
following equation:
U∞ =

p
2 (Ptot − Pstatic ) /ρ,

(4.1)

where Pstag and Pstatic are the stagnation and static pressure, respectively and ρ is the air density.
The freestream velocity plotted as a function of motor frequency is shown in Fig. 4.6 for both
increasing and decreasing frequency. The plot shows that that the relationship is linear and there is
little hysteresis with increasing then decreasing frequency. A linear equation fitted to the calibration data given is used to control the freestream velocity from ∼1 m/s to ∼11 m/s. As standard
good laboratory practice, the freestream velocity as function of controller frequency is periodically
re-calibrated.
Frequency Controller Calibration
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Figure 4.6: Representative fan calibration for frequency of driver and flow velocity. Note that there
are two data points graphed however the good repeatability when ramping the tunnel speed up and
then down makes the two data points virtually indistinguishable

4.1.4

Flow and thermal quality of the tunnel

Thermal ablation experiments will be performed in the thermal wind tunnel under two primary
conditions: case 1– the ablating body is placed in the freestream at the inlet of the test section
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(uniform and steady outer boundary conditions) and case 2– the ablating body is suspended near
the lower-wall of the tunnel where the ablative body is fully immersed in a boundary layer (nonuniform and unsteady outer boundary conditions). Fig. 4.7 shows the location of the bluff body
for the two primary conditions tested in this dissertation. For case 1, the bluff body was placed
upstream at the tunnel half-height for the freestream experiments to mitigate the effects of the
boundary layers growing on the tunnel walls. For case 2, the bluff body was placed 1.25 in. above
the tunnel floor. The tunnel was designed to produce constant velocity and constant temperature

Figure 4.7: The streamwise location of the paradichlorobenzene cylinders for the thermal ablation
experiments. The cylinders were centered in the spanwise direction of the wind tunnel.

inlet conditions (case 1). This objective has been achieved as demonstrated above. The downstream
development of the flow over the thermal wall plate has been designed to produce a canonical zeropressure-gradient (ZPG) boundary layer where, if desired, the wall plate can be used to fix the
thermal boundary conditions at the wall (case 2). The flow and thermal quality of the developing
boundary layer flow in the tunnel is briefly described here. A more detailed description of the
validation tests can be found in Ebadi [2016] and Biles et al. [2019].
Basic measures of flow and thermal quality of the tunnel are given by the adherence to a canonical zero pressure gradient (ZPG) boundary layer flow over an isothermal wall. Pitot-static tube
measurements acquired downstream of the test section inlet at x=0.64m and x=2.4m for 2m/s
≤ U∞ ≤10m/s were used to evaluate the pressure parameter
53

Figure 4.8: Schematic of the PIV setup.

K=

ν dU∞
.
2 dx
U∞

(4.2)

The deviation from ZPG conditions is considered to be small when K ≤ 1.25 × 10−6 [Spalart
and Watmuff, 1993]. The largest K measured in the wind tunnel is K ≈ 1.0 × 10−7 , which
indicates that the upper wall of the test-section angled at 0.23◦ closely approximates zero pressure
gradient. Pitot-static tube measurements acquired across the central 80mm span of the test section
at x=0.64m, and x=2.4m showed that the overall variation of freestream velocity across the span is
< 1%, indicating that the flow is nearly two-dimensional in the central region of the test section.
Particle image velocimetry (PIV) was used to acquire planar fields of velocity in the streamwise
wall-normal plane (i.e., xy-plane in the chosen experimental coordinate system). A schematic
of the present experimental setup is shown in Fig. 4.8. The freestream velocity is steady with
magnitudes varying between 2–6 ms−1 and the boundary layer is tripped by a 3mm rod extending
the spanwise length of the test-section just upstream of first convective plate. Laser light is provided
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by a Photonics DM-series dual cavity Nd:YLF laser capable of 30mJ per pulse. A periscope and a
90◦ turning mirror is used to direct the laser light into the tunnel test section. Sheet forming optics
(cylindrical + spherical lenses) placed upstream of the turning mirror are used to form a laser
sheet on the order 1mm thick in the streamwise/wall-normal plane. The laser light is scattered by
atomized oil droplets of 1 µm nominal diameter introduced into the flow in the seeding manifold
upstream of the test-section inlet. Images of the laser light scattered off the tracer particles 90◦ to
the incident laser sheets are acquired using two 12-bit Photron FASTCAM SA4 CMOS cameras.
The CCD array size of each camera is 1024 pixel × 1024 pixel. The two cameras are placed on
opposite sides of the tunnel and image the same plane but with different field-of-views (FOV).
This is done to achieve high spatial resolution in the near wall region while still imaging the entire
boundary layer. Camera 1 has a FOV ranging from 2mm < y < 26mm and camera 2 has a FOV
ranging from 5mm < y < 54mm, where y=0 is the bottom wall. The PIV images are acquired and
analyzed using LaVision PIV software, DaVis 8.0.6 and DaVis 8.3.1. Cross-correlation algorithms
between two successive images are used to determine the particle displacement field and the time
separation between the images is used to determine the velocity field from the displacement field.
Wall-normal profiles of mean streamwise velocity profiles at four different momentum thickness Reynolds number, Reθ = U∞ θ/ν, are shown in Fig. 4.9. The momentum thickness θ =

R∞ U 
U
1
−
dy, where U (y) is the mean velocity and ν is the fluid kinematic viscosity. The
U∞
0 U∞
p
superscript + denotes normalization by the friction velocity uτ = τw /ρ and ν, where τw is the
shear stress at the wall and ρ the fluid density. The DNS data of a ZPG-BL simulated by Wu and
Moin [2010] is shown as a reference comparison. The agreement with the DNS data and the apparent logarithmic region of the velocity profile demonstrates that the flow over the plate is consistent
with a canonical ZPG boundary layer.
The wall-normal profile of temperature within the thermal boundary layer is performed using
a sting-mounted Campbell Scientific FW05 type E fine-wire thermocouple attached to a Velmex
BiSlide traverse with a step resolution of 10 µm. A Titan Tool Supply Co. Titan Measuring A1 Microscope-Telescope cathetometer with an accuracy of ± 0.0025 in. was used to locate the
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Figure 4.9: Wall-normal profiles of the mean stream-wise velocity normalized by inner scales with
()+ denoting normalizing by uτ and ν. DNS of a ZPGBL simulated by Wu and Moin are included
for reference Wu and Moin [2010].

thermocouple position relative to the surface of the thermal wall plate. The freestream temperature
of the air in the tunnel is set to 25◦ C and each section of the thermal wall plate is set to 40◦ C.
Measurements are acquired at four different momentum thickness Reynolds number, Reθ , as listed
in Table 4.1. The freestream velocity is steady with magnitudes varying between 2–10 ms−1 and
the boundary layer is tripped by a 3mm rod extending the spanwise length of the test-section just
upstream of the first convective plate.
Table 4.1: Parameters for measured temperature profiles
Symbol

x

J
•

Twall (C)
40
40
40
40
40

U∞ (m/sec)
1.95
2.87
3.9
5.04
9.15
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Reθ
568
825
1147
1454
2415

δT (mm)
38
34
34
33
29

uτ (m/sec)
0.096
0.136
0.172
0.22
0.37

Mean temperature was obtained by time averaging the thermocouple signal at a given yposition over a period of 100 seconds. Fig. 4.10 shows the mean temperature profiles plotted
in inner-coordinates at the four different values of Reθ . Here T + =

Tw −T (y)
,
Tτ

where the overbar

denotes a mean quantity, Tτ = qw00 /(ρcp uτ ) is the friction temperature, where qw00 is wall heat flux,
and cp is specific heat. The value of the wall heat flux needed for the inner-normalization was
approximated using Colburns formulation given by
qw00
StT =
= P r−2/3
ρcp U∞ (Twall − T∞ )



uτ
U∞

2
(4.3)

where StT is the Stanton number for an incompressible boundary layer flow over an isothermal
plate. The agreement with the DNS data and the apparent logarithmic region of the mean temperature profile demonstrates that the flow over the plate is consistent with a turbulent thermal
boundary layer over an isothermal wall for ZPG conditions.

4.2
4.2.1

Ablating Body
Paradichlorobenzene

The operating temperature range of the thermal flow facility is 20◦ C to 65◦ C, which is set by
the working temperature of the materials used to build the facility. The low operating temperature
range necessities the need to use a low temperature sublimation ablator to form the ablating body.
Materials used as low temperature ablators have included camphor, naphthalene, ammonium chloride, paraffin wax, CO2 (dry-ice), and water ice. In the present study, paradichlorobenzene was
selected as a low temperature ablator since, while it has similar properties to that of camphor and
naphthalene, it is considered to be less toxic. Paradichlorobenzene is a colorless to white solid
crystal with a strong pungent odor. It has a melt temperature of 326.15K and will sublimate at
temperatures lower than its melt temperature (effectively it will sublimate at room temperature).
The vapor pressure of paradichlorobenzene is 0.4mm Hg at 293.15K. The low melting point of
paradichlorobenzene makes it ideal for casting objects of a desired geometry, as described below.
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Figure 4.10: Wall-normal profiles of mean temperature plotted in inner-coordinates. The thickness
of the shaded region for each data set denotes the measurement uncertainty in the mean temperature. The dotted line denotes the data from Arya et al. Araya and Castillo [2012] at a similar
Reθ .

4.2.2

Mold Casting Paradichlorobenzene Cylinders

The selected geometry for the ablating body for the experiments is a solid cylinder. For the
purpose of the ablation experiments, the cylinder will be side-mounted to a sting and suspended
in the freestream of the thermal flow facility just downstream of test section inlet. The choice of
a cylinder body is based on (1) the large amount of data available in the literature detailing the
flow around and heat transfer from a cylinder in cross flow [Zdravkovich, 1997, Williamson, 1996,
Sanitjai and Goldstein, 2004a,b], (2) since the flow around the cylinder is two-dimensional, the
erosion of the cylinder will also likely be two-dimensional, which is advantageous for measuring
erosion rates.
The mold consists of an aluminum mold cavity made of two blank cylindrical segment halves
and two side panels as shown in Fig. 4.11. Shallow runners (channels) were machined into each of
the side panels allowing air to escape during the fill process.
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Figure 4.11: Top Left: Four components of aluminum mold showing mold cavity and mold runners. Top Right: Assembled mold (without bolts), recession on top forms a filling area for excessive liquid paradichlorobenzene and shows entrances into the mold runners on the sides. Bottom
Left: Side (streamwise-wall normal) view of molded cylinder once solidified, with embedded
standoff. Bottom Right: Plane view of molded cylinder, 2 in in length

The modeling process is described below. Note that gloves should be worn at all times particularly when handling the paradichlorobenzene, and handling of the paradichlorobenzene should be
performed in a well ventilated area, e.g. a fume hood.
1. The mold is first inspected for any residue material, particularly within the cavity. If there is
any residue, it is carefully removed.
2. A thin film of a releasing agent (vegetable oil) is applied to all interior surfaces of the mold.
The releasing agent aids in the separation of the mold sections and the molded cylinder.
3. Threaded standoffs are bolted on the interior of the side panels. These standoffs are used to
mount the molded cylinder to a sting for wind tunnel testing.
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4. The side panels are bolted to the bottom half of the mold cavity. Registration marks on each
side panel are used to identify the left and right side sections.
5. The top side of the mold cavity is bolted in place.
6. The bolts are tightened a little at a time in an alternating pattern until snug.
7. The mold is visually inspected for any gap, if any occur rectified by loosening the bolts and
repositioning the mold components.
8. In a fume hood, melt virgin paradichlorobenzene balls. This is achieved using a heater plate.
9. In the same fume hood, melt paraffin wax in a beaker. This is achieved using a heater plate.
10. To avoid flash out during the molding process, the bottom cavity and side seams (except for
the top recession pool) are covered in a paraffin wax layer.
11. Pour melted paraffin wax onto the outer mold surface flash cooling and thereby covering the
seams and bottom cavity.
12. The mold, now with a paraffin wax coating, is heated using a heat gun placed 3in. from
the top surface of the mold cavity. This preheating of the mold is necessary to prevent flash
cooling of the liquid paradichlorobenzene. Note that during heating, the mold is angled
slightly to help trapped air pockets escape through one of the mold runners.
13. When the top recession pool is warm/hot to the touch, the liquid paradichlorobenzene is
poured into the recession pool where it flows into the mold cavity. During the fill process, the
mold cavity is periodically shaken to release air pockets that can form around the embedded
standoffs. Note that the heat gun remains on during the fill process.
14. Once the mold is filled, the heat gun is turned off and the mold is air cooled. The cooling
takes approximately 30-60 minutes.
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15. Once cooled, the paraffin is removed from the outer surface of the mold (which can be saved
for reuse). The bolts holding the standoffs are then loosened.
16. Once the standoffs bolts are loosened, the bolts holding the mold assembly are loosened in
an alternating fashion.
17. Carefully twist the side panels to break the seal between the mating surfaces. This twist
motion also breaks the paradichlorobenzene that solidifies in the mold runners.
18. Once the side panels are removed, the top and bottom halves should be able to slide in
opposing directions and the molded cylinder can be carefully removed.
19. The molded cylinder is inspected and the surfaces are carefully cleaned with an anti-oil agent
(Goo Gone).
20. The molded cylinder (if not used right away) is stored in a tube containing crushed paradichlorobenzene.
4.2.3

End Plate Supports to Mount Ablating Body in Wind Tunnel

The design of the end plate supports needed to suspend the ablating cylinder in the wind tunnel
is now described. An important consideration is to minimize the effect of the sting on the flow
around the ablating body. The end plates were also carefully designed as to not effect the flow
around the cylinder. The leading and trailing edges of the end plates are tapered. Guided by
previous studies [Szepessy and Bearman, 1992], the height of the end plates is 7D, where D is the
diameter of the cylinder, and the center of the cylinder is 5D from the leading and trailing edges
of the end plates. Additionally, for the present experiment the end plates are made of plexiglass to
allow optical access to the ablating body. The design of the end plates is shown in Fig. 4.13.

4.3

Dissolution Experimental Setup

The dissolution experiments were performed in 5 in. × 6 in. × 8.5 in. tank made of plexiglass
to allow optical access. Near-spherical bluff bodies made from hard candy, approximately 3/4 in.
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Figure 4.12: Left: The bluff body supported with end plates connected to an optical access window.
Note the insert is upside-down with the top of the insert (the black Delrin) sitting on the table.
Right: The bluff body support with end plates placed in NEAT-BL wind tunnel.

diameter, were used in these experiments. The tank was filled with water, the solvent, at room
temperature, T = 25 ◦ C. To prevent air bubbles from adhering onto the bluff body during an
experiment, the water was first de-gassed by bringing it to a boil and then letting it cool down to
room temperature. The hard candy was suspended in the water from above with a supporting rod
1/8 in diameter.

4.4

Imaging of the Bluff Body

The images of bluff body erosion through the erosion process were captured by a sensicam qe
double shutter charge coupled device (CCD) camera from PCO-TECH Incorporated. The camera
has a 12 bit dynamic range (4096 grey levels) with a resolution of 1376 pixels × 1040 pixels.
It is thermoelectrically cooled (Peltier effect) to -12◦ C to reduce noise down to 4 e- RMS. The
camera is capable of exposure times from 500s to 3600s and image acquisition rates to 10 frames
per second at full resolution. Images are captured using CamWare software that is also used to set
the camera parameters for a given experiment. The operating principle of the CCD exploits the
photoelectric effect and semiconductor physics. The CCD sensor is made from a semiconductor
material (typically silicon) sensitive to light from 300nm to 1000nm. A structure of channel stops
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Figure 4.13: The location of the spherical hard candy with the tank of water. The bluff body was
centered in dimension of the tank into the page.

and biased gate electrodes divides the CCD chip into pixels. When the CCD pixels are exposed
to light, the incoming photons excite electrons into the semiconductor’s conduction band. The
photoelectrons (i.e., electrons produced by the photoelectric effect) collect in the potential well
region of the pixel. The number of electrons in the potential well are therefore proportional to the
number of photons (i.e., intensity of light) striking the CCD sensor while the sensor was exposed
to light (i.e, the exposure time). The quantum efficiency of the seniscam qe double shutter camera
is 65%, where the quantum efficiency quantifies the relationship between the number of photons
striking the CCD sensor and the number of photoelectrons generated. In brief, for this quantum
efficiency 100 photons striking the CCD sensor would generate 65 photoelectrons.
Images of bluff body ablation were acquired from the streamwise-wall normal view using either
a 60 mm or 105mm Nikkor camera lens. Images were acquired at approximately one frame per
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minute as a typical experimental run lasted approximately one hour. The ablating bluff body
was back-illuminated by a fluorescent lightbulb behind a white sheet of paper. This arrangement
provided sufficient uniform lighting to capture a good quality image that could be used for the
image processing analysis. Note that a black light was initially used as it provided very good
contrast between the ablative body and the background with the advantage (relative to white light)
that it did not saturate (i.e., wash out) the camera sensor. However, since paradicholorbenzene
has a similar structure and spectral absorption as a naphthalene, the black light contained part
of the ultraviolet spectrum that is in the range of the wavelength of the highest absorption for
naphthalene. This absorption led to some melting of the paradicholorbenzene body so a white light
was used instead. Images of bluff body dissolution were acquired using a 60mm Nikkor lens from
the front view with the gravitational vector pointed downward in the vertical direction. Images
were acquired at either 1 or 2 frames per second as a typical experiment lasted approximately 45
minutes. In the dissolution experiment, ambient white light was used to illuminate the body and a
black piece of paper was placed behind the water tank in which the body was dissolving to reduce
the background intensity. This arrangement produced sufficient contrast between the dissolving
bluff body and the background. The analyses employed to analyze the images and to quantify the
shape parameters of the eroding bluff body are described in the next chapter. Fig. 4.14 shows a
representative image from a typical ablation and dissolution experiment.

Figure 4.14: Representative images from the ablation experiments (left) and the dissolution experiments (right).
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CHAPTER 5
DATA PROCESSING

5.1

Image Analysis

The data analyzes employed in this dissertation research requires the quantification of geometrical
properties of the eroding body through the erosion process. Since digital imaging is used as the
primary measurement tool for the ablation and dissolution experiments, as well as other erosion
datasets used in this study, it follows that evaluation of the erosion process is achieved by image
analysis. In this chapter, the computational and discrete geometry image analysis techniques used
to evaluate the erosion of a bluff body are described.
5.1.1

Segmentation

The first step is to segment each image into two regions: background and object. Ideally, there
should be good contrast between the background (low intensity) and the object (high intensity)
such that segmentation can be achieved by choosing an intensity threshold that is higher than the
background intensity but lower than the object intensity. Simply, pixels above the intensity threshold are considered to be part of the object and pixels below the intensity threshold are considered
to be part of the background. When there is good contrast between the background and the object,
the histogram of intensity counts will show a distinct bi-model distribution, where one distribution is associated with the background and the other with the object. If the two distributions are
distinctly separated, then any intensity value between the two distributions will serve as a suitable
threshold. However, with decreasing contrast, the tails of the two distributions move closer towards
each other, and may even overlap, so determining a suitable threshold intensity simply by visual
inspection of the histogram is not straightforward. Alternative, less subjective, measures then must
be employed.
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In the present study, it is assumed that the object and background intensity distribution are
Gaussian and can be quantified by a mean and variance. This assumption is justifiable in the
present study given that the light scattering properties of the object are (or close to) uniform across
the imaging plane and the background is also uniform. It then follows that the fluctuations of intensity for both the background and the object are owed to random events (photon shot noise or
random variations in the light scattering properties of the object, among other random events) and
suitably described by a Gaussian distribution. Given the expected bi-modal Gaussian distribution
of intensity counts, a robust image thresholding algorithm is implemented by assuming the histogram of intensity counts for an image is comprised of a two component Gaussian mixture model
(GMM). Then, an expectation maximization (EM) algorithm is performed to determine the ‘best’
model parameters (mean and variance) for the GMM. The EM algorithm [Bazi et al., 2007], described below, is a general method of finding the maximum-likelihood estimate of the parameters
of an underlying distribution from a given data set when the data is incomplete or has missing
values.
When the tails of the bi-model distributions are close to each other or overlap, for a given data
point with an intensity value close to or within the overlap region, it is unknown which distribution
this data point (i.e., pixel) belongs to. However, if the parameters of the distribution (mean and
variance) were known, the probability of the data point belonging to a specific distribution could
be determined. Alternatively, if it were known a priori which distribution the data in the overlap
region belongs to then the parameters of the distribution (mean and variance) could be determined.
The strategy of the EM algorithm is to iterate between these two scenarios to converge upon the
parameters of the bi-model distribution. How the EM algorithm works is that given an initial
guess for the mean and standard deviation of the two Gaussian distributions it will update the
probability that a given bin of the histogram of intensity counts more likely, in the probabilistic
sense, belongs to either the background Gaussian distribution or the object Gaussian distribution.
Then given the updated probability that a given bin belongs to a certain histogram, the algorithm
updates the parameters (mean and variance) that maximize the expectation of the log-likelihood
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Figure 5.1: Left: Iterations of the expectation-maximization algorithm. Right: A representative histogram
of image intensity counts, showing the two Gaussian like distributions, representing the object and background with the parameters (mean and variance) determined from the Expectation-Maximization of a two
Gaussian mixture model. The resulting two Gaussian distributions plotted on top of the histogram. It should
be noted that the histogram associated with the background is better approximated by a Gaussian than the
broader range of intensity counts for the objects (due to the light reflecting off the cylindrical bluff body).

function, where the log-likelihood function is a statistical measure of the probability of success.
This iterative procedure of the EM algorithm is demonstrated in the left panel of Fig. 5.1, where the
green dashed lines represent the computed Gaussian distribution at each iterative step. When the
EM algorithm converges, it outputs the estimated model parameters (mean and variance) of the two
Gaussian distributions. This convergence is shown in the right panel of Fig. 5.1. The EM algorithm
is, in general, sensitive to the initial conditions [Bazi et al., 2007, Gupta and Sortrakul, 1998],
however, in the present study (with two dominate peaks and no significant outliers) the model
parameters appear to be unconditionally stable and independent of the initial guesses. For more
information regarding the GMM-EM algorithm see Bazi et al. [2007] and Gupta and Sortrakul
[1998].
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In the present analysis, the intensity threshold is defined as the intersection between the two
Gaussian distributions. Additionally an intensity threshold of five standard deviations above the
mean intensity of the background was tested, where the mean and standard deviation of the background distribution are determined from the EM algorithm. This threshold also produced reasonable results and would be the preferred method if the Gaussian distributions are skewed. The
threshold intensity is then used to convert the 12-bit grey-scale digital images to binary images,
where the background pixels are assigned a value of 0 (1) and the object pixels are assigned a
value of 1 (0). In general, spatial filters are applied to remove small islands of wrongly identified
object pixels (i.e., isolated areas of less than 25 pixels × 25 pixels). In addition, for some images,
small holes within the object (wrongly associated with the background) are filled. These types
of artifacts are common in image segmentation and standard algorithms exist to correct for these
segmentation artifacts.
5.1.2

Contour Tracing

The outer boundary (i.e., the wetted perimeter) of the now segmented eroding bluff body (i.e,
the object as described above) is determined using contour tracing methods that when applied to
digital images returns a list of the coordinates of the edge pixels of the bluff body in clockwise
(CW) or counter clockwise (CCW) order. Since the contour of the bluff will be used to evaluate
the geometrical properties of the body, correct extraction of the contour is needed to yield accurate
quantification of the geometrical properties of the eroding bluff body through the erosion process.
The contour tracing used in the present analysis is based on the algorithm presented in Wagenknecht [2007]. This algorithm works by having a labeled input image, i.e. an image (array)
where the different segment (class) types have been identified. In the present case, this would be
pixels associated with the bluff body (ones) and pixels that are associated with the background
(zeros). (Note that the inverse of the bi-level assignment is also appropriate, i.e., bluff body (zeros)
and background (ones).) As in any general contour tracing algorithm, prerequisites include conditions for the start pixel, the neighborhood of contour pixels, the direction in which the contour is
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traced, and the stopping criterion. The advantage of the algorithm of Wagenknecht [2007] is that
determination of the start pixel, the neighborhood of contour pixels, and the stopping criterion are
handled quite eloquently so that both inner (i.e, holes), outer contours, and complex contours can
be traced accurately. The image analysis process is demonstrated in Fig. 5.2, where panel A and C
show the segmentation of the bluff body at different times during the erosion process, panel B and
D show the edge contours and panel E shows the two edge contours on the same plot.

Figure 5.2: A representative sequence of the image analysis process used in the present study:
panels A and C show the segmented bluff body, panels B and D show the edge contour, and panel
E shows the two edge contours plotted in the same figure.

5.2

Computing the Geometrical Properties of the Eroding Bluff Body

At this point in the analysis, the geometrical properties of the bluff body can be quantified by
its boundary points, (xi , yi ). Specifically, the body can be treated as a simple (i.e. not selfintersecting), irregular (i.e. length of sides and angles of vertices are not all equal) polygon with n
number of vertices, Vi = Vi (xi , yi ) , such that Vn = V0 (i.e., a closed surface).
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5.2.1

Centroid

The centroid provides a simple indication of the uniformity of the erosion around the bluff body
and is also used in the subroutine of other image processing functions. The centroid of a simple
polygon (Cx , Cy ) can be found
n−1

1 X
Cx =
(xi + xi+1 ) (xi yi+1 − xi+1 yi )
6A i=0

(5.1)

n−1

1 X
Cy =
(yi + yi+1 ) (xi yi+1 − xi+1 yi )
6A i=0

(5.2)

where A is the polygon’s signed area given in Eq. (5.4) or Eq. (5.5).
5.2.2

Cross-sectional Area

The rate change in cross-sectional area is the primary measurement parameter to investigate and
quantify the erosion of a bluff body in an external cross flow or buoyancy driven flow. The crosssectional area of this simple polygon defining the eroding body can be evaluated using a standard
computational geometry algorithm, which is based on the fact that the area of the polygon can be
divided into the sum of the area of triangles [Klette and Rosenfeld, 2004]. If the three points of a
triangle are defined by two sequential polygon vertices {(xi , yi ) , (xi+1 , yi+1 )} and the origin (0, 0),
then twice the area of a triangle reduces to the a determinant of the polygon vertices.

2AT,signed = xi yi+1 − xi+1 yi ,

(5.3)

This leads to twice the signed, cross-sectional area of a simple polygon, Ap,signed ,

2Ap,signed =

n−1
X

(xi + xi+1 ) (yi+1 − yi ) ,

(5.4)

i=0

or a more computationally efficient formula,

2Ap,signed =

n
X

xi (yi+1 − yi−1 ) .

i=1
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(5.5)

By convention, if the points are order CCW (CW) the signed area is positive (negative), which
corresponds to the orientation of the polygon. Note that the cross-sectional area can also (perhaps
more simply) be determined by summing the number of pixels associated with the bluff body in
the segmented binary image, however this is not possible for the bluff body profiles obtained from
simulations and thus Eq. (5.4) (or Eq. (5.5)) is used for all datasets analyzed in this thesis for
consistency.
5.2.3

Wetted Perimeter

The wetted perimeter through Eq. (3.2) is related to the rate change in cross-sectional area,
the primary measurement parameter used in this work to quantify erosion. The wetted perimeter
was also used by Moore et al. [2013] when deriving a scaling law for the rate change of crosssectional area. For a digital image, coordinates of a line segment are restricted to a grid resulting
in either a 4- or 8-connected neighborhood. Computing the perimeter as the sum of the Euclidean
distance between the points of the bluff body will result in a large error, (∼ 25% for the ablation
experiments), and increasing the image resolution results in a perimeter estimate that converges
to an incorrect value [Klette and Rosenfeld, 2004]. Better approximations for the perimeter are
divided into local and global estimates as detailed below.
5.2.3.1

Local Estimates

Simple approximations for the perimeter exist by weighting the different edge types: isothetic,
diagonal, or corner step, that can result in more accurate estimates for the perimeter. For example,
1
(0.948ni + 1.343nd ) or
h
1
= (0.980ni + 1.406nd − 0.091nc )
h

P =

(5.6)
(5.7)

where h is the grid resolution and ni , nd , and nc are the number of isothetic, diagonal, and corner
steps, respectively.
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5.2.3.2

Global Estimates

Another approach is to determine digital straight line segments (DSSs), which approximate a
straight line through several 4- or 8-connected neighborhood points. The identified DSSs are not
required to be unique and depend on the starting point and direction (CW or CCW) that the points
are visited in the algorithms, which is a downside of this approach. Once the DSSs are identified
for a given polygon, the perimeter is simply the sum of the length of the DSSs. This estimate
has better convergence rates compared to the local estimates. Another approach is to compute
the minimum length polygon (MLP) [Klette and Rosenfeld, 2004]. The MLP can be found by
determining the relative convex hull (RCH) of the segmented image, where the inner polygon is
the identified contour obtained from the binary image described above and the outer polygon is
obtained by performing the binary morphological image dilation using a 3 × 3 structure element,
which adds a pixel to the outside of the inner polygon. The algorithm from Wiederhold and Reyes
[2015] was used to determine the RCH; however, it was discovered by using the algorithm on
the images from the ablation experiment that the authors’ proposed algorithm was not entirely
correct. The proposed algorithm would occasionally miss necessary points that should be part of
the RCH. The algorithm was modified and now appears to produce the correct results. Similar to
DSSs, once the MLP is determined the perimeter is simply the sum of the length of the MLP. The
MLP method also has better convergence compared to the local estimators and has the benefit of
being independent of the chosen starting pixel, i.e. its perimeter estimate is unique unlike the DSSs
estimate.
5.2.4

Characteristic Streamwise and Wall-normal Widths

The characteristic streamwise, b, and wall-normal, a, widths of the bluff body were computed
using two different methods. For the following discussion the streamwise and wall-normal coordinates will be considered x and y, respectively. The streamwise (wall-normal) width could either be
defined by the overall minimum and maximum streamwise (wall-normal) coordinates, which may
not be located on the same wall-normal (streamwise) coordinate.
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bo = max x − min x

(5.8)

ao = max y − min y

(5.9)

Another option is to compute the local streamwise (wall-normal) width for a given wall-normal
(streamwise) coordinate and choose the maximum local width as the characteristic length.

b` = max bi , where bi = max (x, yi ) − min (x, yi )

(5.10)

a` = max ai , where ai = max (xi , y) − min (xi , y)

(5.11)

In this dissertation, the overall minimum and maximum streamwise and wall-normal coordinates
were used.
5.2.5

Curvature

The local curvature was used in developing a simple erosive feedback model as it was determined (see Chapter 7) to be a good prediction of the evolution of the distribution of the eroding
agent surface flux. The local curvature of the bluff body is determined using two different methods. Both methods are based off the following observation regarding the local approximation for
the evaluation of function f (x = a) of a 2D planar curve. Assuming the origin of a local coordinate system is x = a and where the x-coordinate axis is tangent to the curve at x = a, then an
approximate value for the function f (x) at x = a can be written as a Taylor series expansion in the
local coordinate system,

y = f (x) = f (0) + x

df
dx

+
x=0

x2 d 2 f
2 dx2

+E

(5.12)

x=0

where E is the remainder. By construction, since the origin of the local coordinate system occurs
at x = a, f (0) = 0, and since the x-coordinate axis is tangent to the curve at x = a,

df
dx

= 0,
x=0

resulting in
y = f (x) =

x 2 d2 f
2 dx2
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+ E.
x=0

(5.13)

Furthermore curvature, κ, of a 2D planar curve in Cartesian coordinates parameterized by t is given
by
x0 y 00 − x00 y 0
κ= 
,
2
2 3/2
0
0
(x ) + (y )

(5.14)

where the primes denote differentiation with respect to t. Eq. (5.14) can be re-written explicitly
for y = f (x) as,
κ= h
Recalling that

df
dx

d2 f
dx2

 i3/2
df 2
dx

1+

.

(5.15)

= 0, results in
κ=

d2 f
dx2

(5.16)

which can be substituted into Eq. (5.13) resulting in

y = f (x) =

x2
κ + E,
2

(5.17)

x2
κ.
2

(5.18)

or that
y = f (x) ≈

The first method used in this study is that proposed by Frette et al. [2009], which is exclusive
to digital images. In this method, Frette et al. [2009] related the local curvature on a curve to the
fraction of area outside a template disk (a digitized circle of diameter D in pixels) to the total disk
area whose center is on an edge point and radius is b,
3π
κ≈
b



Aave 1
−
2
Adtot


,

(5.19)

where Adtot is the total area of the discrete disk and Aave = 0.5 (Ain + Aout ). Ain is the number
of background pixels in the template disk when the disk is center on the inside edge. Aout is the
number of background pixels in the template disk when the disk is center on the outside edge.
The center of the template disk could be placed on either side of the edge-boundary, which would
provide small variations in the curvature estimate. However, Frette et al. [2009] determined that
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a better approximation would be to average the area outside the template disk when centered on
both sides of the edge boundary, Aave . The output tends to be noisy so Frette et al. [2009] recom1
mended applying a running average window where the suggested size of the window, w = 0.5 |κ|
,

is dependent on the local curvature estimate. In addition, this method is sensitive to the size of the
template disk used.

Figure 5.3: Schematic of determining local curvature. Adapted from Lin et al. [2010].

The second method is based on adaptive line integrals proposed by Lin et al. [2010]. Similar to
Frette et al. [2009], it relates the local curvature at a point along a curve, x = a to a line integral,
I(f ), of the portion of a circle of radius r whose center is located at the point of interest above
the curve using a local coordinate system (dashed red curve in Fig. 5.3). The line integral can be
approximated by,

ˆ )=
I(f ) ≈ I(f

Z

Z

(1/2)κr2

f (x, y)d` −
Ω+
r

Z
f (r, y)dy −

0

(1/2)κ(−r)2

f (−r, y)dy

(5.20)

0

where Ω+
r denotes the upper half of the circle (solid red curve in Fig. 5.3) and the second and third
term on the RHS subtract the vertical line at x = ±r (orange lines in Fig. 5.3), where y = f (x) is
equal to Eq. (5.18) (magneta curve in Fig. 5.3).
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Furthermore, the covariance matrix of the region C can be expressed in terms of line integrals,
where the covariance matrix is given by,
Z

Z

T

(x − m) (x − m) d` =

Σ(C) =
C

where L(C) =

R
C


xx d` − L(C)mmT ,
T

(5.21)

C

d` and m = (1/L)

R
C

xd`. and expressed in terms of line integrals,




2
I(x)I(y)
1  I (x)
 I(x ) I(xy)
Σ(C) = 

.
−
L(C) I(x)I(y)
I 2 (y)
I(xy) I(y 2 )


2

(5.22)

Substituting the approximate equation for line integral Eq. (5.20) into Eq. (5.22), the covariance
matrix, assuming a local coordinate system, can be approximated as,

π 3
4
 2 r − κr
Σ(C) ≈ 
0





0
0
1


0
−
2  .



2
2
3
πr
−
κr
π 3
0 2r2 − κ4 r4
r − k12 r6
2

(5.23)

From Eq. (5.23), two estimates for the curvature result from diagonal entries of the covariance matrix, Σ1,1 and Σ2,2 . The authors Lin et al. [2010] proceeded with their procedure only considering
Σ1,1 , where the local curvature could be estimated as,

κ≈

π
Σ1,1
− 4 .
2r
r

(5.24)

Section 5.2.5.1 contains the discussion and results from exploring whether Σ2,2 , which has previously not been evaluated, could provide a better estimate for curvature.
A circle of radius r centered at point x = a will intersect the curve at points b and c. For a
fixed coordinate system, the angle between the x-axis and the vector from the circle center to the
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intersection points is denoted as, θ0 and θ1 , respectively. Then the covariance matrix above the
curve, i.e. between θ0 and θ1 is,


r3
2

Σa (C) = 

r3

r3

− 4 [cos 2θ1 − cos 2θ0 ]


4

−

3
− r4



(θ1 − θ0 ) + 12 (sin 2θ1 − sin 2θ0 )


2

2

r [sin θ1 − sin θ0 ]
1

 4
r (θ1 − θ0 ) − r [sin 2θ − 2 sin(θ + θ ) + sin 2θ ]
1
1
0
0
2


[cos 2θ1 − cos 2θ0 ]




(θ1 − θ0 ) − 21 (sin 2θ1 − sin 2θ0 )

4
− r2


[sin 2θ1 − 2 sin(θ1 + θ0 ) + sin 2θ0 ]
.
2
4
r [cos θ1 − cos θ0 ]
(5.25)

Now the covariance matrix can be factored by singular value decomposition (SVD), essentially
performing principal component analysis (PCA), such that,
Σa (C) = V DV T

(5.26)

where V is matrix of the eigenvectors that happen to be estimates of the local tangent and normal
vector for the data contained with the circle and D is a diagonal matrix of eigenvalues, λs. In
order to compute the local curvature, one needs to first determine Σ1,1 , which is equivalent to the
eigenvector associated with the tangent vector, i.e. λtan , such that,

κ≈

λtan
π
− 4 .
2r
r

(5.27)

Similar to Frette et al. [2009], this curvature estimate is dependent on the size of the circle. To
minimize the effect of the chosen radius whose best choice may not be the same size for all points
along a curve, Lin et al. [2010] chose an optimal radius using wild bootstrapping methods to
estimate the curvature for a given circle radius over a range of circle radii (see Fig. 5.4). The
procedure for generating the wildbootstrap datasets for a given circle radius can be found in Lin
et al. [2010].
The advantage of both methods is they avoid computing a derivative, which is challenging when
applied to experimental or noisy data, which would be required if using the common definitions of
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Figure 5.4: Flow chart showing the general overview of how wildbootstrapping is used to determine the best circle radius for the curvature estimate. This figure is taken from Lin et al. [2010].

curvature, i.e. Eq. (5.14) or Eq. (5.15). An additional advantage of Lin et al. [2010]’s method is
it provides estimates of the local tangent and normal vectors that is more robust when applied to
noisy data compared to computed derivatives to determine the tangent and then normal vector.
5.2.5.1

Alternative Curvature Estimate derived from Lin et al. [2010]

The curvature could have been estimated from Σ2,2 in Eq. (5.23).
Recall,
Σ2,2

1
π 3 κ3 6
≈ r − r −
2
12
πr − κr2

let x = κr and moving all the terms to one side,
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κ2 4
2r − r
4
2

2
(5.28)

2

Σ2,2 −

π 3 x3 3 r4 (8 − x2 )
r + r +
≈0
2
12
16 r (π − x)

(5.29)

Finding a common denominator results in,







r4
48Σ2,2
48Σ2,2
4
3
2
x + (−4π) x + (48) x +
− 24π x + −π
− 24π − 192
≈0
48r (x − π)
r3
r3
(5.30)
48Σ2,2
r3

Letting C0 =

− 24π,

 4

r4
x + (−4π) x3 + (48) x2 + (C0 ) x + (−C0 π − 192) ≈ 0
48r (x − π)

(5.31)

Let C1 = −C0 π − 192
 4

r4
x + (−4π) x3 + (48) x2 + (C0 ) x + C1 ≈ 0
48r (x − π)

(5.32)

This leads to,
r4
≈0
48r (x − π)

or

x4 + (−4π) x3 + (48) x2 + (C0 ) x + C1 ≈ 0

r4
≈ 0 ⇒ r 6= 0
48r (x − π)

(5.33)

x 6= π

(5.34)

x4 + (−4π) x3 + (48) x2 + (C0 ) x + C1 ≈ 0

(5.35)

and

Need to find the roots of the polynomial,

The discriminant of the polynomial in Eq. (5.35) is always less than zero and therefore always returns two real roots and two complex conjugate roots. By using the substitution, x = κr, the direct
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dependencies of the roots of the polynomial being related to the size of the template disk(circle)
have been removed, so generic roots for any r were found. Again, performing SVD on the covariance matrix determines the eigenvectors, which are estimates of the local tangent and normal
vector at point a, then Σ2,2 corresponds to the eigenvalue associated with the eigenvector in the
normal direction.
The upper panel in Fig. 5.5 shows a comparison of the estimate x = κR for the Σ1,1 method
(referred to as the primary method) and the two estimates from Σ2,2 over a range of angles between
the two vectors creates from the circle center to the where the circle intersects the curve, Q =
θ1 − θ0 . The bottom panel shows the differences of the two estimates from Σ2,2 compared to Σ1,1 .
One of the roots (the blue curve) is comparable to the primary estimate, whereas the second roots
always provides on overestimate of the curvature (the red curve).

Figure 5.5: Comparing the estimate of x = κr from using Σ1,1 (primary method) to the two real
roots resulting from using Σ2,2 (secondary method) over a range of the angle between the center
of the circle and the two intersection points with the curve. The lower panel shows the difference
between the secondary method and the primary method.
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Based on Fig. 5.5 the curvature estimate from the blue curve resulting in one of the roots from
Σ2,2 was selected and compared to the primary estimate provided by Lin et al. [2010]. Using this
curvature estimate with the wildbootstrapping methods in Lin et al. [2010] results in a more robust
estimate for curvature that requires significantly less number of bootstrap datasets compared to
using Σ1,1 . One observation for why this may be is the curve MSE vs. r using Σ1,1 usually results
in two minima of similar MSE but occurring at two disparate ‘best’ radii. This could be a result
of the wildbootstrapping perturbing the y-coordinates while keeping the x-coordinate fixed (in the
local coordinate system), thus more variability in the y-direction. This also may be why using the
Σ2,2 also seems to perform better. In this dissertation, the local curvature was computed using the
alternative method based on Σ2,2 .
5.2.6

Local Recession Velocity

The local recession velocity provides insight into the instantaneous erosion characteristics as
it is related to the local surface flux of the eroding agent delivered to the eroding surface by the
fluid flow. Two methods were attempted to determine the local recession velocity, i.e. the normal
interface velocity. The first method uses an estimate of the local normal vector to the interface and
shoots a ray inward to determine where the ray intersects on the bluff body profile at the next time
step. This method works well for the simulation datasets however the estimate of the local normal
vector for the experimental results is not as robust and leads to erroneous local recession velocity
results.
The following method was used to determine the local recession rate for the experimental
datasets. The method for determining the local ablation velocity entails first determining the shortest distance between two sequence images and finding the minimum Euclidean distance from each
point. The minimum distance is used to determine the normal direction. Knowing the distance
and time between the two images a local recession velocity can be computed. The local recession
velocity computed for the ablating body at different times during the erosion process is shown in
Fig. 5.6. Note that a requirement of geometrical self-similarity (discussed in Chapter 6) is that
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the local erosion velocity profile would converge and remain unchanged at some point during the
erosion process.
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Figure 5.6: Temporal evolution of local ablation (recession) velocity where 180◦ corresponds to
the leading edge stagnation point.

5.2.7

Cumulative Area Decay Contribution

The cumulative area decay contribution is one metric that provides an indication of when selfsimilarity of the eroding bluff body may occur, which is discussed in Chapter 6. The cumulative
area decay contribution is the cumulative sum of the local area (which is essentially the local mass
loss) removed between two time sequences. This quantity provides an indication of the relative
local contribution around the bluff body, i.e. the amount of the total mass (area) loss between two
time sequences due to the laminar boundary layer on the leading surfaces compared to the contribution around the separation points and the wake. The cumulative area decay contribution also
provides some indications of when geometric self-similarity occurs as the local relative contribution around the bluff body should remain unchanged for geometric self-similarity to occur. This is
discussed further in Chapter 6.
The area loss is estimated by computing at a given position along the normalized arc length
of the bluff body surface, the quadrilateral area made on either side of the current location. The
‘left’ and ‘right’ sides of the quadrilateral is comprised of the midpoints between the normalized
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Figure 5.7: (Left) The local contribution to the mass (area) loss at the point indicated by the star is
the sum of the ‘left’ and ‘right’ quadrilateral (purple shaded areas). (Right) The local contribution
summed over several points along the bluff body. Note the solid blue and red points indicate
the discrete points of the bluff body profiles at two time sequences. The triangles represent the
intersection of the normal vector from the points on the blue curve with the next time iteration (red
curve) and the squares represent the midpoints of the blue points and the red triangles, which are
used to define the quadrilaterals.

arc length discretization, to the next time iteration. For a convex surface, the upper portion of the
quadrilateral will underestimate the area while the lower portion of the quadrilateral will overestimate the area, thus there is some cancellation in the area estimate. Consequently, the cumulative
area of the bluff body may not exactly equal one when computed around the entire bluff body.
5.2.8

Bluff Body Rescaling through Affine Transformations

In order to qualitatively evaluate if geometric similarity occurs during the erosion process, the
bluff body profiles can be rescaled such that their centroids are aligned and their cross-sectional
areas are equivalent. If geometric similarity exists, then the re-scaled bluff body profiles should
lie on top of each other. This is similar to the approach of shape matching identification where
given two shapes (with a one-to-one correspondence of shape features) a statistical method called
Procrustes analysis, scales, translates, and rotates one shape to match the other. For the analysis of
geometric similarity in this thesis, it is assumed that the bluff body profiles need not be rotated and
thus the images are only shifted and re-scaled.
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The shifting and rescaling was performed using affine transformation matrices, which preserves
points, straight lines, and planes. In order to implement the transformation matrices, the points that
identify the bluff body profile are written in a homogeneous coordinates matrix, Coord, where, in
2D, the first and second column are the x and y coordinates respectively and the third column
contains ones.
The translation matrix is defined by



 1 0 0


 0 1 0




dx dy 1

(5.36)

where dx and dy is the value the x and y coordinates will shift, respectively. Additionally the
scaling matrix is defined by



sx 0 0


 0 sy 0




0 0 1

(5.37)

where sx and sy is the scaling factor of the x and y coordinates will be re-scaled, respectively,
about the origin. For no distortion to occur the scaling factors need to be equal, sx = sy.
These matrix operations can be combined into a single transformation matrix, T , to operate
on a homogeneous coordinates matrix to re-scale the bluff body profiles. Each profile needs to
be shifted by their corresponding centroids, cx and cy, which acts as the origin, re-scaled, and if
desired re-shifted back to the original centroid location,





0 0 s 0 0  1 0 0
 1




 0 s 0  0 1 0
T =
0
1
0








−cx −cy 1 0 0 1 cx cy 1

(5.38)

where cx and cy refer to the centroid of the bluff body and the scaling factor s was determined
through an iterative process such that the re-scaled area is equivalent to the area of the initial bluff
body. The new coordinates, CoorSC, can then be found by,
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CoorSC = Coor · T

(5.39)

This affine transformation will be used in Chapter 6 to evaluate if, and when geometrical selfsimilarity is observed during the erosion process.

5.3

Evolution of the Eroding Body Shape from Ablation and Dissolution
Experiments

Observations regarding the evolution of the eroding body shape from the ablation and dissolution
experiments (Fig. 5.8) are discussed here. Other geometric properties such as cross-sectional area,
wetted perimeter, streamwise and wall-normal width, and geometric similarity are discussed in
Section 6.3.1 and Section 6.4. Fig. 5.8 shows the evolution of the bluff body as a function of time
for the various bluff body experiments described in Chapter 4. The left images show a cylindrical

Figure 5.8: The bluff body profile evolution for the ablation experiments (left) and dissolution
experiments (right). The color corresponds to a time during the evolution process. For the ablation
experiments four cases were tested, two at a freestream velocity of 4m/s (A) and (B), and two at
6m/s (C) and (D) where the flow is from left to right. The upper row (A) and (C) is when the bluff
body had a uniform approach flow while suspend in the freestream. The bottom row (B) and (D) is
when the bluff body was suspended immersed in a turbulent boundary. The dissolution experiment
occurred in an initially quiescent fluid.

bluff body during ablation when suspended in the freestream. The upper row (A) and (C) is when
the bluff body had a uniform approach flow while suspend in the freestream. The bottom row
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(B) and (D) is when the bluff body was suspended immersed in a turbulent boundary. The left
column (A,B) is for a freestream velocity of 4m/s and the right column (C,D) is for a freestream
velocity of 6m/s. The four panels are colored based on the time during the erosion process and
use the same colormap which corresponds to the experiment that ran the longest. This was done
to be able to directly compare, in time, the four ablation experiments. In these images the flow
is from left to right. The circles in the middle track the bluff body centroid at the various times
throughout the experiment. Regarding the two freestream cases (A and C), there appears to be
a small asymmetry between the upper and lower halves for the 4m/s case, while the 6m/s case
appears to be symmetry. It is conjectured that perhaps the influence of the boundary layers growing
on the upper and lower walls, accounts for this discrepancy, where the boundary layer thickness is
greater for the 4m/s freestream velocity when compared to 6m/s freestream velocity at the same
streamwise measurement location. As expected the leading edge recedes faster than the rear and
wake of the bluff body for all 4 cases. Additionally, the nose of the front stagnation point for all
the cases with the exception of the case when the body is immersed in a turbulent boundary layer
with a freestream velocity of 6m/s (D), is rounded similar to the data of Crocker [2015] whereas
the shear erosion results in the nose of the body that is more wedge-like. The effect of the bluff
body being immersed in a turbulent boundary layer on the shape evolution can clearly be seen for
the slower velocity (B). The lower half of the body sees on average a slower approach velocity
compared to the upper half of the body, this leads to a slower recession rate for the lower half and
results in the asymmetry of the body shape profile. The effect of the boundary layer on the body
shape is less evident for a freestream velocity of 6m/s.
The right image shows the bluff body during dissolution of a spherical bluff body when placed
in an initially quiescent fluid. Gravity points downward in these images. The bluff body is a hard
candy which accounts for the initial band at the mid-line. Once the spherical bluff body begin to
dissolve, the greater density of the dissolved solute compared to the fluid results in a gravitational
convective boundary layer flowing from top to bottom around the bluff body. This leads to an erosion of the top half similar to the front of the force convective ablation experiments. The boundary
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layer eventually separates, which leads to small recirculation zone that created a mushroom-like
shape. Furthermore, a convective buoyant plume forms underneath the candy where the higher
density solution is above a lower density water.
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CHAPTER 6
SIMILARITY AND SCALING LAWS

6.1

Self-Similarity and Power Laws

Self-similarity refers to a structure or process that appears to be the same when compared to a part
of itself or, for a time dependent process, a dimensionless quantity of the structure appears to be the
same at different times [Hyötyniemi et al., 2004]. Self-similarity entails scaling of an observable
quantity A(x) obeying the relationship

A(λx) = λs A(x),

(6.1)

where λ is a constant factor and s the scaling exponent, which is independent of x. The only
function that obeys this relationship is a power law. Effectively, self-similarity leads to a power
law formulation of a so-called scaling equation of the form given by Eq. (6.1). The natural world
is full of processes that exhibit self-similarity and, therefore can be described by a power law
dependence. For example, snowflakes, clouds, coastlines, seashells, the human lung, lightening,
and galaxies, among many others. A power law distribution therefore serves as a litmus test for
self-similarity. In this chapter, the emergence of self-similarity and a power law scaling relationship
in flow induced erosion processes is explored in detail.
6.1.1

Prandtl Scaling and Self-Similarity

A fluid erosion model based on Prandtl’s boundary layer theory has recently been developed
by Moore et al. (2013) and subsequently refined and expanded by Huang et al. (2015) and Moore
(2017). These studies are referred to collectively as M&Co in this thesis. A primary result of the
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M&Co fluid erosion model is a geometrical self-similarity scaling law for the time rate change of
the eroding body area and volume. The evidence in support of geometrical self-similarity scaling is
observation that at some time after the onset of erosion of a bluff body in crossflow, the body shape
remained relatively unchanged with increasing time (while the area/volume of the body decreases,
the shape of the body appears self-similar). Within the context of flow induced erosion, geometrical
self-similarity implies that the spatial distribution of the eroding agent surface flux is unchanged
in a coordinate system scaled by a characteristic length scale of the eroding body. This is true
if, and only if, the fluid dynamics around the body, which dictate the rate at which the eroding
agent is transported to the surface, is also self-similar when scaled appropriately. M&Co argued
that geometrical self-similarity results from the emergence of a leading surface of nearly uniform
shear stress, i.e., the body becomes wedge shaped with a uniform spatial distribution of the eroding
agent surface flux. Moreover, this self-similar shape (referred to as the terminal shape by M&Co)
emerges regardless of the initial body shape or erosion process. Experimental campaigns studying
shear erosion and dissolution of bluff bodies in cross-flow conducted by M&Co lend support to
both geometrical self-similarity and their scaling law, regardless of the initial shape of the body
or the erosion process. Qualitative observation of eroding bodies experimentally investigated in
this thesis supports the concept that geometrical self-similarity may be approached during part of
the erosion process. The wedge shape, however, is only observed when the body is eroding in a
cross-flow. The dissolution experiments in static water exhibit a different self-similar shape that
closer resembles the characteristic shape of a mushroom.
In this chapter, we first demonstrate that the veracity of the scaling law proposed by M&Co is
not without uncertainty. Specifically, it is shown that the unknown parameter in the scaling law of
M&Co (i.e., the so-called vanishing time) is itself a function of the power law scaling exponent,
thence an independent validation of the scaling law cannot be obtained simply by curve fitting
data. In particular, in the absence of an assumed power law scaling exponent, a generalized twoparameter scaling law is presented that is consistent with the M&Co scaling law. It is then shown
that ‘best’ fits (in terms of minimum least squared residuals) to erosion data can be obtained with
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the generalized scaling law for a wide range of paired values of the two fitting parameters. Consequently, the power law scaling exponent predicted by M&Co cannot be validated by fitting their
proposed scaling law to data since for any choice of a scaling law exponent, a second parameter
can be found to fit the data just as well as the scaling law proposed by M&Co. Instead, in this thesis we employ an empirical method in which a single parameter curve fit to experimental data can
be used to (1) evaluate the emergence of geometrical self-similarity and, if self-similarity exists,
(2) determine the power law exponent that best fits the data. A further advantage of the proposed
method is that the start and end times of geometrical self-similarity can be approximated. As noted
earlier, a self-similar shape emerges at some time after erosion begins, corresponding to the start
time of geometrical self-similarity. The end time of geometrical self-similarity is a physical necessity owing to the consequence of several effects brought about by the diminishing size of the
eroding body, e.g., the transition to creeping flow at low Re. The disadvantage of the present approach is that justification for the geometrical power law scaling exponent can only be argued a
priori.

6.2

Prandtl Scaling Laws of M&Co

The scaling law proposed by M&Co is based on Prandtl’s boundary layer equations as given by
Eqs. (3.27) to (3.32). For laminar flow around a bluff body, these equations hold from the leading
edge to the separation point (i.e., 0◦ ≤ φ ≤ 78◦ for a cylindrical body), corresponding to region I
as described in Chapter 3. The justification for the validity of Prandtl scaling for the erosion of a
bluff body in crossflow is that the primary contribution to the surface-averaged flux of the eroding
agent (at least at the start of the erosion process) is from region I, as previously noted.
The first step in formulating the M&Co scaling laws is to establish the constitutive relation
between the recession velocity of the interface and the surface of the eroding agent. These relations
were developed in Chapter 2 and given by Eqs. (2.21), (2.29), and (2.30) for ablation, dissolution,
and shear erosion, respectively. The next step is to scale the surface flux of the eroding agent by
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laminar boundary layer parameters and plug this scaling into the constitutive relations. This step
is shown below for ablation, dissolution, and shear erosion.
Prandtl scaling of the wall heat flux and, consequently, the interface velocity during ablation is
s
k
∆T
∆T
U∞
f
(A)
∴ uI ∼
P r1/3 ,
(6.2)
∼ kf ∗
δT
ρs λ
νa(t)
I
p
where ∆T = T∞ − Ts and δT∗ (t) = νa(t)/U∞ P r−1/3 is the thermal boundary layer thickness
∂Tf
qw00 = −kf
∂n

with a(t) the characteristic width of the body in the direction transverse to the flow. Similarly, the
scaling of the wall concentration flux and thence the interface velocity during dissolution is given
by

∂ωA,f
ηw = αA,f
∂n

I

∆ωA,f
∼ αA,f ∗
δM

∴

∗
where ∆ωA,f = ωA,f |∞ − ωA,f |I and δM
(t) =

(D)
uI

p

ρ2f αA,f ∆ωA,f
∼
ρf ρA,s − ρs ρA,f

s

U∞
Sc1/3 ,
νa(t)

(6.3)

νa(t)/U∞ Sc−1/3 is the thickness of the concen-

tration boundary layer. Lastly, the scaling of the wall shear stress and thence the interface velocity
is
U∞
du
τw = µ |y=0 ∼ ρf ν ∗
dy
δ

∴

(S)
uI

Cs
ρf
∼
ρs

r

3
νU∞
a

(6.4)

where Cs is a material property called shear erodibility as introduced earlier, ρs is the density of
p
the solid, and δ ∗ (t) = νa(t)/U∞ is the momentum boundary layer thickness.
Since Prandtl scaling yields uI ∼ a−1/2 for all three erosion processes, it follows that
√
dAc
= −Pwet uI ∼ −a × a−1/2 ∼ − a ∼ −A1/4
= −β1 Ac1/4 ,
c
dt

(6.5)

where β1 is a coefficient with dimensions [m3/2 s−1 ] and it is assumed that Pwet ∼ a and Ac ∼ a2 .
Note that the specific parameters incorporated into β1 depend on the specific erosion process and
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the coefficients relating the scaling of Pwet and Ac with a. Separating variables and integrating the
first and last term in Eq. (6.5) yields

Ac (t) = Aco

4/3
1−
t
,
3/4
4Aco
3β1

(6.6)

where Aco is the cross-sectional area of the body at t = 0. Next, defining the vanishing time tf
such that Ac (tf ) = 0 yields the scaling law of M&Co given by

Ac (t) = Aco

t
1−
tf

4/3
,

(6.7)

3/4

where tf = (4Aco )/3β1 . The M&Co Prandtl scaling analysis predicts the area of an eroding body
to decrease from its initial value Aco following a 4/3 power law in time.
M&Co has shown excellent agreement between experimental data and their scaling law and
stated that the excellent agreement between the two lends credence to Prandtl scaling of flow
induced erosion. There is, however a practical limitation in validating the M&Co scaling law
against experimental or numerical data, namely, tf , cannot be determined either experimentally
or numerically owing to either limited spatial resolution and other experimental limitations or
difficulties with grid|mesh resolution as Aco → 0. Therefore tf must be determined by curve fits
to the data. The critical issue, however, is that tf depends explicitly on the power law exponent
expressed in Eq. (6.5). This dependency is obscured by the formulation of Eq. (6.7) but will be
demonstrated below. The consequence of this dependency is that validation of the M&Co scaling
law cannot be determined independently by curve fitting data.
The difficulty with the M&Co scaling is best explained by considering a general form of the
power law scaling. Specifically, let it be assumed that the scaling between the recession velocity
of the interface and the eroding body dimension is unknown, i.e., uI ∼ aγ with γ an unknown
exponent. This is equivalent to stating that the scaling between the wall flux of the eroding agent
and body dimension a is unknown. Note that in M&Co γ = -1/2. Also note that in actual bluff
body erosion, the spatially averaged wall flux of the eroding agent has, in addition to the laminar
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boundary layer on the leading surface, a contribution from the wake (i.e., surface points beyond
the separation point) that likely scale differently with a than assumed by Prandtl’s boundary layer
theory. Then,
1+γ
dAc
= −Pwet uI ∼ −a × aγ ∼ −a1+γ ∼ −Ac 2 ∼ −Anc = −β2 Anc .
dt

(6.8)

where n = (1 + γ)/2. In M&Co γ = −1/2 so n = 1/4 as given by Eq. (6.5).
Integrating the first and last terms in Eq. (6.8) yields
1
  1−n


(1 − n) β2
t
Ac (t) = Aco 1 −
.
(1−n)
Aco

In M&Co n = 1/4 so

1
1−n

(6.9)

= 4/3 as given by Eq. (6.7). Next, defining the vanishing time t∗f such

that Ac (t∗f ) = 0 yields the scaling law

Ac (t) = Aco

(1−n)

where t∗f = Aco

1−

t
t∗f

!1/(1−n)
,

(6.10)

/(1 − n)β2 depends explicitly on n. Note that for n = 1/4 Eq. (6.10) reduces

to the M&Co scaling law given by Eq. (6.7).
Now, curve fitting Eq. (6.10) to the complete dataset of Moore et al. [2013] one finds that
various combinations of the power law exponent n, and t∗f produce excellent fits (with regards to
minimum least squared residuals) to the data as demonstrated by Fig. 6.1. Specifically, the red
curve overlayed on the contour plot represents the minimum in the least squared residuals for a
given combination of t∗f and n which shows little difference between the various combinations. A
similar issue pertaining to a two-parameter fit arises in determining the virtual origin in decaying
grid turbulence. This is has been discussed by Mohamed and Larue [1990] and the matter was
further discussed by Lavoie et al. [2007]. This issue with a two-parameter fit does not in it self
render Prandtl scaling to be incorrect, rather it demonstrates that Prandtl scaling cannot be verified
simply by curve fitting data to Eq. (6.7).
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Figure 6.1: Contour plot of the sum of squared residuals for curve fitting the area decay rate from
Ristroph et al. [2012] with Eq. (6.7). The red line represents the minimum squared residual for a
given combination of power law exponent, n, and the vanishing time, t∗f .

In order to avoid the uncertainties associated with curve fitting a two parameter model to determine the unknown power law exponent, n, Eq. (6.8) can be written alternatively by taking the
logarithm of both sides,

ln

dAc
dt



= ln (−β2 Anc )

(6.11)

The RHS can be split into two terms to isolate the two unknown parameters.

ln

dAc
dt


= n ln (Ac ) + ln (−β2 ) = n ln (Ac ) + β3 ,

(6.12)

resulting in the equation of a line, where ln (−β2 ) = β3 is a constant representing the y-intercept
and n is the slope. Eq. (6.12) assumed Eq. (6.8) was in physical units, however the result still holds
if t and Ac were normalized by a characteristic time and length-scale, t̂ = t/tc and Âc = Ac /L2c ,
respectively, which is the case for the numerical simulation datasets resulting in,

ln

dÂc
dt̂

!

h  
i
= n ln Âc + ln L2c + β4 ,
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(6.13)

where β4 is a constant and the non-dimensionalization results in a shift in the x-coordinate of the
line, which does not impact the power law exponent n , i.e. the slope of the line. Importantly, n
can independently be determined from data curve fits to Eq. (6.12) or Eq. (6.13). Moreover, this
approach, derived for a shear-driven erosion process, can also be used to evaluate n for a thermallydriven erosion process or dissolution to assess the universality of power law scaling across different
erosion processes.
6.2.1

Results

In applying Eq. (6.12) or Eq. (6.13) to the datasets described in Table 1.1, the Whittaker
smoother algorithm is used on the experimental Ac vs time data as well as the Ac vs time data
for Crocker [2015]. The Whittaker smoothed profile is then differentiated. Briefly, the Whittaker
smoother is a discrete penalized least squares method based on the balance of two factors: smoothness and conformity to the actual data (i.e., the ability to follow scatter in the data). If there is a
noisy series χ corresponding to which a smoothed series ξ needs to be determined, this balance can
P
P
be achieved by minimizing (χ − ξ)2 + λ (4ξ)2 . The result is a new discrete data set which
is a smoothed version of the original noisy data set. The parameter λ, influences the balance by
biasing it in favor of smoothness as its value is increased and to following the scatter in the data as
its value is decreased. The algorithm of the smoother and its MATLAB implementation has been
explained thoroughly by Eilers [2003].
Fig. 6.2 shows a plot of the logarithm of the cross-sectional area decay ln



d(Ac /Aco )
dt



vs the

logarithm of the cross-section area ln (Ac /Aco ) for the experimental data set of Ristroph et al.
[2012], which is representative of the other datasets (with the exception of the ablation datasets
which will be discussed below). This plot is significant on a number of accounts. The linear trend
in the interior points of the profile indicate a power law dependence, with the slope of the line
corresponding to the power law exponent. The first and last point in the linear trend demark the
approximate starting and ending point of geometrical self-similarity. For this dataset, the slope
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n ≈ 0.34, the starting point of self-similarity is at Ac /Aco ≈ 0.71 and the ending point of selfsimilarity is at Ac /Aco ≈ 0.27.

Figure 6.2: (a) shows the raw data in blue and the Whittaker smoothed data in red for the data from Ristroph
et al. [2012] and (b) shows the linear fit (green dashed line) to a subset of the time series, where the points
used for the curve fitting are indicated by the red circles.

Since the linear region of the ln



d(Ac /Aco )
dt



vs ln (Ac /Aco ) profile denotes the temporal region

where self-similarity exists, it is important to find appropriate metrics to define the scaling region.
The importance of determining the scaling region is also evident upon closer inspection of the
residuals of the curve fitting on the Ristroph et al. [2012] data in Fig. 6.3. Fig. 6.3 shows the
residuals for ‘best’ power law exponent, n, and corresponding vanishing time, t∗f parameters when
not using the complete dataset but rather starting at Ac /Aco = 1, 0.86, 0.78, and 0.63 respectively.
The upper panel shows that using the entire dataset as done by Moore et al. [2013] returns a
similar scaling exponent and vanishing time that the authors suggested (n = 0.25 and t∗f = 140 ± 2
min). However, the curve fit would be considered poor since the residuals shows a pattern with
increasing time: first the data consistently lies below the fitted curve, then the data consistently lies
above the fitted curve, before again falling consistently below the fitted curve. This indicates that
while at first glance the curve fit appears to represents the data, the pattern in the residuals indicates
that the fit is biased, evidenced in the top 2 panels where the pattern begins to be more random in
the third and fourth panels. The power law exponent in the third and fourth panels are n ≈ 0.3,
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1

Figure 6.3: Residuals of the curve fit, res = (1 − t/tf ) 1−n − Ac /Aco , with different ‘best’ power law
exponent, n, and corresponding vanishing time, t∗f parameters indicated in the upper right of the subplots.
The different subplots show the ‘best’ overall parameters when not using the complete dataset but rather
starting at Ac /Aco = 1, 0.86, 0.78, and 0.63 respectively. The solid black (hollow red) markers indicated
the data lies above (below) the fitted curve.

further from 0.25 as determined from Prandtl law scaling, while the vanishing time does not greatly
vary. The various ‘best’ fit curve parameters for 0.38 . Ac /Aco -start . 1 is shown in Fig. 6.4,
which indicates a power law exponent, n ≈ 0.3 and not n = 0.25, a 20% difference from Prandtl
scaling. As observed in Fig. 6.2, 6.3, and 6.4 determination of the extent of the linear region
is not without uncertainty. This uncertainty is a consequence of the nonlinear transition towards
and away from linearity. The nonlinear approach is likely a function of the initial conditions (e.g.,
body shape, Re, spatial distribution of the eroding agent surface flux) and the nonlinear departure
is likely a consequence of the increasing importance of additional dynamical effects brought by
the diminishing size of the body. A reasonable metric to determine the bounds of the geometric
similarity scaling region can be obtained from plotting the cumulative contribution of the area
decay around the bluff body, shown in Fig. 6.5, where the curves represent the local contribution of
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Figure 6.4: The ‘best’ fit parameters (a) power law exponent n and (b) vanishing time t∗f for Ristroph et al.
[2012] data when varying the starting data point indicated by Ac /Aco .

the cumulative area decay to the total area decay around the bluff body for a given time difference.
The cooler colors are associated with the beginning of the erosion process and the warmer colors
are for increasing time. During an intermediate time duration the profiles appear to collapse on
one another. The collapse of these curves correspond to a similar intermediate range of data points
associated with the linear trend observed in Fig. 6.2.

Figure 6.5: The cumulative area loss (equivalent to mass loss) between two successive time steps computing
as described in Section 5.2.7. The normalized arc length, ŝ = 0 corresponds to the front stagnation point
and ŝ = 0.5 corresponds to the rear point (180◦ from the front stagnation point) of the bluff body.
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Using Eq. (6.13), the power law exponent for the different datasets (see Table 1.1) examined in
this thesis were determined and tabulated in Table 6.1. The start and end points of the geometrical
scaling region are also provided in this table. The uncertainity values are given as ± values in the
table. The start points suggest that the starting point for geometric similarity is dependent on the
type of erosion process where the shear driven erosion begans around Ac /Aco ≈ 0.45 where for
ablation the starting point starts around Ac /Aco ≈ 0.66. The end point for the shear erosion also
appears to be grouped by wake effects where the simulations that neglected wake effects appear to
be geometrically self-similar until the body vanishes with Ac /Aco . 0.1 whereas the experiment
by Ristroph et al. [2012] suggests the geometric similarity ends at Ac /Aco ≈ 0.25. The end point
for the ablation experiments and simulation was indeterminant because the datasets were not able
to run for long enough time due to experimental setup limitations with the supporting rod diameter
and computational expensive simulations. The left figure in Fig. 6.6, shows the estimated power
law exponent, n, for the different datasets. The chosen ending point for geometric similarity,
Ac /Aco -end, is indicated by small solid colored marks in the image. A range of starting points
of geometric similarity, Ac /Aco -start, is indicated by the larger colored rectangular bars. For the
range of starting points, the mean of the power law exponent, n is indicated by the solid circular
markers plotted at the average Ac /Aco -start value. Additionally ±1 standard deviation is shown
indicated by the black vertical bars. A dataset with more than one entry indicates that a different
ending point, Ac /Aco -end, was used for the same starting point range.
It is clear from the tabulated results that a power law exponent of n = 1/4 as predicted by
Prandtl scaling does not hold for both the experimental results of Ristroph et al. [2012] (row 1) and
the complementary simulation study of Hewett and Sellier [2017] (row 2) for an initially cylindrical
bluff body eroding in crossflow, which show a power law scaling exponent of n > 0.3. The larger
power law exponent than that predicted by Prandtl scaling is likely due to wake effects that are
not accounted for by Prandtl scaling. This is somewhat corroborated by the simulation study of
Moore et al. [2013] (row 4), which ignored wake effects (possible in a numerical study) that shows
a power law scaling exponent that is less than the one predicted by Prandtl scaling. Interestingly,
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Figure 6.6: (a) shows the estimated scaling law exponent for various datasets and a given range of starting
points of geometric similarity (larger colorded rectangles) and end points of geometric similarity indicated
by the small colored dashes. The scaling law
 exponent
 is reported as mean (solid circle marker) and showing
d(Ac /Aco )
±1 standard deviation. (b) shows the ln
vs Ac /Aco profiles have been shifted vertically to all
dt
have similar y-values, where the yellow rectangle highlights the estimated range for the start of geometric
similarity, Ac /Aco -start.

the two simulation studies performed byHewett and Sellier [2017], the study where wake effects
were ignored (row 3) and the study that included wake effects (row 2), showed similar power law
scaling exponents. It is conjectured that the difference in the power law exponent between these
two datasets with no wake effects is a consequence of differences in the numerical schemes. The
thermal ablation of an initially cylindrical bluff body in crossflow simulated by Crocker [2015]
(row 6) shows a power law exponent n ≈ 0.38, which is larger than the power law exponent found
for the shear erosion of an initially cylindrical bluff body in crossflow. The difference is likely due
to the difference in the type of erosion (ablation vs shear).
The physical ablation experiments of an initially cylindrical bluff body in crossflow performed
for this dissertation show different trends relative to the other studies, most surprisingly different
than the complementary numerical study of Crocker [2015]. The possible reasons for these differ

ences is explained in Fig. 6.6, where the ln d(Acdt/Aco ) vs ln (Ac /Aco ) profiles have been shifted
vertically to all have similar y-values. Observed in all the profiles is a positive slope of profiles at
the beginning, Ac /Aco = 1. This occurs during the initial transients when the bluff bodies start
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as circular cylinders and transition to become wedge-like or a rounded front. Also included in
the figure is the assumed range of the starting location of geometric self-similarity, i.e Ac /Aco start,highlighted by the yellow region. This shows that the ablation experiments have very few if
any points in the approximate geometric similarity range, results in power law exponents, n, that
are not reliable. Interestingly, the case when the bluff body was suspended in the freestream with
a velocity of 6m/s had the most data that fell within the estimated range of Ac /Aco -start and its
power law exponent, n ≈ 0.88 is trending closer to the other datasets.
Table 6.1: Power law exponent from fitting temporal evolution of area decay to
Eq. (6.12)

6.3
6.3.1

Dataset

Power Law Exponent, n

A/Aco -start A/Aco -end

Ristroph

0.35

0.56

0.27

Hewett (w/ wake)

0.31

0.44

0.11

Hewett (stagnant wake)

0.29

0.37

0.04

Moore (stagnant wake)

0.20

0.42

0.08

Crocker

0.38

0.67

–

Allard (FS 4m/s)

3.62

0.66

–

Allard (FS 6m/s)

0.88

0.70

–

Allard (BL 4m/s)

7.85

0.61

–

Allard (BL 6m/s)

–

–

–

Other Influencing Variables
Length Scale Scaling

As previously stated in Eq. (6.5), M&Co chose a characteristic length scale as the maximum
wall-normal width of the bluff body, a. However it is unclear whether this is the appropriate length
scale for an eroding bluff body, as perhaps the maximum streamwise width, b may be a more
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appropriate length scale. M&Co did not state whether different length scales were investigated, so
it beneficial to check here if the wetted perimeter, pwet , scales with wall-normal width, a, as well as
whether the recession velocity scales as a−1/2 according the Prantdl laminar boundary layer theory.
From the extracted bluff body boundary, e.g. Fig. 5.2E, the projected cross-sectional area, Ac ,
the wetted perimeter, pw , maximum width in the streamwise flow direction, b, and maximum width
in the direction transverse to the flow, a, are determined based on algorithms from digital [Klette
and Rosenfeld, 2004] and computational geometry [Preparata and Shamos, 1985]. The image
processing is currently able to capture the bluff body projected outer boundary fairly robustly
leading to a good estimate of the projected cross-sectional area, however, the wetted perimeter
is more sensitive to object edge artifacts resulting from the image processing. Fig. 6.7 shows
how these geometric properties evolve for the datasets in Table 1.1. Fig. 6.7A shows that the
cross-sectional area is proportional to the perimeter squared, which is not surprising. Fig. 6.7B
shows that streamwise and wall-normal widths scale proportionately to one another, where the
wall-normal length remaining smaller than the streamwise length. Fig. 6.7C and D show that the
cross-sectional area scales similarly using either the streamwise or wall-normal length scale.
6.3.2

Outer Flow Conditions

To investigate the influence of the outer flow conditions, the thermal ablation of a paradichlorobenzene body immersed within a boundary layer is studied. For this configuration, the flow around the
body is not symmetric about its axis of symmetry and, owing to the diminishing size of the body
within the boundary layer, the mean flow sampled by the body is unsteady. Fig. 6.8A shows the
area decay (normalized by the initial area, Aco ) for four physical ablation experiments, where the
time is in physical units. For a given free stream velocity, U∞ , not surprisingly the ablation rate is
faster when the bluff body is exposed to a uniform incoming flow compared to when it is immersed
within a boundary layer. Fig. 6.8B shows the area decay with time normalized by a characteristic
1/2

time scale Aco /U∞ , which shows reasonable collapse between the two different freestream velocities for a given approaching outer flow condition but not between the two outer flow conditions.
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Figure 6.7: Geometric properties relationship between (A) cross-sectional area vs wetted perimeter, (B) streamwise vs transverse width, (C) cross-sectional area vs transverse width, and (D) crosssectional area vs streamwise width. The subscript o, refers to the initial geometric property value.

However, when the bluff body is immersed in a boundary layer, it is exposed to incoming flow
velocities that on average are less than the freestream velocity. Thus, a more appropriate characteristic velocity to use to compute a characteristic time scale is an effective velocity, U∞,eff , that
represents the average incoming velocity in the wall-normal direction, initially, sampled by the
body. To approximate this effective velocity, it was assumed the wall-normal velocity profile of
the turbulent boundary layer goes like

u = U∞

 y 1/7
δ

(6.14)

where U∞ is the free stream velocity, y is wall normal position, and δ is the boundary layer thickness. The average streamwise velocity sampled by the bluff body is given by
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Figure 6.8: Scaling laws for physical ablation experiments at two free stream velocities 4 m/s and
6 m/s for two different approaching outer flow conditions: unidirectional and uniform (i.e. the
bluff body is suspended in the free stream) and spatially and temporally varying (i.e. the bluff body
is immersed within a turbulent boundary layer).

U∞,eff

1
=
y2 − y1

Z

y2

U∞
y1

 y 1/7
δ

dy,

(6.15)

where y2 − y1 is the width normal to the streamwise flow direction. Reducing Eq. (6.15) results in
8/7

U∞,eff =

8/7

7 U∞ y2 − y1
8 δ 1/7 y2 − y1

(6.16)

Defining the start and end wall-normal positions in terms of a fraction of the bluff body initial
diameter, D, i.e. y1 = aD and y2 = bD, Eq. (6.16) reduces to,

U∞,eff

Let α =

b8/7 −a8/7
,
b−a

 1/7 8/7
D
b − a8/7
7
= U∞
8
δ
b−a

(6.17)

then Eq. (6.17) becomes

U∞,eff

 1/7
7
D
= U∞
α
8
δ

(6.18)

For the experiments performed with free stream temperature of 100 ◦ F and velocity of 4 m/s and
6 m/s, the terms in Eq. (6.18) are provided in Table 6.2, Substituting the values in Table 6.2, where
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Table 6.2: Estimate of terms in Eq. (6.18)
U∞ [m/s]


D 1/7
δ

α

U∞,eff [m/s]

4

0.85

1.03

3.06

6

0.86

1.03

4.65

α is approximately constant throughout the experiment, into Eq. (6.18), results in an averaged
velocity sampled by the bluff body of U∞,eff = 3.06 m/s and U∞,eff = 4.65 m/s for free stream
1/2

velocities of 4 m/s and 6 m/s, respectively. Using this more appropriate time scale, Aco /U∞,eff ,
Fig. 6.8C shows reasonable collapse between the two different freestream velocities and both outer
flow conditions.

6.4

Geometric Similarity

The emergence of a body shape that possess geometric similarity is important for determining the
scaling law power exponent in Moore et al. [2013]’s law for the temporal evolution of the crosssectional area of an eroding bluff body, described above. One qualitative and quantitative metric
of geometric similarity is rescaling the bluff body profiles described in Section 5.2.8. Geometric
similarity would result in the rescaled body profiles lying on top of one another. Fig. 6.9 shows the
rescaling of the bluff body profiles from the ablation experiments as well as the dissolution experiments. Both set of erosion experiments indicate a bluff body shape that becomes geometrically
similar (or at least close to being similar) for various flow conditions and erosion processes. The
intermediate time range when the rescaled profiles collapsed would suggest similarity may exist.
Since the body shape is similar for this time range, the flow dynamics is assumed to remain similar
as well. The correspondence between the occurrence of the linear range of the power law fit and
the occurrence of geometric similarity is something we are going to investigate in the future.
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Figure 6.9: The bluff body re-scaled profile evolution for the ablation experiments (left) and dissolution experiments (right). The color corresponds to a time during the evolution process. For
the ablation experiments four cases were tested, two at a freestream velocity of 4m/s (A) and (B),
and two at 6m/s (C) and (D). The upper row (A) and (C) is when the bluff body had a uniform
approach flow while suspend in the freestream. The bottom row (B) and (D) is when the bluff
body was suspended immersed in a turbulent boundary. The dissolution experiment occurred in an
initially quiescent fluid.
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CHAPTER 7
SIMPLE EROSIVE FEEDBACK MODEL

Predicting the feedback loop between an eroding surface and the flow transporting the eroding
agent to the surface constitutes a grand challenge in modeling and simulation. For eroding bluff
bodies at low Reynolds number, one modeling approach is to time step Thwaites’ Method (see
Chapter 3) updated at each time step for the modified geometry of the bluff body. The problem
with this approach is that Thwaites’ Method only provides satisfactory approximate solution of the
surface flux of the eroding agent as long as the flow is not separated. Therefore, this is not a satisfactory approach as the flow downstream of the separation point contributes to the erosion, and with
increasing importance through the erosion process. In a recent study, Moore [2017] merged boundary layer theory, separated flow theory, and Riemann-Hilbert analysis to determine the terminal
shape of an eroding bluff body based on the condition of self-similar evolution. While impressive,
this analysis employs several simplifying but critical assumptions regarding self-similar evolution
and the spatial distribution of the eroding agent for the terminal shape. Specifically, the evolving
shape cannot be predicted without a priori assumption of self-similar evolution. Moreover, this
method will not work at high Reynolds number when the flow around the body is turbulent.
The metric defining the efficacy of a generalized erosion model is the ability to predict the
temporal and spatial evolution of the eroding agent surface flux in the absence of any a priori
assumptions. This effectively constitutes modeling the feedback coupling between the eroding
surface and the fluid dynamics. In the simple erosion model presented here, the feedback from the
eroding surface on the fluid dynamics is bypassed and the temporal and spatial evolution of the
eroding agent surface flux is updated based on morphological changes to the surface of the eroding
body. Specifically, since the morphological changes to the surface of the eroding bluff body are a
direct result of the, unknown, instantaneous magnitude of the local eroding agent surface flux, it is
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hypothesized that there exists a local shape parameter that can forecast how the eroding agent flux
will locally adjust. The key, of course, is finding the shape parameter that is best correlated with
an increase or decrease in the local eroding agent surface flux.
In this chapter, the possibility of by-passing the fluid dynamics and updating the local eroding
agent based on a local shape parameter is explored. In the first part of the chapter, the chosen
local shape forecast parameter is identified and discussed. This is followed by a description of
the erosion model, including how the local changes to the eroding agent flux are updated/adjusted
between iterations based on the evolution of the identified shape forecast parameter. The expectation is that, given an initial eroding agent surface flux distribution, the model should capture the
local and holistic morphological shape dynamics of the eroding body with reasonable accuracy.
The performance of the model is then evaluated for three variants of the feedback model. Here
it is shown that the potential to by-pass the fluid dynamics in a simple erosion feedback model is
promising. Lastly, a discussion of future work is presented.

7.1

Local Shape Forecast Parameter

The key to predicting the surface dynamics of an eroding body is to know the evolution of the
distribution of the eroding agent surface flux. Fig. 7.1A shows the temporal evolution of the local
heat flux indicated by the Nusselt number of an ablating initially circular cylinder and Fig. 7.1B
shows the wall-shear stress (normalized by onset wall shear stress) for an initially circular cylinder
undergoing erosion due to surface shear force. Note the differences in the evolution of the heat flux
compared to the wall shear stress. Specifically, the N u profiles show little variation while the wall
shear stress profiles show significant variation during the early part of the erosion processes. This
suggests that the feedback mechanism between the flow and surface dynamics is weak for ablation
and strong (at least initially) for shear-induced erosion. Additionally, the datasets suggest that the
feedback mechanism has a stabilizing effect such that distribution of the wall shear stress tends
to approach a similar shaped profile with increasing time. Note that a self-similar profile of the
eroding agent surface flux is a necessary requirement for geometrical self-similarity. Consequently,
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Figure 7.1: Temporal evolution of the distribution of the eroding agent surface flux for an initially
circular cylinder undergoing (A) ablation and (B) shear-driven erosion. The cooler colors correspond to initial distribution of the eroding agent surface flux and the warmer colors correspond
later in time as the bluff body erodes. Note the colors between the two subfigures do not correspond to the same time. Data for the figure adapted from Crocker [2015] and Hewett and Sellier
[2017] where the wall shear stress in Hewett and Sellier [2017] was prescribed to be zero after the
separation point.

it can be expected that morphological gradients are smoothed out over time. This was observed by
Moore et al. [2013], where the authors investigated the effect of adding a surface perturbation to
the bluff body, both experimentally and numerically, and found the surface perturbation decaying
quickly to acquire a smoother surface.
It is proposed that the local surface flux evolution of the eroding agent can be correlated to the
evolution of a local shape parameter. Specifically, the local evolution of this shape parameter can
be used as a representative surrogate for the local evolution of the surface flux of the eroding agent.
Moreover, large temporal and/or spatial gradients in the shape parameter lead to strong feedback
to the flow resulting in a rapid change in the local surface flux of the eroding agent. Contrary,
small gradients in the temporal and/or spatial evolution of the critical shape parameter lead to
weak feedback to the flow, with minimal influence on the flow dynamics and, consequently, the
surface flux of the eroding agent.
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Figure 7.2: Demonstration of weak (A) versus strong (B) flow feedback compared to the actual
eroded shape in (C) and (D), respectively.

The differences between weak feedback and strong feedback and how a shape parameter may
be used to distinguish between the two feedback mechanisms is demonstrated here. Fig. 7.2 shows
an initially circular bluff body represented by the blue curve that is then eroded (red curve) by
assuming that the distribution of the surface flux of the eroding agent remains unchanged relative
to the distribution around a rigid circular bluff body (i.e., a one-way coupled system). Fig. 7.2A and
Fig. 7.2B show the initial and eroded shape for ablation and surface shear erosion, respectively. If
these figures are compared to the actual eroded shape during ablation (Crocker) and shear erosion
(Hewett and Sellier) as given in Fig. 7.2C and Fig. 7.2D, it is evident that the predicted body shape
for ablation assuming one-way coupling yields a reasonable representation of the actual ablated
shape, thus the actual two-way coupling can be considered weak.
Contrary, the predicted shape for shear erosion assuming one-way coupling yields a poor representation of the actual shear eroded shape, thus the actual feedback from the eroding surface on
the flow can be considered strong. Moreover, it is apparent that for Fig. 7.2B to look more like
Fig. 7.2D the local wall shear stress must increase locally (relative to its initial magnitude) near
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90◦ and 270◦ where 0◦ corresponds to the front stagnation point (flow is from left-to-right). It is
also apparent that near 90◦ and 270◦ the local curvature of the red curve rapidly changes. Based
on these observations, the local surface curvature is chosen as the shape forecast parameter to be
used in the erosion model developed here. Moore et al. [2013] hinted at the importance of surface
curvature for the shape evolution of an eroding body. Specifically, they used a modified erosion
law in their simulations that had an additional smoothing term dependent on surface curvature for
numerical stability. They noted that the use of the smoothing term, in particular at the front stagnation point and around the separation points, where wall shear stress (i.e. the eroding agent) is
zero or minimal but the local curvature is the greatest, provided good qualitative agreement with
their physical experiments. Hewett and Sellier [2017] also used this modified erosion law in their
simulations.
Evidence that the local curvature on the surface of the eroding body is a reasonable forecast
parameter is presented here, where the local curvature around the eroding body is computed using
a modified method described in Section 5.2.5 and based on the method of Lin et al. [2010]. This
method is reported to be robust with noisy data. Fig. 7.3A and Fig. 7.3B show the temporal evolution of the local eroding agent and the corresponding curvature (normalized by onset curvature) in
Fig. 7.3C and Fig. 7.3D. Also, included in Fig. 7.3E and Fig. 7.3F is the ratio of the local eroding
agent to the resulting recession distance, which shows collapse of the curves at most times and that
the local eroding agent is proportional to the recession distance but the proportionality constant is
a function of distance from the front stagnation point. The evolution of the curvature profiles for
the shear erosion show that the regions where the local curvature change is the largest corresponds
reasonably well with the regions where the surface flux change is the largest. There is an initial
shift in the peak of the wall shear stress to greater distances (i.e. increased ŝ along the bluff body
and a flattening out of the shear stress profile as it becomes more uniform along ŝ. For ablation,
the region where the curvature changes sign corresponds to the region where the local wall hear
flux changes from increasing with time to decreasing with time. These results suggest that the
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local curvature, or gradients of, may be a suitable surface parameter surrogate to predict the local
evolution of the surface flux of the eroding agent.

Figure 7.3: Temporal evolution of the local eroding agent flux as a function of normalized arc
length from front stagnation point for ablation (A) and shear erosion (B). The corresponding temporal evolution of the local bluff body curvature is found in (C) and (D). (E) and (F) show the
ratio of the local eroding agent flux to the recession distance. Data for (A) and (B) adapted from
Crocker [2015] and Hewett and Sellier [2017], respectively.

7.2

Feedback Erosion Model

Based on the relationship between the surface dynamics and local surface curvature demonstrated
above, a simple feedback erosion model is developed to adjust the local surface flux based on the
differences in the local curvature between successive time steps. The goal of the model is to predict
the shape evolution (both local and holistic) of the eroding body provided that the local surface flux
of the eroding agent is known at some time (which corresponds to the initial time in the model) during the erosion process. At low Reynolds number the initial local surface flux profile of the eroding
agent can be found using boundary layer theory and separated flow theory. At high Reynolds number, the initial eroding agent surface flux profile can be found by experimental measurements for
a similarly shaped rigid (i.e., non-eroding) bluff body. A large time scale separation between the
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fluid dynamics and the erosion process will be assumed for this model. This quasi-steady analysis
allows the shape evolution to be separated from the local eroding agent surface flux evolution and
avoids having to solve a coupled system.
The primary steps to implement the erosion model are, in principle, fairly simple as described
here. For a given initial eroding body shape (e.g., cylindrical) and an initial profile of the surface
flux of the eroding agent on the eroding body surface (e.g., the wall shear stress or wall heat flux
on a rigid cylinder):
1. (Re-)Discretize the surface and local eroding agent flux
2. Compute the local shape forecast parameter along the body surface.
3. Update the local surface flux of the eroding agent based on changes to the local shape forecast
parameter.
4. Compute the local recession (surface normal) velocity proportional to the updated local surface flux.
5. Evolve body shape
6. repeat steps 2 to 5
The modeling details required to implement the model in Matlab are described below.

7.3

Detailed Method of Implementation

The following are the inputs to the simple model:
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Parameter

Description

(x, y)
Cartesian coordinates on bluff body surface points


P 0x P 0y 
R=
 ray starting at (P 0x , P 0y ) pointing in direction (vx , vy ) ray to indicate where
vx
vy
ŝ = 0; i.e. where the normalized arc length begins
M

erosion rate, determines magnitude of recession velocity

N

number of iterations

erdAgntFn

The local eroding agent, erdAgntFn, as a function of some spatial parameter,
erdAgntCoord, for the current model this is a normalized arc length from the
front stagnation point. The local eroding agent function has been initialized
such that the maximum value of the function is 1.

wgtFctr

weighting factor for updating eroding agent function based on normalized
arc length

thrsh

threshold for updating eroding agent function

Parameters needed for local curvature calculation based on wild bootstrapping as described in ??
rRng
B

range of circle radii to test for curvature calculation
number of bootstraps for curvature calculation

btStrpMthd

bootstrapping distribution

medfiltLen

size of median filter window used to improve ’best’ curvature

medfiltNaN

how to handle NaNs in median filter calculation

Detailed method of implementation below:
1. For coordinates on bluff body surface, compute the following:
(a) normalized arc length
(b) local curvature
(c) normal unit vector
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2. Compare curvature at same normalized arc length, this may require the need to interpolate
curvature onto eroding agent coordinate system for comparison. Possible comparisons: difference to previous curvature value, ratio to previous curvature value, if comparison is not
finite because comparison is Inf or NaN, leave eroding agent function unchanged
3. Update weight distribution, this is needed if laminar and wake region are not equally weighted
or the weighting changes through the erosion process. (in the present version of the model
the weight distribution is constant.)
4. Update eroding agent function based on choice of either (a), (b), or (c):
(a) Ratio in local curvature between successive time steps, used termed as DR: this
threshold method seems to capture the shift in peak shear stress curve
i. If DR is above a threshold, ’thrsh’, increase by weight equal to the ratio but capped
at 0.2, if below threshold, decrease by weight equal to the ratio but capped at
0.2, w(mm) = min((DR(mm) − 1), 0.2); erdAgntF n(mm) = (1 + w(mm)) ∗
erdAgntF n(mm)
ii. Elseif, w(mm) = min((1−DR(mm)), 0.2); erdAgntF n(mm) = (1−w(mm))∗
erdAgntF n(mm)
(b) Difference in local curvature between successive time steps, used termed as DD:
this threshold method seems to capture the initial decreasing and flattening out of the
shear stress then it increase once shear stress is flattened out
i. If DD is above a threshold, ’thrsh’, increase by weight if below threshold decrease
weight, erdAgntF n(mm) = (1 + w(mm)) ∗ erdAgntF n(mm)
ii. Elseif erdAgntF n(mm) = (1 − w(mm)) ∗ erdAgntF n(mm);
(c) Combinations of case(a) and case(b): This threshold combines the above two features
and is the current method for updating the eroding agent function
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i. If comparison of the difference in curvature is greater than threshold, DD, then
update weight by w(mm) = min((DR(mm) − 1), 0.2); erdAgntF n(mm) =
(1 + w(mm)) ∗ erdAgntF n(mm)
ii. Elseif, w(mm) = min((1−DR(mm)), 0.2); erdAgntF n(mm) = (1−w(mm))∗
erdAgntF n(mm)
5. Determine local recession velocity based on eroding agent function
(a) Update magnitude of vn based on local shear stress and find the local inward facing
normal unit vector for recession velocity direction
(b) Note: Since the first and the last point are the same point (i.e. a duplicate point to close
bluff body), force them to have the same magnitude for the eroding agent and erosion
velocity for the normal velocity component set to zero to mitigate model from blowing
up quickly at the front stagnation point.
6. Update coordinates
7. Check if erosion rate is too great causing normal vectors artificially intersect, re-distribute/reduce
surface coordinates and repeat starting at Step 1 (not implement in current version of the
model)
8. Repeat Step 1

7.4

Validation of the Model

The performance of the model to predict the shape evolution of the eroding body is demonstrated
for an initially circular cylinder that is shear eroded. The validation results are presented for the
three variants of the feedback model as described in Step 4 above. For each case, the curvature of
the initially circular cylinder is constant around the body and normalized to have a value of unity.
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Figure 7.4: The evolution of the local (a) eroding agent, (b) curvature, and (c) eroding body shape for case
A variant of the model.

7.4.1

Case A: Update local shear stress based on increase/decrease in the ratio of local curvature between successive time steps

The case A variant of the model corresponds to a feedback mechanism based on the ratio of
the local curvature between successive time steps. Specifically, if the ratio of the local curvature,
DR, between successive time steps is greater (less) than unity, the local shear stress is increased
(decreased) by a factor ζ = 1 ± w, where the weighting function w = minimum of (|1 − DR|, 0.2),
where (0.2) serves as a limiting upper bound. Fig. 7.4 shows the evolution of the local (a) eroding
agent, (b) curvature, and (c) eroding body shape for case A variant of the model with w = 0.1.
This variant of the model is able reproduce both the shift to larger arc length and decrease in the
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Figure 7.5: The evolution of the local (a) eroding agent, (b) curvature, and (c) eroding body shape for case
B variant of the model.

peak wall shear stress through the early part of the the erosion process. It is also able to reproduce
the increasing curvature near the stagnation point and near the normalized arc length 0.25 and
0.75. A comparison between Fig. 7.4c and Fig. 7.2D demonstrates that the case A variant of the
model qualitatively captures the evolving shape of the eroding body, i.e. wedge-like with rounded
corners around 90 and 270 degrees. It also avoids the unrealistic features observed in the absence
of feedback as shown in Fig. 7.2B. The limitations of the model are that the opening angle is too
narrow and the corners around 90 and 270 degrees are too rounded. In addition, the stagnation
point is eroding too slowly and the leading surface exhibits some degree of concavity upstream of
the separation point.
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7.4.2

Case B: Update local shear stress based on difference in the local curvature between
successive time steps

The case B variant of the model corresponds to a feedback mechanism based on the difference
in the local curvature between successive time steps. Specifically, if the the local curvature at the
present time step is greater (less) than the local curvature at the previous time step, the local shear
stress is increased (decreased) by a factor ζ = 1 ± w, where w is a user defined weighting function.
Fig. 7.5 shows the evolution of the local (a) eroding agent, (b) curvature, and (c) eroding body
shape for case B variant of the model. The results, while appearing qualitatively similar to the case
A variant of the model, are different. Specifically, the peak wall shear stress is flattened and the
wall shear stress at the stagnation point increases through the erosion process. Also the the leading
edge surface does not show any concavity and the shear stress in the wake region is reduced more
rapidly. Nevertheless, a comparison between Fig. 7.5c and Fig. 7.2D demonstrates that the case B
variant of the model qualitatively captures the evolving shape of the eroding body, i.e. wedge-like
with rounded corners around 90 and 270 degrees. It also likely better captures the evolving shape
compared to variant A.
7.4.3

Case C: Local shear stress updated based on increase/decrease in the ratio of local
curvature between successive time steps

The case C variant of the model is a combination of the case A and case B variants of the
model. Specifically, if the the local curvature at the present time step is greater (less) than the local
curvature at the previous time step, the local shear stress is increased (decreased) by a factor ζ =
1 ± w, where the weighting function w = minimum of (|1 − DR|, 0.2), where DR is the curvature
ration between successive time steps and (0.2) serves as a limiting upper bound. Fig. 7.6 shows
the evolution of the local (a) eroding agent, (b) curvature, and (c) eroding body shape for case B
variant of the model. Based on the feedback used in the variant of the model, not surprisingly, the
results from case C are almost identical to the results from case B.
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Figure 7.6: The evolution of the local (a) eroding agent, (b) curvature, and (c) eroding body shape for case
C variant of the model.

7.5

Discussion

The primary takeaway from the results presented above is that a simple erosion feedback model
that uses a local shape forecast parameter to increases/decrease the local surface flux of the eroding
agent shows promise as a method to bypass the fluid dynamics in the erosion feedback loop. In its
current state, the numerical formulation of the model is preliminary and, consequently, the results
only demonstrate the potential of the model. The two primary limitations of the the numerical
formulation of the model are briefly described. (1) In the present numerical construct of the model,
100 points are equally distributed along the arc length of the cylinder. These points are then allowed
to move in a direction normal to the body surface based on the magnitude of the local wall shear
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stress. As the body recedes, the potential that two surface points intersect increases substantially.
Once two points cross, the numerical model becomes unstable attributed to poor estimates of the
normal vector at the surface points. (2) Updates to the local wall flux of the eroding agent based on
the evolution of local shape forecast parameter is not optimized, instead it is based on a brute-force
trial and error approach. In future work, limitation (1) will be addressed using a level-set numerical
approach and (2) will be addressed using optimization strategies and/or matching learning.
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CHAPTER 8
CONCLUSIONS

The interdependence of flow and shape morphological dynamics for flow-induced erosion of
bluff bodies was investigated in this dissertation. The underlying research objective was to better
understand the coupling between an eroding body and the surface flux of the eroding agent by
evaluating the shape dynamics throughout the erosion process. For ablation, dissolution, and sheardriven erosion, the velocity of the receding surface was shown to be proportional to the surface
flux of the eroding agent. Since the local surface flux will depend on the surface morphology
along the body as the body erodes, the interface velocity will depend on the evolution of the
surface morphology. Additionally, existing scaling laws regarding the decay rate of the crosssectional area in (a) uniform, unidirectional flow (b) in spatially and temporally varying flow, and
(c) convectively driven flow were re-evaluated. Furthermore, a simply erosive feedback model was
developed based on the local surface curvature of the receding surface.
The main focus in this dissertation was on flow-induced erosion of (initially) circular cylindrical bluff bodies in cross flow. This geometry was chosen because, in principle, the erosion
process would remain two-dimensional provided the approach flow is statistically uniform along
the cylinder length. While the geometry was simple, it still captured the key dynamic important
to all erosion processes, namely the evolution of the coupled feedback between the surface and
fluid dynamics as the body eroded. Additionally a large body of research exists on rigid cylindrical
bluff bodies in cross flow, which aided in developing a simple model. However, some experiments
of dissolution of a solute in a convectively driven flow were performed. The objective of these
experiments was to investigate the shape dynamics for a different initial bluff body shape and a
different flow.
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8.1

Experiments

Physical ablation and dissolution experiments were performed and when combined with numerical and experimental results on shear-induced erosion as well as numerical simulations of ablation
from the literature provided insight into the interdependence between flow-induced erosion and
shape morphology. The ablation experiments were performed at two different freestream velocities, 4 m/s and 6 m/s, and for two different approach flow conditions (a) uniform, unidirectional
flow when the cylinder was suspended in the freestream and (b) in spatially and temporally varying
flow when the cylinder was suspended fully immersed in a turbulent boundary layer. As expected
the leading edge of the cylinder receded faster than the rear and wake of the bluff body for both the
case when the cylinder was immersed in a uniform flow and when the cylinder was immersed in
a boundary layer flow. When immersed in a boundary layer, the lower half of the cylinder saw on
average a lower velocity compared to the upper half. This led to a slower recession on the lower
half compared to the top half that resulted in an asymmetric shape profile. This asymmetry was
observed for the slower flow speed however for the higher flow speed this is not as evident and
appeared to remain symmetric throughout the erosion process. Also in general, for all the cases
(except the 6 m/s boundary layer case) the front nose of the bluff bodies was rounded, similar to
what was observed in Crocker [2015]’s numerical simulation. Furthermore, it was also shown that
when normalized by the initial area and an effective velocity, defined as the average streamwise
velocity seen by the bluff body, the rate of cross-sectional area change for the four experiments
roughly collapsed to a single curve.
The dissolution experiments consisted of a spherical bluff body placed in an initially quiescent fluid. Once the spherical bluff body began to dissolve, the greater density of the dissolved
solute compared to the fluid resulted in a gravitational convective boundary layer flowing from
top to bottom around the bluff body. This led to an erosion of the top half similar to the front of
the forced convective ablation experiments. The boundary layer eventually separated and led to
small recirculation zones that created a mushroom-like shape. After some time the bottom of the
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“mushroom stalk" becomes wedge-like. Both these erosion experiments qualitatively showed that
the bluff body shape after some time remained similar and that geometric similarity might exist
for a portion of the erosion process. This was explored further was re-evaluating the scaling law of
Moore et al. [2013].

8.2

Scaling Laws and Similarity

An important aspect of this work was re-evaluating the scaling law for the temporal evolution of
the cross-sectional area of an eroding bluff body from Moore et al. [2013],
Ac (t)
=
Aco



t
1−
tf

1
 1−n

,

where Moore et al. [2013] determined, n = 0.25. Their proposed scaling law is based on Prandtl’s
laminar boundary layer assumptions, which is a reasonable approximation, as the laminar boundary
layer initially accounts for ∼ 80% of the averaged surface flux for a cylinder. Therefore it is
reasonable to assume the laminar boundary layer accounts for the majority of the mass loss during
the erosion process. However, their proposed scaling law is problematic in that it is a two parameter
model (n and tf ) where one parameter is dependent on the other (i.e. tf = tf (n)). Furthermore,
the range over which the scaling law is appropriate was not discussed by Moore et al. [2013]. It
was shown in this dissertation that the parameter estimates were dependent on the range of data
that was used to fit the model. It was determined that a scaling power law exponent of n ≈ 0.3 was
more appropriate, which differed from the estimate from Prandtl’s boundary layer theory.
Alternatively, the scaling law was re-written using logarithms to isolate the power law exponent; in doing so the exponent, n, could be determined independent from the vanishing time, tf .
The re-written equation also provided a metric to determine the appropriate range over which the
scaling law should be applied, i.e a linear trend on a log-log plot. Furthermore, if geometric similarity exists, then the relative contribution of the area (mass) loss to the total area (mass) loss should
remain the same and thus the cumulative area decay (i.e. cumulative mass loss) curves should lie
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on top of one another during the period of geometric similarity. Therefore, the start and end points
of the appropriate scaling region should correspond to the range when geometric similarity exist.
The start and end points of the valid range for the scaling law (and thereby geometric similarity) were estimated based on the analysis when the scaling law was re-written with logarithms
and guided by the temporal evolution of cumulative area decay curves. It is conjectured that the
bounds of the range may be dependent on the type of erosion process where the starting point is
approximately Ac /Aco ≈ 0.66 and Ac /Aco ≈ 0.45, for ablation and shear-driven erosion, respectively. For shear-driven erosion, the experiment by Ristroph et al. [2012] and simulation including
wake effects by Hewett and Sellier [2017] suggest an end point for the range of Ac /Aco ≈ 0.2
whereas the simulations that disregard wake effects suggested Ac /Aco ≈ 0.06. Determining the
end point for ablation was not possible as the datasets did not have enough data in the estimated
appropriate range where the scaling law would be valid. The data suggests the bluff body erosion
process ended near the estimated start of scaling law range and due to limitations in the current experimental setup, the setup would need to be modified to allow the bluff body to erode for a longer
time. However, the estimates for the start and end points of the appropriate range now provide
some guidelines for the necessary duration of an experiment or simulation to observe geometric
similarity which can be taken into account when acquiring new datasets in the future. Once the
bounds of the appropriate scaling law range were determined, the power law exponent was estimated. The scaling power law exponent was estimated to be n > 0.25, for the shear-driven erosion
experiments and simulation with wake effects whereas the ablation simulation suggested a power
scaling power law exponent n > 0.3.

8.3

Simple Model

Finally, a simple model was developed for quasi-steady erosion, allowing the shape evolution to
be decoupled from the local eroding agent surface flux evolution. The model used the local change
in surface curvature between successive time steps to modify the local surface flux of the eroding
agent thereby by-passing the fluid dynamics usually required for determining the evolution of the
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surface flux. The following three different feedback models were used to modify the eroding agent
based on local changes to the surface curvature:
1. case (a) the ratio of local curvature between successive time steps is used as the criterion for
the threshold for increasing or decreasing the surface flux of the eroding agent
2. case (b) the difference in local curvature between successive time steps is used as the criterion
for the threshold for increasing or decreasing the surface flux of the eroding agent
3. case (c) a combination of case(a) and case(b) where the value of the difference in curvature
between successive time steps is used for the threshold criterion and the ratio of curvature is
used to update the eroding agent function.
The feedback models were tested for shear-driven erosion which was noted as having a stronger
erosion feedback loop between the surface morphology and surface flux of an eroding agent when
compared to ablation (for an eroding cylinder). One of the goals of models was to capture the main
features observed in the temporal evolution of the local wall-shear stress in Hewett and Sellier
[2017]’s numerical simulation of an eroding (initially circular) cylinder with a uniform incoming
approach velocity. Namely, the peak shear stress initially decreases in magnitude and moves further
downstream along the bluff body, while flattening out and becoming more uniform across the
leading surface of the bluff body. Afterwhich, the nearly uniform shear stress begins to increase
in magnitude with the magnitude near the front stagnation point increasing greater than further
downstream along the body. Case (a) was able to capture the shift in the peak shear stress, while
case (b) was able to capture the flattening of the shear stress profile across the leading surface. Case
(c) was a result of combining case (a) and case (b) to try and capture these main feature collectively
in a single model.
Currently, the numerical formulation of the model is preliminary and as a result only demonstrated the potential of the model. However, this model shows promise as a method to bypass the
fluid dynamics in the erosion feedback loop. Two primary limitations of the numerical formulation
of the model are
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1. the initial discretization of points along the bluff body begin to bunch up during the erosion
process and at some point artificially cross paths with one of its neighboring point.
2. updates to the local wall flux of the eroding agent is not optimized, instead it is based on a
brute-force trial and error approach.
In the future these primary limitations will be addressed through using a level-set numerical approach and using optimization strategies and/or machine learning for determining the ‘best’ update
weights for the local wall flux.
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