There has been a considerable effort in the design of evolutionary systems for the automatic generation of neural networks. Symbiotic Adaptive Neuro Evolution (SANE) is a novel approach that carries co-evolution of neural networks at two levels of neuron and network.
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Introduction
Decision making is a major issue that is currently under research by multiple research domains. Inability to model the problem effectively and the associated uncertainties, lead to the use of machine learning techniques for the same. Here we aim in extracting hidden data or knowledge from a historical database containing inputs and outputs. With the increase of automation more complicated problems are being attempted to be solved, which require sophisticated methods. We attempt to make a robust decision making system that can solve problem having high number of inputs and representing high complexity, and give good results.
Neural networks are good tools for intelligent system design. Learning involves the extraction of knowledge from the input training data which is represented in the form of internal parameters of the neural network. One of the commonly used models of neural network is the Multi-Layer Perceptron which contains many artificial neurons arranged in a layered manner. Each of the neuron carries some task of processing of the inputs to facilitate the mapping of inputs to the outputs. The task of machine learning is to tune the network weights and biases such that an optimal mapping takes place. Back Propagation Algorithm (BPA) is one of the commonly used algorithms for machine learning. BPA carries out supervised learning of the training database (Konar, 1999) . The algorithm is however prone to get struck at some local minima. This calls for better machine learning techniques. The other problem associated with the neural networks is its architecture. The architecture plays a key role in deciding the performance of the neural network. The architecture is specified by the human designer, who tries numerous architectures, before finalizing the optimal architecture. Due to the human limitations, the results are likely to be sub-optimal.
Evolutionary Algorithms are strong optimizing agents that try to optimize given systems for better performance. The evolutionary algorithms are widely used for system design and evolution . These algorithms optimize the system in an iterative manner, where more emphasis is given to the fitter solutions in the entire evolutionary process. Genetic Algorithm comes under the class of Evolutionary Algorithms. This algorithm uses the analogy of the natural evolutionary process. The algorithm maintains a pool of individuals or population that keeps improving with generations. The creation of a higher generation individuals is carried from the lower generation individuals by using genetic operators like selection, mutation, crossover, elite, etc (Mitchell, 1999) .
The strong evolutionary powers of these algorithms open doors to an exciting field of evolutionary neural networks, where the problem solving capability of the neural networks is combined with the evolutionary power of the evolutionary algorithms for a more sophisticated hybrid system. The evolutionary neural networks may be fixed architecture or variable architecture. The fixed architecture neural networks use genetic algorithms only for tuning the system weights and biases. The variable architecture evolutionary neural networks, on the contrary, optimize both the network architecture and parameters by the evolutionary algorithms (Nolfi, Parisi, & Elman, 1990; Yao, 1999 ).
This problem is much more challenging and time consuming. Many times the evolutionary process may be assisted by a local search strategy like BPA or simulated annealing to search for local minima in the vicinity of the current location of the evolutionary individual in the search space (Yao, 1993) .
Cooperative evolution or co-evolution is a novel concept that gives good results to most complex problems. This form of evolution takes its analogy from the social living nature of humans where we not only try to develop ourselves, but also the other members of the society. This results in a better overall development. In this form of evolution the individuals represent part solutions, rather than complete solutions. This representation Dimensionality is a major problem associated with evolutionary algorithms. The algorithm performance reduces drastically by the addition of parameters. Each parameter of the evolutionary algorithm represents a dimension into its search space. It is evident that the additional dimensions have a large effect on algorithm performance, convergence, and computational requirements. The problem is even more when we deal with problem of neural network evolution. Any addition of input attribute may result in the need of additional hidden layer neurons. This increases the total number of connections in the neural network by large amounts, which are all dimensions in the evolutionary algorithm search space. This creates a large problem in the evolution, making the evolutionary process very time consuming. It is hence important to carefully select the attributes and their numbers, before giving it to an evolutionary neural network .
The higher number of dimensions is further problematic from a neural perspective as well. The additional dimensions or input attributes in the problem result in the creation of a large input space which is extremely difficult to model for the neural network. The control of the neural network architecture is an extremely difficult task as the number of attributes increase. This further requires more training instances for training and a very large training time. Hence the attributes must always be limited in a neural network (Kala,
Shukla, & Tiwari 2009).
Modular Neural Network is advancement over the conventional neural networks. Here we try to introduce modularity into the structure and working of the neural network. This leads to the creation of multiple modules that together solve the entire problem. The results generated by the different modules are integrated using an integrator. Each of the modules of the modular neural network is a neural network that aids in the solution building. These networks can hence model very complex problems and give effective decisions in smaller times (Fu et al., 2001; Gruau, 1995; Jenkins and Yuhas, 1993) . A related concept is ensemble, where the same problem is solved by a number of experts.
Each of them computes the output to the problem which is then integrated using an integration mechanism (Dietterich, 2000; Hansen & Salamon, 2000; Jacobs, et al., 1991) .
Biomedical Engineering is a very exciting field where computational intelligence has found application. A lot of work is done for automatic diagnosis of the diseases. The automatic diagnostic system can be an excellent tool for aiding the doctors in making effective decisions very early. These tools take the data for any patient as an input and produce the diagnosis result as the output. The mapping of the input to the output, or the diagnosis is generally based on the learning of the system from the training database. The artificially designed expert systems behave just like real doctors to carry out the diagnosis task (Bronzino, 2006; ). Breast Cancer is specifically an emerging problem for which numerous diagnosis techniques are being engineered. The growing rise of this disease is a major point of concern for engineers (Breastcancer.org, 2010).
In this paper we propose a method for the automatic diagnosis of breast cancer by using Further the convergence is likely to be poor. We hence then build a modular neural network framework over SANE. The resulting system is capable of handing very complex problems with large number of attributes. This makes the resultant algorithm robust, at the same time displaying large diagnostic accuracy. This paper is organized as follows. In Section 2 we present some of the related works.
Section 3 presents the classificatory model of the SANE algorithm. The next task is the modularization of the formulated SANE network by division of attributes. This is discussed in Section 4. The simulation results are given in Section 5. Section 6 gives the conclusion remarks.
Related Work
A considerable amount of work is done into the domain of evolutionary and modular neural networks in the past decade. A review of the various evolutionary approaches, operators, and other concepts behind the evolution of fixed and variable architecture neural networks can be found in the work of Yao (1999) . The use of Evolutionary Programming for a behavioural evolution of the neural network is found in (Yao, 1997 ).
Pedrajas (2003) proposed a novel framework of using co-operative evolution or coevolution for the task of modular neural network evolution. Their solution used two levels of evolution. The first level was the nodule level. Here the individuals corresponded to the individual neural networks. The next level was the network level which tried to figure out the best combination of nodules for an effective overall recognition. The fitness function used in this algorithm encouraged the individuals to possess a good overall fitness, as well as rewarded them for adding unique characteristics to the network. The results showed a better performance of these networks over the conventional approaches.
Fieldsend and Singh (2005) used Multi-objective optimization to evaluate the evolutionary neural network against a set of error functions against a pareto front. The use of multiple errors functions enabled strong check against generalization loss or overfitting. This neural network was further extended to use a validation data set to avoid over-fitting, and booststrapping to make use of a number of small data sets for training and validation. The net decision was made using the training on validation errors in all these sets. Jung and Reggia (2006) present another interesting approach where the users are provided with a language specification they can use to tell the system about the general architecture of the neural network. The architectural parameters to be optimized may be explicitly specified. The system carries the rest of the evolution as per the user set architectural specifications. In this manner the human expertise and evolutionary optimizing potential interact at user front for the generation of optimal neural network. Boosting is another novel concept applied for effective machine learning. Here we assign different weights to the different data instances, which denote their ease of being learned.
The more difficult instances have a greater impact on the final network error. These weights are updated as per the system readings of errors (Freund, 1995; Freund and Schapire, 1996) . Pedrajas (2009) presents an interesting application to boosting. In his approach multiple classifiers are made. Computation of the boosting weights takes place as the system learns. The projection of input space to the hidden layer space (outputs of the hidden layer) is passed as inputs to next classifier.
Division of the entire input set into multiple input sets for easier and better recognition is a commonly used task. A good use of modular neural network can be found in the work of Melon and Castilo (2005) . Here the authors carried out the task of multi-modal biometric fusion. Each biometric modality was handled separately by a modular neural network, which were all integrated using fuzzy integration. Each of the biometric identification system was a modular neural network consisting of one module for each part of the biometric modality. Each modality input was broken into three parts, each part being performed by a different neural network. The parts were also integrated using fuzzy integration. A similar concept was applied by for bi-modal biometric recognition. Here the entire pool of attribute set from both modalities was distributed into four recognition neural networks. All outputs were integrated using probabilistic sum technique..
Classificatory Symbiotic Adaptive Neural Evolution
Symbiotic Adaptive Neuro Evolution (SANE) uses co-evolution as a means to evolve the optimal architecture of the neural network. Complete details regarding SANE may be found at (Moriarty, 1997; Moriarty and Miikkulainen, 1997) . In this approach two evolutionary approaches are used, at the neuron level and network level. It is assumed that the neural network to be evolved is a multi-layer perceptron where the different neurons are arranged in a layered manner. The input and the output layers are fixed whose number of neurons is provided by the user. It is assumed that the neural network may have only a single hidden layer. The number of neurons in this layer is however evolved by the SANE algorithm. Any neuron of the hidden layer may be connected to any number of hidden or output layer neurons. Hence it is not assumed that the architecture is fully connected.
The first genetic algorithm is used for the neurons. Here each genetic individual is a hidden layer neuron. This neuron has certain connections with the input and output layer neurons. Information regarding all these connections and the corresponding weights, along with the bias is stored in these neurons. These neurons try to attain optimal values to carry out effective processing. Since these neurons store reasonably small information, these are easy to be optimized by the evolutionary process, which is the basic motive behind the co-evolution. The individuals are used to denote part solutions rather than the individual solutions. These part solutions co-operate with each other to make the complete solution.
The other major task associated with the problem is the manner in which these part solutions integrate to make the complete solution. We may not select the best performing part solutions as the best complete solutions, as they might not collectively give a high performance. In our case the part solutions are the neurons that are collectively supposed to make the complete neural network. The selection of neurons that make the neural network is an important decision. Multiple combinations of the various neurons may be possible. This problem is solved by another genetic algorithm. This algorithm does the task of optimal selection of the neurons of the first genetic approach. Hence an individual in this level stores the selected neurons hat make the network.
These two evolutionary approaches run simultaneously in a co-operative manner for the evolution of the optimal neural network. The neuron genetic algorithm tries to generate good neurons that can carry effective computations for getting the desired output. Good neurons are source of good neural networks for the network construction. The task of assembling these neurons and their selection is done by the other genetic algorithm. Since the system possesses good neurons as per the problem requirements, it is natural that the complete network may have good performance. The optimal neuron selection and arrangement further maximizes the performance. In this manner a very complicated problem is solved optimally.
Fitness evaluation is different for both these levels of evolution. The fitness evaluation for the network is its performance for the designated data. The fitness evaluation of the neuron is however its fitness in the best 5 networks it participates in. This judges the capability of the neuron is contributing good features to the network. If the contributed features are good, these would be combined with the other neurons resulting in a high network performance. The average over 5 networks ensures that the specific neuron capability is judged, as specific neural networks may be dominated by other neurons, and fitness may not necessarily be from the neuron being assessed.
The evolutionary operators carry the task of construction of a higher generation population from a lower generation population. The evolution is as well different for both the evolutionary approaches. At the neuron level, the evolution is done by crossover and mutation operators. The crossover operator randomly selects the parents from the top 25% of the population. This generates two children. The first child is the result of onepoint crossover. The other child is one of the participating parents. This is used for convergence control. These two children replace the worst fit individuals from the population. The mutation is also applied at constant rate. Half the population individuals are replaced at every generation. The operations are similar for evolution at the network genetic algorithm as well. The network contains a set of neurons. The crossover carries the exchange of these neurons between the parents to generate the children. The mutation operation carries the change of neurons in the network. Another mutation is used to assign newly created neurons at any generation to the networks. The general architecture of the SANE algorithm is given in figure 1 . 
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Here o i denotes the probability of the input belonging to class i. While testing the class that has the largest probability is returned as output. This may be given by (1) .
In this model we may easily see that every output tries to identify the region in the input space where the associated class is present. It returns output close to 1 for the areas in the input space where class is likely to be present, and returns outputs close to 0 for all other areas in the input space. 
Modularity in Attributes
Any machine learning or classification task is highly dependent on the number of attributes that make inputs to the intelligent system. Attributes especially play a vital role in deciding the algorithm performance. Very less attributes may not give a good recognition score as it may be very difficult to separate the classes by the decision boundaries. This is expecting the attributes were not idealistic in nature having high interclass separation and low intra-class separation. However the system may not behave well either if the number of attributes is very large. In such a case there are a large amount of decision boundaries possible, and figuring out the optimal one is a time consuming task.
There might further be the requirement of a large amount of training database to tune the various weights and parameters in the network. This greatly reduces the execution time of the algorithm. In case the algorithm is not executed for the entire length, the algorithm may be trained sub-optimally (Kala, Shukla, & Tiwari, 2010).
In order to control the problem of dimensionality in this network, we use the concept of 
Here w j denotes the weight given to expert j. The weights must obey equation (4). (4) The resultant probability vector is then checked for the computation of the final class. The class corresponding to the maximum probability of occurrence is stated as the class to which the output classifies to, as given in equation (5).
Each of the modules of the problem is a classificatory SANE neural network. It takes the stated input attributes and produces as output the probability vector denoting the possibility of occurrences of the various classes. The training and the testing data sets are hence divided into the various attributes. This forms the inputs of the training and testing data sets of the various modules which are processed as per the SANE evolutionary methodology. The complete architecture of the system is given in figure 2. 
Results
The discussed model was applied over the problem of Breast Cancer diagnosis. Here we are given a set of attributes and these needs to be classified into malignant or benign. We take the breast cancer data from the UCI Machine Learning Repository for this purpose (Wolberg, Mangasarian and Aha, 1992) . This database consists of 30 real valued inputs. The first task to be carried out is the division of attributes. The 30 attributes need to be distributed into modules. We make a total of 3 modules. The various attributes are distributed amongst these three modules. The distribution, by design of the algorithm, may be done in a manner that each attribute is given to some or the other neuron. Further an attribute may be given to multiple modules. Hence we distribute the attributes such that each attribute is given randomly to two modules. The entire database is broken for both training as well as testing data sets. Approximately 70% of the instances are randomly chosen for training and the rest 30% and kept for testing. Each data set gets designated to training or testing datasets.
The next task is the use of classificatory SANE algorithm for evolution. For this we use the SANE code available at (Texas, 2010) . This forms the base code over which the other modules are built as per the requirements stated in section 3 and section 4. One module of the program did the task of collection of the data from a text file, its normalization, and random division into training and testing data sets. The attribute division was done randomly within the program. The training and testing data sets are passed into the JAVA SANE program for each of the modules. The algorithm evolved the neural network using the co-evolutionary principles. The various parameters used for the execution of the algorithm include maximum number of connections per neuron as 24, evolutionary population size of 1000, maximum neurons in hidden layer as 12, SANE elite value of 200, mutation rate of 0.2, and number of generations as 100. These parameters were same for all the three modules that were executed one after the other. The output of each of the module was taken. These values were then used by a separate module that carried out the task of integration to give the final results.
On training and testing the system as per this methodology, the network achieved a good accuracy for both training and testing dataset. The values of the weights of the three modules were fixed so as to maximize the performance in training dataset. The accuracies were taken as a mean of 20 executions with the same parameter set. The net performance of the system was 96.90% using training data set and 96.59% using testing dataset. The algorithm took approximately 2 minutes and 30 seconds for the evolution. It may be easily seen that the time required is significantly less than the conventional approaches over data sets of same size and complexity which may sometimes even take hours to be trained. The reduction in time is first due to use of co-evolutionary technique that simplifies problem by large degree, and second due to further simplification by use of modularity. In the absence of these factors training time may be in order of an hour. The results of the algorithm for an average of 20 runs are summarized in table 1.
Convergence is an important factor in the evolutionary approaches that gives an idea of the manner in which the individuals of the algorithm behave in regard to the fitness along with generations. We plot the fitness of the best network for all the three modules along with time. Here fitness is taken to be the accuracy over the training data. The resultant convergence is shown in figure 3 . The figure clearly shows a large improvement in the performance value in the initial few generations. This improvement however becomes small as the generations increase. Towards the later stages, the algorithm converges to the optimal value. It may be noted that the database taken had limited instances, and hence the training accuracy can only increase by some discrete amounts, corresponding to the increase in accuracy due to a single data instance. The high accuracies achieved in the use of proposed algorithm encourage a high usage of the algorithm for medical diagnosis. In order to fully test the performance of the algorithm, we compare the proposed algorithm with a number of algorithms available in literature. In all these algorithms the data was broken down into training and testing data sets. The training data set was used for network tuning the network parameters. The testing dataset was used for the testing purposes. The next approach tried to test the accuracy of the algorithm was ensemble. Here we made 3 experts, each being a neural network with similar architecture as discussed in the previous approaches. These three neural networks gave their probability vectors corresponding to the various classes as outputs. A probabilistic sum of these vectors was taken, to get the final output vector. The winning class was determined from this vector.
On training and testing, the system gave an accuracy of 97.98% on the training data and 95.95% on the testing data.
The other method applied for testing the accuracy of the algorithm was modular neural network, where the complete feature space was partitioned into three modules. Each of these modules was given a separate neural network for training. The architecture of the neural network was the same as discussed earlier. After training and testing, the system gave an accuracy of 96.49% on the training data set and 95.08% on the testing data set.
The next method of application was an attribute division using Back Propagation
Algorithm. Here we try to control the curse of dimensionality by using multiple neural networks in a modular manner. Three modules were made. Every attribute was given randomly to two of the three modules. The three modules were trained and tested against the respective data sets. On simulation, the training accuracy was found to be 97.19% and testing accuracy was found to be 96.03%.
The last method we adopt for the same problem is the convenital SANE algorithm. The modifications were made to this algorithm to enable it act for the classificatory problems.
The parameters of this algorithm were similar to the parameters used in the execution of the proposed algorithm. The algorithm on execution gave a training accuracy of 94.73%
and a testing accuracy of 93.52%.
The various algorithm results have been summarized in table 2. was displayed by a variety of methods, but the ultimate aim of the network is a high performance over the testing data. The larger networks may produce a better training accuracy, but not a better testing accuracy. The higher generalization capability of the proposed algorithm is a warrant that it would carry effective diagnosis, whenever applied to the real life scenarios. The high recognition score illustrates an effective diagnostic system.
Conclusions
The present work dealt with devising a solution to the problem of curse of dimensionality.
Evolutionary neural networks have been known to be strong agents of machine learning with good capability of generalizing the learning from the learnt data to new data or the testing data. We took SANE algorithm as the development platform for this purpose. The problem of dimensionality was solved by building a modular neural network over SANE.
The modular neural network carried out attribute division. Each module, with its designated attributes, computed the output. The outputs were integrated using an integrator, which used a probabilistic sum for output computation. The class corresponding to the maximum likeness of occurrence was designated as the output class to the input applied.
The approach was applied over the problem of breast cancer diagnosis. The entire attribute set, comprising of 30 attributes, was divided into 3 modules. Each attribute was randomly given to two of the three modules. All the three modules were trained using the training database. Each of the modules was SANE which used co-evolution as the basic evolutionary methodology. In the testing mode the outputs of the various modules was combined using the integrator. This gave the final output.
The algorithm over this database achieved an accuracy of 96.90% for the training data and 96.60% for the testing data. This accuracy was compared to a variety of methods commonly used in literature. In all these we found that the proposed algorithm gave the highest accuracy for the testing database. This shows a very high learning capability, as well as a very high generalizing capability of these networks. The high generalizing capability shows that the proposed algorithm can be effectively used for the Breast Cancer diagnosis.
Present study is limited to only a single database of Breast Cancer. Future attempts may be made to carry experimentation with this algorithm on multiple databases from multiple domains. The rising automation has brought many new domains into the outreach of neural networks. The crux of this algorithm is its ability to handle a large number of attributes. Extensive research over different problems with large dimensions may be useful to fully experiment the algorithm capability of handling dimensions. Further research may build optimal attribute division strategy, as well as strategy to decide the number and roles of modules. The problems are getting more complex and difficult to solve. The increasing complexity largely results in an increase in the total number of attributes. This further motivates the need of making systems that can take a large number of attributes. While the present approach is effective in introduction of modularity at the attribute level, further sincere attempts are needed to make the systems scalable to an even higher level.
