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REPRESENTATION OF HAMILTON-JACOBI EQUATION IN OPTIMAL
CONTROL THEORY WITH UNBOUNDED CONTROL SET
ARKADIUSZ MISZTELA †
ABSTRACT. In this paper we study the existence of sufficiently regular representations
of Hamilton-Jacobi equations in the optimal control theory with unbounded control set.
We use a new method to construct representations for a wide class of Hamiltonians. This
class is wider than any constructed before, because we do not require Legendre-Fenchel
conjugates of Hamiltonians to be bounded. However, in this case we obtain representa-
tions with unbounded control set. We apply the obtained results to study regularities of
value functions and the invariance property for tubes.
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1. INTRODUCTION
The Hamilton-Jacobi equation
(1.1)
−Vt +H(t, x,−Vx) = 0 in (0,T )×Rn,
V(T, x) = g(x) in Rn,
with a convex Hamiltonian H in the gradient variable can be studied with connection to
calculus of variations problems. Let H∗ be the Legendre-Fenchel conjugate of H in its
gradient variable (in our case H∗ is an extended-real-valued function):
H∗(t, x,v) = sup
p∈Rn
{ 〈v, p〉−H(t, x, p) }.
Then the value function of the calculus of variations problem defined by the formula
(1.2) V(t0, x0) = inf
x(·)∈A([t0,T ],Rn)
x(t0)=x0
{
g(x(T ))+
∫ T
t0
H∗(t, x(t), x˙(t))dt
}
is the unique viscosity solution of (1.1); see, e.g. [3, 5, 6, 7, 11, 14], where A([t0,T ],R
n)
denotes the space of all absolutely continuous functions from [t0,T ] into R
n.
The Hamilton-Jacobi equation (1.1) can be also studied with connection to optimal
control problems. It is possible provided that there exists a sufficiently regular triple
(A, f , l) satisfying the following equality
(1.3) H(t, x, p) = sup
a∈A
{ 〈 p , f (t, x,a)〉 − l(t, x,a) }.
Then the value function of the optimal control problem defined by the formula
(1.4) V(t0, x0) = inf
(x,a)(·)∈S f (t0,x0)
{
g(x(T ))+
∫ T
t0
l(t, x(t),a(t))dt
}
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is the unique viscosity solution of (1.1); see, e.g. [3, 2, 6, 7, 17], where S f (t0, x0) denotes
the set of all trajectory-control pairs of the control system
(1.5)
x˙(t) = f (t, x(t),a(t)), a(t) ∈ A a.e. t ∈ [t0,T ],
x(t0) = x0.
While working with optimal control problems we require f and l to be locally Lipschitz
continuous functions and in addition to this f is to have the sublinear growth with respect
to x. This guarantees that to every integrable control a(·) on [t0,T ] with values in a closed
subset A of Rm there corresponds the unique solution x(·) of (1.5) defined on [t0,T ].
Moreover, these properties are also necessary to prove regularities of value functions.
The triple (A, f , l) that satisfies the equation (1.3) and the properties stated above is
called a faithful representation of H. The use of the name “faithful representation” is
justified by the fact that there are infinitely many triples (A, f , l), that satisfy the equation
(1.3), among them there are the ones with irregular functions f , l. The triple (A, f , l), not
necessarily regular, which satisfies the equality (1.3) is called a representation of H.
The main goal of our paper is to use a new method of construction of faithful represen-
tations for a wide class of Hamiltonians. This class is wider than the one in the papers
[8, 13, 16], because we do not require Legendre-Fenchel conjugates of Hamiltonians to
be bounded. However, in this case we obtain faithful representations with the unbounded
control set. We apply the obtained results to study regularities of value functions and the
invariance property for tubes.
Let ϕ be an extended-real-valued function. The sets: domϕ = {z ∈ Rm | ϕ(z) 6= ±∞},
gphϕ = { (z,r) ∈ Rm ×R | ϕ(z) = r } and epiϕ = { (z,r) ∈ Rm ×R | ϕ(z) 6 r } are called the
effective domain, the graph and the epigraph of ϕ, respectively.
In this paper we provide further developments of representation theorems from [13].
Misztela [13] studied faithful representations of Hamiltonians with the compact control
set. A necessary condition for the existence of such representations is boundedness of
Legendre-Fenchel conjugates of Hamiltonians on effective domains; see [13, Thm. 3.1].
However, in many cases Hamiltonians do not have bounded Legendre-Fenchel conju-
gates on effective domains. In Section 4 we see that for this type of Hamiltonians there
exist faithful representations with the unbounded control set. We used a new method to
construct a faithful representation. Our representation (A, f , l) of H is an epigraphical rep-
resentation, i.e. a triple (A, f , l) which satisfies e(t, x,A) = epiH∗(t, x, ·), where e = ( f , l ).
An epigraphical representation is a relaxed version of a graphical representation used by
Rampazzo [16] and Frankowska-Sedrakyan [8]. A representation (A, f , l) of H is a graph-
ical representation if a triple (A, f , l) satisfies e(t, x,A) = gphH∗(t, x, ·), where e = ( f , l ). In
a graphical representation the function f is locally Lipschitz continuous with respect to x.
However, the function l is discontinuous with respect to x in general; see Section 3. The
interested reader can find in [13] more differences between graphical and epigraphical
representations. Earlier, Ishii [9] proposed a representation (A, f , l) involving continuous
functions f , l with the infinite-dimensional control set A and expressed the solution of a
stationary Hamilton-Jacobi equation as the value function of the associated infinite hori-
zon optimal control problem. The lack of local Lipschitz continuity of functions f , l with
respect to the variable x in Ishii [9] paper causes trouble in applications.
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Now we present differences between faithful representations with unbounded and com-
pact control sets. The fact that a control set is not compact causes significant problems
in applications which we discuss below in details. Therefore, compactness of a control
set must be replaced by another property that is convenient in practice. The following
property which is a consequence of our construction of a faithful representation plays a
role of such extra-property:
a = ( f (t, x,a), l(t, x,a)) for all a ∈ epiH∗(t, x, ·).
Our extra-property is apparently new. In literature one usually requires coercivity of the
function l(t, x, ·); see, e.g. [17, Condition (A4)].
In general, the value functions (1.2) and (1.4) are not equal. However, in our case
these value functions are identical due to the extra-property; see Corollary 4.6. Moreover,
we obtain a relation between variational and optimal control problems; see Theorem 4.5.
Similar relations are obtained by Olech [15] and Rockafellar [18, 19] considering mea-
surable controls. The controls that we consider are integrable. This integrability plays a
key role in proofs of regularities of value functions. Let us observe that if the control set
A is compact, then every measurable control a(·) with values in A is integrable. However,
in our situation the control set A is unbounded.
In Subsection 4.2 we see that the value function is locally Lipschitz continuous. Proof
of this fact requires equi-boundedness of optimal controls. Of course, if the control set
is compact, then controls are equi-bounded. In the case that the control set is unbounded
the extra-property implies equi-boundedness of optimal controls; see Theorem 4.7. More
precisely, using necessary conditions for the variational problem of Loewen-Rockafellar
[10] we show that the conjugate H∗(·, x(·), x˙(·)) is bounded along optimal trajectories x(·).
The extra-property enables to transfer boundedness of the conjugate to equi-boundedness
of optimal controls; see Section 7 for details.
Our faithful representations are stable; see Theorems 4.2, 4.3. This fact is used in proofs
of stability of value functions; see Section 8. In these proofs we use the formula (1.4)
on the value function as well as the formula (1.2). We do that because formulas (1.2)
and (1.4) have pros and cons; see Subsect. 8.4. We show that value functions given
by (1.2) ‘behave well’ with respect to lower semicontinuity; see Subsect. 8.3. Whereas
value functions given by (1.4) ‘behave well’ with respect to upper semicontinuity; see
Subsect. 8.2. Recently, Sedrakyan [21] has proved stability of value functions under state
constraints. However, he has used faithful representations with the compact control set.
In Subsection 4.4 we formulate invariance theorems for tubes. These theorems gener-
alize invariance theorems from [6, 7]. The difference is that we consider set-valued maps
with unbounded values. Whereas in papers [6, 7] set-valued maps with compact values
are considered. We are proving invariance theorems using faithful representations and
the extra-property; see Section 9. Invariance theorems are used in the proofs of theorems
about the uniqueness of viscosity solutions of the equation (1.1); see, e.g. [5, 6, 7, 11, 14].
The outline of the paper is as follows. Section 2 contains hypotheses and preliminary
results. In Section 3 we show differences between graphical and epigraphical representa-
tions with the unbounded control set. In Section 4 we gathered our main results. Sections
5 – 9 contain proofs of results from Section 4. Section 10 contains concluding remarks.
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2. HYPOTHESES AND PRELIMINARY RESULTS
We shall consider the following assumptions on the Hamiltonian:
(H1) H : [0,T ]×Rn×Rn →R is Lebesgue measurable in t for any x, p ∈Rn;
(H2) H(t, x, p) is continuous with respect to (x, p) for every t ∈ [0,T ];
(H3) H(t, x, p) is convex with respect to p for every (t, x) ∈ [0,T ]×Rn;
(H4) There exists a measurable map c : [0,T ]→ [0,+∞) such that for every
t ∈ [0,T ] and x, p,q ∈Rn one has |H(t, x, p)−H(t, x,q)| 6 c(t)(1+ |x|)|p−q|.
An extended-real-valued function is called proper if it never takes the value −∞ and
it is not identically equal to +∞. Using properties of the Legendre-Fenchel conjugate
from [20] we can prove that the following proposition is true.
Proposition 2.1. Assume that H satisfies (H1)-(H3). Then
(C1) H∗ : [0,T ]×Rn×Rn →R∪{+∞} is Lebesgue-Borel-Borel measurable;
(C2) H∗(t, x,v) is lower semicontinuous with respect to (x,v) for every t ∈ [0,T ];
(C3) H∗(t, x,v) is convex and proper with respect to v for every (t, x) ∈ [0,T ]×Rn;
(C4) ∀ (t, x,v) ∈ [0,T ]×Rn×Rn ∀ xi → x ∃vi → v : H∗(t, xi,vi)→ H∗(t, x,v);
Additionally, if H satisfies (H4), then
(C5) ∀ (t, x,v) ∈ [0,T ]×Rn×Rn : |v| > c(t)(1+ |x|) ⇒ H∗(t, x,v) = +∞;
Additionally, if H is continuous, then H∗ is lower semicontinuous and
(C6) ∀ (t, x,v) ∈ [0,T ]×Rn×Rn ∀ (ti, xi)→ (t, x) ∃vi → v : H∗(ti, xi,vi)→ H∗(t, x,v).
Let K be a nonempty subset of Rm. The distance from y ∈ Rm to K is defined by
d(y,K) := infξ∈K |y−ξ|. A set-valued map F : [0,T ]⊸Rm ismeasurable if for every open
setU ⊂Rm the inverse image F−1(U) := { t ∈ [0,T ] | F(t)∩U 6= ∅} is Lebesgue measurable
set. The measurability of a closed-valued map F is equivalent to measurability of the
function t → d(y,F(t)) for each y ∈ Rm. The set gphF := { (z,y) | y ∈ F(z) } is called a
graph of the set-valued map F. A set-valued map F :Rn⊸Rm is lower semicontinuous
in Kuratowski’s sense if for every open setU ⊂Rm the set F−1(U) is open. It is equivalent
to the following condition: ∀ (z,y) ∈ gphF ∀ zi→ z ∃ yi→ y : yi ∈ F(zi) for all large i ∈N.
For a nonempty subset K of Rm we define ‖K‖ := supξ∈K |ξ|.
Let us define the set-valued map EH∗ : [0,T ]×Rn⊸Rn×R by the formula
EH∗(t, x) := { (v,η) ∈Rn×R | H∗(t, x,v)6 η }.
From Proposition 2.1 and Results in [20, Chap. 14] we deduce the following corollary.
Corollary 2.2. Assume that H satisfies (H1)-(H3). Then
(E1) EH∗(t, x) is a nonempty, closed, convex subset of R
n+1 for all (t, x) ∈ [0,T ]×Rn;
(E2) x→ EH∗(t, x) has a closed graph for every t ∈ [0,T ];
(E3) x→ EH∗(t, x) is lower semicontinuous for every t ∈ [0,T ];
(E4) t→ EH∗(t, x) is measurable for every x ∈Rn;
Additionally, if H satisfies (H4), then
(E5) ‖domH∗(t, x, ·)‖6 c(t)(1+ |x|) for every (t, x) ∈ [0,T ]×Rn;
Additionally, if H is continuous, then
(E6) (t, x)→ EH∗(t, x) has a closed graph and is lower semicontinuous.
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Now we present Hausdorff continuity of a set-valued map EH∗ in Hamiltonian and its
conjugate terms. Let IB(x¯,R) denote the closed ball in Rn of center x¯ and radius R > 0.
We put IBR := IB(0,R) and IB := IB(0,1).
Theorem 2.3 ([13, Thm. 2.3]). Assume that H satisfies (H1)-(H3). Then the following
conditions are equivalent:
(HLC) For any R > 0 there exists a measurable map kR : [0,T ]→ [0,+∞) such that
|H(t, x, p)−H(t,y, p) | 6 kR(t) (1+ |p|) |x− y| for all t ∈ [0,T ], x,y ∈ IBR, p ∈Rn.
(CLC) For any R > 0 there exists a measurable map kR : [0,T ]→ [0,+∞) such that
for all t ∈ [0,T ], x,y ∈ IBR, v ∈ domH∗(t, x, ·) there exists u ∈ domH∗(t,y, ·) satisfying
inequalities |u− v|6 kR(t)|y− x| and H∗(t,y,u)6 H∗(t, x,v)+ kR(t)|y− x|.
(ELC) For any R > 0 there exists a measurable map kR : [0,T ]→ [0,+∞) such that
EH∗(t, x) ⊂ EH∗(t,y)+ kR(t) |x− y| (IB× [−1,1]) for all t ∈ [0,T ], x,y ∈ IBR.
Equivalences hold for the same map kR(·).
For nonempty subsets K and D ofRm, the extended Hausdorff distance between K and
D is defined by the formula
(2.1) H (K,D) :=max
{
sup
ξ∈K
d(ξ,D), sup
ξ∈D
d(ξ,K)
}
∈R∪{+∞}.
By Theorem 2.3 (ELC) we obtain the following corollary.
Corollary 2.4. Assume (H1)-(H3) and (HLC). Then the following inequality
(2.2) H (EH∗(t, x),EH∗(t,y))6 2kR(t) |x− y|
holds for any t ∈ [0,T ], x,y ∈ IBR and R > 0.
3. GRAPHICAL AND EPIGRAPHICAL REPREZENTATIONS OF THE HAMILTONIAN
In this section we show differences between graphical and epigraphical representations of
the Hamiltonian whose conjugate is not bounded on the effective domain.
Let us define the Hamiltonian H :R×R→R by the formula
H(x, p) :=
{
(
√|xp| −1)2 if |xp| > 1,
0 if |xp|6 1.
This Hamiltonian satisfies (H1)-(H4) and (HLC). Its conjugate H∗ : R×R→ R∪ {+∞}
has the following form
H∗(x,v) =


+∞ if v 6∈ (−|x|, |x| ), x 6= 0,
|v|
|x| − |v| if v ∈ (−|x|, |x| ), x 6= 0,
0 if v = 0, x = 0,
+∞ if v 6= 0, x = 0.
The set domH∗(x, ·) = (−|x|, |x| ) is not closed and the function v→H∗(x,v) is not bounded
on this set for every x ∈R\ {0}. Moreover, the function (x,v)→ H∗(x,v) is not continuous
on the set domH∗, because limi→∞H∗ (2/i,1/i) = 1 6= 0 = H∗(0,0).
6 ARKADIUSZ MISZTELA
The graphical representation (A, f , l) of this Hamiltonian leads to the unbounded control
set A =R and functions:
f (x,a) = a|x|/(1+ |a|), l(x,a) = H∗(x, f (x,a)) =
{ |a| if x 6= 0
0 if x = 0.
We notice that the function x→ l(x,a) is discontinuous for all a ∈R \ {0}.
The epigraphical representation (A, f , l) of this Hamiltonian leads to the unbounded
control set A =R×R and functions:
f (x,a1,a2) = a1|x|/(1+ |a1|), l(x,a1,a2) = |a1|+ |a2|,
that are the Lipschitz continuous with respect to x for all (a1,a2) ∈R×R.
The above examples of representations show that epigraphic representation is more reg-
ular than the graphic one. In addition to this the method of constructing a representation
given in [8, 16] can not be applied to the above Hamiltonian H, because parameterization
theorem of set-valued maps involve closed-valued maps. However, x→ domH∗(x, ·) is
not closed-valued map. Therefore we cannot utilize this approach.
4. MAIN RESULTS
In this section we describe main results of the paper that concern faithful representations
(A, f , l) with the unbounded control set A =Rn×R.
Theorem 4.1 (Representation). Assume (H1)-(H4), (HLC). Then there exist functions
f : [0,T ]×Rn×Rn+1 →Rn and l : [0,T ]×Rn×Rn+1 →R, measurable in t for all (x,a) ∈
R
n×Rn+1 and continuous in (x,a) for all t ∈ [0,T ], such that for every t ∈ [0,T ], x, p ∈Rn
H(t, x, p) = sup
a∈Rn+1
{ 〈 p, f (t, x,a)〉− l(t, x,a) }
and f (t, x,Rn+1) = domH∗(t, x, ·). Moreover, we have:
(A1) For any R > 0, t ∈ [0,T ], x,y ∈ IBR, a,b ∈Rn+1
| f (t, x,a)− f (t,y,b)|6 10(n+1)(kR(t) |x− y|+ |a−b| ),
|l(t, x,a)− l(t,y,b)|6 10(n+1)(kR(t) |x− y|+ |a−b| ).
(A2) For any t ∈ [0,T ], x ∈Rn, a ∈Rn+1
| f (t, x,a)|6 c(t)(1+ |x|) and − |H(t, x,0)|6 l(t, x,a),
l(t, x,a)6 2|H(t, x,0)|+2c(t)(1+ |x|)+3|a|.
(A3) a = ( f (t, x,a), l(t, x,a)) for all a ∈ epiH∗(t, x, ·), t ∈ [0,T ], x ∈Rn.
(A4) Additionally, if H is continuous, so are f , l.
Property (A1) means that f and l are locally Lipschitz continuous in x with Lipschitz con-
stants dependent of time and globally Lipschitz continuous in a with Lipschitz constant
independent of time. Property (A2) implies that f has sublinear growth in x and l has
sublinear growth in a. Property (A3) is called the extra-property. Property (A4) means
that f and l are continuous if only H is continuous.
Now we will see that faithful representations defined as in the proof of Theorem 4.1
are stable. This fact will be formulated in two theorems:
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Theorem 4.2. Let Hi,H, i ∈N, be continuous and satisfy (H1)-(H4), (HLC). We consider
the representations (Rn+1, fi, li) and (R
n+1, f , l) of Hi and H, respectively, defined as in the
proof of Theorem 4.1. If Hi converge uniformly on compacts to H, then fi converge to f
and li converge to l uniformly on compacts in [0,T ]×Rn×Rn+1.
Theorem 4.3. Let Hi,H, i ∈N, satisfy (H1)-(H4), (HLC). We consider the representations
(Rn+1, fi, li) and (R
n+1, f , l) of Hi and H, respectively, defined as in the proof of Theorem 4.1.
If Hi(t, ·, ·) converge uniformly on compacts to H(t, ·, ·) for every t ∈ [0,T ], then fi(t, ·, ·)
converge to f (t, ·, ·) and li(t, ·, ·) converge to l(t, ·, ·) uniformly on compacts in Rn ×Rn+1
for every t ∈ [0,T ].
Remark 4.4. If (H1)-(H4) and (HLC) hold for a.e. t ∈ [0,T ], then the conclusion of
Theorem 4.1 also holds for a.e. t ∈ [0,T ]. Indeed, to show this, we simply redefine the
Hamiltonian. More precisely, if H satisfies (H1)-(H4) and (HLC) for a.e. t ∈ [0,T ], then
there exist a measure zero set N and a Hamiltonian H˜ such that H˜(t, ·, ·) = 0 for all t ∈N
and H˜(t, ·, ·) = H(t, ·, ·) for all t ∈ [0,T ] \N . Moreover, H˜ satisfies (H1)-(H4) and (HLC)
for all t ∈ [0,T ].
The proofs of Theorems 4.1, 4.2, 4.3 are given in Section 5.
4.1. Correlation between variational and optimal control problems. The indicator
function ψK(·) of a set K is given by 0 on this set but +∞ outside.
We consider the following generalized variational problem:
(Pv)
minimize Γ[x(·)] := φ(x(t0), x(T ))+
∫ T
t0
H∗(t, x(t), x˙(t))dt,
subject to x(·) ∈A([t0,T ],Rn).
We consider the following optimal control problem:
(Pc)
minimize Λ[(x,a)(·)] := φ(x(t0), x(T ))+
∫ T
t0
l(t, x(t),a(t))dt,
subject to x˙(t) = f (t, x(t),a(t)) a.e. t ∈ [t0,T ],
and x(·) ∈A([t0,T ],Rn), a(·) ∈ L1([t0,T ],Rn+1).
Theorem 4.5. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Assume further that φ is a proper, lower semicontinuous function and there exists M > 0
such that min{ |z|, |x| }6 M for all (z, x) ∈ domφ. Then
minΓ[x(·)] = minΛ[(x,a)(·)].
Besides, if x¯(·) is the optimal arc of (Pv) such that x¯(·) ∈ domΓ, then (x¯, a¯)(·) is the optimal
arc of (Pc) with a¯(·) = ( ˙¯x(·),H∗(·, x¯(·), ˙¯x(·))) such that (x¯, a¯)(·) ∈ domΛ. Conversely, if
(x¯, a¯)(·) is the optimal arc of (Pc), then x¯(·) is the optimal arc of (Pv).
The proof of Theorem 4.5 is given in Section 6.
Applying Theorem 4.5 to φ(z, x) := ψ{x0}(z)+g(x), we obtain the following corollary.
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Corollary 4.6. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Let g be a proper, lower semicontinuous function. Then for all (t0, x0) ∈ [0,T ]×Rn
V(t0, x0) = min
x(·)∈A([t0,T ],Rn)
x(t0)=x0
{
g(x(T ))+
∫ T
t0
H∗(t, x(t), x˙(t))dt
}
= min
(x,a)(·)∈S f (t0,x0)
{
g(x(T ))+
∫ T
t0
l(t, x(t),a(t))dt
}
.
Theorem 4.7. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Let g be a locally Lipschitz function. Then for any M > 0 there exists λM(·) ∈ L1([0,T ],R)
such that for all (t0, x0) ∈ [0,T ]× IBM there exists the optimal arc (x,a)(·) of the problem
(C t0,x0)
minimize Ω[(x,a)(·)] := g(x(T ))+
∫ T
t0
l(t, x(t),a(t))dt,
subject to x˙(t) = f (t, x(t),a(t)) a.e. t ∈ [t0,T ],
and x(t0) = x0,
which satisfies |(x˙(t),a(t))| 6 λM(t) for a.e. t ∈ [t0,T ]. Additionally, if H(·, ·, ·), kR(·), c(·)
are continuous, so is λM(·).
The proof of Theorem 4.7 is given in Section 7. Let us observe that from Theorem 4.7
it follows equi-bounded optimal controls.
4.2. Lipschitz continuous/continuous/lower semicontinuous of the value function.
Consequence of equi-bounded optimal controls and correlation between variational and
optimal control problems will be considered in this subsection.
Theorem 4.8. Assume that (H1)-(H4) and (HLC) hold with continuous functions c(·),
kR(·), H(·, ·, ·). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Let g be a locally Lipschitz function. Then the value function associated with (Rn+1, f , l,g)
is locally Lipschitz continuous on [0,T ]×Rn.
Theorem 4.9. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Let g be a locally Lipschitz function. Assume that V is the value function associated with
(Rn+1, f , l,g). Then for every M > 0 there exist αM(·) ∈A([0,T ],R) and CM > 0 such that
|V(t, x)−V(s,y)|6 |αM(t)−αM(s)|+CM |x− y|, ∀ t, s ∈ [0,T ], ∀ x,y ∈ IBM .
Theorem 4.10. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Let g be a continuous/lower semicontinuous function. Then the value function associated
with (Rn+1, f , l,g) is continuous/lower semicontinuous on [0,T ]×Rn.
The proofs of Theorems 4.8, 4.9, 4.10 are given in Section 8.
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4.3. Stability of the value functions. Using stability of faithful representations and
correlation between variational and optimal control problems we state the following:
Theorem 4.11. Let Hi,H, i ∈ N, satisfy (H1)-(H4) and (HLC) with the same integrable
functions c(·), kR(·). Assume that gi, g, i ∈N, are continuous functions and gi converge to
g uniformly on compacts inRn. Letmax{ |Hi(t,0,0)|, |H(t,0,0)| }6 µ(t) for every t ∈ [0,T ],
i ∈N and some integrable function µ(·). We consider the representations (Rn+1, fi, li) and
(Rn+1, f , l) of Hi and H, respectively, defined as in the proof of Theorem 4.1. If Vi and V
are the value functions associated with (Rn+1, fi, li,gi) and (R
n+1, f , l,g), respectively, and
Hi(t, ·, ·) converge uniformly on compacts to H(t, ·, ·) for all t ∈ [0,T ], then Vi converge
uniformly on compacts to V in [0,T ]×Rn.
Definition 4.12. A sequence of functions {ϕi}i∈N, is said to epi-converge to function ϕ
(e-limi→∞ϕi = ϕ for short) if, for every point z ∈Rm,
(i) liminfi→∞ϕi(zi)> ϕ(z) for every sequence zi → z,
(ii) limsupi→∞ϕi(zi)6 ϕ(z) for some sequence zi → z.
Theorem 4.13. Let Hi,H, i ∈ N, satisfy (H1)-(H4) and (HLC) with the same integrable
functions c(·), kR(·). Let gi, g, i ∈N, be proper, lower semicontinuous and e-limi→∞ gi = g.
Letmax{ |Hi(t,0,0)|, |H(t,0,0)| }6 µ(t) for all t ∈ [0,T ], i ∈N and some integrable function
µ(·). We consider the representations (Rn+1, fi, li) and (Rn+1, f , l) of Hi and H, respectively,
defined as in the proof of Theorem 4.1. If Vi and V are the value functions associated with
(Rn+1, fi, li,gi) and (R
n+1, f , l,g), respectively, and Hi(t, ·, ·) converge uniformly on compacts
to H(t, ·, ·) for all t ∈ [0,T ], then e-limi→∞Vi = V.
The proofs of Theorems 4.11, 4.13 are given in Section 8.
4.4. Invariance theorems for tubes. Let K be a nonempty subset of Rk and w ∈ K.
Then contingent cone to K at w is the set
TK(w) =
{
v ∈Rk
∣∣ liminf
τ→0+
d(w+τv,K)
τ
= 0
}
.
Let SE(t0,z0) denote the set of all solutions of the differential inclusion z˙(t) ∈ E(t,z(t))
defined on [t0,T ] and satisfying the initial condition z(t0) = z0.
Theorem 4.14. Let a set-valued map E : [0,T ]×Rm⊸Rm satisfy (E1), (E6) and (ELC)
with the integrable function kR(·). Assume that a tube P : [0,T ]⊸Rm has a closed graph
and nonempty values. Moreover, let
∀ t ∈ (0,T ), ∀z ∈ P(t), {1}×E(t,z) ⊂ conv(TgphP(·)(t,z)) .(SBC)
Then for all t0 ∈ (0,T ), z0 ∈ P(t0) every z(·) ∈ SE(t0,z0) verifies z(t) ∈ P(t) for all t ∈ [t0,T ].
Definition 4.15. Let a set-valued map P : [0,T ]⊸ Rm has nonempty and closed values.
We say that P is absolutely continuous on [0,T ] if the following property holds:
∀ε > 0, ∀ compact K ⊂Rm, ∃δ > 0, ∀ finite N ⊂N,
∀{ ti, si | ti < si, i ∈ N } with (ti, si)∩ (t j, s j) = ∅ for i 6= j,
∑i∈N(si− ti) < δ =⇒ ∑i∈N dK(P(si),P(ti)) < ε,
where dK(U,V) = inf{ε> 0 | U ∩K ⊂ V +εIB, V ∩K ⊂ U +εIB }.
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Theorem 4.16. Let a set-valued map E : [0,T ]×Rm⊸Rm satisfy (E1)-(E4) and (ELC)
with the integrable function kR(·). Assume that a tube P : [0,T ]⊸ Rm is absolutely
continuous. Moreover, let there exists a set C ⊂ (0,T ) of full measure such that
(WBC) ∀ t ∈C, ∀z ∈ P(t), {1}×E(t,z) ⊂ conv(TgphP(·)(t,z)) .
Then for all t0 ∈ (0,T ), z0 ∈ P(t0) every z(·) ∈ SE(t0,z0) verifies z(t) ∈ P(t) for all t ∈ [t0,T ].
Remark 4.17. In practice, Theorems 4.14, 4.16 are applied to the set-valued map E(t, x)=
epiH∗(t, x, ·) and the tube P(t) = epiV(t, ·), where V is a solution of (1.1). This is possible
due to the following equalities: e(t, x,Rn+1) = E(t, x) = epiH∗(t, x, ·), where e = ( f , l ) and
(Rn+1, f , l) is a faithful representation. Theorems 4.14, 4.16 can be proved without using
faithful representations, if the set-valued map E(·, ·) is locally Lipschitz continuous with
respect to all variables.
The proofs of Theorems 4.14, 4.16 are given in Section 9.
5. PROOFS OF REPRESENTATION AND STABILITY THEOREMS
In the beginning of this section we introduce some auxiliary definitions and lemmas. By
P f c(R
m) we denote a family of all nonempty, closed and convex subsets of Rm. Then, let
Pkc(R
m) be a family of all nonempty, convex and compact subsets of Rm.
Lemma 5.1 ([1, p. 369]). The set-valued map P :Rm×P f c(Rm)⊸ Pkc(Rm) defined by
P(y,K) := K ∩ IB(y,2d(y,K))
is Lipschitz with the Lipschitz constant 5, i.e. for all K,D ∈ P f c(Rm) and x,y ∈Rm
H (P(x,K),P(y,D)) 6 5(H (K,D)+ |x− y|).
The support function σ(K, ·) : Rm →R of the set K ∈ Pkc(Rm) is a convex real-valued
function defined by
σ(K, p) :=max
x∈K
〈p, x〉, ∀ p ∈Rm.
Let ∑m−1 denotes the unit sphere in Rm and let µ be the measure on ∑m−1 proportional
to the Lebesgue measure and satisfying µ(∑m−1) = 1.
Definition 5.2. Let m ∈N \ {1}. For any K ∈ Pkc(Rm), its Steiner point is defined by
sm(K) := m
∫
∑m−1
pσ(K, p) µ(dp).
One can show that sm(·) is a selection in the sense that sm(K) ∈ K, cf. [1, p. 366].
Lemma 5.3 ([1, p. 366]). The function sm(·) is Lipschitz in the Hausdorff metric with the
Lipschitz constant m on the set of all nonempty, convex and compact subsets of Rm, i.e.
|sm(K)− sm(D)|6 mH (K,D), ∀K,D ∈ Pkc(Rm).
The Hausdorff’s distance between closed balls can be estimated in the following way:
(5.1) H (IB(x,r), IB(y, s))6 |x− y|+ |r− s|, ∀x,y ∈Rn, ∀r, s> 0.
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Definition 5.4. For a sequence {Ki}i∈N of subsets of Rm, the upper limit is the set
limsup
i→∞
Ki := { x ∈Rm | liminf
i→∞
d(x,Ki) = 0 },
while the lower limit is the set
liminf
i→∞
Ki := { x ∈Rm | limsup
i→∞
d(x,Ki) = 0 }.
The limit of a sequence exists if the upper and lower limit sets are equal:
lim
i→∞
Ki := limsup
i→∞
Ki = liminf
i→∞
Ki.
Lemma 5.5 ([20, Cor. 4.7]). For nonempty, closed subsets Ki and K of R
m, one has
(5.2) lim
i→∞
xi = x0, lim
i→∞
Ki = K =⇒ lim
i→∞
d(xi,Ki) = d(x0,K).
Lemma 5.6 ([20, Chap. 4, Sec C.]). If Ki and K are nonempty, closed subsets of a given
compact set in Rm, then we have
lim
i→∞
Ki = K ⇐⇒ lim
i→∞
H (Ki,K) = 0.
Lemma 5.7 ([20, Thm. 4.32]). Let Ki and Di be convex sets inR
m for all i ∈N. If convex
sets K and D satisfy K∩ intD 6= ∅, then the following implication holds:
lim
i→∞
Ki = K, lim
i→∞
Di = D =⇒ lim
i→∞
(Ki∩Di ) = K ∩D.
Lemma 5.8 ([20, Chap. 5]). Let a set-valued map E : [0,T ]×Rn ⊸ Rm has a closed
graph and is lower semicontinuous. Then for every (t0, x0) ∈ [0,T ]×Rn we have
(5.3) lim
i→∞
E(ti, xi) = E(t0, x0) for every sequence (ti, xi)→ (t0, x0).
The following lemma is a consequence of Wijsman’s Theorem, cf. [20, Thm. 11.34],
Lemma 5.9. Assume that Hi : [0,T ]×Rn ×Rn → R, i ∈ N∪ {0}, are continuous with
respect to all variables and convex in the last variable. If Hi converge to H0 uniformly on
compacts in [0,T ]×Rn×Rn, then for every (t0, x0) ∈ [0,T ]×Rn we have
(5.4) lim
i→∞
EH∗i (ti, xi) = EH
∗
0
(t0, x0) for every sequence (ti, xi)→ (t0, x0).
5.1. Proof of representation theorem. We begin with the following theorem:
Theorem 5.10. Let a set-valued map E : [0,T ]×Rn⊸Rm satisfy (E1)-(E4). Then there
exists a single-valued map e : [0,T ]×Rn×Rm →Rm such that e(·, x,a) is measurable for
every (x,a) ∈Rn×Rm and e(t, ·, ·) is continuous for every t ∈ [0,T ]. Moreover, we have
(e1) e(t, x,R
m) = E(t, x) for all t ∈ [0,T ], x ∈Rn;
(e2) a = e(t, x,a) for all a ∈ E(t, x), t ∈ [0,T ], x ∈Rn;
(e3) |e(t, x,a)|6 3|a|+2d(0,E(t, x)) for all a ∈Rm, t ∈ [0,T ], x ∈Rn;
(e4) |e(t, x,a)− e(t,y,b)| 6 mH (P(a,E(t, x)),P(b,E(t,y))) for all t ∈ [0,T ],
x,y ∈Rn, a,b ∈Rm, where P is the map defined in Lemma 5.1;
(e5) Additionally, if (E6) is verified, then e(·, ·, ·) is continuous.
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Proof. Let (t, x,a) ∈ [0,T ]×Rn×Rm. We consider the closed ballG(t, x,a) ⊂Rm with the
center a and radius 2d(a,E(t, x)), i.e.
G(t, x,a) := IB(a,2d(a,E(t, x))).
We notice that ‖G(t, x,a)‖6 |a|+2d(a,E(t, x)) for all t ∈ [0,T ], x ∈Rn, a ∈Rm. Moreover,
by [1, Cor. 8.2.13] a set-valued map G(·, x,a) is measurable for every x ∈Rn, a ∈Rm.
Let P be the map defined in Lemma 5.1. We set
Φ(t, x,a) := P(a,E(t, x)) = E(t, x)∩G(t, x,a).
By our hypotheses, the setΦ(t, x,a) is nonempty, compact and convex. The mapsG(·, x,a)
and E(·,a) are measurable and have closed values, so the map Φ(·, x,a) which is their
intersection is also measurable for all x ∈Rn, a ∈Rm; see [1, Thm. 8.2.4].
Now we show that a map Φ(t, ·, ·) is H -continuous for every t ∈ [0,T ]. Fix t ∈ [0,T ]
and (xi,ai)→ (x0,a0). Then, from (5.2) and (5.3), we have d(ai,E(t, xi))→ d(a0,E(t, x0)).
Let M > 0 be a constant such that |ai|+ 2d(ai,E(t, xi) 6 M for every i ∈ N∪ {0}. Since
‖G(t, xi,ai)‖6 |ai|+2d(ai,E(t, xi)) for every i ∈N∪{0}, we deduce that
(5.5) Φ(t, xi,ai) ⊂G(t, xi,ai) ⊂ IBM for all i ∈N∪{0}.
Let us observe that we can apply Lemma 5.6 to the sets Φ(t, xi,ai) and G(t, xi,ai) due to
(5.5). By the inequality (5.1) for all i ∈N we have
H (G(t, xi,ai),G(t, x0,a0))6 |ai−a0|+2|d(ai,E(t, xi))−d(a0,E(t, x0))|.
Passing to the limit in the above inequality, we get limi→∞H (G(t, xi,ai),G(t, x0,a0)) = 0.
Therefore, by Lemma 5.6, we have
(5.6) lim
i→∞
G(t, xi,ai) =G(t, x0,a0).
Let intG(t, x0,a0) 6= ∅. Then E(t, x0)∩ intG(t, x0,a0) 6= ∅. Therefore, by (5.3) and (5.6)
and Theorem 5.7, we get limi→∞Φ(t, xi,ai) = Φ(t, x0,a0). Consequently, by Lemma 5.6,
we have limi→∞H (Φ(t, xi,ai),Φ(t, x0,a0)) = 0. Now let intG(t, x0,a0) = ∅. Then {a0} =
G(t, x0,a0) = Φ(t, x0,a0) ⊂ E(t, x0). The latter, together with equality (5.6), implies that
limsupi→∞Φ(t, xi,ai) ⊂ limi→∞G(t, xi,ai) = {a0}. Let yi ∈Φ(t, xi,ai) for every i ∈N. Then
yi ∈ G(t, xi,ai) for all i ∈ N. Therefore, by definition of G(t, xi,ai) we have |yi − ai| 6
2d(ai,E(t, xi)) for all i ∈ N. Moreover, limi→∞ d(ai,E(t, xi)) = d(a0,E(t, x0)) = 0. Thus,
yi → a0. It means that a0 ∈ liminfi→∞Φ(t, xi,ai). Consequently, we have
{a0} ⊂ liminf
i→∞
Φ(t, xi,ai) ⊂ limsup
i→∞
Φ(t, xi,ai) ⊂ {a0}.
Therefore, limi→∞Φ(t, xi,ai) = {a0} = Φ(t, x0,a0). Consequently, by Lemma 5.6, we have
limi→∞H (Φ(t, xi,ai),Φ(t, x0,a0)) = 0.
We define the single-valued map e from [0,T ]×Rn×Rm to Rm by
e(t, x,a) := sm(Φ(t, x,a)),
where sm in the Steiner selection. Since Φ is measurable with respect to t, using the
definition of sm, we deduce that e is also measurable with respect to t. By Lemma 5.3 we
have for all t, s ∈ [0,T ], x,y ∈Rn, a,b ∈Rm
(5.7) |e(t, x,a)− e(s,y,b)|6 mH (Φ(t, x,a),Φ(s,y,b)).
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We have shown that Φ(t, ·, ·) is H -continuous for every t ∈ [0,T ]. By the inequality (5.7)
we have that e(t, ·, ·) is continuous for all t ∈ [0,T ]. Additionally, if E satisfies (E6), then
similarly to the above, one can prove that Φ is H -continuous. Then by the inequality
(5.7) we have that a single-valued map e is continuous.
Let us notice that by Definition 5.2 we obtain for all t ∈ [0,T ], x ∈Rn, a ∈Rm,
(5.8) e(t, x,a) = sm(Φ(t, x,a)) ∈Φ(t, x,a) = E(t, x)∩ IB(a,2d(a,E(t, x))).
To prove (e2) we observe that by (5.8) we get |e(t, x,a)− a| 6 2d(a,E(t, x)) for every
t ∈ [0,T ], x ∈Rn, a ∈Rm. Hence a = e(t, x,a) for all a ∈ E(t, x), t ∈ [0,T ], x ∈Rn.
To prove (e1) we observe that by (5.8) we get e(t, x,R
m)⊂E(t, x) for all (t,x)∈[0,T ]×Rn.
The latter, together with (e2), implies that E(t, x) = e(t, x,E(t, x)) ⊂ e(t, x,Rm) ⊂ E(t, x)
for every (t, x) ∈ [0,T ]×Rn. This means that e(t, x,Rm) = E(t, x) for all (t, x) ∈ [0,T ]×Rn.
To prove (e3) we observe that by (5.8) we get |e(t, x,a)−a|62d(a,E(t, x)) for all t∈[0,T ],
x ∈ Rn, a ∈ Rm. The latter, together with the inequality d(a,E(t, x)) 6 d(0,E(t, x))+ |a|,
implies that |e(t, x,a)|6 3|a|+2d(0,E(t, x)) for all a ∈Rm, t ∈ [0,T ], x ∈Rn.
We see that the proof of (e4) follows from the inequality (5.7). 
Theorem 5.11. Assume that H satisfies (H1)-(H4), (HLC). Then there exists a function
e : [0,T ]×Rn×Rn+1 →Rn+1 such that e(·, x,a) is measurable for every (x,a) ∈Rn×Rn+1
and e(t, ·, ·) is continuous for every t ∈ [0,T ]. Moreover, we have
(e1) e(t, x,R
n+1) = epiH∗(t, x, ·) for all t ∈ [0,T ], x ∈Rn;
(e2) a = e(t, x,a) for all a ∈ epiH∗(t, x, ·), t ∈ [0,T ], x ∈Rn;
(e3) |e(t, x,a)|6 2|H(t, x,0)|+2c(t)(1+ |x|)+3|a| for all a ∈Rm, t ∈ [0,T ], x ∈Rn;
(e4) |e(t, x,a)− e(t,y,b)| 6 10(n+1)(kR(t) |x− y|+ |a−b| ) for all t ∈ [0,T ], x,y ∈ IBR,
a,b ∈Rn+1, R > 0;
(e5) Additionally, if H(·, ·, ·) is continuous, so is e(·, ·, ·).
Proof. Let E(t, x) := EH∗(t, x) = epiH
∗(t, x, ·) for every (t, x) ∈ [0,T ]×Rn. Because of
Corollaries 2.2 and 2.4, the function E satisfies assumptions of Theorem 5.10. Therefore,
there exists a map e : [0,T ]×Rn×Rn+1→Rn+1 such that e(·, x,a) is measurable for every
(x,a) ∈Rn×Rn+1 and e(t, ·, ·) is continuous for every t ∈ [0,T ]. Moreover, the map e(·, ·, ·)
satisfies (e1)-(e5) from Theorem 5.10.
By Theorem 5.10 (e4), Lemma 5.1 and Corollary 2.4 we have
|e(t, x,a)− e(t,y,b)| 6 (n+1)H (P(a,E(t, x)),P(b,E(t,y)))
6 5(n+1)[H (E(t, x),E(t,y))+ |a−b| ]
6 10(n+1)kR(t) |x− y|+5(n+1)|a−b|.
for all t ∈ [0,T ], x,y ∈ IBR, a,b ∈Rn+1, R > 0. It means that the inequality (e4) is satisfied.
Moreover, if we assume that H is continuous, then by Corollary 2.4 we get that (E6) is
verified. Thus, because of Theorem 5.10 (e5), we obtain that the map e(·, ·, ·) is continuous.
We observe that (e1) and (e2) follows from definition of the set-valued map E(·, ·) and the
properties (e1) and (e2) in Theorem 5.10.
It remains to prove (e3). Let us fix (t, x) ∈ [0,T ]×Rn. Because of (C1)-(C5), there exists
v¯ ∈ domH∗(t, x, ·) such that H(t, x,0) = H∗∗(t, x,0) = −H∗(t, x, v¯) and |v¯|6 c(t)(1+ |x|).
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We see (v¯,H∗(t, x, v¯)) ∈ E(t, x). The latter, together with Theorem 5.10 (e3), implies
|e(t, x,a)| 6 3|a|+2d(0,E(t, x)) 6 3|a|+2|(v¯,H∗(t, x, v¯))| 6
6 3|a|+2|v¯|+2|H∗(t, x, v¯)| 6 3|a|+2c(t)(1+ |x|)+2|H(t, x,0)|.
This completes the proof of the theorem. 
Proposition 5.12 ([13, Prop. 5.7]). Let e(t, x, ·) be a function defined on Rn+1 into Rn+1.
Assume that H(t, x, ·) is a real-valued convex function and e(t, x,Rn+1) = epiH∗(t, x, ·).
If e(t, x,a) = ( f (t, x,a), l(t, x,a)) for all a ∈Rn+1, then the triple (A, f , l) is a representation
of H. Moreover, f (t, x,Rn+1) = domH∗(t, x, ·).
Remark 5.13. Let e : [0,T ]×Rn ×Rn+1 → Rn+1 be the function from Theorem 5.11.
We define two functions f : [0,T ]×Rn×Rn+1 →Rn and l : [0,T ]×Rn×Rn+1 →R by
f (t, x,a) := π1(e(t, x,a)) and l(t, x,a) := π2(e(t, x,a)),
where π1(v,η) = v and π2(v,η) = η for all v ∈Rn and η ∈R. Then for all t ∈ [0,T ], x ∈Rn,
a ∈Rn+1 the following equality holds
e(t, x,a) = ( f (t, x,a), l(t, x,a)).
Therefore, for all t ∈ [0,T ], x,y ∈Rn, a,b ∈Rn+1 we obtain
| f (t, x,a)− f (t,y,b)| 6 |e(t, x,a)− e(t,y,b)|,
| l(t, x,a) − l(t,y,b) | 6 |e(t, x,a)− e(t,y,b)|,
| l(t, x,a) | 6 | e(t, x,a) |.
From the above inequalities it follows that the properties of the function e are inherited
by functions f and l.
Remark 5.14. It is not difficult to show that Theorem 4.1 follows from Proposition 5.12,
Theorem 5.11, Remark 5.13 and Corollary 2.2 (E5).
5.2. Proofs of stability theorems. Assume that Hi : [0,T ]×Rn×Rn→R, i ∈N∪{0},
are continuous with respect to all variables and convex in the last variable.
Let (t, x,a) ∈ [0,T ]×Rn×Rn+1 and i ∈N∪{0}. We consider the closed balls
Gi(t, x,a) := IB(a,2d(a,EH∗i (t, x))).
Observe that ‖Gi(t, x,a)‖6 |a|+2d(a,EH∗i (t, x)).
Let P be the map defined in Lemma 5.1. We define the following sets
Φi(t, x,a) := P(a,EH∗i (t, x)) = EH
∗
i
(t, x)∩Gi(t, x,a).
By Corollary 2.2 and our hypotheses, the sets Φi(t, x,a) are nonempty, compact, convex.
We define the single-valued maps ei, i ∈N∪{0}, from [0,T ]×Rn×Rn+1 to Rn+1 by
ei(t, x,a) := sn+1(Φi(t, x,a))
where sn+1 is the Steiner selection. By Lemma 5.3 we have
(5.9) |ei(t, x,a)− e0(s,y,b)|6 (n+1)H (Φi(t, x,a),Φ0(s,y,b))
for all t, s ∈ [0,T ], x,y ∈Rn, a,b ∈Rn+1, i ∈N.
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Theorem 5.15. Let Hi, ei, i ∈ N∪ {0}, be as above. If Hi converge to H0 uniformly on
compacts in [0,T ]×Rn×Rn, then for every (t0, x0,a0) ∈ [0,T ]×Rn×Rn+1 we have
ei(ti, xi,ai)→ e0(t0, x0,a0) for every sequence (ti, xi,ai)→ (t0, x0,a0).
Proof. Because of the inequality (5.9), it is sufficient to show that
H (Φi(ti, xi,ai),Φ0(t0, x0,a0))→ 0, ∀ (ti, xi,ai)→ (t0, x0,a0).
Let (ti, xi,ai)→ (t0, x0,a0). Then, from (5.2) and (5.4), we have limi→∞ d(ai,EH∗i (ti, xi)) =
d(a0,EH∗0(t0, x0)). Let M > 0 be a constant such that |ai|+2d(ai,EH∗i (ti, xi) 6 M for every
i ∈N∪{0}. Since ‖Gi(ti, xi,ai)‖6 |ai|+2d(ai,EH∗i (ti, xi)) for every i ∈N∪{0}, we have
(5.10) Φi(ti, xi,ai) ⊂Gi(ti, xi,ai) ⊂ IBM for all i ∈N∪{0}.
Let us observe that we can apply Lemma 5.6 to the sets Φi(ti, xi,ai) and Gi(ti, xi,ai) due to
(5.10). By the inequality (5.1) for all i ∈N we have
H (Gi(ti, xi,ai),G0(t0, x0,a0))6 |ai−a0|+2|d(ai,EH∗i (ti, xi))−d(a0,EH∗0(t0, x0))|.
Passing to the limit in the above inequality, limi→∞H (Gi(ti, xi,ai),G0(t0, x0,a0)) = 0.
Therefore, by Lemma 5.6, we have
(5.11) lim
i→∞
Gi(ti, xi,ai) =G0(t0, x0,a0).
Let intG0(t0, x0,a0) 6= ∅. Then EH∗0(t0, x0) ∩ intG0(t0, x0,a0) 6= ∅. Therefore, by (5.4),
(5.11) and Theorem 5.7 we obtain limi→∞Φi(ti, xi,ai) = Φ0(t0, x0,a0). Consequently, by
Lemma 5.6, we get limi→∞H (Φi(ti, xi,ai),Φ0(t0, x0,a0))= 0. Now let intG0(t, x0,a0)= ∅.
Then {a0} = G0(t0, x0,a0) = Φ0(t0, x0,a0) ⊂ EH∗0(t0, x0). The latter, together with equality
(5.11), implies that limsupi→∞Φi(ti, xi,ai)⊂ limi→∞Gi(ti, xi,ai)= {a0}. Let yi ∈Φi(ti, xi,ai)
for every i ∈N. Then yi ∈Gi(ti, xi,ai) for all i ∈N. Therefore, by definition of Gi(ti, xi,ai)
we have |yi − ai| 6 2d(ai,EH∗i (t, xi)) for all i ∈ N. Moreover, limi→∞d(ai,EH∗i (ti, xi)) =
d(a0,EH∗0(t0, x0)) = 0. Thus, yi → a0. It means that a0 ∈ liminfi→∞Φi(ti, xi,ai). Therefore
{a0} ⊂ liminf
i→∞
Φi(ti, xi,ai) ⊂ limsup
i→∞
Φi(ti, xi,ai) ⊂ {a0}.
Therefore, limi→∞Φi(ti, xi,ai) = {a0} = Φ0(t0, x0,a0). Consequently, by Lemma 5.6, we
have limi→∞H (Φi(ti, xi,ai),Φ0(t0, x0,a0)) = 0. 
Remark 5.16. Let ei : [0,T ]×Rn×Rn+1→Rn+1, i ∈N∪{0}, be as above. For all i ∈N∪{0}
we define the functions fi : [0,T ]×Rn×Rn+1 →Rn and li : [0,T ]×Rn×Rn+1 →R by
fi(t, x,a) := π1(ei(t, x,a)) and li(t, x,a) := π2(ei(t, x,a)),
where π1(v,η) = v and π2(v,η) = η for all v ∈Rn and η ∈R. Then for all t ∈ [0,T ], x ∈Rn,
a ∈Rn+1, i ∈N∪{0} the following equality holds:
ei(t, x,a) = ( fi(t, x,a), li(t, x,a)).
Therefore, for all i ∈N we obtain:
| fi(ti, xi,ai)− f0(t0, x0,a0)| 6 |ei(ti, xi,ai)− e0(t0, x0,a0)|,
| li(ti, xi,ai)− l0(t0, x0,a0) | 6 |ei(ti, xi,ai)− e0(t0, x0,a0)|.
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Remark 5.17. Theorem 5.15 and Remark 5.16 imply Theorem 4.2. Theorem 4.3 can be
proven similarly as above, indeed, it is enough to fix t ∈ [0,T ].
6. PROOF OF OPTIMALITY THEOREM
Let ‖x‖ := sup { |x(t)| | t ∈ [t0,T ] }. The definition of H∗(t, x, · ) implies that −|H(t, x,0)| 6
H∗(t, x,v) for all t ∈ [0,T ], x ∈Rn, v ∈Rn. Moreover, if H(t, ·,0) is kR(t)-Lipschitz on IBR
for all t ∈ [0,T ] and R > 0, then for every x(·) ∈A([t0,T ],Rn) we have
(6.1) − k‖x‖(t)‖x‖− |H(t,0,0)| 6 H∗(t, x(t), x˙(t)) a.e. t ∈ [t0,T ].
Lemma 6.1 ([13, Lem. 7.1]). Assume that (H1)-(H4) and (HLC) hold with integrable
functions c(·), kR(·), H(·,0,0). Assume further that φ is a proper, lower semicontinuous
function and there exists M > 0 such that min{ |z|, |x| } 6 M for all (z, x) ∈ domφ. Then
there exist D,R> 0 such that for all x(·) ∈A([t0,T ],Rn) we have
(6.2) −D−R
∫ T
0
kR(t)dt−
∫ T
0
|H(t,0,0)|dt 6 Γ[x(·)].
If the triple (Rn+1, f , l) is a representation of H, then −|H(t, x,0)| 6 l(t, x,a) for every
t ∈ [0,T ], x ∈Rn, a ∈Rn+1. Moreover, if H(t, ·,0) is kR(t)-Lipschitz on IBR for all t ∈ [0,T ]
and R > 0, then for all (x,a)(·) ∈A([t0,T ],Rn)×L1([t0,T ],Rn+1) we have
(6.3) − k‖x‖(t)‖x‖− |H(t,0,0)| 6 l(t, x(t),a(t)) for all t ∈ [t0,T ].
Lemma 6.2 ([13, Lem. 7.2]). Assume that (H1)-(H4) and (HLC) hold with integrable
functions c(·), kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in
Theorem 4.1. Assume further that φ is a proper, lower semicontinuous function and there
exists M > 0 such that min{ |z|, |x| } 6 M for all (z, x) ∈ domφ. Then there exist D,R > 0
such that for all (x,a)(·)∈A([t0,T ],Rn)× L1([t0,T ],Rn+1) satisfying x˙(t) = f (t, x(t),a(t))
we have the following inequality
(6.4) −D−R
∫ T
0
kR(t)dt−
∫ T
0
|H(t,0,0)|dt 6 Λ[(x,a)(·)].
Remark 6.3. Our assumptions and inequalities (6.1) and (6.2) imply that the functional
Γ[·] is well defined and −∞ < infΓ[x(·)]. Similarly, our assumptions and inequalities (6.3)
and (6.4) imply that the functional Λ[·] is well defined and −∞ < infΛ[(x,a)(·)].
Lemma 6.4 ([13, Lem. 4.1]). Assume that p→H(t, x, p) is a real-valued convex function.
If the triple (Rn+1, f , l) is a representation of H, then the inequality H∗(t, x, f (t, x,a)) 6
l(t, x,a) holds for every a ∈Rn+1.
Theorem 6.5. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Assume further that φ is a proper, lower semicontinuous function and there exists M > 0
such that min{ |z|, |x| }6 M for all (z, x) ∈ domφ. Then
(6.5) infΓ[x(·)] = infΛ[(x,a)(·)].
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Proof. We start with the proof of the inequality:
(6.6) infΓ[x(·)] > infΛ[(x,a)(·)].
Without loss of generality we can assume that −∞ < infΓ[x(·)] < +∞. Let us fix ε > 0.
Then there exists x¯(·) ∈A([t0,T ],Rn) such that infΓ[x(·)]+ε > Γ[x¯(·)]. We define u¯(·) by
u¯(t) :=
∫ t
t0
H∗(s, x¯(s), ˙¯x(s))ds.
We notice that u¯(·) ∈A([t0,T ],R) and ˙¯u(t) = H∗(t, x¯(t), ˙¯x(t)) for a.e. t ∈ [t0,T ]. Therefore,
( ˙¯x(t), ˙¯u(t)) ∈ epiH∗(t, x¯(t), ·) for a.e. t ∈ [t0,T ]. By the extra-property (A3) of Theorem 4.1,
( ˙¯x(t), ˙¯u(t)) = ( f (t, x¯(t), a¯(t)), l(t, x¯(t), a¯(t))) for a.e. t ∈ [t0,T ],
where a¯(·) := ( ˙¯x(·), ˙¯u(·)) ∈ L1([t0,T ],Rn+1). Consequently, we have
infΓ[x(·)]+ε > Γ[x¯(·)] = φ(x¯(0), x¯(1))+
∫ T
t0
H∗(t, x¯(t), ˙¯x(t))dt
= φ(x¯(t0), x¯(T ))+
∫ T
t0
˙¯u(t)dt
= φ(x¯(t0), x¯(T ))+
∫ T
t0
l(t, x¯(t), a¯(t))dt
= Λ[(x¯, a¯)(·)] > infΛ[(x,a)(·)].
Therefore, infΓ[x(·)]+ε > infΛ[(x,a)(·)]. Since however ε > 0 is arbitrary, we conclude
that the inequality (6.6) is true.
Now we prove the inequality:
(6.7) infΓ[x(·)] 6 infΛ[(x,a)(·)].
Without loss of generality we can assume that −∞ < infΛ[(x,a)(·)] <+∞. Let us fix ε > 0.
Then there exists (x¯, a¯)(·) ∈A([t0,T ],Rn)×L1([t0,T ],Rn+1) satisfying ˙¯x(t)= f (t, x¯(t), a¯(t))
a.e. t ∈ [t0,T ] and infΛ[(x,a)(·)]+ε>Λ[(x¯, a¯)(·)]. From our assumptions and Lemma 6.4,
H∗(t, x¯(t), f (t, x¯(t), a¯(t)))6 l(t, x¯(t), a¯(t)) for all t ∈ [t0,T ].
From the above, H∗(t, x¯(t), ˙¯x(t))6 l(t, x¯(t), a¯(t)) for a.e. t ∈ [t0,T ]. Consequently, we have
infΛ[(x,a)(·)]+ε > Λ[(x¯, a¯)(·)]
= φ(x¯(0), x¯(1))+
∫ T
t0
l(t, x¯(t), a¯(t))dt
> φ(x¯(0), x¯(1))+
∫ T
t0
H∗(t, x¯(t), ˙¯x(t))dt
= Γ[x¯(·)] > infΓ[x(·)].
Therefore, infΛ[(x,a)(·)]+ε > infΓ[x(·)]. Since however ε > 0 is arbitrary, we conclude
that the inequality (6.7) is true.
Combining inequalities (6.6) and (6.7) we obtain the equality (6.5). 
18 ARKADIUSZ MISZTELA
Remark 6.6. From the equality (6.5) and its proof it follows that if x¯(·) is the optimal
arc of (Pv) such that x¯(·) ∈ domΓ, then (x¯, a¯)(·) is the optimal arc of (Pc) with a¯(·) =
( ˙¯x(·),H∗(·, x¯(·), ˙¯x(·))) such that (x¯, a¯)(·) ∈ domΛ; conversely, if (x¯, a¯)(·) is the optimal arc
of (Pc), then x¯(·) is the optimal arc of (Pv).
Theorem 6.7 ([13, Thm. 7.6]). Assume that (H1)-(H4) and (HLC) hold with integrable
functions c(·), kR(·), H(·,0,0). Assume further that φ is a proper, lower semicontinuous
function and there exists M > 0 such that min{ |z|, |x| } 6 M for all (z, x) ∈ domφ. Then
there exists the optimal arc x¯(·) of the variational problem (Pv).
Remark 6.8. Theorems 6.5 and 6.7, together with Remark 6.6, imply Theorem 4.5.
7. PROOF OF EQUI-BOUNDEDNESS OF OPTIMAL CONTROLS
Because nonsmooth analysis will be used here, we will need the notion of a subgradient.
We use the notation adopted in Rockafellar and Wets [20]. For a vector w ∈ Rn and an
extended-real-valued function ϕ,
(i) w is a regular subgradient of ϕ at z ∈ domϕ, denoted w ∈ ∂̂ϕ(z), if
liminf
y→z
ϕ(y)−ϕ(z)−〈w,y− z〉
|y− z | > 0;
(ii) w is a general subgradient of ϕ at z ∈ domϕ, denoted w ∈ ∂ϕ(z), if there are sequences
zi → z with ϕ(zi)→ ϕ(z) and wi ∈ ∂̂ϕ(zi) with wi → w;
(iii) w is a horizon subgradient of ϕ at z∈domϕ, denotedw∈∂∞ϕ(z), if there are sequences
zi → z with ϕ(zi)→ ϕ(z) and wi ∈ ∂̂ϕ(zi) with τiwi → w for some sequence τi → 0+.
For simplicity in dealing with subgradients of H∗(t, x,v) and H(t, x, p) we use the notation
∂H∗ and ∂H instead of the more cumbersome (but precise) ∂(x,v)H∗ and ∂(x,p)H. Similarly
as in the proof of [12, Prop. 6.2] we can show that (CLC) implies the following property
(7.1) |w|6 k2R(t)(1+ |p|) for all (w, p) ∈ ∂H∗(t, x,v),
whenever t ∈ [0,T ], x ∈ IBR, v ∈ domH∗(t, x, ·). Since ∂̂H∗ ⊂ ∂H∗ always, (7.1) implies
(7.2) |w|6 k2R(t)|p| for all (w, p) ∈ ∂∞H∗(t, x,v),
whenever t ∈ [0,T ], x ∈ IBR, v ∈ domH∗(t, x, ·).
Theorem 7.1 ([10, Thm. 2.1]). Assume that (H1)-(H4) and (HLC) hold with integrable
functions c(·), kR(·), H(·,0,0). Assume further that φ is a proper, lower semicontinuous
function. Let x¯(·) be the optimal arc of (Pv) such that x¯(·) ∈ domΓ. Then either the normal
conditions or the degenerate conditions given below are valid.
Normal conditions: For some arc p(·) ∈A([t0,T ],Rn);
(a) p˙(t) ∈ conv{w | (w, p(t)) ∈ ∂H∗(t, x¯(t), ˙¯x(t)) } for a.e. t ∈ [t0,T ],
(b) (p(t0),−p(T )) ∈ ∂φ(x¯(t0), x¯(T )).
Degenerate conditions: For some nonzero arc p(·) ∈A([t0,T ],Rn);
(a∞) p˙(t) ∈ conv{w | (w, p(t)) ∈ ∂∞H∗(t, x¯(t), ˙¯x(t)) } for a.e. t ∈ [t0,T ],
(b∞) (p(t0),−p(T )) ∈ ∂∞φ(x¯(t0), x¯(T )).
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We consider the following generalized variational problem:
(Vt0,x0)
minimize Θ[x(·)] := g(x(T ))+
∫ T
t0
H∗(t, x(t), x˙(t))dt,
subject to x(·) ∈A([t0,T ],Rn) and x(t0) = x0.
Theorem 7.2. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). Let g be a locally Lipschitz function. If x¯(·) is the optimal arc of (Vt0,x0)
such that x¯(·) ∈ domΘ, then there exists p(·) ∈A([t0,T ],Rn) such that
(7.3) ˙¯x(t) ∈ ∂pH(t, x¯(t), p(t)) for a.e. t ∈ [t0,T ],
(7.4) ‖p(·)‖6
(
‖∂g(x¯(T ))‖+
∫ T
0
k2‖x¯‖(t)dt
)
exp
(∫ T
0
k2‖x¯‖(t)dt
)
.
Proof. We observe that the optimal arc x¯(·) of (Vt0,x0) such that x¯(·) ∈ domΘ, is also the
optimal arc of (Pv) with φ(z, x) := ψ{x0}(z)+ g(x) such that x¯(·) ∈ domΓ. Then either the
normal conditions or the degenerate conditions in Theorem 7.1 are valid.
First, we prove that by our hypotheses it follows that degenerate conditions do not hold.
Suppose that, on the contrary, there exists nonzero arc p(·) such that (a∞) and (b∞) in
Theorem 7.1 hold. We observe that by (b∞), local Lipschitz continuity of g and properties
of the horizon subgradient (see [20, Prop. 10.5, Thm. 9.13]) we get
(p(t0),−p(T )) ∈ ∂∞φ(x¯(t0), x¯(T )) ⊂ ∂∞ψ{x0}(x¯(t0))×∂∞g(x¯(T )) =Rn×{0}.
From the above it follows that p(T ) = 0. Because of (a∞), for almost all t, the repre-
sentation p˙(t) = ∑
n
i=0 τiwi for suitable scalars τi > 0, ∑
n
i=0 τi = 1, and pairs (wi, p(t)) ∈
∂∞H∗(t, x¯(t), ˙¯x(t)), leads via (7.2) to the inequality
|p˙(t)|6∑ni=0τi |wi|6∑
n
i=0
τi k2R(t) |p(t)| = k2R(t) |p(t)|.
The latter inequality and Gronwall’s Lemma, together with p(T ) = 0, imply that p(·) ≡ 0,
which is impossible, because p(·) was nonzero arc.
If the degenerate conditions in Theorem 7.1 is not satisfied, then the normal conditions
in Theorem 7.1 have to be fulfilled. Therefore, the properties (a) and (b) in Theorem 7.1
hold. By (b) and properties of the general subgradient (see [20, Prop. 10.5]) we get
(p(t0),−p(T )) ∈ ∂φ(x¯(t0), x¯(T )) = ∂ψ{x0}(x¯(t0))×∂g(x¯(T )) =Rn×∂g(x¯(T )).
From the above it follows that −p(T ) ∈ ∂g(x¯(T )). Because of (a), for almost all t, the
representation p˙(t) =∑
n
i=0 τiwi for suitable scalars τi > 0, ∑
n
i=0 τi = 1, and pairs (wi, p(t)) ∈
∂H∗(t, x¯(t), ˙¯x(t)), leads via (7.1) to the inequality
|p˙(t)|6∑ni=0 τi |wi|6∑
n
i=0
τi k2R(t) (1+ |p(t)|) = k2R(t) (1+ |p(t)|).
The latter inequality and Gronwall’s Lemma, together with −p(T ) ∈ ∂g(x¯(T )), imply the
inequality (7.4). It remains to prove (7.3). Observe that by (a), for almost all t, we are
points w such that (w, p(t)) ∈ ∂H∗(t, x¯(t), ˙¯x(t)). Let us fix t. From the definition of ∂H∗
there exist (xi,vi)→ (x¯(t), ˙¯x(t)) and (wi, pi)→ (w, p(t)) with (wi, pi) ∈ ∂̂H∗(t, xi,vi). Hence
pi ∈ ∂̂pH∗(t, xi,vi) and vi ∈ ∂̂pH(t, xi, pi); see [20, Cor. 10.11, Prop. 11.3]. By continuity
of H(t, ·, ·) and convexity of H(t, x, ·), when i→ +∞, it follows that ˙¯x(t) ∈ ∂̂pH(t, x¯(t), p(t)).
Since however t is arbitrary and ∂̂pH = ∂pH, we conclude that (7.3) holds true. 
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Proposition 7.3. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). Let g be a real-valued lower semicontinuous function. Then we have
(7.5) −∞ < inf
{
Θ[x(·)]
∣∣ x(·) ∈A([t0,T ],Rn), x(t0) = x0} < +∞.
In particular, if x¯(·) is the optimal arc of (Vt0,x0), then x¯(·) ∈ domΘ. Moreover, from
Theorem 6.7 it always exists the optimal arc of (Vt0,x0).
Proof. Observe that the first inequality of (7.5) follows from Lemma 6.1. It remains to
prove the second inequality of (7.5). To this end, we consider the representation (Rn+1, f , l)
of H defined as in Theorem 4.1. Let a˜(·) ≡ 0. Then there exists x˜(·) ∈A([t0,T ],Rn) such
that ˙˜x(t) = f (t, x˜(t), a˜(t)) for a.e. t ∈ [t0,T ] and x(t0) = x0. Thus, by Lemma 6.4 we obtain
(7.6) H∗(t, x˜(t), ˙˜x(t)) = H∗(t, x˜(t), f (t, x˜(t), a˜(t)))6 l(t, x˜(t), a˜(t)),
for a.e. t ∈ [t0,T ]. In view of Theorem 4.1 (A2) and our assumption (HLC) we get that
l(t, x˜(t), a˜(t)) 6 2|H(t, x˜(t),0)|+2c(t)(1+ |x˜(t)|)+3|a˜(t)|
6 2|H(t,0,0)|+2k‖x˜‖(t)‖x˜‖+2c(t)(1+ ‖x˜‖),(7.7)
for a.e. t ∈ [t0,T ]. Combining inequalities (7.6) and (7.7) we obtain
Θ[x˜(·)] = g(x˜(T ))+
∫ T
t0
H∗(t, x˜(t), ˙˜x(t))dt 6 g(x˜(T ))+
∫ T
t0
l(t, x˜(t), a˜(t))dt
6 g(x˜(T ))+2
∫ T
t0
|H(t,0,0)|dt+2‖x˜‖
∫ T
t0
k‖x˜‖(t)dt+2(1+ ‖x˜‖)
∫ T
t0
c(t)dt
< +∞.
This completes the proof of the proposition. 
Theorem 7.4. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·),
kR(·), H(·,0,0). Let g be a locally Lipschitz function. Then for any M > 0 there exists
λM(·) ∈ L1([0,T ],R) such that for all (t0, x0) ∈ [0,T ]× IBM and for every the optimal arc
x¯(·) of (Vt0,x0) the following inequality holds
(7.8)
∣∣( ˙¯x(t),H∗(t, x¯(t), ˙¯x(t)))∣∣6 λM(t) for a.e. t ∈ [t0,T ].
Additionally, if H(·, ·, ·), kR(·), c(·) are continuous functions, then there exists a continuous
function λM(·) which satisfies the above inequality.
Proof. Let us fix M > 0. In view of Proposition 7.3 for (t0, x0) ∈ [0,T )× IBM and the
optimal arc x¯(·) of (Vt0,x0) we get x¯(·) ∈ domΘ. Then by Theorem 7.2 we find p(·) ∈
A([t0,T ],R
n) satisfying (7.3) and (7.4). Since Θ[x¯(·)] < +∞, we have∫ T
t0
H∗(t, x¯(t), ˙¯x(t))dt < +∞.
Therefore, H∗(t, x¯(t), ˙¯x(t)) < +∞ for a.e. t ∈ [t0,T ]. The latter, together with (C5), implies
that | ˙¯x(t)|6 c(t)(1+ |x¯(t)|) for a.e. t ∈ [t0,T ]. Therefore, because of Gronwall’s Lemma,
‖x¯(·)‖6
(
M+
∫ T
0
c(t)dt
)
exp
(∫ T
0
c(t)dt
)
=: R.
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Hence | ˙¯x(t)| 6 (1+R)c(t) for a.e. t ∈ [t0,T ]. In view of local Lipschitz continuity of g
there exists N > 0 such that ‖∂g(x)‖6 N for every x ∈ IBR; see [20, Thm. 9.13]. The latter,
together with (7.4), implies that
‖p(·)‖6
(
N +
∫ T
0
k2R(t)dt
)
exp
(∫ T
0
k2R(t)dt
)
=: D.
In view of (7.3) and [20, Prop. 11.3], for almost all t ∈ [t0,T ], we obtain
H∗(t, x¯(t), ˙¯x(t)) = 〈 ˙¯x(t), p(t)〉−H(t, x¯(t), p(t)).
From the above and our assumptions, for almost all t ∈ [t0,T ], it follows that
|H∗(t, x¯(t), ˙¯x(t))| 6 | ˙¯x(t)| |p(t)|+ |H(t, x¯(t), p(t))| 6 (1+R)Dc(t)+ |H(t, x¯(t), p(t))|
6 2(1+R)Dc(t)+ |H(t, x¯(t),0)| 6 2(1+R)Dc(t)+ |H(t,0,0)|+RkR(t).
Therefore, if λM(·) := 2(1+R) (1+D)c(·)+ |H(·,0,0)|+RkR(·), then (7.8) holds. Moreover,
we observe that if H(·, ·, ·), kR(·), c(·) are continuous, so is λM(·). 
Remark 7.5. We observe that Theorem 4.7 follows from Theorem 4.5, Theorem 7.4 and
Proposition 7.3.
8. PROOFS OF REGULARITIES OF THE VALUE FUNCTIONS
In the beginning of this section we introduce two auxiliary lemmas. Given real numbers
τ and ν, we put τ∧ ν :=min{τ,ν } and τ∨ ν :=max{τ,ν }. Let S f (t0, x0) denotes the set of
all trajectory-control pairs (x,a)(·) of the control system
x˙(t) = f (t, x(t),a(t)) a.e. t ∈ [0,T ],
x(t0) = x0,
where (x,a)(·) ∈A([0,T ],Rn)×L1([0,T ],Rn+1) and (t0, x0) ∈ [0,T ]×Rn.
Lemma 8.1. Assume that (H1)-(H4) and (HLC) hold with integrable functions c(·), kR(·)
and H(·,0,0). We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1.
Then for any t0, s0 ∈ [0,T ], x0,y0 ∈Rn, (x,a) ∈ S f (t0, x0) and (y,a) ∈ S f (s0,y0) we have
‖x‖∨‖y‖ 6
(
|x0| ∨ |y0| +
T∫
0
c(t)dt
)
exp
( T∫
0
c(t)dt
)
,
‖x− y‖ 6
(
|x0− y0| +
t0∨s0∫
t0∧s0
ω‖x‖∨‖y‖[t]dt
)
exp
( T∫
0
ω‖x‖∨‖y‖[t]dt
)
,
∣∣∣ T∫
t0
l(x,a)[t]dt−
T∫
s0
l(y,a)[t]dt
∣∣∣ 6
t0∨s0∫
t0∧s0
ω‖x‖∨‖y‖[t]dt+ ‖x− y‖
T∫
0
ω‖x‖∨‖y‖[t]dt+3
t0∨s0∫
t0∧s0
|a(t) |dt,
where l(x,a)[·] := l(·, x(·),a(·)) and ωr[·] := 2|H(·,0,0)|+ (10(n+1)kr(·)+ c(·))(1+ r).
Proof. The proof of this lemma is based on Gronwall’s Lemma, our assumptions and
standard arguments so we omit it. 
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Lemma 8.2. Let Hi,H, i ∈ N, satisfy (H1)-(H4) and (HLC) with the same integrable
maps c(·), kR(·). We consider the representations (Rn+1, fi, li) and (Rn+1, f , l) of Hi and H,
respectively, defined as in Theorem 4.1. Assume that there exists integrable function µ(·)
such that |Hi(t,0,0)| ∨ |H(t,0,0)|6 µ(t) for all t ∈ [0,T ], i ∈N. Then for any ti0, t0 ∈ [0,T ],
xi0, x0 ∈ IBM, (xi,a) ∈ S fi(ti0, xi0), i ∈N and (x,a) ∈ S f (t0, x0) we have
‖xi‖∨‖x‖ 6
(
M+
T∫
0
c(t)dt
)
exp
( T∫
0
c(t)dt
)
=: R,
‖xi− x‖ 6
(
|xi0− x0|+ ‖ fi[xi]− f [xi]‖L1 +
ti0∨t0∫
ti0∧t0
ωR[t]dt
)
exp
( T∫
0
ωR[t]dt
)
,
∣∣∣ T∫
ti0
li[xi](t)dt−
T∫
t0
l[x](t)dt
∣∣∣ 6 ‖ li[xi]− l[x]‖L1 +
ti0∨t0∫
ti0∧t0
ωR[t]dt+3
ti0∨t0∫
ti0∧t0
|a(t) |dt,
where li[xi](·) := li(·, xi(·),a(·)) , l[x](·) := l(·, x(·),a(·)) , and fi[xi](·) := fi(·, xi(·),a(·)) ,
f [xi](·) := f (·, xi(·),a(·)) , and ωR[·] := 2µ(·)+ (10(n+ 1)kR(·)+ c(·))(1 + R), and ‖ · ‖L1
denotes the standard norm in L1([0,T ],Rm).
Proof. The proof of this lemma is based on Gronwall’s Lemma, our assumptions and
standard arguments so we omit it. 
8.1. Lipschitz continuity of the value function. Assume that (H1)-(H4) and (HLC)
hold with integrable functions c(·), kR(·), H(·,0,0). Let g be a locally Lipschitz function.
We consider the representation (Rn+1, f , l) of H defined as in Theorem 4.1. Let us fix
M > 0. We define the function λM(·) as in Theorem 4.7. Moreover, we put
R :=
(
M+
∫ T
0
c(t)dt
)
exp
(∫ T
0
c(t)dt
)
,
CM :=
(
DR +
∫ T
0
ωR[t]dt
)
exp
(∫ T
0
ωR[t]dt
)
,
where ωR[·] = 2|H(·,0,0)|+ (10(n+ 1)kR(·)+ c(·))(1 + R) and DR denotes the Lipschitz
constant of g on BR. Let us consider the following function
αM(t) := (1+CM)
∫ t
0
ωR[s]ds+3
∫ t
0
λM(s)ds.
Remark 8.3. Observe that by Proposition 7.3 and Corollary 4.6 it follows that, if V is the
value function associated with (Rn+1, f , l,g), then V is a real-valued function.
Theorem 8.4. Let V be the value function associated with (Rn+1, f , l,g). Then for any
t0, s0 ∈ [0,T ] and x0,y0 ∈ IBM we have the following inequality
|V(t0, x0)−V(s0,y0)|6 |αM(t0)−αM(s0)|+CM |x0− y0|.
Proof. Let us fix t0, s0 ∈ [0,T ] and x0,y0 ∈ IBM. In view of Theorem 4.7 there exists the
optimal arc (x¯, a¯)(·) of the problem (C t0,x0) defined on [t0,T ] and such that |a¯(t)| 6 λM(t)
for a.e. t ∈ [t0,T ]. We extend a¯(·) from [t0,T ] to [0,T ] by setting a¯(t) = 0 for t ∈ [0, t0].
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Next, because of the sublinear growth of f , we extend x¯(·) from [t0,T ] to [0,T ] such that
(x¯, a¯)(·) ∈ S f (t0, x0). Now we choose y(·) defined on [0,T ] such that (y, a¯)(·) ∈ S f (s0,y0).
In view of Lemma 8.1 we get ‖x¯‖∨‖y‖6 R and
V(s0,y0)−V(t0, x0) 6 g(y(T ))+
T∫
s0
l(y, a¯)[t]dt−g(x¯(T ))−
T∫
t0
l(x¯, a¯)[t]dt
6 |g(x¯(T ))−g(y(T )) |+
∣∣∣ T∫
t0
l(x¯, a¯)[t]dt−
T∫
s0
l(y, a¯)[t]dt
∣∣∣
6 ‖x¯− y‖
(
DR +
T∫
0
ωR[t]dt
)
+
t0∨s0∫
t0∧s0
ωR[t]dt+3
t0∨s0∫
t0∧s0
| a¯(t) |dt
6 CM |x0− y0|+ (1+CM)
t0∨s0∫
t0∧s0
ωR[t]dt+3
t0∨s0∫
t0∧s0
λM(t)dt
= CM |x0− y0|+ |αM(t0)−αM(s0)|.
Since however t0, s0 ∈ [0,T ] and x0,y0 ∈ IBM are arbitrary, we conclude that the theorem
is true. 
Theorem 8.5. Additionally, we assume that c(·), kR(·), H(·, ·, ·) are continuous functions.
Let V be the value function associated with (Rn+1, f , l,g). Then for any t0, s0 ∈ [0,T ] and
x0,y0 ∈ IBM we have the following inequality
|V(t0, x0)−V(s0,y0)|6
(
(1+CM)‖ωR‖+3‖λM‖
)
|t0− s0|+CM |x0− y0|.
Proof. If c(·), kR(·), H(·, ·, ·) are continuous, so are ωR(·), λM(·). Because of Theorem
8.4, it suffices to show that |αM(t0)−αM(s0)| 6
(
(1+CM)‖ωR‖+ 3‖λM‖
)
|t0 − s0| for all
t0, s0 ∈ [0,T ] and x0,y0 ∈ IBM. Indeed, let us notice that
|αM(t0)−αM(s0)| = (1+CM)
t0∨s0∫
t0∧s0
ωR[t]dt+3
t0∨s0∫
t0∧s0
λM(t)dt
6 (1+CM)‖ωR‖ |t0− s0|+3‖λM‖ |t0− s0|.
It completes the proof of the theorem. 
8.2. Upper semicontinuity of the value functions. Assume thatHi,H, i ∈N, satisfies
(H1)-(H4) and (HLC) with the same integrable maps c(·), kR(·). We consider the repre-
sentations (Rn+1, fi, li) and (R
n+1, f , l) of Hi and H, respectively, defined as in Theorem 4.1.
Assume that there exists integrable function µ(·) such that |Hi(t,0,0)| ∨ |H(t,0,0)| 6 µ(t)
for all t ∈ [0,T ], i ∈ N. In view of Theorem 4.3, if Hi(t, ·, ·) converge uniformly on com-
pacts to H(t, ·, ·) for all t ∈ [0,T ], then fi(t, ·, ·) converge to f (t, ·, ·) and li(t, ·, ·) converge to
l(t, ·, ·) uniformly on compacts in Rn×Rn+1 for all t ∈ [0,T ].
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Theorem 8.6. Let (Rn+1, fi, li) and (R
n+1, f , l) be as above. Assume that gi and g are
continuous functions and gi converge to g uniformly on compacts in R
n. Let Vi and V
be the value functions associated with (Rn+1, fi, li,gi) and (R
n+1, f , l,g), respectively. Then
for every (t0, x0) ∈ [0,T ]×Rn we have
limsup i→∞Vi(ti0, xi0)6 V(t0, x0) for every sequence (ti0, xi0)→ (t0, x0).
Proof. Let us fix ti0, t0 ∈ [0,T ], xi0, x0 ∈Rn such that (ti0, xi0)→ (t0, x0). Then there exists
M > 0 such that xi0, x0 ∈ IBM. Without loss of generality we may assume V(t0, x0) < +∞
since otherwise there is nothing to prove. Then in view of Corollary 4.6 there exists
the optimal arc (x¯, a¯)(·) of the problem (C t0,x0) defined on [t0,T ] and such that (x¯, a¯)(·) ∈
domΩ. We extend a¯(·) from [t0,T ] to [0,T ] by setting a¯(t)= 0 for t ∈ [0, t0]. Next, because
of the sublinear growth of f , we extend x¯(·) from [t0,T ] to [0,T ] such that (x¯, a¯)(·) ∈
S f (t0, x0). Now we choose xi(·) defined on [0,T ] such that (xi, a¯)(·) ∈ S fi(ti0, xi0). In view
of Lemma 8.1 we get ‖xi‖∨‖x¯‖6 R. Moreover, we have
‖ fi[xi]− f [xi]‖L1 =
∫ T
0
| fi(t, xi(t), a¯(t))− f (t, xi(t), a¯(t)) |dt
6
∫ T
0
supz∈IBR | fi(t,z, a¯(t))− f (t,z, a¯(t)) |dt.(8.1)
Let Ψi(·) := supz∈IBR | fi(·,z, a¯(·))− f (·,z, a¯(·)) |. Observe that Ψi(t) 6 2c(t)(1 +R) for all
t ∈ [0,T ]. Since fi(t, ·, a¯(t)) converge to f (t, ·, a¯(t)) uniformly on compacts in Rn for all
t ∈ [0,T ], we have limi→∞Ψi(t) = 0 for all t ∈ [0,T ]. Therefore by (8.1)
(8.2) limi→∞ ‖ fi[xi]− f [xi]‖L1 = 0.
Observe that Lemma 8.1, together with (8.2), implies limi→∞ ‖xi− x¯‖= 0. Since li(t, ·, a¯(t))
and l(t, ·, a¯(t)) are continuous, li(t, ·, a¯(t)) converge to l(t, ·, a¯(t)) uniformly on compacts in
R
n and xi(t)→ x¯(t) for all t ∈ [0,T ], we have li(t, xi(t), a¯(t))→ l(t, x¯(t), a¯(t)) for all t ∈ [0,T ].
Moreover, |li(t, xi(t), a¯(t))|6 ωR[t]+3|a¯(t)| for all t ∈ [0,T ]. Therefore,
(8.3) limi→∞ ‖ li[xi]− l[x¯]‖L1 = 0.
Again by Lemma 8.1 we obtein
V(t0, x0) = g(x¯(T ))+
T∫
t0
l[x¯](t)dt
> g(x¯(T ))+
T∫
ti0
li[xi](t)dt−‖ li[xi]− l[x¯]‖L1 −
ti0∨t0∫
ti0∧t0
ωR[t]dt−3
ti0∨t0∫
ti0∧t0
| a¯(t) |dt
> g(x¯(T ))−gi(xi(T ))+Vi(ti0, xi0)−‖ li[xi]− l[x¯]‖L1 −
ti0∨t0∫
ti0∧t0
ωR[t]dt−3
ti0∨t0∫
ti0∧t0
| a¯(t) |dt.(8.4)
Since gi and g are continuous functions, gi converge to g uniformly on compacts in R
n,
and xi(T ) → x¯(T ), we see that gi(xi(T )) → g(x¯(T )). The latter and (8.3), together with
(8.4), imply that limsup i→∞Vi(ti0, xi0)6 V(t0, x0). 
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Theorem 8.7. Let (Rn+1, fi, li) and (R
n+1, f , l) be as above. Assume that gi and g are proper,
lower semicontinuous and e-limi→∞gi = g. Let Vi and V be the value functions associated
with (Rn+1, fi, li,gi) and (R
n+1, f , l,g), respectively. Then for every (t0, x0) ∈ [0,T ]×Rn
limsupi→∞Vi(ti0, xi0)6 V(t0, x0) for some sequence (ti0, xi0)→ (t0, x0).
Proof. Fix (t0, x0) ∈ [0,T ]×Rn. Without loss of generality we may assume V(t0, x0)<+∞
since otherwise there is nothing to prove. Then in view of Corollary 4.6 there exists the op-
timal arc (x¯, a¯)(·) of the problem (C t0,x0) defined on [t0,T ] and such that (x¯, a¯)(·) ∈ domΩ.
We extend a¯(·) from [t0,T ] to [0,T ] by setting a¯(t) = 0 for t ∈ [0, t0]. Next, because of the
sublinear growth of f , we extend x¯(·) from [t0,T ] to [0,T ] such that (x¯, a¯)(·) ∈ S f (t0, x0).
Because of e-limi→∞ gi = g, there exists a sequence zi0→ x¯(T ) such that gi(zi0)→ g(x¯(T )).
Now we choose zi(·) defined on [0,T ] such that (zi, a¯)(·) ∈ S fi(T,zi0). Let M > 0 be a
constant such that zi0, x0, x¯(T ) ∈ IBM. Applying Lemma 8.1 to (x¯, a¯)(·) ∈ S f (T, x¯(T )) and
(zi, a¯)(·) ∈ S fi(T,zi0), we get ‖zi‖∨‖x¯‖6 R and
(8.5) ‖zi− x¯‖ 6
(
|zi0− x¯(T )|+ ‖ fi[zi]− f [zi]‖L1
)
exp
( T∫
0
ωR[t]dt
)
.
Similarly as in proof of Theorem 8.6 we show that limi→∞ ‖ fi[zi]− f [zi]‖L1 = 0. The
latter and (8.5), together with zi0 → x¯(T ), imply that limi→∞ ‖zi− x¯‖ = 0. Hence we obtain
zi(t0)→ x¯(t0) = x0. Moreover, similarly as in proof of Theorem 8.6, we can also show that
limi→∞ ‖ li[zi]− l[x]‖L1 = 0. Note that
V(t0, x0) = g(x¯(T ))+
T∫
t0
l[x¯](t)dt
> g(x¯(T ))+
T∫
t0
li[zi](t)dt−‖ li[zi]− l[x¯]‖L1
> g(x¯(T ))−gi(zi0)+Vi(t0,zi(t0))−‖ li[zi]− l[x¯]‖L1 .
Passing to the limit in the above inequality, we get limsup i→∞Vi(t0,zi(t0)) 6 V(t0, x0),
where (t0,zi(t0))→ (t0, x0). 
Remark 8.8. Let (Rn+1, f , l) be as above. Assume that g is a continuous function. Let V
be the value function associated with (Rn+1, f , l,g). Applying Theorem 8.6 to fi := f, li := l,
gi := g, we obtain that the value function V is upper semicontinuous.
8.3. Lower semicontinuity of the value functions. Now Let Hi,H, i ∈ N, satisfy
(H1)-(H4) with the same integrable maps c(·), kR(·). Assume that there exists integrable
map µR(·) such that |Hi(t, x,0)| ∨ |H(t, x,0)|6 µR(t) for all (t, x) ∈ [0,T ]× IBR, i ∈N.
Remark 8.9. LetHi,H, i ∈N, satisfy (H1)-(H4) and (HLC) with the same integrable maps
c(·), kR(·). Assume that there exists integrable map µ(·) such that |Hi(t,0,0)|∨ |H(t,0,0)|6
µ(t) for all t ∈ [0,T ], i ∈ N. Then Hi,H, i ∈ N, satisfies the above conditions. However,
the reverse implication does not hold true.
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We observe that by the above assumptions and the definition of conjugate we obtain
H∗i (t, x,v)∧H∗(t, x,v) > −µR(t) for all t ∈ [0,T ], x ∈ IBR, v ∈ Rn, i ∈N. Additionally, we
assume that Hi(t, ·, ·) converge uniformly on compacts to H(t, ·, ·) for all t ∈ [0,T ]. The
above assumptions imply that the set-valued maps
Q(t, x) := { (w,η) ∈Rn×R | (w,−η) ∈ epiH∗(t, x, ·) }
Qi(t, x) := { (w,η) ∈Rn×R | (w,−η) ∈ epiH∗i (t, x, ·) }
satisfy the following property (cf. Cesari [4, Sections 8.5 and 10.5]):
Q(t, x) =
⋂
ε>0
convQ(t, x;ε), where(8.6)
Q(t, x;ε) :=
⋃
1/i < ε, |y−x| < ε
Qi(t,y).
Lemma 8.10. Let Hi,H,Qi,Q, i ∈N be as above. Assume that (ti0, xi0,ui0)→ (t0, x0,u0).
We consider a sequence of functions (xi,ui)(·) ∈A([ti0,T ],Rn×R) such that
(8.7) (x˙i, u˙i)(t) ∈ Qi(t, xi(t)) a.e. t ∈ [ti0,T ], (xi,ui)(ti0) = (xi0,ui0).
Assume that ui(T )> M for every i ∈N and some constant M. Then there exist a function
(x,v)(·) ∈A([t0,T ],Rn×R) and a real number v0 6 u0 such that
(8.8) (x˙, v˙)(t) ∈ Q(t, x(t)) a.e. t ∈ [t0,T ], (x,v)(t0) = (x0,v0).
Moreover, there exist a subsequence (xik ,uik)(·) of a sequence (xi,ui)(·) such that
(8.9) limk→∞ xik (T ) = x(T ) and limk→∞ uik(T )6 v(T ).
Proof. Let (ti0, xi0,ui0) → (t0, x0,u0). We consider a sequence of functions (xi,ui)(·) ∈
A([ti0,T ],R
n×R) which satisfy (8.7), i.e. (xi,ui)(ti0) = (xi0,ui0) and
(8.10) − u˙i(t) > H∗i (t, xi(t), x˙i(t)) a.e. t ∈ [ti0,T ].
By our assumptions we can find a sequence ti ∈ [ti0,T ] such that ti → t+0 .
Therefore, H∗i (t, x¯i(t), ˙¯xi(t))< +∞ for a.e. t ∈ [t0,T ] and every i ∈N. The latter, together
with (C5), implies that |x˙i(t)|6 c(t)(1+ |xi(t)|) for a.e. t ∈ [t0,T ] and every i ∈N. Therefore,
because of Gronwall’s Lemma, for every i ∈N,
‖xi(·)‖6
(
supi∈N |xi0| +
∫ T
0
c(t)dt
)
exp
(∫ T
0
c(t)dt
)
=: R.
Hence |x˙i(t)|6 (1+R)c(t) for a.e. t ∈ [t0,T ] and every i ∈N. We observe that
|xi(ti)− xi(ti0)| 6
∫ ti
ti0
|x˙i(t)| 6 (1+R)
∫ ti
ti0
c(t)dt → 0.
The latter, together with xi(ti0) = xi0 → x0, implies that xi(ti)→ x0. Now we extend xi(·)
from [ti,T ] to [t0,T ] setting xi(t) = xi(ti) for t ∈ [t0, ti). We notice that the family {xi(·)}i∈N
of such extended functions is equi-bounded. Moreover, the family {x˙i(·)}i∈N of derivatives
is equi-absolutely integrable. Therefore, in view of Arzelà-Ascoli and Dunford-Pettis
Theorems, there exists a subsequence (we do not relabel) such that xi(·) converges uni-
formely to an absolutely continuous function x : [t0,T ]→Rn and x˙i(·) converges weakly
in L1([t0,T ],R
n) to x˙(·). We observe that x(t0) = x0.
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By our assumptions we conclude that H∗i (t, xi(t), x˙i(t)) > −µR(t) for a.e. t ∈ [t0,T ] and
every i ∈ N. The latter, together with (8.10), implies that u˙i(t) 6 µR(t) for a.e. t ∈ [t0,T ]
and every i ∈N. Moreover, we know that ui(T )> M for every i ∈N. Therefore,
ui(t) = ui(T )−
∫ T
t
u˙i(s)ds > M−
∫ T
0
µR(s)ds,
ui(t) = ui(ti0)+
∫ t
ti0
u˙i(s)ds 6 supi∈N |ui0|+
∫ T
0
µR(s)ds,
for all t ∈ [ti0,T ] and i ∈ N. Since {ui(ti)}i∈N is bounded, we conclude that there exists a
subsequence (we do not relabel) such that ui(ti)→ v0. We observe that for all i ∈N
ui(ti) = ui(ti0)+
∫ ti
ti0
u˙i(t)dt 6 ui0+
∫ ti
ti0
µR(t)dt.
The latter, together with ui0 → u0, implies that v0 6 u0. Furthermore, we observe that
Var[ti0,T ]ui(·) 6
∫ T
ti0
|u˙i(t)|dt =
∫ T
ti0
2( u˙i(t)∨0)dt−
∫ T
ti0
u˙i(t)dt
6
∫ T
0
2 µR(t)dt + ui(ti0) − ui(T )
6
∫ T
0
2 µR(t)dt + supi∈N |ui0| + |M|.
Now we extend ui(·) from [ti,T ] to [t0,T ] setting ui(t) = ui(ti) for t ∈ [t0, ti). We notice that
the family {ui(·)}i∈N of such extended functions is equi-bounded. Moreover, the variations
of functions ui(·) on [t0,T ] are equi-bounded. Therefore, in view of Helly Theorem, there
exists a subsequence (we do not relabel) such that ui(·) converges pointwise (everywhere)
to a bounded variation function u : [t0,T ]→R.
Since x˙s+k(·)⇀ ˙¯x(·) as k→∞ in L1([t0,T ],Rn) for all s ∈ N, by the Mazur Theorem,
there exist real numbers λsk,N > 0 for k = 1,2, . . . ,N and N ∈N such that ∑Nk=1λsk,N = 1 and
∑
N
k=1λ
s
k,N x˙s+k(·) −→ x˙(·) as N→∞ in L1([t0,T ],Rn) for all s ∈N. Then for all s ∈N there
exists an increasing sequence {N si }i∈N such that
zsi (t) :=
N si
∑
k=1
λsk,N si
x˙s+k(t) −→ x˙(t) as i→∞ a.e. t ∈ [t0,T ].
For a.e. t ∈ [t0,T ] we define functions:
ηi(t) := 1[ti,T ](t)H
∗
i (t, xi(t), x˙i(t)), η
s
i (t) :=
N si
∑
k=1
λsk,N si
ηs+k(t),
where 1[ti,T ](·) has value 1 on [ti,T ] but 0 outside, and
ηs(t) := liminfi→∞ ηsi (t), η(t) := liminfs→∞ η
s(t).
We observe that (ηsi (t)∧ηs(t)∧η(t) )> −µR(t) for a.e. t ∈ [t0,T ] and all s, i ∈N.
Now we show that for all τ0 ∈ [t0,T ] the following inequality is true:
(8.11)
∫ τ0
t0
η(t)dt 6 u(t0)−u(τ0).
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Indeed, fix τ0 ∈ (t0,T ] and ε > 0. We find s0 ∈N such that us+k(ts+k) = us+k(t0)6 u(t0)+ε,
u(τ0)−ε6 us+k(τ0), ts+k < τ0 for all s > s0, k ∈ N. Then for all i ∈ N and s > s0 we have∫ τ0
t0
ηsi (t)dt =
N si
∑
k=1
λsk,N si
∫ τ0
t0
ηs+k(t)dt =
N si
∑
k=1
λsk,N si
∫ τ0
ts+k
ηs+k(t)dt
6
N si
∑
k=1
λsk,N si
∫ τ0
ts+k
−u˙s+k(t)dt =
N si
∑
k=1
λsk,N si
(us+k(ts+k)−us+k(τ0))
6
N si
∑
k=1
λsk,N si
(u(t0)−u(τ0)+2ε) = u(t0)−u(τ0)+2ε.
By the Fatou Lemma we have∫ τ0
t0
η(t)dt 6 liminf
s→∞
∫ τ0
t0
ηs(t)dt
6 liminf
s→∞ liminfi→∞
∫ τ0
t0
ηsi (t)dt
6 u(t0)−u(τ0)+2ε.
Since however ε > 0 is arbitrary, we conclude that the inequality (8.11) is true.
Now we show that for a.e. t ∈ [t0,T ] we have
(8.12) (x˙(t),−η(t)) ∈ Q(t, x(t)).
Indeed, let us fix t ∈ (t0,T ) and ε > 0. Then for all large s ∈ N and all k ∈ N we have
|xs+k(t)− x(t)|6 ε and |us+k(t)−u(t)|6 ε. Moreover, for all large i ∈ N we have
(x˙i(t),−ηi(t)) ∈ Qi(t, xi(t)).
For all large s ∈ N and all k ∈ N we have
(x˙s+k(t),−ηs+k(t)) ∈ Q(t, x(t);ε),
for all large s ∈ N and all i ∈ N we have
(zsi (t),−ηsi (t)) ∈ convQ(t, x(t);ε).
Passing to a subsequence as i→∞ we have
(x˙(t),−ηs(t)) ∈ convQ(t, x(t);ε),
passing to a subsequence as s→∞ we have
(x˙(t),−η(t)) ∈ convQ(t, x(t);ε).
Since however ε > 0 is arbitrary, we obtain
(x˙(t),−η(t)) ∈
⋂
ε>0
convQ(t, x(t);ε).
The latter, together with (8.6), implies (8.12).
Let v(τ) := u(t0)−
∫ τ
t0
η(t)dt. Then v(·) is an absolutely continuous function on [t0,T ].
Moreover, in view of (8.11), we have v(t)> u(t) for all t ∈ [t0,T ]. Furthermore, in view of
(8.12), we have (x˙(t), v˙(t)) ∈ Q(t, x(t)) for a.e. t ∈ [t0,T ].
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We conclude that (x,v)(·) is an absolutely continuous function defined on [t0,T ] witch
satisfies (8.8) and v0 6 u0. Moreover, (xi,ui)(·) converges pointwise to (x,u)(·) along a
subsequence. The latter, together with v(·)> u(·), implies (8.9). 
Theorem 8.11. Let Hi,H, i ∈N be as above. Assume that gi and g are proper, lower semi-
continuous functions and e-limi→∞ gi = g. Let Vi and V be the value functions associated
with (H∗i ,gi) and (H
∗,g), respectively. Then for every (t0, x0) ∈ [0,T ]×Rn
liminf i→∞Vi(ti0, xi0)> V(t0, x0) for every sequence (ti0, xi0)→ (t0, x0).
Proof. Fix (ti0, xi0)→ (t0, x0). Let ∆ := liminf i→∞Vi(ti0, xi0). We show that V(t0, x0)6∆.
Without loss of generality we may assume ti0 < T and ∆ < +∞. Because of the definition
∆, there exists a subsequence (we do not relabel) such that Vi(ti0, xi0)→ ∆. Hence for all
large i ∈ N we have Vi(ti0, xi0) < +∞. In view of Corollary 4.6 there exist a sequence of
functions xi(·) ∈A([ti0,T ],Rn) such that xi(ti0) = xi0 and
(8.13) Vi(ti0, xi0) = gi(xi(T ))+
∫ T
ti0
H∗i (t, xi(t), x˙i(t))dt.
Since Vi(ti0, xi0) < +∞ for all large i ∈N, we have H∗i (t, xi(t), x˙i(t))< +∞ for a.e. t ∈ [t0,T ]
and all large i ∈N. The latter, together with (C5), implies that |x˙i(t)|6 c(t)(1+ |xi(t)|) for
a.e. t ∈ [t0,T ] and all large i ∈N. Thus, because of Gronwall’s Lemma, for all large i ∈N,
‖xi(·)‖6
(
supi∈N |xi0| +
∫ T
0
c(t)dt
)
exp
(∫ T
0
c(t)dt
)
=: R.
Hence |x˙i(t)| 6 (1+R)c(t) for a.e. t ∈ [t0,T ] and all large i ∈N. By our assumptions we
conclude that H∗i (t, xi(t), x˙i(t))> −µR(t) for a.e. t ∈ [t0,T ] and all large i ∈N. Because of
e-limi→∞ gi = g, there exists a constant M such that gi(x)> M for all x ∈ IBR and all large
i ∈N. Therefore, in view of (8.13), for all large i ∈N, we have
Vi(ti0, xi0) > M−
∫ T
0
µR(t)dt > −∞.
Hence ∆ > −∞. To prove theorem we consider two cases:
Case 1. Let us consider t0 < T . We put ui0 := Vi(ti0, xi0) for all large i ∈N and u0 := ∆.
We define a sequence of functions ui(·) ∈A([ti0,T ],R) for all large i ∈N by
ui(t) = gi(xi(T ))+
∫ T
t
H∗i (s, xi(s), x˙i(s))ds.
We observe that −u˙i(t) = H∗i (t, xi(t), x˙i(t)) for a.e. t ∈ [ti0,T ] and ui(ti0) = Vi(ti0, xi0) = ui0
for all large i ∈ N. It means that the sequence (xi,ui)(·) satisfies (8.7) for all large i ∈ N.
Moreover, ui(T ) = gi(xi(T )) > M for all large i ∈N. Therefore, because of Lemma 8.10,
there exist a function (x,v)(·) ∈ A([t0,T ],Rn ×R) and a real number v0 6 u0 such that
(8.8) holds. In view of (8.8), we deduce that
∆ = u0 > v0 = v(t0) = v(T )+
∫ T
t0
−v˙(t)dt
> v(T )+
∫ T
t0
H∗(t, x(t), x˙(t))dt > v(T )−g(x(T ))+V(t0, x0).(8.14)
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Moreover, in view of (8.9) and e-limi→∞gi = g, we deduce that
(8.15) v(T ) > lim
k→∞
uik(T ) = lim
k→∞
gik(xik (T )) > g(x(T )).
Combining inequalities (8.14) and (8.15) we obtain ∆> V(t0, x0),
Case 2. Let us consider t0 = T . We observe that
|xi(ti0)− xi(T )| 6
∫ T
ti0
|x˙i(t)| 6 (1+R)
∫ T
ti0
c(t)dt → 0.
The latter, together with xi(ti0) = xi0 → x0, implies that xi(T )→ x0. Therefore, in view of
(8.13) and e-limi→∞ gi = g, we have
∆ = lim
i→∞
Vi(ti0, xi0) > liminf
i→∞
gi(xi(T ))+ liminf
i→∞
∫ T
ti0
H∗i (t, xi(t), x˙i(t))dt
> liminf
i→∞
gi(xi(T ))+ liminf
i→∞
∫ T
ti0
−µR(t)dt
> g(x0) = V(T, x0) = V(t0, x0).
This completes the proof of the theorem. 
Remark 8.12. Let Hi,H, i ∈ N be as above. Assume that g is a proper, lower semicon-
tinuous function. Let V be the value function associated with (H∗,g). Applying Theorem
8.11 to Hi := H, gi := g, we obtain that the value function V is lower semicontinuous.
8.4. Remarks. The advantages of the formula (1.4) are regularities of functions f
and l such that a sublinear growth of the function f with respect to the state variable, a
sublinear growth of the function l with respect to the control variable and local Lipschitz
continuity with respect to the state variable for both functions f and l. These regularities
of functions f and l together with equi-bounded optimal controls allow us to prove that
the value function is locally Lipschitz. Notice that optimal trajectories are equi-bounded,
if g is a locally Lipschitz function. In the case that the function g is continuous or lower
semicontinuous, then optimal trajectories need not to be equi-bounded. However, this
fact is not needed in the proof of upper semicontinuity of the value function. On the other
hand, the problems appear in the proof of lower semicontinuity of the value function.
They can be overcome using convexity and coercivity of the function l with respect to
control variable. However, in our case the function l does not possess these properties and
it is a drawback of the formula (1.4).
Lower semicontinuity of the value function is proven using the formula (1.2). It is
possible due to convexity and coercivity of the conjugate H∗. Theses properties of the
conjugate H∗ are advantages of the formula (1.2). The example of the Hamiltonian H in
Section 3 shows that the the conjugate H∗ is a discontinuous extended-real-valued func-
tion on the effective domain domH∗. These properties of the conjugate H∗ are drawbacks
of the formula (1.2).
We observe that Theorem 4.8 follows from Theorem 8.5; Theorem 4.9 follows from
Theorem 8.4; Theorem 4.10 follows from Remarks 8.8 and 8.12; Theorem 4.11 follows
from Theorems 8.6 and 8.11; Theorem 4.13 follows from Theorems 8.7 and 8.11.
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9. PROOFS OF INVARIANCE THEOREMS FOR TUBES
In this section we transfer the methods given in [6, 7] from set-valued maps with compact
values into set-valued maps with unbounded values.
Proof of Theorem 4.14. Let E : [0,T ]×Rm⊸Rm satisfy (E1), (E6) and (ELC) with the
integrable function kR(·). Assume that a tube P : [0,T ]⊸ Rm has a closed graph and
nonempty values. Besides, assume that (SBC) holds. We notice that (ELC) implies (2.2).
Fix t0 ∈ (0,T ), z0 ∈ P(t0) and z(·) ∈ SE(t0,z0). We show that z(t) ∈ P(t) for all t ∈ [t0,T ].
Indeed, let us define R := ‖z(·)‖+ 2. In view of Theorem 5.10 there exists a continuous
map e : [0,T ]×Rm ×Rm →Rm such that e(t, x,Rm) = E(t, x) and
(9.1) a = e(t,z,a) for all a ∈ E(t,z),
whenever t ∈ [0,T ] and z ∈Rm. Moreover, in view of Theorem 5.10 (e4), Lemma 5.1 and
the inequality (2.2) for all t ∈ [0,T ], x,y ∈ IBR, a,b ∈Rm we have
|e(t, x,a)− e(t,y,b)| 6 mH (P(a,E(t, x)),P(b,E(t,y)))
6 5m[H (E(t, x),E(t,y))+ |a−b| ]
6 10mkR(t) |x− y|+5m|a−b|.(9.2)
Since e(·, ·, ·) is continuous, (SBC) and [1, p. 130] imply that
∀ t ∈ (0,T ), ∀z ∈ P(t), ∀a ∈Rm, (1,e(t,z,a) ) ∈ TgphP(·)(t,z).(9.3)
Now we define the map e˜ from [0,T ]×Rm×Rm to Rm by
e˜(t,z,a) := e(t,πIBR(z),a),
where πIBR(·) is the projection of Rm onto IBR. We see that the map e˜(·, ·, ·) is continuous
and e˜(t,z,a) = e(t,z,a) for all t ∈ [0,T ], z ∈ IBR, a ∈ Rm. Hence e˜(t, x,Rm) = E(t, x) for all
t ∈ [0,T ], z ∈ IBR. Moreover, in view of (9.1), we have
(9.4) a = e˜(t,z,a) for all a ∈ E(t,z),
whenever t ∈ [0,T ] and z ∈ IBR. Furthermore, in view of (9.2), we have
|e˜(t, x,a)− e˜(t,y,b)| 6 10mkR(t) |πIBR(x)−πIBR(y)|+5m|a−b|
6 10mkR(t) |x− y|+5m|a−b|(9.5)
for all t ∈ [0,T ], x,y ∈Rm, a,b ∈Rm. It means that e˜(t, ·, ·) is globally Lipschitz continuous.
Additionally, we observe that by (9.3) we have
∀ (t,z) ∈ gphP(·)∩ (0,T )× IBR, ∀a ∈Rm, (1, e˜(t,z,a) ) ∈ TgphP(·)(t,z).(9.6)
Since z˙(t) ∈ E(t,z(t)) and z(t) ∈ IBR−2 for a.e. t ∈ [t0,T ], and in view of (9.4), we get
z˙(t) = e˜(t,z(t),a(t)) for a.e. t ∈ [t0,T ],
where a(·) := z˙(·) ∈ L1([t0,T ],Rm). Now we consider a sequence of continuous maps ai(·)
converging to a(·) in L1([t0,T ],Rm) and let zi(·) denote the unique solution of
(9.7) z˙i(t) = e˜(t,zi(t),ai(t)) for a.e. t ∈ [t0,T ]
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such that zi(t0) = z0. We observe that by (9.5) we get
|z˙i(t)− z˙(t)| = |e˜(t,zi(t),ai(t))− e˜(t,z(t),a(t))|
6 10mkR(t) |zi(t)− z(t)|+5m|ai(t)−a(t)|
for a.e. t ∈ [t0,T ]. Therefore, because of Gronwall’s Lemma,
‖(zi− z)(·)‖6 5m ‖(ai−a)(·)‖L1 exp
(∫ T
t0
10mkR(t)dt
)
.
The latter, together with limi→∞ ‖(ai−a)(·)‖L1 = 0, implies that limi→∞ ‖(zi− z)(·)‖ = 0. It
means that zi(·) converge uniformly to z(·) on [t0,T ]. In particular there exists i0 such that
zi([t0,T ]) ⊂ IBR−1 for all i> i0.
Now we show that zi(t) ∈ P(t) for all t ∈ [t0,T ] and i > i0. Let us fix i > i0. We define
τ0 := sup{τ ∈ [t0,T ] | ∀ t ∈ [t0, τ], zi(t) ∈ P(t) }. Assume, on the contrary, that τ0 < T . Since
a tube P(·) has a closed graph, we obtain that zi(τ0) ∈ P(τ0). Let us consider the function
Ξ : ( t,z )→ (1, e˜(t,z,ai(t) ).
Observe that the above function is continuous, bounded and satisfies (9.6). Therefore, in
view of Nagumo Local Viability Theorem there exist a number τ1 ∈ (τ0,T ) and a function
(µ,ω)(·) defined on [τ0, τ1] such that (µ,ω)(t) ∈ gphP(·) for every t ∈ [τ0, τ1] and
(µ˙(t), ω˙(t)) = Ξ(µ(t),ω(t)) for a.e. t ∈ [τ0, τ1]
with (µ,ω)(τ0) = (τ0,zi(τ0)). Since µ(t) = t for all t ∈ [τ0, τ1], we have ω(t) ∈ P(t) for all
t ∈ [τ0, τ1]. Moreover, by the definition of Ξ, we get that ω(·) is the unique solution of
(9.7). Therefore ω(t) = zi(t) for all t ∈ [τ0, τ1]. Hence zi(t) ∈ P(t) for all t ∈ [τ0, τ1], which
contradicts the definition of τ0.
Since the tube P(·) has a closed graph and zi(t) ∈ P(t) for all t ∈ [t0,T ], i > i0, after
passing to the limit we obtain that z(t) ∈ P(t) for all t ∈ [t0,T ]. 
Remark 9.1. Let us consider the function e : [0,T ]×Rm×A→Rm such that
z˙(t) ∈ E(t,z(t)) = e(t,z(t),A) for a.e. t ∈ [t0,T ].
Then by Filippov Theorem there exists a measurable control a(·) such that
z˙(t) = f (t,z(t),a(t)) and a(t) ∈ A for a.e. t ∈ [t0,T ].
We notice that if the control set A is compact, then a measurable control a(·) is integrable.
In the case that the control set A is unbounded a measurable control a(·) may not be
integrable. It shows that this extra-property plays a key role in the proof of Theorem 4.14.
Proof of Theorem 4.16. Let E : [0,T ]×Rm⊸Rm satisfy (E1)-(E4) and (ELC) with the
integrable function kR(·). Assume that a tube P : [0,T ]⊸ Rm is absolutely continuous.
Moreover, let there exists a set C ⊂ (0,T ) of full measure such that (WBC) holds.
Fix t0 ∈ C, z0 ∈ P(t0) and z(·) ∈ SE(t0,z0). We show that z(t) ∈ P(t) for all t ∈ [t0,T ].
Indeed, let us define R := ‖z(·)‖+2. Similarly as in the proof of Theorem 4.14 we construct
a function e˜(·, ·, ·) such that e˜(·,z,a) is measurable for every (z,a) ∈Rm×Rm and e˜(t, ·, ·) is
continuous for every t ∈ [0,T ]. Moreover, we have e˜(t,z,Rm) = E(t,z) and
(9.8) a = e˜(t,z,a) for all a ∈ E(t,z),
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whenever t ∈ [0,T ] and z ∈ IBR. Furthermore, we have
|e˜(t, x,a)− e˜(t,y,a)| 6 10mkR(t) |πIBR(x)−πIBR(y)|(9.9)
6 10mkR(t) |x− y|
for all t ∈ [0,T ], x,y ∈Rm, a ∈Rm. Additionally, we have
∀ (t,z) ∈ gphP(·)∩C× IBR, ∀a ∈Rm, (1, e˜(t,z,a) ) ∈ conv
(
TgphP(·)(t,z)
)
.(9.10)
Since z˙(t) ∈ E(t,z(t)) and z(t) ∈ IBR−2 for a.e. t ∈ [t0,T ], and in view of (9.8), we get
z˙(t) = e˜(t,z(t),a(t)) for a.e. t ∈ [t0,T ],
where a(·) := z˙(·) ∈ L1([t0,T ],Rm). In view of (9.9), for a.e. t ∈ [t0,T ] and every x ∈Rm,
(9.11) |e˜(t, x,a(t))| 6 |a(t)|+10mkR(t)2R.
Now we show that z(t) ∈ P(t) for all t ∈ [t0,T ]. We define τ0 := sup{τ ∈ [t0,T ] | ∀ t ∈
[t0, τ], z(t) ∈ P(t) }. Assume, on the contrary, that τ0 < T . If P(·) is absolutely continuous,
then P(·) has a closed graph. The latter, together with the definition of τ0, implies that
z(τ0) ∈ P(τ0). Let us consider the function
Ξ : ( t,z )→ e˜(t,z,a(t)).
Observe that the above function Ξ(·,z) is measurable for all z ∈Rm and Ξ(t, ·) is Lipschitz
continuous for almost all t ∈ [0,T ]. Moreover, Ξ(·, ·) is bounded by the integrable function
(see (9.11)) and satisfies (9.10). Therefore, in view of local version of viability theorem
[7, Thm. 4.7] there exist a number τ1 ∈ (τ0,T ) and a unique solution ω(·) of (9) defined
on [τ0, τ1] such that ω(t) ∈ P(t) for all t ∈ [τ0, τ1] and ω(τ0) = z(τ0). Than ω(t) = z(t) for
all t ∈ [τ0, τ1]. Hence z(t) ∈ P(t) for all t ∈ [τ0, τ1], which contradicts the definition of τ0.
This completes the proof of the theorem. 
10. CONCLUDING REMARKS
Our results realize the project presented by Rampazzo; see [16, p. 872], whose ideas are
included in the following three cases:
The easiest case is solved in the paper [13], whose assumptions imply boundedness of
the effective domain of the conjugate and boundedness of the conjugate on the effective
domain. More precisely, for any t ∈Rn and x ∈Rn we have
domH∗(t, x, ·) is bounded and H∗(t, x, ·) is bounded on domH∗(t, x, ·).
The current paper fulfills the intermediate case. The assumptions of the paper imply
boundedness of the effective domain of the conjugate and allow the conjugate to be un-
bounded on the effective domain. More precisely, for any t ∈Rn and x ∈Rn we have
domH∗(t, x, ·) is bounded and H∗(t, x, ·) may be unbounded on domH∗(t, x, ·).
In the future we plan to consider the general case that the effective domain of the
conjugate and the conjugate on the effective domain can be unbounded. More precisely,
for any t ∈Rn and x ∈Rn we have
domH∗(t, x, ·) may be unbounded and H∗(t, x, ·) may be unbounded on domH∗(t, x, ·).
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Parameterization theorems play key roles in solving the above problems. The param-
eterization Theorem 5.10 will be used not only in the future paper mentioned above, but
also in the paper that will generalize the fundamental result of Frankowska [6].
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