Abstract: We give analytic methods for nonparametric bias reduction that remove the need for computationally intensive methods like the bootstrap and the jackknife.
Introduction and Summary
Let T (F ) be any smooth functional of one or more unknown distributions F based on random samples from them. Bias reduction of estimates of T (F ), say T ( F ), has been a subject of considerable interest. Traditionally bias reduction has been based on well known resampling methods like bootstrapping and jackknifing in nonparametric settings, see Efron (1982) . However, these methods may not be effective in complex situations when the sampling distribution of the statistic changes too abruptly with the parameter, or when this distribution is very skewed and has heavy tails. Also the robustness properties of F may not be preserved for T (F ) for all T (·). Sen (1988) established asymptotic normality of √ n{T ( F ) − T (F )} as n → ∞ under suitable regularity conditions. Fernholz (1999, 2004 ) defined a target estimator: for a given T and a parametric family of distributions it is defined by setting the expected value of the statistic equal to the observed value. Fernholz (1999, 2004) established under suitable regularity conditions that the target estimator has smaller bias and mean squared error than the original estimator. See also Fernholz (2001) .
This paper provides the first analytical methods for nonparametric bias reduction. We give three analytic methods for obtaining unbiased estimates (UEs) of any smooth functional T (F ). These UEs are in general infinite series which in practice need to be truncated. Let us define a pth order estimate as one with bias O(n −p 0 ) as n 0 → ∞, where n 0 is the minimum sample size. Our truncated pth order estimates require only O(N ) computations, where N is the total sample size. By contrast computer intensive methods, like the pth order bootstrap and jackknife estimates require O((n 1 · · · n k ) p ) calculations. Put another way, for fixed p, the computational efficiency of our analytic pth order estimate relative to the pth order bootstrap or jackknife estimate is O(n p−1 0 ). So, our truncated estimates remove the need for these computationally intensive methods of nonparametric bias reduction. The downside is that the details must be worked out for each nonparametric functional of interest. This involves calculating the von Mises or functional derivatives of the functional up to order 2p−2. When von Mises (1947) introduced these derivatives, he did not define them uniquely, nor did he give a method to obtain higher derivatives. This was rectified in Withers (1983) : the second derivative is not the derivative of the first derivative, but requires a 'correction' term. von Mises did give a method for calculating the first derivative, also known as the influence function and this is well known and widely used. von Mises' expansion for say T ( F ) about T (F ) was extended to functionals of more than one distribution in Withers (1988) . This introduced for the first time the partial von Mises derivatives and showed how to calculate them.
Suppose we observe k independent random samples of sizes n = (n 1 , . . . , n k ) from k unknown distributions F = (F 1 , . . . , F k ) on R s 1 , . . . , R s k , where R is the real line. Let F = ( F 1 , . . . , F k ) be their k empirical (or sample) distributions. We shall give three pth order estimates of any smooth functional T (F ) in terms of the derivatives of T (F ) up to order 2p − 2 evaluated at F .
As noted we derive these pth order estimates from three forms of UE for T (F ). These are all infinite series unless T (F ) is a polynomial in F , (for example, a polynomial in the moments of F 1 , . . . , F k ). Truncation of these series yields three forms of estimates of T (F ) of bias O(n −p 0 ), where n 0 = min k i=1 n i and p ≥ 1 is any specified integer. We call these three forms of estimates the S, T and V estimates. For p = 2, all three forms of estimates have k + 1 terms. But for p > 2 the S estimate is the best choice, requiring fewer terms than the T estimate or the V estimate: see Section 5. The T estimate is its power series equivalent. The V estimate is an intermediate form for arriving at the S estimate.
If T (F ) is a product of moments or cumulants, then an unbiased estimate of it exists, and is given by our S estimate with the appropriate choice of p. Special cases include the UEs of the cumulants of Fisher (1929) , the UEs of the central moments of James (1958) , and the polykays of Wishart (1952) given in terms of the power sums via tables of the symmetric polynomials: see Stuart and Ord (1987, Section 12.22 ). Our S estimate gives these polykays in terms of the sample central moments and so is much more compact and avoids the need for these tables.
For p = 2 and k = 1 the relation of our S estimate to the infinitesimal jackknife of Jaeckel (1972) is given in Appendix A. Jaeckel gave formulas for second order estimates in terms of the derivatives with respect to the weights of T ( F ), where F is now the weighted empirical distribution. His formulas are equivalent to our second order one sample S and T estimates. Our formulas are given in terms of the second derivatives of T (F ).
For the case of one sample problems (functionals of only one distribution function), the S and T estimates given here were obtained by a much more laborious approach in Withers (1994a) starting with an expansion for ET ( F ) based on a generalised delta method; results were given up to p = 4. (This also contains more examples.) Here these results are extended to p = 6 for the general ksample problem. The present method uses U -statistics and so bypasses the need in Withers (1994a) to differentiate functionals of derivatives.
At this point we give four simple one sample examples dealt with in Section 6:
• For univariate data, a second order estimate of the standard deviation T (F ) = σ is T ( F ){1 + m −1 s 1 ( F )}, where m = n or n − 1, s 1 (F ) = (β 4 + 3)/8 and β 4 is the kurtosis, that is the standardised fourth central moment.
• For univariate data, a second order estimate of
and β 3 is the skewness, that is the standardised third central moment.
• For bivariate data a second order estimate of the ratio of marginal means
(The usual ratio estimate T ( F ) = X 1 /X 2 has bias O(n −1 ).)
• For multivariate data, we give a second order estimate of T (F ) = (α ′ µ) q , where µ is the mean vector and α is any given vector of the same dimension, is
where µ is the sample mean, and V is the sample covariance.
Applications to skewness and kurtosis have already been given in Withers (1994b) . A k-sample univariate example is given by interpreting µ i in the last example as the mean of the ith distribution sampled, µ i as the mean of the ith sample, and replacing α ′ V α/(n − 1) by
, where v i is the ith sample variance. All these examples allow for a possible initial transformation of the data X → h(X) say.
The three analytic methods for obtaining UEs are as follows. The simplest UE for T (F ) has the S estimate
Clearly this can be transformed if desired to the T estimate
The coefficients S i 1 ···i k (F ) and T i 1 ···i k (F ) are functions of the partial von Mises derivatives of T (F ) of order up to (2i 1 , . . . , 2i k ). The third form of UE for T (F ) has the V estimate
where V r 1 ···r k is determined by the partial derivatives of T (F ) of order (r 1 , . . . , r k ). If T (F ) is a polynomial in F (such as a polynomial in the moments and cumulants of F ), then the S and V forms of the UE reduce to finite sums.
In Section 2 we derive the V estimate (1.3) and its multivariate analogue using U -statistics and tables of the symmetric polynomials. Section 3 derives from it the S estimate (1.1). Section 4 derives the T estimate (1.2). The number of terms required for these estimates and the bootstrap estimate are compared in Section 5. Finally, Section 6 illustrates the three estimates using various examples, including the four listed above. We show in particular that our estimates consistently outperform those due to Sen (1988) and Fernholz (1999, 2004) . Computer programs in MAPLE for the implementation of the V , S and T estimates for any p and k are given in Appendix B.
We shall often use bold to denote an integer vector, for example, n n n for (n 1 , n 2 , . . . , n k ), and 1 1 1 for (1, . . . , 1). Similarly, we write r! r! r! = r 1 ! · · · r k ! and (
V r r r /r r r!.
We show that the truncated forms
r r r=0 0 0 V r r r /r r r!, all have bias O(n
2 The V Form of Unbiased Estimate
One Sample
Let us first consider the case of one distribution F on R s and one sample X 1 , . . . , X n . For G any distribution on R s the von Mises-Taylor expansion of T (F ) about T (G) is
where
is the rth order (von Mises) derivative of T (G), uniquely defined by (2.1) subject to the constraints that T G (x 1 · · · x r ) is not altered by permuting x 1 , . . . , x r , and
and I(A) is 1 or 0 for A true or false. A simple method of obtaining Withers (1983) . For example, S(G) = T G (x) has derivative S G (y) = T G (x, y) − T G (y) so this gives the second derivative of T (G) in terms of its first derivative. Similarly, S(G) = T G (x, y) has derivative S G (z) = T G (x, y, z) − T G (z, y) − T G (x, z) so this gives the third derivative. The analogous formula holds for the derivative of the general rth order derivative, with r 'correction' terms subtracted.
where r sums over all (n) r permutations of distinct i 1 , . . . , i r in 1, . . . , n. So,
, and so on. Note that V n r ( F , G) can be written down using the tables of the symmetric polynomials in Stuart and Ord (1987, Appendix Table 10 1 denotes π 1 arguments equal to x 1 , not a power, and t is an arbitrary symmetric polynomial of r variables. In particular taking
, where m = m(π) is the number of elements in π, and
So, (2.3) can be written
and an UE of T (F ) is
Since G is arbitrary we may now take G = F and set
. For example, for second order estimates we shall need
Our expression above for LHS (2.2) at G = F now yields the following V form of UE for T (F ):
where 
Using the O p (.) notation of Mann and Wald (1943) , since V 2r−1 and V 2r are O p (n −r ), the UE (2.5) is V n:2p−2 ( F ) + O p (n −p ), where
]n)/24 has bias O(n −3 ), and so on. The MAPLE procedures Vestsum(...) and Vest(...) in Appendix B calculate (2.6) for any r and hence V n:2p−2 for any p, so estimates of bias of any order can be obtained.
More than One Sample
Now consider the case of k ≥ 1 distributions, with k samples {X 1j , . . . , X n j j },
is the partial (von Mises) derivative, defined for a 1 , . . . , a r in 1, . . . , k and x i in R sa i . These were introduced in Withers (1988) . They are determined uniquely by (2.7) and the two constraints
is not altered by permuting columns, and
In practice they are determined by adapting the rules given above for the one distribution derivatives, namely:
and similarly for the derivative of the general derivative.
The term V 0 0 0 (F, G) is interpreted as T (G). For more details and examples see Withers (1988 Withers ( , 1994a . For a given G, an UE of V r r r (F, G) is
where r 1 ···r k sums over all (n 1 ) r 1 permutations of distinct i 1 , . . . , i r 1 in {1, . . . , n 1 }, . . . and all (n k ) r k permutations of distinct j 1 , . . . , j r k in {1, . . . , n k }. So,
V n n n:j j j ( F ) = j j j r r r=0 0 0 V r r r /r r r!, n 0 = min
However for p 0 > 1, an estimate of T (F ) of bias O(n −p 0 0 ) with fewer terms than V n n n:2 2 2p 0 −2 2 2 is
where the first column in the integrand stands for r repeated columns of i x , and similarly for the other columns. Set
Analogous to (2.5) we have
The MAPLE procedures Vestsum(...) and Vest(...) in Appendix B calculate (2.9) for any r r r and hence (2.8) for any p 0 , so estimates of bias of any order can be obtained. Let e i be the ith unit vector in R k . Then the first six V r 0 of (2.8) are
since V e i +e j = 0 for i = j,
V 3e i +3e j + 6 222 1≤i<j<l≤k
By (2.8) the above formulas give V n4 ( F ) = 6 r=0 V r /r! as an estimate of T (F ) with bias O(n
0 ), where n 0 = min 1≤i≤k n i .
The S Estimate
Here we derive the S form of UE, (1.1), from the V estimate, (1.3).
Suppose first that k = 1, (that is, univariate data). Then for r ≥ 2, (n) r V r is a polynomial in n = n 1 of degree [r/2], the integral part of r/2, say:
, we obtain
The MAPLE procedure cc(...) in Appendix B calculates the coefficients c kjr in (3.1) for any given k, j and r. It follows that the UE is
has bias O(n −p ). The MAPLE procedure Sest(...) in Appendix B can be used to calculate (3.3) to obtain a bias of any order. Using (3.2), the first few S i (F ) can be shown to be 
]/8} has bias O(n −3 ), and so on. Now suppose k ≥ 1, (that is, multivariate data). The UE V r 0 /r 0 ! can be written
The MAPLE procedure Sest(...) in Appendix B can be used to calculate (3.10) to obtain a bias of any order. For example, to obtain an estimate of bias O(n
where for π = (i 1 , i 2 , . . .), S i 1 i 2 ··· n n n can be written down from the formulas for S i 1 (F ), S i 2 (F ), . . .: let us write
where * i π sums over partitions π of {i + 1, . . . , 2i}. (Therefore many d iπ are zero.) Then
where by (3.7),
and by (3.4), (3.6),
and by (3.5),
and by (3.4), (3.5),
and by (3.4),
So, (3.10), (3.4)-(3.9) provide the S-estimate of bias O(n −6 0 ).
The T Estimate
The T form of the UE,
, is easily derived from the S estimate, but is less useful: its truncated form cannot be an UE for T (F ) a polynomial in F , and the number of components in T i i i (F ) rapidly increases over the number in S i i i (F ) as i i i increases. Since
we have
and (n − 1)
The MAPLE procedures gbetai(...) and dalphai(...) in Appendix B calculate (4.1) and (4.2), respectively. Set
(n n n − 1 1 1)
So, the UE is
Note that
has bias O p (n −p 0 ). The MAPLE procedure Test(...) in Appendix B can be used to calculate (4.3) to obtain a bias of any order. The first few {T n n n r (F )} are T n n n
Number of Computations Required
As n 0 = min 1≤i≤k n i → ∞, for fixed p the estimators of bias O(n −p 0 ), V n n np ( F ) of (2.8), S n n np ( F ) of (3.10), and T n n np ( F ) of (4.3), all require O(n 0 ) calculations. This is in sharp contrast with bootstrap estimates of bias O(n Table 5 .1, S n n np ( F ) requires increasingly fewer terms than do V n n np ( F ) and T n n np ( F ). The number of terms in an expression of the form 1≤i 1 <···<im≤k a n n n,i 1 ···im is s m = (k) m /m!. So, for general k one obtains the results in Table 5 .2. For k = 2, 3 this gives the results in Table  5 .3.
Examples
For k = 1 and p ≤ 3, S np (F ) was given in Withers (1994a). For k > 1, S n 0 p ( F ) and T n 0 p ( F ) in Withers (1994a) differ from S n n np ( F ) and T n n np ( F ) given here. All have bias O(n −p 0 ), but the forms given here are more natural.
In this section we go over some of the examples of Withers (1994a) to obtain S estimates, S n n np ( F ), of bias O(n −p 0 ) up to p = 7. Recall that for k = 1 this is given by
for S i (F ) of (3.4)-(3.9), and for k > 1 by (3.10)-(3.17). We begin with two problems estimating a general function of the means of the distributions after initial given transformations of the data. When this function of the means is a polynomial of total degree p 0 we show that for both problems S np 0 ( F ) is an UE. We then give examples estimating functions of central moments. We use the convention that repeated indices are summed over their range. For example, in (6.2) below, i 1 · · · j 1 · · · are implicitly summed over 1, . . . , t.
Example 6.1 k = 1, T (F ) = g(µ), where µ = hdF = Eh(X) for X ∼ F , where h : R s → R t and g : R t → R are given functions.
Assume that the partial derivatives of g(µ) are finite:
, the joint central moment of h(X). Substituting into (3.4)-(3.9) gives S i (F ) for i ≤ 6 so (6.1) gives an estimate of bias O(n −7 ). Now for i ≥ 1, S i (F ) has the form
is a polynomial of degree p p p in µ (that is of degree p i in µ i for 1 ≤ i ≤ t), then summation may be restricted to j 1 , . . . , j r with r i=1 I(j i = a) ≤ p a for 1 ≤ a ≤ t, and S i (F ) = 0 for i ≥ |p p p| = p 1 + · · · + p t so S n,|p p p| ( F ) is an UE. So, (6.1), (3.4)-(3.9) gives an UE for all polynomials g(µ) of total degree seven or less. Now suppose q = t = 2, α = (α 1 , 1 − α 1 ) and V = I 2 . The second order estimate reduces to
is bivariate normal with unit means and the given V then the target estimator Fernholz, 1999, 2004) Figures 6.1 and 6 .2 compare the performance of these three estimates and those obtained by bootstrapping and jackknifing. Our estimate has the lowest absolute bias and the lowest mean squared error. The estimates due to Fernholz (1999, 2004) are so close to ours that they are indistinguishable. 
where m i = EX i . Clearly our method gives the simpler form.
= a j say, g 2 j = µ 1 a j , and g π = 0 unless π is a permutation of 2 j or 12 j for some j. For π = (π 1 , π 2 , . . .) set |π| = π 1 + π 2 + · · · and
So, It follows that a second order estimate of
where X 1 and X 2 are the sample means for X 1 and X 2 , respectively. If X i , i = 1, 2 are independent exponential random variables with means µ i , i = 1, 2 then a target estimator Fernholz, 1999, 2004 ) of µ 1 /µ 2 is ((n 2 −1)/n 2 )(X 1 /X 2 ), where n 2 denotes the sample size for X 2 . Sen (1988)'s conditions for asymptotic normality do not hold here. Figures 6.3 and 6 .4 compare the performance of the two estimates and those obtained by bootstrapping and jackknifing. Our estimate again provides the lowest absolute bias and the lowest mean squared error, but the differences with respect to the target estimator do not appear to be significant.
R s i → R is a given function, and g : R k → R is a given function with finite partial derivatives g j 1 ···jr . Then
As in Example 6.1, for i ≥ 1, S n n n i (F ) has the form 2i r=i+1 g j 1 ···jr c n n n ij 1 ···jr . So, if g(µ) is a polynomial of degree p p p in µ (that is degree p i in µ i for 1 ≤ i ≤ k), then S n n n|p p p| ( F ) is an UE of g(µ) for |p p p| = p p p ′ 1 1 1.
Example 6.2.1 g(µ) = N q , where N = α ′ µ for some k-vector α. Then
, and for i ≥ 1,
For example, a second order estimate of (
where µ i , v i are the sample estimates of µ i , v i = µ 2 [i], the mean and variance of h i (X i ). .
So,
and so on.
where µ = Eh(X) for X ∼ F and h : R s → R a given function. By (5.6) of Withers (1994a), its general pth order derivative is
and S i (F ) for i ≤ 3 are as given there. For example,
where S Example 6.4 Here we specialise an application of the chain rule given in Appendix A of Withers (1994a) . Suppose k = 1, g : R → R is a function with finite derivatives and T (F ) = g(S(F )), where S(F ) is a smooth univariate functional. Set g r = g (r) (S(F )). The third order S estimate of T (F ) is given by (6.1), (3.4), (3.5) in terms of
and integration is with respect to F (x) and F (y).
, where (r) i = r!/(r − i)!, µ x = x − µ, µ 2x = µ 2 x − µ 2 , µ 2xy = −2µ x µ y , and higher derivatives vanish. So, It follows that a second order estimate of σ is σ{1 + (1/(n − 1))(1/8)( β 4 + 3)}. Suppose now F is exponential with mean σ. Then a target estimator Fernholz, 1999, 2004) of σ is the sample mean X. Sen (1988)'s asymptotic normality provides ω, the maximum likelihood estimate of ω given σ ∼ N (ω, ω 2 /n). Figures 6.5 and 6.6 compare the performance of these three estimates and those obtained by bootstrapping and jackknifing. Our estimate again gives the lowest absolute bias and the lowest mean squared error.
We end this section with examples of functions of more than one moment. These appeal to some results given in Withers (1994a).
, where ∂ i = ∂/∂U i . We give the fourth order S estimate for general g, then specialise. Note that S 1 (F ), S 2 (F ), S 3 (F ) are given by (3.4)-(3.6) and (A14)-(A15), (A20)-(A23) of Withers (1994a) . Set
Allowing for permutations the nonzero terms needed are as follows:
• for T [3] : at (a, a 2 ),
• By (A14),
• By (A15), T It follows that a second order estimate of µ/ √ µ 2 is µ/ µ 2 − (1/n){ β 3 /2 + (1/8)( µ/ µ 2 )(3 β 4 + 1)}. Suppose now Y = h(X) is normally distributed with mean µ and variance µ 2 . Then a target estimator Fernholz, 1999, 2004) 
and S Y denote the sample mean and the sample standard deviation, respectively. Sen (1988)'s conditions for asymptotic normality do not hold here. Figures 6.7 and 6 .8 compare the performance of the two estimates and those obtained by bootstrapping and jackknifing. Our estimate again provides the lowest absolute bias and the lowest mean squared error, but the differences with respect to the target estimator do not appear to be significant. Example 6.6 k = s = 1, T (F ) = g(µ 2 , µ 3 ) for µ r = µ r (X), X ∼ F and g having finite derivatives 
