Article Info Received : 15.07.2014 Accepted : 19.01.2015 The experience shows that when constructing soil fertility models, many researchers prefer single-valued regression analysis. This is primarily due to the fact that regression analyses require simpler statistical calculations, and on the other hand, regression equations enable a physical explanation of the process under study. The research goal is to determine the effect of soil fertility indices and mineral fertilizers on the yields of crops (cereals) grown in the Karabakh Steppe on gray-brown irrigated soils.
Introduction
The pace of modern life demands from science quick integration of previously accumulated knowledge about fertility and identification and filling the existing gaps. One of the ways of this generalization is fertility models which enable to arrange and structure the considerable body of factual data. The requirement for a radical increase in the productive capacity of soils and soil cover also calls for scientific interpretation and integration of the available experience in the form of mathematical models of fertility.
The issues of soil fertility study and the practical results of crop yield analysis have always been the focus of researchers. The analysis of the factors affecting crop yielding capacity and forecasting the impact of those factors on crop yields are still topical issues. Soil fertility model is a combination of experimentally determined fertility indices which are in close correlation with crop yield value. Fertility model is developed for specific soil, climatic and technological conditions of crop cultivation. The main factors of soil fertility are as following: humus content, phytosanitary condition of the soil (the occurrence of weeds, pests and crop pathogens), arable layer thickness, particle size composition, structure, labile nutrient content, and soil solution reaction.
A fertility model may be a tool for programming crop yields for the specific conditions of each field of a crop rotation on a farm. It is known that soil fertility simulation uses the results of long-term studies. The models reflect the soil properties and soil regime parameters, agro-climatic indices, the series of land reclamation measures and different fertility levels (low, medium and high) including all changes in soil regimes and properties according to those levels. Our analysis shows that regardless of the differences in the taxons, natural and economic regions, soil-cover structure, etc., when developing fertility models in agroecosystems, all models are mainly designed to address the following objectives: a) determining the indices of predicted high soil fertility level in an agro-ecosystem; b) determining the current state of soil fertility in an agro-ecosystem; c) determining quantitative characteristics, internal and external relations of fertility model parameters in the specific conditions of an agro-ecosystem. It should be noted that in model development, researchers widely use regression analysis methods (Frid, 1990) .
The research goal is to determine the effect of soil fertility indices and mineral fertilizers on the yields of crops (cereals) grown in the Karabakh Steppe on gray-brown irrigated soils.
Material and Methods
In fertility model development, the crop being grown and its yielding capacity are mainly taken into account. At the same time, it enables using efficient techniques for determining the parameters of the mathematical model. There are many known soil fertility models developed for different soil and climatic conditions and based on the existing theoretical and practical knowledge about fertility indices. Some researchers propose fertility models consisting of various block-diagrams which are used to develop the measures of fertility improvement and management. When developing soil fertility models, for a complete description of the object investigated, it is important to determine the minimum parameters which reflect the main properties of the object being modeled. At the same time, the adequacy of the model being developed is directly dependent on the number of parameters being determined and the accuracy of those parameters.
The experience shows that an excessively large number of parameters (more than 15-20) is not always useful for more accurate description of the dynamical processes in the simulated objects. The determination of one or several interrelated parameters which reflect the object's properties enables describing the other indices.
Along with the above, it should be noted that soil data have some specific features and it is somewhat difficult to take them into account in the modeling process. The examples of such features may be horizontal and vertical heterogeneity, varying boundaries, dynamic nature of soil characteristics, etc. Failure to take into account those features in simulation results in the complexity of the model or obtaining erroneous results.
Thus we are led to a restricted model which covers a specific soil type and is applicable for a specific region only. In this case, several models are developed for one region and they differ in quality and quantity of soil parameters.
It should be noted that in model development researchers widely use regression analysis methods. On the one hand, this is due to the simplicity of regression analysis application, and on the other hand, regression equations directly describe the result. It should be noted however that without a preliminary analysis of the factors affecting the studied object of an agro-ecosystem the use of regression analysis methods creates some difficulties, some of which are listed below:
 a regression model, as other mathematical models, while reflecting the basic properties of the studied agro-ecological process, is not able to fully reproduce its behavior. The fact is that in this case the model being developed gives incomplete information about the physical trajectories of the process change, and consequently the model is not able to evaluate the effects of all factors, alone and in combination, on the resulting character (crop yield);
 data support is critical in the study of soil fertility models;
 a comparative analysis of informative indices may reduce or optimize the number of those indices thus easing the mathematical description of the fertility model;
 the application of fertility models developed for specific crops on large land areas results in significant deviation of the actual result from the predicted one;
 the lack of a unified concept of fertility model development in terms of mathematical analysis and a large number of variables taken into account restrict wide application of the models;
 soil indices are determined by laboratory tests of soil samples and field measurements. Therefore, mathematical processing of the obtained data is of a relative nature. Inevitable measurement errors, either systematic or random, lead to the deviations from the expected results. This is indicative of the imperfection of the regression model being used.
All the above proves the topicality of the issue and the need for using the minimum (optimum) number of unified soil parameters when developing an optimum and adequate mathematical model of soil fertility.
In recent years a number of soil fertility models for different soil and climatic zones of the Republic of Azerbaijan has been developed (Nuriyeva, 1994) . It should be emphasized that the lack of a unified concept of soil fertility model development, the variety and multitude of factors taken into account, and, finally, different approaches of the researchers to this issue, create some difficulties for wide application of the models. Due to the lack of a common concept in soil fertility modeling, each author with the individual approach independently determined the range and number of factors to be taken into account. Sometimes fertility models with different factors were proposed for the same region (Poluektov, 1991) .
Thus, the lack of common fertility modeling methodology and informative (descriptive) nature of the existing models proves the need for new scientific approaches. Along with the disadvantages, it should be stated that the fertility modeling studies have accumulated a sufficient amount of data for further scientific data integration and the identification of possible regularities by means of mathematical analysis. It is obvious that the development of optimum, adequate and simple models using the minimum number of the same factors is a topical issue of scientific and practical importance (Semenov, 1982) .
The description of natural objects' dynamics is based on the idea of their systemic organization. Mathematical modeling is one of the basic tools of system analysis enabling in some cases to avoid timeconsuming and expensive field experiments. Modeling is a recognized means of knowing reality. The process consists of two major stages: model development and the analysis of the developed model.
Statistical models are most commonly used in mathematical soil fertility modeling. Statistical models are constructed on the assumption that the process being studied is a random process and may be investigated by means of statistical methods of system analysis (Khomyakov, 1996) . These include: empirical and dynamic statistical models, correlation and factor analysis, and time series analysis.
Empirical models of soil fertility are mainly represented by the so-called production functions which are the regression equations relating the final result (crop yield and its quality indices) with the acting factors. The production functions should meet a number of requirements: the model should take into account the main factors affecting the crop yield, cover a wide range of factor values, and the approximating function should maximally correspond to the real biological regularities.
The construction of a multiple regression model (or multifactor empirical model) is in finding the relation among and several indices y and 1 2 3 , , ,... 
The construction of a multiple regression equation begins with a decision on model specification.
With regard to a multiple regression, prior to defining the model type, the factors should be selected. The factors included in the model should be as following: 1) they should be quantifiable.
2) the factors should not be intercorrelated and all the more be in perfect relationship. If the factors are highly correlated, it is impossible to determine their individual effect on the resulting index and the regressors are not interpretable.
In a general way all empirical models may be written symbolically (Mikayilov, 2014) :
where ỹ is the studied property of the environment (dependent variable), xi is the environmental factors (independent variable), aj is the coefficients of empirical models (i.e., those of regression), and m is the total number of the analyzed factors.
The numerical values of j a parameters in (1) are chosen with the best possible fit condition of the theoretical (calculated according to the formula (1)) and the experimental data. In this case the more observations have been conducted, the more redundant information is available and the more accurate smoothing is (Methods of Mathematical Biology, 1982) .
To uniquely determine the regressor values of (1), the sample size n should not be less than the number of regressors, i.e. 1 nm  . Otherwise, the regressor values cannot be determined uniquely.
Among the advantages of empirical models there are reasonably good formal computer ways of identifying (enumeration of equations) different model structures; those models are very easy for calculations.
The disadvantage of these models is the impossibility of taking into account the cause-effect relations between the variables, and environmental hypotheses. It is common for empirical models to have a small number of input values (xi) which reflect the action of the environmental factors; this implies low accuracy of these models. Another and the most important disadvantage is that empirical models do not reveal the mechanisms of the phenomenon being studied and therefore they cannot be used under the conditions different from those they were constructed under (Pachepskiy, 1992) . 
In the linear multiple regression the values ai at xi are referred to as net regression coefficients. The value of each regression coefficient ai equals to the mean change of y as xi increases by one unit provided only that all other factors are unchanged.
As a rule, the model (2) does not reflect the actual regularities. The actual relations are much more complex than linear relations, therefore to construct adequate models of fertility multiple nonlinear correlations have to be used most often.
After the construction of a linear regression equation, the significance of both the equation as a whole (model adequacy) and its individual regressors is examined. The significance of regression equation is examined by variance analysis.
To verify the significance of the regression equation (or regression model adequacy) means to determine whether the mathematical model, which expresses the relationship between the variables, corresponds to the experimental data and whether the explanatory variables added to the equation are sufficient to describe the dependent variable. The adequacy of the regression equation is thought of as the correspondence of this equation with the experimental data. The adequacy of the regression models, i.e. their correspondence with the factual statistical data, is of great importance for their practical application.
The significance of regression equation as a whole is examined by using Fisher's exact test (F-test) preceded by variance analysis. In mathematical statistics, variance analysis is considered as an independent statistical analysis tool. In econometrics it is used as an auxiliary tool to study regression model quality. Mathematical model adequacy is checked by using F-test which is determined from the formula To have a general idea of the model quality, the mean approximation error is determined for each observation based on relative divergence. The adequacy of the regression equation (model) is checked by the mean approximation error whose value should not exceed 10-12% (advisable): That is the main advantage of standardized regression coefficients as opposed to net regression coefficients which are incomparable. After calculating i  we can write the regression equations in a standardized scale:
The intercept term in the equation (12) is missing since all standardized variables are of zero mean value. The analyzed meaning of the standardized regression coefficients enables using them in factor selectionthe factors with the least value 
Results and Discussion
The experiments were conducted on gray-brown irrigated soils under cereal crops in the Karabakh Plain.
The experimental results are presented in the following where х1-humus content; х2 -CN=C:N; х3 -N/NO3+N/NH3; х4 -P2O5; х5 -K2O; х6 -total absorbed bases; х7 -pH; у -factual yield of cereal crops; y* -the calculation results from the model (1); ε -mean relative approximation error.
When employing STATISTIKA-5-0 software package to reveal quantitative interdependence between crop yield and other soil indices, it has been found that the following multiple linear equation is the best mathematical model: 
To compare the effect of the factors i x on the result, we calculate the values of average elasticity's by using the formula (5). Using the data of the Table for 
That is, an increase of total absorbed bases alone by 1% increases crop yield by 14.65 % on an average. Thus, a greater effect of the factor 6 x than that of other factors on crop yield y is proved.
Using the data of the Table, we calculate the standardized regression coefficients i  from the formula (5).
Then the standardized regression equation is of the following form: 
It is seen from the equation (11) that the third and fourth factors render a great positive effect on the result (as β3 = 1.338904, β4 = 1.776745) than the rest. At the same time, the fifth factor renders a negative effect as β5 = -39.027985.
Since the least value β1 = 0.007144 was for (9) and (12), it may be concluded that greater effect on production is rendered by the fourth factor rather than the sixth factor as it appears from the regression equation (9) in the natural scale. Consequently, an increase of P2O5 alone by 1% increases crop yield by 7.09% on an average. Thus, a greater effect of the factor 4 x than that of other factors on crop yield y is proved.
To ensure further application of the proposed model in the research, we tested its adequacy. First, we calculate the correlation ratio. We calculate , , , x x x and the resultant y features of soil fertility models.
Using formula (7) for multiple determination coefficients we have 
