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Abstract
This chapter presents a rateless space-time block code (RSTBC) for massive multiple-input 
multiple-output (MIMO) wireless communication systems. We discuss the principles of 
rateless coding compared to the fixed-rate channel codes. A literature review of rateless 
codes (RCs) is also addressed. Furthermore, the chapter illustrates the basis of RSTBC 
deployments in massive MIMO transmissions over lossy wireless channels. In such chan-
nels, data may be lost or are not decodable at the receiver end due to a variety of factors 
such as channel losses or pilot contamination. Massive MIMO is a breakthrough wire-
less transmission technique proposed for future wireless standards due to its spectrum 
and energy efficiencies. We show that RSTBC guarantees the reliability of the system in 
such highly lossy channels. Moreover, pilot contamination (PC) constitutes a particu-
larly significant impairment in reciprocity-based multi-cell systems. PC results from the 
non-orthogonality of the pilot sequences in different cells. In this chapter, RSTBC is also 
employed in the downlink transmission of a multi-cell massive MIMO system to mitigate 
the effects of signal-to-interference-and-noise ratio (SINR) degradation resulting from 
PC. We conclude that RSTBC can effectively mitigate such interference. Hence, RSTBC is 
a strong candidate for the upcoming 5G wireless communication systems.
Keywords: massive MIMO, rateless codes, STBC, pilot contamination, 5G
1. Introduction
In practice, the transmitted data over the channel are usually affected by noise, interference, 
and fading. Several channel models, such as additive white Gaussian noise (AWGN), binary 
symmetrical channel (BSC), binary erasure channel (BECH), wireless fading channel, and 
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lossy (or erasure) channel, are introduced in which errors’ (or losses) control technique is 
required to reduce the errors (or losses) caused by such channel impairments [1].
This technique is called channel coding, which is a main part of the digital communication the-
ory. Historical perspective on channel coding is given in [2]. Generally speaking, channel cod-
ing, characterized by a code rate, is designed by controlled-adding redundancy to the data to 
detect and/or correct errors and, hence, achieve reliable delivery of digital data over unreliable 
communication channels. Error correction may generally be realized in two different error 
control techniques, namely: forward error correction (FEC), and backward error correction 
(BEC). The former omits the need for the data retransmission process, while the latter is widely 
known as automatic repeat request (or sometimes automatic retransmission query) (ARQ).
For large size of data, a large number of errors will occur, and thereby, it is difficult for FEC to 
work reasonably. The ARQ technique, in such conditions, requires more retransmission pro-
cesses, which will cause significant growth in power consumption. However, these processes 
will sustain additional overhead that includes data retransmission and adding redundancy 
into the original data. They cannot correctly decode the source data when the packet loss rate 
is high [3]. Therefore, it is of significant interest to design a simple channel coding with a flex-
ible code rate and capacity approaching behavior to achieve robust and reliable transmission 
over universal lossy channels. Rateless codes constitute such a class of schemes. We describe 
the concept of rateless coding in the next section.
2. Concept of rateless codes
Rateless codes (RCs) are channel codes used for encoding data to generate incremental redun-
dancy codes and then, are transmitted over channels with variable packet error rate. The interpre-
tation of the terminology “rateless” is that the code does not fix its code rate before transmission. 
Rather, it can only be determined after correctly recovering the transmitted data. In the available 
literature, the rateless code is typically referred to by some associated terminologies such as 
“variable-rate,” “rate-compatible,” “adaptive-rate,” or “incremental redundancy” scheme [4]. 
However, the rate of a rateless code can be considered in two perspectives as the instantaneous 
rate and the effective rate. The instantaneous rate is the ratio of the number of information bits 
to the total number of bits transmitted at a specific instant. On the other hand, the effective rate 
is the rate realized at the specific point when the codeword has been successfully received [5].
The counterpart of rateless coding is fixed-rate coding, which is basically well known in the 
literature of channel codes. The relationship between rateless and fixed-rate channel codes can 
be seen as the correspondence between continuous and discrete signals or the construction of 
a video clip from video frames. In this illustrating analogy, the fixed-rate code corresponds to 
the discrete signal or to the video frame, while the rateless code is viewed as the continuous 
signal or the video clip [5]. Basically, rateless codes are proposed to solve the problem of data 
packet losses. They can continuously generate potentially unlimited number of data streams 
until an acknowledgment from the receiver is received declaring successful decoding.
The basic concept of rateless codes is illustrated in Figure 1 [1]. From the figure, a total of k
c
 
packets, obtained from the fragmented source data, are encoded by the transmitter to get a 
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large number of encoded packets n
c
. Due to the lossy channel, several encoded packets are 
lost during the transmission, and finally, only r
c
 encoded packets are collected by the receiver. 
The decoding process on the received packets should be able to recover all original k
c
 packets.
To illustrate the importance of rateless codes, let’s assume that we have a fixed-rate code Cfixed of fixed-code rate Rfixed designed to achieve a performance close to the channel capacity target 
C
target
 at a specific signal-to-noise-ratio (SNR), ϕfixed. However, the channel fluctuations make the fixed-rate code impose two limitations [1]. First, if the actual SNR at the receiver is actually 
greater than ϕfixed, then the code essentially becomes an inefficient channel code. That is because 
the code incorporates more redundancy than the actual channel conditions require. Second, 
on the other hand, if the actual SNR becomes lower than ϕfixed, then the channel will be in an outage for the reason that the fixed-rate code Cfixed no longer provides sufficient redundancy appropriate for the actual channel conditions. Contrasting with fixed-rate code, the rateless 
code has a flexible code rate in accordance with the channel quality, which is time varying in 
nature. Another benefit of RCs is that they potentially do not require the channel state informa-
tion (CSI) at the transmitter. This property is of particular importance in the design of codes for 
wireless channels. In particular, RCs can be employed in multi-cell cellular systems when chan-
nel estimation errors severely degrade the performance.
3. Rateless coding and hybrid automatic retransmission query
For further discussion, there is an analogy between hybrid ARQ (HARQ) and rateless codes, 
since they transmit additional symbols until the received information is successfully decoded. 
On the other hand, they do have some differences. HARQ refers to a special transmission 
Figure 1. General encoding and decoding processes of rateless codes [1].
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mechanism, which combines the conventional ARQ principle with error control coding. The 
basic three ARQ protocols are stop-and-wait ARQ, go-back-N ARQ, and selective repeat 
ARQ. All the three ARQ protocols use the sliding window protocol to inform the transmit-
ter on which data frames or symbols should be retransmitted. Figure 2 illustrates the ARQ 
schemes: stop-and-wait ARQ (half duplex), continuous ARQ with pullback (full duplex), and 
continuous ARQ with selective repeat (full duplex). In each of them, time is advancing from 
lift to right [6].
These protocols reside in the data link or transport layers of the open systems interconnection 
(OSI) model. This is one difference between the proposed RSTBC and HARQ, since RSTBC is 
employed in the physical layer. Comparing rateless codes to HARQ, we summarize the fol-
lowing points:
1. RC is often viewed as a form of continuous incremental redundancy HARQ in the literature [5].
2. HARQ is not capable of working over the entire SNR range, and therefore, it necessitates 
combination with some form of adaptive modulation and coding (AMC). On the other 
hand, RC can entirely eliminate AMC and work over a wide range of SNR [7].
Figure 2. Automatic repeat request (ARQ) [6]. (a) Stop and wait ARQ (half duplex); (b) continuous ARQ with pullback 
(full duplex); (c) continuous ARQ with selective repeat (full duplex).
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3. From the point of view of redundancy, HARQ has more redundancy, since it requires many 
acknowledgments (ACK) or negative acknowledgments (NACK) for each packet transmission 
return to show successful/unsuccessful decoding, respectively. In contrast, only a single-bit 
acknowledgment is needed for the transmission of a message with RC [8]. When the number 
of receivers is large, ARQ acknowledgments may cause significant delays and bandwidth con-
sumption. Consequently, using ARQ for wireless broadcast is not scalable [9].
4. It was seen in [8] that RC is capable of outperforming ARQ completely at low SNRs in 
broadcast communication. However, they behave the same in point to point as well as in 
high-SNR broadcast communications.
5. RC and the basic ARQ differ in code construction. RCs can generate different redundant 
blocks, while ARQ merely retransmits the same block [8]. For different receivers, distinct 
and independent errors are often encountered. In such cases, the merely retransmitted data 
packets are only useful to a specific user while they are with no value for others. Hence, 
it is highly undesirable to send respective erroneous data frames or symbols to each user.
6. The physical layer RCs are useful since the decoder can exploit useful information from 
packets that are dropped by ARQ protocols in higher layers [7].
4. Rateless codes’ literature review
In the past decade, rateless codes have gained a lot of concerns in both communication and 
information theory research communities, which led to the strong theory behind these codes 
mostly for erasure channels. Most of the available works in the rateless codes literature are 
extensions of the fountain codes over the erasure channels [10]. The name “fountain” came from 
the analogy to a water supply capable of giving an unlimited number of water drops. Due to 
this reason, rateless codes are also referred to as fountain codes. They were initially developed 
to achieve efficient transmission in erasure channels, to which the initial work on rateless codes 
has mainly been limited, with the primary application in multimedia video streaming [10].
The first practical class of rateless codes is the Luby Transform (LT) code which was originally 
intended to be used for recovering packets that are lost (erased) during transmission over 
computer networks. The fundamentals of LT are introduced in [11] in which the code is rate-
less since the number of encoded packets that can be generated from the original packets is 
potentially limitless. Figure 3 illustrates the block diagram of LT encoder. The original packets 
can be generated from slightly larger encoded packets. Although the encoding process of LT 
is quite simple, however, LT requires the proper design of the degree distribution (Soliton 
distribution-based) which significantly affects the performance of the code.
Afterward, LT code was extended to the well-known Raptor code [12] by appending a weak LT 
encoder with an outer pre-code such as the irregular low-density parity check code (LDPC). 
Figure 4 depicts the general block diagram of Raptor code.
The decoding algorithm of the Raptor code depends on the decoder of the LT code and the 
pre-code used. However, the Raptor code requires lesser overhead. But it has disadvantages 
such as the lower bound of the total overhead depends on the outer code and the decoding 
algorithm implementation is slightly more complicated due to multiple decoding processes.
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Online codes [13] also belong to the family of fountain rateless codes and work based on 
two layers of packet processing (inner and outer). However, in contrast to the LT and Raptor 
codes, online codes have more encoding and decoding complexity as a function of the block 
length. The overall design of the online code is shown in Figure 5. LT and Raptor codes were 
originally intended to be used for transmission over the BEC channel such as Internet chan-
nel, where the transmitted packets are erased by routers along the path.
Figure 4. Block diagram of the Raptor code encoder [5].
Figure 5. Online code encoding and decoding design [13].
Figure 3. Block diagram of the LT encoder [5].
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On the other hand, some works have studied their performance on noisy channels such as 
BSC and AWGN channels [14]. Although it was demonstrated that the Raptor codes have bet-
ter performance on a wide variety of noisy channels than LT codes, however, both schemes 
exhibit high error floors in such channels. The previous rateless codes have fixed-degree dis-
tribution, which causes degradation in performance when employing over noisy channels.
Motivated by this result, a reconfigurable rateless code was introduced in [5] which adap-
tively can modify its encoding/decoding algorithms by adjusting its degree distribution incre-
mentally according to the channel conditions. Such code is not systematic and remains fixed if 
no new knowledge of channel condition is obtained from feedback. By dropping this assump-
tion, as in [15], the significant overhead reduction can be achieved while still maintaining the 
same encoding and decoding complexities. In addition, the effective code rate of [5] is actually 
determined by the decoder, not the encoder.
In another perspective, the use of rateless codes in the physical layer can be beneficial since the 
decoder can exploit useful information even from packets that cannot be correctly decoded 
and therefore are ignored by higher layers [7]. A construction of physical-layer Raptor codes 
based on protographs was proposed in [16].
Other works of rateless coding over the AWGN channel were provided in [17, 18]. For wire-
less channels, rateless code paradigm was found in many works. In [19], a rateless coding 
scheme based on traditional Raptor code is introduced in a single-input single-output (SISO) 
system over fading channels. A similar approach is presented in [20] by the same authors for 
relay networks. The authors in [21] have considered one of the latest works of rateless coding 
over wireless channels. They tackle the high error floor problem arising from the low-density 
generator matrix (LDGM)-like encoding scheme in conventional rateless codes.
While there are significant works on rateless codes for AWGN channels, few work exists on 
rateless codes for MIMO systems. Rateless codes for MIMO channels were introduced in [22], 
where two rateless code constructions were developed. The first one was based on simple 
layering over an AWGN channel. The second construction used a diagonal layering structure 
over a particular time-varying scalar channel. However, the latter is merely concatenating a 
rateless code (outer code) using dithered repetition with the vertical Bell Labs layered space-
time (V-BLAST) code (inner code) [23].
Away from digital fountain codes, discussed so far, performance limits and code construc-
tion of block-wise rateless coding for conventional MIMO fading channels are studied in [24]. 
The authors have used the diversity multiplexing tradeoff (DMT) as a performance metric 
[25]. Also, they have demonstrated that the design principle of rateless codes follows the 
approximately universal codes [26] over MIMO channels. In addition, simple rateless codes 
that are DMT optimal for a SISO channel have also been examined. However, [24] considered 
the whole MIMO channel as parallel sub-channels, in which each sub-channel is a MIMO 
channel. Furthermore, for each block, the code construction of symbols within the redun-
dant block is not discussed. Hence, more investigation of other performance metrics for the 
scheme proposed in [24] under different channel scenarios is required. In [27], a cognitive 
radio network employs rateless coding along with queuing theory to maximize the capacity 
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of the secondary user while achieving primary users’ delay requirement. Furthermore, [28] 
presents a novel framework of opportunistic beam-forming employing rateless code in mul-
tiuser MIMO downlink to provide faster and high quality of service (QoS) wireless services.
5. Rateless codes applications
There are various applications of rateless codes:
• Video streaming over the Internet and packet-based wireless networks: The application of 
rateless codes to video streaming was initially proposed for multimedia broadcast multi-
cast system (MBMS) standard of the 3GPP [29, 30].
• Broadcasting has been extensively used in wireless networks to distribute information of 
universal attention, for example, safety warning messages, emergency information, and 
weather information, to a large number of users [31, 32]. Rateless coding has been utilized 
in the 3GPP’s Release 6 multimedia broadcast/multicast service (MBMS) [33].
• Wearable wireless networks: A wearable body area network (WBAN) is an emerging technol-
ogy that is developed for wearable monitoring application. Wireless sensor networks are usu-
ally considered one of the technological foundations of ambient intelligence. Agile, low-cost, 
ultra-low power networks of sensors can collect a massive amount of valuable information 
from the surrounding environment [34, 35]. Wireless sensor network (WSN) technologies are 
considered one of the key research areas in computer science and the health-care application 
industries for improving the quality of life. A block-based scheme of rateless channel erasure 
coding was proposed in [36] to reduce the impact of wireless channel errors on the augment-
ed reality (AR) video streams, while also reducing energy consumption.
6. Motivation to rateless space-time coding
According to literature survey, there is not enough research work yet on rateless space-time 
codes (STCs), even for the regular MIMO systems. Few works in rateless STCs are avail-
able such as [37, 38]. In [37], a rateless coding scheme was introduced for the AWGN chan-
nel, using layering, repetition and random dithering. The authors also extended their work 
to multiple-input single-output (MISO) Gaussian channels where the MISO channel is con-
verted to parallel AWGN channels. In [38], the performance of MIMO radio link is improved 
by a rate-varying STC under a high-mobility communication system. Rateless coding can be 
extended to space-time block codes (STBCs), where the coding process is performed block-
wise over time and space. The main advantage of STBCs is that they can provide full diversity 
gain with relatively simple encoding and decoding schemes. Unlike the conventional fixed-
rate STBC, rateless STBC is designed such that the code rate is not fixed before transmission. 
Instead, it depends on the instantaneous channel conditions.
Incorporating RSTBC in massive MIMO systems is reasonable and very attractive, since rateless 
coding is based on generating a massive number of encoded blocks, and massive MIMO tech-
nique uses a large number of antenna elements. Motivated by such fact, in this chapter, a new 
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approach has been developed to fill the gap between rateless STCs and massive MIMO systems 
by exploiting significant degrees of freedom available in massive MIMO systems for rateless 
coding. The contribution of RSTBC is to convert lossy massive MIMO channels into lossless 
ones and provide a reliable robust transmission when very large MIMO dimensions are used.
7. Rateless space-time block code for massive MIMO systems
Massive MIMO wireless communication systems have been targeted for deployment in the 
fifth-generation (5G) cellular standards, to enhance the wireless capacity and communication 
reliability [39] fundamentally. In massive MIMO systems, a large number of antennas, pos-
sibly hundreds or even thousands, work together to deliver big data to the end users. Despite 
the significant enhancement in capacity and/or link quality offered by MIMO systems and 
space-time codes (STCs) [40, 41], it has been shown recently that massive MIMO can even 
improve the performance of MIMO systems dramatically. This has prompted a lot of research 
works on massive MIMO systems lately.
In this section, we illustrate the mechanism of rateless space-time block code (RSTBC) in a mas-
sive MIMO system, as we have addressed in [42–45]. Figure 6 shows simply the encoding and 
decoding processes, where a part of the encoded packets (or blocks) cannot be received due 
to channel losses. Hence, with the availability of slightly larger encoded packets, the receiver 
can recover the original packets from the minimum possible number of transmitted encoded 
packets that are already received. The required number of blocks for recovery depends on the 
loss rate of the channel. During the transmission, the receiver of a specific user measures the 
mutual information between the transmitter and the receiver after it receives each block and 
compares it to a threshold.
Namely, it is desired to decode a message of total mutual information  M . Assume that the 
required packets to deliver the message correctly are  [ X 1   X 2  ⋯  X l  ⋯  X L ] , where  X l is the  N t × T codeword matrix transmitted during the lth block,  N 
t
 is the number of transmit antenna elements 
at the base station (BS),  T is the number of time slots, and L is the number of required blocks at 
the receiver to recover the transmitted block. Let  m 
l
 denote the measured mutual information 
after receiving the codeword block  X 
l
 . If  m 
l
  ≤ M , the receiver waits for further blocks, else if  m 
l
  > M , 
the receiver sends a simple feedback to the transmitter to stop transmitting the remaining part 
of the encoded packets and remove them from the BS buffer. This process continues until the 
receiver accumulates enough number of blocks ( L ) to recover the message or the time allowed 
is over the channel coherence time. The decoding process is conducted sequentially, first using 
X 
1
 , then  [  X 1   X 2  ] if  X 1 is not sufficient, and so forth. Once the check-sum condition is satisfied, the 
received blocks are linearly combined at the receiver to decode the whole underling message. It 
should be noted that the code is described as “rateless” because the number of required blocks 
( L ) to recover the message is not fixed before transmission; rather, it depends on the channel 
state. The dimensions in which the code is extended ratelessly are time (number of channel 
uses) and space (number of functional antennas) as well as it belongs to block codes. Therefore, 
it is called rateless space-time block code (RSTBC).
Before proceeding, each of the RSTBC matrix  X 
l
 is constructed based on the following random 
process
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  X 
l
  = X ⊙  D 
l
 (1)
where ⊙ denotes the element-wise multiplication operation (Hadamard product);  X is the  N 
t
 × T 
complex data matrix to be transmitted, and  D 
l
 is the lth  N 
t
 × T random binary matrix generated 
randomly where each of its entries is either 0 or 1 and occurs with probabilities  P 
0
 and  P 
1
 , respec-
tively. For each l, a new lth  D 
l
 is constructed with different positions of zeros. This means that  D 
1
  ≠ 
D 
2
  ≠  D 
l
  ≠ ⋯ ≠  D 
L
 and consequently,  X 
1
  ≠  X 
2
  ≠  X 
l
  ≠ ⋯ ≠  X 
L
 . Such a method is considered as rateless 
coding in the sense that the encoder can generate on the fly potentially a very large number of 
blocks. A power constraint on each  X 
l
 is introduced as the average power does not exceed  N 
t
 .
Now, we consider a downlink massive multiuser MIMO (MU-MIMO) system in which 
RSTBC is applied as shown in Figure 7.
In this system, a BSTx, equipped with a large number of antennas, communicates simultane-
ously with  K independent users on the same time-frequency resources where each user device 
has  N 
r
 receive antennas. The overall channel matrix  H 
a
  ∈  𝒞 K N r × N t  can be written as
  H 
a
  =  [  H 1   H 2  ⋯  H K  ] T (2)
where  H 
k
  ∈  𝒞  N r × N t  , k = 1, 2, ⋯ , K , is the channel matrix corresponding to the  k th user. To eliminate 
the effects of the multiuser interference (MUI) at the specific receiving users, a precoding 
technique is applied at the BSTx with, for example, a zero-forcing (ZF) precoding matrix  G 
a
  ∈ 
𝒞  N t ×K N r  which is calculated as
Figure 6. Encoding and decoding processes of RSTBC in a massive MIMO system.
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  G 
a
  = 𝜷  H ̂ 
a
 
H
   ( H ̂ a   H ̂ a H ) 
−1
 (3)
where  β is a normalized factor.
In this system, channel reciprocity is exploited to estimate the downlink channels via uplink 
training, as the resulting overhead is linearly a function of the number of users rather than the 
number of BS antennas [46].
For a single-cell MU-MIMO system, the received signal at the  k th user at time instant  t can be 
expressed as
  y 
k
  =  √ ______  E x  ______L  N t   N 0    ∑ l=1L ∑ n=1 N t    h kn   x n   d nl +  w k (4)
where  
 E 
x
 
 
___
 N 
0
 
corresponds to the average SNR per user ( E 
x
 is the symbol energy, and  N 
0
 is the noise 
power at the receiver);  L is the maximum number of required blocks of RSTBC at the user;  l = 1, 2, ⋯, 
L; k = 1, 2, ⋯, K;   x 
n
 is the transmitted signal by the the  n th antenna where  n = 1, 2, ⋯,  N 
t
 ;  h 
kn
 is the channel 
coefficient from the the  n th transmit antenna to the  k th user;  d 
nl
  ∈  {0, 1} which is the ( n, l )   th element of 
the matrix  D 
l
 ; and  w 
k
 is the noise at the  k th user receiver.
It has been demonstrated in [42–45] that RSTBC is able to compensate for data losses. For more 
details, the reader is referred to these references. Here are some sample simulation results. 
The averaged symbol-error-rate (SER) performance when RSTBC is applied for  N 
t
 = 100 with 
QPSK is shown in Figure 8, where the loss rate is assumed to be 25%.
It is inferred from Figure 8 that for small values of  L , the averaged SER approaches a fixed 
level at high SNR because RSTBC, with the current number of blocks, is no longer able to 
compensate for further losses. Therefore, it is required to increase  L to achieve enhancements 
until losses effects are eliminated. As shown, for instance, RSTBC with  L = 32, the flooring in 
the SER curves has vanished due to the diversity gain achieved by RSTBC (as the slopes of the 
SER curves increase) so that the effect of losses is eliminated considerably. Thus, the potential 
for employing RSTBC to combat losses in massive MU-MIMO systems has been shown.
Furthermore, Figure 9 shows the cumulative distribution function (CDF) of the averaged 
downlink SINR (in dB) in the target cell for simulation and analytical results for a multi-cell 
massive MU-MIMO system with  N 
t
 = 100,  K = 10 users, QPSK, and pilot reuse factor = 3/7, 
Figure 7. RSTBC code for massive MU-MIMO system (BS-to-users scenario).
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Figure 8. SER curves for massive MU-MIMO system with 25%-rate loss and N
t
 = 100,  K = 10 users, with QPSK, when 
RSTBC is applied.
Figure 9. CDF simulation and analytical results’ comparisons of SINR for multi-cell massive MU-MIMO system with 
N
t
 = 100,  K = 10, QPSK, pilot reuse factor = 3/7, RSTBC with  L = 4, 8, 16, 32, and 25% loss rate. Analytical curves are 
plotted using Eq. (21) in [43].
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when RSTBC is applied with  L = 4, 8, 16, 32, where lossy channel of 25% loss rate is assumed. 
Notably, RSTBC supports the system to alleviate the effects of pilot contamination by increas-
ing the downlink SINR. Simulation and analytical results show good matching as seen. Also, 
it is obvious that the improvements in SINR are linear functions of the number of RSTBC 
blocks  L . It should be mentioned that the simulation parameters are tabulated in Table 1.
8. Conclusion
In this chapter, we have considered the rateless space-time block code (RSTBC) for mas-
sive MIMO wireless communication systems. Unlike the fixed-rate codes, RSTBC adapts the 
amount of redundancy over time and space for transmitting a message based on the instan-
taneous channel conditions. RSTBC can be used to protect data transmission in lossy systems 
and still guarantee the reliability of the regime when transmitting big data. It is concluded 
that, using RSTBC with very large MIMO dimensions, it is possible to recover the original 
data from a certain amount of encoded data even when the losses are high. Moreover, RSTBC 
can be employed in a multi-cell massive MIMO system at the BS to mitigate the downlink 
inter-cell interference (resulting from pilot contamination) by improving the downlink 
SINR. These results strongly introduce the RSTBC for the upcoming 5G wireless communi-
cation systems.
Author details
Ali Alqahtani
Address all correspondence to: ahqahtani@ksu.edu.sa
College of Applied Engineering, King Saud University, Riyadh, Saudi Arabia
References
[1] Abdullah A, Abbasi M, Fisal N. Review of rateless-network-coding based packet protec-
tion in wireless sensor networks. Mobile Information Systems. 2015;2015:1-13
Parameter Value
Cell radius 500 m
Reference distance from the BS 100 m
Path loss exponent 3.8
Carrier frequency 28 GHz
Shadow fading standard deviation 8 dB
Table 1. Simulation parameters for massive MU-MIMO system.
Rateless Space-Time Block Codes for 5G Wireless Communication Systems
http://dx.doi.org/10.5772/intechopen.74561
37
[2] Liew T, Hanzo L. Space–time codes and concatenated channel codes for wireless com-
munications. Proceedings of the IEEE. 2002;90(2):187-219
[3] Huang J-W, Yang K-C, Hsieh H-Y, Wang J-S. Transmission control for fast recovery of 
rateless codes. International Journal of Advanced Computer Science and Applications 
(IJACSA). 2013;4(3):26-30
[4] Bonello N, Yang Y, Aissa S, Hanzo L. Myths and realities of rateless coding. IEEE Com-
munications Magazine. 2011;49(8):143-151
[5] Bonello N, Zhang R, Chen S, Hanzo L. Reconfigurable rateless codes. In: IEEE 69th 
Vehicular Technology Conference, 2009, VTC Spring 2009; IEEE. 2009, pp. 1-5
[6] Bernard S. Digital Communications Fundamentals and Applications. USA: Prentice 
Hall; 2001
[7] Mehran F, Nikitopoulos K, Xiao P, Chen Q. Rateless wireless systems: Gains, approaches, 
and challenges. In: 2015 IEEE China Summit and International Conference on Signal and 
Information Processing (Chi-naSIP). IEEE; 2015. pp. 751-755
[8] Wang X, Chen W, Cao Z. ARQ versus rateless coding: from a point of view of redun-
dancy. In: 2012 IEEE International Conference on Communications (ICC); IEEE. 2012. 
pp. 3931-3935
[9] Wang P. Finite length analysis of rateless codes and their application in wireless net-
works [PhD dissertation]. University of Sydney; 2015
[10] Byers JW, Luby M, Mitzenmacher M, Rege A. A digital fountain approach to reliable 
distribution of bulk data. ACM SIGCOMM Computer Communication Review. 1998; 
28(4):56-67
[11] Luby M. LT codes. In: The 43rd Annual IEEE Symposium on Foundations of Computer 
Science, 2002. Proceedings. 2002. pp. 271-280
[12] Shokrollahi A. Raptor codes. IEEE Transactions on Information Theory. 2006;52(6): 
2551-2567
[13] Maymounkov P. Online codes. Technical report. New York University; 2002
[14] Palanki R, Yedidia JS. Rateless codes on noisy channels. In: International Symposium on 
Information Theory, 2004. ISIT 2004. Proceedings; June 2004; p. 38
[15] Chong KFE, Kurniawan E, Sun S, Yen K. Fountain codes with varying probability dis-
tributions. In: 2010 6th International Symposium on Turbo Codes Iterative Information 
Processing; Sept 2010. pp. 176-180
[16] Kuo S-H, Lee H-C, Ueng Y-L, Lin M-C. A construction of physical layer systematic 
Raptor codes based on protographs. IEEE Communications Letters. 2015;19(9):1476-1479
[17] Chen S, Zhang Z, Zhu L, Wu K, Chen X. Accumulate rateless codes and their perfor-
mances over additive white Gaussian noise channel. IET Communications. March 2013; 
7(4):372-381
The Fifth Generation (5G) of Wireless Communication38
[18] Erez U, Trott MD, Wornell GW. Rateless coding for Gaussian channels. IEEE Transactions 
on Information Theory. Feb 2012;58(2):530-547
[19] Castura J, Mao Y. Rateless coding over fading channels. IEEE Communications Letters. 
Jan 2006;10(1):46-48
[20] Castura J, Mao Y. Rateless coding and relay networks. IEEE Signal Processing Magazine. 
Sept 2007;24(5):27-35
[21] Tian S, Li Y, Shirvanimoghaddam M, Vucetic B. A physical-layer rateless code for wire-
less channels. IEEE Transactions on Communications. June 2013;61(6):2117-2127
[22] Shanechi MM, Erez U, Wornell GW. Rateless codes for MIMO channels. In: IEEE 
GLOBECOM 2008-2008 IEEE Global Telecommunications Conference; Nov 2008. pp. 1-5
[23] Wolniansky PW, Foschini GJ, Golden G, Valenzuela RA. V-BLAST: An architecture for 
realizing very high data rates over the rich-scattering wireless channel. In: 1998 URSI 
International Symposium on Signals, Systems, and Electronics, 1998. ISSSE 98; IEEE. 
1998. pp. 295-300
[24] Fan Y, Lai L, Erkip E, Poor HV. Rateless coding for MIMO fading channels: performance 
limits and code construction. IEEE Transactions on Wireless Communications. 2010; 
9(4):1288-1292
[25] Zheng L, Tse DNC. Diversity and multiplexing: A fundamental trade-off in multiple-
antenna channels. IEEE Transactions on Information Theory. 2003;49(5):1073-1096
[26] Tavildar S, Viswanath P. Approximately universal codes over slow-fading channels. 
IEEE Transactions on Information Theory. 2006;52(7):3233-3258
[27] Chen Y, Huang H, Zhang Z, Qiu P, Lau VK. Cooperative spectrum access for cogni-
tive radio network employing rateless code. In: ICC Workshops-2008 IEEE International 
Conference on Communications Workshops; IEEE. 2008. pp. 326-331
[28] Chen X, Zhang Z, Chen S, Wang C. Adaptive mode selection for multiuser MIMO down-
link employing rateless codes with QoS provisioning. IEEE Transactions on Wireless 
Communications. 2012;11(2):790-799
[29] Afzal J, Stockhammer T, Gasiba T, Xu W. System design options for video broadcasting 
over wireless networks. In: Proceedings of IEEE CCNC, vol. 54. Citeseer; 2006. p. 92
[30] Afzal J, Stockhammer T, Gasiba T, Xu W. Video streaming over MBMS: A system design 
approach. Journal of Multimedia. 2006;1(5):25-35
[31] Molisch AF. Wireless Communications, vol. 2. New York, USA: John Wiley & Sons; 2011
[32] Labiod H. Wireless ad hoc and Sensor Networks. Vol. 6. New York, USA: John Wiley & 
Sons; 2010
[33] Hartung F, Horn U, Huschke J, Kampmann M, Lohmar T, Lundevall M. Delivery of 
broadcast services in 3G networks. IEEE Transactions on Broadcasting. 2007;53(1):188-199
[34] Culler D, Estrin D, Srivastava M. Guest editors’ introduction: Overview of sensor net-
works. IEEE Computer Society. Aug 2004;37(8):41-49
Rateless Space-Time Block Codes for 5G Wireless Communication Systems
http://dx.doi.org/10.5772/intechopen.74561
39
[35] Zhao F, Guibas LJ. Wireless Sensor Networks: An Information Processing Approach. 
San Francisco, USA: Elsevier Science & Technology; 2004
[36] Razavi R, Fleury M, Ghanbari M. Rateless coding on a wearable wireless network for 
augmented reality and biosensors. In: 2008 IEEE 19th International Symposium on 
Personal, Indoor and Mobile Radio Communications; IEEE. 2008. pp. 1-4
[37] Erez U, Wornell G, Trott MD. Rateless space–time coding. In: Proceedings. International 
Symposium on Information Theory, 2005. ISIT 2005; IEEE. 2005, pp. 1937-1941
[38] Wang C, Zhang Z. Performance analysis of a rate varying space–time coding scheme. 
In: 2013 International Workshop on High Mobility Wireless Communications (HMWC). 
IEEE. 2013. pp. 151-156
[39] Larsson E, Edfors O, Tufvesson F, Marzetta T. Massive MIMO for next generation wire-
less systems. Communications Magazine, IEEE. 2014;52(2):186-195
[40] Tarokh V, Seshadri N, Calderbank AR. Space–time codes for high data rate wireless 
communication: Performance criterion and code construction. IEEE Transactions on 
Information Theory. 1998;44(2):744-765
[41] Alamouti SM. A simple transmit diversity technique for wireless communications. IEEE 
Journal on Selected Areas in Communications. 1998;16(8):1451-1458
[42] Alqahtani AH, Sulyman AI, Alsanie A. Rateless space time block code for massive MIMO 
systems. International Journal of Antennas and Propagation. 2014;2014:1-10
[43] Alqahtani AH, Sulyman AI, Alsanie A. Rateless space time block code for mitigating 
pilot contamination effects in multicell massive MIMO system with lossy links. IET 
Communications Journal. 2016;10(16):2252-2259
[44] Alqahtani AH, Sulyman AI, Alsanie A. Rateless space time block code for antenna fail-
ure in massive MU-MIMO systems. IEEE Wireless Communications and Networking 
Conference (WCNC); Doha, Qatar; April 2016. pp. 1-6
[45] Alqahtani AH, Sulyman AI, Alsanie A. Loss-tolerant large-scale MU-MIMO system with 
rateless space time block code. In: 22nd Asia-Pacific Conference on Communications 
(APCC); Yogyakarta, Indonesia; August 2016. pp. 342-347
[46] Marzetta TL. How much training is required for multiuser MIMO? In: Fortieth Asilomar 
Conference on Signals, Systems and Computers, 2006. ACSSC’06; IEEE; 2006. pp. 359-363
The Fifth Generation (5G) of Wireless Communication40
