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Within the Earth’s atmosphere there is a planetary boundary layer that extends from the 
surface to roughly 1 km above the surface. Within this planetary boundary layer exists the 
marine atmospheric boundary layer, which is a complex turbulent surface layer that extends 
from the sea surface to roughly 100 m in altitude. The turbulent nature of this layer 
combined with the interactions across the air-sea interface cause ever changing 
environmental conditions within it, including atmospheric properties that affect the index 
of refraction, or atmospheric refractivity. Variations in atmospheric refractivity lead to 
many types of anomalous propagation phenomena of electromagnetic (EM) signals; thus, 
improving performance of these EM systems requires in-situ knowledge of the refractivity. 
Efforts to inversely obtain refractivity from radar power returns have done so using both 
reflected sea clutter and bi-static radar approaches. These types of inversion methods are 
driven by radar measurements. This study applies a bi-static radar data inversion process 
to estimate atmospheric refractivity parameters in evaporative ducting conditions and 
examines the impacts of radar propagation loss data quantity and source location on the 
accuracy of refractivity inversions. Genetic algorithms and the Variable Terrain Radio 
Parabolic Equation radar propagation model are used to perform the inversions for three 
refractivity parameters. Numerical experiments are performed to test various randomly 
distributed amounts of synthetic data from a 100 m altitude by 60 km range domain. To 
compare the impact of location of data on the inverse solutions, three domains were 
examined from which data was sourced, including the whole domain (0 m to 100 m altitude 
and 0 km to 60 km range), a lower domain (0 m to 60 m altitude and 0 km to 60 km range), 
and a long-range domain (0 m to 100 m altitude and 30 km to 60 km range). Comparisons 
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of inversion performance across experiments involved evaluation of several metrics: 
fitness scores, fitness-distance-correlations, the root-mean-square-errors of refractivity 
profiles, and percent errors of each individual refractivity parameter. The results of the data 
quantity experiments show that propagation loss measurement coverage of approximately 
1% of the prediction domain yields the most accurate refractivity estimates. It is concluded 
that this amount of data is needed to sufficiently eliminate non-unique solutions that were 
observed using smaller data quantities. The results of the regional study indicate that the 
long-range domain produced slightly more accurate results with less data compared to the 
other regions. From the results of these experiments and prior studies, four specific 
sampling patterns were developed that were hypothesized to generate accurate inversion 
results. It was shown that the pattern containing the most data cells with the widest spread 
over the domain generated inversion results with the highest parameter and refractivity 
accuracy; although, a second pattern that sourced data concentrated in a short range low 
altitude region performed similarly with significantly less data. The results from this study 
enable advancement of refractivity inversion techniques by providing insight into where 
and how many EM measurements are needed for successful refractivity inversions. 
Improvements in refractivity inversion techniques enable performance improvements of 
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Radar is a remote sensing system that transmits, from an antenna, electromagnetic (EM) 
waves in the radio frequency (RF) band to sense the range, altitude, direction and/or speed 
of an object. A major advantage of radar is its ability to detect objects over long-ranges. 
Because of this characteristic, radar is used in many applications from weather tracking 
and air traffic control to military surveillance of the air and sea. These radio frequencies 
are typically on the order of 104-109 Hz (kHz to GHz) and the EM waves travel at roughly 
the speed of light; thus, the time it takes for a signal to be transmitted and received is 
effectively zero and can therefore be considered instantaneous. When EM propagation does 
not occur in a vacuum, the medium and boundaries influence the EM wave propagation 
(Edlén, 1966; Bean and Dutton, 1968). 
This research focuses on the use of radar over the ocean in the marine atmospheric 
boundary layer (MABL). This region is the lower altitudes of the atmosphere (lowest ~10% 
of the planetary boundary layer) above the ocean characterized by turbulent air flow and 
continual heat and moisture exchange between the air and sea surface. Turbulent length 
scales range from the largest eddies dictated by the thickness of the planetary boundary 
layer (i.e., kilometer scales) to Kolmogorov microscales (i.e., 0.1 to 10-millimeter scales), 
the smallest scales in turbulent flow in which turbulent kinetic energy is dissipated into 
heat (Tennekes and Lumley, 1972). A radar system’s performance changes depending on 
the regional atmospheric conditions and these turbulent conditions because the EM waves 
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interact with the medium they are passing through. Some of these interactions include 
attenuation, scattering, absorption, and refraction of the signal in a manner dictated by 
physical laws and the properties of the atmosphere. Attenuation can be defined as a 
reduction in the power of a signal with distance from the transmitter. It is caused by energy 
transfer to molecules in the air thus the severity of the attenuation is greatly affected by the 
current meteorological conditions. A “clear air” situation will have lower magnitudes of 
attenuation of EM signals while heavy rain attenuates the majority of frequencies much 
faster. The refracted path of an EM wave through the atmosphere is determined by the 
variation in the refractive index, which is modified by changes in temperature, pressure, 
and/or water-vapor content (Bean and Dutton, 1968). 
Sea state conditions create different challenges with radar system performance. Ocean 
surface waves can scatter and reflect radar signals creating complex and unpredictable 
effects on the propagation (Craig and Levy, 1991). For example multipath is a phenomenon 
that occurs when radar signals take different paths between the transmitter, target, and 
receiver. Figure 1 illustrates how multipath effects can arise. Some of the rays take an 
indirect path and the interaction of this wave with the wave traveling on the direct path to 
the target creates modulation and fading effects in the received signal due to the two waves 
interfering constructively and destructively. Multipath over smooth surfaces is predictable 
through theoretical equations (Skolnik, 2001); however, multipath over more realistic 
rough sea surfaces is considerably less well understood. Without knowledge of these 
atmospheric and ocean surface conditions, precise predictions of radar system performance 
and associated errors are unfeasible. 
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Accurately measuring atmospheric conditions is expensive and impractical, particularly in 
an operational environment. To make the necessary measurements, the coordination of 
many individuals and instruments are needed such as deployment of rocket sondes, 
instrumented balloons, ships, and aircraft (Wang et al., 2017; Lozovatsky et al., 2017). 
Another option is to directly model the weather using numerical weather prediction models 
(Karimian et al., 2013; Kulessa et al., 2013); however, they are often too course in 
resolution to provide accurate enough weather predictions for predicting instantaneous 
radar system performance (Kariman et al., 2013). Another alternate approach is to use radar 
measurements, (e.g., backscattered energy or received signal power) and inversely 
determine the atmospheric conditions, i.e., the radar can be used to indirectly measure 
atmospheric conditions (Kariman et al., 2011). The use of real-time radar power loss data 
and inversion methods can be incorporated on ships to remotely sense the atmospheric 
conditions, which can subsequently be used to improve the accuracy and performance of 
the radar sensor. 
An inversion process uses measured data and a model to determine model inputs. In this 
case atmospheric condition parameters are the model inputs and the data is the received 
power. The inversion process generates data predictions using varying model inputs that 
are compared to the measured data. When the model creates data that matches the measured 
data accurately enough, then the model inputs that created that modeled data can be 
considered the current atmospheric conditions or the inverse solution. 
The accuracy of an inversion solution is dependent on the measured data used during the 
inversion process. This research focuses on examining the relationships between the 
amount and location of radar data and the accuracy of inversion solutions. This study 
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foremost targets the impact the quantity of data has on the inversion solution accuracy and 
secondly the location of that data. Simulated power loss data is used in place of measured 
radar power loss data so that the sampling strategies can be tested by subsampling the total 
simulation space. The Variable Terrain Radio Parabolic Equation (VTRPE) model (Ryan, 
1991) is used to simulate radar propagation in the complex MABL environment over 100 
m in altitude and 60 km in range. Genetic algorithms are used for the inversion process. 
The following section explains the environmental effects on radar wave propagation in 
greater detail and reviews findings from other relevant inversion studies. The Inversion 
Methods section discusses the implementation of the inversion process for this study 
followed by a section overviewing the numerical experiments. The results and discussion 
are contained in Section 6. Based on the results of the numerical experiments discussed in 
Section 6, several optimal sampling patterns were developed and tested; this part of the 












Figure 1: Diagram showing multipath phenomenon; the direct rays and indirect rays 











This section provides background information on the effect of the environment on radar 
propagation. In particular, it discusses how inversion methods have been used to extract 
information about the environment, including use of radar propagation measurements to 
deduce refractive environments. 
2.1. Environmental Effects on Radar 
This study’s focus is on electromagnetic wave propagation in the lowest altitudes of the 
troposphere, referred to as the surface layer. This region is turbulent and involves 
significant transport and exchange of heat, mass, and momentum between the air and sea. 
Impacting propagation of radar waves in this near surface layer are atmospheric properties 
that collectively determine the atmospheric refractive environment, which can be classified 
as a standard or non-standard atmosphere (Edlén, 1966; Owens, 1967; Bean and Dutton, 
1968; Kukushkin, 2004). A standard atmosphere is defined as having a radio refractive 
index decreasing exponentially with increasing altitude: thus, at low altitudes the refractive 
index decreases almost linearly with height (Hitney et al., 1985). These standard 
atmospheric conditions are based on long-term averages and are rarely observed on an 
instantaneous basis. Prediction of the impact of the marine environment on radar wave 
propagation is particularly complex because the refractive index is influenced not only by 
the atmospheric conditions but also those associated with the ocean surface. Atmospheric 
properties over the ocean greatly differ from those in terrestrial conditions (Garratt, 1994). 
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The most significant environmental effects on radar wave propagation in X-band, which is 
the frequency band of focus for this study, is multipath from the ocean surface and the 
distribution of the refractive index in the atmosphere. 
Multipath effects arise when EM waves traveling in a direct path come in contact with 
those waves reflected or scattered from the ocean surface creating interference (Craig and 
Levy, 1991). When radar waves are transmitted over a sea surface the resultant interference 
pattern is composed of multiple separated “lobes” (seen in Figure 2), as opposed to the 
single “lobe” that would be present if the antenna were in free space (e.g., vacuum). These 
interference patterns are the product of the summation of the directly transmitted waves 
and the waves reflecting from the smooth sea surface. 
The lobing effect from a smooth surface is a predictable phenomenon. Equation (1) 
describes this: 
where 𝜂 is echo power density received at the radar, relative to what would have been 
received in free space, ha is antenna height, ht is target height, λ is wave length of the EM 
wave, and R is slant range (Skolnik, 2001). The sum of the direct and reflected waves create 
hyperbolic maxima of radiation where the waves are in phase and hyperbolic minima where 
they are out of phase. These electromagnetic features are known as lines of maxima and 
lines of minima, respectively (National Imagery and Mapping Agency, 2001). Equation (1) 
explains that where the lines of maxima occur the received power can be as much as 16 dB 
 






greater than what would be measured without a surface. Where the lines of minima occur 
the received power can be reduced by as much as 100% (Skolnik, 2001). 
The increased power caused by multipath lobing is desirable in some instances despite the 
nulls that accompany them; however if these effects need to be reduced it is effective to tilt 
the antenna beam upward until the radiated energy illuminating the surface is reduced. 
(Skolnik, 2001). Multipath effects from the main-beam region of the antenna pattern can 
grow to be extreme when the elevation angle is less than around 0.8 beam width of the 
transmitter’s main beam (Skolnik, 2001). 
The other primary environmental effect on the propagation of X-band radar waves is 
atmospheric refraction (Hitney, 1985; 1992; Bean and Dutton, 1968). In free space radar 
waves travel in a straight line, however, the layers of the atmosphere, which have varying 
indices of refraction, cause the bending of EM waves as they propagate. At times this 
bending can extend the radar horizon past the Earth’s natural horizon, which can be 
advantageous, but if not properly understood will introduce errors into the positioning of 
targets. Free space has an index of refraction of 1 and all other media have values above 
one. The index of refraction (n) is directly related to the dielectric properties of the medium 
and is defined as the velocity of the wave propagation in free space divided by the velocity 
in the medium. Because indices of refraction of air vary from one by small numbers it is 
typical to define atmospheric refractivity (N) (N-units) as N = (n - 1) × 106 n is the index 
of refraction. N in the atmosphere depends primarily on air temperature and its water vapor 
content for small range of altitudes where the pressure is nearly constant. Relative humidity 
or partial vapor pressure measurements are used to quantify the moisture content in the air. 
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These atmospheric properties vary more with altitude than with range. Bean and Dutton 









where P is pressure (mb), T is temperature (K) and ep (mb) is partial vapor pressure. 
The refractive state of the atmosphere is generally classified into 4 categories, standard or 
normal refractive conditions and three anomalous or nonstandard conditions: sub-
refractive, super-refractive, and what is known as ducting or trapping conditions. The 
associated gradient in N-units per kilometer are contained in Table 1 (Skolnik, 2001). 
During sub-refractive conditions the radar rays rapidly diverge from Earth’s surface. This 
condition is a rare occurrence, but can cause the radar range to be reduced. Standard and 
normal conditions generally cause the radar rays to bend towards the Earth somewhat, 
though ultimately still diverge from Earth due to the curvature of the Earth’s surface. 
During super-refractive conditions radar rays bend towards the Earth slightly more than 
under normal conditions, but can still diverge overall due to the curvature of the Earth. 
When the vertical atmospheric refractivity gradient is -157 N-units/km the radar rays are 
capable of following the curvature of the earth and when the gradient is less than -157 N-
units/km, the rays bend towards the Earth, trapping the radar energy close to the surface. 
This trapping condition can significantly extend the effective range of the radar (Skolnik, 
2001; Kukushkin, 2004). Because trapping or ducting is relatively common and 
significantly changes the performance of the radar, it is the condition of most interest. In 
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order to identify ducting scenarios more easily, modified refractivity (M) is typically used 
instead of refractivity (N), which is defined as: 
 𝑀 = (𝑛 +
𝑧
𝑅𝑒
− 1) × 106 (3) 
where Re is the radius of the Earth, and z is height above mean sea level. M accounts for 
the curvature of the Earth such that a negative gradient of M with height indicates the 
presence of a duct. 
Figure 3 shows the three distinctive ducting phenomena that occur over the sea surface and 
in the coastal environment; surface-based ducts, elevated ducts, and evaporation ducts 
(Hitney et al., 1985). Surface-based and elevated ducts also commonly occur over land, but 
evaporation ducts over land are extremely rare and short-lived features (Turton et al., 
1988). The atmospheric conditions that lead to duct development are the presence of a 
strong hydrolapse (rapid change of moisture with altitude), and temperature inversions 
(increasing temperature with altitude). The meteorological processes that induce these 
conditions include: evaporation of the sea, anticyclonic subsidence, subsidence at frontal 
surfaces, nocturnal radiative cooling over land, and advection (Turton et al., 1988). 
Typically radar signals won’t become trapped in the duct or trapping layer unless the ray 
angle to the duct is less than one half degree; thus, only energy transmitted near parallel to 
the duct will become trapped (National Imagery and Mapping Agency, 2001). 
As shown in Figure 3, a surface-based duct has a minimum modified refractivity that is 
lower than the surface modified refractivity, which implies that the duct extends to the 
surface. In coastal regions, these ducts are formed when warm dry air is blown off land and 
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over a cooler body of water. The air at the surface is cooled creating a temperature inversion 
layer. Also, moisture from the sea evaporates creating a moisture gradient. Surface-based 
ducts tend to be no more than a few hundred meters high (Skolnik, 2001). 
Elevated ducts are similar to surface ducts with the major difference being that the 
minimum modified refractivity in the trapping layer is larger than the surface modified 
refractivity; thus the duct does not extend to the surface and is therefore considered an 
elevated duct. These ducts extend from the top of the trapping layer down to a height where 
M is equal to the value at the top of trapping layer (Hitney et al., 1985; see Figure 3). 
Evaporation ducts are the most common type of anomalous propagation over the ocean and 
other bodies of water and are the major focus in this study (Turton et al., 1988). This type 
of duct is a very common type of surface duct over the ocean. At the sea surface, the air is 
fully saturated with moisture causing a relative humidity near 100%. The amount of 
moisture in the air quickly drops off with height eventually reaching an altitude with an 
ambient value consistent with the general meteorological conditions. As the amount of 
water vapor in the air quickly decreases, so does the modified refractivity creating the 
trapping layer close to the sea surface (Skolnik, 2001; Saeger et al., 2015; Babin et al., 
1997). 
Because evaporation ducts are so common in the marine atmospheric boundary layer, many 
studies have been performed to characterize them and their impacts on radar propagation 
(Lentini and Hackett, 2015; Rotherham, 1974; Gunashekar et al., 2010; Jeske and Brocks, 
1966; Hitney and Hitney, 1990). The effects have been shown to be frequency and 
polarization dependent (Chang, 1971; Paulus, 1990; Lentini and Hackett, 2015). The most 
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obvious characteristic defining these ducts is their height. The upper limits, or heights, of 
these ducts are important due to the wave-guide phenomenon they produce (Kukushkin, 
2004). The impact of this duct height is directly associated with radar frequency. Within a 
duct, EM waves are trapped and essentially bounce along the Earth’s surface until the EM 
waves lose their energy. This trapping creates a void or ‘hole’ of little to no radar energy 
above the duct at longer ranges. The existence and strength of this ‘hole’ is related to the 
duct height relative to the transmitter altitude (Hitney and Richter, 1976; Craig and Levy, 
1991; Barrios, 2003). EM waves at low angles of incidence to the duct ceiling will become 
trapped in the duct’s waveguide, resulting in higher propagation loss in the altitudes above 
the duct height at long-range. The amounts of energy that do leak out of the duct are 
nonuniform over distance, the largest leaks occurring where the ray angle of the energy 
flux approaching the upper bound of the duct is steep (Ivanov et al., 2009). Another 
parameter that defines these ducts is the M deficit, which is the difference between the 
surface M and minimum M of the ducting layer (Sirkova and Mikhalev, 2003; Lentini and 
Hackett, 2015). This parameter is a measure of duct strength (Kukushkin, 2004; Zhang et 
al., 2011). 
A rough sea surface complicates the effect of ducts on propagation because the multipath 
generated from the rough surface is complex. Studies on the subject have focused on a few 
specific aspects involving: how the surface changes ducting phenomena, multipath effects 
on varying degrees of roughness, and how the ocean’s dielectric characteristics effect the 
EM wave propagation (Karasawa et al., 1990; Ruthroff, 1971; Benhmammouch et al., 
2009). Studies have concluded that a rough sea surface will weaken the trapping effect of 
the evaporation duct and low altitude surface ducts (Hitney et al., 1985; Sirkova, 2012). 
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An increase in surface roughness reduces the fade depth, or washes out the interference 
pattern associated with multipath, however, the magnitude of the effect is frequency 
dependent (Goldstein, 1951; Benhmammouch et al., 2009; Karasawa et al., 1990). Impacts 
from the sea surface also include the power loss through absorption and scattering, which 
are dependent on the dielectric constant of the ocean. The dielectric constant is frequency 
dependent (Johnson et al., 1998) therefore inducing the frequency dependence of multipath 
behavior (Skolnik, 1990). 
The three primary ways of determining atmospheric conditions include: (i) directly 
measuring it with rocket sondes, instrumented balloons, ships, and aircraft (Wang, 2015; 
Wang et al., 2017), (ii) using models to forecast the conditions (Zhao et al., 2016), and (iii) 
inversely determining the conditions using radar measurements (Karimian et al., 2011). 
Using method (i) to measure atmospheric conditions involves a multitude of tools and the 
intensive efforts of personnel to accomplish (Wang at al., 2017). Rocketsondes and 
radiosonde-carrying balloons are typically used for sampling of the atmospheric boundary 
layer, although they have limitations regarding mechanical issues and measuring surface 
conditions (Karimian et al., 2011; Rowland et al., 1996; Helvey, 1983; Mentes and 
Kaymaz, 2007). Along with these higher altitude vertical profiles bulk characterization of 
the surface layer must be obtained through the measurement of parameters such as 
pressure, air and sea surface temperature, humidity, and wind speed measured from a fixed 
position (e.g., atop an instrumented buoy or ocean platform) (Karimian et al., 2011). 
Thermodynamic bulk models use these in-situ measurements as inputs for estimation of 
the near‐surface vertical refractivity profile through Monin‐Obukhov similarity theory 
(Karimian et al., 2011; Jeske, 1973; Fairall et al., 1996; Frederickson et al., 2000). Method 
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(ii) involves an ensemble approach that can be carried out by generating a series of 
meteorological forecasts leading to the atmospheric state represented in the form of 
probabilistic forecasts as opposed to a single deterministic forecast (Zhao et al., 2016). 
Ensemble forecasts attempt to represent the uncertainties in model initial state and large-
scale forcing by accounting for the uncertainties in model forecast errors through multi-
model ensembles, perturbed dynamics or physics, or stochastic forcing (Zhao et al., 2016). 
Method (iii) requires sophisticated models and a complete understanding of EM wave 
propagation through various media (Craig and Levy, 1991). While knowledge of these 
topics came a long way in their first decade of study, questions still remain regarding how 
many parameters can be recovered without impacting the posedness of the problem 
(Lentini and Hackett, 2015). This study applied method (iii) computing inverse solutions 
using a three-parameter refractivity model, synthetic propagation loss data, a parabolic 
equation propagation simulation, and genetic algorithms. The goal of this research is to 
understand the relationship between the amount and location of data used within the 
propagation space for inversely arriving at the refractivity conditions and how they affect 
the accuracy of the inverse solutions. The next section goes into detail on past research that 
utilizes inversion methods with measured radar data to determine refractive environments. 
2.2. Prior Techniques and Applications of Inversion Methods 
Inversion methods are a valuable tool in this type of “through the sensor” approach to 
atmospheric refractivity prediction. Until a few years ago inversions involving radar 
mainly employed the use of sea clutter data to inversely determine various aspects of the 
refractive environment (Rogers et al., 2000; Gerstoft et al., 2003; 2004; Rogers et al., 2005; 
Yardim et al., 2009; Zhao and Huang, 2012; Karimian et al., 2013; Fountoulakis and Earls, 
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2016; Zhao et al., 2017). Rogers et al. (2000) were able to show that duct heights obtained 
using non-linear least squares techniques to inversely obtain duct height from radar sea 
echoes were consistent with estimates using bulk environmental measurements and Monin-
Obukhuov similarity theory; a semi-empirical method used in boundary layer meteorology 
that describes universal relationships for non-dimensionalized fluid properties such as 
specific humidity and potential temperature. This preliminary research demonstrated the 
feasibility of using inverse techniques to obtain information about atmospheric refractivity. 
Since this time, inversion methods have become an increasingly popular technique for 
determining atmospheric refractivity and have utilized various optimization techniques 
including genetic algorithms, Monte Carlo sampling, and particle swarm optimization 
(Karimian et al., 2011). 
Similar to the thesis topic at hand, an inversion study determining refractivity parameters 
from radar sea clutter using genetic algorithms was performed by Gerstoft et al. (2003). 
They employed a multi-parameter range-dependent refractivity parameterization and 
genetic algorithms to invert for the refractivity parameters from radar clutter data. They 
implemented a refractivity model with and without a priori constraints on duct strength, 
which could be derived from numerical weather prediction models and soundings. Range 
dependent refractivity profiles were obtained via helicopter for comparison to inversion 
results. A squared-error objective function was used to compare predicted sea clutter 
against the observed sea clutter. Because refractivity profiles at multiple ranges are difficult 
to obtain in an operational environment, one sounding (taken from the midpoint of the 
helicopter soundings) was used for evaluating the radar-inferred environmental parameters 
and was used as the benchmark to measure the accuracy of the range-dependent 
16 
 
propagation loss estimations. They found that within the duct itself, the accuracy of the 
radar-inferred propagation-loss approaches that of loss values calculated using a midpath 
sounding but, the ability of the radar-inferred signal loss to estimate the signal loss in the 
“shadow zone” above the duct was more limited without the addition of a priori 
knowledge. It was stated, the amount of energy that leaks out of the duct depends on the M 
deficit, but the total energy in the duct is nearly constant as long as the M deficit is large 
enough to trap the energy. When the model was constrained with trapping layer base height 
variations of ±50 m over the range of 0 to 100 km, the mean and standard deviation of the 
biases in the prediction of one-way propagation loss across the clutter returns were small 
(both less than 4 dB) (Gerstoft et al., 2003). 
Yardim et al. (2006) approached the estimation and uncertainty analysis of radio 
refractivity profiles from radar clutter through the use of a Markov chain Monte Carlo 
(MCMC) sampling approach. Along with the use of a Bayesian framework, the MCMC 
sampling technique was selected because it provides unbiased sampling of the posterior 
probability density, where global optimizers like genetic algorithms typically oversample 
and introduce bias. An electromagnetic split-step fast Fourier transform parabolic equation 
propagation model was used within a Bayesian inversion framework. They analyzed two 
different MCMC samplers (Metropolis and Gibbs) and compared results with exhaustive 
search results, genetic algorithm results and helicopter refractivity profile measurements. 
The technique implemented showed limitations in regards to near-real-time usage, 
however, the probability densities obtained with this method delivered truer distributions 
than global optimizers. From this study they showed their method, although time 
consuming, had the ability to assess the quality of the inversion and obtain high posterior 
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probability density plots for parameters of interest (e.g., one-way propagation loss and 
propagation factor for differing heights and ranges). 
Wang et al. (2009) attempted to retrieve evaporation duct heights from radar sea clutter 
using another optimization approach, particle swarm optimization (PSO) algorithm. The 
PSO technique is described as a popular stochastic optimization algorithm characterized 
by easy computing, fast convergence, and it effectively solves many complicated non-
linear and non-differential problems. This paper introduces PSO as a new method for 
inferring refractivity from sea clutter. A forward simulation of received radar sea clutter 
power was performed using a split-step fast Fourier transform parabolic equation. The 
results showed that, when inverting for an evaporation duct, PSO had the highest accuracy 
of atmospheric duct retrieval as compared to genetic algorithm and ant colony algorithm 
based on the probability distribution maps of retrieved results. Although this study did not 
compare run time or stability of each algorithm, it was able to show supportive results for 
the further improvement of refractivity inversions through the PSO technique. 
Determining the proper reflection coefficients for the prediction of backscatter is 
challenging because backscatter from the sea surface is not completely understood (Ward 
et al., 1990). Consequently, using sea clutter to perform refractivity inversions has its 
drawbacks and efforts to utilize backscatter models likely introduce error into the inversion 
process for those approaches. Gerstoft et al. (2000) was one of the first to perform a forward 
modeled point-to-point (i.e., receivers that are not co-located with the transmitter) study 
looking into the three-dimensional time-varying aspect of refractivity structures. More 
recently, inverse methods have focused on these point-to-point inversions (Wagner et al., 
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2016; Wang et al., 2016; Pozderac et al., 2015; Penton and Hackett, 2018; Matsko and 
Hackett, 2018). 
Through a matched-field approach, Gerstoft et al. (2000) attempted to invert for surface-
based duct parameters. Synthetic signal strength measurements from a transmitter to a 
receiving array were generated for a variety of refractive conditions. The performance of 
the matched-field approach was assessed as a function of (i) aperture (dimension) of array; 
(ii) refractivity profile models; and (iii) a number of objective functions. The synthetic data 
for this study were based on a transmitter range of 132.6 km (to base receiver) with a 
transmitter height of 18.4 m. Each receiving array consisted of 50 omnidirectional antenna 
elements with an aperture of either 50, 100, or 200 m. The two refractive cases investigated 
were a surface-based and elevated duct. They showed success in the matched-field 
processing technique inverting for surface-based ducts. Notably, they were unable to invert 
for elevated ducts due to the limitation of their array apertures not extending into the 
ducting layer. The 200 m array was the only aperture that extended to the base of the 
ducting layer providing an accurate result for one case. This result demonstrates the 
importance of location of measured radar data to the inversion process. 
Wagner et al. (2016) proposed an inversion scheme for estimation of atmospheric 
refractivity given measured propagation loss data at constant height (e.g., middle of the 
trapping layer ~175 m). The paper focused on examining the influence of turbulence on 
refractivity estimation. Two models of turbulence were used to simulate refractivity 
fluctuations, a homogeneous model and a more realistic inhomogeneous model over a 
smooth sea surface. Monte Carlo methods were used to estimate the mean and covariance 
of propagation loss, which were then fed into a Gaussian likelihood function to assess how 
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well the refractivity probability was estimated. Their results suggested that turbulence can 
significantly alter propagation loss of EM waves traveling through atmospheric ducts by 
causing elevated ducts to trap energy below the inversion layer. The results showed 
accurate estimates of the parameters of an elevated ducted in inhomogeneous turbulence 
over a smooth sea surface. Notably, implementing this process would require the ability to 
accurately model the turbulence present in the environment. 
All of these inversions utilize an optimization process of one type or another. Of all the 
studies discussed, genetic algorithms were often used, and partly for this reason, are used 
in this study. The previous studies mentioned that used genetic algorithms include: (i) 
Gerstoft et al. (2000) using it to vary the relative weighting of each orthogonal function 
tuning the modeled refractivity profile through the optimization, (ii) Gerstoft et al. (2003) 
used it with a five-parameter refractivity model, their radar sea clutter data, and helicopter 
soundings, and (iii) Wagner et al. (2016) included it to search over their five-parameter 
space to find the maximum a priori refractivity profile in their study of the effects of 
turbulence on the inversion solution accuracy. 
Functions that are particularly misleading to genetic algorithms are known as deceptive 
problems. Research into understanding deception and what it is about a problem or function 
that genetic algorithms have issues addressing have been studied (Mitchell et al., 1992; 
Goldberg; 1992; 1987; 1989a; 1989b; Liepins and Vose, 1990; 1991; Das and Whitley, 
1991). It has been suggested that the relationship between fitness and the distance to the 
optimum is important for a genetic algorithm search. Known as fitness distance correlation 
(FDC), examining the relationship between fitness and distance to the goal has been shown 
to provide a reliable indication of problem difficulty for a genetic algorithm (Jones and 
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Forrest, 1995). The significance and reliability of this metric is explored further in this 
study. 
The research topics reviewed thus far that have incorporated genetic algorithm into their 
studies have proven the effectiveness of this optimization method. This study utilizes 
genetic algorithms to aid in inversely solving for three evaporation duct parameters using 
a bi-static radar configuration. To explore the connections between the data driving the 
inversion process and the accuracy of the inversion results, an extensive set of experiments 
were conducted investigating data sourced from three different regions with six different 
amounts of data. The results of these inversions using these differing data selections are 
compared to known solutions to quantitatively evaluate their accuracy. The next section 






























Figure 2: The multipath effect can be seen here as the creation of “lobes” of lower 
propagation loss (PL) separated by zones of higher propagation loss due to interaction 












Figure 3: N and M vertical profiles for (a) surface-based duct, (b) elevated duct, and (c) 







3.0. Research Objective 
The objective of the current study is to examine the relationships between the amount and 
location of data, and the accuracy of inversion solutions. In in-situ environments, there are 
practical limitations to the amount and locations at which data can be collected, and such 
constraints influence the difficulty, speed, and accuracy of an inversion approach to 
determining atmospheric refractivity. Prior inversion studies that have sought to determine 
atmospheric refractivity often utilize data of opportunity and obtain differing levels of 
accuracy and fidelity of the inferred refractivity profile (see Section 2.2). This study aids 
in improving inversion approaches by providing insight into optimal sampling strategies 
for collection of radar data to achieve given levels of accuracy for determining refractivity 
using inversion methods. This insight can enable better planning and ultimately more 
accurate inversion solutions in future related experiments and applications. Furthermore, 
remote sensing approaches to estimating refractivity or related meteorological parameters 







4.0. Inversion Methods 
The inversion process consists of three main components aside from the radar data itself: 
(i) a parametric refractivity model, (ii) the radar propagation simulation, and (iii) the 
optimization method. The following discusses each of these components in detail. 
In order for the inversion method to be solvable (i.e., a single unique solution), 
minimization of the number of parameters to be recovered is important. Thus, a relatively 
simple parametric refractivity model must be used. The refractivity model used in this 
study (hereafter referred to as the “Stacked” model), is a variation on a refractivity model 
developed by Gerstoft et al. (2003) to inversely estimate low-altitude atmospheric 
refractivity from radar sea clutter measurements. This study modifies their model from a 
four-layer atmospheric refractivity model to a two-layer model because this study focuses 
on the evaporation and mixed layers, rendering the upper two layers unnecessary. Other 
variations of their model are based on the results of Saeger et al. (2015), which compared 
the accuracy of three simplified refractivity models for evaporation duct conditions and 
found that a two-layer model containing at least three parameters: duct height, curvature, 
and mixed layer slope, allows for an accurate fit to both atmospheric measurements and 
includes important characteristics of the M-profile for propagation prediction. One of the 
unique features of this refractivity model is the ability to change the duct strength 
irrespective of the duct height through adjustment of the c0 parameter. This parameter 
enables the M-deficit to be adjusted without changing the duct height.
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This piecewise Stacked model represents the refractivity profiles of evaporation ducts and 
calculates the refractivity profile, M(z), in two layers, an evaporation layer (z<zL) and mixed 
layer (z≥zL): 
where M0=333 M-units is the surface refractivity, zd is duct height, M1 is a continuity term 
that ensures the function is continuous at z=zL=2zd, z0 is the aerodynamic roughness factor 
(0.00015), which is a fixed value here, although it varies with sea state, c0 is the potential 
refractivity gradient of “curvature” parameter, and m1 is the mixed layer slope (Saeger, et 
al., 2015; Fairall et al., 1996). Because sharp transitions that create unrealistic effects on 
propagation can occur between layers (Lentini and Hackett, 2015), depending on the 
parameter combination, a 5-point smoothing (running average) filter is incorporated into 
our model starting before the transition from the evaporation layer through the mixed layer 
(zd + 2 m < z < 100 m) to mitigate this issue (Penton and Hackett, 2018). 
The three parameters that compromise the Stacked model (m1, c0, zd) are the parameters 
that the inversion is determining. These three parameters can be used in Equation (4) to 
estimate the refractivity profile. Figure 4 shows an example of how each parameter affects 
the profile when varied individually. 
The propagation model used in the inversion process is the Variable Terrain Radio 
Parabolic Equation simulation (Ryan, 1991). In addition to use in the inverse approach, 
this simulation is also used to generate synthetic simulated data for which the optimization 
 𝑀(𝑧) = 𝑀0 + {
  𝑀1 + 𝑐0 (𝑧 − 𝑧𝑑 ln (
𝑧 + 𝑧0
𝑧0
)) , 𝑧 < 𝑧𝐿




is performed. Propagation loss (PL) data in range and altitude are generated based on 
simulated propagation through an atmosphere with a range-independent vertical 
refractivity profile generated from the Stacked model (i.e., based off c0, zd, and m1). One 
of the advantages of using simulated data is that an exact solution is known and therefore 
allows quantitative evaluation of the inversion results. 
The VTRPE model is a range-dependent, tropospheric microwave propagation model 
based on the split-step Fourier parabolic wave equation algorithm (Sirkova and Mikhalev, 
2003). VTRPE predicts microwave propagation over land and water. Its full-wave 
propagation model solves the electromagnetic wave equations, which are derived from 
Maxwell's equations and then reduced to scalar Helmholtz form via an earth-flattening 
coordinate transformation (Ryan, 1991). The model can account for the effects of non-
uniform atmospheric refractivity as well as variable terrain (including sea surfaces) and 
surface dielectric properties on microwave propagation. The Stacked model is used to 
generate vertical refractivity profiles, which are input to VTRPE with assumed horizontal 
homogeneity.  
Along with the refractivity profile, there are several other required parameters for 
simulating the propagation that are not varied in this study: (i) domain size, (ii) 
characteristics of the antenna, and (iii) characteristics of the ocean surface. First, the 
antenna characteristics are described. The antenna pattern used in this study is based on a 
Kaiser function, which allows for modeling of sidelobes and their intensity level relative 
to the main lobe peak power. This antenna pattern was selected based on matching a 
specific standard gain horn antenna (model No. 90-441-6 by Advanced Technological 
Materials). There is one sidelobe modeled on each side of the main beam and those 
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sidelobes are modeled at 16 dB lower than the main beam in the E-plane as described by 
the specifications for this operational antenna system. The beam width for this antenna is 
15⁰ and the beam elevation (i.e., pointing direction) is horizontal. The transmitter height is 
modeled at 15.6 m above mean sea level and radiates at 9 GHz with horizontal polarization. 
The simulation domain is set up for 100 m in altitude and 60 km in range with an output 
grid resolution of 1 m and 50 m, respectively. This yields a total usable grid space of 100 
x 1200 points or a total of 120,000 propagation loss data points. These antenna 
characteristics are summarized in Table 2. 
Lastly, sea surface realizations are based on an empirical modified Donelan-Pierson-
Banner-type spectral model for a wind-generated sea, which is defined by parameters such 
as surface wind speed, wind direction, wave age, and surface realization resolution. 
Variable boundary conditions for water surfaces, such as salinity and temperature-
dependent dielectric constant are included and specified as 35 ppt and 10 ⁰C in this study. 
The mean wind speed at 10 m (U10) and the inverse wave age (Ω) are used to simulate the 
wind-generated sea surface defined by the wave directional spectrum (Donelan and 
Pierson, 1987): 


















Equation (7) is the directional spreading function and Equation (8) the k-dependent angular 
spreading factor, where k is wavenumber, and azimuthal look direction is ф. In Equation 
(5) the equilibrium range parameter is α = 0.006Ω0.55, peak wavenumber kp = g(Ω/U10)2, 
and ф𝑊 is the wind direction. Gamma is defined as γ = 1.7 for 0.83<Ω<1 and γ = 1.7+6log 
Ω for 1<Ω<5. The peak width parameter is defined as σ = 0.008(1+4/ Ω3) for 0.83< Ω <5 
(Donelan et al., 1985). Appended to this wind-generated sea is a high wavenumber 
capillary wave equilibrium spectrum (Banner, 1990). The parameters associated with the 
modeled sea surface in this study are summarized in Table 2. Ultimately this wind-wave 
model is dependent on U10, Ω, and ф𝑊. 
When predicting performance for radar systems, the propagation factor (F) is a crucial part 
of the two-way radar transmission equation (Equation 9) (Ryan, 1991): 
where P is power, G is antenna peak power gain, 𝜎𝑐 is the target radar cross section, R is 
radar-to-target slant range, and k0 is the wavenumber in a vacuum. The subscript “t” and 
“r” denote transmitter and receiver, respectively. Assuming the atmosphere is identical on 
transmit and receive of the EM waves, F reflects all the environmental effects on the 
 𝐷(𝑘, ф) = 𝑠𝑒𝑐ℎ2(ℎ(ф − ф𝑊)) (7) 
 
                 
ℎ = {
    1.24                                0 < 𝑘/𝑘𝑝 < 0.31
    2.61(𝑘/𝑘𝑝)
0.65
      0.31 < 𝑘/𝑘𝑝 < 0.90
1.24(𝑘𝑝/𝑘)
0.65
















propagation and is raised to the fourth power, which makes it the dominant term in 
Equation (9). In this study, we utilize power loss (SPL), measured in decibels, 
 
where F is computed as:  
where E is the electric field in the environment and E0 is the electric field in free-space 
propagation conditions. The model for the environment and the Earth’s surface is a 
waveguide with impedance or Fresnel-type electromagnetic boundary conditions. This 
setup allows the radio waves to be classified as transvers electric (TE) or transverse 
magnetic (TM). TE waves are characterized with horizontal polarization (HH) and TM 
waves are vertically polarized (VV). Each simulation run results in a two-dimensional 
distribution of SPL over the 100 m x 60 km domain at a resolution of 1 m x 50 m, 
respectively. All or a subset of these distributions can be used in the inversion process as 
synthetic data. 
In summary, the VTRPE simulation is setup with the sea surface and transmitter properties 
summarized in Table 2 for all refractivity profiles over a 100 m x 60 km domain. Each 
iteration of the genetic algorithm uses a different refraction profile to generate SPL via 
VTRPE, which is compared to the SPL synthetic data, which was also generated by VTRPE 
with a known or pre-determined refraction profile based on a certain combination of zd, c0, 
and m1. The inversion results that yield an optimal set of Stacked parameters (zd, c0, and 
 𝑆𝑃𝐿 = 20 log(2𝑘0𝑅) − 20𝑙𝑜𝑔|𝐹| (10) 






m1) can then be quantitatively evaluated by comparing them to the pre-determined set of 
Stacked parameters used to generate the synthetic data. 
Genetic algorithms (GA) are applied for parameter optimization of the Stacked model 
based on synthetic radar propagation measurements and the VTRPE simulation. GA are a 
widely used robust optimization method (e.g., Gerstoft et al., 2003; Sadjadi, 2004; Laseetha 
and Sukanesh, 2011; Penton and Hackett, 2018). By mimicking evolutionary principles 
like genetic mutation and reproduction, the GA iteratively optimizes through scoring and 
ranking of the parameters based on a fitness function, which determines their suitability for 
reproduction and “survival” to the next generation. The process starts with an initial 
population, where a population consists of a set of individuals. Each individual is composed 
of a set of chromosomes and they can be passed down to subsequent populations like in 
nature. In this case, the chromosomes are the Stacked model parameters (i.e., c0, zd, and 
m1) and a particular combination of these parameters (or the refractivity profile) constitutes 
an individual. Also as in nature, the offspring of pairs of individuals (called crossover) can 
have mutations that can either help or hurt their fitness level. This process repeats itself 
generation after generation until one of these five stopping criteria are met: (i) the 
maximum number of generations is exceeded, (ii) the optimization is terminated by the 
user, (iii) the optimization stalls (i.e., improvement over a set number of generations is 
deemed insufficient), (iv) a time limit is exceeded, or (v) a prescribed fitness level is 
achieved. The ideal outcome is a termination by the (v) criterion because this criterion is 
triggered when a suitable individual is identified (i.e., an optimal solution has been found). 
The stall generation limit (iii) is in place to stop the continuation of the GA when the 
population becomes too homogenous to evolve any further. 
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The inversion uses radar propagation loss measurements to compare propagation 
predictions from the GA and compute associated fitness scores. Over rough sea surfaces, 
propagation averaging methods are used to reduce the effects of multipath on the inversion, 
which improves accuracy of solutions (Penton and Hackett, 2018). The synthetic data 
pattern is created by averaging 5 separate patterns, each generated with unique phasing of 
the same statistical sea surface. 
The Stacked model will take the first individual’s 3 parameters and compute the refraction 
profile for that individual using Equation (4). This refraction profile is used to generate 
propagation predictions over 5 unique phasings of the same statistical sea surface, which 
are subsequently averaged. This averaged individual’s pattern is compared against the 
average synthetic data pattern and given a score (described later in this section). This 
procedure is repeated for each of the 25 individuals in each generation until one of the five 
criteria are met for termination. 
In this study the initial population consists of 25 individuals whose three chromosomes are 
the c0, zd, and m1 parameters required to create a refraction profile. In this initial population 
15 of the 25 individuals are specified, whose profiles are shown in Figure 5, the remaining 
ten individuals are randomly selected. This specified population is to ensure that the 
population starts with a wide range of individuals and also to ensure specific common 
combinations are included like the parameter values used in Paulus (1990). 
The GA will identify the best two individuals in each population whose three parameters 
when used to generate a refraction profile that is subsequently used to predict propagation 
most closely matches the synthetic propagation data. These two so-called elite individuals 
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move into the next generation unchanged, and the remaining individuals are ranked and 
used for mutation and crossover. This evolutionary process optimizes the parameters until 
converging on the three refractivity parameters that when used to generate a refraction 
profile for propagation prediction most closely matches the synthetic propagation data. The 
specifics of the GA setup are shown in Table 3.  
The GA uses a fitness function to score how well each individual performs. In this study 
the fitness function compares the propagation pattern produced from radar wave 
propagation through an atmosphere with a specific refractivity profile that is based on a 
specific combination of parameters for the Stacked model (i.e., a GA individual (i)) to the 
synthetically generated propagation pattern that was produced using a predetermined set 
of parameters for the Stacked model. The fitness function employs a mean-square-error 
(MSE) fitness score (EFit): 
where no hat over S indicates the synthetic data, a hat indicates the model prediction for 
that individual, and 𝑙 is the number of observations. The MSE of the whole region is 
computed over 0 km<r<60 km and 0 m<z<100 m, were r is range. As an example, the EFit 
result from 105 data cells of the whole domain trial 5 experiment ( Figure 7) was 2.51 dB2. 
The proposed optimization process, summarized in Figure 6, is repeated for a maximum of 
60 generations assuming that the fitness limit or other stopping criterion is not met. If the 
algorithm stops due to criteria (i), (iii) or (v), the individual with the lowest fitness score is 










identified as the optimal solution. This individual is the closest the inversion method was 
able to get to the three parameters from which the synthetic propagation data was based off 
of for a maximum of 60 generations. An example of an inversion solution is displayed in 
Figure 7 showing the refractivity profile used to compute the synthetic data (red) with the 
solution the inversion produced (blue), along with their associated propagation patterns 

















Table 2: Transmitter and sea surface settings used in the VTRPE simulation. 
      
Name Value Units 
Transmitter   
Polarization HH  
Frequency 9000 MHz 
Transmitter Height 15.6 m 
Beam Elevation 0 degrees 
Beam Width 15 degrees 
Sidelobe Level -16 dB 
Sea Surface    
Surface Range 
Resolution 0.2 m 
Salinity 35 ppt 
Water Temperature 10 ⁰C 
10 m Wind Speed 7 m/s 










Table 3: GA setup for inversions. 
Setting Value Description 
Crossover Fraction 0.2 
The fraction of the population in the next 
generation (excluding elite children) that is 
created by the crossover function 
Crossover Function Scatter 
Each gene has an equal chance of coming 
from either parent, sometimes called uniform 
or random crossover.  
Elite Count 2 
Number of individuals in the current 
generation that are guaranteed to survive to 
the next generation 
Fitness Limit .    0.2 dB2 
The fitness score that if attained, stops the 
algorithm 
Fitness Function MSE Mean-square-error (Equation 12) 
Fitness scaling factor Rank 
Rank based fitness scaling (single objective 
only) calculating the expectation using the 
scores and number of parents  
Generations 60 
Maximum number of generations the GA 
will execute 
Mutation Function Adaptive 
Creates the mutated children using adaptive 
mutation. Mutated genes satisfy linear 
constraints. 
Population Size 25 Number of individuals in a population 
Selection function Roulette Choose parents using roulette wheel 
Stall Generation Limit 25 
 If the fitness score has not improved, 
according to the Stall Generation Tolerance 
over, a specified number of generations then 




This is applied in the generation after the 
Stall Generation Limit. If the change in 
fitness over the previous generations is 
greater than or equal to the tolerance, then 







Figure 4: Examples of how each parameter affects the refractivity profile when varied 
individually. Panel (a) shows changes in m1 (M-units/m), (b) shows changes in zd (m), 

























Figure 6: Flow chart of the optimization process using GA. This process is completed 
for each individual in the population. The GA (orange box) uses the fitness scores for all 
the individuals in a population to create a new population in the next generation, which 
initiates the process shown in Figure 6 again for that generation. This process repeats 





Figure 7: (a) The refraction profiles computed by the Stacked model using the synthetic 
data parameters (black) and the inversion solution parameters (blue); (b) Synthetic power 
loss data averaged from 5 unique phasings of the same statistical sea surface from the 
VTRPE model; (c) the inversion solution propagation loss pattern; (d) the difference 
between the propagation patterns shown in (b) and (c). The colors in (b-c) represent 






5.0. Numerical Experiments 
The impact of the data selected for the inversion process discussed in Section 4.0 on the 
accuracy of the inversion solutions is examined through several numerical experiments. 
The amount of synthetic data used in the inversion is logarithmically reduced in three 
domains referred to as regional studies. These regions are selected based on results from 
the sensitivity study by Lentini and Hackett (2015), where sensitivities of propagation loss 
to the duct height, duct curvature, and mixed layer slope refractivity parameters were 
studied. In each domain, a collection of random discrete measurements of 6 different data 
quantities were examined and will be referred to as the data quantity experiments. Each 
discrete measurement in this study refers to average PL over a 50 m x 1 m area in range 
and altitude respectively, referred to as "data cells" or simply "cells." The domains 
examined include the whole domain (0 m < z < 100 m and 0 km < r < 60 km), a lower 
domain (0 m < z < 60 m and 0 km < r < 60 km), and a long-range domain (0 m < z < 100 
m and 30 km < r < 60 km). 
For each experiment of each regional study, ten trials were carried out with different 
refractivity parameters, and consequently different refractivity profiles, to enable 
evaluation of stability and repeatability of the solutions. The ten refractivity profiles used 
to generate the synthetic data for use in the inversion process are shown in Figure 8 and 
the parameter values are given in Table 4. The goal of the inversion is to recover these trial 
parameters using the synthetic data in the inversion process outlined in Section 4.0. Thus, 
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these parameters in Table 4 are the ones the inversion solution accuracy is evaluated 
against. This matrix of numerical experiments is summarized in Table 5. 
The trials are intended to encompass a range of realistic atmospheric conditions for testing 
the inversion process. The trial refractivity parameters used in this study (c0, zd, m1, Table 
4) were selected based on the Saeger et al. (2015) study evaluating simplified evaporation 
duct models for inversion problems, as well as, from evaluation of atmospheric data from 
the Tropical Air-Sea Propagation Study (TAPS) (Kulessa et al., 2017). The results of the 
TAPS study and others show typical duct heights of 2 m - 30 m (Wang et al., 2009; Kulessa 
et al., 2017, Ivanov et al., 2009) with long term averages of 8 m in the northern latitudes 
and 30 m in the tropics (Hiteny et al., 1985). The range of duct heights and M deficits 
generated by the trial parameters is consistent with the ranges observed in these studies. 
The first regional study, consisting of 6 experiments each with ten trials, randomly utilized 
data through the whole domain (WD): 105, 104, 103, 102, 101, and 100 data cells were tested 
(i.e., 104 = 12,000 cells, 103 = 1,200 cells, 102 = 120 cells, 101 =12 cells, and 100 = 1 cell). 
The 105 experiment utilizes all the cells in the synthetic propagation pattern. All trials in 
one experiment implement the exact same locations of random data to ensure equivalency 
of process across the 10 trials. 
The second regional study utilized data confined to the lower region of the domain (LD). 
Similar to the whole domain experiments, six quantities of randomized synthetic data were 
tested. The space available in this region contains roughly 60% of the data found in the 
whole domain amounting to 70,800 discrete measurements. This quantity of data will be 
referred to in this region’s results as 105 data cells, while data quantities in other 
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experiments will be the same as that used in the WD experiment. Again all trials in one 
experiment implement the exact same locations of random data across the 10 trials. 
The third regional study uses data confined to the long-range portion of the domain (LRD). 
The space available in this region contains roughly 50% of the data found in the whole 
domain amounting to 60,100 discrete measurements, which is referred to as the 105 
experimental results for this region. Also, as in the lower domain experiments, aside from 
the 105 experiment the amount of data contained in the other experiments (104-100 cells) 
will be the same as the whole domain regional study. All trials in one experiment 
implement the exact same locations of random data ensuring equivalency of process across 











































Figure 8: Refractivity profiles of the ten trial cases performed for each experiment in 
each regional study. The profiles are generated using the parameter values in Table 4 








6.0. Analysis Methods and Results 
This section discusses the analysis methods and subsequent results for the regional study. 
The first subsection discusses the difficulty the GA experienced, which is quantified by the 
fitness distance correlation metric. The next subsection discusses the accuracy metrics.  
6.1. GA Difficulty 
The fitness distance correlation is the correlation between the fitness score of each GA 
individual with the corresponding distance that individual is away from the optimum or 
known refractivity profile for each trial. The FDC has been shown to provide a reliable 
indication of problem difficulty for genetic algorithms (Jones and Forrest, 1995). The FDC 
is calculated as: 
where d is the normalized distance between a GA population member and the optimum, 




2⁄ , pi and ti are the 
normalized refractivity inverse solutions and trial parameter (i.e., see Table 4), 
respectively, where subscripts indicate the three parameters. q is the number of individuals 
in the GA trial, the overbar indicates the mean of Efit and d, and 𝜎𝐸𝐹𝑖𝑡 and 𝜎𝑑 indicate the 
respective standard deviations. The trial parameter normalization is performed by dividing
 𝐶 =




  (13) 
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 pi or ti by its corresponding maximum permissible value (0.45 M-units/m, 51 m, 0.27 M-
units/m). The inversion process is minimizing the fitness score, which should generate 
smaller distances, d; thus, a strong direct relationship is ideal (C=1). Jones and Forest 
(1995) suggested the following, keeping in mind that their study examined several 
maximization problems and therefore C = -1 was ideal; they declared the difficulty of the 
problem can be categorized roughly into 3 groups: (1) misleading (C ≥ 0.15), where fitness 
tends to increase with distance, (2) difficult (-0.15 < C < 0.15), where there is little 
correlation between fitness score and distance, and (3) straightforward (C ≤ -0.15), where 
fitness tends to increase as the global optimum is approached. For example a single trial C 
result from 105 data cells of the whole domain trial 5 experiment (Figure 7) was 0.79. 
Figure 9 provides the median C over the trials for the three regions of the three regions in 
dark blue with the maximum correlation coefficient for each experiment in light blue. The 
error bars denote the median absolute deviations across the trials. 
The data quantity 100 (single measurement) showed positive median FDC in the WD and 
LRD regions and slightly negative in the LD. The LRD had the strongest median 
correlation at 0.23 followed by the WD with 0.12, and the LD with -0.02. These FDCs 
would fall into the misleading (LD) and difficult (WD) categories according to Jones and 
Forest (1995), and only the LRD would be considered on the border between difficult and 
straightforward when considering the median absolute deviation. It is worth noting that the 
trials in the 100 experiment did not exceed eight generations before reaching the fitness 
limit (GA termination criteria, see Section 3.3) with a typical generation length of two for 
every region. Because the GA converged so quickly with the low FDC, these results 
suggest a large number of non-unique solutions. All three regions show a large median 
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absolute deviation (MAD) indicating high variability in FDCs between trials. It is likely 
that the coupled variability of the propagation loss for various combinations of 
instantaneous sea surfaces and refractivity profiles frequently generates propagation loss 
that is similar on average over a 50 m x 1 m region (one discrete point in this study) (Lentini 
and Hackett, 2015; Penton and Hackett, 2018). 
The data quantity 101 showed positive median FDC in all three regions with the highest 
FDC of 0.47 located in the LRD followed by the LD with 0.36 and WD with 0.25, where 
the WD was the only domain to be considered difficult or misleading when considering the 
MAD across the trials. Of the three regions, the LRD showed the least variability with an 
MAD of 0.06, followed by the LD with 0.08, and the WD with 0.29. The WD region 
showed significantly higher variability than the other domains and also had the highest 
maximum FDC for this data quantity at 0.72, (Figure 9). This experiment used 12 discrete 
measurements spread randomly throughout each domain for the inversion, which 
significantly extended the duration of the inversion relative to the 100 experiments. These 
experiments completed a more typical range of 40-60 generations with few to none 
completing due to convergence on the fitness limit, similar to the remaining experimental 
results. With the fitness scoring now including multiple measurements, the inversion has 
more difficulty matching the PL pattern of the synthetic data. The fitness limit was 
purposely chosen to be stringent to force the GA to execute numerous generations. The 
increased variability of the WD results relative to the other domains may be indicative of 
the effects of multipath. The long-range region contains less locations of significant 
multipath variability due to the increased distance between lobes in the far range (Skolnik, 
2001; Penton and Hackett, 2018).  
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The data quantity 102 showed similar results for all domains (WD, LD, and LRD) with 
positive median FDCs of 0.47 in the WD followed closely by the LRD with 0.44 and the 
LD with 0.32. The three regions also had similar variability with MADs of 0.17, 0.18, and 
0.13 in the WD, LD, and LRD respectively. Likewise, each region’s maximum FDC over 
their corresponding median FDC was similarly proportional. This experiment used 120 
discrete measurements spread randomly throughout each domain for the inversion. All of 
these domains now fall into the straightforward classification set forth in Jones and Forrest 
(1995) although the LD is borderline difficult when considering the MAD. The similar 
performance between the domains may indicate that adequate coverage of all three 
domains has been reached to significantly reduce the number non-unique solutions. 
The data quantity 103 showed positive median FDC in all three regions with FDCs of 0.57, 
0.54 and 0.49 for the WD, LD, and LRD respectively. Each experiment also had low 
variability with 0.066, 0.10, and 0.059 MADs in the WD, LD, and LRD respectively. Thus, 
considering the MAD for all domains, the problem is classified as straightforward for the 
GA. The maximum FDCs were also similar for all three domains. Notably, this experiment 
exhibited the largest median FDC relative to all other experiments for all domains with the 
WD having the highest FDC between the domains. This result might suggest that this data 
sample size of 1,200 50 m x 1 m cells of measured propagation loss is optimal. This amount 
of PL data is more than likely approaching the limit of data collection for a single vessel to 
record within a period of time, in which the meteorological patterns would not change 
significantly (e.g., diurnal cycles). This data converge quantity is approximately 1% of the 
domain attempting to be modeled. 
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The data quantity 104 showed positive median FDC in all three domains with similar but 
slightly lower median FDCs and similar MADs relative to the previous experiment. The 
largest overall FDC (0.81) occurred for a trial in this data sample size (12,000) in the LD. 
There is little change in results between 103 and 104 data sample sizes, where presumably 
some apparent plateau in FDC has been reached. The 105 data quantity performed similarly 
as the 103 and 104 experiments when considering the MADs. For the WD and LRD regions, 
this experiment showed the highest maximum FDC. This experiment used all of the 
available data cells throughout each domain and represents the presumably best expected 
FDC; although, as the results show, it is not significantly better than the 103 or 104 
experimental results. In fact, it might be argued that this is too much data due to the increase 
in variability. This result could imply the vast coverage of multipath variations over the 
domain contribute too much to the data sample making the refractivity variations harder to 
detect (although not significantly so). For the WD, the number of data cells was 120,000, 
the LD 70,800 and the LRD 60,100. Thus, the LD’s data was approximately 60% of the 
WD data and the LRD was approximately 50%. This difference might explain the small 
discrepancies in the median FDCs, but with the MAD they all overlap in value similar to 
the 103 and 104 experimental results. Interestingly, the highest maximum FDC for the WD 
(0.79) and LRD (0.72) occurred with all the data despite the slightly lower median FDC 
relative to the 103 and 104 experiments. This result might suggest that even with full 
coverage non-unique solutions still remain but are significantly reduced in frequency, 
yielding similar GA inversion accuracies for rough ocean surfaces as shown in Penton and 
Hackett (2018) (see results in Section 6.2). Penton and Hackett (2018) showed without the 
52 
 
rough sea surface duct height errors were consistently 0.9% with the same amount of data 
(105 cells). 
In the regional studies LD and LRD obtain the “plateau” of FDC with less data points than 
the WD, with the LRD requiring less data than the LD. In all the domains, 103 data cells 
resulted in a clear designation as straightforward for the GA; although the existence of 
infrequent non-unique solutions still existed. When sampling in the LRD and WD, 102 data 
cells were sufficient to classify the GA problem as straightforward. With approximately 
ten data cells, only the LD and LRD could be classified as straightforward. Thus, the LRD 
is the most reliable region to sample when in the range of 10-100 data cells as its results 
were consistent in this span. For only one measurement (average propagation loss over 
50m x 1m), the problem was misleading for the WD and LD, and difficult for the LRD. 
Thus, clearly one measurement is insufficient; while, the optimal coverage is around 1000 
measurements irrespective of location. In intermediate coverage spans (101-103 cells), 
which are the most practical situation, there is advantage in sampling in the long-range 
region (30km <r<60 km; 0<z<100m). 
The parameter FDC (Cp) is defined as the correlation coefficient of the fitness score and 
the distance of a single normalized parameter’s value (dp) from its normalized optimum 
value. The normalization is performed by dividing the parameter (and optimum value) by 
its maximum permissible value.  
 𝐶𝑝 =




  (14) 
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where for each GA individual dp is computed as: 
 𝑑𝑝 = [(𝑝 − 𝑡)
2]
1
2⁄  (15) 
where 𝜎𝑑𝑝 indicates the standard deviation of dp. Normalizing the parameter values enables 
the parameter distance magnitudes to be compared with each other in an equivalent 
manner. Cp shows how influential that parameter is on the C, where higher values indicate 
a larger influence. This method is applied to all individuals in each data quantity 
experiment for all regions and the results are shown in Figure 10. The figure shows the 
median Cp over all trials for each data quantity experiment categorized by parameter and 
region. 
In all regions, the c0 parameter has the highest FDC coefficient. It is consistently positive 
in all data quantity experiments and its magnitude relative to the same experiment for other 
parameter’s FDC is always larger. Notably, only one data point is needed to obtain high 
FDC for the c0 parameter in the LRD, suggesting that the GA problem could be classified 
as straightforward with only one data cell in the LRD for estimating c0. Collectively, these 
results show that the c0 parameter is the most influential parameter on the fitness score 
indicating that the propagation loss is highly sensitive to this parameter, particularly in the 
LRD. This result is consistent with the results shown in the global sensitivity study of 
Lentini and Hackett (2015), which showed high global sensitivity of propagation loss to c0 
in the long-range region. 
In contrast to the c0 FDC, the zd and m1 parameter FDCs are significantly lower and show 
high variability throughout 101-102 data quantity experiments. The duct height appears to 
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be best correlated with the fitness score in the lower and whole domains as FDCs become 
more stable with less data in this region (~100 data cells) relative to the LRD which requires 
~1000 data cells for high stable FDC (i.e., straightforward classification). The m1 FDCs 
indicate that this parameter also results in higher FDCs with lower data quantities in the 
LRD, similar to c0 FDCs (but at lower FDC coefficients).  
Overall, the results of these individual parameter FDCs suggest that the LRD has higher 
correlation with the fitness scores for the c0 and m1 parameters, while different sampling 
for the duct height is optimal (i.e., LD or WD). Examining how much data is needed to 
achieve straightforward GA problem classification for each parameter, the optimal 
approach appears to be both ~100 data cells in the LRD (targeting c0 and m1) and LD, 
(targeting zd). 
6.2. GA Inversion Accuracy 
The results within each regional study provide insight into the impact of data quantity on 
inversion solution accuracy; while comparing results across regional studies for each of the 
experiments provides insight into the role data location plays in inverse solution accuracy. 
The accuracy of the inversion solutions are based on the following metrics: fitness scores 
of GA solutions, root mean squared error (RMSE) between the refraction profile of the GA 
solution and the known refractivity profile that produced the synthetic data, and percent 
error of each individual trial parameter. The fitness score, whose calculation was described 
in Section 4.0, is used directly in the evaluation of the accuracy of the inversion solution 
in terms of correct prediction of the propagation; however, this metric alone cannot assess 
the accuracy of the recovered refraction profile due to the possibility of non-unique 
solutions. In other words, propagation could be accurately represented with an “equivalent 
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propagation environment.” Thus, some metrics evaluate the accuracy of the predicted 
propagation, like the fitness score, while others evaluate the accuracy in terms of the 
refraction profile. As described in Section 5.0, ten trials for each inversion setup were 
computed; thus, median fitness scores across these trials will be used to evaluate 
experiments. The median is used rather than the mean because the mean can be highly 
skewed by an outlier result. 
The refractivity RMSE metric is computed as: 
where 𝑀𝑖 is the known refractivity generated using the trial parameters (see Table 5) in the 
refractivity model (Equation 3), and ?̂?𝑖 is the refractivity generated using the GA solution 
parameters in the refractivity model. As with the fitness score, the median RMSE was 
computed over the ten trials. For example, a single trial MRMSE result using 105 data cells 
of the whole domain trial 5 experiment (Figure 7) was 0.71 M-units. The percent error for 
each GA solution’s 3 parameters is calculated: 
where 𝑥 is the trial parameter (Table 5) and ?̂? is the corresponding parameter from the GA 
(inverse) solution. A single trial ξ result using 105 data cells of the whole domain trial 5 
experiment (Figure 7) gave 0%, 1%, and 8% for the c0, zd, and m1 parameters, respectively. 
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First, the results of the propagation will be discussed via the fitness score metric. The 
median fitness scores for each experiment for all the regional studies is shown in Figure 
11. The 100 experiment shows significantly lower fitness scores than all other experiments 
across all regional studies with median fitness scores of 0.029 dB2, 0.015 dB2, and 0.005 
dB2 for the WD, LD, and LRD respectively. This experiment’s fitness scoring process is 
comparing single discrete measurements allowing the inversion process to quickly satisfy 
the optimization criteria (see Section 4.0, Optimization Method). The consistency of this 
rapid convergence is shown in the small MAD for 100 experiments, 9.4 × 10-3 dB2, 1.46 × 
10-2 dB2, and 4.8 × 10-3 dB2 for the WD, LD, and LRD respectively. However, as will be 
shown in subsequent sections, the refractivity profiles for these experiments did not 
accurately reflect the known refractivity profile of the synthetic data. Thus, the extremely 
low median fitness scores of the 100 data quantity suggest non-unique solutions.  
The 101 experiment showed higher fitness scores of 1.22 dB2, 1.55 dB2, and 0.97 dB2 for 
the WD, LD, and LRD respectively. The LD has the highest variability for this regional 
experiment with an MAD of 0.85 dB2, which is a little less than double the MADs of the 
WD and LRD, showing 0.52 dB2 and 0.41 dB2, respectively. 
The fitness scores for the 102 experiment roughly doubled from that of the 101 experiment. 
They remain at a similar level for all remaining experiments for the LD and LRD, while 
there is another roughly doubling of the fitness score for the WD between the 103 and the 
104 experiments. 
An overview of the fitness score results for the three regions shows that propagation was 
more accurately matched in LRD for all experiments using greater than 101 data cells. The 
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LD propagation was more accurately matched relative to the WD for large data quantities 
(104 and 105). Notably, the LRD MAD is generally large and the LRD contained the largest 
MAD of all the studies. The variability of median fitness scores between experiments 
decreases as well from WD, to LD, and to LRD. The appearance of a “plateau” in fitness 
scores occurs around 102 for both the LD and LRD; while, a plateau is not reached for the 
WD until 103 data cells. Collectively, these results show the inversion required less data 
from the LRD to reach its region’s plateau, compared to the other two domains. 
Fundamentally, it appears the GA solution propagation patterns more frequently match the 
synthetic data better when the data being compared is coming from the LRD. The tradeoff 
for this region’s accuracy is its high variability exhibited by large MAD. 
There is an important aspect to the inversion processes that is not solely reflected in the 
fitness scores and that is the refractivity profiles the inversion is using to produce the PL 
patterns. Over a smooth sea surface, the sensitivity of the PL pattern to the refraction profile 
is more predictable because its affect on the multipath pattern is consistent. In contrast, 
over a rough sea surface, when the inversion process and data are averaged over several 
instantiations of the surface variability, PL variations at particular points in space can be 
associated with both refractivity and multipath variations (Penton and Hackett, 2018). The 
variability in multipath patterns will be greater near the transmitter due to tighter lobing 
structure in the near range (Skolnik, 2001), which might explain the lower fitness scores in 
the LRD relative to the LD and WD. 
Presumably, the 105 experiment that used all of the available data cells throughout each 
domain; 120,000 in the WD, 70,800 in the LD (60% of the WD measurements), and 60,100 
in the LRD (50% of the WD measurements) would represent the best expected fitness 
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scores; however, it can be seen that the fitness scores are not significantly better than 104 
and in some cases the 103 experimental results. Notably, the results in this study are 
consistent with those in Penton and Hackett (2018) that used similar large data quantities, 
where their results show a median fitness score of 4.10 dB2 for a similar inversion setup. 
Their study incorporates a weighting system for the fitness scoring based around the same 
previous study that guided the regions defined in this study - Lentini and Hackett (2015). 
Based on the results presented in this study, it could be argued that 105 is too much data 
and the vast coverage of multipath variations over the domain contribute too much to the 
data sample making the PL variations due to refractivity harder to detect (although maybe 
not significantly so). It is also noteworthy that all the GA solutions produced PL patterns 
that matched the synthetic data within 6.97 dB2 (2.64 dB) over the entire domain examined. 
This propagation comparison is considered to be a favorable match according to Goldhirsh 
and Dockery (1998), where they considered propagation within 5 dB to be within “baseline 
error.” However, matching propagation does not necessarily mean that the refractive 
environment was recovered accurately due to the potential for non-unique solutions. Such 
non-unique solutions may produce a similar propagation pattern than the synthetic data 
with a different refraction profile than that used to generate the data – in other words, an 
equivalent refractive environment in terms of the propagation. The less data that is used, 
the more likely that this situation could occur; we now examine the accuracies of the 
recovered refraction profiles. 
The refraction profile RMSE metric (MRMSE) evaluates the similarity of the refractivity 
generated using the GA solution to the refractivity generated using the trial parameters; 
those comparisons are displayed in Figure 12. 
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The 100 experiment showed median MRMSE of 40.78 M-units, 38.05 M-units, and 17.75 M-
units, for the WD, LD, and LRD regions respectively. These results combined with those 
presented in Figure 11 clearly suggest the existence of non-unique solutions. The typical 
number of generations until the GA terminated due to reaching the optimal fitness score 
was two for every regional study, with the longest inversion reaching eight generations. 
The rapid convergence with a frequently highly incorrect refractivity profile indicates that 
there are numerous refractivity profiles, over a rough surface, that can match the PL at a 
single point. These results clearly demonstrate that one data cell is insufficient for accurate 
inversion solutions of the refractive environment. 
The 101 experiment showed median MRMSE of 3.26 M-units, 14.54 M-units, and 3.06 M-
units for the WD, LD and LRD respectively. These MRMSE are a large improvement over 
the 100 experiment, particularly for the WD and LRD regions; however, the WD is the only 
region to significantly improve over the 100 experiment when considering the MAD. 
Recall, the fitness scores for this experiment were higher than the fitness scores for the 100 
experiment; however, in this case, the higher fitness score reflects a more accurate 
inversion for the refractivity. The more accurate inversion solution despite the higher 
fitness score indicates a significant reduction in the number of non-unique solutions with 
as few as ~10 data cells. The LD required 102 data cells to yield similar median MRMSE as 
the LRD and WD had with only 101 data cells. Median MRMSE changed little for data 
quantities above 102 data cells. 
The 103 experiment showed median MRMSE of 1.15 M-units, 2.23 M-units, and 1.10 M-
units for the WD, LD, and LRD respectively. For all regions, this experiment contains the 
lowest median MRMSE for the six experiments with the LRD having the lowest error between 
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the domains. This result suggests that this data sample size of 1,200 50 m x 1 m cells of 
measured propagation loss is optimal. This result is consistent with the FDC metric 
indicating the problem is straightforward with this amount of data as shown in the previous 
section (6.1). The amount of PL data in this experiment is likely nearing the limit of a single 
vessel’s ability to record PL measurements within a time frame, in which the 
meteorological patterns would not change significantly (e.g., diurnal cycles). Use of 
unmanned aerial vehicles that enable faster collection of data over a wider area may be 
needed. 
Similar to the fitness score results, the LRD region consistently produced the lowest 
median MRMSE error of the three regions; however, not significantly so when considering 
the MAD. The median MRMSE suggests 101 data cells are needed to achieve low refractivity 
errors (< ~3 M-units) when data is collected in the LRD or over the WD. The MADs were 
small for the majority of this metric with the exception of the 100 experiments and the 101 
LD experiment. When comparing fitness score and MRMSE results from Penton and Hackett 
(2018) the WD 105 performed comparably in both.  
The framework for the refraction profiles are the refraction parameters the GA uses as its 
“chromosomes” through the inversion. Some of these parameters have meaningful physical 
significance, like duct height. The median percent error (ξ) of the GA’s solution parameters 
to the known refraction parameters are compared for the regions and experiments in Figure 
13. 
The 100 experiment showed a relatively low c0 error compared to the other parameters; 
30.2%, 10.0%, and 25.2% for the WD, LD, and LRD regions respectively. Surprisingly the 
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m1 parameter was the second most accurate prediction followed by zd. The single discrete 
measurement was the worst performing experiment for duct height predictions regardless 
of where the data was taken (i.e., LD, WD, LRD). 
In the 101 experiment, the c0 parameter improved by roughly half in the WD and LD 
regions while decreasing in accuracy by 5% in the LRD. The zd parameter greatly improved 
in the WD and LRD regions to 12% and 16% error. The m1 parameter estimates actually 
decreased in accuracy with errors of 100% and 98% error in the WD and LD, respectively. 
The lowest zd error for all regions occurred in 103 experiment with its lowest median ξ of 
3.4%, 4.2%, and 5.3% in the WD, LD, and LRD regions respectively. The m1 parameter 
was also most accurately estimated with 103 data cells for the LD and LRD; but for the WD 
m1 was most accurate with all of the data (105 data cells). The most accurate c0 was highly 
dependent on the region from which the data was retrieved. For the LD the most accurate 
c0 occurred for only ~10 data cells, while for the LRD 104-105 data cells were needed. For 
the WD, the most accurate c0 was obtained with 103 data cells. 
Comparison between Figure 12 and 13 provides insight into how the parameter errors 
influence the refraction profile RMSE. Most interestingly the refraction profile errors 
appear to follow the distribution of the zd percent errors more closely than the other two 
parameters. For example, in the LD 101 experiment, the duct height seems to be the 
parameter that causes the high MRMSE for the LD relative to the WD and LRD. The other 
parameters seem less influential (e.g., m1 parameter median errors in the WD and LD 102 
experiment do not have a noticeable affect on median MRMSE). The c0 parameter is less 
effected by lower amounts of data especially in the LD, which is where a large area of 
propagation sensitivity is located for this parameter (Lentini and Hackett, 2015). 
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Konstanzer (1994) suggested that the duct height is a critical parameter for determining 
low altitude refractivity profiles when using bulk measurements to create those profiles 
(Babin, 1997). Konstanzer (1994) found duct height should be determined to within 2 m to 
avoid large errors in propagation prediction for the electromagnetic propagation model 
TEMPER (Babin, 1997). Figure 14 shows scatter plots of the known trial duct heights 
versus the GA recovered duct heights for various trials, experiments and regions. The blue 
lines are equal to ±2 m surrounding the one-to-one line. The figure shows results of all the 
trials for each experiment. It can be noted that the majority of the trials that fell outside ±2 
m of the known duct height were for the 100 experiment regardless of which regional study 
is examined. For the LRD, the duct heights in error significantly more than 2 m for data 
quantities above 100 seem to be concentrated at low duct heights (<10 m); while for the 
other domains slightly larger duct heights are also sometimes overestimated. The largest 
duct heights seem to be obtained the most accurately with the least data. This result might 
suggest finer scale data (< 1 m altitude resolution for PL) or a more restricted lower domain 
might make retrieval of the lower duct heights more accurate. From this presentation of the 
duct heights, it appears that the LRD most frequently predicts accurate duct heights despite 
the median percent error for the duct heights being the lowest for the WD (see Figure 13). 
It is also noteworthy that the GA solution almost always over predicts the duct height when 
it is in error and rarely under-predicts it. 
In addition to parameter metrics the M deficit, which characterizes the duct strength, is 
important when describing a refraction profile (Sirkova and Mikhalev, 2003; Ivanov et al., 
2009). The M deficit is quantified by taking the difference of the modified refractivity at 
the surface and the modified refractivity at the duct height. The M deficit is known to 
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strongly correlate with zd (Ivanov et al., 2009) and is sensitive to the c0 and zd parameters. 
In these regional studies, the M deficit error and duct height error were shown to correlate 
(between 0.68-0.99) with all experiments showing > 0.8 correlation coefficients aside from 
the 100 experiments. Table 6 shows the median M deficit errors for each experiment and 
regional study. The 103 experiment has the lowest errors in each region, which is in line 



































Figure 9: Median fitness distance correlation (C; Equation 13) (dark blue) of the (a) 
whole domain, (b) lower domain, and (c) long-range domain with the maximum 
correlation coefficient for each experiment in light blue. The error bars denote the 









Figure 10: The median parameter component C (Equation 14) for the (a)-(c) whole 
domain, (d)-(f) lower domain, (g)-(i) and long-range domain. Results in (a), (d), and (g) 
are for the c0 parameter or critical potential refractivity, results in (b), (e), and (h) are for 
the zd parameter or duct height, and results in (c), (f), and (i) are for the m1 parameter or 














Figure 11: The median fitness scores (Efit; Equation 12) for regions, (a) WD, (b) 
LD, and (c) LRD. The error bars indicate the median absolute deviations over the 









Figure 12: The median refraction profile RMSEs (MRMSE; Equation 16) for regions, (a) 
WD, (b) LD, and (c) LRD. The error bars indicate the median absolute deviations over 






Figure 13: The median parameter percent errors (ξ; Equation 17) for regions, WD (blue), 
LD (teal), and LRD (yellow). The c0, zd, and m1 parameter results are shown in (a), (b), 











Figure 14: Scatter plot of known trial duct heights (zdt) (see Table 4) versus GA solution 
duct heights (zdg) for each region, (a) WD, (b) LD, and (c) LRD. The blue lines are equal 
to ±2 m from the dotted line, which is the one-to-one line. Symbols indicate results from 
the various trials within each experiment (see legend). The ±2 m denotes an accuracy 





7.0. Optimal Sampling Pattern  
The previous numerical experiments described in Sections 5.0 and 6.0 were constrained by 
region and data quantity to shed light on their impact on the inversion method’s accuracy. 
From those results, and with consideration of results in Lentini and Hackett (2015), several 
specific sampling patterns were developed that are hypothesized to generate accurate 
inversion results. This pattern study utilized the same ten trials employed in the regional 
study (Figure 8, Table 5). The experiments performed are summarized in Table 7. The data 
in these patterns are utilized in the comparison of propagation patterns in the GA (Equation 
12). 
7.1. Optimal Sampling Pattern Experiments 
The experiments consist of four specific patterns of data selection. Pattern 1 contains 2,674 
(~103) data cells concentrated in a short range low altitude area: 7.5-17 km in range and 2-
15 m in altitude. Lentini and Hackett (2015) showed this region’s PL is highly sensitive to 
the c0 and zd parameters relative to the other 14 refractivity and sea state variables examined 
in their global sensitivity study. This pattern completely covers this entire region and is 
shown in Figure 15 (a). 
Pattern 2 contains 6,634 (~103-104) discrete measurements split between a near-transmitter 
region: 0-2 km in range and 2-100 m in altitude, and the area defined in Pattern 1. This 
pattern adds another region of high PL sensitivity to duct height according to Lentini and 
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Hackett (2015). The data associated with this pattern covers these entire regions and is 
shown in Figure 15 (b). 
The third pattern (Pattern 3) contains 10,217 (~104) discrete measurements secluded to an 
area defined by range 30-60 km and altitude 50-100 m. This pattern’s dimensions were 
chosen based on results from the regional studies discussed in Section 6 that showed the 
LRD generally provides more accurate zd predictions relative to the other two regions for 
a given data quantity. The results in Section 6 also suggest that 103-104 data cells are 
sufficient to achieve optimal GA inversion accuracy; thus, this sampling region randomly 
covers 1/3 of the total region. Similar to the data quantity experiments, the position of data 
cells stayed the same for every trial. Figure 15 (c) illustrates this sampling pattern 
In the fourth pattern (Pattern 4) there are 20,389 (~104) discrete measurements distributed 
between five different locations including those from Patterns 1-3. Two additional 
sampling areas are introduced: the first of which is defined by range 6-15 km and altitude 
90-100 m and the second by range 50-60 km and altitude 2-15 m. These sampling regions 
were added to target sensitivity regions for the m1 and c0 parameters, respectively (Lentini 
and Hackett, 2015). In total, this pattern included the highest sensitivity zones for c0, zd, 
and m1 for this domain (100 m x 60 km) from Lentini and Hackett (2015), as well as an 
area with a data cell density that most reliably and accurately estimated the duct height 
based on the results of the parametric portion of this study (see Section 6). The added short 
range high altitude region is sampled randomly at 1/3 coverage because the total number 
of samples for the entire pattern was already sufficient based on the results presented in 
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Section 6. The other added region at long-range low altitude was sampled at full coverage. 
Figure 15 (d) shows this pattern. 
7.2. Optimal Sampling Pattern Results 
The same FDC metric described in Section 6.1 was applied to inversion results from this 
pattern study. Shown in Figure 16 are the median FDCs for Patterns 1-4 along with their 
MADs and maximum FDCs. Recall, the quantity of data in each pattern increase with 
pattern number. All median FDC results fell in the straightforward category even when 
considering the MADs of the four patterns. None of the patterns were significantly different 
from each other in terms of median FDC. Pattern 2 achieved the highest maximum FDC, 
lowest median FDC, and largest MAD of the patterns. Pattern 1 had the smallest variability 
of the four patterns and Pattern 4 had the highest median FDC. Both Patterns 1 and 4 
performed very similarly to their regional study counterparts (LD 103 and WD 104, 
respectively); however, Pattern 1 had smaller variability relative to the LD 103 and Pattern 
4 had larger variability relative to WD 104. Surprisingly, the MADs in Patterns 2 and 3 are 
more comparable to the corresponding regional studies with data quantities experiments 
one to two orders of magnitude lower than were implemented in those patterns. From these 
FDC results no pattern appears to be more difficult than another for the inversion to solve 
suggesting that the pattern with the least data is best from a practical data collection 
standpoint.  
Figure 17 shows the median fitness scores of each pattern with their corresponding MAD. 
All experiments reached fitness scores of less than 6 dB2. Pattern 1 showed a comparable 
median EFit as the LD 103 experiment (Figure 15(a)) but lower variability across the trials. 
This result may suggest that the regions sampled in this pattern enable more consistency in 
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matching the measured propagation despite the FDC results indicating that it is not less 
difficult for GA to solve. Pattern 3 concentrated its data to the upper altitudes of the LRD 
as described in Figure 15 (c), but yielded similar fitness scores as Pattern 1 despite the 
difference in data location. Pattern 2, shown in Figure 15 (b), introduced a near-transmitter 
region of sampled data to the layout of Pattern 1, which was described to be another area 
of sensitivity for the zd and c0 parameters (Lentini and Hackett, 2015). The results shown 
in Figure 17 suggest the introduction of this data increased the fitness scores significantly 
relative to Pattern 1. Not only did the median fitness score increase significantly, Pattern 
2’s small MAD suggests this result was consistent throughout the trials. Pattern 4 had 
significantly higher fitness scores than Patterns 1 and 3; however, it also showed 
significantly lower fitness scores than Pattern 2. The fourth pattern is the most comparable 
to the WD 104 regional experiment in both data quantity and distribution, and Pattern 4 
performed similarly to the results of this experiment in terms of fitness score. 
As shown in Section 6.2, low fitness scores do not always reflect a successful inversion 
due to the existence of non-unique solutions. The refraction profile RMSE metric evaluates 
the similarity of the refractivity generated using the GA solution to the refractivity 
generated using the trial parameters. Figure 18 displays these results for the OSPs. Patterns 
1, 2 and 4 performed very similarly with Pattern 4 providing the lowest median MRMSE of 
the patterns. The MADs for Patterns 1 and 4 were smallest and similar, even though they 
differed in data quantity by 104 cells. The increase in variability from Pattern 1 to 2 suggests 
the near transmitter region that was sampled decreased the consistency of this pattern’s 
results (see Figure 15 (b)). Surprisingly, Pattern 3 performed poorly (5.19 M-units) despite 
having the lowest fitness scores (Figure 17). It also had a much higher MRMSE relative to its 
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regional study counterpart, LRD 103, which had one of the lowest MRMSE results (1.10 M-
units). These results suggest that a significant number of non-unique solutions exist for this 
OSP. 
Refraction profiles are calculated via the parametric refractivity model, which utilizes the 
c0, zd, and m1 refractivity parameters from the GA inversion process (see Section 4.0). 
Figure 19 shows the median percent errors of the GA solution parameters for the OSPs. 
For the c0 parameter Patterns 1-3 had similar errors roughly between 18%-23%, while 
Pattern 4 had the lowest median error of 6.7%. Duct height errors were largest for Patterns 
2 and 3 (23% and 21%, respectively), and lowest for Patterns 1 and 4 (12% and 6%, 
respectively). Again, the discrepancy between Patterns 1 and 2 suggests that the near 
transmitter region made it more difficult for the GA to converge onto the correct duct 
height. m1 parameter errors were large for Patterns 1 and 2 suggesting that PL from the LD 
and at short range (<2 km) are not very sensitive to the mixed layer slope consistent with 
the results from Lentini and Hackett (2015). Mixed layer slope errors were approximately 
halved when data from long-range at high altitude was included (i.e., Patterns 3 and 4). 
These large percent errors in the mixed layer slope were seen in the regional study as well; 
however, it is clear that sampling in the LRD helps to reduce the mixed layer slope error, 
evident in both the OSP experiments and the regional studies (Figures 19 and 13).  
In summary, all the patterns were considered straightforward for the GA to solve (Jones 
and Forrest, 1995). Patterns 1 and 4 appear to be the most successful in terms of inversion 
accuracy as they show the highest median FDC and lowest MRMSE. The higher fitness scores 
of Pattern 4 could potentially be related to the larger amount of data it contains, making it 
more difficult to match the propagation precisely due to the influence of the sea surface 
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(Penton and Hackett, 2018). The occurrence of higher fitness scores with increased data 
quantities was also shown in the regional studies (in Section 6.2, Figure 11). All refraction 
parameters are most accurately estimated with Pattern 4. Pattern 1 performs similar to 
Pattern 4 but with much less data suggesting that it is also ideal if data quantity must be 

































Figure 15: Data sampling for the optimal pattern study with (a) showing Pattern 1, (b) 









Figure 16: Median fitness distance correlation (C; Equation 13) (dark blue) of the four 
optimal sampling patterns (OSP) with the maximum correlation coefficient for each 











Figure 17: The median fitness scores (Efit; Equation 12) for the four optimal sampling 
patterns (OSP). The error bars indicate the median absolute deviations over the 











Figure 18: The median refraction profile RMSEs (MRMSE; Equation 16) for the optimal 
sampling patterns (OSP). The error bars indicate the median absolute deviations over the 











Figure 19: The median parameter percent errors (ξ; Equation 17) for the optimal 
sampling patterns (OSP). The results for Patterns, 1 (dark blue), 2 (light blue), 3 (green), 





The most striking result from this study is that inversions using one data cell result in non-
unique solutions. The regional median FDC results for these 100 experiments are 
categorized as misleading (LD), difficult (WD), and on the border between difficult and 
straightforward (LRD) (Figure 9). The low fitness scores seen in Figure 11 for 100 data 
cells indicate that the propagation could be matched easily but the MRMSE results show 
highly inaccurate refractivity profiles (Figure 12). The parameter median ξ were also high. 
The matching of PL using a single discrete measurement (average PL over 50 m x 1 m) 
leaves the inversion susceptible to converging on many different refractive environments, 
especially over a rough ocean surface. 
This study incorporated experiments utilizing all the available simulated data in each of the 
regions (105). One might expect the most accurate results be produced in these cases; 
however, Figures 11-13 show the 105 experiments will produce results equally or less 
accurate than results using ~103 data cells. The remaining uncertainty in accurate 
estimation of refractivity is likely attributable to the effects of the rough ocean surface 
(Penton and Hackett, 2018). In this study we adopt the methods suggested in Penton and 
Hackett (2018), which averages the propagation over several instantiations of the sea 
surface to reduce effects of multipath on the inversion. In cases where the inversion 
accuracies decreased from 103-105 data cells, it might be attributable to the fact that 
multipath effects the entire domain while the effects of refractivity can be more localized. 
84 
 
As more data is added beyond ~103 data cells, more variability in PL due to the sea state 
influences the inversion. Due to the sea surface effects, there appears to be a “plateau” of 
difficulty and accuracy. In particular, the median FDC, EFit, and MRMSE appear to plateau 
in Figures 9 and Figures 11-13. This apparent limiting of the inversion accuracy may be 
attributed to the aforementioned sea surface effects and random behavior of the GA itself. 
Due to these factors, it is important to realize that there is a need to carry out inversions 
stochastically rather than deterministically. 
The results of this study indicate that adequate coverage of the three domains is needed to 
reduce the amount of non-unique solutions. It was found that this coverage level appears 
to be around ~103 data cells in this study. The FDC results show that a data set containing 
~1000 cells could be classified as straightforward in all cases. The 103 data quantity shows 
the lowest MRMSE and the highest median FDC. From a parameter perspective, the 103 data 
quantity showed the lowest median ξ for the duct height. Table 6 displays the median M 
deficit errors of which the lowest errors are also contained in the 103 data quantity. These 
results imply that the duct height and duct strength are most accurate for the 103 data 
quantity, which are two significant parameters for characterizing ducting propagation 
(Sirkova and Mikhalev, 2003; Wang et al., 2009; Zhao et al., 2016). Notably, this study 
used a simulation domain size of 100 m x 60 km with a resolution of 50 m x 1 m that 
allowed a total usable sampling size of 120,000 data cells (e.g., WD 105). The 103 data 
quantity results therefore represent approximately 1% of this total prediction domain space. 
In extending these results to other domain sizes one might consider scaling the results 
appropriately. In other words, these results suggest that one needs to measure 
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approximately 1% of the targeted prediction domain to optimally eliminate non-unique 
solutions. 
Collectively, the results of this study indicate that of the three regions considered (see 
Section 5.0) the LRD produced more accurate results with less data. Overall, the FDC 
metric showed the LRD was able to achieve a straightforward classification plateau with 
less data (101) relative to the other regions. In intermediate coverage spans (101-103 cells), 
which are the most practical situation, there is an advantage sampling in the long-range 
region. Figure 11, panels (a)-(c) show that EFit were consistently lower in the LRD with a 
slightly increased MAD in the 102 and 103 experiments. The LRD was able to suppress 
some of the potential non-unique solutions, which was evident in the MRMSE metric where 
the variability in the 104 and 105 experiments was reduced relative to the WD and LD 
regions (Figure 12 (a)-(c)). This regional dependency result is consistent with a previous 
study performed by Lentini and Hackett (2015), which showed high sensitivity for some 
of the evaporation and mixed layer parameters in this region.  
The application of these results to generate optimal sampling patterns showed Pattern 4 
generated inversion results with the highest parameter and refractivity accuracy. This 
pattern contained approximately 104 data points from locations within the WD, LD, and 
LRD. In contrast, Pattern 4 contained a relatively large EFit that is attributed to the larger 
amount of data in this OSP. Figures 21 and 22 show the median MRMSE and ξ metrics of 
Pattern 1 were not as accurate as Pattern 4 but were not significantly different with only 
103 data cells. These results demonstrate a clear significance of the sampling zone targeted 
in Pattern 1, which may be driving some of the accuracies in Pattern 4. Pattern 1 may be 
more practically attainable in an in-situ setting. 
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9.0. Summary and Conclusions 
Radar is a remote sensing system that can sense the range, altitude, direction and/or speed 
of an object. Atmospheric media and boundaries influence the radar’s EM wave 
propagation and ultimately the performance of the radar. The environment of focus for this 
study is the marine atmospheric boundary layer; a turbulent region of the atmosphere 
defined as starting from the ocean’s surface and rising roughly a kilometer in altitude. 
Three ways of determining atmospheric conditions include (i) direct measurement with 
rocketsondes, instrumented balloons, ships, aircraft, etc., (ii) using weather models to 
forecast the conditions, and (iii) inversely arriving at the conditions using radar 
measurements. 
In this study, we focus on the third method that inversely determines the atmospheric 
conditions, specifically atmospheric refractivity, from radar measurements. Through the 
use of an EM propagation model called the Variable Terrain Radio Parabolic Equation 
model the radar propagation loss measurements were simulated to allow a quantitative 
understanding of the inversion solution accuracy. VTRPE accounts for environmental 
conditions (e.g., wind speed, swell height, sea surface temperature, refractivity profile, etc.) 
and transmitter properties (e.g., antenna height, signal frequency, polarization, etc.). 
Through the use of genetic algorithms, the inversion solution converges onto an optimal 
refractivity profile given the constraints of the radar propagation data. We examine these 
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constraints by simulating data sourced in various quantities and from various locations and 
compare the resulting inverse solution accuracy. 
The numerical experiments tested the performance of the inversion through different 
regions, data quantity experiments, and refractive environment trials. The regions of data 
confinement include the whole domain, a lower domain, a long-range domain, and the 
optimal sampling patterns. For the regional studies, all of the data relative to the domain’s 
spatial constraints were used as a baseline representing the 105 data quantity experiment. 
From there, the amount of data used in the inversion for all regions were reduced; 105, 104, 
103, 102, 101, and 100 data cells were examined. From the results of these experiments, and 
with consideration of results in Lentini and Hackett (2015), several specific sampling 
patterns were also developed that were hypothesized to generate accurate inversion results. 
The ten refractive environment trials were consistent in every experiment and pattern study. 
The inverse solution accuracy and performance were evaluated by comparing the fitness-
distance-correlation, the fitness scores of the elite individuals, RMSE of the refractivity 
profiles, the percent errors of the three refractivity parameters, M deficit error, and duct 
height precision metrics. 
The results from this study show that inversions using one data cell result in non-unique 
solutions. It can clearly be seen that the matching of PL using a single discrete measurement 
(average PL over 50 m x 1 m) leaves the inversion susceptible to converging on many 
different refractive environments, especially over a rough ocean surface. 
The utilization of all the available simulated data in each of the regions (105) has been 
shown to produce results equally or less accurate than results using ~103 data cells. The 
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remaining uncertainty in accurate estimation of refractivity is likely attributable to the 
effects of the rough ocean surface (Penton and Hackett, 2018). In this study we averaged 
the propagation over several instantiations of the sea surface to reduce effects of multipath 
on the inversion, a method suggested in Penton and Hackett (2018).  
It was found that the ~103 coverage level of the three domains appears to be an adequate 
amount needed to reduce the occurrence of non-unique solutions. This data quantity 
represented 1% of the domain space (~1000 data cells), an operationally approachable 
amount of data to sample and possibly allowing the ability to scale the results presented 
here to optimally eliminate non-unique solutions in larger or smaller domains. 
Together, the results of the regional study indicate that the long-range domain produced 
more accurate results with less data compared to the other regions. This regional 
dependency result is consistent with the previous study performed by Lentini and Hackett 
(2015), which showed high sensitivity for some of the evaporation and mixed layer 
parameters in this region.  
After applying the results of the regional study to the design of the optimal sampling 
patterns it was shown that Pattern 4 generated inversion results with the highest parameter 
and refractivity accuracy. The accuracy of Pattern 1 was also somewhat significant as it 
produced results comparable to Pattern 4 with significantly less data making it more 
practically attainable in an in-situ setting. 
In conclusion, these results show the amount of data incorporated into a genetic algorithm 
driven inversion of evaporative duct refractive environments must be enough to suppress 
non-unique solutions while excluding excessive multipath affects from the sea surface. It 
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has been shown in this study that ~1000 data cells can accomplish this for a domain size 
of 60 km by 100 m in range and altitude respectively at a resolution of 50 m by 1 m. The 
quantity of data was shown to be a more significant factor than the location from where the 
data was sourced. Knowledge of specific zones of parameter sensitivities from this 
simulation helped the inversion converge on more accurate solutions in the optimal 
sampling patterns. 
Analysis of the performance of the inversions provided insight to the data sampling needs 
for inverse methods of obtaining atmospheric refractivity at given levels of accuracy. This 
insight enables better planning and ultimately more accurate inversion solutions in future 
related experiments and applications. Improved methods of determining atmospheric 
refractivity can enhance design and application of sensing and communications 
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