Abstract: Clahsen's claim that output forms of productive processes are never listed in the lexicon is a consequence of the rule/list fallacy, empirically incorrect, and not necessary for the hypothesis that the human language faculty has a dual structure, that is, a lexicon and a set of rules.
The basic claim made by Clahsen is that there are processing differences between regular and irregular inflection and that this is evidence in favour of a model of the human language faculty that consists of two basic modules, a lexicon and a set of rules. Irregular forms are listed in the lexicon, and regular forms are produced by rule. Although I accept this basic distinction of two modules, I believe that Clahsen's identification of irregularity and storage is incorrect: There are several reasons for assuming that, in addition to irregular forms, regular forms can, and sometimes must, be listed in the lexicon.
To begin, Clahsen's reasoning suffers from the "rule/list fallacy" (Langacker 1987, p. 29) , the idea that listing forms and also accounting for them by rule are mutually exclusive. This is by no means necessarily true, and I will argue below that this position is incorrect. The capacity of the human memory is so vast that the storage of regular forms of high frequency is possible, and quite advantageous in terms of speed of processing. So, why would the language user not be so efficient as to store highly frequent regular forms if this speeds up processing?
Second, there are many examples of regular, productive morphological rules that nevertheless require lexical listing of words of the corresponding form. For instance, the pluralisation of Dutch nouns consists of the addition of one of two competing suffixes, -s or -en (e stands for schwa). The choice between these two suffixes is made as follows: -s after a stem ending in an unstressed syllable, -en after a stem ending in a stressed syllable. The effect is that a Dutch plural noun will always end in a trochaic foot (Booij 1998). However, there are several classes of exceptions to this pattern. For instance, English loan words such as tram and flat have plural nouns in -s (trams, flats), although we would expect the plural forms trammen and flatten, the forms produced by many Dutch children during the process of language acquisition. That is, although affixation with -s is a regular rule, we also have to list a number of plural nouns in -s in the lexicon, the positive exceptions to this rule. This observation does not cause severe problems for Clahsen's model, but shows that the same affix can sometimes be attached by rule to a stem, whereas in other cases it may be part of a lexical entry.
A serious problem for Clahsen's claim that the existence of a productive, regular process implies that its outputs are not listed in the lexicon is the observation that words might be regular from the formal point of view, but semantically idiosyncratic. For instance, many Dutch past participles are formally regular but semantically irregular. Examples are gezet (stem zet, "to put") "fat" and gesmeerd (stem smeer, "to smear") "fast, fluent." These words have to be listed because their meaning is unpredictable from that of the stem and the affix; thus, formal regularity does not preclude the necessity of a word being listed.
There is another kind of linguistic evidence that can be used for deciding on the storage of a word, and it is not used by Clahsen: phonological change. The relevance of this kind of evidence can be illustrated again with data from Dutch. Dutch exhibits the effects of Prokosch's Law for Germanic languages, the rule that stressed syllables must be heavy. Although these plural forms with long vowels in their first syllables were completely regular, they must have been stored as such, because, after the loss of this process of open-syllable vowel lengthening, these plural forms kept their long vowels. This is possible only if these forms were stored as such at the time that they were still regular. There are many more examples in the historical linguistics literature of relics of once-regular phonological processes, relics that could survive only because the relevant words have been lexically stored.
Hence it is in my opinion unnecessary, in order to defend a dual structure of the language faculty, to make the claim that the output forms of regular, productive rules are never stored. On the contrary, this claim is patently false.
There is another specific claim that relates to this problematic aspect of Clahsen's position. Clahsen argues that it is true for English and German that only irregular inflected forms can feed word-formation processes such as compounding. Clahsen invokes this argument to support the claim that regular inflection is in a module of the grammar different from that of irregular inflection and that word formation takes its input forms from the lexicon only. Even if this claim were correct for English and German, it cannot follow from the universal organization of the human language faculty, because there are many languages in which regular inflection feeds word formation. This empirical issue has been discussed in relation to the so-called split morphology hypothesis of Perlmutter (1988); in another paper (Booij 1993) I have provided ample evidence against the claim that regular inflection does not feed word formation. For example, regular Dutch past participles (regular regarding both form and meaning) can freely feed deadjectival nominal affixation with -e "-ness," as in (het) vertelde "what has been told." Moreover, as has been argued by Booij (1977) , word formation processes are fed not only by listed words but also by possible words, that is, words for which there is no evidence that they are listed. Hence, the presupposition that word formation is fed by inputs from the lexicon only is incorrect.
In sum, Clahsen's evidence should be taken to support the claim that there is a fundamental distinction between lexicon and rules. However, this by no means implies that regular inflected forms cannot be stored in that lexicon. Moreover, even outputs of inflectional rules that are not stored may feed word formation.
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The separation of usage from structure is a traditional practice in linguistics dating back to Saussure's (1916 Saussure's ( /1973 ) distinction between langue and parole. Clahsen subscribes to this dichotomy, seeing linguistic analysis as totally driven by innate structures rather than by linguistic experience. In recent years, many linguists have made great headway by considering an alternative hypothesis, which is that language structure is built up from patterns of language use. For instance, our understanding of the nature of ergativity (DuBois 1987), subjects and passive (Givón 1979), relative clauses (Fox 1987; Fox & Thompson 1990) , and tense, aspect, and modality systems (Bybee et al. 1994 ) has been greatly expanded by attention to the way language use conditions grammatical change over time. These studies demonstrate that no innate structures are necessary to explain the grammar of human language.
The difficulty Clahsen encounters in trying to argue for innate modular components to account for structural differences is that properties of usage often correspond to the proposed properties of structure, and disentangling the two is a major challenge. For instance, the regular "rules" of morphology usually have high type frequency; that is, they apply to a large number of different forms. Clahsen has addressed this challenge by trying to show that there are regular rules that do not have high type frequency. However, there are problems with his proposals, as described below.
First, Clahsen takes the German -t participle and -s plurals as cases in which frequency and structure do not correspond, claiming that both of these affixes constitute the "regular" alternative but have a lower type frequency than competing "irregular" allomorphs. However, neither of these cases is clear-cut: (1) the claim that "three different frequency measures revealed that (in contrast to English) regular and irregular verb forms have similar frequencies" is based on counting German verbs differently from the way English verbs are counted (sect. 4.6, para. 8). For English we count write as one irregular verb even though it occurs with different particles in write out, write up, write down, but Clahsen counts the comparable structures in German with schreiben, "to write," such as aus-schreiben "to write out, announce," as a different verb from schreiben. Insofar as many "irregulars" occur with the prefixed particles (or separable prefixes), this greatly inflates the number of irregulars (Bybee 1995b). In addition, when considering the claim that type frequency conditions productivity, it is important to note that the irregulars cannot be grouped into one class because they have a number of different types of vowel changes (in English as well as in German). Thus the type frequency of the English -ed past tense or the German -t participle is much higher than the type frequency of any particular class of irregulars. (2) The -s plurals do have a very low type frequency compared to any other class of noun plurals. As would be predicted from their low type frequency, they are not free of lexically based similarity effects, contrary to the claim made by Clahsen (see Table 4 ). Köpcke (1988) showed in a nonce-probe task that subjects tended to use the -s plural on nouns that resembled existing -s plurals, in particular those ending in full vowels, such as Autos and Pizzas.
Second, considerable evidence is accumulating to show that even regularly inflected forms show word frequency effects, which suggests that high-frequency regulars are stored in the lexicon rather than derived by rule. Stemberger and MacWhinney (1986) show that high-frequency regular forms are less prone to error than low-frequency regulars, in both naturally occurring and experimentally induced errors. Losiewicz (1992) found that the -ed affix on low-frequency regular past tense verbs was significantly longer in acoustic duration than the same affix on highfrequency regulars. Bybee (1999) found that the rate of deletion of final /t/ and /d/ on regular English past tense verbs was higher for high-frequency verbs than for low-frequency verbs. All of these frequency effects are compatible with the hypothesis that high-frequency regulars are stored in the lexicon and accessed directly, whereas low-frequency regulars require some access to the regular affixation schema, in other words, that it is frequency of use that determines the nature of storage and access, not structure.
Finally, consider the development stages entailed by the dualprocessing model. Presumably, at first, all items are stored in memory, for otherwise it would be impossible to segment them into stem and suffix. That is, play -played, spill -spilled, and a large number of parallel items must be stored and associated in memory before the suffix can be discovered. Once the suffix is segmented, the question arises of how children identify it as "regular," if it is not because of the strength it gains from type frequency. In Clahsen's model the normal forms of the language are not sufficient for this categorization; the child has to wait until he or she has heard strange forms such as ringed (as in they ringed the city).
Having established the rule, the child not only reorganizes thoroughly by moving the rule to a different module, but he or she must now ensure that it does not apply to irregulars, by also establishing the blocking device that prevents this (Marcus et al. 1992 ). This is not the end of the reorganization. The regular forms that were previously stored must now be purged from memory so that only irregulars remain. The alternative is much simpler and to my mind more plausible: The child learns specific words, some with affixes, some without. They are stored in memory and a network of associations among them begins to develop. These associations eventually reveal recurrent subparts, such as play in plays, playing, played and -ed in played, spilled, wanted. Subparts that occur in more combinations (that is, have a high type frequency) are reinforced more, both because their occurrence in more combinations makes them more segmentable, and because their reuse increases their levels of resting activation, making them more accessible. Words with high frequency are more autonomous from the networks of associations, which means that if they are irregular they can resist regularization (Bybee 1985; 1995b) . No blocking devices or major reorganizations into modules are needed, just a growing network of associations with individual items differentiated by accessibility, which is a result of how often they occur in the child's experience with language.
Abstract: Clahsen shows that "combinatorial" inflection is processed differently from "irregular" inflection. However, combinatorially regular affixes need not coincide with "class-default" affixes, that is, affixes shared by more than one inflection class and all of whose rivals are peculiar to one class. This creates a tension that may help to explain the persistence of inflection class systems.
Clahsen argues persuasively that regular affixation is processed differently from irregular affixation. However, it is necessary to distinguish between regular affixes in Clahsen's sense (affixes that are typically used in nonce formations or with nonsense stems) and what I call "class-default" affixes (affixes all of whose rivals are "class-identifiers," peculiar to one inflection class). This qualification does not contradict but rather complements Clahsen's distinction between "combinatorial" and noncombinatorial affixation. It may help to explain why inflection class systems are so robust diachronically and so readily learnable by native speakers, despite being communicatively and cognitively so pointless -facts that are rather puzzling if most inflection class diversity is classed simply as "lexical," without differentiation. At the same time, it reinforces the importance of distinguishing between affixal and nonaffixal inflection (Carstairs-McCarthy 1994, pp. 757-59) , a distinction that is generally downplayed in the connectionist approaches that Clahsen criticizes and is not prominent in Clahsen's own treatment either.
