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Biased sampling of collective variables is widely used to accelerate rare events in molecular sim-
ulations and to explore free energy surfaces. However, computational efficiency of these methods
decreases with increasing number of collective variables, which severely limits the predictive power
of the enhanced sampling approaches. Here we propose a method called Temperature Accelerated
Sliced Sampling (TASS) that combines temperature accelerated molecular dynamics with umbrella
sampling and metadynamics to sample the collective variable space in an efficient manner. The
presented method can sample a large number of collective variables and is advantageous for con-
trolled exploration of broad and unbound free energy basins. TASS is also shown to achieve quick
free energy convergence and is practically usable with ab initio molecular dynamics techniques.
Keywords: Metadynamics, Umbrella Sampling, Temperature Accelerated Molecular Dynamics,
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I. INTRODUCTION
In a canonical ensemble molecular dynamics
(MD) simulation, configurations are sampled with
the probability
P (R) =
e−βU(R)
Z
where R is the configuration of a molecular sys-
tem with N number of atoms, β = 1/kBT with
Boltzmann constant kB and temperature T . Here
U is the potential energy, and Z is the configura-
tional partition function. Let the order parameter
be ζ(R), then the probability along ζ is given by
P (ζ ′) =
1
Z
∫
dR δ (ζ(R)− ζ ′) e−βU(R) .
a)Corresponding Author: nnair@iitk.ac.in
The Helmholtz free energy along ζ can then be com-
puted as
F (ζ) = − 1
β
lnP (ζ) + f ,
where f is some constant. F (ζ) could be directly
obtained from the probability distribution of ζ com-
puted from a canonical ensemble MD simulation,
provided a proper sampling of ζ is achieved.1–5
Often it is more convenient to assume that ζ
is a linear combination of a few collective variables
{Sα(R)}. In practice, probability distribution P (S)
for the set of selected collective variables is con-
structed as,
P (S′) =
1
Z
∫
dR e−βU(R)
∏
α
δ (Sα(R)− S′α) ,
thus
F (S) = − 1
β
lnP (S) + f
ar
X
iv
:1
61
2.
08
24
0v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
25
 D
ec
 20
16
2and the minimum energy pathway can be traced
on the multi-dimensional surface F (S). This as-
sumes that we have the knowledge of S for describ-
ing the process of our interest. The current work
presumes that the set of collective variables {Sα}
to describe and to sample the distribution is known,
however, the number of collective variables is large.
Although, the number of coordinates to describe a
process is often small in number,6,7 several other or-
thogonal coordinates have to be enhanced-sampled
for a quick convergence in probability distribution
along the reactive coordinates and thus the free en-
ergy estimates.
Timescale at which a barrier crossing event
takes place on a potential energy landscape during
a canonical ensemble simulation is ∝ eβU(R). Due
to the limitation of small time steps in MD simula-
tions, the simulation time to observe such processes
becomes very large and computationally unfeasible
for many interesting processes with free energy bar-
rier ∆F ‡ >> β−1. One of the ways in which this
timescale bottleneck can be overcome is by modify-
ing the Boltzmann weight through altering U(R) as
U(R) + Ubias(S) where Ubias(S) is the bias poten-
tial. Metadynamics8–12 (MTD) and Umbrella Sam-
pling (US)13,14 are two such popular biased sam-
pling methods, among several others15–22.
In MTD, a time dependent bias potential,
Ubias ≡ V b(S, t), is constructed by summing the
Gaussian potentials deposited discretely along the
trajectory S(t):
V b(S, t) =
∑
τ<t
wτ exp
[
−{S− S(τ)}
2
2(δs)2
]
,
In the Well Tempered (WT–MTD)23 variant of
MTD,
wτ = w0 exp
[
−V
b(S, t)
kB ∆T
]
where w0 is the initial Gaussian height and ∆T is
a parameter. Free energy estimate can be obtained
as24
F (S) = −γ lim
t→∞V
b(S, t) + f
where
γ = (T + ∆T )/∆T (1)
and f is some constant.
The main advantage of MTD is that it is capa-
ble of sampling the S space in a self–guided manner,
and thus the method can explore unprecedented
minima and reaction pathways on high–dimensional
free energy landscapes.7,10,12 Nowadays, MTD is
used in exploring free energy landscapes up to three
collective variables. The total computational time
required to explore the free energy landscape de-
pends exponentially on the number of collective
variables. In order to increase the efficiency of sam-
pling large number of coordinates, parallel temper-
ing MTD25, bias–exchange MTD26,27, replica ex-
change with collective variable tempering28, paral-
lel bias MTD29, and variational MTD30 methods
have been proposed.
In US simulations, a time independent har-
monic restraint bias potential, Ubias ≡ W bh , is ap-
plied at chosen discrete values of S, given by
W bh (S) =
1
2
κh (S− Sh)2 , h = 1, · · · ,M (2)
where Sh is the position of the umbrella window h.
To obtain F (S), the distribution of S from M win-
dows are reweighted and stitched together by the
weighted histogram analysis (WHAM) method.31,32
The sampling of the collective variables are deter-
mined by the span of the windows, and thus US
allows to achieve a controlled sampling of collective
variable space. Like in MTD, the computational
3cost increases with the number of dimensions and
most of the applications using this technique have
been limited to one or two collective variables only.
Another way to accelerate the sampling of col-
lective variables is by modifying the Boltzmann
factor using β˜ << β, where β˜ corresponds to
the temperature T˜ , which is much greater than
the system temperature T . This is achieved
in Temperature Accelerated Molecular Dynamics
(TAMD)1,33,34 approach by defining an extended
system where a set of auxiliary variables {sα} is in-
troduced that couple with {Sα} through a harmonic
potential. Further, {sα} is thermostated to β˜, while
the physical system is thermostated to β, and the
free energy at β can be computed as,1,34
F (s) = − 1
β˜
ln P˜ (s) + f (3)
where P˜ (s) is the probability distribution of {sα}
computed at β˜. Tuckermann and co–workers35 have
integrated TAMD with biased sampling approach
to improve its efficiency and further extended this
approach to build a free energy minimization pro-
cedure to locate saddle points and minimum energy
pathways on complex free energy landscapes.36 It
may be noted that in their “heating and flooding”
approach, both temperature acceleration and the
bias potentials are applied simultaneously to all the
collective variables.
We have recently introduced a method called
Well–Sliced MTD (WS–MTD)37 to overcome the
limitation of metadynamics in sampling broad and
unbound free energy basins which are encountered
often in the case of A+B type of chemical reactions,
drug binding, protein folding etc. In this technique,
we have combined US and MTD to sample orthogo-
nal collective variables simultaneously. US allows to
achieve controlled sampling of collective variables,
while MTD allows to sample orthogonal variables
in a self–guided manner. However, the efficiency of
this approach also decreases with increasing number
of collective variables.
In the current work, we introduce a technique
called Temperature Accelerated Sliced Sampling
(TASS), which extends the WS–MTD approach to
explore free energy landscape with large number
of collective variables. The efficiency is improved
by introducing temperature acceleration of collec-
tive variables in the spirit of TAMD. The method
could be considered as an improvement to MTD and
TAMD approaches to sample broad and unbound
surfaces in an efficient manner. Furthermore, this
method may also be looked at as an extension to the
US for incorporating large number of orthogonal co-
ordinates. At first, we will discuss the theory behind
the TASS approach, and then demonstrate its effi-
ciency for the following four problems: (a) exploring
a three dimensional potential model; (b) computing
the free energy landscape in the space of four back-
bone torsions for alanine tripeptide in vacuo using
the AMBER force–field; (c) modeling cyclization
reaction of butadiene using ab initio Car–Parrinello
MD by sampling three collective variables; (d) com-
puting the free energy barrier for the hydrolysis re-
action of an enzyme–drug complex by sampling four
collective variables in a density functional theory
(DFT) based QM/MM MD simulation.
4II. THEORY
In the TASS approach, we use the Hamiltonian
Hh(R,P, s,p) = H
0(R,P)
+
n∑
α=1
[
p2α
2µα
+
kα
2
(Sα(R)− sα)2
]
+W bh (s1) + V
b
h (s2, t)
+bath(P;T ) + bath(p; T˜ ) , (4)
where h = 1, · · · ,M and n > 2. Here H0 is the
system Hamiltonian, R and P are the set of all
atomic positions and momenta, and S(R) is the
set of n collective variables. Importantly, n num-
ber of auxiliary variables {sα} with masses {µα}
and momenta {pα} are introduced that couple to
the collective variables {Sα} by a harmonic poten-
tial with coupling constants {kα}. Along s1 and s2,
umbrella and metadynamics bias potentials W bh (s1)
and V bh (s2, t) are added, respectively. The atomic
system is coupled to a thermal bath at temperature
T and auxiliary variables are coupled to a thermo-
stat at temperature T˜ . Also, {kα} and {µα} values
are chosen such that the dynamics of {sα} is close to
{Sα} and they are adiabatically decoupled as done
in a regular TAMD simulation.1,33,34 Our aim is to
construct the free energy landscape F (s) at temper-
ature T .
Hamiltonian in Equation (4), allows one to sam-
ple the collective variables space by a combination
of US, MTD, and TAMD. Especially, the tempera-
ture accelerated sampling in the spirit of TAMD
allows one to choose larger number of collective
variables compared to other biased sampling tech-
niques. In Equation (4), only one collective variable
is biased using US and MTD, however, more num-
ber of variables could be biased in a straightforward
manner.
Following the reweighting equations for WS–
MTD as used in our previous work37, we first
reweight the metadynamics bias potential38,39 as
P˜h(s
′) =
∫
dτ Ah(τ)
∏n
α δ(sα(τ)− s′α)∫
dτ Ah(τ)
, (5)
where
Ah(τ) = exp[β˜
{
V bh (s2(τ), τ)− ch(τ)
}
]
with
c(t) =
1
β˜
ln
[ ∫
ds2 exp[β˜γV
b(s2, t)]∫
ds2 exp[β˜ (γ − 1)V b(s2, t)}]
]
,
and the constant γ is given by Equation (1). In
the subsequent step, we reweight P˜h(s) for the um-
brella bias potential and combine distributions of
all umbrella windows using the standard WHAM
approach. In this procedure, the reweighted distri-
bution P˜ (s) is obtained from M number of P˜h(s)
using a self-consistent approach using
P˜ (s) =
∑M
h=1 nhP˜h(s)∑M
h=1 nh exp[β˜fh] exp[−β˜Wh(s1)]
,
with
exp[−β˜fh] =
∫
ds1 exp[−β˜W bh (s1)]P˜ (s) ,
and W bh is given by Equation (2). Here nh is the
number of configurations sampled in the hth window
of the umbrella potential. If the collective variables
and the auxiliary variables are adiabatically sepa-
rated, the distribution P˜ (s) at higher temperature
T˜ is related to P (s) at temperature T as34
P (s) ∝ P˜ (s)(β/β˜) .
Then, free energy surface at temperature T can be
obtained using Equation (3).
5III. RESULTS AND DISCUSSION
A. Three Dimensional Model System
For testing the method, we considered a three–
dimensional model system that has four minima:
U(x, y, z) =
3∑
i=1
Uoi exp
(−wi [(x− xoi )2+
bi(y − yoi )2 + ci(z − zoi )2
])
Parameters for the potential are given in Ta-
ble SI1, and the plot of U(x, y, z) is shown in Fig-
ure 1a. The four minima are labeled as A, B, C
and D, and the barriers in this potential energy
landscape are tabulated in Table SI2. Mass of the
system was taken as 1.0 a.m.u. and MD time step
was chosen as 0.24 fs.
In the TASS simulation, x, y, and z coordinates
were chosen as collective variables; i.e. S1 ≡ x,
S2 ≡ y, and S3 ≡ z. Masses of auxiliary variables
{sα} were taken as 40.0 a.m.u. and values of kα
were taken as 3.14× 103 kcal mol−1 Bohr−2.
Temperature acceleration was then invoked
along all the auxiliary variables {sα}. The sys-
tem temperature was set to 300 K, while that of
the auxiliary variables was set to 600 K. Temper-
ature of the system and that of the auxiliary vari-
ables were maintained using two separate Langevin
thermostats with frictional coefficients 0.02 fs−1
and 0.04 fs−1, respectively. Auxiliary variables
s1 and s2 were (arbitrarily) chosen for applying
US and MTD biases, respectively. Umbrella po-
tentials were placed along s1 from −0.5 Bohr to
6.5 Bohr at intervals of 0.5 Bohr. Initial struc-
ture for any given umbrella window was generated
by setting the s1 coordinate to that correspond-
ing to the equilibrium value of the umbrella win-
dow, while the other coordinates were having the
same values as in the minimum A. Restraining
potential κh used for all the umbrella potentials
was 31.4 kcal mol−1 Bohr−2. The initial Gaussian
height (w0) was set to 0.6 kcal mol
−1 and the Gaus-
sian width parameter δs was 0.5 Bohr. The param-
eter ∆T was taken as 1200 K. MTD bias potential
was updated every 200 MD steps.
The convergence of free energy barriers as a
function of simulation length (per umbrella win-
dow) is shown in Table SI2 and Figure 1c. From
Figure 1d, it is clear that the free energy estimates
converge to the exact result with increase in simula-
tion time. The converged free energy surface is also
plotted in Figure 1b. Positions of these minima and
the topology of the potential energy surface are cor-
rectly reproduced in the reconstructed free energy
surface.
These results show that a free energy surface
with multiple minima and complex topology can be
efficiently explored by the TASS method. Moreover,
the free energy estimates systematically converge to
the exact results.
B. Alanine Tripeptide
The free energy surface of alanine tripeptide
(Figure 2a) in vacuo as a function of four back-
bone angles (φ1, ψ1, φ2, ψ2) is explored here. Ala-
nine tripeptide was modeled using the ff14SB force–
field40 and MD simulations were carried out us-
ing the PLUMED–AMBER interface.41,42 The time
step was chosen as 1.0 fs.
Here, umbrella bias was applied along the
φ1 while MTD bias was applied along the φ2.
All the four coordinates were sampled using high
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FIG. 1: (a) Three–dimensional model potential with four minima used to test the TASS method,
visualized as contour surfaces; (b) Free energy surface reconstructed using the TASS method; (c)
Free energy barriers computed from TASS as a function of simulation time per umbrella window;
(d) Exact error in the free energy barrier estimates as a function of simulation time per umbrella
window.
temperature. MTD bias potentials were up-
dated every 500 fs and the parameters w0 =
0.6 kcal mol−1, δs = 0.05 radians and ∆T =
900 K were taken. Umbrella potentials were
placed from −pi to pi at an interval of 0.2 ra-
dians with κh = 1.2 × 102 kcal mol−1 rad−2,
kα = 1.2 × 103 kcal mol−1 rad−2, and a mass of
50 a.m.u. A˚2 rad−2 was assigned to all the auxil-
iary variables.
Initial structure for any given umbrella window
was generated arbitrarily by setting the φ1 internal
coordinate to the equilibrium of the umbrella win-
dow, while the other collective variables were cor-
responding to the minimum P. Langevin thermo-
stat with a frictional coefficient of 0.001 fs−1 was
used for maintaining the temperature of physical
system at 300 K. An overdamped Langevin thermo-
stat with a friction coefficient of 0.1 fs−1 was used
to maintain the CV temperature at 900 K. Before
starting a TASS simulation, we carried out equili-
bration at 300 K for a particular umbrella window
for about 100 ps.
For the purpose of comparison, we performed
about 1 µs long replica exchange molecular dynam-
ics (REMD) using AMBER 12. Four replicas at
temperatures 300 K, 365 K, 440 K, and 535 K were
chosen. Each replica was first equilibrated at its
target temperature for 1 ns. An exchange attempt
between replica was made at every 10 ps.
The free energy surface along the (φ1, φ2) co-
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FIG. 2: (a) Ball and stick representation of alanine tripeptide. φ and ψ are defined as dihedral angle
between atoms C–N–Cα–C and N–Cα–C–N, respectively as shown in the figure. color code: H
(white), C (black), O (red), and N (blue). (b) Convergence of free energy barriers as a function of
simulation time per umbrella window. Here symbols , •, , N represent free energy barriers for
P→Q, Q→P, R→Q, and Q→R, respectively. Projection of the reconstructed five–dimensional
free energy surface on (φ1, φ2) plane as obtained from (c) TASS simulation, and (d) REMD
simulation. Contour values are shown for every 1 kcal mol−1. Free energy is in kcal mol−1. (e)
Converged free energy of all the minima with respect to that of minimum Q from TASS and
REMD simulations are shown together with their difference.
ordinates computed from the REMD simulations is
given in Figure 2d. Six major minima were ob-
tained, labeled as P, Q, R, S, T, and U. Subse-
quently, we carried out TASS simulation with four
collective variables as mentioned before (φ1, ψ1,
φ2, ψ2). Computed free energy barriers separat-
8ing these minima as a function of simulation time
is plotted in Figure 2b. The barriers systematically
converge, with an error less than 0.1 kcal mol−1,
after 10 ps long simulation per umbrella window.
The converged high dimensional surface is then pro-
jected to the (φ1, φ2) space; Figure 2c. Clearly, the
positions of the minima and the saddles are very
well reproduced from TASS. Moreover, the diago-
nal symmetry of the landscape can also be noticed,
showing that the exploration of the high dimen-
sional free energy landscape has been performed
very efficiently. Similar observations were also made
when the free energy surface was projected along
the (φ1, ψ1) and (φ2, ψ2); see Figure SI1. As
free energy barriers could not be accurately com-
puted from the REMD results (due to the insuffi-
cient sampling near the saddle points), we compare
the free energy difference between the minima ob-
tained from REMD and TASS; see Figure 2e and
Table SI3. After convergence, the maximum dif-
ference between the REMD and the TASS results
is only 0.6 kcal mol−1, and this difference is likely
due to the insufficient sampling in REMD. These re-
sults further support that TASS can efficiently ex-
plore the high dimensional free energy landscapes
and provide converged free energy estimates in a
computationally efficient way.
C. 1,3–Butadiene to Cyclobutene Reaction
Here we explore the broad free energy surface
for the conversion of 1,3–butadiene to cyclobutene
which occurs via an electrocyclic reaction (see also
Figure 3a).
We have chosen the following collective vari-
ables to model this reaction: a) distance C1–C4,
d[C1 − C4]; b) the distance C1–C2, d[C1 − C2]; c)
the distance C2–C3, d[C2 − C3].
In TASS simulations, umbrella bias was applied
along the d[C1–C4] coordinate and MTD bias was
applied along d[C1 − C2]. Auxiliary variables cor-
responding to all the three coordinates were sam-
pled using high temperature. Simulations were car-
ried out using ab initio MD employing plane–wave
Kohn-Sham density functional theory (DFT) as
available in the CPMD program.43 PBE exchange
correlation functional44 with ultrasoft pseudopoten-
tial45 was used here. A cutoff of 30 Ry was used for
the plane–wave expansion of wavefunctions. System
was taken in a cubic supercell of side length 15 A˚.
Car–Parrinello46 MD at 300 K was carried out with
a time step of 0.096 fs and fictitious masses of or-
bitals were taken as 600 a.u.
The parameter kα was set to 1.2 ×
103 kcal mol−1 A˚−2 and µα was 50.0 a.m.u.
Langevin thermostat with a friction coefficient of
0.4 fs−1 was used to maintain the temperature
of the extended degrees of freedom to 600 K.
In our simulations, w0 = 0.6 kcal mol
−1 and
δs = 0.05 Bohr were taken. MTD bias was updated
every 19 fs. In US, the umbrella windows were
placed from 1.5 A˚ to 3.9 A˚ at an interval of 0.05 A˚
with κh = 4.4 × 102 kcal mol−1 A˚−2. Before
starting the TASS simulation, each umbrella was
equilibrated for about 2 ps, and the initial structure
for each umbrella window was obtained arbitrarily,
as done in the case of alanine tripeptide.
We compare the results of the TASS simula-
tion with the free energy surface and the barriers
computed using the WS-MTD approach from our
earlier work.37 Free energy barriers converge to less
than 0.5 kcal mol−1 (in comparison with the WS-
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FIG. 3: (a) Structures of trans-1,3-butadiene (CB1),cis-1,3-butadiene (CB2), and cyclobutene (CB3);
(b) Projected free energy surface computed from TASS after 15 ps of the simulation per umbrella
window; (c) Converged free energy surface computed from WS–MTD; Free energy values are in
kcal mol−1 relative to the free energy of the minimum (CB1); Contour values are drawn between
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computed from TASS simulation as a function of simulation time per umbrella window; (e)
Difference in the free energy barriers computed from TASS and WS–MTD (“Error”) as a
function of simulation time per umbrella window.
MTD barriers) within 10 ns per umbrella window;
see Figure 3d,e. Simulation for 5 ps seems enough to
compute the free energy barriers with an error less
than 0.5 kcal mol−1 (see Table SI4 ). The converged
difference in the barriers of about 0.25 kcal mol−1
could be ascribed to the differences in the type and
the number of collective variables used in TASS and
WS-MTD.
These results show that the TASS approach
could efficiently sample a high dimensional free en-
ergy landscape in three collective variable space of a
chemical reaction. The method seems to be as accu-
rate as the WT-MTD, and is much efficient than the
ordinary well-tempered MTD approach where free
energy barriers for the same reaction was found not
to converge even after 1000 ps.37
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D. Tetrahedral Intermediate Formation during
Hydrolysis of Aztreonam and Class–C β–Lactamase
complex
To further demonstrate the application of the
TASS method, we have applied this to model an
enzymatic reaction in a DFT based QM/MM MD
simulation. Here we model the formation of a tetra-
hedral intermediate during the hydrolysis of the
covalent complex formed by aztreonam drug and
Class–C β–Lactamase; see Figure 4. Four collec-
tive variables were chosen for simulating this hy-
drolysis reaction (see Figure 4 for labeling): a)
11
coordination number of Tyr150Oη to hydrogens
of W1, C[Tyr150Oη −W1H]; b) distance between
AztC2 and W1O, d[AztC2−W1O]; c) the distance
Tyr150Oη to Lys67Nζ , d[Tyr150Oη − Lys67Nζ ]; d)
the distance Tyr150Oη to Lys315Nζ , d[Tyr150Oη −
Lys315Nζ ]. Here
C[Tyr150Oη −W1H] =
∑
J∈W1H
1(
1 +
(
dJ
d0
)6)
where dJ ≡ d[Tyr150Oη−W1H] and d0 = 1.3 A˚. The
auxiliary variables corresponding to all the four col-
lective variables were sampled using high tempera-
ture (1000 K), while the physical system was sam-
pled at 300 K. Here C[Tyr150Oη−W1H] was chosen
as a collective variable to accelerate proton transfer
from water to Tyr150Oη and MTD bias was applied
along this collective variable. To enhance the nu-
cleophilic attack of OH− on the carbonyl carbon
of the drug molecule d[AztC2 −W1O] coordinate
was chosen as a collective variable which was sam-
pled using the US bias. The collective variables
d[Tyr150Oη−Lys67Nζ ] and d[Tyr150Oη−Lys315Nζ ]
were considered for sampling different conforma-
tions of Tyr150, Lys67, and Lys315.
The hybrid QM/MM simulations were per-
formed using the CPMD/GROMOS interface47 as
implemented in the CPMD package. Aztreonam
drug, side chains of Lys67, Tyr150, Ser64, Lys315,
Thr316; backbone of Lys315, Thr316, Gly317, and two
water molecules near the active site were treated
quantum mechanically. Rest of the protein and the
solvent molecules were treated by molecular me-
chanics (MM). The initial structure of the enzyme-
drug complex was taken from the X–ray crystal
structure corresponding to PDB ID 1FR648. This
whole system is composed of the enzyme, 11391
TIP3P water molecules, 2 Na+ ions, and 2 Cl−
ions, and was taken in a periodic simulation box
with the size 81.3×75.6×64.5 A˚3. Before starting
the QM/MM simulation, MM MD simulation was
carried out using the sander module in the AMBER
suite of programs.42 The whole protein was treated
using parm99 AMBER force–field49 whereas GAFF
force–field50 was employed for describing the drug
molecule. Restrained electrostatic potential charges
for drug and Ser64 complex were computed using
the RED software.51 During classical simulation, a
time step of 1 fs and a cut–off distance of 15 A˚
was used for non–bonded interaction. After initial
steps of minimization, 1 ns of NPT simulation was
carried out using Langevin thermostat at 300 K
and Berendsen barostat at 1 atm. Subsequently,
10 nsNV T simulation was performed with the equi-
librated density. In hybrid QM/MM simulations,
QM part was treated using the plane–wave DFT
with PBE exchange correlation functional.44 Ultra-
soft psuedopotentials45 were chosen and a plane–
wave cutoff of 25 Ry was used. A cubic QM box
with a side length of 25.3 A˚ was taken. MM part of
the system was treated using the param9949 AM-
BER force–field. Capping hydrogen atoms were
added to saturate the bonds at the QM/MM bound-
ary. Capping hydrogen atoms were introduced be-
tween Cβ and Cγ atoms of Tyr150, Cα and Cβ atoms
of Ser64, Cγ and Cδ atoms of Lys67, and Cα and N
atoms of Lys315 and Gly317.
Constant temperature Car–Parrinello46 MD at
300 K was carried out using the Nose`–Hoover chain
thermostats for the nuclei and orbital degrees of
freedom.52 A time step of 0.14 fs was used to in-
tegrate the equations of motion and the fictitious
masses of orbitals were taken as 600 a.u. We
assigned kα = 1.2 × 103 kcal mol−1 and µα =
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50.0 a.m.u. for all the auxiliary variables. An over-
damped Langevin thermostat with a friction coeffi-
cient of 0.4 fs−1 was used to maintain temperature
of the auxiliary variables at 1000 K. In US, win-
dows were placed from 1.3 A˚ to 5.1 A˚ at an inter-
val of 0.1 A˚ with κh = 4.5 × 102 kcal mol−1 A˚−2.
The MTD parameters were w0 = 0.6 kcal mol
−1,
δs = 0.05 Bohr and ∆T = 2000 K were taken. MTD
bias was updated every 19 fs.
Before starting the TASS simulations, each um-
brella window was equilibrated for about 4 ps. Ini-
tial structure for an umbrella window was taken
from the adjacent equilibrated window. The whole
protein, including the QM part, and the solvent
molecules were free to move during the MD sim-
ulations.
We could successfully simulate the reaction
EI1→EP1 using the TASS method, and the con-
verged reconstructed free energy surface is given
in Figure 4b,c. Unlike in the previous benchmark
cases, we have used varying simulation lengths (4-
8 ps each) for different umbrella windows till a con-
vergence in the free energy barrier was achieved. In
the reactant basin, we have noticed proton trans-
fer between Tyr150 and Lys67, i.e. EI1↔EI2.
The hydrogen bonding interactions between the
two residues were maintained throughout the reac-
tion. However, distance between the Tyr150Oη and
Lys67Nζ increases as proton transfer occurs from
W1 to Tyr150Oη; see Figure 4c. On the other hand,
the hydrogen bonding interaction between Lys315
and Tyr150 was broken in the initial stages of the
chemical reaction, as a result of which, another wa-
ter molecule (W2) moved into the active site, and
Lys315 formed interactions with Glu272.
The free energy barrier for the reaction was
computed from the projected free energy surface on
d[Tyr150Oη−Lys67Nζ ] and C[Tyr150Oη−W1H] co-
ordinates, and is 24.5 kcal mol−1. From experimen-
tal studies53 it is known that aztreonam is a slowly
hydrolyzing drug and from the measured rate con-
stants for deacylation, we estimate the correspond-
ing free energy barrier as 23 kcal mol−1 (using the
transition state theory). This agrees well with our
computed free energy barrier of 24.5 kcal mol−1.
The same reaction was failed to simulate in an
ordinary MTD run, likely due to the broad nature
of the basin along the d[Tyr150Oη − Lys67Nζ ] coor-
dinate (see also Figure 4)c, and thus large compu-
tational time would be required to build the suffi-
cient bias potential in the relevant parts of the free
energy surface. Moreover, W1 water molecule was
also driven out of the active site, which was then
replaced by an MM water molecule from the bulk
(data not shown). Both these difficulties are over-
come in the TASS simulation since US was carried
out along the d[Tyr150Oη − Lys67Nζ ] coordinate.
Additionally, sampling of different conformations of
the active site residues needed four collective vari-
ables which is also practically difficult to sample
properly with conventional MTD, especially in DFT
based QM/MM simulations.
IV. CONCLUSIONS
In this paper, we presented a method called
TASS that combines MTD, US, and TAMD to sam-
ple large number of collective variables and explore
high dimensional free energy landscapes. Free en-
ergy estimates using TASS is shown to converge
systematically to the exact values. We have demon-
strated the efficiency of TASS in sampling four and
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five dimensional free energy landscapes with multi-
ple minima along different coordinates. Moreover,
the method is also shown to be practically usable
for computing free energy surfaces of chemical reac-
tions in ab initio and DFT based hybrid QM/MM
MD simulations.
The method is well suited for exploring free en-
ergy surfaces that are broad and unbound, where
conventional enhanced sampling approaches such as
MTD and TAMD become inefficient. Controlled
exploration of free energy surfaces, for e.g. along
certain reaction pathways, can also be achieved in
TASS, by an appropriate choice of the US coordi-
nate. The method permits one to add and remove
collective variables in different umbrella windows,
giving flexibility and computational efficiency in ex-
ploring complex high dimensional free energy land-
scapes. Although, we have used US and MTD bi-
ases, the method can be straightforwardly extended
to the cases where MTD bias is not required (ei-
ther in selected or for all the umbrella windows),
by setting A(τ) = 1 in Equation (5). Replica ex-
change based algorithms can also be combined with
TASS to further improve the sampling efficiency.
The TASS Hamiltonian in Equation (4) can be re-
alized effortlessly in simulations using MD plugins
like PLUMED41 which has been interfaced with sev-
eral popular MM and QM programs.
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