Ion crystals in anharmonic traps by Bastin, S. R. & Lee, Tony E.
Ion crystals in anharmonic traps
S. R. Bastin and Tony E. Lee
Department of Physics, Indiana University Purdue University Indianapolis (IUPUI), Indianapolis, Indiana 46202, USA
(Dated: August 28, 2018)
There is currently intensive research into creating a large-scale quantum computer with trapped
ions. It is well known that for a linear ion crystal in a harmonic potential, the ions near the center are
more closely spaced compared to the ions near the ends. This is problematic as the number of ions
increases. Here, we consider a linear ion crystal in an anharmonic potential that is purely quartic
in position. We find that the ions are more evenly spaced compared to the harmonic case. We
develop a variational approach to calculate the properties of the ground state. We also characterize
the zigzag transition in an anharmonic potential.
I. INTRODUCTION
A quantum computer can solve certain problems faster
than a classical computer [1]. There has been a lot of
research into how to construct a large-scale quantum
computer. Of the numerous platforms that have been
proposed, trapped ions are one of the most promising
candidates [2–4]. Trapped-ion quantum computers have
demonstrated many quantum algorithms [5, 6] and have
also demonstrated the ability to store quantum informa-
tion for long periods of time [7].
An issue with ion traps is how to scale up to hundreds
of qubits. A Paul trap uses a combination of rf and dc
voltages to trap the ions [8]. Typically, the trapping po-
tential is harmonic (quadratic in position) in all three
dimensions. The harmonic potential in the axial direc-
tion is usually set to be weaker than in the transverse
directions so that the ions form a linear string along the
axial direction [9]. It is well known that the ions near
the center of the string are more closely spaced than the
ions near the ends [Fig. 1(a)] [10]. This bunching in the
center is problematic for two reasons. First, it is difficult
to focus a laser to individually address the center ions.
Second, the bunching in the center causes the string to
buckle in a transverse direction [11, 12]; this “zigzag”
transition occurs because it is energetically favorable for
the ions to be displaced in the transverse direction.
This bunching effect is more pronounced as the number
of ions increases, which makes it difficult to construct a
large-scale quantum computer in a single harmonic trap.
Several solutions have been proposed for this problem.
One solution is to divide a trap into many separate traps
and shuttle ions between the different traps [13]. Alterna-
tively, one can connect separate traps via optical cavities
[14] or electrostatically [15].
Another solution is to let the axial potential be
anharmonic so that the ions are more evenly spaced out.
Previous works have shown that a combination of har-
monic and anharmonic potentials can evenly space out
the ions [16, 17]. In this paper, we use a purely an-
harmonic axial potential that is quartic in position and
analyze the properties of long ion crystals in such a po-
tential. We find that a purely quartic potential leads to
much more uniform ion crystals compared to a quadratic
potential [Fig. 1(b)]. We develop a variational approach
that allows us to analytically calculate the properties for
large system sizes. Then we characterize when the zigzag
transition occurs in a quartic potential.
Our paper is outlined as follows. In Sec. II, we re-
view the results for a quadratic (harmonic) potential. In
Sec. III, we present numerical results for a quartic (an-
harmonic) potential. In Sec. IV, we present analytical
results using a variational approach. In Sec. V, we dis-
cuss the zigzag transition.
II. REVIEW OF QUADRATIC POTENTIAL
We briefly review the results for a linear string of ions
in a quadratic potential. For now, we ignore the trap-
ping potentials in the transverse directions, since they
are assumed to be much stronger than in the axial direc-
tion, such that the ions are always at the minimum of
the transverse trapping potentials. The potential energy
of the system is then [10]
E =
N∑
i=1
1
2
mω2z2i +
N∑
i,j=1
i<j
q2
|zi − zj | , (1)
where m and q are the mass and charge of an ion, ω is
the axial trap frequency, zi is the axial position of each
ion, and N is the number of ions. For convenience, we
rescale the positions zi using a length scale ` = q
2/mω2.
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FIG. 1. Ground state crystals of 20 ions in (a) quadratic
and (b) quartic potentials. Notice that the ions in the quartic
potential are more evenly spaced. In these plots, the position
z has been rescaled to be dimensionless.
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2Then the rescaled potential energy is
E =
N∑
i=1
1
2
z2i +
N∑
i,j=1
i<j
1
|zi − zj | . (2)
We are interested in the ground state of Eq. (2), i.e.,
the configuration of {zi} that minimizes the potential
energy. When the ions are laser-cooled to sufficiently low
temperatures, they form a crystal with this configuration.
Figure 1(a) shows the ground state for N = 20. Note
that the ions in the center are closer together than those
at the ends [10]. The bunching near the center can be
understood in terms of energy considerations. In Eq. (2),
the first term (trap potential energy) is minimized when
all the ions are at the center of trap, whereas the sec-
ond term (Coulomb energy) is minimized when the ions
are spaced far apart. The actual ground state balances
these two competing effects. Since the energy from the
trapping potential increases with z, it is energetically fa-
vorable for the ions near the center to be closer together;
this reduces the trap potential energy at the expense of
an increase of Coulomb energy.
In order to analytically characterize long ion strings,
Dubin developed a variational approach [18]. This in-
volves the local-density approximation, i.e., approximat-
ing a set of discrete charges by a continuous charge den-
sity n(z). The charge density is assumed to be along a
line in the axial direction. For a given charge density
n(z), the potential energy in Eq. (2) becomes
E[n] =
∞∫
−∞
dz
{
1
2
z2n(z) + γn(z)2
−1
2
n(z)
∞∫
0
dy ln[yn(z)]
d
dy
[n(z − y) + n(z + y)]
}
,
(3)
where the first term in the integrand is the energy due to
the quadratic trap potential, and the other terms are the
Coulomb energy of the chain [18]. γ ≈ 0.57721 is Euler’s
constant.
Finding the ground state becomes a matter of finding
the function n(z) that minimizes Eq. (3). Based on the
numerical results for the discrete model, Dubin chose the
following variational ansatz for n(z):
n(z) =
{
3
4
N
L
(
1− z2L2
)
, |z| < L,
0, otherwise,
(4)
where L is the half-length of the chain and is the free
parameter to minimize the energy with respect to [18].
This ansatz (an inverted parabola) says that the den-
sity is maximum in the middle, which means that, in the
discrete model, the ions are closest together in the mid-
dle. Plugging Eq. (4) into Eq. (3) and minimizing with
respect to L, one obtains [18]
L3min = 3N
[
γ − 13
5
+ ln(6N)
]
, (5)
Emin =
3
10
NL2min. (6)
We will extend this variational approach to the quartic
potential in Sec. IV.
III. QUARTIC POTENTIAL
Now, we consider an ion string in a purely quartic po-
tential. The potential energy in Eq. (1) is modified to:
E =
N∑
i=1
1
4
az4i +
N∑
i,j=1
i<j
q2
|zi − zj | , (7)
where a is the coefficient of the anharmonic quartic term.
We assume a > 0 so that positive ions are trapped. Such
a potential can be generated in a segmented ion trap by
suitably designing the electrode structure [16, 17]. (In
practice, due to manufacturing and voltage tolerances,
there will be a small residual quadratic component in
the potential. However, as long as the quartic component
dominates over the quadratic component for most of the
chain, the ground state will be close to the ground state
of a purely quartic potential.)
We rescale the positions according to the length scale
` = q2/a, so the rescaled potential energy becomes:
E =
N∑
i=1
1
4
z4i +
N∑
i,j=1
i<j
1
|zi − zj | . (8)
We note that other types of anharmonic ion traps have
been considered [16, 17, 19–24].
We are again interested in the ground state of Eq. (8).
We have found the ground state for up to N = 1000 using
the conjugate gradient method [25]. Figure 1(b) shows
the ground state for N = 20. The ions are much more
evenly spaced across the chain compared to the quadratic
potential in Fig. 1(a). The edge ions are slightly farther
apart than the center ions, but the difference is less than
the quadratic case.
For a configuration of discrete charges, the local charge
density can be calculated as
n(zi) =
1
|zi+1 − zi| , (9)
since this is the number of ions per unit length [18]. Fig-
ure 2 plots n(zi) for the ground state of Eq. (8) for differ-
ent N . For a large part of the chain, n(zi) is quite flat.
This reflects the fact that most of the ion crystal is evenly
spaced. At the ends of the chain, n(zi) decreases quickly,
which means that the ions at the ends are farther apart.
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FIG. 2. Charge density n as a function of position z for the
ground-state ion configuration, comparing the exact results
of the discrete model with the variational ansatz for differ-
ent numbers of ions N . Both n and z are in rescaled to be
dimensionless.
Thus, although there is some nonuniformity, it is confined
mostly to the ends. The shape of n(zi) is clearly not an
inverted parabola as it was for the quadratic potential
[Eq. (4)].
The difference between quadratic and quartic results
can be understood in terms of energy considerations. A
quartic potential is flatter near the center and steeper
on the sides compared to a quadratic potential. The ions
near the center feel less effect from the trap and therefore
space themselves out in order to minimize the Coulomb
energy.
An interesting observation from Fig. 2 is that the max-
imum density is not located at the center of the trap
(z = 0), but is located about 1/3 of the distance from
the center to the end. This is in contrast to the case
of the quadratic potential, where the density is always
maximum at the center [Eq. (4)].
As N increases, the overall length and density increase.
For the quartic potential, the minimum spacing between
adjacent ions decreases with N as
∆zmin ≈ 2.36
N0.74
. (10)
The data and the fit are shown in Fig. 3. The scal-
ing is different from the quadratic potential, which has
∆zmin ≈ 2.02/N0.56 [10]. Interestingly, ∆zmin decreases
faster with N for the quartic potential than the quadratic
potential. The reason is that the quartic potential is
steeper, so the length of the ion crystal increases slower
with N .
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FIG. 3. Minimum separation between adjacent ions versus
number of ions N for a quartic potential, showing the exact
results of the discrete model and the fit to a power law. The
distance is in rescaled dimensionless units.
IV. VARIATIONAL APPROACH
Here, we extend the variational approach of Dubin [18]
to the quartic potential. The motivation is that it is very
time consuming to numerically find the ground state for
large N , e.g., more than four days for N = 1000. The
advantage of the variational approach is that it allows us
to analytically calculate the properties of the ion crystal.
We make the local-density approximation, i.e., we ap-
proximate the discrete charge density with a continu-
ous function n(z). The potential energy is the same as
Eq. (3), but the first term is modified:
E[n] =
∞∫
−∞
dz
{
1
4
z4n(z) + γn(z)2
−1
2
n(z)
∞∫
0
dy ln[yn(z)]
d
dy
[n(z − y) + n(z + y)]
}
,
(11)
We seek the function n(z) that minimizes Eq. (11). We
choose a variational ansatz motivated by the numerical
results of the discrete model (Fig. 2). We find that the
charge density for large N is well described by an inverted
quartic function:
n(z) =
{
5
8
N
L
(
1− z4L4
)
, |z| < L,
0, otherwise.
(12)
The normalization in Eq. (12) is determined by the rela-
tion
∫ L
−L n(z) dz = N , i.e., the total charge should be N .
There is one free parameter, L, which is the half-length
of the chain. Note that this ansatz does not capture the
fact that the maximum density is not at z = 0. If desired,
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FIG. 4. (a) Ground-state energy versus number of ions N ,
comparing the exact results of the discrete model with the
variational estimate. (b) Difference between the two curves:
Eexact − Evariational. The energy is in rescaled dimensionless
units.
one could use a more complicated ansatz with more free
parameters to better approximate the ground state.
Plugging our variational ansatz [Eq. (12)] into the ex-
pression for potential energy [Eq. (11)], we obtain:
E =
1
36
NL4 +
5
9
N2
L
[
γ +
pi
2
− 85
18
+ ln(10N)
]
. (13)
Then we minimize Eq. (13) with respect to the free pa-
rameter L to obtain:
L5min = 5N
[
γ +
pi
2
− 85
18
+ ln(10N)
]
, (14)
Emin =
5
36
NL4min. (15)
Equation (15) is the variational estimate of the ground-
state energy. Note that these results are different from
the quadratic case [Eqs. (5) and (6)].
Figure 2 shows that the variational ansatz has good
agreement with the discrete model in terms of the charge
density n. This indicates that our calculation of Lmin is
correct.
Figure 4 compares the ground-state energy of the dis-
crete model with the variational estimate [Eq. (15)].
There is excellent agreement between the two. Note that
the variational energy is slightly higher than the true
ground-state energy, as expected. (The deviation could
be further decreased by using a more complicated varia-
tional ansatz with more free parameters.)
We can use the variational results to estimate how
∆zmin scales with N . From Eq. (12), ∆zmin ∝ L/N .
From Eq. (14), L ∝ N 15 (ignoring the logarithm that
grows slowly with N). Thus, the variational approach
predicts
∆zmin ∝ 1
N
4
5
, (16)
which is close to the numerical result in Eq. (10).
V. ZIGZAG TRANSITION
Here, we discuss the zigzag transition for a quartic ax-
ial potential. To do this, we have to account for possible
displacement in the transverse (x, y) directions. We as-
sume that the trap potentials in the transverse directions
are still quadratic, but the x-potential is stronger than
the y-potential, so we can ignore the y direction in this
discussion [26]. We rewrite the potential energy [Eq. (2)]
to include the x position:
E =
N∑
i=1
(
β2
2
x2i +
1
4
z4i
)
+
N∑
i,j=1
i<j
1
[(xi − xj)2 + (zi − zj)2]1/2
,
(17)
where β is the strength of the x-potential relative to the
z-potential.
When β is very large, it is energetically favorable for
all the ions to have xi = 0, i.e., the ground state is a
line in the axial direction as we assumed in Sec. III. As
β decreases, at some point, it is energetically favorable
for the ions to be displaced in the x direction, and the
ground state develops a zigzag shape [11, 12]. We are
interested in the critical value, βc, at which this zigzag
transition occurs.
The simplest way of calculating βc is to calculate the
transverse normal mode frequencies for a linear chain
[27]. When β > βc, all the frequencies are real. When
β < βc, at least one frequency is imaginary; this signals
that the ground state is no longer linear.
To calculate the transverse normal modes, we first cal-
culate the N ×N matrix A, which is the Hessian of the
potential energy, evaluated for the linear ground state
(with xi = 0) [28]. The elements of A are:
Amn =
∂2E
∂xm∂xn
∣∣∣∣
lin. gnd. state
, (18)
=
{
β2 −∑p 6=n 1|zp−zn|3 , m = n,
1
|zm−zn|3 , m 6= n,
(19)
where the zn are evaluated using the ground state of
Eq. (8). Denoting the eigenvalues of A by λn, the trans-
verse normal mode frequencies are
√
λn (note that this
is in rescaled units). Thus, βc is found by checking
when the smallest eigenvalue reaches zero as β decreases.
The eigenvector corresponding to this eigenvalue is the
“zigzag” mode, in which adjacent ions move in opposite
transverse directions [28].
Figure 5 shows βc as a function of N . We observe the
following scaling behavior for large N :
βc ≈ 0.51N1.14. (20)
This scaling is different from that for a quadratic axial
potential, which has βc ≈ 0.73N0.86 [9]. It is surprising
that βc increases faster with N for the quartic case, de-
spite the ion crystal being more homogeneous. This is
due to the fact that ∆zmin decreases faster with N for
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FIG. 5. Plots of βc, the critical strength of the transverse
harmonic potential when the zig-zag transition occurs. (a)
Linear scale. (b) Log-log scale.
the quartic case than the quadratic case [see Eq. (10)]. It
was shown in Ref. [29] that βc ∝ 1/∆z 32 , so βc increases
faster with N for the quartic case.
Note that it is difficult to compare the actual values of
βc for the two cases because of the difference in units. In
the quadratic case, β is the ratio between two harmonic
frequencies. But in the quartic case, β is the ratio be-
tween a harmonic frequency and the quartic coefficient.
A fairer comparison between the two cases is the fol-
lowing. Suppose we set the strengths of the quadratic
or quartic potentials along the z axis such that the ion
crystals have the same lengths for the two cases. Then
the quartic case will have a larger ∆zmin (since the ions
are more evenly spaced) and therefore will have a smaller
βc.
VI. CONCLUSION
We have studied the properties of an ion crystal in a
purely quartic axial potential. In the future, it would be
interesting to develop a variational approach for a poten-
tial that contains both quadratic and quartic terms; such
potentials have been studied previously in discrete form
[16]. It would also be interesting to consider higher order
potentials like z6 or z8 to see how the scaling behavior of
the density or zigzag transition depends on the exponent
of the anharmonicity.
Another direction is to investigate whether anhar-
monicity could help quantum simulation of spin models.
The normal modes (either transverse or axial) of a lin-
ear ion string can be used to generate effective spin-spin
interactions between different ions [30]. It is known that
when the axial potential is quadratic, the resulting spin-
spin interaction decays in distance approximately as a
power law. The question then is how a quartic poten-
tial would affect the spin-spin interaction. Since ions in
a quartic potential are more evenly spaced, the spin-spin
interaction may follow a power law more closely.
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