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Constraints on the virtual Compton scattering on the nucleon in a new
dispersive formalism
Irinel Caprini1
1Horia Hulubei National Institute for Physics and Nuclear Engineering,
POB MG-6, 077125 Bucharest-Magurele, Romania
The dispersive representation of the virtual Compton forward scattering amplitude has been
recently reexamined in connection with the evaluation of the Cottingham formula for the proton-
neutron electromagnetic mass difference and the proton radius puzzle. The most difficult part of
the analysis is related to one of the invariant amplitudes, denoted as T1(ν,Q
2), which requires
a subtraction in the standard dispersion relation with respect to the energy ν at fixed photon
momentum squared q2 = −Q2. We propose an alternative dispersive framework, which implements
analyticity and unitarity by combining the Cauchy integral relation at low and moderate energies
with the modulus representation of the amplitude at high energies. Using techniques of functional
analysis, we derive a necessary and sufficient condition for the consistency with analyticity of the
subtraction function S1(Q
2) = T1(0, Q
2), the cross sections measured at low and moderate energies
and the Regge model assumed to be valid at high energies. From this condition we obtain model-
independent constraints on the subtraction function, confronting them with the available information
on nucleon magnetic polarizabilities and results reported recently in the literature. The formalism
can be used also for testing the existence of a fixed pole at J = 0 in the angular momentum plane,
but more accurate data are necessary for a definite answer.
I. INTRODUCTION
The virtual Compton forward scattering on the nu-
cleon is of interest for the calculation of the proton-
neutron electromagnetic mass difference by the Cotting-
ham formula [1, 2]. An early dispersive evaluation of this
formula, performed in [3], was updated recently in [4]
and the problem was examined also in other recent pa-
pers [5]-[10]. In addition, the virtual Compton scattering
is of interest for the proton radius puzzle (for a review
see [11]). It has been considered also by several authors,
in particular in the context of Finite Energy Sum Rules
(FESR), in connection with the topic of a fixed J = 0
pole in the amplitude [12–16].
The nucleon matrix element of the time-ordered prod-
uct, 〈p|T jµ(x)jν(y)|p〉, where jµ is the electromagnetic
current, is described in terms of two invariant amplitudes
Ti(ν,Q
2), i = 1, 2, free of kinematical singularities and
zeros, which depend on ν = p · q/m and Q2 = −q2,
where p and q denote the nucleon and photon momenta
andm the nucleon mass. The functions Ti(ν,Q
2) at fixed
Q2 ≥ 0 are real analytic in the ν plane cut along ν ≥ ν0
and ν ≤ −ν0, where ν0 is the lowest unitarity thresh-
old. Following [4], we denote the structure functions as
Vi(ν,Q
2):
ImTi(ν + iǫ, Q
2) = πVi(ν,Q
2) , ν ≥ ν0 , Q2 ≥ 0. (1)
Due to the contributions arising from Regge exchanges
which exhibit a growth at infinity, V1(ν,Q
2) ∼ να with
α > 0, the standard dispersion relation for T1(ν,Q
2) as
a function of ν at fixed Q2 requires a subtraction, while
for T2(ν,Q
2) an unsubtracted relation is valid.
Choosing the subtraction point at ν = 0 and denoting
S1(Q
2) ≡ T1(0, Q2), (2)
the dispersion relation satisfied by the amplitude T1 at
fixed Q2 is written in the form [4]
T1(ν,Q
2) = S1(Q
2) + 2ν2
∫ ∞
0
dν′
ν′
V1(ν
′, Q2)
ν′2 − ν2 − iǫ , (3)
taking into account the fact that the amplitude is an
even function of ν at fixed Q2. The dispersive integral
can be evaluated using the structure function V1(ν,Q
2)
expressed in terms of the electron-proton cross sections
measured at low and moderate energies and parametrized
by Regge model at high energies.
The problem considered in this work is the determi-
nation of the subtraction function S1(Q
2). We note
that at Q2 = 0 the subtraction function is expressed in
terms of the nucleon polarizabilities. The view adopted
in Refs. [5]-[10] is that the subtraction function S1(Q
2)
for nonzero values of Q2 cannot be calculated in terms
of physical observables and represents an arbitrary in-
put. Accordingly, specific models for S1(Q
2) have been
adopted in these references in order to evaluate the dis-
persion relation (3). Combined with the poor experimen-
tal knowledge of the magnetic polarizability of the neu-
tron [17], the arbitrary Q2 dependence of the subtraction
function represents the main source of uncertainty in the
estimate of the proton-neutron mass difference obtained
in these references.
Of course, the subtraction function in a dispersion re-
lation is arbitrary if the available information refers ex-
clusively to the discontinuity of the amplitude across the
cut (which for real-analytic functions is related to the
2imaginary part). However, in the present case more in-
formation is available on the amplitude at large energies
in the frame of Regge model. In Refs. [3, 4] it was shown
that, if the amplitude T1 at fixed Q
2 does not have a fixed
pole at J = 0 in the angular momentum plane, the sub-
traction function itself can be calculated in terms of the
physical electroproduction cross sections. The detailed
analysis performed in [4] shows that the results obtained
from this assumption for the difference of the proton and
neutron polarizabilities are consistent with experiment
and somewhat more precise, which may be viewed as a
nontrivial test of the hypothesis that the Compton am-
plitude is free of fixed poles.
In the present work we develop an alternative disper-
sive framework for the investigation of the subtraction
function in the virtual Compton scattering, in which no
explicit assumption about the presence or the absence of
the fixed poles is made. We start from the remark that
the Regge model predicts at large energies not only the
imaginary part of the amplitude, but the amplitude it-
self. The high-energy behavior of the amplitude is of the
standard Regge asymptotic form [18, 19]
T (s, t) ∼ − πβα(t)
sinπα(t)
{exp[−iπα(t)] + τ}sα(t) , (4)
where s is the c.m energy squared (connected to the vari-
able ν by s = 2mν+m2−Q2) and t the momentum trans-
fer (in the present case t = 0 and the signature τ = 1).
Therefore, from the Regge parametrization of the imag-
inary part of the amplitude it is possible to recover also
the real part, which is in a particular relation to it, as
follows from (4).
If one knows both the real and imaginary parts of a
function along a part of the unitarity cut, the function
can be predicted in principle everywhere in the com-
plex plane by the uniqueness of analytic continuation.
However, it is known that in practice this task is im-
possible, due to the fact that analytic continuation is
an ill-posed problem in the Hadamard sense [20]: this
means that small uncertainties of the input are amplified
in an uncontrolled way outside the original domain. The
analytic continuation can be nevertheless “stabilized” in
some cases, for instance if one restricts the class of ad-
missible functions to a compact set. Such a condition is
provided, for instance, by the knowledge of the modulus
of the function along the whole boundary (see [21] and
references therein). Guided by these ideas, in the present
work we develop a formalism which uses as input at high
energies the modulus of the amplitude, provided by the
Regge model.
It is useful to recall that in the modulus representation,
where one constructs an analytic function starting from
its modulus on the boundary of the analyticity domain
rather than from its discontinuity (imaginary part), much
weaker assumptions at infinity are needed (since the in-
tegral representation contains the logarithm of the input
modulus). As a consequence, if one assumes that the
modulus of a function is known along the boundary, it
is possible to derive rigorous upper and lower bounds on
the values of the function at all points inside the holomor-
phy domain, in particular at ν = 0. Therefore, although
the subtraction function cannot be calculated exactly, its
value is not completely arbitrary.
In the present paper we propose a dispersive formal-
ism which uses the Cauchy integral relation to account for
the knowledge of the imaginary part on a part of the cut,
and the modulus representation on the remaining part.
As we shall see, in general this input does not determine
uniquely the amplitude, but predicts a whole class of “ad-
missible” functions to which the physical amplitude be-
longs. By means of the solution of a functional extremal
problem on this class, it is possible to formulate a rigor-
ous necessary and sufficient condition for the consistency
of the input given on the boundary with the values of the
amplitude inside the holomorphy domain. This can be
exploited to constrain the subtraction function and to in-
vestigate the possible fixed poles in the Regge asymptotic
behavior. The method can be applied to both invariant
amplitudes, however we restrict in this paper to the am-
plitude T1. We note that the method is applicable to a
general Regge behavior, including the Pomeron contri-
bution, allowing therefore the separate discussion of the
proton and neutron amplitudes.
The paper is organized as follows: in the next section
we review the physical information used as input, con-
sisting of the structure function at low and moderate en-
ergies and the Regge model at high energies. In Sec. III
we formulate an extremal problem whose solution pro-
vides a necessary and sufficient condition for the consis-
tency with analyticity of the cross sections, the Regge
model and the subtraction function. The solution of this
problem is given in the Appendix, while in Sec. IV we
discuss the numerical evaluation of the quantities enter-
ing the solution. In Sec. V we present the results of our
analysis: we first discuss the consistency of the input at
Q2 = 0, where the subtraction function is related to the
magnetic polarizability. We derive then parametrization-
free upper and lower bounds on the subtraction function
S1(Q
2) and compare them with the results obtained re-
cently in [4] and with the parametrization proposed in
[10]. Section VI summarizes our main results and con-
clusions.
II. PHYSICAL INPUT
We consider the so-called “inelastic” amplitude defined
as in [4] by subtracting from the total amplitude the elas-
tic contribution
T inel1 (ν
2, Q2) = T1(ν
2, Q2)− T el1 (ν2, Q2), (5)
where T el1 has a simple expression [4]
T el1 (ν
2, Q2) = −4m
2Q2 [G2E(Q
2)−G2M (Q2)]
(4m2ν2 −Q4)(4m2 +Q2) (6)
3in terms of the Sachs electromagnetic form factors of the
nucleon, GE(t) and GM (t). In (5), the notation empha-
sizes the fact that the amplitudes, being even functions
of ν, depend actually on ν2. At fixed Q2, the ampli-
tude T inel1 (ν
2, Q2) is a real-analytic function in the ν2-
complex plane, cut along the real axis above ν2th, where
νth = Mpi + (M
2
pi − Q2)/2m is the threshold due to the
πN intermediate state. The discontinuity across the cut
is related to the imaginary part
ImT inel1 (ν
2 + iǫ, Q2) = πV1(ν,Q
2), ν2th ≤ ν2 ≤ ν2h, (7)
where the structure function V1 is expressed in terms of
the longitudinal σL and transversal σT electroproduction
cross sections as [4]
V1(ν,Q
2) =
mν
2αem
k(ν,Q2)
{
σ¯L(ν,Q
2)− σT (ν,Q2)
}
,
σ¯L(ν,Q
2) ≡ ν
2
Q2
σL(ν,Q
2) ,
k(ν,Q2) ≡ 1
2π2
ν −Q2/2m
ν(ν2 +Q2)
. (8)
In our treatment we shall assume that V1(ν,Q
2) is ex-
perimentally accessible from the cross sections measured
for Q2 ≥ 0 below a certain high-energy value of ν2, de-
noted as ν2h.
At higher energies, T inel1 (ν
2, Q2) is approximately de-
scribed by Regge model. In the standard dispersion re-
lations, only the structure function V1(ν,Q
2) is obtained
from the Regge parametrization. However, the Regge
model predicts also the real part, which is related to the
imaginary part through the standard form (4). There-
fore, we shall assume that the modulus of the amplitude
along the cut above ν2h satisfies the condition
|T inel1 (ν2, Q2)| = |TRegge1 (ν2, Q2)|, ν2 ≥ ν2h, (9)
where TRegge1 (ν
2, Q2) denotes the dominant Regge con-
tributions, given by the Pomeron P and the degener-
ate f and a2 trajectories. From the arguments given
in the next section, it will be clear that the bounds on
the subtraction function remain the same even if the
equality sign in (9) is replaced by the ≤ sign. More-
over, as we shall prove in Sec. IV, if instead of a given
|TRegge1 (ν2, Q2)| we use an upper estimate of it, the con-
straints on the subtraction function become weaker. This
monotonicity property will be very useful for checking the
stability of the method toward the variation of the input.
As we will discuss in Sec. IV, a large error, of 30%, will be
adopted for the modulus of the Regge parametrization.
Thus, if the Compton amplitude contains a contribution
from a fixed pole, then that contribution is included in
the r.h.s. of (9). We do not impose any constraints on
the Q2-dependence of the fixed pole term, but allow it
to be arbitrary, subject only to the constraint that the
contribution from the fixed pole does not exceed 30% of
the leading terms from Pomeron and Reggeons.
Finally, since we are interested in the subtraction con-
stant, we consider the condition
T inel1 (0, Q
2) = Sinel1 (Q
2), (10)
where Sinel1 (Q
2) is the inelastic part of the subtraction
function (2). It satisfies the low-energy theorem [4]
Sinel1 (0) = −
κ2
4m2
− m
αem
βM , (11)
where αem is the fine structure constant, κ is the anoma-
lous magnetic moment of the particle and βM its mag-
netic polarizability.
As we shall see later, the conditions (5), (7), (9) and
(10) do not specify uniquely the physical amplitude. If
the input conditions are compatible among themselves,
one can find a whole class of functions analytic in the
ν2 complex plane cut along ν2 ≥ ν2th, which satisfy these
conditions. Obviously, the physical amplitude T inel1 must
belong to this “admissible” class. On the other hand, if
the conditions are not mutually consistent, there is no
function that can satisfy all conditions simultaneously,
i.e. the admissible class is empty. As we shall show in
the next section, it is possible to formulate a necessary
and sufficient condition for the existence of at least one
function in this class.
III. OPTIMAL CONSISTENCY CONDITION
In this section we express the information available on
the amplitude in a suitable form that allows the applica-
tion of standard mathematical results [22], and formulate
an extremum problem whose solution describes in an op-
timal way the consistency of the input conditions1.
We define first a so-called outer function [22], denoted
as C(ν2, Q2), which is analytic and without zeros in the
ν2 plane cut along the semiaxis ν2 ≥ ν2h at fixed Q2, and
whose modulus on this cut is given by
|C(ν2, Q2)| = |TRegge1 (ν2, Q2)|, ν2 ≥ ν2h. (12)
With this definition, we write the boundary condition (9)
in the equivalent form
∣∣∣∣T
inel
1 (ν
2, Q2)
C(ν2, Q2)
∣∣∣∣ = 1, ν2 ≥ ν2h. (13)
1 Similar methods have been applied to other physical situations in
[23–26]. In particular, in Refs. [24, 25] it allowed the derivation
of model-independent constraints on the real proton Compton
scattering.
4The function C(ν2, Q2) is obtained by the explicit for-
mula2
C(ν2, Q2) = exp


√
ν2h − ν2
π
∞∫
ν2
h
dν′2
ln |TRegge1 (ν′2, Q2)|√
ν′2 − ν2h(ν′2 − ν2)

 .
(14)
We consider now the change of variable
z˜(ν2) =
1−
√
1− ν2/ν2h
1 +
√
1− ν2/ν2h
, (15)
which maps the ν2 plane cut along the semiaxis ν2 ≥ ν2h
onto the interior of the unit disk |z| < 1 cut along the
segment zth ≤ x ≤ 1 of the real axis, where z ≡ z˜(ν2)
and
zth = z˜(ν
2
th). (16)
We note also that z˜(0) = 0 and the upper (lower) edge of
the cut along ν2 ≥ ν2h becomes the upper (lower) semi-
circle of the circle |z| = 1.
It is convenient to define the new function
F (z,Q2) ≡ T
inel
1 (ν˜
2(z), Q2)
C(ν˜2(z), Q2)
, (17)
where ν˜2(z), defined as
ν˜2(z) =
4z
(1 + z)2
ν2h, (18)
is the inverse of the function z˜(ν2) from (15). Since by
construction C(ν2, Q2) is analytic and has no zeros in
the ν2-plane cut along the semiaxis ν2 ≥ ν2h, which in
the z-variable corresponds to the unit disk |z| < 1, the
function F (z,Q2) is, for each fixed Q2, a real analytic
function in the unit disk |z| < 1 except for a cut along
the real segment zth ≤ x ≤ 1. The discontinuity across
the cut, discF (x,Q2) = F (x+ iǫ, Q2)− F (x − iǫ, Q2) =
2 i ImF (x + iǫ, Q2), is related to the imaginary part
ImF (x+ iǫ, Q2) ≡ σ(x,Q2), zth ≤ x ≤ 1, (19)
which is obtained as
σ(x,Q2) =
πV1(
√
ν˜2(x), Q2)
C(ν˜2(x), Q2)
. (20)
In writing this expression we took into account the fact
that the function C(ν˜2(z), Q2) is real and has no discon-
tinuity across the real interval zth ≤ x ≤ 1.
2 An equivalent representation can be written in the canonical z-
variable defined in (15), see [22].
Recalling that z˜(0) = 0, we note that F (z,Q2) satisfies
also the condition
F (0, Q2) = S(Q2) (21)
where
S(Q2) ≡ S
inel
1 (Q
2)
C(0, Q2)
. (22)
The constraints (19) and (21) are fully implemented by
the representation3
F (z,Q2) = S(Q2) +
z
π
∫ 1
zth
dx
σ(x,Q2)
x(x − z) + zg(z,Q
2) ,
(23)
where g(z,Q2) is, for every fixed Q2 ≥ 0, an arbitrary
function analytic in |z| < 1, free of any constraints at
interior points. The presence of this function shows that
the low-energy conditions do not specify uniquely the
amplitude.
We exploit now the boundary condition (13), which
becomes, in the z-variable,
|F (ζ,Q2)| = 1, |ζ| = 1. (24)
By inserting in this condition the general representation
(23) and dividing both terms of the equality (24) by the
factor |ζ| ≡ 1, we obtain with no loss of information the
relation
|g(ζ,Q2)− h(ζ,Q2)| = 1, |ζ| = 1, (25)
where
h(ζ,Q2) = −S(Q
2)
ζ
− 1
π
∫ 1
zth
dx
σ(x,Q2)
x(x− ζ) (26)
is a calculable complex function defined in terms of the
input information, and g(z,Q2) is, at fixed Q2 ≥ 0, an
arbitrary function analytic in |z| < 1. In general, we ex-
pect that the boundary condition (25) for a given input
h is satisfied by many analytic functions g. On the other
hand, it is possible that the input h is such that no an-
alytic function satisfying this condition exists. So, the
question is to decide whether the class of the functions
g satisfying the condition (25) contains at least one ele-
ment. In order to answer this question, we consider the
following functional extremal problem: find
µ0(Q
2) = min
g∈H∞
‖g − h‖L∞ , (27)
where the L∞ norm is defined as [22]
‖F‖L∞ ≡ sup
θ∈(0,2pi)
|F (eiθ)|. (28)
3 The transition point z = 1 requires a special treatment in the
intermediate steps, see. Refs. [24, 26]. We omit it here, since it
does not affect the final result quoted in the Appendix.
5At each fixed Q2, the minimization in (27) is done with
respect to the functions g(z,Q2) analytic in the disk |z| <
1 and bounded on its boundary (this class of functions is
denoted as H∞ [22]).
For what follows it is important to note that, if at least
one function g that satisfies the condition (25) exists, the
minimal norm µ0(Q
2) satisfies the condition
µ0(Q
2) ≤ 1. (29)
On the other hand, if the minimal norm µ0(Q
2) is strictly
greater than 1, the difference in the left-hand side of (25)
will be strictly greater than 1 for every analytic func-
tion g, which means that there are no analytic functions
which can satisfy the constraint (25). Therefore, the in-
equality (29) is a necessary and sufficient condition for
the existence of at least one admissible function g that
satisfies the input constraints imposed on the physical
amplitude. Implicitly, it represents a consistency condi-
tion of the input quantities entering the function h, from
which we can derive correlations and bounds on various
input quantities.
From the definition of the minimal norm, one can see
that the problem is not changed if the equal sign in the
condition (9) is replaced by the ≤ sign. In the next sec-
tion we shall show also that by using instead of the right-
hand side of (9) an upper estimate of the Regge modulus,
we obtain, for a fixed subtraction constant, a lower value
of µ0(Q
2), which means that the allowed range for the
subtraction function derived from the condition (29) will
be larger.
The solution of the problem (27) and the algorithm
for calculating the quantity µ0(Q
2) are presented in the
Appendix. In the next section we discuss the numerical
calculation of the quantities entering the solution, based
on the experimental input on the cross sections and the
Regge parametrization.
IV. NUMERICAL ANALYSIS OF THE INPUT
As shown in (A.14), the parameter µ0(Q
2) is given by
the square root of the greatest eigenvalue of the positive-
semidefinite matrixH†H, whereH is a Hankel matrix de-
fined in (A.10) in terms of the Fourier coefficients ck(Q
2)
defined in (A.11) or (A.12).
Having in view the expression (26) of the function
h(ζ,Q2), it is convenient to use for the calculation of
ck(Q
2) the definition (A.12) as a contour integral. By
applying the residue theorem, we obtain the convenient
expression
ck(Q
2) = −S(Q2)δk,1 + 1
π
∫ 1
zth
xk−2σ(x,Q2)dx, k ≥ 1,
(30)
where S(Q2), zth and σ(x,Q
2) are defined in Eqs. (22),
(16) and (20), respectively. The cross sections at low
and intermediate energies enter through the function
V1(ν,Q
2), and the Regge model is included in the outer
function C(ν2, Q2) defined in (14).
For the experimental input we rely on the detailed
analysis performed in the recent paper [4]. At low en-
ergies, for W =
√
s ≤ 1.3GeV, we use the data on the
cross sections measured in [27]-[34]. More precisely, we
use as central values the average of MAID [28] and DMT
[33] data, and ascribe to them an error equal to their
difference. In the range 1.3 < W < 3GeV we use the
parametrization of Bosted and Christy [35, 36]. For the
proton amplitude, the error was obtained by attaching an
uncertainty of 8% to the proton transverse and longitudi-
nal cross sections and adding the errors up in quadrature.
For the proton-neutron difference an uncertainty of 30%
was assumed (to allow the comparison with the results
reported in [4], for Q2 ≥ 0.5GeV2 the error was assumed
to be 8% from the proton cross section, calculated as
mentioned above).
Several Regge parametrizations of the cross sections at
high energies have been proposed in the literature [37]-
[40]. We shall use at W ≥ Wh, where Wh = 3 GeV, the
parametrizations given by the vector-meson dominance
model of Alwall and Ingelman [37]:
σT = β
T
P (Q
2)sαP−1 + βTR(Q
2)sαR−1 ,
σL = β
L
P (Q
2)sαP−1 + βLR(Q
2)sαR−1 , (31)
where s = W 2 is the square of the center-of-mass energy.
A “soft” Pomeron with intercept αP = 1.091 is adopted,
while the Reggeons with the quantum numbers of f and
a2 are represented by a single contribution with αR =
0.55. The Pomeron residues of proton and neutron are
usually assumed to be the same:
βTP (Q
2)n = βTP (Q
2)p , βLP (Q
2)n = βLP (Q
2)p . (32)
while for the Reggeons one uses [41]:
βTR(Q
2)n = ξ βTR(Q
2)p , βLR(Q
2)n = ξ βLR(Q
2)p , (33)
with ξ ≃ 0.74.
The structure function V1(ν,Q
2) at ν < νh is obtained
directly from the cross sections using (8). At higher ener-
gies, at ν ≥ νh, we can recover locally the full amplitude
T inel1 from the parametrization of the imaginary part ob-
tained from (31). Using the standard Regge expression
(4), it is easy to see that this is achieved by making in
(31) the replacements
βj → −1 + exp[−iπαj]
sinπαj
βj , j = P,R. (34)
By this prescription we ensure that the real and imagi-
nary parts are related as required by the Regge model:
for the Pomeron, the real part is much smaller than the
imaginary one, while for the Reggeons, using αR = 0.55,
the real and imaginary parts are almost equal.
In Fig. 1 we show for illustration the modulus of
the amplitude TRegge1 obtained with this prescription for
63 3.5 4 4.5 5 5.5 6
W [GeV]
4
8
12
16
20
24
|T 1
R
eg
ge
(W
)|
proton
neutron
FIG. 1: Modulus of the Regge parametrization of the am-
plitude TRegge1 for Q
2 = 0, in the region 3 ≤ W ≤ 6GeV.
Q2 = 0, in the region 3 ≤ W ≤ 6GeV. The small
difference between the proton and the neutron ampli-
tudes is due to the different Reggeons contribution and
decreases at higher energies, where the Pomeron domi-
nates (for instance, the difference is 8% at 3 GeV and
only 2 per mille at 100 GeV). We emphasize that the ex-
pression obtained by the prescription (34) is used only
on the unitarity cut at fixed Q2 for ν2 ≥ ν2h, where
νh = (W
2
h − m2 + Q2)/2m with Wh = 3 GeV. No as-
sumptions on the analytic continuation or the analytic
properties of the Regge parametrization at other points
of the ν2-complex plane are made. As already mentioned,
an error of 30% was attached to the modulus of the Regge
parametrization in our analysis.
Since we use as input different models at various ener-
gies, one might ask what are the consequences of match-
ing these models for the accuracy of the numerical anal-
ysis. Actually, the large uncertainties that we adopted
cover to some extent the discrepancies at the matching
points. It is important to emphasize also that, in con-
trast to the usual FESR, the present dispersive formal-
ism does not involve the calculation of principal values
or other quantities sensitive to the discontinuities of the
input on the cut. Therefore, the details of the matchings
have a smaller effect in our approach than in the standard
dispersion relations.
Using the expressions (30) and (A.14) of the Fourier
coefficients and the minimal norm µ0, it is easy to prove
a monotonicity property already mentioned above. As-
sume that we replace the input modulus at fixed Q2 given
in the right-hand side of Eq. (9) by an estimate of it from
above. Then the real and positive values of the outer
function C(ν2, Q2) defined in (14) will increase at all real
points ν2 below ν2h. From the definitions (20) and (22) it
follows that the real quantities σ(x,Q2) and S(Q2) enter-
ing the expression (30) will decrease if Sinel1 (Q
2) is kept
fixed. This will lead to smaller values for all the coeffi-
cients ck and therefore to a smaller norm µ0. As a conse-
quence, the allowed range of the parameter Sinel1 (Q
2), de-
rived from the consistency condition (29), will be larger.
This property has important consequences. First, it
allows us to use at all energies above W = 3GeV the
parametrization of the Pomeron by a “soft” trajectory
with an intercept αP slightly larger than 1. This model
is valid strictly speaking only at finite energies, since it
predicts an asymptotic increase in conflict with unitar-
ity. Indeed, universality implies that the same Pomeron
would also show up in hadronic scattering processes and
that would violate the Froissart bound (an attempt at
describing deep inelastic scattering at high energies with
a logarithmic high-energy behavior consistent with the
Froissart bound is presented in [42]). Actually, the soft
Pomeron is expected to overestimate the physical loga-
rithmic increase with energy of the amplitude. Since the
bounds are monotonically decreasing functionals of the
input modulus, the soft Pomeron is expected to lead to
weaker bounds on the subtraction functions compared
to those obtained with the true behavior, preserving the
validity of the method.
In view of the same monotonicity property, the weakest
upper and lower bounds are obtained with the modulus
increased within the error channel. The large uncertainty
of 30% which we adopted covers possible variations of the
subasymptotic terms related to the standard Regge poles
and also a possible real constant, which can arise due to
a fixed pole at J = 0 in the angular momentum plane.
As shown in (11), the subtraction function at Q2 = 0
is determined by the magnetic polarizability. The exper-
imental values quoted in the recent papers [43] and [44],
expressed in units of 10−4 fm3, are4
βpM = 3.15± 0.50, βnM = 3.65± 1.50, (35)
which imply βp−nM = −0.5 ± 1.6. Using these values in
the expression (11), we obtain the subtraction functions
Sinel1,p (0) = (−6.18± 0.84)GeV−2 ,
Sinel1,n (0) = (−7.15± 2.51)GeV−2 ,
Sinel1,p−n(0) = (0.96± 2.68)GeV−2. (36)
As discussed above, the method requires the calcula-
tion of the Fourier coefficients ck given in (30) and of
the quantity µ0 given by the norm (A.14) of the Hankel
matrix (A.10). The numerical algorithm implies actually
the truncation of the Hankel matrix at a finite order and
the calculation of its norm with standard programs. In
practice, we obtained good stability with the first 20-30
coefficients.
4 Note also the average values given in PDG [45], βp
M
= 2.5± 0.4
and βn
M
= 3.7± 1.2.
7V. RESULTS
As discussed above, the inequality (29) represents a
necessary and sufficient condition for the consistency
with analyticity of the amplitude T inel1 (ν
2, Q2). One can
exploit it either for testing the consistency of the vari-
ous pieces of the phenomenological input, or for deriving
bounds on the subtraction function Sinel1 (Q
2).
A. Consistency of the input at Q2 = 0
At Q2 = 0, where the subtraction functions are known
in terms of polarizabilities as shown in (36), we have all
the ingredients to calculate the coefficients ck defined in
(30) and the parameter µ0 defined in (A.14). Keeping
fixed the subtraction functions at the central values (36),
we obtain
µp0 = 1.099± 0.054MAID ± 0.053BC ± 0.099R,
µn0 = 1.066± 0.053MAID ± 0.053BC ± 0.254R,
µp−n0 = 1.407± 0.633MAID ± 0.199BC ± 0.325R, (37)
where we indicated the effect of the separate variation of
the MAID and DMT data [28, 33], Bosted and Christy
parametrization [35, 36] and the Regge parametrization
[37], within the uncertainties specified in the previous
section. Adding in quadrature these effects leads to
µp0 = 1.099± 0.265 ,
µn0 = 1.066± 0.140 ,
µp−n0 = 1.407± 0.739. (38)
We recall that the consistency of the input requires val-
ues of µ0 less than 1. From (38) one can see that, for the
proton and neutron amplitudes, this condition is slightly
violated by the central values of the input quantities, but
consistency is achieved when the errors are taken into ac-
count. We note that, for fixed values of the subtraction
functions, in all cases µ0 decreased if the low energy cross
sections or the Regge modulus were increased within er-
rors.
The central value of µp−n0 is significantly larger than 1,
indicating that the central values of the various parts of
the input are inconsistent with analyticity. This is due to
the fact that the amplitude is obtained as the difference
of the proton and the poorly known neutron amplitude,
and is not very reliable. Nevertheless, consistency with
analyticity is achieved also in this case when the large
errors discussed in the previous section are taken into
account.
In the above calculations the subtraction functions
Sinel1 (0) have been kept fixed at the central values given
in (36). One may reverse the argument and calculate µ0
as a function of this parameter, keeping the cross sec-
tions and the Regge parameters fixed. We shall apply
this procedure in the next subsection, where we shall de-
rive upper and lower bounds on the subtraction function
Sinel1 (Q
2) in terms of the cross sections and Regge pa-
rameters.
We end this subsection by noting that the formalism
considered in the present paper can be used in princi-
ple also for testing the presence or the absence of fixed
poles in the scattering amplitude. This subject was put
forward a long time ago [12, 13] and received attention
also recently [14–16]. As is known, a fixed pole at J = 0
in the angular momentum plane contributes with a real
constant to the high-energy behavior of the amplitude.
In the present formalism, the need of an additional term
in the high-energy behavior is signaled by values of the
minimum norm µ0 larger than 1 when calculated with
only standard Regge poles in the condition (9). The re-
sults given above show that, at Q2 = 0, this does not
seem to be the case: the analyticity test is passed within
the relatively large uncertainties of the present data. If
more precise data in the future will lead to µ0 > 1 even
when the input will be varied within errors, it will be
possible to conclude that a fixed pole is necessary and,
by adjusting the magnitude of the additional constant
until the value of the quantity µ0 becomes smaller than
unity, to find constraints on its residue.
B. Bounds on the subtraction function Sinel1 (Q
2)
Using arguments presented in [24, 26], one can show
that, for given input values of cross sections and Regge
parametrizations, the minimum norm µ0 is a convex func-
tion of the parameter Sinel1 (Q
2), displaying a single mini-
mum. Therefore, from the inequality (29) one can derive
exact upper and lower bounds on the subtraction func-
tion Sinel1 (Q
2). The bounds define an allowed interval for
this quantity. Of course, if the values of µ0 stay above
unity for all values of the parameter Sinel1 (Q
2), we con-
clude that there are no analytic functions satisfying the
input conditions, therefore the input data are inconsis-
tent with analyticity.
We illustrate first the above arguments for the ampli-
tude corresponding to the proton-neutron difference at
Q2 = 0. In Fig. 2, we present µp−n0 as a function of
the subtraction function S inel1,p−n(0), showing for conve-
nience only the range where the consistency condition
(29) is satisfied. From this condition, we obtain the al-
lowed range−1.00 ≤ Sinel1,p−n(0) ≤ 0.64GeV−2. By taking
into account the uncertainties of the cross sections and
the Regge parametrization, this range becomes
− 1.59 ≤ Sinel1,p−n(0) ≤ 1.22GeV−2. (39)
In this calculation we varied independently the
MAID/DMT cross sections below 1.3 GeV, the
parametrization of Bosted and Christy in the range
1.3 < W < 3GeV and the modulus at higher energies,
and modified the bounds by the quadratic sum of the
separate shifts. We note that the central experimental
value Sinel1,p−n(0) = 0.96GeV
−2 given in (36) is slightly
above the upper bound 0.64GeV−2 obtained with the
8central input on the unitarity cut, which was reflected
by the central value µp−n0 > 1 given in (38). However,
again in accordance with (38), the central experimental
value is within the enlarged range (39) which includes
the uncertainties of the input. We emphasize that this
range is narrower than the experimental interval −1.71 ≤
Sinel1,p−n(0) ≤ 3.64GeV−2 which follows from (36), and is
consistent with the value Sinel1,p−n(0) = −0.3(1.2)GeV−2
derived in [4].
-0.8 -0.4 0 0.4
S1, p-n
inel (0) [GeV-2]
0
0.2
0.4
0.6
0.8
1
µ0
p-n
FIG. 2: Dependence of µp−n0 on the subtraction constant
Sinel1,p−n(0).
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FIG. 3: Bounds on the proton-neutron subtraction function
Sinel1,p−n(Q
2) for various Q2. The red band is parametrization
(40) proposed in [10]. The band denoted GHLR was derived
in [4]. Cyan band: allowed range situated between the lower
and upper bounds obtained from the condition (29), with the
central values of the cross sections and Regge parameters.
Turquoise band: enlarged range taking into account the un-
certainties of the input. As in [4], for an easier comparison
the values on the vertical axis are multiplied by the factor
N = (1 +Q2/M2d )
2, with M2d = 0.71GeV
2.
By repeating the calculations for other values of Q2,
we obtain the bounds for Sinel1,p−n(Q
2) presented in Fig.
3, where the cyan and turquoise bands are the allowed
ranges obtained with central input and including the un-
certainties. In the same figure we show for comparison
the allowed band (denoted as GHLR) obtained in [4] from
the assumption of “Reggeon dominance”, i.e. by requir-
ing the absence of constant terms in the asymptotic be-
havior of the amplitude. One can see that our results are
considerably weaker, which was to be expected since we
work in a less restrictive formalism, where the absence
of the fixed pole is not imposed in a manifest way. It is
important to note however that our results are consistent
within uncertainties with the allowed band derived in [4].
As already mentioned, the subtraction function was as-
sumed to be completely independent of the cross sections
in Refs. [6, 9, 10], where rather arbitrary parametriza-
tions of this function have been proposed. It is instruc-
tive to compare our results also with these parametriza-
tions. As discussed in [4], the expression proposed in [6] is
not consistent with the short-distance properties of QCD.
Therefore, we shall consider only the variant adopted in
[10], where the inelastic part of the subtraction function
reads
Sinel1, ESTY(Q
2) = −
(
m21 + cQ
2
m21 +Q
2
)(
m21
m21 +Q
2
)2
mβM
αem
− 4m
2{GE(Q2)−GM (Q2)}2
(4m2 +Q2)2
. (40)
We evaluated this expression using the Kelly
parametrizations [46] for the nucleon form factors,
the range of βp−nM given below (35) and the values c = 0
and m1 =
√
3mβ with mβ = 0.46 ± 0.1 ± 0.04GeV
from [10]. The result is represented in Fig. 3 as the
red band denoted as Erben-Shanahan-Thomas-Young
(ESTY). One can see that the allowed band derived in
the present framework is somewhat narrower than the
band obtained with the ESTY ansatz.
By performing the same analysis in the proton case, we
note first that the allowed range obtained at Q2 = 0 with
central input, namely −30.2 ≤ Sinel1,p (0) ≤ −7.33GeV−2,
is quite large. This can be explained by the fact that,
due to the Pomeron, the proton amplitude is allowed to
increase more rapidly on the unitarity cut. By invok-
ing the maximum modulus principle, this implies weaker
constraints at points below the cut. We see however that,
although the interval is large, the upper bound lies actu-
ally below the central experimental value given in (36),
obtained from the magnetic polarizability (this discrep-
ancy was already signaled actually by the central value
of µp0 larger than 1 given in (38)). By taking into account
the errors of the cross sections and the 30% uncertainty
of the Regge modulus, which is quite large in the proton
case, the upper bound is pushed up to
Sinel1,p (0) ≤ −3.77GeV−2, (41)
becoming consistent with the experimental range (36).
This exercise shows that the upper bounds calculated
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FIG. 4: Dependence of µp0 on the subtraction constant S
inel
1,p (Q
2), for two values of Q2: Q2 = 0.01GeV2 (left) and Q2 = 1GeV2
(right).
with more accurate data on the cross sections might put
a nontrivial constraint on the proton magnetic polariz-
ability.
At nonzero values of Q2, it turns out that the input is
consistent in the sense explained above only for the inter-
vals Q2 ≤ 0.1GeV2 and Q2 ≥ 0.5GeV2. For illustration
we show in Fig. 4 the variation of µp0 with the quantity
Sinel1,p (Q
2) for two values of Q2, one close to 0 and the
other equal to 1GeV2. Central values of the low-energy
cross sections and Regge parameters have been used in
the calculation. In both cases this input is consistent, in
the sense that there are values of the subtraction constant
for which the compatibility condition (29) is satisfied.
For convenience, we show only the ranges of Sinel1,p (Q
2)
that satisfy this condition. From the figure, one can read
the upper and lower bounds −26.6 ≤ Sinel1,p (0.01GeV2) ≤
−4.4GeV−2 and −0.84 ≤ Sinel1,p (1GeV2) ≤ 2.44GeV−2.
We note that the allowed ranges of Sinel1,p (Q
2) for Q2 close
to 0 are very large, which shows that the constraining
power of the formalism in this domain is weak. However,
as in the case Q2 = 0 discussed above, the upper bounds
might lead to nontrivial constraints.
As we mentioned, for 0.1 < Q2 < 0.5GeV2, the pa-
rameter µp0 was larger than unity for all values of the
subtraction function Sinel1 (Q
2) (more exactly, the mini-
mum value of µp0 in figures similar to Fig. 4 turned out
to be larger than 1, and did not decrease below unity even
when the various pieces of the input were varied indepen-
dently within errors). Therefore, in Fig. 5 we show the
allowed band for the subtraction function calculated in
this work only for Q2 ≥ 0.5GeV2. Although quite broad,
the band is not consistent with the ESTY ansatz (40)
near Q2 = 0.5GeV2: the bounds suggest the possibility
of positive values for Sinel1,p (Q
2), which are not allowed by
the ansatz. Of course, in view of the large uncertain-
ties in the data and the fact that for Q2 < 0.5GeV2 the
structure functions and the Regge parameters are in con-
flict with analyticity, this result should be taken only as
a very preliminary one. On the other hand, the allowed
band shown in Fig. 5 is consistent, within uncertainties,
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FIG. 5: Allowed ranges of the proton subtraction function
Sinel1,p (Q
2) for Q2 ≥ 0.5GeV2, compared with the parametriza-
tion (40).
with the behavior derived recently in [47] by a dispersive
analysis, assuming the absence of J = 0 fixed poles5.
VI. SUMMARY AND CONCLUSIONS
In this paper we proposed and investigated an alterna-
tive dispersive framework for the virtual Compton scat-
tering on the nucleon. The work was motivated by the
recent interest in the study of this process in connection
with the Cottingham formula for the proton-neutron elec-
tromagnetic mass difference, the nucleon polarizabilities
and the proton radius puzzle. We considered in particu-
lar the inelastic part T inel1 (ν
2, Q2) of one of the invariant
5 I thank the authors of [47] for performing this comparison.
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amplitudes, which requires a subtraction in the standard
dispersion relation at fixed Q2. The aim was to investi-
gate in a parametrization-free approach the subtraction
function and the possible existence of fixed poles at J = 0
in the angular momentum plane. Our formalism does
not rely on the hypothesis that the Compton amplitude
is free of fixed poles, but covers that case as well. So, it
is less restrictive than the recent analyses [4, 47], where
the absence of fixed poles in the amplitude was explicitly
assumed, or in the FESR studies [15], where the contri-
bution of a fixed J = 0 pole was explicitly included. The
price paid for this generality is the fact that our method
cannot lead to definite predictions, but gives only upper
and lower bounds on the subtraction function. Within
the large uncertainties of the experimental input, our re-
sults for the proton-neutron difference are consistent with
those obtained in [4] and confirm the conclusions of that
work.
The formalism considered in the present work uses as
input the imaginary part of the amplitude obtained from
electron-nucleon cross sections at low and moderate ener-
gies, and the modulus of the amplitude at high energies,
where we can recover the real part of the amplitude from
its imaginary part using the standard Regge relation (4).
The main mathematical result is the definition of the
quantity µ0, given by the solution of the functional mini-
mization problem (27), such that the inequality (29) is a
necessary and sufficient condition for the consistency of
the phenomenological input with analyticity and unitar-
ity. The parameter µ0 can be computed by a simple nu-
merical algorithm as the norm of a Hankel matrix (A.10)
constructed from the Fourier coefficients ck, calculable
according to (30) in terms of the cross sections and the
Regge parameters. For a given phenomenological input
on the unitarity cut, the quantity µ0 is a convex function
of the unknown subtraction function. Then, the inequal-
ity (29) allows us to find rigorous upper and lower bounds
on the subtraction function in terms of this input.
As discussed in Sec. IV, we assumed large uncertain-
ties for the input cross sections and the Regge model. In
particular, the 30% uncertainty adopted for the modu-
lus of T inel1 (ν
2, Q2) above 3 GeV covers possible varia-
tions of the subasymptotic terms related to the Pomeron
and the Reggeons and can accommodate also constant
terms of a certain magnitude in the asymptotic behav-
ior. As proved in Sec. IV, the bounds are monotonically
decreasing functionals of the input modulus. This im-
portant property allowed us to use the phenomenological
parametrization by the soft Pomeron adopted from [37]
also at higher energies, where it overestimates the loga-
rithmic asymptotic increase of the amplitude required by
unitarity. Therefore, the bounds derived in the present
work are weaker than what would be obtained with the
physical asymptotic increase, which means that our ap-
proach is a conservative one.
In Sec. V we applied first the formalism for testing the
consistency with analyticity of the available phenomeno-
logical input on the amplitude T inel1 (ν
2, Q2) at Q2 = 0.
The central values of the electroproduction cross sections,
the Regge parametrization and the magnetic polarizabil-
ities lead to values of µ0 which slightly violate the condi-
tion (29), but consistency is achieved when uncertainties
of the cross sections and Regge parametrization are taken
into account.
The formalism can be applied also for investigating the
possible existence of fixed poles at J = 0 in the angular
momentum plane, which contribute with a real constant
to the high-energy behavior of the amplitude. The pres-
ence of a fixed pole is revealed in principle by a clear
inconsistency of the low-energy input with the standard
Regge model, signaled by large values of the parameter
µ0. Of course, in practice inconsistency alone would not
imply the existence of a fixed pole, it could simply mean
that uncertainties in the rest of the input (cross sections,
subasymptotic terms in the Regge amplitude) are larger
than expected. Therefore, more precise and reliable data
are necessary in order to establish, from the consistency
with analyticity of the input, that a fixed pole of a certain
residue is required or not.
Finally, we applied the formalism for deriving con-
straints on the subtraction function Sinel1 (Q
2) at various
values of Q2, by exploiting the fact that the quantity µ0
is a convex function of the value of this parameter. We
performed this calculation for the proton-neutron differ-
ence and the proton amplitudes.
For the proton-neutron difference, the allowed range
of Sinel1,p−n(0) derived by the present method is slightly
smaller than the experimental range (36) derived from
polarizabilities. For Q2 ≥ 0.5GeV2 our results are con-
sistent within errors with the band derived in [4] by im-
posing explicitly the absence of the fixed poles. Such an
assumption is not explicitly adopted in our formalism,
which explains the weaker results that we obtain.
For the proton amplitude, we found that for Q2 be-
tween 0.1 and 0.5GeV2 the phenomenological cross sec-
tions and the Regge input are mutually inconsistent,
leading to values of the quantity µ0 larger than 1. For
Q2 near 0, the bounds derived are quite weak, however at
Q2 = 0 the upper bound on Sinel1,p (0) calculated with cen-
tral input is in slight conflict with the experimental value
obtained from the magnetic polarizability. This suggests
that with more precise data the formalism might lead to
nontrivial predictions. For Q2 ≥ 0.5GeV2, the bounds
derived in the present work are in agreement within un-
certainties with the behavior found in [47] by assuming
the absence of J = 0 fixed poles.
To summarize, the main benefit of the present formal-
ism is that it allows us to make predictions on the sub-
traction function in virtual Compton scattering with no
explicit assumption about the existence or the absence of
a J = 0 fixed pole. Thus, we obtain model-independent
constraints on the subtraction function, which can be cal-
culated in standard dispersion relations only by adopting
a specific assumption about the fixed poles. The numer-
ical results reported in this paper depend on the phe-
nomenological input available at present, which has large
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uncertainties. Therefore, they should be taken only as
very preliminary results. Our aim was mainly to empha-
size the usefulness of a modified dispersion approach for
the study of virtual Compton scattering.
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Appendix: Solution of the extremal problem
We shall find the solution of the minimization prob-
lem (27) by applying a “duality theorem” in functional
optimization theory [22], which replaces the original min-
imization problem (27) by a maximization problem on a
different functional space, denoted as the “dual” space.
The new problem will turn out to be easier than the orig-
inal one, allowing us to obtain the solution by means of
a numerical algorithm.
Using standard terminology [22], we denote by Hp,
p < ∞, the class of functions F (z) which are analytic
inside the unit disk |z| < 1 and satisfy the boundary
condition
‖F‖Lp ≡
[
1
2π
∫ 2pi
0
|F (eiθ)|pdθ
]1/p
<∞. (A.1)
In particular, H1 is the Banach space of analytic func-
tions with integrable modulus on the boundary, and H2
is the Hilbert space of analytic functions with integrable
modulus squared. We introduced already the class H∞
of functions analytic and bounded in |z| ≤ 1, for which
the L∞ norm was defined in Eq. (28). The classes Hp
and Hq are said to be dual if the relation 1/p+ 1/q = 1
holds [22]. It follows that H1 and H∞ are dual to each
other, while H2 is dual to itself.
We now state the duality theorem which will be applied
below. Let h(ζ) be a complex bounded function defined
on the boundary of the unit disk (for simplicity we omit
here the dependence on Q2). Then the following equality
holds (see Sec. 8.1 of Ref. [22]):
min
g∈H∞
‖g − h‖L∞ = sup
G∈S1
1
2π
∣∣∣∣∣
∮
|ζ|=1
G(ζ)h(ζ)dζ
∣∣∣∣∣ , (A.2)
where S1 denotes the unit sphere of the Banach space
H1, i.e., the set of functions G ∈ H1 which satisfy the
condition ‖G‖L1 ≤ 1.
We note first that the equality (A.2) is automatically
satisfied if h is the boundary value of an analytic func-
tion in the unit disk, since in this case the minimal norm
on the left-hand side is zero, and the right-hand side
of Eq. (A.2) vanishes too, by Cauchy’s theorem. The
nontrivial case corresponds to a function h which is not
the boundary value of a function analytic in |z| < 1
and which admits a general Fourier expansion contain-
ing both positive and negative-frequency terms. Restor-
ing the Q2 dependence, we expand h(ζ,Q2) as
h(ζ,Q2) =
∞∑
k=0
hk(Q
2)ζk +
∞∑
k=1
ck(Q
2)ζ−k , (A.3)
where theQ2-dependent Fourier coefficients hk and ck are
real. The analytic continuation of the expansion (A.3)
from the boundary of the unit disk |z| = 1 to its interior
|z| < 1 will contain both an analytic part (the first sum)
and a nonanalytic part (the second sum). Intuitively, we
expect the minimum norm in Eq. (A.2) to depend explic-
itly only on the nonanalytic part, i.e., on the coefficients
ck.
In order to evaluate the supremum on the right-hand
side of Eq. (A.2) we use a factorization theorem (see the
proof of Theorem 3.15 in Ref. [22]) according to which
every function G(z) belonging to the unit sphere S1 of
H1 can be written as
G(z) = w(z)f(z) , (A.4)
where the functions w(z) and f(z) belong to the unit
sphere S2 of H2, i.e., are analytic and satisfy the condi-
tions
‖w‖L2 ≤ 1 , ‖f‖L2 ≤ 1 . (A.5)
Therefore, if one writes the Taylor expansions
w(z) =
∞∑
n=0
wnz
n , f(z) =
∞∑
m=0
fmz
m , (A.6)
the coefficients satisfy the conditions
∞∑
n=0
w2n ≤ 1 ,
∞∑
m=0
f2m ≤ 1 . (A.7)
After introducing the representation (A.4) into Eq. (A.2),
we obtain the equivalent relation
min
g∈H∞
‖g − h‖L∞ = sup
w,f∈S2
∣∣∣∣∣∣∣
1
2π
∮
|ζ|=1
w(ζ)f(ζ)h(ζ)dζ
∣∣∣∣∣∣∣
,
(A.8)
where the supremum on the right-hand side is taken
with respect to the functions w and f with the prop-
erties mentioned in Eqs. (A.6) and (A.7). By inserting
into Eq. (A.8) the expansions (A.6) we obtain, after a
straightforward calculation
min
g∈H∞
‖g − h‖L∞ = sup
{wn,fm}
∣∣∣∣∣
∞∑
m,n=1
Hnmwn−1fm−1
∣∣∣∣∣ .
(A.9)
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The supremum is taken with respect to the sequences wn
and fm subject to the condition (A.7), and the numbers
Hkm ≡ ck+m−1(Q2) , k,m ≥ 1, (A.10)
define a matrix H in terms of the negative-frequency
Fourier coefficients ck(Q
2) of the function h expanded
in Eq. (A.3), which are calculated as
ck(Q
2) =
1
2π
2pi∫
0
eikθh(eiθ, Q2)dθ, k ≥ 1. (A.11)
It is convenient to write ck in an equivalent way as a
contour integral along the boundary |ζ| = 1 of the unit
disk:
ck(Q
2) =
1
2πi
∮
|ζ|=1
ζk−1h(ζ,Q2)dζ, k ≥ 1. (A.12)
Matrices with elements defined as in (A.10) are called
Hankel matrices [22]. If wk−1 and
∑
mHkmfm−1 are
viewed as the components of vectors w and Hf , the ab-
solute value of the sum in Eq. (A.9) can be written as
|w · Hf |, and the Cauchy–Schwarz inequality implies that
it satisfies
|w · Hf | ≤ ‖w‖L2‖Hf‖L2 ≤ ‖Hf‖L2 . (A.13)
Since Eq. (A.13) is saturated for w ∝ Hf , it follows that
the supremum in Eq. (A.9) is given by the L2 norm of the
matrixH. The solution of the minimization problem (27)
can then be written as
µ0(Q
2) = ‖H‖L2 ≡ ‖H‖ , (A.14)
where ‖H‖ is the spectral norm, given by the square root
of the greatest eigenvalue of the positive-semidefinite ma-
trix H†H.
In the numerical calculations, as in previous works [24,
26, 48], the matrix H†H has been truncated at a finite
order m = n = N , using the fact that for large N the
successive approximants tend toward the exact result (for
a proof of the convergence see Appendix E of [49]). By
the duality theorem, the initial functional minimization
problem (27) was reduced to a rather simple numerical
computation.
[1] W. N. Cottingham, Annals Phys. 25, 424 (1963).
[2] J. C. Collins, Nucl. Phys. B 149, 90 (1979) [Erratum-
ibid. B 153, 546 (1979)].
[3] J. Gasser and H. Leutwyler, Nucl. Phys. B94, 269 (1975).
[4] J. Gasser, M. Hoferichter, H. Leutwyler, A. Rusetsky,
Eur. Phys. J. C 75:375 (2015) [arXiv:1506.06747].
[5] A. Walker-Loud, C. E. Carlson and G. A. Miller, Phys.
Rev. Lett. 108, 232301 (2012) [arXiv:1203.0254].
[6] A. Walker-Loud, C. E. Carlson and G. A. Miller, PoS
LATTICE 2012, 136 (2012) [arXiv:1210.7777].
[7] A. Walker-Loud, PoS CD 12, 017 (2013)
[arXiv:1304.6341].
[8] A. Walker-Loud, PoS LATTICE 2013, 013 (2014)
[arXiv:1401.8259].
[9] A.W. Thomas, X.G. Wang and R.D. Young, Phys. Rev.
C91, 015209 (2015) [arXiv:1406.4579].
[10] F. B. Erben, P. E. Shanahan, A. W. Thomas and
R. D. Young, Phys. Rev. C 90, 065205 (2014)
[arXiv:1408.6628].
[11] C.E. Carlson, Prog. Part. Nucl. Phys. 82, 59 (2015)
[arXiv:1502.05314].
[12] M.J. Creutz, S.D. Drell and E.A. Paschos, Phys. Rev.
178, 2300 (1969).
[13] M. Damashek and F. J. Gilman, Phys. Rev. D 1, 1319
(1970).
[14] S.J. Brodsky, F.J. Llanes-Estrada and A.P. Szczepaniak,
Phys. Rev. D 79, 033012 (2009) [arXiv:0812.0395].
[15] M. Gorchtein, F.J. Llanes-Estrada, A.P. Szczepaniak,
Phys. Rev. A 87, 052501 (2013) [arXiv:1302.2807].
[16] D. Mu¨ller and K.M. Semenov-Tian-Shansky, Phys. Rev.
D 92, 074025 (2015) [arXiv:1507.02164].
[17] H. W. Grießhammer, J. A. McGovern, D. R. Phillips
and G. Feldman, Prog. Part. Nucl. Phys. 67, 841 (2012)
[arXiv:1203.6834].
[18] P.D.B. Collins, An Introduction to Regge Theory and
High-Energy Physics, Cambridge 1977, subsection 12.4.
[19] I. Caprini, G. Colangelo and H. Leutwyler, Eur. Phys. J.
C 72, 1860 (2012) [arXiv:1111.7160].
[20] J. Hadamard, Lectures on Cauchy’s Problem in Linear
Partial Differential Equations, Dover, New York (1952).
[21] S. Ciulli, C. Pomponiu and I. Sabba-Stefanescu, Phys.
Rep. 17, 133 (1975).
[22] P. Duren, Theory of Hp Spaces, (New York, Academic)
1970.
[23] I. Caprini, J. Phys. A: Math. Gen. 14 1271 (1981).
[24] I. Caprini, I. Guias¸u and E. E. Radescu, Phys. Rev. D25,
1808 (1982).
[25] I. Caprini, Phys. Rev. D 27, 1479 (1983).
[26] I. Caprini, M. Golterman, S. Peris, Phys.Rev. D90,
033008 (2014) [arXiv:1407.2577].
[27] D. Drechsel, S. S. Kamalov and L. Tiator, Eur. Phys. J.
A 34, 69 (2007) [arXiv:0710.0306].
[28] MAID homepage:
http://portal.kph.uni-mainz.de/MAID/
[29] S. S. Kamalov, S. N. Yang, D. Drechsel, O. Hanstein
and L. Tiator, Phys. Rev. C 64, 032201 (2001)
[nucl-th/0006068].
[30] M. Hilt, B. C. Lehnhart, S. Scherer and L. Tiator, Phys.
Rev. C 88, 055207 (2013).
[31] R. L. Workman, M. W. Paris, W. J. Briscoe and
I. I. Strakovsky, Phys. Rev. C 86, 015202 (2012)
[arXiv:1202.0845].
[32] SAID homepage: http://gwdac.phys.gwu.edu/
[33] DMT homepage: http://portal.kph.uni-mainz.de/MAID
//dmt/dmt2001.html
[34] chiralMAID homepage:
13
http://portal.kph.uni-mainz.de/MAID//chiralmaid/
[35] P. E. Bosted and M. E. Christy, Phys. Rev. C 77, 065206
(2008) [arXiv:0711.0159].
[36] M. E. Christy and P. E. Bosted, Phys. Rev. C 81, 055213
(2010) [arXiv:0712.3731].
[37] J. Alwall and G. Ingelman, Phys. Lett. B 596, 77 (2004)
[hep-ph/0402248].
[38] A. Capella, A. Kaidalov, C. Merino and J. Tran Thanh
Van, Phys. Lett. B 337, 358 (1994) [hep-ph/9405338].
[39] A. B. Kaidalov and C. Merino, Eur. Phys. J. C 10, 153
(1999) [hep-ph/9806367].
[40] A. Sibirtsev, P. G. Blunden, W. Melnitchouk and
A. W. Thomas, Phys. Rev. D 82, 013011 (2010)
[arXiv:1002.0740].
[41] H. Pilkuhn et al., Nucl. Phys. B 65, 460 (1973).
[42] M.M. Block, L. Durand, P. Ha and D.W. McKay, Phys.
Rev. D 88, 014006 (2013) [arXiv:1302.6119].
[43] J. A. McGovern, D. R. Phillips and H. W. Grießhammer,
Eur. Phys. J. A 49, 12 (2013) [arXiv:1210.4104].
[44] L.S. Myers et al. [COMPTON@MAX-lab Collaboration],
Phys. Rev. Lett. 113, 262506 (2014) [arXiv:1409.3705].
[45] K.A. Olive et al. [Particle Data Group Collaboration],
Chin. Phys. C 38, 090001 (2014).
[46] J.J. Kelly, Phys. Rev. C 70, 068202 (2004).
[47] O. Tomalak and M. Vanderhaeghen, Eur. Phys. J. C 76,
125 (2016) [arXiv:1512.09113].
[48] I. Caprini, M. Sa˘raru, C. Pomponiu, M. Ciulli, S. Ciulli,
and I. Sabba-Stefanescu, Comp. Phys. Comm. 18, 305
(1979).
[49] S. Ciulli and G. Nenciu, J. Math. Phys. 14, 1675 (1973).
