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Abstract
First-order methods such as stochastic gradient descent (SGD) are currently the
standard algorithm for training deep neural networks. Second-order methods,
despite their better convergence rate, are rarely used in practice due to the pro-
hibitive computational cost in calculating the second order information. In this
paper, we propose a novel Gram-Gauss-Newton (GGN) algorithm to train deep
neural networks for regression problems with square loss. Different from typical
second-order methods that have heavy computational cost in each iteration, our
proposed GGN only has minor overhead compared to first-order methods such as
SGD. We also provide theoretical results to show that for sufficiently wide neural
networks, the convergence rate of the GGN algorithm is quadratic. Preliminary
experiments on regression tasks demonstrate that for training standard networks,
the GGN algorithm converges faster and achieves better performance than SGD.
1 Introduction
First-order methods such as Stochastic Gradient Descent (SGD) are currently the standard choice for
training deep neural networks. The merit of first-order methods is obvious: they only calculate the
gradient and therefore are computationally efficient. In addition to better computational efficiency,
SGD has even more advantages among the first-order methods. At each iteration, SGD computes the
gradient only on a mini-batch instead of all training data. Such randomness introduced by sampling
the mini-batch can lead to better generalization [9, 12, 16], which is crucial when the function class
is highly overparameterized deep neural networks. Recently there are a huge body of works trying to
develop more efficient first-order methods beyond SGD [6, 13].
Second-order methods, despite their better convergence rate, are rarely used to train deep neural
networks. At each iteration, the algorithm has to compute second order information, for example,
the Hessian or its approximation, which is typically an m by m matrix where m is the number of
parameters of the neural network. Moreover, the algorithm needs to compute the inverse of this
matrix. The computational cost is prohibitive and usually it is not even possible to store such a matrix.
The Gauss-Newton method is a classic second-order algorithm often used for solving non-linear
regression problems with square loss. Let J be the Jacobian. The Gauss-Newton method uses J>J as
an approximation of the Hessian (see Section 2 for formal description). For least squares regression
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problems, if the regression function is linear in the parameters (not necessarily linear in the input),
then J>J is equal to the Hessian; and the Gauss-Newton method enjoys a quadratic convergence rate.
In this paper, we develop an efficient Gauss-Newton method to train deep neural networks for
regression problems with square loss. Such development faces two major challenges. First, the
Gauss-Newton method has serious difficulties in its application to deep learning due to its high
computational cost. The classic Gauss-Newton method needs to calculate the Jacobian J and use
J>J as an approximation of the Hessian matrix. The size of the matrix J>J is m by m, where m is
the number of parameters of the neural network. Moreover, for overparameterized neural networks,
J>J is not invertible, which may make the algorithm intractable for training deep neural networks.
Second, the Gauss-Newton method works particularly well when the regression function is mildly
non-linear in its parameters [8]. However, traditional wisdom tells us the functions represented by
deep neural networks are usually highly non-linear. One may wonder whether a Gauss-Newton
method is still efficient when applied to deep learning.
Given the challenges, we propose a novel Gauss-Newton method and bypass the difficulties stated
above. It is known that in each iteration of the Gauss-Newton method, the update direction is actually
the solution of a linear least squares problem [8]. When J>J is not invertible, we can choose the
minimum norm solution of the linear least squares problem. We show that obtaining the minimum
norm solution only involves calculating the gram matrix JJ> whose size is n by n, where n is the
number of input data points. We call this algorithm Gram-Gauss-Newton (GGN). To design learning
algorithms, one should consider optimization and generalization simultaneously; and as already
mentioned, it is crucial to use mini-batch to introduce sampling noise when calculating derivatives.
Therefore, like SGD, we also use mini-batch in GGN. In this case, the size of the gram matrix JJ>
further reduces to b by b, where b is the batch size. We show that at each iteration, the computation
overhead of GGN is small compared to SGD: the extra computation of GGN is mainly the matrix
product JJ> and the inverse of this matrix whose size is small for a mini-batch. Detailed analyses
can be found in Section 3.3.
We further study the convergence rate of GGN for regression problems when the neural network
is sufficiently wide. The high-level idea comes from a series of recent works, which show that for
deep neural networks in which each layer has sufficiently many neurons, starting from a random
initialization point, GD/SGD is guaranteed to find a global optimum [5, 4, 19, 2]. The proofs of these
results implicitly imply that for such overparameterized neural networks, the output is approximately
linear w.r.t. to the parameters in a local neighborhood which contains the random initialization
point and a global optimum. We prove that for neural networks, if its width is sufficiently large, the
convergence rate of GGN is quadratic. We next conduct experiments on two regression tasks to study
the effectiveness of the GGN algorithm. We demonstrate that in the two real applications, using a
practical neural network (e.g., ResNet-32) with standard width, our proposed GGN algorithm can
converge faster and achieve better performance than several baseline algorithms.
The rest of the paper is organized as follows. After a review of related work in the next subsection,
we describe the classic Gauss-Newton method for non-linear least squares regression in Section 2.
We propose our GGN algorithm and provide theoretical analyses in Section 3. Experimental results
are presented in Section 4. Finally we conclude in Section 5.
1.1 Related Works
Despite the prevalence of first-order methods for training deep neural networks, there have been
continuing efforts in developing practical second-order methods. We summarize some of these works
below.
The main approach for these methods is to develop delicate approximations of the second-order
information matrix so that the update direction can be computed as efficiently as possible. For
example, Botev et al. [3] proposed a recursive block-diagonal approximation of the Hessian. The
blocks are Kronecker factored and can be efficiently computed and inverted. Grosse and Martens
in a series of works developed the K-FAC method [15]. The key idea is a Kronecker-factored
approximation of the Fisher information matrix, which is used as the second-order matrix in natural
gradient methods. These works received considerable attention and have been further improved [7].
2
Our GGN algorithm is different from all these previous works. We do not try to approximate the
second-order matrix whose size is inevitably huge. Instead, we present an easy-to-compute solution
of the updating direction, reducing the computational cost significantly.
2 The Classic Gauss-Newton Method for Non-linear Least Squares
Regression
The classic Gauss-Newton method [8] is a popular method for solving non-linear least squares
regression problems. Given data pairs {xi, yi}ni=1 and a class of non-linear functions f parameterized
by w, the non-linear least squares regression aims to solve the optimization problem
min
w∈Rm
1
2
n∑
i=1
(f(w,xi)− yi)2. (1)
One way to view the Gauss-Newton method is that it approximates each f(w,xi) by its first order
Taylor expansion w.r.t. the parameter w ∈ Rm. Specifically, at iteration t,
f(w,xi) ≈ f(wt,xi) +∇wf(wt,xi) · (w −wt), (2)
where wt stands for the parameter at iteration t. According to Eq. (1) and (2), to update the parameter,
one only needs to solve the following problem.
wt+1 = argmin
w
1
2
‖ft + Jt(w −wt)− y‖22 , (3)
where ft = (f(wt,x1), · · · , f(wt,xn))>, y = (y1, · · · , yn)>, and Jt =
[∇wf(wt,x1), · · · ,∇wf(wt,xn)]> ∈ Rn×m is the Jacobian matrix.
A necessary and sufficient condition for w to be the solution of Eq. (3) is
(J>t Jt) · (w −wt) = −J>t (ft − y). (4)
Below we will denote Ht := J>t Jt ∈ Rm×m. For under-parameterized model (i.e., the number of
parameters m is less than the number of data n), Ht is invertible, and the update rule is
wt+1 = wt −H−1t J>t (ft − y). (5)
This can also be viewed as an approximate Newton’s method using Ht = J>t Jt to approximate the
Hessian matrix. In fact, the exact Hessian matrix is
∇2w
1
2
n∑
i=1
(f(wt,xi)− yi)2 = J>t Jt +
n∑
i=1
(f(wt,xi)− yi)∇2wf(wt,xi). (6)
In the case when f is only mildly non-linear w.r.t. w at data point xi’s,∇2wf(wt,xi) ≈ 0, and Ht is
close to the real Hessian. In this situation, the behavior of the Gauss-Newton method is expected to
be similar to that of Newton’s method, and thus can achieve a superlinear convergence rate [8].
Levenberg-Marquardt Method A widely-used variant of the Gauss-Newton method is the so-
called Levenberg-Marquardt method [14], which uses the following update rule:
wt+1 = wt − (Ht + αI)−1J>t (ft − y), (7)
where α > 0 is a hyper-parameter. Comparing Eq. (7) to Eq. (5), by using (Ht + αI)−1 instead of
H−1t , Levenberg-Marquardt method is more stable.
3 Gauss-Newton Method to Learn DNNs for Regression Problems
The classic Gauss-Newton method described in the previous section faces obvious difficulties when
the regression model is an overparameterized neural network. First, the size of H = J>J is m by m.
It is not possible to store such a big matrix in memory. Moreover, H is not invertible; and one cannot
use Eq. (5) to compute the update of the parameter.
In Section 3.1, we develop a Gram-Gauss-Newton (GGN) method to overcome the above difficulties.
In Section 3.2, we show that for sufficiently wide neural networks, GGN has quadratic convergence
rate. In Section 3.3, we show that the additional computational cost (per iteration) of GGN compared
to SGD is small.
3
3.1 The Gram-Gauss-Newton Method for Overparameterized Neural Networks
We now describe our GGN method to learn overparameterized deep neural networks for regression
problems. As stated in the previous section, at iteration t, in order to update the parameters, we need
to solve Eq. (3); and a necessary and sufficient condition for w to be a solution of Eq. (3) is that it
satisfies Eq. (4). For overparameterized neural networks, the issue is that H = J>J is a huge matrix
and is not invertible.
Note that there are infinitely many solutions to Eq. (4). Our key idea is choosing the minimum norm
solution, which has a very simple form as stated in the following theorem.
Theorem 1. Let J ∈ Rn×m, r ∈ Rn where m > n and J has full rank. Then
∆w = −J>(JJ>)−1r (8)
is a solution of the equation
J>J∆w = −J>r (9)
with minimum norm ‖∆w‖2.
The proof of Theorem 1 can be founded in the supplementary material. Based on Theorem 1, we
introduce the following update rule:
wt+1 = wt − J>t,SG−1t,S(ft,S − yS), (10)
where Jt,S is the Jacobian at iteration t computed on the training data set S, ft,S and yS are the
vectorized outputs of neural network and the corresponding targets on S respectively, and
Gt,S = Jt,SJ
>
t,S
is the Gram matrix w.r.t. S. We call our algorithm Gram-Gauss-Newton method.
As mentioned in Section 1, design of learning algorithm should consider not only optimization
but also generalization. It has been shown that using mini-batch instead of full batch to compute
derivatives is crucial for the learned model to have good generalization ability [9, 12, 16]. Therefore,
we propose a mini-batch version of GGN. The update rule is the following:
wt+1 = wt − J>t,BtG−1t,Bt(ft,Bt − yBt), (11)
where Bt is the mini-batch used at iteration t, Jt,Bt and Gt,Bt are the Jacobian and the Gram matrix
computed using the data of Bt, and ft,Bt ,yBt are the vectorized outputs of neural network and the
corresponding targets on Bt. Gt,Bt = Jt,BtJ
>
t,Bt
is a very small matrix when using a typical batch
size.
The major difference between Eq. (11) and Eq. (5) is that our update rule only requires to compute
the Gram matrix Gt,Bt and its inverse. Note that the size of Gt,Bt equals to the size of the mini-batch
and is typically very small. This greatly reduces the computational cost.
Similar to the Levenberg-Marquardt method described in Section 2, we also introduce the following
variant of GGN:
wt+1 = wt − J>t,Bt(λGt,Bt + αI)−1(ft,Bt − yBt), (12)
where λ > 0 is another hyper-parameter controlling the learning process. Our algorithm is formally
described in Algorithm 1.
3.2 Convergence Analysis for Sufficiently Overparameterized Neural Networks
In this subsection, we show that for two-layer neural networks, if the width is sufficiently large,
then GGN has quadratic convergence rate. (For clarity, here we only present a proof for two-layer
neural networks, but the conclusion holds for deep neural networks as well.) This is a consequence of
the fact that for wide enough neural networks, if the weights are initialized according to a suitable
probability distribution, then with high probability the output of the network is close to a linear
function w.r.t. the parameters (but non-linear w.r.t. the input of the network) in a neighborhood
containing the initialization point and a global optimum [5, 4, 19, 2]. Although the neural networks
used in practice is far from that wide, this still motivates us to design the GGN algorithm.
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Algorithm 1 (Mini-batch) Gram-Gauss-Newton Method
1: Input: Training dataset S. Hyper-parameters λ and α.
2: Initialize the network parameter w0. Set t = 0.
3: for each iteration do
4: Fetch a mini-batch Bt from the dataset.
5: Calculate the Jacobian matrix Jt,Bt .
6: Calculate the Gram matrix Gt,Bt = Jt,BtJ
>
t,Bt
.
7: Update the parameter by wt+1 = wt − J>t,Bt(λGt,Bt + αI)−1(ft,Bt − yBt).
8: t = t+ 1.
9: end for
In Theorem 2 below, we will prove quadratic convergence and give the precise conditions. We use
the following two-layer network
f(w,x) =
1√
M
a>σ(W>x) =
1√
M
M∑
r=1
arσ(wrx), (13)
where x ∈ Rd is the input, M is the network width, W = (w>1 , · · · ,w>M )>, w = (W,a) used
to denote all the parameters and σ(·) is the activation function. W is randomly initialized with
the standard Gaussian distribution N (0, Id) and each entry of a is initialized from the uniform
distribution on {±1}. Similar to [5], we only train the network on parameter W just for the briefness
of the proof.
The key finding, as pointed out in [11, 5, 4], is that under such initialization scheme, the Gram matrix
G has an asymptotic limit, which is a positive definite matrix
K(xi,xj) = Ew∼N (0,I)
[
x>i xjσ
′(wxi)σ′(wxj)
]
.
We will denote λ0 = λmin(K) > 0. Now we are ready to state our main theorem:
Theorem 2 (Convergence of GGN on Overparameterized Neural Networks). Assume ‖xi‖2 = O(1),|yi| = O(1) for i ∈ {1, · · · , n}, and assume the activation function σ(·) is Lipschitz and smooth. If
the width
M = Ω
(
poly
(
n
λ0
))
,
then with high probability over the random initialization, the full-batch version of GGN whose update
rule is given in Eq. (10) satisfies the following:
1) The Gram matrix Gt,S at each iteration is invertible;
2) The loss converges to zero in a way that
‖ft+1 − y‖2 ≤
C√
M
‖ft − y‖22 (14)
for some constant C that is independent of M .
Proof sketch for Theorem 2. Denote Jt = J(Wt) and
Jt,t+1 =
∫ 1
0
J((1− s)Wt + sWt+1)ds.
For each iteration,
ft+1 − y = ft − y + Jt,t+1(Wt+1 −Wt)
= ft − y − Jt,t+1J>t G−1t (ft − y)
= (Jt − Jt,t+1)J>t G−1t (ft − y),
so we have
‖ft+1 − y‖2 ≤ ‖Jt − Jt,t+1‖2
∥∥J>t ∥∥2 ∥∥G−1t ∥∥2 ‖ft − y‖2 .
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Then we control the first term of the right hand side in a way similar to the following:
‖Jt − Jt,t+1‖2 ≤
c1√
M
‖Wt −Wt+1‖2 ≤
c1√
M
∥∥J>t ∥∥2 ∥∥G−1t ∥∥2 ‖ft − y‖2 ,
and if the rest of the terms can be upper-bounded, then we get our result Eq. (14). In fact, it can be
computed that when M increases, the norm of the update ‖Wt −Wt+1‖2 remains constant, so the
update is small compared to the Gaussian initialization where ‖W‖2 ≈ Ω(M). This makes bounding
the above norms possible, and especially, proving λmin(Gt) ≥ λ02 and thus
∥∥G−1t ∥∥2 ≤ 2λ−10 . In
fact, the fact that W does not move much implies that we have not gone far from the local linear
region of the network. For the full proof, it can be found in Section B of our supplementary materials.
In conclusion, the accelerated convergence is related to the local linearity and the stability of the
Gram matrix. We expect this to be somewhat true under milder situations when M is not necessarily
as large as the theorem demands, and also true for deep networks with different architectures, so that
our algorithm would perform much better than first-order methods.
3.3 Analysis of the Per-iteration Computational Complexity
We have proved that for sufficiently overparametrized deep neural networks, GGN has quadratic
convergence rate. In this subsection, we analyze the per-iteration computational cost of GGN, and
compare it to that of SGD.
For every mini-batch (i.e., iteration), there are two major steps of computation in GGN:
• (A). Forward, and then backpropagate for computing the Jacobian matrix J.
• (B). Use J to compute the update J>(λG+ αI)−1(f − y)
We show that the computational complexity of (A) is the same as that of SGD with the same batch
size; and the computational complexity of (B) is small compared to (A) for typical networks and batch
sizes. Thus, the per-iteration computation overhead of GGN is very small compared to SGD. Overall,
in terms of training time, GGN can be much faster than SGD.
For the computation in step (A), the forward part is just the same as that of SGD. For the backward
part, for every input data, GGN keeps track of the output’s derivative for the nodes in the middle of
the computational graph. This part is just the same as backpropagation in SGD. What is different is
that GGN also, for every input data, keeps track of the output’s derivative for the parameters; while in
SGD the derivatives for the parameters are averaged over a batch of data. However, it is not difficult
to see the computational costs of GGN and SGD are the same.
For the computation in step (B), observe that the size of the Jacobian is b × m where b is the
batch size and m is the number of parameters. The Gram matrix Gt,Bt = Jt,BtJ
>
t,Bt
in our Gram-
Gauss-Newton method is of size b× b and it only requires O(b2m+ b3) for computing Gt,Bt and a
matrix inverse. Multiplying the two matrices to f − y requires even less computation. Overall, the
computational cost in step (B) is small compared to that of step (A).
4 Experiments
Given the theoretical findings above, in this section, we compare our proposed GGN algorithm with
several baseline algorithms in real applications. In particular, we mainly study two regression tasks,
AFAD-LITE [17] and RSNA Bone Age [1].
4.1 Experimental setting
AFAD-LITE task is to predict the age of human from the facial information. The training data
of the AFAD-LITE task contains 60k facial images and the corresponding age for each image.
We choose ResNet-32 [10] as the base model architecture. During training, all input images are
resized to 64 ∗ 64. We study two variants of the ResNet-32 architecture: ResNet-32 with batch
normalization layer (referred to as ResNetBN), and ResNet-32 with Fixup initialization (referred to as
ResNetFixup). In both settings, we use SGD as our baseline algorithm. In particular, we follow [18] to
use its momentum variant and set the hyper-parameters lr=0.003 and momentum=0.9 determined by
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Figure 1: Training curves of GGN and SGD on two regression tasks.
selecting the best optimization performance using grid search. Since batch normalization is computed
over all samples within a mini-batch, it is not consistent with our assumption in Section 2 that the
regression function has the form of f(w,x), which only depends on w and a single input datum x.
For this reason, the GGN algorithm does not directly apply to ResNetBN, and we test our proposed
algorithm on ResNetFixup only. We set λ = 1 and α = 0.3 for GGN. We follow the common practice
to set the batch size to 128 for our proposed method and all baseline algorithms. Mean square loss is
used for training.
RSNA Bone Age task is a part of the 2017 Pediatric Bone Age Challenge organized by the
Radiological Society of North America (RSNA). It contains 12,611 labeled images. Each image in
this dataset is a radiograph of a left hand labeled with the corresponding bone age. During training, all
input images are resized to 64 ∗ 64. We also choose ResNetBN and ResNetFixup for this experiment,
and use ResNetBN and ResNetFixup trained in the first task as warm-start initialization. We use
lr= 0.01 and momentum= 0.9 for SGD, and use λ = 1 and α = 0.1 for GGN. Batch size is set to
128 in these experiments, and mean square loss is used for training.
4.2 Experimental results
Convergence The training loss curves of different optimization algorithms for AFAD-LITE and
RSNA Bone Age tasks are shown in Figure 1. On both tasks, our proposed method converges much
faster than the baselines. We can see from Figure 1a and Figure 1b that, on the AFAD-LITE task, the
loss using our GGN method quickly decreases to nearly zero in 30 epochs. On the contrary, for both
baselines using SGD, the loss decays much slower than our method in terms of wall clock time and
epochs. Similar advantage of GGN can also be observed on the RSNA bone age task.
Generalization performance and different hyper-parameters We can see that our proposed
method trains much faster than other baselines, which shows the optimization process is accelerated.
However, as a machine learning model, generalization performance also needs to be evaluated. Due
to space limitation, we only provide the test curve for the RSNA Bone Age task in Figure 2a. From
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Figure 2: Test performance and ablation study on hyper-parameters on RSNA Bone Age dataset.
(a) Test curves of GGN and SGD. (b) Training curves of GGN with different hyper-parameter
configurations. The optimal α is shown for λ = 0.25 and λ = 4 by grid search. (c) Training loss at
10th epoch of models trained using GGN with different hyper-parameters.
the figure, we can see that the test loss of our proposed method also decreases faster than the baseline
methods. Furthermore, the loss of our GGN algorithm is lower than those of the baselines. These
results show that the GGN algorithm can not only accelerate the whole training process, but also
learn better models.
We then study the effect of hyper-parameters used in the GGN algorithm. We try different λ and α
on the RSNA Bone Age task and report the training loss of all experiments at the 10th epoch. All
results are plotted in Figure 2c. In the figure, the x-axis is the value of λ and the y-axis is the value of
α. The gray value of each point corresponds to the loss, the lighter the color, the higher the loss. We
can see that the model converges faster when λ is close to 1. In GGN, α can be considered as the
inverse value of the learning rate in SGD. Empirically, we find that the convergence speed of training
loss is not that sensitive to α given a proper λ, such as λ = 1. Some training loss curves of different
hyper-parameter configurations are shown in Figure 2b.
5 Conclusion and Discussions
We propose a novel Gram-Gauss-Newton (GGN) method for solving regression problems with square
loss using overparameterized neural networks. Although a second-order method, the computation
overhead of the GGN algorithm at each iteration is small compared to SGD. We also prove that
if the neural network is sufficiently wide, GGN algorithm enjoys a quadratic convergence rate.
Experimental results on two regression tasks demonstrate that GGN compares favorably to SGD on
these data sets with standard network architectures. Our work illustrates that second-order methods
have the potential to compete with first-order methods for learning deep neural networks with huge
number of parameters.
In this paper, we mainly focus on the regression task, but our method can be easily generalized to
other tasks such as classification as well. Consider the k-category classification problem, the neural
network outputs a vector with k entries. Although this will increase the computational complexity
of getting the Jacobian whose size increases k times, i.e., J ∈ R(bk)×m, each row of J can be still
computed in parallel, which means the extra cost only comes from parallel computation overhead
when we calculate in a fully parallel setting. While most first-order methods for training neural
networks can hardly make use of the computational resource in parallel or distributed settings to
accelerate training, our GGN method can exploit this ability. For first-order methods, basically extra
computational resource can only be used to calculate more gradients at a time by increasing batch size,
which harms generalization a lot. But for GGN, more resource can be used to refine the gradients and
achieve accelerated convergence speed with the help of second-order information. It is an important
future work to study the application of GGN to classification problems.
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Appendix
A Proof of Theorem 1
We give the proof of Theorem 1 in this section.
Proof. Let J = UΣV > be the singular value decomposition of J where U ∈ Rn×n, V ∈ Rm×m
are orthogonal matrices. Since J has full rank, Σ = [Diag(σ1, · · · , σn); 0] ∈ Rn×m is a rectangular
diagonal matrix with positive singular values on the diagonal. Then Eq. (9) becomes
V Σ>ΣV >∆w = −V Σ>U>r,
which is equivalent to
Σ>ΣV >∆w = −Σ>U>r, (15)
where Σ>Σ ∈ Rm×m = Diag(σ21 , · · · , σ2n, 0, · · · , 0) is a diagonal matrix and −Σ>U>r =
[rˆ>, 0, · · · , 0]> with rˆ = −Diag(σ1, · · · , σn)U>r ∈ Rn. Since V is an orthogonal matrix, the
norm of ∆w is equal to the norm of V >∆w. By Eq. (15), we can conclude that V >∆w =
[
(
Diag(σ21 , · · · , σ2n)−1rˆ
)>
, α]> where α ∈ Rm−n is an arbitrary vector. So setting α = 0 yields the
minimum norm solution, i.e.
∆w =V [
(
Diag(σ21 , · · · , σ2n)−1rˆ
)>
, 0, · · · , 0]>
=− V [(Diag(σ21 , · · · , σ2n)−1Diag(σ1, · · · , σn)U>r)> , 0, · · · , 0]>
=− V [(Diag(σ−11 , · · · , σ−1n )U>r)> , 0, · · · , 0]
=V [Diag(σ−11 , · · · , σ−1n ); 0]U>r
=J>(JJ>)−1r,
which completes the proof.
B Proof of Theorem 2
Notations. Let [n] = {1, · · · , n}. We use JW,x to denote the gradient ∂f(W,x)∂W which is of the
same size as W. When the context is clear, we may omit the subscript W or x. For example, we
have
J =
vec(Jx1)
>
...
vec(Jxn)
>
 (16)
which is the full Jacobian. We use wr to denote the r-th row of W, and use W0 to denote the
parameters at initialization. In addition, we use x(h) = σ(Wx) to represent the output of the hidden
layer, and use dW,x = σ′(Wx) ∈ RM×1 to denote the derivative of the activation function. We use
〈·, ·〉 to denote standard inner product, ‖·‖2 to denote the Euclidean norm for vectors or the spectral
norm for matrices, and ‖·‖F to denote the Frobenius norm for matrices. For convenience, we will
assume the input dimension d is constant throughout this section.
We can easily derive the formula for J as
J =
1√
M
((d ◦ a)x>) (17)
where ◦ is the point-wise product. So we can also easily solve G as
Gij = 〈Jxi , Jxj 〉 =
1
M
M∑
r=1
x>i xjσ
′(wrxi)σ′(wrxj) (18)
Our analysis is based on the fact that G stays not too far from its infinite-width limit at initialization
K(xi,xj) = Ew∼N (0,Id)
(
x>i xjσ
′(wxi)σ′(wxj)
)
,
which is a positive definite matrix with its least eigenvalue denoted as λ0, a small data-dependent
constant. First, we have the following lemma:
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Lemma 1. If the width M ≥ Ω
(
n2 log(n/δ)
λ20
)
, then with probability at least 1 − δ over random
initialization, we have
λmin(GW0) ≥
3
4
λ0.
Proof. Because σ is Lipschitz, σ′(wxi)σ′(wxj) is bounded. For every fixed (i, j) pair, at initializa-
tion, Gi,j is an average of independent random variables. By Hoeffding’s inequality, we have with
probability 1− δ′ at initialization,
|Gij −Kij | ≤ O
(√
log(1/δ′)√
M
)
.
Setting δ′ = n2δ and applying union bound, we have with probability at least 1− δ,
|Gij −Kij | ≤ O
(√
log(n/δ)√
M
)
.
Thus we have
‖GW0 −K‖22 ≤ ‖GW0 −K‖2F ≤
∑
i,j
|Gij −Kij |2 = O
(
n2 log(n/δ)
M
)
.
IfM ≥ Ω
(
n2 log(n/δ)
λ20
)
with large constant, we have ‖GW0 −K‖2 ≤ 14λ0, and thus λmin(GW0) ≥
3
4λ0.
Next, as seen in the proof sketch, we need to provide estimation of relevant norms at initialization
and during the optimization process. These results are summarized in Lemma 2 and 3.
Lemma 2 (Bounds on Norms at Initialization). If M ≥ Ω(log nδ ), then with probability at least 1− δ
the following holds
(a). ‖W0‖2 = O(
√
M).
(b). |f(W0,xi)| = O(
√
n
δ ) for i ∈ [n].
(c). ‖JW0,xi‖F = O(1) for i ∈ [n].
Proof. (a). We apply Lemma G.2 in [4], which states that for a random matrix W ∈ Rm1×m2 where
Wij ∼ N(0, 1) i.i.d., for a constant c ≥ √m1+√m2, with probability 1−exp
(
− (c−
√
m1−√m2)2
2
)
we have ‖W‖2 ≤ c. Plugging in this result, we have the following hold with probability 1− δ:
‖W0‖2 ≤
(
1 +
√
d
M
+
√
2
M
log
1
δ
)√
M.
And in order for the coefficient to be constant we can see that M ≥ Ω( 1δ ) suffices,
(b). Note that x(h)i = σ(Wxi), where σ(·) is Lipschitz. ‖W0xi‖22 is a random Gaussian variable
with mean O(M), so it is easy to see with common concentration inequalities and taking union
bound for all i ∈ [n], that with probability 1 − δ, we have ‖W0xi‖2 = O(
√
M) for i ∈ [n] as
long as M ≥ O(log(nδ )). And when this is true,
∥∥∥x(h)i,W0∥∥∥2 = O(√M) also holds. Conditioned
on x(h), the output f(W0,x) = 1√M a
>x(h) is a random variable with mean zero and variance
1
M
∥∥x(h)∥∥2
2
= O(1). Then by Chebyshev’s inequality, with probability at least 1 − δ, we have
f(W0,xi) ≤ O(
√
n
δ ) for i ∈ [n].
(c). According to Eq. (17), we can easily know that ‖J‖2 ≤ 1√M ‖Diag(d)‖2 ‖a‖2 ‖x‖2 = O(1).
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Next, we will bound the relevant norms and the least eigenvalue of G inside some optimization scope
B(R) , {W : ‖W −W0‖F ≤ R} ,
where R is a constant at least Ω(1) but is independent of M . It will be determined later to make the
entire optimization process indeed kept within such a scope.
Lemma 3 (Bounds on Norms in the Optimization Scope). Suppose the conditions and events in
Lemma 2 hold, and M ≥ Ω(R2n), we have the following:
(a) For any W ∈ B(R), we have
‖W‖2 = O
(√
M
)
, (19)
(b) For any W1,W2 ∈ B(R), if ‖W1 −W2‖F ≤ R′, then
‖JW1 − JW2‖F = O
(
R′√
M
)
and ‖JW1 − JW2‖2 = O
(
R′
√
n√
M
)
. (20)
Also, for any W ∈ B(R), if M ≥ Ω(n), we have
‖JW‖F = O(1) and ‖JW‖2 = O(1). (21)
Proof. (a). This is straightforward from Lemma 2(a), the definition of B(R), and M ≥ Ω(R2).
(b). According to the smoothness of the activation, we have,
‖dW1 − dW2‖2 ≤ ‖W1x−W2x‖2 = O(R′),
so we can bound
‖JW1 − JW1‖F
=
1√
M
∥∥Diag(a)(dW1 − dW2)x>∥∥2
≤O
(
R′√
M
)
.
According to Eq. (16), we have ‖JW1 − JW2‖2 ≤
√
n ‖JW1 − JW1‖F = O
(
R′
√
n√
M
)
, which is
Eq. (20). Also, taking W1 = W and W2 = W0, combining with Lemma 2(c) and M ≥ Ω(R2n)
we have ‖JW‖F = O(1). Since M ≥ Ω(n), we also have ‖JW‖2 = O(1).
The next Lemma bounds the eigenvalue during optimization [4].
Lemma 4 (Least Eigenvalue in the Optimization Scope). For W ∈ B(R), suppose the conditions
and events in Lemma 2 hold, and M ≥ Ω
(
n
λ20
)
, we have
‖GW −GW0‖2 ≤
λ0
4
,
and thus combining with Lemma 1, we know that GW remains invertible when W ∈ B(R) and
satisfies
∥∥G−1W∥∥2 ≤ 2λ0 .
Proof. Based on the results in Lemma 3(b), we have
‖GW −GW0‖2 =
∥∥JWJ>W − JW0J>W0∥∥2 (22)
≤ ∥∥(JW − JW0)J>W)∥∥2 + ∥∥JW0(J>W − J>W0)∥∥2 (23)
≤ O
(√
n
M
)
. (24)
To make the above less than λ04 , choosing M ≥ Ω
(
n
λ20
)
suffices, and the lemma is thus proved.
With the above lemmas, we are ready to prove Theorem 2.
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Proof of Theorem 2. Let Rt = ‖Wt −Wt+1‖F for t ∈ {0, 1, · · · }. We will first assume that
there exist an R that satisfies the conditions of Lemma 3 and 4 and that Wt ∈ B(R) for all t. We
will verify that there exists such suitable R later. By the update rule we have
‖Wt −Wt+1‖F ≤
∥∥J>t ∥∥2 ∥∥G−1t ∥∥2 ‖ft − y‖2 ,
and using Lemma 3(b) we have ∥∥J>t ∥∥2 = ‖Jt‖2 = O(1).
Then combined with Lemma 4, we have ‖Wt −Wt+1‖2 ≤ O
(
1
λ0
)
‖ft − y‖2, i.e.
Rt ≤ O
(
1
λ0
‖ft − y‖2
)
. (25)
On the other hand, in the proof sketch we already showed that
‖ft+1 − y‖2 ≤ ‖Jt − Jt,t+1‖2
∥∥J>t ∥∥2 ∥∥G−1t ∥∥2 ‖ft − y‖ . (26)
According to Lemma 3(b), we have
‖Jt − Jt,t+1‖2 ≤ O
(∫ 1
0
sRt
√
n√
M
ds
)
= O
(
Rt
√
n√
M
)
.
The inequality above along with Lemma 3, 4, and Eq. (25) (26), yields
‖ft+1 − y‖2 ≤ O
( √
n
λ20
√
M
)
‖ft − y‖22 , (27)
which is a second-order convergence, and is exactly what we want. In addition, we need r =
O
( √
n
λ20
√
M
)
‖f0 − y‖2 ≤ 1 to be less than 1 to ensure that the error decays in the first step, in
which case the second-order convergence will decay by a higher ratio at each following step. Since
yi = O(1) for each i, using Lemma 2(b), we have ‖f0 − y‖2 ≤ O
(
n√
δ
)
. Therefore, choosing
M ≥ Ω
(
n3
δλ40
)
(28)
suffices.
We finally come to verify the condition for R. We can now see that as long as
∑∞
t=0Rt ≤ R, the
condition Wt ∈ B(R) will indeed be true. By Eq. (25) we have
∞∑
t=0
Rt ≤ O
( ∞∑
t=0
1
λ0
‖ft − y‖2
)
≤ O
(
n
λ0
√
δ
∞∑
t=0
rt
)
= O
(
n
λ0
√
δ
)
, (29)
so we simply set R as the right hand side. Using Eq. (28) we will see that all the requirements for
M and R in the previous lemmas and analyses are satisfied. This concludes the proof, with the final
width requirement in Eq. (28).
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