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GENERICITY OF CHAOS FOR COLORED GRAPHS
RAMO´N BARRAL LIJO´ AND HIRAKU NOZAWA
Abstract. To each colored graph, one can associate its closure in the universal space of isomorphism
classes of pointed colored graphs, and this subspace can be regarded as a generalized subshift. Based on
this correspondence, we extend the notion of chaotic dynamical systems to colored graphs. We introduce
definitions for chaotic and almost chaotic (colored) graphs, and prove their topological genericity in
various subsets of the universal space.
1. Introduction
Chaotic dynamical systems are one of central objects in the study of modern mathematics. The aim
of this paper is to study an analogous notion in a setting that generalizes both symbolic dynamics and
one-dimensional foliated spaces: the universal space of pointed colored graphs Ĝ∗. In what follows, we
offer a very brief account on both of these mathematical fields.
Given a countable group G and a finite set F of colors, G acts naturally by the left on the Cantor
space FG of F -valued colorings on G by the formula (g · φ)(g′) = φ(g−1g′). A closed, saturated subset
of FG is called a subshift, and they constitute the main subject of study in symbolic dynamics [1].
For every φ : G → F , the closure of its orbit under the G-action is a subshift. In symbolic dynamics,
properties similar to those that characterize chaos in a continuous setting have been studied for many
years, e.g. [2]. It was shown in [3] that, for F finite, FG has density of periodic configurations if and
only if G is residually finite.
A foliated space or lamination is a topological space endowed with a partition into connected objects
that locally are stacked together as a product. Usually, we require the elements of the partition (the
leaves) to be connected manifolds of a fixed dimension. However, we may also consider laminations by
graphs (also called graph matchbox manifolds, see [4]).
It is well-known that foliated spaces can be regarded as dynamical objects where the leaves play the
role that in a classical dynamical system would belong to the orbits. This is usually illustrated by the
following picture (see e.g. [5, Chapter 2]): Consider a path σ : [0, 1] → X in the foliated space that is
contained in a single leaf and with starting point σ(0) = x. Then the local product structure enforces
points close to x to follows paths that “shadow” σ. The ambivalence implicit in the previous portrayal
(e.g. the choice of “shadowing paths”) already indicates that the dynamical representation of our foliated
space (the holonomy pseudogroup) depends on various choices, see [5, Prop. 2.2.6]. It is therefore far
from unique. Nevertheless, there is a suitable notion of equivalence, originally introduced by Haefliger [6]
for foliated manifolds, that encompasses all such representations of the same foliated space.
Both laminations by graphs and symbolic dynamical systems admit a common generalization: the
Gromov space of pointed colored graphs, denoted by Ĝ∗. We use this terminology because of its similarity
with the Gromov space of pointed metric spaces, see [7]. As a set, Ĝ∗ consists of pointed isomorphis
classes [X,x, φ] of triples (X,x, φ), where X is a connected graph with finite vertex degrees, x ∈ X is
a distinguished point, and φ : X → Ξ is a (vertex-)coloring. For the purposes of this paper, we assume
that Ξ is a Cantor space. By an isomorphism h : (X,x, φ) → (Y, y, ψ) we mean a graph isomorphism
h : X → Y such that h(x) = y and φ = ψ ◦h. In [8] the reader can enjoy a nice survey on both properties
of Ĝ∗ and open problems in the subject.
Associated to every colored graph (X,φ) there is a canonical map `X,φ : X → Ĝ∗, defined by the
formula x 7→ [X,x, φ]. Let [X,φ] denote the isomorphism class of the colored graph (X,φ). We have
im(`X,φ) = im(`Y,ψ) if [X,φ] = [Y, ψ], and im(`X,φ) ∩ im(`Y,ψ) = ∅ otherwise. By abuse of notation,
we may identify the subset im(`X,φ) and the equivalence class [X,φ]. Here [X,φ] can be identified with
X/Aut(X,φ), which has a canonical graph structure. Therefore Ĝ∗ is a space partitioned into graphs
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where each “leaf” corresponds to an equivalence class [X,φ]; it can be regarded as a singular lamination
by graphs. This is analogous to the “smooth” case, where one considers a Gromov space of Riemannian
manifolds (see [9–11]).
By the preceeding discussion, one can associate to each colored graph [X,φ] the (generalized) dynam-
ical system [X,φ] ⊂ Ĝ∗. Here, we consider a natural topological structure of Ĝ∗ given by the following
notion of convergence: let [X,x, φ] be a pointed, colored graph, and let DX(x, r) denote the disk or
closed ball of center x and radius r. Then [X,x, φ] is the limit of the sequence [Xn, xn, φn] if, for every
r ∈ N and  > 0, there are graph isomorphisms
hn : DXn(xn, r)→ DX(x,r) ,
defined for n large enough, so that hn(xn) = x and d(φn(y), φ(hn(y))) ≤  for all v ∈ DXn(xn, r). This
is in the same spirit as e.g. tiling theory, where in order to study a particular tiling one considers its
continuous hull [12]. Then we may think of dynamical properties of [X,φ] as attributes of [X,φ], since
of course the latter determines the former. All these considerations guide us to the following principle:
we shall say that [X,φ] is a chaotic colored graph if [X,φ] ⊂ Ĝ∗ is chaotic as a generalized dynamical
system, the precise description of which will be made explicit shortly.
Our setting is a generalization of symbolic dynamics in the following sense: If we fix the underlying
graph to be the Cayley graph of a countable group G with a system of generators, then we can canonically
identify each class [G, g, φ] with [G, eG, φ ◦ Rg−1 ]. Note that we are considering Cayley graphs with
unlabeled edges. If we restrict our attention to graph isomorphisms given by translations (instead of the
full isomorphism group of the Cayley graph), we recover the notion of subshift.
One can define analogously a space G∗ of isomorphism classes of pointed graphs [X,x] with canonical
injections `X : X → G∗. All the preceeding considerations apply in a similar manner.
The usual definition of a chaotic dynamical system involves three conditions: sensitivity on initial
conditions, topological transitivity, and density of closed orbits [13]. The first one, requiring sensitivity
on initial conditions, is usually formulated in terms of a Lyapunov exponent [14]. Usually one needs to
fix a harmonic measure on foliated spaces to define a Lyapunov exponent (see e.g. [15, 16]). Since we
focus on a purely topological aspect of chaos in this article, we will ignore this condition in our definition
of chaos, cf. [17]. Following the heuristic rule that orbits should correspond to leaves, it is natural to
consider the following definitions: a colored graph [X,φ] is quasi-transitive if im(`X,φ) is a finite set,
[X,φ] is (topologically) almost chaotic if the subset of quasi-transitive classes is dense in [X,φ]. Note
that we say almost chaotic, since in principle this would also encompass degenerate situations such as
spaces consisting of a single compact leaf. We say that [X,φ] is (topologically) chaotic if it is almost
chaotic, not quasi-transitive and aperiodic, i.e. Aut(X,φ) = {id}.
The concepts that we have introduced thus far can be illustrated by the following simple examples,
the first of which is inspired by Champernowne’s number [18].
Example 1. Consider the lexicographical order on the set of finite sequences of 0s and 1s:
0 < 1 < 00 < 01 < 11 < 000 < 001 < · · · .
We concatenate these sequences in order to construct the infinite sequence
a1a2a3a4a5a6 · · · = 01000111000001 · · · .
Let φ be the coloring of Z with two colors, 0 and 1, defined by
φ(n) =
{
0 for n < 0 ,
an for n ≥ 0 .
Then φ is a chaotic coloring of the integers. Indeed, since the non-positive integers determine the only
infinite ray colored by 0 and adjacent to a 1, it is clear that (Z, φ) is aperiodic. To show that (Z, φ) is
almost chaotic it is enough to note that, for every finite word w with values in {0, 1}, every concatenation
wn will eventually appear on an.
From the last example (Z, φ), we can construct a chaotic graph X without coloring. Indeed, such
graph X is obtained by adding a free edge to each vertex of Z colored with 1 and by forgetting the
coloring φ.
The following is a straightforward generalization of Example 1.
2
−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
· · · · · ·
φ(z) 0 0 0 0 0 0 0 0 0 01 1 1
Z
Figure 1. An illustration of Example 1
Example 2. Let C ⊂ Ξ be a countable subset with at least two elements. Let
W = {ci1ci2 · · · cik | cij ∈ C}
be the set of finite words over the alphabet C. Fix a well-order W = {wn}n∈N and take c0 ∈ C. Now we
concatenate the elements of W using the well-order to define a coloring φ on Z. Namely,
φ(n) =
{
c0 for n < 0 ,
wm(i) for n = i+
∑
l<m |wl|, 1 ≤ i ≤ |wm| ;
where |w| denotes the length of the corresponding finite word. The proof that φ is chaotic proceeds as
in Example 1.
The purpose of this paper is to study the topological genericity of the aforementioned notion of chaos
for several subsets of Ĝ∗. We will use the following notation. Let ∆ ∈ N, and let Ĝ∗(∆) denote the subset
of classes whose underlying graph X satisfies degX ≤ ∆, and similarly for G∗(∆). Also, we add ∞ as a
superscript to denote the subset of classes whose underlying graph is infinite.
Recall that a property is topologically generic if it holds on a residual subset, where a subset is residual
if it contains a countable intersection of open dense sets. This notion is well-behaved for Baire spaces.
Polish spaces, i.e. separable and completely metrizable spaces, are all Baire spaces by the Baire Category
Theorem. The following theorem is the main result of the paper.
Theorem 3. The following subsets are generic in the respective ambient spaces:
(a) the almost chaotic classes in G∞∗ , G
∞
∗ (∆), Ĝ
∞
∗ and Ĝ
∞
∗ (∆), for ∆ ≥ 3;
(b) the aperiodic classes in Ĝ∞∗ , Ĝ
∞
∗ (∆); and
(c) the chaotic classes in Ĝ∞∗ and Ĝ
∞
∗ (∆) for ∆ ≥ 3.
All the subspaces appearing in Theorem 3 are Polish by Lemma 9, and in fact G∞∗ (∆) and Ĝ
∞
∗ (∆) are
Cantor spaces. The reason for imposing ∆ ≥ 3 is the following: For ∆ = 1 we have Ĝ∞∗ (1) = ∅, so that the
corresponding result is vacuously true. For ∆ = 2, all connected infinite graphs are isomorphic to either
N or Z with the obvious graph structures. Since the graph N is obviously aperiodic, the quasi-transitive
classes cannot be dense in either Ĝ∗(2) nor G∗(2). Therefore, Theorem 3 (a) is false for ∆ = 2.
Remark 1. It is common to see in the literature a variation of Ĝ∗ consisting of classes of pointed graphs
endowed with both a vertex coloring and an edge coloring, see e.g. [8]. The definitions of quasi-transitive,
aperiodic, almost chaotic and chaotic classes can be obviously translated to this setting, and the same
applies to the statement of Theorem 3. The proof presented hereafter can be adapted without any
difficulty. However, it adds significantly to the cumbersomeness of the notation, so the task is left to the
interested reader.
Finally, we present an example of a colored graph whose class is dense in Ĝ∞∗ .
Example 4. Let C ⊂ Ξ be a countable, dense subset. Consider the set of isomorphism classes of
pointed, colored, finite and aperiodic graphs taking values in C, and let P be a set of pointed, colored
graphs containing exactly one representative of each such class. Since P is countable, we can choose an
enumeration of the form P = {(Yi, yi, φi)}i∈Z. Let ψ be a aperiodic coloring of the integers taking values
in C, and let X be the colored graph constucted as follows: take the disjoint union of (Z, ψ) and the
family {(Yi, yi, φi)}i∈Z, and add an edge joining yi to i ∈ Z for every i ∈ Z.
It is easy to see that (X,φ) is aperiodic: Note that Z is the unique bi-infinite simple path in X and
therefore it is preserved by any automorphism f of X. Since φ|Z = ψ is aperiodic, f fixes each vertex
of Z. So f preserves (Yi, yi) for each i. Since (Yi, yi, φi) is aperiodic, it follows that so is (X,φ). By
construction, (X,φ) has any aperiodic colored finite graph as a subgraph, from which we conclude that
[X] = Ĝ∞∗ . Therefore, (X,φ) is chaotic if and only if the quasi-transitive classes are dense in Ĝ
∞
∗ . This
can be proved directly by using a construction similar to that illustrated in Figure 3. Since the result
also follows trivially from Theorem 3 (a), we leave the details of the proof to the interested reader.
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2. Preliminaries on graphs and colorings
2.1. Graphs. An (undirected) graph X ≡ (X,E) consists of a set X and a family E of subsets e ⊂ X
with1 |e| = 2. The elements of X and E are called vertices and edges, respectively. We will identify a
graph and its vertex set when no confusion may arise. If an edge e contains a vertex x, it is said that
e and x are incident . The degree deg x of a vertex x is the number of edges incident to x. The degree
of X is degX = supx∈X deg x. Two different vertices are adjacent if they define an edge. Two different
edges are consecutive if they have a common vertex. For2 n ∈ N, a path of length n from x to y in X
is a sequence of n consecutive edges joining x to y; in terms of their vertices, it can be considered as a
sequence (z0, . . . , zn), where z0 = x, zn = y, and zi−1 and zi are adjacent vertices for all i = 1, . . . , n. If
any two vertices of X can be joined by a path, then X is connected . On any Y ⊂ X, we get the induced
graph structure E|Y = { {x, y} ∈ E | x, y ∈ Y }. Then Y ≡ (Y,E|Y ) is called a subgraph of X.
Let X ′ ≡ (X ′, E′) be another graph. A bijection X → X ′ is an isomorphism (of graphs) if it
induces a bijection E → E′. Given distinguished points, x0 ∈ X and x′0 ∈ X ′, a (pointed) isomorphism
f : (X,x0) → (X ′, x′0) is an isomorphism f : X → X ′ satisfying f(x0) = x′0. If there is an isomorphism
X → X ′ (respectively, (X,x0)→ (X ′, x′0)), then these structures are called isomorphic, and the notation
X ∼= X ′ (respectively, (X,x0) ∼= (X ′, x′0)) may be used. The composition of isomorphisms is another
isomorphism. An isomorphism X → X (respectively, (X,x0)→ (X,x0)) is called an automorphism of X
(respectively, (X,x0)). The group of automorphisms of X (respectively, (X,x0)) is denoted by Aut(X)
(respectively, Aut(X,x0)).
For the purposes of this paper, we will only consider connected graphs with finite vertex degrees.
For these there is a canonical metric structure d, where d(x, y) is the minimum length of paths in X
from x to y. For convenience, we will use disks or closed balls defined with non-strict inequalities,
D(x, r) = { y ∈ X | d(x, y) ≤ r }. Also, let S(x, r) = { y ∈ X | d(x, y) = r } denote the sphere of center x
and radius r. We may add the ambient metric space as a subscript “DX(x, r)” to avoid ambiguity. The
following basic result will be used implicitly throughout the paper.
Lemma 5. If X has finite vertex degrees, then its disks are finite3 and X is countable.
2.2. Colorings. Let Ξ be a Cantor space, i.e. a compact, metrizable, totally disconnected topological
space with no isolated points. Fix an ultrametric dΞ inducing the topology of Ξ, which we will denote
simply by d when no confusion may arise. LetX be a graph. A map φ : X → Ξ is called a (vertex ) coloring
of X, and (X,φ) is called a colored graph. If x0 ∈ Y ⊂ X, then the simplified notation (Y, φ) = (Y, φ|Y )
will be used. The following concepts for colored graphs are the obvious extensions of their graph versions:
(pointed) isomorphisms, denoted by f : (X,φ) → (X ′, φ′) and f : (X,x0, φ) → (X ′, x′0, φ′), isomorphic
(pointed) colored graphs, denoted by (X,φ) ∼= (X ′, φ′) and (X,x0, φ) ∼= (X ′, x′0, φ′), and automorphism
groups of (pointed) colored graphs, denoted by Aut(X,φ) and Aut(X,x0, φ).
For R ∈ N,  > 0, an (R, )-equivalence h : (X,x, φ)  (Y, y, ψ) is a pointed graph isomorphism
h : (D(x,R), x)→ (D(y,R), y) such that d(φ(u), ψ(h(u))) <  for every u ∈ D(x,R). We use the modified
arrow  to emphasize that h is actually a partial map. It will be said that (X,x, φ), (Y, y, ψ) ∈ Ĝ∗ are
(R, )-equivalent if there is an (R, )-equivalence h : (X,x, φ)  (Y, y, ψ). The following lemma follows
immediately from the ultrametric triangle inequality.
Lemma 6. If f : (X1, x1, φ1)  (X2, x2, φ2) and g : (X2, x2, φ2)  (X3, x3, φ3) are (n, ) and (m, δ)-
equivalences, respectively, then g◦f : (X1, x1, φ1)  (X3, x3, φ3) is a (min{n,m},max{, δ})-equivalencem,
where dom(g ◦ f) = D(x1,min{n,m}).
Let Ĝ∗ be the set4 of isomorphism classes, [X,x, φ], of pointed connected colored graphs, (X,x, φ),
whose vertices have finite degree. For each R ∈ Z+, let
N̂R,1/R = { ([X,x, φ], [Y, y, ψ]) ∈ Ĝ2∗ | [X,x, φ] and [Y, y, ψ] are (R, 1/R)-equivalent } .
Remark 2. Since the property of being (R, )-equivalent is clearly invariant by colored graph isomor-
phisms, it makes sense to say whether two classes are (R, )-equivalent or not. Thus the subsets N̂R,
are well-defined. In what follows, we will incur in the same abuse of notation for isomorphism-invariant
properties without explicit mention.
1The cardinality of a set X is denoted by |X|.
2We assume that 0 ∈ N.
3This means that X is a proper metric space, in the sense that its closed balls are compact.
4These graphs are countable, and therefore we can assume that their underlying sets are contained in N. In this way,
Ĝ∗ becomes a well defined set.
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The sets N̂R,1/R form a base of entourages of a uniformity on Ĝ∗, which is easily seen to be complete.
Moreover this uniformity is metrizable because this base is countable. A metric inducing this uniformity
is given by
d([X,x, φ], [Y, y, ψ]) = 2−n ,
where n is the largest integer such that ([X,x, φ], [Y, y, ψ]) ∈ N̂n,1/n. Lemma 6 shows that d is actually
an ultrametric.
Lemma 7. Ĝ∗ and G∗ are totally disconnected, perfect and separable metric spaces, hence Polish.
Proof. By the preceeding discussion, we only have to prove separability and perfection. The former
follows from the fact that elements [X,x, φ] with X and imφ finite form a countable dense subset. To
prove perfection note that we can modify [X,x, φ] in a region arbitrarily far from x, thus obtaining a
non-constant sequence converging to [X,x, φ]. The proof for G∗ proceeds similarly. 
By unraveling the definition of the topology of Ĝ∗, we obtain the following characterization for almost
chaotic colored pointed graphs. It is then clear that, in spite of its formulation, it does not depend on
the choice of basepoint.
Lemma 8. Let (X,x, φ) be a pointed colored graph. Then (X,φ) is almost chaotic if and only if there
is a sequence of quasi-transitive pointed colored graphs (Yn, yn, ψn) satisfying:
(a) (X,x, φ) is (n, 1/n)-equivalent to (Yn, yn, ψn), and
(b) for all n,m ∈ N, there is some xn,m ∈ X such that (X,xn,m, φ) is (m, 1/m)-equivalent to
(Yn, yn, ψn).
Removing the colorings from the notation, we get the Polish space G∗ of isomorphism classes of pointed
connected graphs. In this way, we get canonical maps `X : X → G∗ for connected graphs X, defining a
canonical partition of G∗ by the sets [X] := im(`X). Then it is said that X is aperiodic if `X is injective,
quasi-transitive if [X] is a finite set, almost chaotic if the quasi-transitive classes are a dense subset of
[X], and chaotic if X is infinite, aperiodic and almost chaotic. Observe also that the forgetful map
pˆ : Ĝ∗ → G∗ is continuous. The space G∗ is a subspace of the Gromov space M∗ of isomorphism classes
of pointed proper metric spaces [19], [20, Chapter 3]. The obvious version of Lemma 8 in this setting
follows by considering a constant coloring.
Lemma 9. The topological spaces G∞∗ , G
∞
∗ (∆), Ĝ
∞
∗ and Ĝ
∞
∗ (∆) are totally disconnected, separable,
perfect and completely metrizable for every choice of graph X. Moreover G∞∗ (∆) and Ĝ
∞
∗ (∆) are compact
and therefore Cantor spaces.
Proof. All the spaces are totally disconnected because Ĝ∗ and G∗ are and this is an hereditary property.
G∞∗ , G
∞
∗ (∆), Ĝ
∞
∗ and Ĝ
∞
∗ (∆) are closed subsets of G∗ and Ĝ∗, respectively, hence Polish by Lemma 7
and [21, Prop. 8.1.2]. To prove the compactness of G∞∗ (∆) and Ĝ
∞
∗ (∆) note that, for every n ∈ N,
the disks (DX(x, n), x) with [X,x] ∈ G∗ represent only finitely many isomorphism classes. Therefore,
for every sequence [Xn, xn] in G
∞
∗ (∆), we can find a convergent subsequence by a diagonal process.
Finally, the compactness of Ξ ensures that, given colorings φn, we can find a subsequence n(k) such that
[Xn(k), xn(k), φn(k)] converges in Ĝ
∞
∗ (∆). 
3. Proof of Theorem 3
Let us start by proving Theorem 3 (a). Let ∆ ≥ 3 and fix an arbitrary ξ ∈ Ξ. Given a pointed colored
graph (X,x, φ) with X infinite, and n ∈ N, define the pointed colored graph
(K, k, ψ) := (K, k, ψ)X,x,φ,n
as follows: Since X is infinite, we can choose y ∈ S(x, n) such that degD(x,n) y < degX. Let (Z, χ)
be the Cayley graph of the integers with χ the constant coloring with value ξ. Consider a Z-indexed
family (D(xz, n), xz, φz)z∈Z of copies of the pointed colored disk (DX(x, n), x, φ), and let yz denote the
corresponding copies of y. Let (K,ψ) be the disjoint union of (Z, χ) and the family (D(xz, n), xz, φz)z∈Z
with additional edges joining y(z) to z for each z ∈ Z. Let k = x0 ⊂ (D(x0, n), x0).
The previous construction depends on the choice of y ∈ S(x, n). Let us assume that we have a
fixed choice of such y for every class [X,x, φ] ∈ Ĝ∞∗ and n ∈ N, so that we have a well-defined map
([X,x, φ], n) 7→ [K, k, χ]X,x,φ,n. The definition makes the following lemma obvious.
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x0
y0
D(x, 2)0
x−1
y−1
D(x, 2)−1
x1
y1
D(x, 2)1
· · ·· · ·
Figure 2. Construction of K from X and Z
Lemma 10. If [X,x, φ] is (m, 1/m)-equivalent to [Y, y, ψ], then [K, k, χ]X,x,φ,m is (m, 1/m)-equivalent
to [K, k, χ]Y,y,ψ,m.
Lemma 11. For every pointed colored graph (X,x, φ) with X infinite and n ∈ N, the colored graph
(K,ψ)X,x,χ,n is quasi-transitive.
Proof. For each m ∈ N, there is an obvious colored graph isomorphism sending each v ∈ D(x, n)z, z ∈ Z
to the corresponding point in D(x, n)z+m, and sending z ∈ Z to z +m ∈ Z. 
Let V̂ (n, r,m) be the subset consisting on classes [X,x, φ] ∈ Ĝ∞∗ satisfying that there is some y ∈ X
such that d(x, y) ≥ r and [X, y, φ] is (m, 1/m)-equivalent to [KX,x,φ,n, kX,x,φ,n, ψX,x,φ,n].
Proposition 12. For n, r,m ∈ N, the sets V̂ (n, r,m) and V (n, r,m) are open, dense subsets of Ĝ∞∗ and
G∞∗ , respectively. For ∆ ≥ 3, V̂ (n, r,m) ∩ Ĝ∞∗ (∆) and V (n, r,m) ∩ G∞∗ (∆) are open, dense subsets of
Ĝ∞∗ (∆) and G
∞
∗ (∆), respectively.
Proof. We prove first that V̂ (n, r,m) is open. Let [X,x, φ] ∈ V̂ (n, r,m), so that there is some y ∈ X
such that d(x, y) ≥ r and there is an (m, 1/m)-equivalence
f : (X, y, φ)  (KX,x,φ,n, kX,x,φ,n, ψX,x,φ,n) .
Then
Nn+m+d(x,y),1/m[X,x, φ] ⊂ V̂ (n, r,m) .
Indeed, let h : (X,x, φ)  (Z, z, χ) be a
(
n + m + d(x, y), 1/m
)
-equivalence. By the triangle inequality
we have D(y, n + m) ⊂ domh, so the restriction h|D(y,n+m) : (X, y, φ)  (Z, z, χ) is an (n + m, 1/m)-
equivalence. Lemma 6 yields that
f ◦ h−1 : (Z, z, χ)→ (KX,x,φ,n, kX,x,φ,n, ψX,x,φ,n)
is an (m, 1/m)-equivalence. Finally, we get [Z, z, χ] ∈ V̂ (n, r,m) by Lemma 10.
Let us prove that V̂ (n, r,m) is dense in Ĝ∞∗ . Let [X,x, φ] ∈ Ĝ∗ and l ∈ N. We will now de-
fine a graph (l, 1/l)-equivalent to [X,x, φ] and contained in V̂ (n, r,m). Take the disjoint union of
(DX(x,max{n, l}), φ), (DKn(kn,m), ψ) and an arbitrarily colored infinite semi-ray N. Then take points
y ∈ SX(x, n) and z ∈ SKn(kn,m) and add edges connecting y and z to 0 ∈ N. It is trivial to check
that such a graph satisfies the required conditions. To prove that V̂ (n, r,m) is dense in Ĝ∗(∆), note that
DX(x, n) and DK˜n(k˜n,m) are disks in infinite graphs of degree ≤ ∆. Therefore we can perform the same
construction but choosing y ∈ SX(x, n) and z ∈ SK˜n(k˜n,m) of degree < ∆, and the resulting graph in
V̂ (n, r,m) will have degree ≤ ∆.
The same proof applies to V (n, r,m) by ignoring all references to colorings. 
The following result is an immediate consequence of Lemmas 8 and 11, and Proposition 12. It
concludes the proof of Theorem 3 (a).
Proposition 13. The sets
⋂
n,r,m∈N V̂ (n,m, r) and
⋂
n,r,m∈N V (n,m, r) are generic in Ĝ
∞
∗ and G
∞
∗ ,
respectively. Their intersections with Ĝ∞∗ (∆) and G
∞
∗ (∆) are also generic. All these sets consist of
almost chaotic clases.
6
. . . . . .
. . . . . .
a b
Figure 3. In any graph that contains such a pattern, there is a non-trivial isomorphism
given by the interchange of a and b.
Let us now proceed with the proof of Theorem 3 (b). Let
W (n) = { [X,x, φ] ∈ Ĝ∞∗ | ∀x, y ∈ D(x, n), x 6= y ⇒ φ(x) 6= φ(y) } .
Proposition 14. W (n) and W (n) ∩ Ĝ∞∗ (∆) are open, dense subsets of Ĝ∞∗ and Ĝ∞∗ (∆), respectively.
Proof. Let us prove that W (n) is open. Let [X,x, φ] ∈W (n) and
 = inf{ d(φ(y), φ(z)) | y, z ∈ D(x, n), y 6= z } > 0 .
Then
Nn,/3[X,x, φ] ∩ Ĝ∞∗ ⊂W (n) .
Indeed, let h : (Y, y, ψ)  (X,x, φ) be an (n, /3)-equivalence, and suppose by absurdity that there are
u, v ∈ D(y, n), u 6= v with ψ(u) = ψ(v). Then we get
d(φ(h(u)), φ(h(v))) ≤ d(φ(h(u)), ψ(u)) + d(φ(h(v)), ψ(v)) + d(ψ(u), ψ(v)) ≤ 2
3
<  ,
by the definition of (n, /3)-equivalence and the triangle inequality. This clearly contradicts the definition
of .
To show that W (n) is dense, let [X,x, φ] ∈W (n) and modify the coloring φ in the following way: for
every y ∈ D(x, n), choose φˆ(y) ∈ BΞ(φ(y), )\{φ(y)} so that the restriction of φˆ to D(x, n+r) is injective.
Clearly this implies [X,x, φˆ] ∈W (n), and [X,x, φˆ] is (m, )-equivalent to [X,x, φ] for every m ∈ N. Since
[X,x, φˆ] ∈ Ĝ∞∗ (∆) if [X,x, φ] ∈ Ĝ∞∗ (∆), it follows that W (n) ∩ Ĝ∞∗ (∆) is dense in Ĝ∞∗ (∆). 
Corollary 15. The set
⋂
n∈NW (n) consists of aperiodic classes.
Proof. Let [X,x, φ] ∈ ⋂n∈NW (n), and suppose by absurdity that there is some non-trivial f ∈ Aut(X,φ).
Then there are y, z ∈ X, y 6= z, such that f(y) = z. But this yields φ(y) = φ(z), which in turn implies
[X,x, φ] /∈W (max{d(x, y), d(x, z)}) ,
a contradiction. 
This concludes the proof of Theorem 3 (b). Note that for this result we do not need the assumption
∆ ≥ 3. The corresponding result is not true if we restrict our attention to non-colored graphs. It is clear
that graphs exhibiting the local pattern shown in Figure 3 cannot be approximated by aperiodic graphs.
The same counterexample applies for colored graphs if the space of possible values has an isolated point
ξ by using that color to decorate both a and b.
To finish the proof of Theorem 3 (c), note that for infinite graphs aperiodic implies non-quasi-transitive.
Therefore both the set ⋂
n,m,r∈N
V̂ (n,m, r) ∩
⋂
n∈N
W (n)
and its intersection with Ĝ∞∗ (∆), ∆ ≥ 3, consist of chaotic classes and are generic in Ĝ∞∗ and Ĝ∞∗ (∆),
respectively.
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4. An example of a chaotic colored graph
The colored graph [X,φ] defined in Example 4 satisfies [X,φ] = Ĝ∞∗ , so that it being chaotic can be
seen as a weakening of Theorem 3 (a). To prove the density of quasi-transitive classes we take arbitrary
finite patterns and embed them in a periodic configuration, as illustrated in Figure 3. The same ideas
can be used to obtain less trivial examples. In this section we detail the construction of a chaotic graph
whose closure is the family of classes [Y, ψ] with every vertex y ∈ Y satisfying deg(y) = 1 or 3.
Let C ⊂ Ξ be a countable, dense subset, and let F ⊂ Ĝ∗ consist of the classes [Y, y, ψ] such that
(i) [Y, y, ψ] is aperiodic,
(ii) Y is a finite grpah,
(iii) im(ψ) ⊂ C,
(iv) deg(z) = 1 or 3 for every z ∈ Y , and
(v) deg(y) = 1.
Let F be a set of colored graphs that contains exactly one representative for each class in F. Since F
is countable, we can choose an enumeration of the form F = {(Yz, yz, ψz)}z∈Z. Let χ : Z → C be an
aperiodic coloring, and let X be the colored graph constucted as follows: take the disjoint union of (Z, χ)
and the family {(Yz, yz, ψz)}z∈Z, and add an edge joining yz to z ∈ Z for every z ∈ Z (see Figure 4).
Since the colored graphs (Yz, yz, ψz) are aperiodic, the proof that (X,φ) is aperiodic follows exactly as
in Example 4.
1
−2 −1 0 1 x2 = 2
Y−1 Y0 Y1
Figure 4. An example of the
graph H2
1
HnHn Hn
Z
Figure 5. An example
of the graph Z2
Let us prove that (X,φ) is almost chaotic. Let x0 := 0 ∈ Z ⊂ X. For n ∈ N, let (Hn, φn) be the
colored subgraph of (X,φ) with vertex set
{−n,−n+ 1, . . . , n} ∪
⋃
−n<z<n
Yz ,
where by {−n,−n+1, . . . , n} we mean the obvious subset of the copy of Z contained inside X. Note that
D(x0, n) ⊂ Hn. Let xn = n ∈ Hn. Then (Hn, xn, φ) satisfies conditions (i)–(v). Let us embed (Hn, φ)
into a quasi-transitive graph (Zn, ξn) as follows: the disjoint union of a Z-indexed family of copies of
(Hn, φ), with vertex sets denoted by Hn,z, and a single copy of Z, and identify the point corresponding to
xn in Hn,z with z ∈ Z (see Figure 5). The proof that (Zn, ξn) is quasi-transitive proceeds as in Lemma 11.
Also (Zn, ξn) contains and isomorphic copy of (D(x0, n), φ) by construction. For each m ∈ N, the colored
subgraph of (Zn, ξn) with vertex set
{−m,−m+ 1, . . . ,m} ∪
⋃
−m<z<m
Hn,z
satisfies again conditions (i)–(v). This means that we can find an isomorphic copy inside (X,φ), and
thus [Zn, χn] ⊂ [X,φ]. To recap, we have proved that for each disk D(x, n) we can find a quasi-transitive
graph (Zn, χn) containing a copy of (D(x, n), φ) and [Zn, χn] ⊂ [X,φ]. Therefore (X,φ) is almost chaotic
and aperiodic, hence chaotic.
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