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Abstract
Global almost sure asymptotic stability of stochastic -methods with nonrandom variable step sizes when applied
to bilinear, nonautonomous, homogeneous test systems of ordinary stochastic differential equations (SDEs) is
investigated. Sufﬁcient conditions for almost sure asymptotic stability are proved for both analytical and numerical
solutions in R1. The results of Saito and Mitsui (World Sci. Ser. Appl. Math. 2 (1993) 333, SIAM J. Numer. Anal.
33 (1996) 2254), Higham (SIAM J. Numer.Anal. 38 (2001) 753) and Schurz (StochasticAnal.Appl. 14 (1996) 313,
Handbook of Stochastic Analysis and Applications, 2002) for the constant step sizes are carried over to the case
with variable step sizes and nonautonomous linear test equations. The investigations indicate that -methods with
variable step sizes or variable parameter  governed by certain conditions can successfully be used to guarantee
almost sure asymptotic stability while discretizing nonautonomous SDEs.
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1. Introduction
Several authors have already investigated the stability behavior of stochastic versions of -methods (or
their subclasses)
Yn+1 = Yn + nn+1Yn+1n + (1− n)nYnn + nYnWn, (1)
where n, n, n ∈ R1 are nonrandom parameters, n = tn+1 − tn is the current step size along dis-
cretizations 0= t0 t1 t2 · · ·  tnT =T of intervals [0, T ], driven by martingale-differences Wn with
E[(Wn)2] = n <+∞ (Typical choices for Wn are Gaussian distributed Wn ∈N(0,n) for strong
approximations of SDEs or two-point distributedWn with probabilitiesP
(
Wn =±√n
)= 12 for weak
approximations of SDEs.) For example, see Artemiev [2,3], Artemiev andAverina [4], Burrage et al. [5],
Higham [7,8], Kloeden and Platen [13], Kloeden et al. [14], Ryashko and Schurz [22], Saito and Mitsui
[23], Schurz [25,26,28–31], or Talay [35]. Most of the mentioned works only deal with asymptotic stabil-
ity of moments with respect to autonomous testequations of one-dimensional SDEs and are restricted to
numerical algorithms with constant step sizes. Higham [8], Saito andMitsui [23], Schurz [30,31] have al-
ready discussed almost sure stability of stochastic -methods with constant step sizes and for autonomous
test equations. Nonlinear test equations and almost sure asymptotic stability of linear-implicit general-
izations of -methods are studied in Rodkina and Schurz [20,21]. It is also worth noting that the class of
numerical methods (1) contains the widely used forward Euler–Maruyama methods by choosing n = 0
for all n, the backward Euler–Maruyama methods by taking n = 1 for all n and the trapezoidal methods
(here, in the linear case, identical with the midpoint methods) by setting n=0.5 for all n ∈ N. Moreover,
from moment analysis with equidistant step sizes, we know that n = 0.5 (i.e. the symmetric cases of
trapezoidal or midpoint methods) is a preferrable choice for “adequate” stochastic-numerical integration,
cf. Schurz [27].Whether this is the case for the requirement of almost sure asymptotic stability too is still
an open question. Besides, the problem of appropriate test equations has not been solved in stochastics
so far, i.e. the relevance of test equations for which class of SDEs is not clariﬁed. This fact alone urges
us to analyze numerical methods for nonautonomous or nonlinear stochastic test equations.
In the present paper we investigate almost sure asymptotic stability of methods (1) with variable,
nonrandom step sizes and with respect to nonautonomous test equations of linear SDEs. In particular,
we shall extend results of Saito and Mitsui [23], Higham [8] and Schurz [31] which are only known
for constant step sizes and linear, autonomous test equations so far. For this purpose, throughout this
paper, we assume that their driving noise terms Wn are independent random variables with ﬁnite ﬁrst
moments E[Wn]=0 and second moments E[(Wn)2]=n, and we interpret these methods as numerical
approximations of bilinear, nonautonomous test equations of Itô SDEs
dX(t)= (t)X(t) dt + (t)X(t) dW(t) (2)
driven by standardWiener processW ={W(t) : t0}. New criteria for the a.s. asymptotic stability of the
zero solution of SDEs (2) are stated and proven too. For the sake of technical simplicity, we suppose that
the presented analysis is done on the base of a completed ﬁltered probability space (,F, (Ft )t0,P)
with natural ﬁltrationFt =(W(s) : 0s t), and the initial valueX(0)=x0 is known and independent
ofF+∞. Eventually we are going to compare the asymptotic behavior of the analytic solution of (2) to its
numerical approximations (1) with n= (tn) and n= (tn), driven by {Fn}n∈N-martingale-differences
Wn (for details on martingales, see [15]) with Fn =Ftn . Let B(S) denote the set of all Borel-sets of
inscribed set S and  the Lebesgue measure in R1.
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It is not so important in which stochastic integration calculus the linear test equations (2) are originally
given. For example,wemight have these equations in Itô or Stratonovich form (see Itô [9] andStratonovich
[34] for the origin of those calculi). This fact is true sincewemay convert both interpretations of stochastic
integrals of each other, cf. Arnold [1], and during this transformation the linear structure of equations (2)
is maintained (note that this fact is due to the bilinearity of (2) and it is not necessarily true in the fully
nonlinear case). For example, the Stratonovich-type stochastic differential equation
dX(t)= (t)X(t) dt + (t)X(t) ◦ dW(t)
is equivalently transformed into the Itô equation
dX(t)= ˆ(t)X(t) dt + (t)X(t) dW(t),
where ˆ(t)= (t)+ 2(t)/2. Then, the herein presented analysis is carried over to Eqs. (2) with ˆ instead
of . Of course, from simple mathematical reasons, we shall prefer the Itô calculus (namely that we need
the martingale character of the driving noise for our analysis below, which is lost by the Stratonovich
calculus). Thus, indeed it only remains to convert the main results into Stratonovich formulations. Due
to the natural simplicity of such transformations, we leave the Stratonovich interpretation to the reader.
As a side effect of our analysis, it shall also become clear that multiplicative splitting techniques of
semimartingale equations or inequalities to discuss its almost sure asymptotic stability behavior are more
efﬁcient than additive splitting techniques as we used in previous papers [20] and [21]. That is why we
state several conditions for asymptotic stability by the following Theorems 1–4, leading ﬁnally to less
restrictive conditions on the involved parameters while using multiplicative splittings combined with
elementary properties of stochastic exponentials (a concept borrowed from [11, p. 78] or [15, p. 122]).
Throughout this paper, we understand the concept of asymptotic stability as follows. In passing, we
abbreviate the wordings “almost sure” and “almost surely” by “a.s.” (of course, while referring to P-a.s.).
Deﬁnition 1.1. The difference equation (1) is said to have a trivial (equilibrium) solution y∗=0.A trivial
(equilibrium) solution y∗ = 0 of (1) is said to be globally a.s. asymptotically stable if, for all y0 = 0
(P-a.s.), we have
P
(
lim
n→+∞ Yn = 0
)
= 1.
One may introduce an analogous deﬁnition of stability for the continuous time system (2). In order to
prove a.s. asymptotic stability of the trivial solution to (1) and (2), we apply the technique of semimartin-
gale decomposition and its almost sure convergence theorems (i.e. some approaches well-known from
the theory of random processes, see [15,16,18,32,33]).
The rest of this paper is organized as follows. Section 2 assembles some auxiliary results from the
theory of random processes. Thereafter we prove new results on the almost sure asymptotic stability
of the analytic solution governed by test equation (2) in Section 3. Section 4 presents our main results
on almost sure global asymptotic stability of drift-implicit -methods (1) with variable step sizes and
variable coefﬁcients. Eventually, in Section 5, we plot some exponential stability functions to visualize
the conditions we derived for a.s. stability and asymptotic stability of (1).
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2. Auxiliary deﬁnitions and statements
We suppose that the readership is familiar with some basic concepts of stochastic analysis such as
martingale theory and limit theorems. For general concepts, notation and deﬁnition, consult the books
[15,17] and [32]. However, for the sake of completion, the most important deﬁnitions and results which
we shall refer to are listed as follows.
A sequence of one-dimensional real-valued random variables {Xn}n∈N where Xn is (Fn,B(R1))-
measurable is said to be a stochastic sequence. A stochastic sequence is said to be a one-dimensional
real-valued local {Fn}n∈N-martingale, if E[Xn|Fn−1] exists and E[Xn|Fn−1]=Xn−1 for all n=1, 2, . . .
In case of martingales, we drop the word “local” if the considered local martingale additionally satisﬁes
E|Xn|< +∞ for all n ∈ N. A stochastic sequence is called a {Fn}n∈N-semimartingale if it admits the
Doob-Meyer decomposition
Xn =X0 +Mn + An, (3)
where {Mn}n∈N is a real-valued {Fn}n∈N-martingale started at M0 = 0 and {An}n∈N is a real-valued
(Fn,B(R
1))-measurable sequence with bounded variation and A0 = 0. In particular, the sequence
{Xn}n∈N deﬁned by (3) is a semimartingale if {An}n∈N is a (Fn,B(R1))-measurable, (a.s.) nondecreasing
sequence. Let the stochastic sequence {mn}n∈N be a one-dimensional real-valued {Fn}n∈N-martingale
with m0 = 0. We put n = mn − mn−1 for n1, 0 = 0. Then {n}n∈N is called a one-dimensional
real-valued {Fn}n∈N-martingale-difference.
The following Lemma 2.1 is a generalization of Doob’s decomposition of submartingales (for details,
see [15]).
Lemma 2.1. Let {n}n∈N be a {Fn}n∈N-martingale-difference. Then there exists a {Fn}n∈N-martingale-
difference ={n}n∈N and a positive, predictable (i.e. (Fn−1,B(R1))-measurable) stochastic sequence
= {n}n∈N such that, for every n= 1, 2, . . . almost surely (a.s.), we have
2n = n + n. (4)
The process {n}, as in Lemma 2.1, can be represented by n = E(2n|Fn−1). Moreover,  = (n)n∈N
is a nonrandom sequence when n are independent random variables. In this case, we have
n = E(2n) and n = 2n − E(2n).
To establish asymptotic stability we shall also make use of a certain application of well-knownmartingale
convergence theorems (cf. [32], see also [15,33]) in terms of inequalities. Such an application is expressed
by Lemma 2.2 which is proved in [16].
Lemma 2.2. Let {A1n}n∈N, {A2n}n∈N, {B1n}n∈N and {B2n}n∈N with A10 = A20 = B10 = B20 = 0 be a.s.
nondecreasing (Fn−1,B(R1))-measurable stochastic sequences with B1nA1n, B2nA2n and An=B1n −
B2n for n1. Assume that Z = {Zn}n∈N is a nonnegative {Fn}n∈N-semimartingale with Doob-Meyer
decomposition Zn = Z0 + Mn + An for n ∈ N, where M = {Mn}n∈Nis a locally square-integrable
martingale with M0 = 0. Then {	 : A1∞<∞} ⊆ {Z →} ∩ {	 : A2∞<∞} a.s., where {Z →} denotes
the set of all 	 ∈  for which Z∞ = limt→∞Zt exists and is ﬁnite (a.s.).
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The proof ofLemma2.2 is essentially based on thewell-knownDoob’smartingale convergence theorem
and its corollaries. For the sake of understanding of the following proofs we state it as Lemma 2.3 here,
borrowed from and proved in [11, p. 225] and for a proof of a simpler variant, see also [32, p. 508]. Let
[a]+0 denote the nonnegative part of the inscribed expression a ∈ R.
Lemma 2.3 (Doob’s Submartingale Convergence Theorem). Assume that the stochastic process Z =
{Zn}n∈N is a {Fn}n∈N-submartingale such that uniform boundedness of moments supn∈N E[Zn]+<+∞
holds. Then the limit limn→+∞Zn = Z∞ exists (a.s.), Z∞ is ﬁnite (a.s.) and Z∞ ∈ L1(,F,P).
Note that the latter statement does not assert that Z = {Zn}n∈N converges in L1-sense in general.
Lemma 2.3 leads to the proof of the following important variant of Doob’s martingale convergence
theorem, compiled from [11, p. 226] and [32, p. 509].
Lemma 2.4. If Z = {Zn}n∈N is a nonnegative {Fn}n∈N-supermartingale, or a nonpositive {Fn}n∈N-
submartingale, or a {Fn}n∈N-martingale bounded above or bounded below, then the limit limn→+∞Zn=
Z∞ exists (a.s.), Z∞ is ﬁnite (a.s.) and Z∞ ∈ L1(,F,P).
From now on, due to its origin from J.L. Doob’s main result [6], Lemmas 2.3 and 2.4 are also called
Doob’s martingale convergence theorems.
3. Global asymptotic stability of analytic solutions
At ﬁrst, we shall exploit additive splitting techniques, as successfully used in [20] and [21], in order
to investigate asymptotic stability of underlying continuous time SDE (2). It is worth noting in passing
that the following results are new to our knowledge. Assume that the following hypothesis is fulﬁlled.
Let (t) and 2(t) be Borel-measurable, locally L1loc(R+,B(R+), )-integrable functions, and
∀t0 2(t)+ 2(t) =: S(t)< 0, (5)∫ ∞
0
S(t) dt =−∞. (6)
Remark 3.1. Hypotheses (5) and (6) are trivially satisﬁed in the constant case (t)=0< 0, (t)=0 and
20+2< 0. In this case, provided that E[X(0)]2<+∞, we also have global almost sure asymptoticmean
square stability of related SDEs. Of course, for limt→+∞ E[X(t)]2 = 0 as well as for limt→+∞X(t)= 0
(P-a.s.), it also sufﬁces to require that (5) and (6) are valid from some t0> 0 onwards instead of the
integration beginning at 0.
Theorem 3.2. Let conditions (5)–(6) be satisﬁed.Then the stochastic processX={X(t) : t0} governed
by Eq. (2) for every initial condition x0 has the property that the limit limt→+∞X(t)= 0 almost surely,
i.e. its trivial equilibrium solution x∗ = 0 is globally a.s. asymptotically stable.
Proof. Use Itô formula (for origin, see Itô [10]) to decompose the Itô SDE
d[X(t)]2 = [2(t)+ 2(t)][X(t)]2 dt + 2(t)[X(t)]2 dW(t)
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into the parts of bounded variation A1 − A2 and of locally square-integrable martingale M. Thus, by
putting Z(t)= [X(t)]2, we obtain the decomposition
dZ(t)= dA1(t)− dA2(t)+ dM(t)
for the nonnegative semimartingaleZ={Z(t) : t0},whereA1(t)=0,A2(t)=− ∫ t0 [2(s)+2(s)]Z(s) ds
and M(t) = 2 ∫ t0 (s)Z(s) dW(s). Now, apply Lemma 2.2 to conclude that both limt→+∞Z(t) and
limt→+∞A2(t) exist and are ﬁnite (a.s.). Consider the estimation
0 −
∫ +∞
0
[2(s)+ 2(s)]Z(s) ds = lim
t→+∞ A
2(t)<+∞.
That means that the improper integral
∫ +∞
0 −[2(s)+ 2(s)]Z(s) ds <+∞ with nonnegative integrand
−[2(s)+ 2(s)]Z(s) is ﬁnite. Then, from standard convergence theory of improper integrals (or series
theory), condition (6) and from the existence of ﬁnite limit limt→+∞Z(t), it follows that this can only
happen if also Z(t) tends to 0 as t advances to+∞ (a.s.). Therefore, limt→+∞X(t)= 0 and the proof of
Theorem 3.2 is complete. 
Next,while exploitingmultiplicative splitting techniques usingDoléan–Dade exponentials (see [17,15])
instead of additive splittings as before, we are able to obtain a slightly improved result with respect to
a.s. stability as follows. Assume that (t) and 2(t) are Borel-measurable, locally L1loc(R+,B(R+), )-
integrable functions and
∫ +∞
0
(s) ds =−∞. (7)
Remark 3.3. Hypothesis (7) is trivially satisﬁed in the constant case (t)= 0< 0 and (t) ∈ L2loc(R+,
B(R+), ). For the existence of ﬁnite limits lim inf t→+∞X(t) and lim supt→+∞X(t) (a.s.), it sufﬁces
to require
lim sup
t→+∞
∫ t
0
(s) ds <+∞.
This can be shown by similar techniques as in the proof of Theorem 3.4 below.
Theorem 3.4. Let condition (7) be satisﬁed. Then the stochastic process X= {X(t) : t0} governed by
Eq. (2) for every initial condition x0 has the property that the limit limt→+∞X(t)= 0 almost surely, i.e.
its trivial equilibrium solution x∗ = 0 is globally a.s. asymptotically stable.
Proof. For simplicity, we may suppose that  and  are continuous functions in t. Obviously, the global
solution X of (2) uniquely exists and satisﬁes (a.s.)
X(t)= exp
(∫ t
t0
[
(s)− 
2(s)
2
]
ds +
∫ t
t0
(s) dW(s)
)
X(t0)
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for all t t0. This implies that Z(t) := |X(t)| is of the form
Z(t)= exp
(∫ t
t0
(s) ds
)
exp
(∫ t
t0
(s) dW(s)−
∫ t
t0
2(s)
2
ds
)
|X(t0)|
= exp
(∫ t
t0
(s) ds
)
M(t)|X(t0)|,
where
M(t)= exp
(∫ t
t0
(s) dW(s)−
∫ t
t0
2(s)
2
(s) ds
)
is a positive, square-integrablemartingale for t t0 (M is called an exponential martingale, also sometimes
the Doléan–Dade exponential, see [11, p. 78] or [15, p. 122]), using the isometry relation of Itô integrals
and the facts that the stochastic integral
∫ t
t0
(s) dW(s) has independent increments and is Gaussian
N(0,
∫ t
t0
2(s) ds)-distributed. Thanks toDoob’smartingale convergence theorems (see Lemmas 2.3–2.4,
cf. [11] and [32]), we may conclude that limt→+∞M(t) =M+∞ exists and is ﬁnite (a.s.). Therefore,
under the hypothesis (7), it follows that limt→+∞Z(t)= 0 (a.s.), hence limt→+∞X(t)= 0 (a.s.) for all
ﬁnite initial value X(t0). Consequently, the proof is completed. 
Remark 3.5. For the proof of Theorem 3.4 under the additional assumption that (t)0 for all t t0
(which is needed for the additive splitting into processeswith nondecreasingA2 below), one can alsomake
use of the Itô formula applied to convex functions (for extensions of Itô formula to convex functions inC1
with L1loc-integrable second derivative, see Karatzas and Shreve [12]). For this purpose, take V (x)= |x|.
Then, one ﬁnds that Z(t) := |X(t)| is given by the Itô integral equation
Z(t)= Z(t0)+
∫ t
t0
[
(s)Z(s)+ 
2(s)
2
[Z(s)]2
0(Xs)
]
ds +
∫ t
t0
(s)Z(s) dW(s),
where 
0(x) denotes the Dirac delta-distribution with support in 0. Thus we can decompose the nonneg-
ative semimartingale Z into
Z(t)= Z(t0)+ A1(t)− A2(t)+M(t),
where A1(t) = 12
∫ t
t0
2(s)[Z(s)]2
0(Xs) ds and A2(t) = −
∫ t
t0
(s)Z(s) ds are nonnegative and nonde-
creasing, and M(t) = ∫ t
t0
(s)Z(s) dW(s) is a square-integrable martingale. Note that limt→+∞A1(t)
must exist and is ﬁnite (a.s.) (in fact, if X(t0) = 0 (a.s.) then A1(t) = 0 for all t t0, due to the spe-
ciﬁc form of SDE (2) with multiplicative noise). Thus, by applying Lemma 2.2, we know that the limit
limt→+∞Z(t) must exist and is ﬁnite (a.s.). It remains to show that limt→+∞Z(t) = 0. From Lemma
2.2 we also know that the limit limt→+∞A2(t) = −
∫ +∞
t0
(s)Z(s) ds must exist and be ﬁnite (a.s.).
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Now, consider the estimations of improper integral
0 −
∫ +∞
t0
(s)Z(s) ds <+∞.
Therefore, from convergence theory of improper integrals and condition (7), it must follow that
limt→+∞Z(t) = 0. Hence limt→+∞X(t) = 0 (a.s.). Thus, the proof of Theorem 3.4 would be
complete too.
4. Global asymptotic stability for -methods
Now we turn our attention to methods (1) and their asymptotic stability behavior. We are aiming at
applying similar techniques as in previous section and proving analogous results to Theorems 3.2 and 3.4
for the related discrete time approximations generated by the -methodswith variable, but nonrandom step
sizes n. Once again, the multiplicative technique using elementary properties of stochastic exponentials
gives less restrictive conditions for asymptotic stability than those compared to additive splittings. At
ﬁrst, we consider additive splitting.
Assume that the following hypothesis is fulﬁlled. Let n < 0, n, n and n0 such that
∀n ∈ N (2n + 2n)n + (1− 2n)2n2n =: n0. (8)
Condition (8) represents an extension of the standard conditions as met in the papers of Saito and Mitsui
[24], Higham [8] and Schurz [25,26,31] in the autonomous case. This condition is also necessary for
mean square stability of -methods and guarantees the “nonexplosion” of second moments at any time
(provided that the initial second moments are ﬁnite). However, here we study a.s. asymptotic stability
under the possible variation of variable step sizes and nonautonomous coefﬁcients n, n and n.
Theorem 4.1. Let condition (8) be satisﬁed. Then the stochastic process Y = {Yn : n ∈ N} governed by
Eq. (1) for every initial condition y0 has the property that limn→+∞ Y 2n exists and is ﬁnite almost surely.
Furthermore, if additionally
+∞∑
n=0
n
(1− nnn)2
=−∞, (9)
then limn→+∞ Yn = 0 (a.s.), i.e. in this case, its trivial equilibrium solution y∗ = 0 is globally a.s.
asymptotically stable.
Proof. Firstly, we rewrite scheme (1) in the explicit form
Yn+1 = Yn
(
1+ nn + nWn
1− nnn
)
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for all n ∈ N. Now, square and decompose this expression to obtain
Y 2n+1 = Y 2n
(
1+ nn + nWn
1− nnn
)2
= Y 2n
(
1+ 2nn + nWn
1− nnn +
(nn + nWn)2
(1− nnn)2
)
= Y 2n
(
1+ 2 nn
1− nnn +
2n
2
n
(1− nnn)2
+ 
2
nn
(1− nnn)2
)
+ Y 2n
(
2
nWn
1− nnn + 2
nnnWn
(1− nnn)2
+ 
2
n[(Wn)2 − n]
(1− nnn)2
)
= Y 2n + Y 2n
(
2nn + 2nn + (1− 2n)2n2n
(1− nnn)2
)
+ mn
= Y 2n + Y 2n
n
(1− nnn)2
+ mn,
while using Lemma 2.1, wheremn=∑nk=0 mk is a locally square-integrablemartingale withmartingale-
difference
mk = Y 2k
(
2
kWk
1− kkk + 2
kkkWk
(1− kkk)2
+ 
2
k[(Wk)2 − k]
(1− kkk)2
)
.
Suppose that n0, n0 and n0 for all n ∈ N (i.e. hypothesis (8) is fulﬁlled). Then, we arrive at the
estimate
Zn+1Zn + mn,
where Zn := Y 2n for all n ∈ N. Note that Z = {Zn : n ∈ N} forms a nonnegative semimartingale. Now,
we may apply Lemma 2.2 to conﬁrm the existence of the ﬁnite limit limn→+∞Zn < +∞, and hence
limn→+∞ Y 2n must exist and be ﬁnite (a.s.) as well. Next, suppose that (9) is valid. Then, return to the
decomposition and estimation of Z = Y 2. One obtains
0Zn+1Zn −
n∑
i=0
i
(1− iii)2
Zi +mn
for all n ∈ N. Now, an application of Lemma 2.2 yields that
0 lim
n→+∞ A
2
n := lim
n→+∞
n∑
i=0
−i
(1− iii)2
Zi <+∞.
Using standard arguments from absolute convergence of series, the facts that the limit limn→+∞Zn
exists and is a.s. ﬁnite, and condition (9), we can conclude that limn→+∞Zn=0, hence limn→+∞ Yn=0.
Consequently, Theorem 4.1 is proven. 
Now, considermultiplicative splittingwithwhichwe are able tomodify themain results of Theorem 4.1
a little. For this purpose, we shall conﬁne our analysis to the case of discrete random variables Wn and
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exploit the same idea of using multiplicative splitting of the absolute amount of the solution |Yn| of dif-
ference equation (1) combined with elementary properties of stochastic exponentials as in the continuous
case, cf. Theorem 3.4. So, now our considerations are related to weakly converging numerical methods
where we can substitute Gaussian increments Wn by independent multi-point distributed, discrete or
continuous, but uniformly bounded random variables n+1 with E[n+1] = 0 and E[n+1]2<+∞.
Deﬁne r1 as the smallest root of |1 + x| = exp(x). It is fairly easy to recognize that −2<r1< − 1
(In fact, one can show that r1 ∈ (−1.278465,−1.278464).) Assume that the following hypotheses are
fulﬁlled. Let n, n, n and n0 such that nnn < 1, and
∀n ∈ N nn + nWnr1(1− nnn), (10)
Sn := E
[
exp
(
nWn
1− nnn
)]
 exp
(
n
2nn
2(1− nnn)2
)
<+∞, (11)
(2n + n2n)n − 2n2n2n =: n0, (12)
where n ∈ R1 are nonrandom parameters.
Theorem 4.2. Let conditions (10)–(12) be satisﬁed. Then the stochastic process Y = {Yn : n ∈ N} gov-
erned by Eq. (1) for every initial condition y0 has the property that lim supn→+∞ Yn and lim infn→+∞ Yn
exist and are ﬁnite almost surely. Furthermore, if additionally
+∞∑
n=0
n
(1− nnn)2
=−∞, (13)
then limn→+∞ Yn = 0 (a.s.), i.e. in this case, its trivial equilibrium solution y∗ = 0 is globally a.s.
asymptotically stable.
Proof. Suppose that nnn < 1 for all n ∈ N. Recall that, under this assumption, the scheme (1) is
equivalent to the explicit expression
Yn+1 = Yn
(
1+ nn + nWn
1− nnn
)
for all n ∈ N. Take the absolute value and use the elementary estimate |1+x| exp(x) for all xr1>−2
to get
Zn+1 = |Yn+1| = |Yn|
∣∣∣∣1+ nn + nWn1− nnn
∣∣∣∣
Zn exp
(
nn + nWn
1− nnn
)
under the assumption (10). Note that Z is a nonnegative semimartingale. Besides, under hypothesis (11),
Z can be decomposed multiplicatively into
Zn+1Zn exp
(
nn
1− nnn
)
SnQn,
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where Sn is deﬁned as in (11) andQn is given by
Qn = exp
(
nWn
1− nnn
)
[Sn]−1.
Therefore, under hypothesis (12), we arrive at the estimation
Zn+1Z0 exp
(
n∑
k=0
2kk + k2kk − 2k2k2k
2(1− kkk)2
)
Mn+1 (14)
with the exponential martingale (i.e. a kind of discrete version of Doléan–Dade stochastic exponential,
for its origin, see the remarks in [11, p. 78] or [15, p. 122])
Mn+1 =
n∏
k=0
Qk =
n∏
k=0
[
exp
(
kWk
1− kkk
)
[Sk]−1
]
.
Thus,wemayﬁnd amultiplicative decomposition of the nonnegative semimartingaleZ into a product of its
initial value Z0, a nonincreasing nonrandom process An= exp(an) and a positive exponential martingale
Mn = exp(bn) with M0 = 1. Then, by Doob’s martingale convergence theorems (i.e. Lemmas 2.3 and
2.4), we know that the limit of the exponential martingale M = {Mn : n ∈ N} exists and is ﬁnite (a.s.).
Moreover, due to condition (12) and monotone sequence convergence theorem (squeezing theorem for
limits), we know that the limits lim supn→+∞Zn and lim infn→+∞Zn exist and are ﬁnite (a.s.). Hence,
the same is true for the limits lim supn→+∞ Yn and lim infn→+∞ Yn. Next, suppose that condition (13) is
also satisﬁed. Return to the estimation (14). Using Doob’s martingale convergence theorem (i.e. Lemmas
2.3 and 2.4) and hypothesis (13) while taking the limit as n tends to+∞ in (14), we easily recognize that
limn→+∞Zn = 0, hence limn→+∞ Yn = 0. Thus, the proof of Theorem 4.2 iscomplete. 
Remark 4.3. In view of the evaluation of derived conditions (10)–(12), care is needed while choosing the
parameters n, n andn in order to guarantee convergence and asymptotic stability. For example, one can
stabilize the discrete dynamics for any choice of step sizes n by choosing (a variable) n large enough
while the sequence of n < 0 is ﬁxed. However, for converging approximations, one needs to bound
the choice of n from below and above, e.g. one may choose 0nsupk∈N k <+∞. Thus, these two
requirements impose restrictions on the careful choice of variable parameters n.Anyway, following from
an analysis of asymptotic stability of moments, cf. Schurz [27], we recommend to take n = 0.5 (i.e. the
symmetric cases of trapezoidal ormidpoint methods) as a preferrable choice. Furthermore, it is reasonable
in general to take only step sizes n such that the quantities |nn| (where (tn) = n) are sufﬁciently
small and uniformly bounded. Moreover, it remains to construct asymptotically stable approximations of
SDEs under a discretized version of hypothesis (7) which is less restrictive than (10)–(12). Also, a great
interest would be to study the stability behavior of numerical methods with nonmartingale-type noises as
indicated by Mao and Rodkina [19] for SDEs driven by nonmartingale-type differentials.
In the following we illustrate the use of Theorem 4.2 when applied to the case of multi-point distributed
randomvariables, as it is common inweak approximations (cf. [13,14,35,36]).Assume that the nonrandom
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parameters n, n, n and n0 satisfy nnn < 1 and
∀n ∈ N P
(
Wn =±
√
n
)
= 12 , (15)
nn − |n|
√
nr1(1− nnn), (16)
(2n + (1)n 2n)n − 2n2n2n =: (1)n 0, (17)
where r1 ∈ (−1.278465,−1.278464) is the smallest root of |1+ x| = exp(x) and (1)n is given by
(1)n = exp
( |n|√n
1− nnn
)
. (18)
Note that (1)n can be chosen arbitrarily close to 1 for uniformly bounded n and n while using sufﬁciently
small step sizes n. Then, the following corollary to Theorem 4.2 can be established.
Corollary 4.4. Let conditions (15)–(18) be satisﬁed. Then the stochastic process Y = {Yn : n ∈ N}
governed by Eq. (1) for every initial condition y0 has the property that the limits lim supn→+∞ Yn and
lim infn→+∞ Yn exist and are ﬁnite almost surely. Furthermore, if additionally
+∞∑
n=0
(1)n
(1− nnn)2
=−∞, (19)
with (1)n deﬁned by (17)–(18), then limn→+∞ Yn=0 (a.s.), i.e. in this case, its trivial equilibrium solution
y∗ = 0 is globally a.s. asymptotically stable.
Proof. Suppose that conditions (15)–(18) are fulﬁlled. We are aiming at applying Theorem 4.2. For this
purpose, consider the values of the moment generating function and ﬁnd that
Sn = E
[
exp
(
nWn
1− nnn
)]
= cosh
(
n
√
n
1− nnn
)
= 1+ cosh() 
2
nn
2(1− nnn)2
1+ exp(||) 
2
nn
2(1− nnn)2
 exp
(
(1)n
2nn
2(1− nnn)2
)
by Taylor expansion of cosh-function in the neighborhood of 0 up to the second order terms with inter-
mediate value
 ∈
(
−|n
√
n|/(1− nnn),+|n
√
n|/(1− nnn)
)
,
where (1)n is deﬁned as in (18), and because of exp(||)(1)n . Now, under the assumptions (15)–(17),
and (19), respectively, Theorem 4.2 can be applied, and this completes the proof of Corollary 4.1. 
Another common choice of discrete three-point distributed random variables Wn in weak approxi-
mations (cf. [13,14,35,36]) is treated as follows. Assume that the parameters n, n, n and n0 satisfy
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nnn < 1 and
∀n ∈ N P
(
Wn =±
√
3n
)
= 16 , P(Wn = 0)= 23 , (20)
nn − |n|
√
3nr1(1− nnn), (21)
(2n + (2)n 2n)n − 2n2n2n =: (2)n 0, (22)
where r1 ∈ (−1.278465,−1.278464) is the smallest root of |1+ x| = exp(x) and (2)n is given by
(2)n = exp
( |n|√3n
1− nnn
)
. (23)
Note that condition (17) from previous corollary is less restrictive than (22). This fact is obviously due
to the increase of (2)n -term given by (23) compared to the choice of (1)n given by (18). So incorporating
more points in the simulation of increments Wn (i.e. simulative reﬁnements) does not necessarily lead
to improvements with respect to a.s. stability estimates while using one and the same drift-implicit -
methods. Anyway, the following corollary to Theorem 4.2 can be found.
Corollary 4.5. Let conditions (20)–(23) be satisﬁed. Then the stochastic process Y = {Yn : n ∈ N} gov-
erned by Eq. (1) for every initial condition y0 has the property that lim supn→+∞ Yn and lim infn→+∞ Yn
exist and are ﬁnite almost surely. Furthermore, if additionally
+∞∑
n=0
(2)n
(1− nnn)2
=−∞, (24)
with (2)n deﬁned by (22)–(23), then limn→+∞ Yn=0 (a.s.), i.e. in this case, its trivial equilibrium solution
y∗ = 0 is globally a.s. asymptotically stable.
Proof. Suppose that conditions (20)–(23) are fulﬁlled. Again, apply Theorem 4.2. For this purpose,
consider
Sn = E
[
exp
(
nWn
1− nnn
)]
= 1
3
cosh
(
n
√
3n
1− nnn
)
+ 2
3
= 1+ cosh() 
2
nn
2(1− nnn)2
1+ exp(||) 
2
nn
2(1− nnn)2
 exp
(
(2)n
2nn
2(1− nnn)2
)
by Taylor expansion of cosh-function in the neighborhood of 0 up to the second order terms with inter-
mediate value
 ∈
(
−|n
√
3n|/(1− nnn),+|n
√
3n|/(1− nnn)
)
,
where (2)n is deﬁned as in (23). Now, under (20)–(22), and (24), respectively, Theorem 4.2 can be applied,
and this completes the proof. 
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Remark 4.6. The most striking observation we made through this paper is that multiplicative tech-
niques combined with exploiting elementary convergence properties of exponential martingales (a kind
of Doléan–Dade-type stochastic exponentials similar to those studied in [11, p. 78] and [15, p. 122]) can
lead to less restrictive conditions on the involved coefﬁcients and parameters of underlying stochastic
dynamical systems both in continuous and discrete time in order to guarantee a.s. asymptotic stability.
The reason is seen from looking at the Itô formula while applying it to V (x)= |x|p with p2 and using
additive splitting techniques. In this case a destabilizing effect on pth moments through increasing expo-
nents p2 can be noticed. Consequently, not surprisingly, it is preferrable to not to concentrate too much
at the pth moment evolution during a.s. asymptotic stability investigations through decompositions of
related semimartingale equations or inequalities, even though both problems are connected. The situation
changes when 1p< 2. Then, in case of martingale-type noises, a stabilizing effect of noise intensities
 on the moments |X|p is recognized within Itô calculus. Thus, the multiplicative splitting technique to
decompose |X(t)| for a stochastic process X = {X(t) : t0} may lead to better results in view of a.s.
asymptotic stability. Note that the latter statements are true in R1. It is still an open question in Rd, d > 1.
5. Visualization of exponential stability functions
Stability functions are used to describe the asymptotic behavior of numerical methods in deterministic
analysis. It is a difﬁcult problem to ﬁnd an appropriate and commonly accepted concept for a.s. stability
functions in the noisy, but noni.i.d. case. This section presents a deﬁnition of such a tool which arises
through our main proof-techniques relying on the existence of ﬁnite (positive) a.s. limits of stochastic
exponentials of the form exp(U)/E[exp(U)]. The following concept of upper a.s. stability functions is
introduced in order to illustrate the conditions of our Theorem 4.2 (and Corollaries 4.1 and 4.2). These
functions serve as upper estimates of exponents which control the asymptotic behavior of stochastic-
numerical methods with respect to some kind of exponential stability in a fairly wide (and new) sense.
Let dom(f ) denote the domain of deﬁnition of function f.
Deﬁnition 5.1. The difference equation (1) is said to have an upper a.s. exponential stability function
f : Rm → R1 if there exist m-dimensional nonrandom parameter values pn ∈ dom(f ) and a sequence
U={Un : n ∈ N} of independent randomvariablesUn : (,Fn,P)→ (R1,B(R1))withE[exp(Un)]<+
∞ such that the sequence Y = {Yn : n ∈ N} generated by (1) is governed by the inequality
|Yn+1| exp(f (pn)) exp(Un)
E[exp(Un)] |Yn|. (25)
Moreover, in this case, the region  = {pn ∈ dom(f ) ⊆ Rm : f (pn)0} is called the (minimal) region
of a.s. exponential stability.
The choice of f and  is not unique since we deal with inequalities determining upper bounds for
asymptotic stability. However, let us visualize the regions of stability we obtained from Theorems 4.1
and 4.2. For this purpose, we need to conﬁne ourselves to the case m= 2 despite the fact we have more
parameters in our random systems (since 3D-plots are the only possible choice here).
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Fig. 1. Boundary hyperplane of the stability region for implicit Euler method (i.e. = 1) applied to bilinear equation (2) and the
hyperplane z= 0, related to (26).
Deﬁne pn = (nn, 2n) ∈ R1 × R1+ and
f(pn)= (2n + 
2
n)n + (1− 2)2n2n
(1− nn)2
, (26)
wherever this expression is ﬁnite, for all n ∈ N. The following Figs. 1–4 draw the boundaries of the
stability regions  related to (26) for the choices = 0, 0.5 and 1.0. Additionally we plot the hyperplanes
z=0 to get the intersection points where the stability property changes. For all parameters p= (, 2)
where the graph of f(p) is below the hyperplane z= 0, we know that the difference equation (1) has an
a.s. stable equilibrium solution 0. We need to identify  and 2 as the axes parameter in order to be
able to draw 3D-pictures for ﬁxed . Then, we clearly recognize that growing parameter  enlarges the
region of stability  looking at Figs. 1–3, whereas the region of stability  for  = 0 is contained at a
small subregion close to origin at 0 as seen by Fig. 4 (where we rotated Fig. 3 focussed more at the origin
for a better perspective).
A similar approach to visualization of the stability regions  can be conducted for the conditions of
Theorem 4.2. Again, we recognize that growing parameter 0 seems to enlarge the stability regions 
to some extent (i.e. a numerical “stabilization effect” which vanishes in the continuous case). However,
the details are left to the reader.
As an interesting supplement, let us plot the region of a.s. stability given by the condition of Corol-
lary 4.1 with n = 0.5 for all n ∈ N in the case of two-point distributed random variables Wn with
P
(
Wn =±√n
) = 12 . In this case, we can take the estimates (1)n as given by (18) (cf. Corollary 4.1).
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Fig. 2. Boundary hyperplane of the stability region for the trapezoidal method (i.e. = 0.5) applied to bilinear equation (2) and
the hyperplane z= 0, related to (26).
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Fig. 3. Boundary hyperplane of the stability region for explicit Euler method (i.e. = 0) applied to bilinear equation (2) and the
hyperplane z= 0, related to (26).
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Fig. 4. Boundary hyperplane of the stability region for explicit Euler method (i.e. = 0) applied to bilinear equation (2) and the
hyperplane z= 0 focussed at the origin (rotated Fig. 3).
Deﬁne the stability function
f(pn)=
(
2n + exp
( |n|√n
1−nnn
)
2n
)
n − 22n2n
(1− nn)2
, (27)
wherever this expression is ﬁnite, for all n ∈ N. One can note a blow-up of the stability function values
for increasing |n|√n due to the presence of the exponential terms of (1)n , as seen in Fig. 5, whereas a
considerable enlargement of stability regions is found when comparing the cases = 0.0 and 0.5 for very
small intensities 2n. In general, the situation heavily depends on the choice of random variables Wn
and related estimates of (1)n in their moment generating functions.
One can also plot the graph of the stability function arising from Corollary 4.2 while using three-point
distributed Wn. We omit such a visualization since it is easy to see that the stability function
f(pn)=
(
2n + exp
( |n|√3n
1−nnn
)
2n
)
n − 22n2n
(1− nn)2
(28)
is bounded from below by the function given by (27) belonging to two-point distributed random variables
Wn for any choice of noise intensities n when using the same parameter while assuming the condition
1− nn > 0.
One tends to say that, in some regimes of parameters, the conditions of Theorem 4.1 are less restrictive
than those of Theorem 4.2, and vice versa. However, this is not true for all parameter choices n, n, n and
n. For example, when |n|?1 and 2nn sufﬁciently small, one observes an enlargement of subregions
of the a.s. stability regions formed from conditions of Theorem 4.2 compared to that of Theorem 4.1.
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Fig. 5. Boundary hyperplane of the stability region for the trapezoidal method (i.e. = 0.5) applied to bilinear equation (2) and
the hyperplane z= 0, related to (27).
Anyway, due to the complexity of all conditions of Theorems 4.1 and 4.2, both results are signiﬁcantly
important in its own statement. Nevertheless, we believe that the case 01 is the more practically
relevant case due to natural convergence requirements on Y with uniformly bounded n and observed
qualitative richness of -methods (1) with choices 0n1 (Note that the step sizes n are usually
chosen such that |nn|>1 is sufﬁciently small, and hence the terms (1 − 2n)2n2n and n2n2n in its
stability functions above are small quantities too whenever {n : n ∈ N} are uniformly bounded.)
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