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Ideals of partial differential equations
O.V. Kaptsov
Institute of Computational Modelling, Siberian Branch of the Russian Academy of
Sciences and Siberian Federal University
We propose a new algebraic approach to study compatibility of partial differ-
ential equations. The approach uses concepts from commutative algebra, algebraic
geometry and Gro¨bner bases to clarify crucial notions concerning compatibility such
as passivity (involution) and reducibility. One obtains sufficient conditions for a
differential system to be passive and prove that such systems generate manifolds in
the jet space. Some examples of constructions of passive systems associated with
the sinh-Gordon equation are given.
1 Introduction
There are currently no methods to study the general systems of partial differential
equations. Therefore it is necessary to investigate special classes of equations. For
example, the linear systems of homogeneous first order differential equations with
one unknown function form one of well-studied classes [1, 2].
In the beginning of the twentieth century, French mathematicians Riquier, Janet,
and Cartan made significant progress in studying a broad class of partial differential
equations [3, 4, 5]. Over the past several decades, new tools and terminology coming
from differential geometry, differential and commutative algebra began to be applied
in the formal theory of differential equations [6, 7, 8]. It is now becoming increasingly
important to consider algorithmic problems of the theory of differential equations
[9, 10]. Some algorithms are implemented in computer algebra systems such as
Maple, Reduce, Mathematica.
In the papers [11, 12], we used tools from the algebraic geometry and Gro¨bner
bases to study local properties of analytic partial differential equations. Here we
consider smooth case. Some our notions can be explained by means of an example.
Consider the n+m-dimensional real space Rn+m equipped with the natural coordi-
nate functions x1, . . . , xn, y1, . . . , ym and the standard topology. Denote by F(V ) the
algebra of smooth functions on an open set V ⊂ Rn+m and denote by Fa the algebra
of germs of smooth functions at a point a ∈ Rn+m. A subset B = {f1, . . . , fm} of
F(V ) is called a normalized set, if each function fi ∈ B is of the form
fi = yi + gi(x),
where the function gi can depends only on x1, . . . , xn. We say that an ideal of
the algebra F(V ) is soft if it is generated by an normalized set. It is easy to give
analogous definitions in the case of the algebra Fa.
The goal of this paper is to present an algebraic technique for studying com-
patibility of smooth partial differential equations. Section 2 deals with the infinite-
dimensional space RT of all the maps T −→ R equipped with the product topology
(where T is a countable set). To each open set V of the space RT one associates an
1
algebra F(V ) of smooth functions on V depending only on finitely many variables.
The set of all germs of these functions at a point a ∈ RT forms a local algebra Fa.
Next we define the appropriate normalized sets and soft ideals in the algebras F(V )
and Fa. It turns out that every normalized set leads to a manifold in a ∈ RT .
We use the following notations: Nk = {1, . . . , k}, N is the set of all non-negative
integers in Section 3 and consider the infinite jet space J = RT with T = Nn∪ (Nm×
Nn). Then a system of partial differential equations is a subset of the algebra F(V ).
We define passive systems of partial differential equations at a point and on an open
set in J. These notations are analogous to Gro¨bner bases [13], but our definition
does not apply any ranking. We give simple properties of such systems.
In Section 4 we introduce the basic tool for study passive systems. One of these
is a stratified set which is given by a partition and a monoid acting on the set. Any
stratified set must satisfy certain compatibility conditions. The monoid (Nn,+) acts
on the algebras F(V ) and Fa by means of derivations. The stratification allows us to
introduce reductions of functions and germs modulo differential systems. We define
reducibility conditions at a point and on an open set in J.
The crucial theorems are given in Section 5. We prove that if a differential system
S is a normalize set and satisfies reducibility conditions at a point then it generates a
soft ideal and it is passive. Furthermore, if the system satisfies reducibility conditions
on an open set then the orbit of S leads to a manifold in the infinite jet space J. At
the end of our paper we give examples of passive systems dealing with sinh-Gordon
equation. We briefly discuss how our construction can be applied to difference
equations.
2 Normalized sets in an algebra of smooth func-
tions
We shall use the following notations R, for the set of all real numbers, N, for the
set of all non-negative integer, Nk, for the set {1, 2, . . . , k}. Let T be a denumerable
set; the space of maps z : T −→ R is denoted as RT and equipped with the product
topology. This topology is obtained by taking as a neighborhood basis for a point
a ∈ RT , sets of the form
U(aτ , ρ) = {z ∈ RT : |zti − ati | < ρi, i ∈ Nk}, (2.1)
where ti ∈ T , ρi > 0, ρ = (ρ1, . . . , ρk), aτ = {at1 , . . . , atk} is a set of k coordinates of
the point a; zt1 , . . . , ztk are k coordinates of the point z. The functions yt : R
T −→ R
defined by yt(z) = z(t), t ∈ T , are the standard coordinate functions (variables). The
set Y = {yt}t∈T is the standard coordinate system on RT .
Let V be an open set in RT and let F(V ) be the R-algebra of real functions on V
that depend on finitely many variables and are smooth (i.e. they have derivatives of
all orders) as functions of a finite number of variables. Suppose a function f ∈ F(V )
depends on some set of variables, then this set denotes by ivf . When H is a subset
of F(V ), we shall use the notation
ivH = {ivf : f ∈ H}. (2.2)
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The family {F(V )}V⊂RT gives rise to the sheaf F of smooth functions on RT .
For each point a ∈ RT a stalk Fa of the sheaf is a R-algebra of germs of smooth
functions at a. Given a function f ∈ F(V ), then its germ at a is denoted f˜a or f˜
for simplicity.
Each stalk Fa of the sheaf F is a local algebra. Indeed, if f˜ ∈ Fa and f˜(a) 6= 0,
then 1/f˜ ∈ Fa and f˜ does not belong to any proper ideal of the algebra. Hence the
set
Ma = {f˜ ∈ Fa : f˜(a) = 0} (2.3)
is a unique maximal ideal of Fa.
We shall say that the germ f˜ ∈ Fa depends on y˜t if there is a neighborhood V of
a such that any representative f of f˜ depends on yt in every neighborhood V
′ ⊂ V
of a. Assume a germ f˜ ∈ Fa depends on a set of variables, then this set denotes by
ivf˜ .
Definition 2.1. A set B ⊂ F(V ) is called normalized if the following conditions
hold:
(i) any function f ∈ B can be written f = yt+ g, where the coordinate functions
yt form a set L and the functions g do not depend on elements of L;
(ii) if f1 = yt + g1, f2 = yt + g2 ∈ B, then f1 = f2. The elements of the sets L
and Y \ L are called principal and parametric respectively.
We shall give a similar definition for germs. Let Y˜a denote the set of germs of
the coordinate functions at a.
Definition 2.2. A set B˜ ⊂ Fa is called normalized if the following conditions hold:
(i) every germ f˜ ∈ B˜ can be written f˜ = y˜t + g˜, where the germs y˜t form a set
L˜ ⊂ Y˜a and the germs g˜ do not depend on elements of L˜;
(ii) if f˜1 = y˜t + g˜1, f˜2 = y˜t + g˜2 ∈ B˜, then f˜1 = f˜2. The elements of the set L˜ are
called the principal variables and elements of the set Y˜a \ L˜ are parametric variables.
Proposition 2.3. Suppose f˜i = y˜ti + g˜i, i ∈ Nk, are some elements of a normalized
set B˜ ⊂ Fa and a germ F˜ ∈ Fa depends on y˜t1 , . . . , y˜tk . Then there exist germs
q˜1, . . . , q˜k ∈ Fa and a unique germ r˜ ∈ Fa which does not depend on y˜t1 , . . . , y˜tk such
that
F˜ =
k∑
i=1
q˜if˜i + r˜. (2.4)
Proof. Suppose the germs F˜ , f˜1, . . . , f˜k depend on y˜t1 , . . . , y˜tn. From the Mather
division theorem [15], we obtain
F˜ = q˜1f˜1 + r˜1,
where q˜1 ∈ Fa; r˜1 ∈ Fa does not depend on y˜t1 . Using this theorem to the germ r˜1
yields
F˜ = q˜1f˜1 + q˜2f˜2 + r˜2,
where r˜2 does not depend on y˜t1 , y˜t2. Continuing in the same way, we derive (2.4).
One needs to verify uniqueness of r˜. Assume there exists another representation
of F˜
F˜ =
k∑
i=1
q˜i
⋆f˜i + r˜
⋆. (2.5)
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It follows from (2.4) and (2.5) that
f˜ =
k∑
i=1
h˜if˜i
with f˜ = r˜⋆ − r˜, h˜i = q˜i − q˜i⋆. Let f, hi, fi be representatives of the germs f˜ , h˜i, f˜i .
Then there is a neighborhood of a such that
f =
k∑
i=1
hifi. (2.6)
Next we introduce new variables
y′t1 = f1, . . . , y
′
tk
= fk. (2.7)
Since fi = yti+gi in some neighborhood of a, we can find yti from (2.7) and substitute
in the expression (2.6). Then we may write
f =
k∑
i=1
h¯iy
′
ti
,
where h¯1, . . . , h¯k are some smooth functions while f can only depend on ytk+1, . . . , ytn.
Assuming that
y′t1 = 0, . . . , y
′
tk
= 0,
we have f = 0 and therefore r˜ = r˜⋆.
Proposition 2.4. Let B ⊂ F(V ) be a normalized set. Assume that a function F ∈
F(V ) is a polynomial in some principal variables yt1 , . . . , ytk of B with coefficients
depending only on parametric variables. Then there is a unique function r ∈ F(V )
not depending on the principal variables and some functions q1, . . . , qk ∈ F(V ) such
that
F =
∑
qifi + r, (2.8)
where fi = yti + gi ∈ B.
Proof. The function F is a polynomial in the principal variables yt1 , . . . , ytk and the
functions f1, . . . , fk are polynomials of the first degree with coefficients 1. Then we
can obtain (2.8) using the multivariate division with remainder [13], although F(V )
is not a field. Moreover, the function r does not depend on the principal variables
and lies in F(V ).
The uniqueness of r can be proved as in Proposition 2.3. Suppose that the
function F is written in the other form
F =
∑
q′ifi + r
′, (2.9)
where the function r′ does not depend on the principal variables. Then from (2.8)
and (2.9) we have
r′′ =
∑
q′′i fi (2.10)
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with r′′ = r′ − r and q′′i = q′i − qi. Under the transformation
y′t1 = f1, . . . , y
′
tk
= fk. (2.11)
the relation (2.10) becomes
r′′ =
∑
q⋆i y
′
ti
,
where q⋆1, . . . , q
⋆
k ∈ F(V ), while the function r′′ does not depend on yt1, . . . , ytk .
Setting
y′t1 = 0, . . . , y
′
tk
= 0,
we obtain r′′ = r′ − r = 0.
Remark. Inserting the values yt1 = −g1, . . . , ytk = −gk in the function F , we obtain
the function r. We say that r is a normal form of F modulo B.
A general definition of a smooth manifold is in [14], but we shall only consider
embedded submanifolds of RT .
Definition 2.5 Let V be an open set in RT . A map φ : V → RT is called smooth
on V if for all t ∈ T the functions φt = yt ◦ φ are smooth on V .
Let V , V ′ be open sets in RT . We say that a map ψ : V → V ′ is a diffeomorphism
if ψ carries V homeomorphically onto V ′ and if ψ and ψ−1 are smooth. If T ⋆ ⊂ T ,
then a set
CT ⋆ = {z ∈ RT : z(t) = 0, ∀t ∈ T}
is called a coordinate subspace of RT . We shall assume that any subset Q ⊂ RT is
equipped with a topology induced from that of RT .
Definition 2.6. A subset M ⊂ RT is called a smooth manifold if for any a ∈ M
there are a neighborhood V ⊂ RT , an open subset V ′ ⊂ RT , and a diffeomorphism
φ : V → V ′ such that
φ(V ∩M) = V ′ ∩ CT ⋆ ,
where CT ⋆ is a coordinate subspace of R
T .
Proposition 2.7. Assume that {gt}t∈T ′ is a family of smooth function on an open
subset W ⊂ RT ′′ with T ′′ = T \ T ′ and denote by V the open set W × RT ′ in RT .
Then a set B = {yt + gt}t∈T ′ ⊂ F(V ) is normalized and the set
Z(B) = {z ∈ V : f(z) = 0, f ∈ B}
is a manifold in RT .
Proof. Let φ : V → RT be a map given by
y′t = yt + gt, y
′
s = ys
with t ∈ T ′, s ∈ T ′′. Then the inverse map is of the form
yt = y
′
t − gt, ys = y′s.
It is easy to see that
φ(V ∩ Z(B)) = V ∩ RT ′′,
and hence Z(B) is a manifold.
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3 Passive differential systems
We now introduce the notion of a soft ideal which plays an important role in the
study of compatibility of equations.
Definition 3.1.
(i) We say that a proper ideal I of an algebra F(V ) is soft, if there is a normalized
set B ⊂ F(V ) to generate the ideal. The set B is called a normalized system of
generators of I.
(ii) Let J be a proper ideal of an algebra Fa. A normalized subset B˜ ⊂ Fa
generating the ideal J is called a normalized system of generators of J and we say
that the ideal is soft.
We recall that a derivation in an algebra A over R is a map D : A −→ A such
that
D(ab) = aD(b) +D(a)b, D(k1a + k2b) = k1D(a) + k2D(b)
for all a, b ∈ A and for all k1, k2 ∈ R.
The next proposition describes an arbitrary derivation of the algebra of germs Fa.
Proposition 3.2. Let D, D¯ be derivations of the algebra Fa such that D(yt) = D¯(yt)
for all yt ∈ Y . Then D = D¯ and
D(f˜) =
∑
t∈T
∂f˜
∂y˜t
D(y˜t), ∀f˜ ∈ Fa. (3.1)
Proof. Repeating the proof Theorem 4.2 (a variant of Hadamard’s lemma) in
[15], we see that the set Y˜ of germs {y˜t}t∈T at a ∈ RT generates the maximal ideal
(2.3). It follows from the Proposition 8.16 [16] that D = D¯. It is easy to see that the
expression (3.1) gives the derivations of Fa. Even though the formula (3.1) involves
an infinity summation, when applying D to any germ f˜ , only finitely many terms
are need.
Now we proceed to consider differential equations. Further, assume that
T = Nn ∪ (M× Nn),
where M = Nm or M = N. By J denote the space R
T , and call it the jet space. The
canonical coordinate functions on J are denoted by x1, . . . , xn, u
i
α, where i ∈M, α ∈
Nn. The Cartesian coordinate system Y on J is decomposed into two sets
X = {x1, . . . , xn}, U = {uiα}i∈Mα∈Nn. (3.2)
The elements e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 1) are generators of the monoid
Nn. Introduce derivations D1, . . . ,Dn on the algebras F(V ), Fa so that
Dif = ∂f
∂xi
+
∑
j∈M,α∈Nn
∂f
∂uiα
uiα+ej , Dif˜ =
∂f˜
∂x˜i
+
∑
j∈M,α∈Nn
∂f˜
∂u˜iα
u˜iα+ej . (3.3)
Thus F(V ) and Fa became differential algebras.
We, following Ritt’s lead [17], call the coordinate functions ui0 the indeterminates,
and uiα, where α 6= 0, the partial derivatives of ui0.
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Definition 3.3. We shall say that a subset S ⊂ F(V ) is a differential system
on an open set V ⊂ J, if any function f ∈ S depends on at least one of the
partial derivatives. If M = Nm then we say that S is a system with finite number of
indeterminates, but ifM = N then we get a system in infinitely many indeterminates.
Let W be an open set in Rn, h : W → RM a smooth map with components hm
for m ∈ M. Then a map h∞ : W → J whose components are xi, hαm = Dα(hm) for
i ∈ Nn, m ∈M, α ∈ Nn is called the infinite prolongation graph of h.
Definition 3.4. Let S be a differential system on an open subset V ⊂ J. A smooth
map h : W → RM is called a solution of a differential system S if the following
conditions hold:
(1) h∞(W ) ⊂ V, (2) f ◦ h∞ = 0, ∀f ∈ S.
Remarks. In other words, the map h is a solution of the system S if under substitu-
tion of Dα(hi) for uiα every function f ∈ S vanishes. A germ of a solution is defined
in the obvious way.
An ideal of the algebra F(V ) generated by a set {Dα(f) : f ∈ S, α ∈ Nn} we
shall denote by 〈〈S〉〉. Similarly, let S˜a be a set of germs of functions in S ⊂ F(V )
at a. An ideal of the algebra Fa generated by the set {Dα(f˜) : f˜ ∈ S˜, α ∈ Nn},
denoted by 〈〈S˜〉〉a.
It is obvious that a map h is a solution of a differential system S if and only
if f ◦ h∞ = 0 for all f ∈ 〈〈S〉〉. There are some cases in which it is convenient to
deal with other differential system S ′ such that 〈〈S ′〉〉 = 〈〈S〉〉. In particular, such
examples arise when we consider compatible systems of differential equations of the
first order for a single unknown function [2].
Recall that if G and H are sets, then G acts on H in case there is a mapping
ψ : G × H −→ H . The mapping ψ is called a action. When ψ is fixed, then gh
denotes ψ(g, h). The monoid (Nn,+, 0) acts on the algebras F(V ), Fa by
αf = Dαf, αf˜ = Dαf˜ , ∀α ∈ Nn∀f ∈ F(V )∀f˜ ∈ Fa.
The sets
O(f) = {Dαf : α ∈ Nn}, O(f˜) = {Dαf˜ : α ∈ Nn}
are orbits of a function f and a germ f˜ under (Nn,+, 0).
Definition 3.5.
(i) A germ f˜ ∈ Fa of the form f˜ = u˜iα + g˜ is called solvable with respect to u˜iα,
if the germ g˜ does not depend on elements of the orbit O(u˜iα).
(ii) A function f = uiα ∈ F(V ) is solvable with respect to uiα, if the function g
does not depend on elements of the orbit O(uiα).
Suppose a germ f˜ ∈ Fa is solvable with respect to u˜iα. Then the germ u˜iα is
denoted by stf˜ . Let S˜a be a set of solvable germs at a point a, then we shall use
the notation stS˜ = {stf˜ : f˜ ∈ S˜a}. The same notation is used for functions.
Definition 3.6. A differential system S ⊂ F(V ) is called passive at a ∈ V , if the
ideal 〈〈S˜〉〉a is smooth, the set S˜a consists of solvable germs, and a set of principal
variables of a normalized system of the ideal 〈〈S˜〉〉a coincides with the orbit O(stS˜a).
The system S is passive on V if every function in S is solvable, the ideal I = 〈〈S〉〉
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is smooth, and a set of principal variables of a normalized system of the ideal I
coincides with the orbit O(stS).
Proposition 3.7. Let S ⊂ F(V ) be a passive system at a ∈ V . Then every
non-zero germ f˜ ∈ 〈〈S˜〉〉a depends on at least one element of O(stS˜).
Proof. Suppose there exists a non-zero germ f˜ ∈ 〈〈S˜〉〉a which does not depend
on elements of O(stS˜). If B˜ is the normalized system of generators of the ideal
〈〈S˜〉〉a, then we have
f˜ =
p∑
i=1
q˜ib˜i, (3.4)
where q˜i ∈ Fa, b˜i ∈ B˜.
It follows from (3.4) and the definition 3.5 that there are a neighborhood W of
the point a and representatives of the germs f˜ , q˜i, b˜i such that
f =
p∑
i=1
qibi, (3.5)
in any neighborhood V ′ ⊂ W of a. It is cleat that the functions b1, . . . , bp form a
normalized set. Suppose the functions q1, . . . , qp, b1, . . . , bp depend on some variables
y1, . . . , yr ∈ Y . and assume y1 = st b1, . . . , yp = st bp for simplicity. We make a
change of variables
y′1 = b1, . . . , y
′
p = bp. (3.6)
Since bi = yi+gi in some neighborhood of a, we can find yi from (3.6) and substitute
in the expression (3.5). As a result we obtain
f =
p∑
i=1
q¯iy
′
i, (3.7)
where f can only depend on yp+1, . . . , yr, and q¯i, i = 1, . . . , p, are functions in Fa.
Substituting y′i = 0 into (3.7) yields f = 0, and this contradicts the assumption that
the germ f˜ is non-zero.
4 Stratified sets and reductions
We need a convenient criterion for recognizing passive systems. For this purpose,
we shall introduce additional tools. Recall that a preorder  is a binary relation
that is reflexive and transitive. A strict partial order ≺ is a binary relation that is
irreflexive, transitive.
In what follows, we shall deal with a well-ordered set Γ. Every partition {Hγ}γ∈Γ
of a set H gives rise to a preorder and a strict partial order on H as follows:
h1  h2 ⇐⇒ ∃γ1, γ2 ∈ Γ(γ1 ≤ γ2 ∧ h1 ∈ H1 ∧ h2 ∈ H2), (4.1)
h1 ≺ h2 ⇐⇒ ∃γ1, γ2 ∈ Γ(γ1 < γ2 ∧ h1 ∈ H1 ∧ h2 ∈ H2). (4.2)
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In this case we say that the set H is equipped with a induced strict partial order.
We also say that a monoid G acts on the set H if there exists a map (g, x) −→ gx
of G×H into H satisfying
eh = h, (g1g2)h = g1(g2h) ∀h ∈ H∀g1, g2 ∈ G,
where e is the identity of G.
Definition 4.1. Suppose {Hγ}γ∈Γ is a partition of a set H equipped with a induced
strict partial order, G is a monoid acting on H . We shall say that H is a stratified
G-set if for all g ∈ G it satisfies the following conditions :
1) ∀γ∀h1∀h2∃γ′(h1, h2 ∈ Hγ =⇒ gh1, gh2 ∈ Hγ′);
2) h1 ≺ h2 =⇒ gh1 ≺ gh2;
3) h ≺ gh ∀h ∈ H∀g ∈ G (g 6= e),
where e is the identity of G.
Remark. The above definition is a generalization of ranking [6].
Define an action of the monoid (Nn,+) on the set of coordinate function U by
the rule
βuiα = u
i
α+β ∀α, β ∈ Nn∀i ∈M
with M = Nm or M = N. It is easy to see that U =
⋃
n∈N Un with Un = {uiα ∈ U :
|α| = n} gives an example of stratified Nn-set.
Let V be an open set in J and X is given by (3.2). We consider two sets
F(V )X = {f ∈ F(V ) : ivf ⊂ X}, Fˆ(V ) = F(V ) \ F(V )X . (4.3)
We shall indicate how a partition {Uγ}γ∈Γ of the set U leads to a partition of Fˆ(V ).
Consider sets
Yγ = X ∪ (
⋃
γ0≤γ′≤γ
Uγ′), γ0 = min{γ ∈ Γ} (4.4)
which form an ascending chain of subsets of Y . The sets
Jγ = {z ∈ J : y(z) = 0, ∀y ∈ (Y \ Yγ)}, (4.5)
Fγ(V ) = {f ∈ F(V ) : iv(f) ⊂ Yγ} (4.6)
also form ascending chains of subspaces and subalgebras respectively. This chain of
subalgebras generates a partition {Φγ(V )}γ∈Γ of the set Fˆ(V ) , where
Φγ(V ) = Fγ(V ) \ (
⋃
γ0<γ′<γ
Fγ′(V )), Φγ0(V ) = Fγ0(V ) \ F(V )X . (4.7)
Let us consider three set of germs
Fγa = {f˜ ∈ Fa : iv(f˜) ⊂ Y˜γ}, (4.8)
FaX = {f˜ ∈ Fa : ivf˜ ⊂ X˜}, Fˆa = Fa \ FaX . (4.9)
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A partition {Φγa}γ∈Γ of the set Fˆa is given by
Φγa = Fγa \ (
⋃
γ0<γ′<γ
Fγ′a ), Φγ0a = Fγ0a \ FaX . (4.10)
Lemma 4.2. Suppose that the set U (3.2) is a stratified Nn-set. Then the sets Fˆ(V )
and Fˆa are also stratified Nn-sets.
Proof. It suffices to check three requirements of a stratified set for generators of
the monoid Nn. At first, we consider the set Fˆ(V ). To prove first property of a
stratified set it will suffice to show the following statement. If f1, f2 ∈ Φγ(V ), then
there exists an element γ′ ∈ Γ such that functions Dk(f1),Dk(f2) given by (3.3) lie
in Φγ
′
(V ).
We remark that if ∂f
∂uiα
vanishes on some open set Ω in J then the function f does
not depend on uiα in Ω.
Since f1, f2 ∈ Φγ(V ), then there are variables uiα, ujβ ∈ Uγ , and points a1, a2 ∈ V
such that
∂f1
∂uiα
(a1) 6= 0, ∂f2
∂ujβ
(a2) 6= 0.
It follows from assumption of our Lemma that for all uiα, u
j
β ∈ Uγ there exists γ′ ∈ Γ
such that Dkuiα,Dkujβ lie in Uγ
′
. Thus, we clearly obtain ∂f1
∂uiα
uiα+ek ,
∂f2
∂u
j
β
ujβ+ek ∈
Φγ
′
(V ) and furthermore, Dkf1,Dkf2 ∈ Φγ′(V ). In a similar manner, one can prove
two other properties.
We shall now prove that Fˆa is also a stratified Nn-set. At first, we show that if
f˜ ∈ Φγa then for any representative f of the germ f˜ there exists a an neighborhood
V ⋆ of a such that for every neighborhood V ′ ⊂ V ⋆ of a there are a variable uiα ∈ Uγ
and a point b ∈ V ′ with ∂f
∂uiα
(b) 6= 0. Suppose this is not the case. Then there exists
a representative f of the germ f˜ such that for every neighborhood V ⋆ of a there is a
neighborhood V ′ ⊂ V ⋆ of a in which ∂f
∂uiα
(b) = 0, for any variable uiα ∈ Uγ and every
point b ∈ V ′. Therefore, the function f does not depend on variables uiα ∈ Uγ in
neighborhood V ′. We thus get a contradiction to f˜ ∈ Φγa. This implies that ∂f˜∂u˜iα 6= 0.
Let us prove the first property of a stratified set for Fˆa. Suppose that f˜1 and f˜2
lie in Φγa. It suffices to show that Dkf˜1 and Dkf˜2 lie in Φγ′a for some γ′ ∈ Γ. From
assumption of this lemma, there is an element γ′ ∈ Γ such that
Dku˜iα = u˜iα+ek , Dku˜jβ = u˜jβ+ek ∀u˜iα, u˜
j
β ∈ U˜γ .
It follows as above that there are variables uiα, u
j
β ∈ Uγ , an element γ′ ∈ Γ and a
number k ∈ N such that germs ∂f˜1
∂u˜iα
u˜iα+ek ,
∂f˜2
∂u˜
j
β
u˜jβ+ek lie in Φ
γ′
a . Hence Dkf˜1,Dkf˜2 ∈
Φγ
′
a . The other properties are proved in the same vein.
In what follows we shall suppose that Fˆ(V ) and Fˆa are stratified Nn-sets equipped
with a induced strict partial order.
Definition 4.3.
(i) A function f = uiα + g ∈ F(V ) is called orderly solvable (with respect to uiα),
if g ≺ uiα. The variable uiα is denoted by ltf and is called leading term of f .
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(ii) A germ f˜ = u˜iα + g˜ ∈ Fa is called orderly solvable (with respect to u˜iα), if
g˜ ≺ u˜iα. The germ u˜iα is denoted by ltf˜ and is called leading term of f˜ .
It is clear that if a germ f˜ ∈ Fa is orderly solvable with respect to u˜iα then it is
solvable with respect to u˜iα in terms of the definition 3.4. In the future, we suppose
that stf˜ = ltf˜ in this case. Furthermore, we assume that stS˜ = ltS˜ for every orderly
solvable local system with ltS˜ = {ltf : f ∈ S}.
Proposition 4.4. Let F˜ ∈ Fa be a germ depending on u˜iβ. Suppose that f˜ = u˜iα+ g˜
is a orderly solvable germ with respect to u˜iα and there exists δ ∈ Nn satisfying
β = α+ δ. Then there exists a unique germ r˜ ∈ Fa and a germ q ∈ Fa such that
F˜ = q˜Dδf˜ + r˜, u˜iα /∈ ivr˜ (4.11)
q˜  F˜ , r˜  F˜ . (4.12)
Proof. The germ Dδf˜ is equal to u˜iβ+D
δg˜, where Dδg˜ ≺ u˜iβ. Then from the Mather
theorem [15], we obtain (4.11). The uniqueness r˜ is proved just as in the second
part of Proposition 2.3. It is clear that
iv(q˜) ⊆ (iv(F˜ ) ∪ iv(Dδg˜)), iv(r˜) ⊂ (iv(F˜ ) ∪ iv(Dδg˜)), u˜iα /∈ ivr˜.
Since lt(Dδg˜) = u˜iα, it follows that D
δg˜  F˜ . The last relations lead to (4.12).
If the assumptions of Proposition 4.4 are satisfied, then we say that the the germ
F˜ reduces to r˜ modulo f˜ at a, denoted by F˜ −→˜
f
r˜.
Proposition 4.5. Let F be a polynomial in uiβ with coefficients that do not depend
on uiβ and lie in F(V ). Assume that f = uiα + g is a orderly solvable function with
respect to uiα and δ is a element in N
n satisfying β = α + δ. Then there exists a
unique function r˜ ∈ F(V ) and a function q ∈ F(V ) such that
F = qDδf + r, uiα /∈ ivr (4.13)
q  F, r  F. (4.14)
Proof. The relation (4.13) follows from Proposition 2.4. The inequalities (4.14) are
proved just as in the second part of Proposition 4.4.
If the assumptions of Proposition 4.5 are satisfied, then we say that the the
function F reduces to the function r modulo f on V , denoted by F −→
f
r.
Definition 4.6. A differential system S ⊂ F(V ) is called weakly solvable, if every
function f ∈ S is orderly solvable. We write ltS = {ltf : f ∈ S}.
Definition 4.7. Let S ⊂ F(V ) be a weakly solvable differential system.
(i) We shall say that a germ F˜ ∈ Fa reduces to a germ r˜ ∈ Fa modulo S˜a, written
F˜ −→˜
S
r˜|a, if there exists a consequence of germs r˜1, . . . , r˜k−1 ∈ F˜a such that
F˜ −→˜
f1
r˜1 −→˜
f2
· · · −−→
f˜k−1
r˜k−1 −→˜
fk
r˜
with f˜1, . . . , f˜k ∈ S˜a.
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(ii) Let S be a normalized set in F(V ). Suppose that F ∈ F(V ) is a polynomial
in O(ltS) with coefficients depending only on variables in O(Y \ ltS). We say that
F reduces to a function r ∈ F(V ) modulo S, written F −→
S
r, if there exists a
consequence of functions r1, . . . , r˜k−1 ∈ F(V ) such that
F −→
f1
r1 −→
f2
· · · −−→
fk−1
rk−1 −→
fk
r
with f1, . . . , fk ∈ S.
Let us define a binary operation ⋄ on Nn by
α ⋄ β = (µ1, . . . , µn),
where α = (α1, . . . , αn), β = (β1, . . . , βn), µi = max(αi, βi) − αi. Suppose that
functions f1, f2 ∈ F(V ) are orderly solvable with respect to uiα, uiβ respectively and
f˜1, f˜2 are their germs at a ∈ V . Then we define two differences
τ(f1, f2) = D
α⋄βf1 −Dβ⋄αf2, τ(f˜1, f˜2) = Dα⋄β f˜1 −Dβ⋄αf˜2. (4.15)
Definition 4.8. Let S ⊂ F(V ) be a weakly solvable differential system.
(i) The system S satisfies reducibility conditions at a ∈ V , if
τ(f˜1, f˜2) −→˜
S
0˜
∣∣
a
(4.16)
for each pair of functions f1, f2 ∈ S such that ltf1 = uiα, ltf2 = uiβ.
(ii) Let S be a normalized set in F(V ). We say that S satisfies reducibility
conditions on V , if
τ(f1, f2) −→
S
0 (4.17)
for each pair of functions f1, f2 ∈ S such that ltf1 = uiα, ltf2 = uiβ.
Denote by D an algebra of operators such that every element of D can be written
as a finite sum
P =
∑
aαDα (4.18)
with aα ∈ R. Let RU be a vector space over R consisting of finite sums
s =
∑
bβi u
i
β, b
β
i ∈ R. (4.19)
Define an action of D on RU by letting
Puiβ =
∑
aαu
i
α+β,
and extending P to RU by linearity.
Definition 4.9. Let y be an k-tuple (yt1 , . . . , ytk) of variables yti ∈ U . An k-tuple
d = (d1, . . . , dk) of operators in D is called syzygy of y, if
d1yt1 + · · ·+ dkytk = 0.
It is clear that the syzygies of the k-tuple y constitute a D-module denoted by Syz y.
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Suppose y = (yt1, . . . , ytk) ∈ Uk with yti = ulα and ytj = ulβ, then
σij = Dα⋄βei −Dβ⋄αej (4.20)
is a syzygy of y. It is easy to show (see [11]) that the syzygies (4.20) generate the
D-module Syz y, if a number of the indeterminates ui0 ∈ U is finite.
Example. Assume m = 1 and n = 2, so that U = {u(i,j) : i, j ∈ N}; take
y = (u(0,1), u(0,2), u(1,1)). It is obvious that (D2,−1, 0), (D1, 0,−1) and (0,D1,−D2)
are syzygies of the 3-tuple y.
5 Passivity criterion of differential systems
In this section we give a sufficient condition for a differential system to be passive.
Furthermore, we prove that a passive system generates a manifold in the jet space.
Let S ⊂ F(V ) be weakly solvable differential system. We call a point a ∈ J
equivalent to a point b ∈ J, written a ∼ b, if y(a) = y(b) for all coordinate functions
y ∈ Y \O(ltS).
Theorem 5.1. Let S = {f1, . . . , fk} ⊂ F(V ) be a differential system with fi-
nite number of indeterminates. Suppose that S is a normalized set and satisfies
reducibility conditions (4.16) at a ∈ V . Then the following properties hold:
(1) there is a unique point b ∼ a such that
Dαf(b) = 0, ∀f ∈ S ∀α ∈ Nn; (5.1)
(2) the system S is passive at any point c ∼ a.
Proof. Since S is a normalized set, we conclude that the orbit O(S) is a weakly
solvable differential system. This gives rise to the uniqueness of the point b satisfying
the condition (5.1).
We have shown above that a partition {Uγ}γ∈Γ of the set U provides the ascending
chain of subspaces Jγ (4.5), the chains of subalgebras Fγ(V ) (4.6), Fγz (4.8) and
leads to the partitions {Φγ(V )}γ∈Γ (4.7), {Φγz}γ∈Γ (4.10) with z ∈ V . We also recall
that Yγ is defined by (4.4). Consider linear mappings piγ : J −→ Jγ , where the
coordinates of piγ(z) are given by
y(piγ(z)) = y(z) ∀y ∈ Yγ; y(piγ(z)) = 0 ∀y ∈ Y \ Yγ .
Recall that S˜z is a set of germs of functions in S at the point z. We shall use the
following notion:
γ0 = min{γ ∈ Γ : O(S˜a) ∩ Φγa 6= 0},
Oγz = O(S˜z) ∩ Fγz , Cγz = O(S˜z) ∩ Φγz .
It is obvious that
Oγ⋆z = C
γ⋆
z ∪ (
⋃
γ0≤γ<γ⋆
Cγz ) (5.2)
for any γ⋆ > γ0. Let 〈Oγz 〉 be an ideal of the algebra Fγz generated by Oγz .
We shall use transfinite induction to prove that for all γ ≥ γ0 the following
properties hold:
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(i) there exists a point bγ ∼ piγ(a) such that f˜(bγ) = 0 for all f˜ ∈ Oγbγ ;
(ii) there exists a normalized system B˜γc of generators of the ideal 〈Oγc 〉 for any
point c ∼ piγ(a).
Assume that γ = γ0 then two cases arise:
1. All leading terms of germs in Cγ0a are distinct.
2. There exist at least two germs f˜i, f˜j ∈ Cγ0a such that ltf˜i = ltf˜j .
It is clear that in the first case there is a point bγ0 ∼ piγ0(a) such that f˜(bγ0) = 0
for all f˜ ∈ Cγ0bγ0 . Furthermore, the properties (ii) and (iii) are satisfied because
B˜γ0c = C˜
γ0
c is a normalized system of generators of the ideal 〈Oγ0c 〉 and Bγ0 = Sγ0 is
a normalized system of generators of the ideal 〈Oγ0(S)〉. In the second case, there
must be germs f˜i, f˜j ∈ C˜γ0a such that ltf˜i = ltf˜j . Then f˜i− f˜j ∈ Fγ′a , where γ′ < γ0,
and f˜i− f˜j −→˜
Sa
0˜ according to the conditions of our theorem. Since Oγ
′
a is the empty
set then we have f˜i = f˜j .
Assume that our statement is true for all γ with γ0 ≤ γ < γ⋆ and prove its for
γ = γ⋆. As above, we need to distinguish two cases:
1. All leading terms of germs in Cγ⋆a are distinct.
2. There exist two germs f˜ , g˜ ∈ Cγ⋆a such that ltf˜ = ltg˜.
In the first case, the property (i) is trivially satisfied. According to the assumption
of induction and the formula (5.2), the set
Gγ⋆c = C
γ⋆
c ∪ (
⋃
γ0≤γ<γ⋆
B˜γc )
is a system of generators (not necessarily normalized) of the ideal 〈Oγ⋆c 〉 for any point
c ∼ piγ⋆(a).
In the second case, there are two germs f˜ , g˜ ∈ Cγ⋆a with ltf˜ = ltg˜. Then there
exist two germs f˜p, f˜q ∈ S˜a such that
ltf˜ = ltDµf˜p = ltg˜ = ltD
η f˜q,
where Dµ = Dµ11 · · ·Dµnn and Dη = Dη11 · · ·Dηnn are some differential monomials.
Therefore, we have
Dµ(ltf˜p) = D
η(ltf˜q). (5.3)
Denote by y an n-tuple constructed from all elements of the set ltS˜a. Assume that
the elements ltf˜p and ltf˜q are the i-th and j-th items in y. It follows from (5.3) that
d = Dµei−Dηej is a syzygy of y. It is easy to see that there is differential monomial
Dν such that d = Dνσij , where σij is one of the sygyzies (4.20) generating D-module
Syz y.
The difference f˜ − g˜ reduces to the zero germ modulo S˜a. Indeed, the system S
satisfies reducibility conditions at a by assumption, then we have
Dνσij(f˜p, f˜q) = f˜ − g˜ −→˜
Sa
0˜.
Next, any one of the germs f˜ , g˜ is included in a set genγ⋆a while the other is not. In
the same way we search for all pairs of germs in Cγ⋆a with equal leading terms, form
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the set genγ⋆a and obtain a system of generators
Gγ⋆a = gen
γ⋆
a ∪ (
⋃
γ0≤γ<γ⋆
B˜γa )
for the ideal 〈Oγ⋆a 〉.
We now prove the existence of a normalized system of generators for ideal 〈Oγ⋆a 〉.
Any germ f ∈ Gγ⋆a ∩ Φγ⋆a is of the form f˜ = u˜iα + h˜ with h˜ ∈ Fγa and γ < γ⋆.
According to Proposition 2.3 and the assumption step of induction, the germ h˜ is
represented by
h˜ = q˜1f˜t1 + · · ·+ q˜pf˜tp,
where f˜ti ∈ B˜γa , q˜i ∈ Fγa , and the germ r˜ ∈ Fγa does not depend on principal variables
of B˜γa . Then the germ f˜
⋆ = u˜iα + r˜ is included in a set ben
γ⋆
a . To do so with every
germ in Gγ⋆a ∩ Φγ⋆a , we obtain an normalized system of generators
B˜γ⋆a = ben
γ⋆
a ∪ (
⋃
γ0≤γ<γ⋆
B˜γa )
for the ideal 〈Oγ⋆a 〉.
Let us take a point c ∼ piγ⋆(a), then the ideal 〈Oγ⋆a 〉 is isomorphic to the ideal
〈Oγ⋆c 〉 of the algebra Fγ⋆a . Indeed, if a function f lies in S, then f˜a = u˜iα|a + g˜a and
f˜c = u˜
i
α|c + g˜c because S is a normalized set. Since c ∼ piγ⋆(a), then g˜a = g˜c and
the ideal 〈Oγ⋆a 〉 is isomorphic to the ideal 〈Oγ⋆c 〉. Therefore, the ideal 〈Oγ⋆c 〉 has a
normalized system of generators.
It is easy to show that a point b, such that piγ(b) = bγ for all γ ∈ Γ, satisfies (5.1)
and the set
B˜c =
⋃
γ0≤γ
B˜γc
is a normalized system of generators for the differential ideal 〈〈S˜〉〉c of Fc. Therefore,
the ideal 〈〈S˜〉〉c is soft. By construction, we see that the set B˜c coincides with the
orbit O(ltS˜c). Thus S is a passive system at c ∼ a and the theorem is proved.
Theorem 5.2. Let S = {f1, . . . , fk} ⊂ F(V ) be a differential system with fi-
nite number of indeterminates. Suppose that S is a normalized set and satisfies
reducibility conditions (4.17) on V . Then the system S is passive on V and the set
M = {z ∈ V : f(z) = 0, f ∈ O(S)} (5.4)
is a manifold in J.
Our proof is almost the same as the proof of Theorem 5.1. We employ the
following denotation:
γ0 = min{γ ∈ Γ : O(S) ∩ Φγ(V ) 6= 0}, Oγ = O(S) ∩ Fγ(V ),
Cγ = O(S) ∩ Φγ(V ), Sγ = O(S) ∩ Fγ(V ).
Let 〈Oγ〉 be an ideal of the algebra Fγ(V ) generated by Oγ.
Using transfinite induction, we prove that for all γ ≥ γ0 there exists a normalized
system of generators of the ideal 〈Oγ〉. Just as in the above theorem, we see that
Oγ0 is a normalized system of generators of the ideal 〈Oγ0〉.
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Suppose that for each γ0 ≤ γ < γ⋆ there exists a normalized system of generators
Bγ of the ideal 〈Oγ〉. We need to check the existences of such a system for γ = γ⋆.
At first one obtain a special system of generators Gγ⋆ of the ideal 〈Oγ⋆〉. For this
purpose, we consider the two cases again:
(1) All leading terms of functions in Cγ⋆ are distinct.
(2) There exist at least two function fi, fj ∈ Cγ⋆ such that ltfi = ltfj .
In the first case the set
Gγ⋆ = Cγ⋆ ∪ (
⋃
γ0≤γ<γ⋆
Bγ)
is a system of generators of the ideal 〈Oγ⋆〉
In the second case there exist functions f, g ∈ Cγ⋆ such that ltf = ltg. Thus
there exist functions fp, fq ∈ S and elements µ, ν ∈ Nn satisfying
ltf = Dµ(ltfp) = D
νltfq = ltg.
It follows from condition of our theorem that the difference f−g reduces to the zero
function modulo S. One of the functions f, g is included in a set genγ⋆ . In the same
way we search for all pairs of functions in Cγ⋆ with equal leading terms, form the
set genγ⋆ and obtain a system of generators
Gγ⋆ = genγ⋆ ∪ (
⋃
γ0≤γ<γ⋆
Bγ)
for the ideal 〈Oγ⋆〉.
We can then construct the set Bγ⋆ as follows. Any function f ∈ Gγ⋆ is the
form uiα + h, where h ∈ Fγ(V ) with γ < γ⋆. Furthermore the function h is a
polynomial in principal variables of Bγ and coefficients of this polynomial depend
only on parametric variables.
Using Preposition 2.4, we write
h =
∑
qifti + r,
where fti ∈ Bγ, qi ∈ Fγ(V ), and the function r ∈ Fγ(V ) depends only on parametric
variables. We include then the function f ⋆ = uiα + r in a set ben
γ⋆ . To do so with
every function in Gγ⋆ ∩ Φγ⋆ , we obtain an normalized system of generators
Bγ⋆ = benγ⋆ ∪ (
⋃
γ0≤γ<γ⋆
Bγ)
for the ideal 〈Oγ⋆〉. The set
B =
⋃
γ0≤γ
Bγ
is a normalized system of generators for the ideal 〈〈S〉〉 of F(V ) and this ideal is soft.
It is easy to see that the set B coincides with the orbit O(ltS). Thus the system S
is a passive on V . From Proposition 2.7 it follows that the set (5.4) is a manifold in
J and the theorem is proved.
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6 Examples
We exhibit some examples assuming that n = 2, m = 1 and denoting by u the
variable u00. The sets Un = {uij : i+ j = n} form a partition of U = {uij}i,j∈N. We
shall sometimes apply the usual terminology of differential equations.
The smooth function
f = u11 − sinh u (6.1)
corresponds to the partial differential equation
utx − sinh u = 0. (6.2)
It is known (see [19]) that vector fields
X1 = (u03 − 1
2
u301)
∂
∂u
+ · · · , X2 = (u05 − 5
2
u201u03 −
5
2
u01u
2
02 +
3
8
u501)
∂
∂u
+ · · ·
are higher symmetries of the equation (6.2).
Let S1 be a differential system consisting of the functions f and h1 = u03− 12u301.
We want to show that the ideal I = 〈〈S1〉〉 is soft. For this purpose we shall
construct a passive system generating the ideal I. The functions f and h1 are orderly
solvable with respect to u11 and u03 respectively. It is a straightforward calculation
to check that the function τ(f, h1) (given by (4.15)) reduces to the function f1 =
u02 − 12u201 tanh(u) modulo S1. Then an easy calculation shows that the function
τ(f, f1) reduces to the function f2 = u10 − 2 cosh(u)/u01 modulo f . It is easy to see
that the function τ(f1, f2) reduces to 0 modulo the system S = {f1, f2}. Furthermore
the system S generates the ideal I and is passive.
We now find solutions of the system S. The function f1 produces the ordinary
differential equation
uxx − 1
2
u2x tanh(u) = 0
having the first integral ux/ cosh
2 u. Using this integral and the equation
ut = 2
cosh u
ux
,
we obtain the implicit solution∫
du√
cosh u
= cx− 2t/c+ c1
with c, c1 ∈ R.
Consider now the system S2 consisting of the functions f and h2 = u05− 52u201u03−
5
2
u01u
2
02 +
3
8
u501. A direct calculation shows that the function τ(f, h2) reduces to the
function
f3 = u04 − u01u03 tanh u+ 1
2
u202 tanh u−
3
2
u201u02 +
3
8
u401 tanhu
modulo S2. Then the function τ(f, f3) reduces to
f4 = u10 +
4(u301 − 2u03) cosh u
8u01u03 − 4u202 − 3u401
17
modulo S3 = {f3, f4}. It is possible to check that the function τ(f3, f4) reduces to 0
modulo S4 = {f3, f4}, the system S4 is passive and it generates the soft ideal 〈〈S2〉〉.
The next example is closely connected with the equation (6.2) as well. The set
vxxx − 2vxvxx
v
+ rv4 + s = 0, r, s ∈ R,
is invariant manifold of the partial differential equation
vt = vxx/v
as shown in [20]. Using the transformation v = expw we rewrite the last equations
as
wxxx + wxwxx − w3x + r exp(3w) + s exp(−w) = 0, wt + (exp(−w))xx = 0.
These equations correspond to two functions
f5 = u03 + u01u02 − u301 + r exp(3u) + s exp(−u), f6 = u10 + (u02 − u201) exp(−u).
It is easy to check that the system S5 = {f5, f6} generates a soft ideal 〈〈S5〉〉 and
is passive. The function D2(f6) reduces to the function f7 = u11 + r exp(2u) +
s exp(−2u) modulo f5. This function lies in ideal 〈〈S5〉〉 and corresponds to equation
utx = sinh(2u)
with r = −1/2 and s = 1/2.
7 Conclusion
The above approach can be modified in different directions. As an example, we shall
give some notations concerning the difference equations.
We consider again the space J with the coordinate functions {xi}i∈Nn , {ujα}j∈Nmα∈Nn .
Denote by Ck(J) an algebra of k-times continuously differentiable functions on J
which depend only on finitely many variables.
Let σ1, . . . , σn be commuting endomorphisms of Ck(J). Define an action of σl on
the coordinate functions by
σl(xi) = φil(x, u), σl(u
j
α) = u
j
α+el
,
where l ∈ Nn, x = (x1, . . . , xn), u = (u1, . . . , um), e1 = (1, 0, . . . , 0), . . . , en =
(0, . . . , 1), φil ∈ Ck(J). By definition, we have
σlf(x1, . . . , u
j
α, . . . ) = f(σl(x1), . . . , σl(u
j
α), . . . )
for any function f ∈ Ck(J). For example, let n = 2, m = 1 and endomorphisms σ1,
σ2 are given by the formulas:
σ1(x1) = x1 + h1, σ1(x2) = x2, σ2(x1) = x1, σ2(x2) = x2 + h2,
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σ1(u
1
α) = u
1
α+e1 , σ2(u
1
α) = u
1
α+e2
with α = (α1, α2) ∈ N2.
A subset S of Ck(J) is called a system of difference equations if every function
f ∈ S depends on at least one of variables uiα. An ideal I of the algebra Ck(J) is a
σ-ideal if σi(I) ⊂ I for all i ∈ Nn. In particular, the set {σα(f) : f ∈ S, α ∈ Nn}
generates a σ-ideal.
It is possible to introduce soft σ-ideals and passive systems of difference equa-
tions. Dorodnistyn recently found applications of Lie groups to finite-difference
equations, meshes, and difference functionals [21].
Acknowledgements: This research was performed under the financial support of
a grant from the Russian government for the conduct of research under the direction
of leading scientists at the Siberian Federal University (Contract No. 14.U26.31.006)
References
[1] E. Goursat, A Course in Mathematical Analysis — Volume II Part Two —
Differential Equations. Dover Publications, New York, 1945.
[2] S.V. Meleshko, Methods for Constructing Exact Solutions of Partial Differen-
tial Equations. Mathematical and Analytical Techniques with Applications to
Engineering, Springer, 2005
[3] C. Riquier. Les syste´mes des e´quations aux de´rive´es partielles. Paris: Gauthier-
Villars, 1910.
[4] M. Janet. Lec¸ons sur les syste´mes des e´quations aux de´rive´es partielles. Paris:
Gauthier-Villars, 1929.
[5] E. Cartan, Les syste´mes differentiels exterieurs et leurs applications scien-
tifiques, Hermann, 1946.
[6] E.R. Kolchin, Differential algebra and algebraic groups, Acad. Press, New York,
1973. 446 p.
[7] J.F. Pommaret, Systems of Partial Differential Equations and Lie Pseu-
dogroups, New York, London, Paris: Gordon and Breach. 1978
[8] A. M. Vinogradov, Cohomological Analysis of Partial Differential Equations
and Secondary Calculus, Translations of Math. Monographs 204, Amer. Math.
Soc., 2001.
[9] M. V. Kondratieva, A. B. Levin, and A. V. Mikhalev, Differential and Difference
Dimension Polynomials, Kluwer Academic Publishers Dordrecht, Netherlands,
1999
[10] W. Seiler, Involution: The Formal Theory of Differential Equations and its
Applications, in Computer Algebra. Springer-Verlag, Berlin Heidelberg, 2010.
19
[11] O.V. Kaptsov, Systems of generators for ideals of algebra of convergent differ-
ential series. Program. Comput. Softw. — Vol. 40, Is. 2. — 2014. — P. 63-70.
[12] O.V. Kaptsov, Local algebraic analysis of differential systems, Theoretical and
Mathematical Physics, 183(3): (2015), pp. 737–752
[13] J. Gathen, J. Gerhard, Modern Computer Algebra, 3rd Edition, Cambridge
University Press, 2013
[14] V.V. Zharinov, Lecture notes on geometrical aspects of partial differential equa-
tions, World Scientific, Singapore, 1992
[15] Th. Bro¨cker, L. Lander, Differentiable Germs and Catastrophes, Cambridge
University Press, 1975
[16] N. Jacobson, Basic Algebra II: Second Edition, Dover Books on Mathematics,
NY, 1985
[17] J. Ritt, Differential algebra, New York: AMS Colloquium Publications, V 33,
1950
[18] M. Golubitsky, V. Guillemin, Stable mappings and their singularities. New
York: Springer-Verlag, 1973
[19] N.H. Ibragimov, Transformation Groups in Mathematical Physics, Nauka,
Moscow, 1983, English transl.: Transformation Groups Applied to Mathemati-
cal Physics, Riedel, Dordrecht, 1985
[20] O.V. Kaptsov, Integration Methods for Partial Differential Equations [in Rus-
sian], Fizmatlit, Moscow, 2009.
[21] V. Dorodnitsyn, Applications of Lie Groups to Difference Equations, Chapman
and Hall, CRC; 2010.
20
