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Abstract
Consider a large population containing a small number of defective items. A commonly
encountered goal is to identify the defective items, for example, to isolate them. In the
classical non-adaptive group testing (NAGT) approach, one groups the items into sub-
sets, or pools, and runs tests for the presence of a defective item on each pool. Using the
outcomes the tests, a fundamental goal of group testing is to reliably identify the com-
plete set of defective items with as few tests as possible. In contrast, this thesis studies
a non-defective subset identification problem, where the primary goal is to identify a
“subset” of “non-defective” items given the test outcomes. The main contributions of
this thesis are:
• We derive upper and lower bounds on the number of nonadaptive group tests
required to identify a given number of non-defective items with arbitrarily small
probability of incorrect identification as the population size goes to infinity. We
show that an impressive reduction in the number of tests is achievable compared
to the approach of first identifying all the defective items and then picking the
required number of non-defective items from the complement set. For example,
in the asymptotic regime with the population size N → ∞, to identify L non-
defective items out of a population containing K defective items, when the tests
are reliable, our results show that O
(
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measurements are sufficient when
L ≪ N − K and K is fixed. In contrast, the necessary number of tests using
the conventional approach grows with N as O
(
K
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)
measurements. Our
results are derived using a general sparse signal model, by virtue of which, they
are also applicable to other important sparse signal based applications such as
compressive sensing.
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• We present a bouquet of computationally efficient and analytically tractable non-
defective subset recovery algorithms. By analyzing the probability of error of the
algorithms, we obtain bounds on the number of tests required for non-defective
subset recovery with arbitrarily small probability of error. By comparing with
the information theoretic lower bounds, we show that the upper bounds bounds
on the number of tests are order-wise tight up to a log(K) factor, where K is the
number of defective items. Our analysis accounts for the impact of both the ad-
ditive noise (false positives) and dilution noise (false negatives). We also pro-
vide extensive simulation results that compare the relative performance of the
different algorithms and provide further insights into their practical utility. The
proposed algorithms significantly outperform the straightforward approaches of
testing items one-by-one, and of first identifying the defective set and then choos-
ing the non-defective items from the complement set, in terms of the number of
measurements required to ensure a given success rate.
• We investigate the use of adaptive group testing in the application of finding a
spectrum hole of a specified bandwidth in a given wideband of interest. We pro-
pose a group testing based spectrum hole search algorithm that exploits sparsity
in the primary spectral occupancy by testing a group of adjacent sub-bands in a
single test. This is enabled by a simple and easily implementable sub-Nyquist
sampling scheme for signal acquisition by the cognitive radios. Energy-based
hypothesis tests are used to provide an occupancy decision over the group of
sub-bands, and this forms the basis of the proposed algorithm to find contiguous
spectrum holes of a specified bandwidth. We extend this framework to a multi-
stage sensing algorithm that can be employed in a variety of spectrum sensing
scenarios, including non-contiguous spectrum hole search. Our analysis allows
one to identify the sparsity and SNR regimes where group testing can lead to sig-
nificantly lower detection delays compared to a conventional bin-by-bin energy
detection scheme. We illustrate the performance of the proposed algorithms via
Monte Carlo simulations.
