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Résumé
L’optimisation des structures est un processus essentiel dans la concep-
tion des systèmes mécaniques et électroniques. Cette thèse s’intéresse à la
résolution des problèmes mono-objectifs et multiobjectifs des structures
mécaniques et mécatroniques. En effet, les industriels ne sont pas seule-
ment préoccupés à améliorer les performancesmécaniques des pièces qu’ils
conçoivent, mais ils cherchent aussi à optimiser leurs poids, leurs tailles,
ainsi que leurs coûts de production. Pour résoudre ce type de problème,
nous avons fait appel à desmétaheuristiques robustes, qui nous permettent
de minimiser le coût de production de la structure mécanique et de maxi-
miser le cycle de vie de la structure. Alors que desméthodes inappropriées
de l’évolution sont plus difficiles à appliquer à des modèles mécaniques
complexes en raison de temps calcul exponentiel. Il est connu que les al-
gorithmes génétiques sont très efficaces pour les problèmes NP-difficiles,
mais ils sont très lourds et trop gourmands quant au temps de calcul, d’où
l’idée d’hybridation de notre algorithme génétique par l’algorithme d’op-
timisation par essaim de particules (PSO) qui est plus rapide par rapport à
l’algorithme génétique (GA). Dans notre expérimentation, nous avons ob-
tenu une amélioration de la fonction objectif et aussi une grande améliora-
tion de la minimisation de temps de calcul. Cependant, notre hybridation
est une idée originale, car elle est différente des travaux existants. Concer-
nant l’avantage de l’hybridation, il s’agit généralement de trois méthodes :
l’hybridation en série, l’hybridation en parallèle et l’hybridation par inser-
tion. Nous avons opté pour l’hybridation par insertion par ce qu’elle est
nouvelle et efficace. En effet, les algorithmes génétiques se composent de
trois étapes principales : la sélection, le croisement et la mutation. Dans
notre cas, nous remplaçons les opérateurs de mutation par l’optimisation
par essaim de particules. Le but de cette hybridation est de réduire le
temps de calcul ainsi que l’amélioration la solution optimale.




This thesis focuses on solving single objective problems and multi-
objective of mechanical and mechatronic structures. The optimization of
structures is an essential process in the design of mechanical and elec-
tronic systems. Industry are not only concerned to improve the mecha-
nical performance of the parts they design, but they also seek to optimize
their weight, size and cost of production. In order to solve this problem
we have used Meta heuristic algorithms robust, allowing us to minimize
the cost of production of the mechanical structure and maximize the life
cycle of the structure. While inappropriate methods of evolution are more
difficult to apply to complex mechanical models because of exponential
calculation time. It is known that genetic algorithms are very effective for
NP-hard problems, but their disadvantage is the time consumption. As
they are very heavy and too greedy in the sense of time, hence the idea
of hybridization of our genetic algorithm optimization by particle swarm
algorithm (PSO), which is faster compared to the genetic algorithm (GA).
In our experience, it was noted that we have obtained an improvement of
the objective function and also a great improvement for minimizing com-
putation time. However, our hybridization is an original idea, because it
is a different and new way of existing work, we explain the advantage of
hybridization and are generally three methods : hybridization in series,
parallel hybridization or hybridization by insertion. We opted for the in-
sertion hybridization it is new and effective. Indeed, genetic algorithms
are three main parts : the selection, crossover and mutation. In our case,
we replace the operators of these mutations by particle swarm optimiza-
tion. The purpose of this hybridization is to reduce the computation time
and improve the optimum solution.
Keywords : optimization, meta heuristics algorithms, hybrid algorithms.
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Introduction Générale
"Un bon croquis vaut mieux qu’un long discours" Napoléon 1er.
Cette thèse s’intéresse à la résolution des problèmes mono-objectifs
et multiobjectifs des structures mécaniques et mécatroniques. Elle a été
menée au sein de l’équipe optimisation et analyse numérique du Labo-
ratoire d’Étude et Recherche en Mathématiques Appliquées (LERMA,
ÉcoleMohammadia d’Ingénieurs, Université Mohammed V) en collabora-
tion avec l’équipe d’accueil optimisation fiabiliste des structures du La-
boratoire d’Optimisation et FIabilité en Mécanique des Structures (LO-
FIMS, Institut National des Sciences Appliquées de Rouen).
La conception optimale, appelée aussi optimisation de formes devient
un outil indispensable pour presque tous les domaines industriels, notam-
ment en mécanique de structures ; c’est une préoccupation essentielle des
chercheurs qui conçoivent des objets industriels innovants (structures mé-
caniques, profils aérodynamiques, antennes, composants électroniques, etc.)
afin d’en augmenter des propriétés physiques essentielles (solidité, effica-
cité, durabilité et fiabilité). Cette conception doit aussi satisfaire des contraintes
strictes telles que le coût, la faisabilité industrielle, mais aussi le poids ou le
volume des structures, ou bien toute autre propriété physique importante.
Il s’agit donc d’un problème classique en mathématiques : l’optimisation
sous contraintes d’une fonction, dite objectif. Grâce au développement de
la puissance de calcul des ordinateurs, les mathématiques sont devenues
essentielles dans l’automatisation de ce processus d’optimisation. En ef-
fet, la méthode traditionnelle d’optimisation est de procéder par essais et
erreurs, suivant le savoir-faire et l’intuition du chercheur : on essaye une
forme dont on calcule la performance puis, en fonction de cette dernière,
on la modifie pour essayer de l’améliorer et on recommence jusqu’à obten-
tion d’une forme satisfaisante (à défaut d’être optimale). Cette façon analy-
tique de faire est très lente, coûteuse et imprécise. De plus en plus, elle est
remplacée par des logiciels d’optimisation numérique qui représentent la
forme par un nombre limité de paramètres descriptifs (généralement des
points de contrôle sur les bords), et l’améliorent itérativement en faisant
varier ces paramètres demanière automatique. C’est dans ces logiciels que
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se cachent les mathématiques, parfois anciennes, mais le plus souvent ex-
trêmement pointues et issues d’une recherche contemporaine. En particu-
lier, dans le cadre de la mécanique du solide, des développements récents
sur l’optimisation géométrique et topologique de formes ont eu un impact
considérable dans l’industrie, notamment automobile et aéronautique.
Problématique
Dans le domaine de mécanique elle se présente une forte demande
d’optimisation de formes ou de fiabilité des structures. Les problèmes étu-
diés dans le cadre de cette thèse se divisent en deux volets : problèmes
monobjectifs et multiobjectifs. Pour résoudre ce type de problèmes, nous
avons opté pour l’hybridation des métaheuristiques évolutionnaires, vue
qu’elles sont efficaces et fiables.
Objectif de thèse
Plusieurs sont les domaines d’application des métaheuristiques qui
sont généralement observés dans la nature soit par le comportement d’une
population, essaim d’abeilles ou d’oiseaux, ou par un changement inat-
tendu. En effet, ce travail consiste à optimiser des algorithmes stochas-
tiques pour l’obtention des résultats plus efficace, et surtout les utiliser
pour résoudre des problèmes en mécanique et en électroniques.
Contenu de la thèse
Le chapitre I dresse un état de l’art non exhaustif des méthodes d’opti-
misationmono-objectif, et multi-objectif en accordant une importance par-
ticulière aux méthodes utilisées dans nos travaux de recherche. Il aborde
aussi les définitions générales des méthodes d’optimisation qui se divisent
en deux volets déterministes et non déterministes. Nous donnons aussi
brièvement les formulations des problèmes traités tout au long de ce ma-
nuscrit.
Le chapitre II présente d’une manière détaillée, les métaheuristiques
les plus utilisées et nous mettons l’accent sur celles que nous avons étu-
diées dans le cadre de cette thèse : les algorithmes génétiques, la méthode
de l’évolution différentielle et la méthode de l’optimisation par essaim
particulaire.
Le chapitre III est consacré à la description des méthodes hybrides
proposées pour résoudre des problèmes d’optimisation et aussi à donner
la notion de l’hybridation en insertion. Il donne un panorama sur les dif-
férents types d’hybridation et il met l’accent surtout sur l’hybridation en
13
INTRODUCTION GÉNÉRALE
insertion que nous avons utilisée pour résoudre les problèmes mono ob-
jectifs et multi objectifs détaillés dans les chapitres suivants.
Le chapitre IV traite les problèmes mono objectifs que nous avons étu-
diés. Il est consacré à une présentation des problèmes mono objectifs dans
les domaines de la mécatronique. Il s’agit de deux applications : Le pre-
mier volet du chapitre aborde le problème de l’optimisation de la position
de la vis d’une carte électronique et le deuxième volet étudie le problème
de l’optimisation du joint de brasure d’une carte électronique.
Dans le chapitre V, nous proposons l’étude des problèmes multi ob-
jectifs en appuyant sur l’utilisation des méthodes qui génèrent le front de
Pareto par les deux méthodes NNCM et NBI (détaillées dans le chapitre
3), ainsi il traite deux problèmes mécaniques et mécatroniques, respective-
ment ; l’étude des pylônes haubanés et le problème de carte électronique.
Nous conclurons lemanuscrit en synthétisant les principales contributions
présentées, et en dénombrant de nouvelles perspectives sur la base des tra-
vaux effectués.
Cette thèse a donné lieu à 3 publications, 3 projets de publication et plu-
sieurs communications dans des manifestations nationales et internatio-
nales.
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Chapitre 1
L’Optimisation :Etat de l’art
1.1 Introduction
La résolution de problèmes d’optimisation est devenue un sujet cen-
tral en recherche opérationnelle, le nombre de problèmes d’aide à la déci-
sion pouvant être formalisés sous la forme d’un problème d’optimisation
étant en forte croissance[53]. Les problèmes d’apprentissage de réseaux de
neurones, de planification des tâches ou encore d’identification sont, par
exemple, des problèmes communs d’optimisation.
En outre, l’Homme cherche à améliorer sa vie quotidienne, l’Homme aime
la perfection ! Et sans qu’il se rend compte, il essaye àminimiser ses charges,
son loyer ou la consommation de sa voiture....Il tente toujours à vrai dire
à optimiser que se soit minimiser ses dépenses et maximiser ses biens.
Le mathématicien vient pour concrétiser le voeux de l’Homme en modéli-
sant les problèmes de la vie sous des fonctions coûts en utilisant les diffé-
rents types d’optimisation.
De nos jours l’optimisation est devenue un domaine indispensable pour
résoudre plusieurs problèmes que se soit dans l’industrie ou d’autres sec-
teurs [51].
En effet nous avons assisté ces dernières années à une croissance très ra-
pide des travaux utilisant les méthodes d’optimisation. Cette tendance
peut être observée dans tous les domaines de la science.
Nous aborderons dans ce chapitre les définitions générales des méthodes
d’optimisation qui se divisent sous deux volets déterministes et non déter-
ministes. Nous donnons aussi brièvement les formulations des problèmes




La formulation des problèmes d’optimisation reste très ambigüe à cause
de la diversité des vocabulaires et des confusions éventuelles que cela
pourrait engendrer. Nous avons convenu d’adopter le vocabulaire qui suit :
Un problème d’optimisationmono-objectif est défini par un ensemble
de variables, une fonction objectif et un ensemble de contraintes.
Un problème d’optimisation multiobjectif est défini par un ensemble
de variables, un ensemble de fonctions objectif et un ensemble de contraintes.
L’espace d’état, appelé aussi domaine de recherche, est l’ensemble des
domaines de définition des différentes variables du problème.
Les variables du problème dite aussi variable de conception ou de
décision peuvent être de nature diverse (réelle, entière, booléenne. etc.) et
exprimer des données qualitatives ou quantitatives, dans la présente thèse
on s’intéresse au cas réel.
La fonction objectif ou encore (fonction de coût) définit le but à at-
teindre, on cherche à minimiser ou à maximiser celle-ci.
Une fonctionmultimodale présente plusieurs minima (locaux et globaux).
Tandis qu’une fonction unimodale n’a qu’un minimum, le minimum glo-
bal.
L’ensemble des contraintes est en général un ensemble d’égalités ou d’in-
égalités que les variables de l’espace d’état doivent satisfaire. Ces contraintes
limitent l’espace de recherche.
Les méthodes d’optimisation recherchent un point ou un ensemble de
points dans l’espace de recherche qui satisfont l’ensemble des contraintes,
et qui maximisent ou minimisent la fonction objectif.
Problème d’optimisation mono-objectif
Mathématiquement, dans le cas d’une minimisation, un problème d’opti-






hi(x) = 0 , i = 1, ....,m,
gj(x) ≤ 0 , j = 1, ...., k,
xL ≤ x ≤ xU
(1.1)
avec x ∈ IRd est le vecteur des variables de décision, f la fonction ob-
jectif, h1, .., hm et g1, .., gk sont respectivement les contraintes d’égalités et
d’inégalité et xL, xU sont respectivement les bornes inférieures et supé-
rieures du domaine de recherche des variables. Cet ensemble définit l’es-
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pace d’état, tandis que l’ensemble de points de l’espace des états possibles
qui satisfait au mieux les contraintes est donné par :
C = {x ∈ IRd/hi(x) = 0, gj(x) ≤ 0 and xL ≤ x ≤ xU}
Il est possible de passer d’un problème demaximisation à un problème






Suivant la nature de f(x), des contraintes gj(x) et des variables x, le
problème d’optimisation correspondant porte des noms divers. On dis-
tingue plus particulièrement les cas suivants :
La Programmation Linéaire








s. t. gj(x) =
d∑
i=1
cjixi , j = 1, ...., k.
(1.2)
La Programmation Quadratique
Dans ce cas, on a









s. t. gj(x) =
d∑
i=1
cjixi , j = 1, ...., k xi ≥ 0, i = 1, ...., n.
(1.3)
C’est-à-dire f(x) quadratique et gj(x) linéaire.
La Programmation Convexe
La fonction objectif et les contraintes sont toutes convexes (f(x) et
gj(x) sont convexes).
La Programmation Discrète
où les variables prennent des valeurs entières.
Les Problèmes de la Programmation continue
où les variables prennent des valeurs réelles, on a C ⊂ IRd.
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La Programmation Non Linéaire
La fonction objectif et les limitations sont non linéaires. Pratiquement
ils recouvrent toutes les catégories, ce qui fait apparaître les autres comme
des cas particuliers.
Derrière toutes ces catégories, il y a bien entendu des méthodes mathé-
matiques de résolution qui en général portent le même nom. Dans ce qui
suit, nous nous limiterons aux méthodes de programmation non linéaire
qui sont directement en relation avec l’optimisation des structures.
Optimum global, optimum local
Soit un problème d’optimisation mono-objectif PO et C l’ensemble des
solutions admissibles du problème.
- si l’on peut prouver que ∀x ∈ C, f(xg) < f(x), alors on dira que xg
est l’optimum (minimum) global du problème PO ;
-s’il existe un ensemble V ⊂ C, contenant xloc, tel que ∀x ∈ V , f(xloc) <
f(x), avec x 6= xloc, alors on dira que xloc est un optimum (minimum) lo-





FIGURE 1.1 – Optimum global vs optimum local
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1.3 Optimisation continue sans contraintes
1.3.1 Les méthodes d’optimisation locale
la recherche locale est une méthode utilisée pour résoudre des pro-
blèmes d’optimisation difficiles. La recherche locale peut être utilisée sur
des problèmes de recherche d’une solution maximisant un critère parmi
un ensemble de solutions candidates. Les algorithmes de recherche lo-
cale passent d’une solution à une autre dans l’espace des solutions candi-
dates (l’espace de recherche) jusqu’à ce qu’une solution considérée comme
optimale soit trouvée ou que le temps imparti soit dépassé. En revanche
optimiser localement, c’est chercher une solution à un problème qui soit
proche d’une solution de départ (optimisation locale), mais qui soit meilleure
en terme de coût (fonction objectif). Pour cela, nous recherchons unemeilleure
solution par itérations successives, cette classe de méthodes peut être dé-
terministe ou non-déterministe.
Optimisation déterministe
Lorsque l’évolution de la méthode de résolution est prévisible et ne
laisse aucune place au hasard, celle-ci est qualifiée de déterministe.
Bien que l’optimisation locale ne soit pas le thème essentiel de notre
travail. Nous en présentons les grandes lignes. En effet, comme nous le
verrons plus loin beaucoup d’algorithmes d’optimisation globale utilisent
des codes d’optimisation locale comme sous-programmes. Donc l’effica-
cité de ces derniers affecte celle des premiers.
1- Rappels sur l’optimisation locale déterministe
Cadre général
• Position du problème
Soit f : IRd → IR une fonction continue, la formulation du problème




Trouver (xloc, f loc) ∈ C × IR, ou` f loc = f(xloc),
tel que :
∀ x ∈ V, f(xloc) ≤ f(x)
ou` V est un voisinage de xloc.
(1.4)
Nous nous intéressons ici à l’aspect numérique de la résolution de
Ploc. Pour ce faire, on va construire itérativement une suite {x1, x2, ..., xn, ...}
20
1.3. OPTIMISATION CONTINUE SANS CONTRAINTES
de façon à trouver un point xloc solution de (Ploc).
La valeur xloc qui minimise f(x) peut ainsi être caractérisée de 2 ma-
nières :
i) ∀x 6= xloc f(x) ≥ f(xloc)
ii) ∇f(xloc) = 0 et H(f(x))\x=xloc est une matrice définie posi-
tive 1
La condition (i) a donné naissance à deux familles de méthodes
dites d’interpolation et de recherche directe :
Les méthodes d’interpolation : elles sont utiles lorsque la fonc-
tion objectif est non définie en certains points de l’espace. Cette famille est
composée de méthodes tentant de construire un modèle de la fonction à
optimiser. Ce modèle est souvent un polynôme interpolant f , construit à
partir d’un échantillonnage de points où f a déjà été évaluée. Le modèle
est ensuite lui même optimisé. Les méthodes sans dérivées, ou sampling
methods, elles sont décrites dans [[53],[54],[179],[180]]. Dans cette famille.
Il existe desméthodes qui tentent d’approcher les gradients de f , et d’utili-
ser cette information afin de déterminer quels sont les points prometteurs
où f est évaluée[57].
Les méthodes de recherche directe (direct search) : Le terme de
recherche directe est utilisé pour décrire une méthode de recherche utili-
sant différents essais de solution possible en comparant chaque essai au
meilleur résultat obtenu jusqu’à présent, combiné à une stratégie permet-
tant de déterminer quelle est la prochaine solution à tester.
Cette famille de méthodes ne tente pas d’approcher le gradients ni de
construire un modèle de f , des approximations de gradients sont utili-
sées pour ordonner les directions de recherche, elle se base principale-
ment sur le calcul de la fonction objectif. Parmi ces méthodes se trouvent
la méthode simplexe proposée par[60]. Des extensios de cet algorithme
ont été proposées par Nelder et Mead[172], plusieurs variantes existent
[[179],[180],[184],[183]] en ajoutant d’autres mouvements : en plus de la ré-
flexion, ils proposent la contraction, la réduction et l’étirement. Ily a aussi
l’algorithme de Hooke et Jeeves , l’algorithme DIRECT la recherche par
coordonnées[64], GPS [[15], [31], [228]], [16],etc.
L’algorithme général des méthodes de recherche directe est le suivant :
1. ϕTHϕ > 0 ∀ϕ 6= 0.
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∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Etape 1 : Initialisation
x0
Etape 2 : Affectation
xopt ←− x0
Etape 3 : Itération
Tant que test d’arrêt n’est pas vérifié faire
Mise à jour de xk
Si f(xk) < f(xopt)
xopt ←− xk
FinSi
Fin du Tant que
(1.5)
FIGURE 1.2 – Algorithme général des méthodes de recherche directe
En principe la mise à jour se fait selon une direction de recherche dk
par le processus itératif suivant
xk+1 = xk + λkdk.
avec λk est un pas de déplacement et xk+1 est l’approximation de xloc
à l’itération k + 1.
Parmi les méthodes directes, ils existent des méthodes dont les algo-
rithmes n’obéissent pas vraiment au schéma de l’algorithme général, c’est-
à-dire dont les directions de recherche ne sont pas choisies de la façon
définie ci-dessus. En effet, dans la recherche de Fibonacci l’algorithme
commence par un intervalle contenant xloc, puis cet intervalle est réduit
successivement en se basant seulement sur les évaluations de la fonction
en ces bornes jusqu’à obtenir un intervalle suffisamment petit, ainsi, le mi-
nimum de la fonction peut être obtenu au centre de cette intervalle. Aussi,
le "polytopemouvant" deNelder etMead où partant deN+1 points (pour
le casN - dimensionnel), nous effectuons des opérations géométriques sur
ces points et nous remplaçons au fur et à mesure les points inutiles (points
de très grande valeur), jusqu’à la convergence. Cette liste n’est pas exhaus-
tive et elle n’a pas pour objectif de l’être mais plutôt de mettre en évidence
les caractéristiques de chaque famille.
La condition (ii) donne naissance à une famille de méthodes dite
de type gradients :
Les méthodes de type gradients :
Elles utilisent les gradients et/ou les Hessiens de f (ou leurs approxi-
mations) pour choisir des dk et λk appropriés, de façon que la direction
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choisie soit une direction de descente, elles sont appelé aussi méthodes
géométriques.
direction de descent
Soit f : IRn → IR, une fonction continûment différentiable, et x un
vecteur de IRn. Le vecteur d ∈ IRn est appelé direction de descente de f en
x ssi ∇f(x)Td < 0.
Le principe général est le suivant : x1 donné, nous construisons un
processus xk satisfaisant
f(xk+1) < f(xk) avec xk+1 = xk + λkdk
où dk est une direction de descente et λk minimise f(xk+1) dans la di-
rection dk.
Finalement l’algorithme général qui sert à résoudre le problème Ploc





Tant que test d’arrêt n’est pas vérifié faire
xk+1 = xk + λkdk
Fin du tant que
(1.6)
FIGURE 1.3 – Algorithme général des méthodes de descente.
Pour calculer dk et λk, l’algorithme peut utiliser des informations sur
les valeurs du gradient (voire du Hessien) de f au point xk courant. Le
choix de la direction de descente conduit à attacher à l’algorithme général
des noms particuliers, tels qu’on le verra juste après.
2- Quelques exemples d’algorithmes de descente
Les méthodes de descente sont celles où les λk et dk sont supposés être
ceux qui donnent une direction de descente et un pas optimal. Comme il
est signalé juste en haut le choix de la direction de descente a conduit au
développement de plusieurs algorithmes, chacun avec ses propres carac-
téristiques :
• L’algorithme du gradient à pas fixe : C’est la méthode la plus simple,
qui consiste à construire le processus itératif suivant
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∥∥∥∥ x1 donne´xk+1 = xk − λ∇f(xk) (1.7)
où λ est appelé pas de descente, est une constante positive donnée,
ne dépendant pas de k. La direction de descente est celle opposée à la
direction du gradient.
La convergence de la méthode n’est assurée que pour de bonnes va-
leurs de λ, c’est-à-dire ni trop grandes ni trop petites. Quand cette conver-
gence existe, elle est généralement lente, voire très lente.
Ces considérations de lenteur ne doivent cependant pas faire rejeter a
priori la méthode car dans certaines situations elle est la seule à pouvoir
être facilement et rapidement mise en oeuvre. En prenant de petites va-
leurs de λ, en effet la descente doit être vérifiée, c’est-à-dire que f(xk+1) <
f(xk).
• L’algorithme du gradient à pas prédéterminé : Il s’agit d’une amé-
lioration de la méthode précédente. La direction de descente est toujours







On démontre que sous ces hypothèses le processus converge.
• L’algorithme du gradient à pas optimal (Steepest descent) : Il est
également connu sous le nom d’algorithme de la plus forte pente ou de la
plus profonde descente. La méthode consiste à choisir le gradient comme
direction de descente et à calculer, à chaque itération, la meilleure profon-
deur de descente. Donc l’algorithme est le suivant :
∥∥∥∥ x1 donne´xk+1 = xk − λk∇f(xk) (1.8)
où λk est calculé de manière à minimiser f(xk+1) dans la direction du
gradient. nous vérifions en effet qu’à l’étape k, la fonction f(xk+1) ne dé-
pend que de λk car ∇f(xk) est fixé. Nous envisageons 2 cas
∀x ∈ IRd, nous pouvons observer le gradient∇f(x)
Nous utilisons le même processus itératif 1.8, où λk est une suite de
nombres positifs vérifiant les conditions citées en haut.
∀x ∈ IRd, on ne peut observer∇f(x)mais seulement f(x) alors nous
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utilisons uneméthode de type gradient approché.
∥∥∥∥ x1 donne´xk+1 = xk − λk∇f(xk) (1.9)
Le gradient ∇f(xk) peut être approché par la méthode de différence
finie centrée. Pratiquement le plus souvent rencontré
∇fi(xk) =
f(xk + ckei)− f(xk − ckei)
2ck
pour i = 1, ....., d
(ie`me composante du vecteur ∇f(xk) dans la base orthonormée ei de
IRd)
• L’algorithme de Newton : Il s’agit d’une généralisation de la mé-
thode de Newton-Raphson dans le cas mono-dimensionnel, c’est un al-
gorithme efficace pour trouver des approximations d’un zéro (ou racine)
d’une fonction d’une variable réelle à valeurs réelles. L’algorithme consiste
à linéariser une fonction f en un point et à prendre le point d’annulation
de cette linéarisation comme approximation du zéro recherché. Appliqué
à la dérivée d’une fonction, cet algorithme permet d’obtenir une évalua-
tion des points critiques.





Cette méthode évite le calcul du pas optimal.
• Les algorithmes quasi-Newtonien :
L’idée est de remplacer H par une matrice judicieusement choisie. De
nombreuses variantes existent, qu’on ne développe pas ici. Citons :
L’algorithme de Davidon-Fletcher-Powell,[[63],[88]].
L’algorithme de Broyden, Fletcher, Goldfarb, Shanno [[36], [37] [86],[107],[203],].
Remarque :
Ce qui différenciera les algorithmes basés sur de telles méthodes sera
essentiellement :
- le choix de la direction : les gradients peuvent être utilisés, le hessien
suivant le type de problème à résoudre.
- la façon de calculer le pas : souvent une autre minimisation unidi-
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mensionnelle est utilisée tout le long de la direction de descente ; ce qui
est alors appelé recherche linéaire.
- les critères d’acceptation des pas et directions pour éviter non seule-
ment les divergences, mais aussi les lenteurs de convergence ou pour tenir
compte d’éventuelles contraintes.
- et, bien sûr, le test d’arrêt de l’algorithme.
Optimisation stochastique
L’optimisation stochastique est une méthode qui génère et utilise des
variables aléatoires. Ces variables aléatoires apparaissent dans la formu-
lation du problème d’optimisation lui-même, qui impliquent des fonc-
tions objectif aléatoires ou des contraintes aléatoires, par exemple. Cer-
taines méthodes d’optimisation stochastiques aléatoires itérées sont utili-
sées pour résoudre des problèmes stochastiques, en combinant les deux
significations de l’optimisation stochastique.
En effet lesméthodes d’optimisation stochastique généralisent lesméthodes
déterministes pour les problèmes déterministes. De plus, une demande
croissante existe pour la résolution de problèmes d’optimisation issus du
monde réel, pour lesquels les données ou les fonctions objectif sont sou-
vent incertaines, et où il s’avère parfois nécessaire de trouver des solutions
robustes à des modifications ultérieures susceptibles de survenir sur les
variables de décision. C’est la prise en compte de ces incertitudes dans le
processus d’optimisation qui a donné naissance à l’optimisation stochas-
tique.
Autrement dit, l’optimisation stochastique est un domaine de la pro-
grammation mathématique classique qui tient compte de l’incertitude du
problème. La notion d’incertitude dans la programmation mathématique
est apparue pour la première fois dans les années cinquantes. Elle a ren-
contré depuis un développement rapide.
Les avancées récentes ont ouvert de nouvelles perspectives qui devraient
être fructueuses tant d’un point de vue théorique que pratique.
L’optimisation stochastique n’est pas une famille de problèmes, demo-
dèles et d’outils différents des autres domaines d’optimisation (program-
mation linéaire, non-linéaire, dynamique) ; au contraire, elle constitue un
complément de ces familles lorsque la notion d’incertitude intervient. Dans
ce cas nous parlerons de programmation stochastique linéaire, non-linéaire
ou bien de programmation stochastique dynamique. En effet, le but qui
se fixe dans un problème d’optimisation stochastique est de prendre la
meilleure décision vis à vis des situations qui comportent de l’incertitude.
La littérature autour de la programmation stochastique devient de plus
en plus riche, les ouvrages les plus importants dans le domaine étant ceux
de [129], [185] et [27].
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1- Introduction aux modèles de décision dans l’incertain
Les approches qui dominent sur la modélisation des problèmes de la
programmation stochastique sont les suivantes :
- Modèles avec des contraintes probabilistes,
- Modèles robustes.
a- Modèles avec des contraintes probabilistes
Ce sont des problèmes dont la modélisation appartient à la catégorie
des modèles probabilistes, c.à.d. au lieu de considérer des contraintes dé-
terministes nous travaillons plutôt avec des contraintes probabiliste, sans
pour autant changer la fonction objectif qui reste, quand à elle, détermi-
niste.





hi(x) = 0 , i = 1, ....,m,
P(ζ ≤ T x) ≥ p
xL ≤ x ≤ xU
(1.10)
ζ est une variable aléatoire 2 et p est une probabilité réglée par l’utili-
sateur qui reflète une tolérance acceptable.
L’interprétation des contraintes P(ζ ≤ T x) ≥ p reflète l’exigence que
la contrainte ζ ≤ T x soit satisfaite dans p% des cas, et pas nécessai-
rement toujours. Surtout pour un problème où la non-satisfaction d’une
contrainte est tolérée dans p% des cas, une exigence de p = 100% aurait
été trop contraignante. Ceci est souvent le cas dans les problèmes de di-
mensionnement et de fiabilité où l’exigence par rapport aux probabilités
de défaillance se modélise avec les contraintes probabilistes.
b- Modèles de Recours
L’idée principale ici est d’optimiser les décisions que l’on doit prendre
au moment t0 tout en tenant compte des conséquences de ces décisions
pour toute réalisation des aléas qui pourrait se produire aux instants ulté-
rieurs. Le mot recours révèle la possibilité dont nous disposons de remé-
dier à une décision éventuellement trop optimiste à l’instant t0, en mettant
en oeuvre des actions correctives, évidemment plus chères, qui satisfont
2. Variable dont la valeur est déterminée en fonction du résultat d’une expé-
rience aléatoire.
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pourtant les contraintes posées aux instants ultérieurs ti, i > 0.
On précise qu’après avoir pris la décision au moment t0, nous passons
au moment t1 où tous les évènements inconnus jusqu’à cet instant se ré-
vèlent. Par conséquent, l’étude de tels cas a un intérêt seulement si nous
disposons de quelques informations sur les réalisations des évènements
qui nous sont inconnus aumoment t0. Toutes ces idées sont résumées dans
le programme suivant :


Minimiser cT x+ Eζ(f(x, ζ))
sous les contraintes
Ax = b
avec f(x, ζ) = min
y∈Y
qT (ζ)y(ζ)
s. t. T (ζ)x+W (ζ)y(ζ) = h(ζ)
(1.11)
où x et c sont des vecteurs de IRn1 , A est une matrice de dimension
m1×n1, b ∈ IR
m1 le vecteur du secondmembre, et de façon similaire y, q ∈
IRn2 , h ∈ IRm2 le vecteur aléatoire qui dépend de la variable aléatoire ζ ∈
IRr1 , Eζ est l’espérance mathématique par rapport à la variable aléatoire
ζ, alors que T et W sont des matrices dépendant de la variable ζ et de
dimensions appropriées (T : m2 × n1 et W : m2 × n2).
Les variables x représentent les décisions avant que toute réalisation
de la variable aléatoire ζ ne soit connue, alors que les variables y repré-
sentent les décisions prises, une fois que ζ sera observée. Nous cherchons à
minimiser sur les variables de la première étape x ∈ χ, mais nous veillons
en même temps à ce que les coûts au second niveau, après la réalisation
de la variable aléatoire ζ, soient minimaux en moyenne. Avec χ désigne
un polyèdre convexe construit par un ensemble de contraintes linéaires.
c- Modèles robustes
Dans le cas où l’aléa n’intervient que dans la fonction objectif ; c’est
l’optimisation robuste. Au fait, ce que l’on considère ici est la qualité de
la solution obtenue et d’une certaine manière sa robustesse, à savoir les
variations en termes de coûts pour différentes réalisations de la variable
aléatoire. Cet aléa peut provenir de différentes sources (erreur de mesure
sensorielle, simulations aléatoires). Pour ce genre de problème, à chaque
appel de la fonction objectif avec les mêmes arguments, celle-ci retourne
une valeur différente.
Le modèle mathématique s’écrit comme suit :
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hi(x) = 0 , i = 1, ....,m,
gj(x) ≥ 0 , j = 1, ...., k,




L’objet essentiel de la théorie de l’approximation stochastique est l’étude
des algorithmes permettant de résoudre les modèles mathématiques pré-
cédents. L’optimisation stochastique, concerne l’optimisation d’une fonc-
tion f non directement observable.
On se propose de déterminer la valeur xloc du paramètre x pour la-
quelle f est minimum. Nous distinguerons deux cas :
nous pouvons faire des observations bruitées de∇f(x)
On adopte le modèle :
∀x ∈ IRd y(x, ζ) = ∇f(x) + ζ(x)
Où y et ζ sont des Vecteurs aléatoires de IRd.
y(x) est directement observable pour tout x de IRd et ζ(x) est un bruit
aléatoire vérifiant E(ζ(x)) = 0, ∀x ∈ IRd.
Pour estimer la valeur xloc du paramètre x pour laquelle f(x) est mi-
nimale, le processus multidimensionnel d’approximation stochastique de
Robbins-Monroest utilisé car il converge vers la solution de∇f(x) = 0.
nous pouvons faire des observations bruités de f(x)
C’est le cas le plus utilisé, alors le modèle suivant est adopté :
∀x ∈ IRd y(x, ζ) = f(x) + ζ(x)
La détermination de xloc se fera par une procédure du type gradient
approché stochastique.
Méthode de gradient approché stochastique
On conserve le modèle y(x) = f(x) + ζ(x) où ζ(x) est un bruit aléa-
toire de moyenne nulle ∀x ∈ IRd, E(ζ(x)) = 0. Pour estimer xloc, valeur
du paramètre réel x, pour laquelle f est minimum, il suffit de trouver un
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estimateur du ∇f(x). Dans ce même ordre d’idée, plusieurs chercheurs
ont mis au point plusieurs processus intéressants dont deux d’entres eux
ont attiré le plus d’attention :
a) Le processus de Kiefer-Wolfowitz
b) Le processus de James Spall
a) Le processus de Kiefer-Wolfowitz
Soit {e1, ..., ed} une base orthonormée de IR
d et soit {y(x), x ∈ IRd} une
famille de variables aléatoires définies sur IRd et à valeur dans IR tel que :
∀x ∈ IRd E(y(x)) = f(x).
Soit {λk} et {ck} 2 suites de réels positifs. Le processus aléatoire mul-
tidimensionnel construit {Xk} ( Xk est un vecteur aléatoire de IR
d) :
nous définissons ainsi le processus de Kiefer-Wolfowitz, appelé sou-
vent (FDSA, Finite Difference Stochastic Approximation) comme suit :
∥∥∥∥ X1 vecteur aléatoire donnéXk+1 = Xk + λkWk, k ≥ 1 (1.13)
où Wk est un vecteur aléatoire, qui apparaît comme une approxima-
tion stochastique en différence finie centrée du gradient ∇f(xk) et dont la
j e`me composante est définie par
W jk =
y(xk + ckej)− y(xk − ckej)
2ck
, n ≥ 1, j = 1, ...., d
La FDSA est une méthode standard d’approximation stochastique,
introduite en 1952 par Kiefer et Wolfowitz. Cependant, quand le nombre
de dimension est grand la recherche devient de plus en plus laborieuse
et l’algorithme converge en un temps énorme. En effet, si le problème est
de dimension d alors en une seule itération pour évaluer le gradient il va
falloir calculer la fonction objectif 2d fois.
Plus récemment, la méthode SPSA a été introduite par James Spall
en 1992, basée sur l’approximation stochastique du gradient par des per-
turbations simultanées. Cette méthode a connu tout récemment un fort
regain d’intérêt, vu qu’elle nécessite moins de nombres d’évaluation de la
fonction objectif comme il est défini dans ce qui suit.
b) Le processus de James Spall
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Le processus de James Spall s’écrit comme suit :
∥∥∥∥ X1 vecteur aléatoire donnéXk+1 = Xk + λkWk, k ≥ 1 (1.14)
oùWk est un vecteur aléatoire, qui peut être approché par l’estimateur
suivant :
W jk =
y(xk + ck∆k)− y(xk − ck∆k)
2ck∆kj
, n ≥ 1, j = 1, ...., d
avec ∆k est un vecteur de d variables aléatoires indépendants symé-
triquement distribuées autour de zéro. En général nous travaillons avec la
distribution symétrique de Bernoulli±1. Dans la littérature nous trouvons
que des λk = a/(A+ k)
α et ck = c/k
γ , avec a, c, A, α et γ sont des coeffi-
cients non-négatifs fournissent de bon résultats.
Cette méthode ne requiert que deux évaluations de la fonction objectif
par itération pour former le gradient et ceux indépendamment des dimen-
sions du problème [209], [210]. .
Les limites des méthodes d’optimisation locale
Dans la catégorie de problèmes que nous avons présentés en haut,
les méthodes cherchent le minimum d’une fonction en se basant sur la
connaissance d’une direction de recherche. Bien sûr, ces méthodes seront
toujours applicables et même recommandées lorsque la solution cherchée
est réputée proche de la solution connue (point de départ) ou si la fonction
objectif est convexe, en particulier, si le calcul n’est pas coûteux.
Toutefois, elles ne sont pas indiquées pour les problèmes multimodale
où le risque de rester bloqué dans un optimum local est fort probable, cela
suffit pour illustrer l’enjeu des problèmes d’autres types : L’optimisation
globale. Quand un utilisateur se rend compte qu’il trouve des minimums
locaux différents en exécutant son code d’optimisation (locale), il est tout
à fait légitime qu’il songe à un code qui serait capable d’en tenir compte et
de donner le meilleur de tous.
C’est ce genre de problèmes que l’optimisation globale propose de ré-
soudre, ci après, un état de l’art des méthodes d’optimisation globale.
1.3.2 Les méthodes d’optimisation globale
Durant ces dernières années, l’optimisation globale a fait l’objet de
plusieurs études grâce à des résultats théoriques nouveaux, une forte de-
mande dans plusieurs domaines incluant des applications industrielles, et
31
1.3. OPTIMISATION CONTINUE SANS CONTRAINTES
au développement des moyens de calcul.
C’est ainsi que plusieurs articles ont été publiés sur le sujet traduisant
la richesse des approches et desmotivations ; nous citons à titre d’exemple[241],
[230], [148], [158], [102],...etc. Contrairement à ce que l’on pourrait être
tenté de croire, l’optimisation globale numérique n’a pas hérité (du moins
pas systématiquement 3) des facilités des techniques numériques d’opti-
misation locale. En effet, ces dernières utilisent pour la plupart des direc-
tions de descentes (conditionnées par des calculs de gradients ou de leurs
approximations) comme nous avans vu, ce qui permet de converger natu-
rellement vers un point de minimum local. Or, justement, l’optimisation
globale évite de rester en de tels points. Il lui faudrait, au contraire, en
échapper.
C’est pourquoi beaucoup d’approches ont été utilisées dans la tenta-
tive de résoudre le problème. Il s’agit, de trouver un état de minimum et
de ne s’arrêter que s’il est le meilleur (l’optimum global). Pour illustration
de cette diversité, nous citons dans la suite les méthodes les plus utilisées
d’entre elles ainsi que les différents principes sur lesquels elles se basent.
En dépit de l’abondance des méthodes proposées, nous pouvons leur
trouver des traits caractéristiques suivant leurs approches. Ainsi nous don-
nons la classification suivante : On distingue deux types d’approches selon
qu’elles incluent ou non des processus probabilistes : Les méthodes déter-
ministes et les méthodes non-déterministes.
Les méthodes déterministes
Ces méthodes ont tout d’abord été introduites pour résoudre de ma-
nière exacte des problèmes particuliers comme par exemple les problèmes
continus et linéaires sous contraintes linéaires (algorithme du simplexe de
Dantzig) ; ces méthodes ont aussi été élargies aux cas discrets et mixtes
mais uniquement dans le cas linéaire.
La principale qualité des méthodes globales déterministes est qu’elles
ne nécessitent pas de point de départ. Ces méthodes permettent de bien
gérer les contraintes, contrairement auxméthodes stochastiques et peuvent
s’appliquer aux problèmes mixtes (variables réelles, entières et de caté-
gories). Elles garantissent l’obtention de la solution globale du problème.
Cependant, il faut savoir que les méthodes déterministes globales restent
utilisables tant que le nombre de variables ne devient pas trop important.
Au delà d’une vingtaine de variables, elles atteignent leurs limites.
Cesméthodes permettent d’obtenir, à la convergence, la solution exacte
du problème d’optimisation considéré avec une garantie absolue : en uti-
lisant l’arithmétique d’intervalles arrondie telle qu’elle a été définie par
[170]. Aucune erreur numérique insidieuse ne peut écarter de tels algo-
rithmes de la solution optimale, il sera dans le pire des cas seulement ra-
3. méthodiquement.
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lenti. Ces algorithmes sont appelés : algorithmes de Branch-and-Bound
par intervalles . Les plus intéressantes d’entre elles sont :
•Méthodes à Recherche par Quadrillage (Grid Search Methods) ;
•Méthodes des Trajectoires (Trajectory Methods) ;
•Méthodes de séparation-évaluation (Branch-and-Bound).
Les méthodes Evolutionnaires et les méthodes non déterministes
Ces méthodes non-déterministes font appel à des tirages de nombres
aléatoires. Elles permettent d’explorer l’espace de recherche plus efficace-
ment. Dans la suite on s’intéressera plus particulièrement aux métaheuris-
tiques.
Le mot métaheuristique est dérivé de la composition de deux mots
grecs :
- heuristique qui vient du verbe heuriskein (euriskein) et qui signifie
trouver ;
- méta qui est un suffixe signifiant au-delà, dans un niveau supérieur.
Les premières métaheuristiques datent des années 1980. Elles sont uti-
lisées généralement quand les méthodes classiques échouent. Le terme
métaheuristique est utilisé par opposition aux heuristiques. En effet, les
métaheuristiques peuvent être utilisées pour plusieurs types de problèmes,
tandis qu’une heuristique est adaptée à un problème donné. Les métaheu-
ristiques ont comme caractéristiques communes de part leurs caractères
stochastiques, c.à.d. qu’une partie de la recherche est conduite de façon
aléatoire, elles sont inspirées d’analogies avec la réalité : physique (recuit
simulé,...), biologie (algorithmes évolutionnaires, recherche tabou,...) ou
éthologie (colonies de fourmis,...). En plus de cette base stochastique, les
métaheuristiques sont généralement itératives, c-à-d qu’un même schéma
de recherche est appliqué plusieurs fois au cours de l’optimisation, et di-
rectes, c-à-d qu’elles n’utilisent pas l’information du gradient de la fonc-
tion objectif. Elles tirent en particulier leur intérêt de leur capacité à éviter
les optima locaux, soit en acceptant une dégradation de la fonction objec-
tif au cours de leur progression, soit en utilisant une population de points
comme méthode de recherche. Du fait du foisonnement de la recherche
dans ce domaine, un grand nombre de méthodes de ce type existent. Dans
la suite, nous verrons comment plusieurs concepts théoriques, notamment
d’inspiration biologique, peuvent aider à la conception de nouvelles mé-
taheuristiques.
• Les méthodes inspirées des principes physiques
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Le recuit simulé : l’origine de cette méthode vient de l’analogie avec
la métallurgie, elle consiste à monter la température du solide à des va-
leurs élevées pour atteindre des états de basse énergie d’un solide. Lorsque
le solide est à une forte température, chaque particule possède une très
grande énergie et peut effectuer de grands déplacements aléatoires dans
la matière. Au fur et à mesure que la température est abaissée, chaque
particule perd de l’énergie et sa capacité de déplacement se réduit. Les
différents états transitoires de refroidissement permettent d’obtenir des
matériaux très homogènes et de bonne qualité. Ce processus est appelé
recuit.
Le recuit simulé a été établi indépendamment par [140], et [41] . L’idée
de base est la suivante : à des paliers de températures décroissantes, l’al-
gorithme utilise la procédure itérative , pour atteindre un état de quasi-
équilibre thermodynamique. Cette procédure permet de sortir des minima
locaux avec une probabilité d’autant plus grande que la température est
élevée. Quand l’algorithme atteint les très basses températures, les états





Tant que le critère d’arrêt de la température n’est pas satisfait faire
Tant que (Repetition < Palier_de_température) faire
Choisir sn dans le Voisinage de s
Calculer DF ←− F (sn)− F (s)
Si DF < 0 alors
s←− sn
Si F (sn) < F (sopt) alors
sopt ←− sn
Fopt ←− F (sn)
Fin Si
Sinon
s←− sn avec une probabilité de P(T, s, snew)
Fin Si
fin du tant que
Mis à jour de la température T
Fin du tant que
(1.15)
FIGURE 1.4 – Algorithme général de recuit simulé
Au début du processus on initialise l’algorithme à une température
élevée puis desmouvements aléatoires (voisinage) sont réalisés pour chaque
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paramètre d’optimisation. Pour chacun de ces mouvements, la fonction
objectif est évaluée et comparée avec la valeur antérieure. S’il y a un gain,
les valeurs courantes des paramètres sont acceptées. Sinon, ils peuvent
l’être quandmême, avec une certaine probabilité dite de BolztmannP(T, s, snew) =
exp(−△E/kB T), où △E est la différence entre les valeurs courantes et
précédentes de la fonction objectif et T est le paramètre qui simule la tem-
pérature. Pour la suite on utilisera la loi classique c.à.d Tk = αTk−1, tel
que α est appelé coefficient de refroidissement. Ce processus est répété
pendant un nombre fixé Palier_de_temprature, puis la température est
réactualisée. La séquence des points générés converge normalement vers
le minimum global.
En général, on choisit une température initiale suffisamment élevée
qui donne une plus grande liberté pour l’exploration de l’espace de re-
cherche. Puis, petit à petit, la température décroît jusqu’à atteindre une
valeur proche de 0, ce qui signifie que la méthode n’acceptera plus de dé-
tériorer la solution.
• Les méthodes inspirées par des comportements biologiques
Les méthodes évolutionnaires ont un point commun puisque leurs ité-
rations tendent à l’amélioration d’une solution unique. En effet, à partir
d’une première solution, les approches décrites tentent de l’améliorer en
fonction des contraintes du problème. Les méthodes auxquelles nous nous
intéressons désormais considèrent la solution comme étant une popula-
tion formée de plusieurs individus capables de répondre au problème.
a) L’algorithme de colonie de fourmis
Le premier algorithme d’optimisation par colonies de fourmis (Ant co-
lony optimization, ACO) a été propose par Dorigo [73], [74]. vers le début
des années quatre vingt dix ; . aussi appelé Ant System (AS), a été déve-
loppé spécialement pour résoudre le problème du voyageur de commerce.
Depuis, cette approche a connu des variantes importantes et le nombre de
travaux publiés augmente d’une année à l’autre, toute la théorie et les plus
intéressants travaux récents sont dans [75, 227] et [204].
Le principe de la méthode provient analogiquement avec les compor-
tements collectifs des insectes, les algorithmes de colonies de fourmis sont
nés d’une constatation simple : les insectes sociaux, et en particulier les
fourmis, résolvent naturellement des problèmes complexes. Un tel com-
portement est possible car les fourmis communiquent entre elles de ma-
nière indirecte par le dépôt de substances chimiques, appelées phéromones,
sur le sol et le suivi de pistes observés dans les colonies de fourmis et
construisent ainsi une solution à un problème en tenant compte de leur
expérience collective. Au fait, elles adoptent pour la recherche de la solu-
tion la notion du plus court chemin.
D’une manière simplifiée, les fourmis commencent par se déplacer au
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hasard. Puis, lorsqu’elles trouvent de la nourriture, elles retournent vers
leur colonie, en marquant leur chemin à l’aide de phéromone. Si d’autres
fourmis rencontrent ce chemin, il y a de fortes chances qu’elles arrêtent
leurs déplacements aléatoires et qu’elles rejoignent le chemin marqué, en
renforçant le marquage à leur retour, s’il mène bien vers la nourriture. Par
conséquent, le chemin le plus court sera davantage parcouru, et donc plus
renforcé et plus attractif. Par conséquent, le nombre de fourmis suivant
cette trajectoire augmente. Au fil du temps, la quantité de phéromones
déposée sur le plus long chemin diminue et finit par disparaître. Toutes
les fourmis suivent alors le chemin le plus court.
L’algorithme de colonies de fourmis a été principalement utilisé pour
produire des solutions quasi-optimales au problème du voyageur de com-
merce, puis, plus généralement, aux problèmes d’optimisation combina-
toire. Récemment, son emploi se généralise à plusieurs domaines, depuis
l’optimisation continue jusqu’à la classification, ou encore le traitement
d’image.
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Étape 1 : Initialisation
Initialiser les pistes de phéromone
Étape 2 : Construction de la solution
Pour chaque fourmi répéter
Construction de la solution en utilisant les pistes de phéromone
Étape 3 : Mise à jour des pistes de phéromone
Jusqu’à atteindre la condition d’arrêt
(1.16)
FIGURE 1.5 – Algorithme général de colonie de fourmis
b) Les algorithmes génétiques
Le concept d’algorithme génétique (de façon plus générale : algo-
rithmes d’évolution) a été proposé par Holland en 1975 pour décrie les
systèmes adaptatifs.
Les algorithmes génétiques, également appelés algorithmes évolution-
naires, sont inspirés du concept de sélection naturelle proposée par Charles
Darwin. Le vocabulaire employé est directement calqué sur celui de la
théorie de l’évolution et de la génétique. Nous parlerons donc ici d’indivi-
dus (solutions potentielles), de populations, de gènes (variables), de chro-
mosomes, de parents, de descendants, de reproductions, etc. Les points
de l’espace de recherche sont alors les individus d’une population et la
fonction à optimiser correspond à leur adaptation. Ces algorithmes font
évoluer une population de manière itérative. Certains individus se repro-
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duisent, d’autres mutent ou encore disparaissent et seuls les individus les
mieux adaptés sont supposés survivre. L’héritage génétique des généra-
tions doit permettre à la population d’être de mieux en mieux adapté et
donc de mieux répondre au critère d’optimisation.
Les principales étapes d’un algorithme génétique sont :
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Étape 1 : Génération de la population initiale
Étape 2 : Constitution d’une nouvelle population
- Mesure de l’adaptation de chacun des individus
- Reproduction des individus en fonction de leur adaptation.
Les plus performantes se reproduisent en priorité.
- Croisement de paires de séquences choisies aléatoirement
- Mutation de séquences tirées de manière aléatoire.
Étape 3 : Critère d’arrêt
- Il peut être défini en fonction du nombre de
génération, de l’adapation du meilleur individu, etc.
(1.17)
FIGURE 1.6 – Les différentes étapes des algorithmes génétiques
En vue de sa généralisation et de son utilité dans plusieurs domaines
industriels, maintes variantes de ces algorithmes ont vu le jour [69, 102,
230, 241].
c) La méthode des essaims particulaires
L’optimisation par essaim particulaire (OEP) est une métaheuristique
d’optimisation née en 1995 aux États-Unis sous le nom de Particle Swarm
Optimization (PSO). Elle a été inventée par Russel Eberhart (ingénieur en
électricité) et James Kennedy (socio-psychologue). Initialement, ces deux
concepteurs, cherchaient à modéliser des interactions sociales entre des «
agents » devant atteindre un objectif donné dans un espace de recherche
commun, chaque agent ayant une certaine capacité de mémorisation et de
traitement de l’information. La règle de base était qu’il ne devait y avoir
aucun chef d’orchestre, ni même aucune connaissance par les agents de
l’ensemble des informations, seulement des connaissances locales. Unmo-
dèle simple fut alors élaboré.
Dès les premières simulations, le comportement collectif de ces agents
évoquait celui d’un essaim d’êtres vivants convergeant parfois en plu-
sieurs sous-essaims vers des sites intéressants. Ce comportement se re-
trouve dans bien d’autres modèles, explicitement inspirés des systèmes
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naturels. Ici, la métaphore la plus pertinente est probablement celle de
l’essaim d’abeilles, particulièrement du fait qu’une abeille ayant trouvé un
site prometteur sait en informer certaines de ses consoeurs et que celles-ci
vont tenir compte de cette information pour leur prochain déplacement
Finalement, le modèle s’est révélé être trop simple pour vraiment simu-
ler un comportement social, mais par contre très efficace en tant qu’outil
d’optimisation.
Les différentes étapes de l’algorithme sont présentées dans la figure ci
dessous :
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1− Initialiser la population de particules avec des positions et vitesses aléatoires.
2− Evaluer la fonction objectif pour chaque particule et calculer g.
3− Pour chaque individu i, Li est initialisée à Pi.
4− Répéter jusqu’au critère d’arrêt
4.1−Mettre à jour les vitesses et les positions des particules;
4.2− Evaluer la fonction objectif pour chaque individu;
4.3− Calculer les nouveaux Li et g.
5−Afficher le meilleur état rencontré au cours de la recherche.
(1.18)
FIGURE 1.7 – Les différentes étapes de la méthode des essaims par-
ticulaires
L’algorithme commence avec une initialisation aléatoire de l’essaim de
particules dans l’espace de recherche. Chaque particule est modélisée par
sa position dans l’espace de recherche et par sa vitesse. A chaque ins-
tant, toutes les particules ajustent leurs positions et vitesses, donc leurs
trajectoires, par rapport à leurs meilleures positions, à la particule ayant
la meilleure position dans l’essaim et à leur position actuelle. En réalité,
chaque particule est influencée, non seulement par sa propre expérience,
mais aussi par celle des autres particules. La position et la vitesse d’une
particule dans un espace de recherche à N dimensions sont définies par :
Pi = (pi,1, ..., pi,N ) et Vi = (vi,1, ..., vi,N ), respectivement. Chaque particule
est caractérisée par sa meilleure position Li = (li,1, ..., li,N ) à l’itération t.
La meilleure position qu’atteint l’essaim est sauvegardée dans le vecteur
G = (g1, ..., gN ) . La vitesse de chaque particule est mise à jour selon l’ex-
pression suivante :







où ϕ = c1 + c2 et ϕ > 4. Dans [47], les auteurs suggèrent les valeurs
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suivantes j = 1, ..., N , w est une constante appelée facteur d’inertie, c1
et c2 sont des constantes appelées coefficients d’accélération, r1 et r2 sont
des nombres aléatoires uniformément distribués dans l’intervalle [0 1].
Si la vitesse calculée fait sortir une particule de l’espace de recherche, sa
fitness n’est pas calculée. Compte tenu de la nouvelle vitesse, obtenue à
partir de (a) et (b), la position à l’itération t+ 1 est alors calculée :
pij(t+ 1) = pij(t) + vij(t+ 1), j = 1, ..., N.
Les limites des méthodes d’optimisation globale
Les algorithmes d’optimisation globale sont particulièrement efficaces
lorsque la fonction est multimodale. Leur gros désavantage est que leur
coût augmente, dans le pire des cas, exponentiellement avec la complexité
du problème. Bellman a décrit ce concept en tant que malédiction dimen-
sionnelle curse of dimensionality.
Bellman nous indique que si l’on veut trouver leminimumglobal d’une
fonction de nα variables avec une erreur relative sur les variables infé-
rieure à ξ, alors il faudra effectuer neval = O((1/ξ)
nα) évaluations. Par
exemple, sur un problème de dimension nα = 10, si l’on veut localiser
à 10% près les variables optimales, il faut neval = (1/0.1)
10 évaluations.
Même pour une fonction évaluée en seulement 0.1 seconde, il faut plus de
10000 jours pour obtenir la solution. Afin de palier cet inconvénient, on
assiste à une tendance vers les algorithmes hybrides.
1.3.3 Les méthodes d’optimisation hybride
L’utilisation des méthodes hybrides permet de combiner les avantages
des deux types de méthodes (déterministes et non déterministes), elles
peuvent être vu comme la solution parfaite vis-à-vis des désavantages
et des méthodes locales et des méthodes globales. Au fait, les méthodes
locales mènent à une solution locale. Tandis que les méthodes globales
consomment énormément de temps, il parait claire qu’un compromis entre
exploitation et exploration doit être trouvé d’où l’utilité des méthodes hy-
brides. Quand l’hybridation est basée sur une vraie maîtrise de l’idée der-
rière chacune des méthodes candidates, l’augmentation de la précision
ainsi que la diminution du temps de calcul est assuré. Dans cet esprit,
plusieurs types d’hybridation sont possibles. La méthode hybride des al-
gorithmes génétiques avec la méthode des essaims particulaires de Kao
[130] , ont préféré d’hybrider la méthode des essaims particulaires avec
l’algorithme de colonie de fourmis selon des stratégies bien pensées par
Shelokar [204]. Deux stratégies peuvent être utilisées pour expliquer le
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principe d’hybridation :
Stratégie 1- On pourra par exemple s’approcher de l’optimum global
par une méthode aléatoire puis affiner le résultat en appliquant succes-
sivement une méthode locale. Cette hybridation s’appelle l’hybridation
bête parce qu’elle applique une méthode après l’autre. Il est claire que le
résultat sera meilleur mais au détriment du temps de calcul, on consom-
mera davantage de temps que si on avait appliquait les deux méthodes
séparément. Un vrai sens d’hybridation, dans ce cas de figure, peut être
d’appliquer une méthode globale et de trouver le bon moment de faire la
commutation avec une méthode locale.
Stratégie 2- On pourra aussi essayer de trouver un état de minimum
local et de n’y rester que s’il est le meilleur de minimus locaux (global).
Cette stratégie a été utilisée dans trois méthodes d’optimisation globales
suivantes :
La méthode des initialisations multiples ou (multistart). On utilise
plusieurs fois une technique d’optimisation locale en différents points de
C ; on prend le meilleur résultat ; il serait solution de PO.
Laméthode du tunnelier (tunnelingmethod). On cherche par une tech-
nique locale un minimum local xl ; on utilise une technique (du Tunnelier)
pour éliminer tous les points qui ont une valeur supérieure à celle de xl (en
effet ils ne pourraient être optimum global). Puis on réoptimise pour trou-
ver un xl+1 et ... ainsi de suite. La suite des xk ainsi construite converge
vers le minimum global. Voir la figure ci dessous :
La méthode du montagnes russes (Steepest Ascent Descent : SAD.)
D’abord on cherche un minimum local, puis on cherche cette fois-ci un
maximum local ; cela permet d’échapper de l’état de minimum local. Puis
on refait une minimisation suivie d’une autre maximisation et... ainsi de
suite. Le plus petit minimum trouvé à la fin, est candidat pour être le mi-
nimun global.
1.3.4 Choix d’une méthode d’optimisation
On peut se demander à quoi sert une classification des types de pro-
blèmes et de méthodes. A notre avis quand un utilisateur est confronté à
un problème d’optimisation globale, la première chose à faire est de bien
cerner le problème, à savoir :
- Hypothèses sur f (différentiabilité, convexité... ),
- hypothèses sur le domaine de recherche,
- existence ou non de contraintes, quels types de contraintes,
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FIGURE 1.8 – La méthode de tunnelier
- coût d’évaluation de la fonction (temps CPU, nombre de sous programmes
nécessaire),
- facilité de l’évaluation (accès, formule explicite de f),
- précision dont on dispose sur les calculs,
- type de matériel utilisé,
- temps dont on dispose pour résoudre le problème.
Donc, on voit bien, que connaître une classification des problèmes et
des méthodes, peut faciliter la tâche de l’utilisateur et le guider dans son
choix ; ce qui lui permet de fixer ses objectifs en conséquence. Car il est
préférable d’avoir une solution approchée (avec une précision insuffi-
sante) dans un délai raisonnable qu’une solution exacte (avec la préci-
sion souhaitée) hors délais dans certains cas contractuels.
Malheureusement, aucune méthode d’optimisation n’est capable de
traiter efficacement tous les cas. En effet, [237]. ont démontré que si l’on
considère l’ensemble de tous les problèmes d’optimisation possibles, alors
aucun algorithme n’est meilleur qu’un autre (« no free lunch theorems for
optimization »). Le choix d’un algorithme ne peut donc pas se faire par
comparaison sur des cas tests généraux, mais doit aussi étudier des pro-
blèmes représentatifs des applications envisagées. La comparaison d’algo-
rithmes d’optimisation locales ou globales ne peut avoir lieu qu’une fois
on a précisé le problème traité, autrement dit la fonction objectif. Selon [51]
l’optimisation est non seulement une théorie mathématique mais aussi
une sorte de cuisine algorithmique où c’est principalement l’expérience qui
guide l’utilisateur dans le choix de l’algorithme à implanter. Pour choisir
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la méthode la plus adaptée à un problème bien précis, les caractéristiques
principales prises en compte sont :
La capacité à éviter les minima locaux. C’est selon la complexité du
problème qu’on peut choisir une ou l’autre des méthodes présentées en
haut. Par exemple si la fonction objectif est convexe il est sans doute re-
commander de travailler avec une méthode locale qui permet d’atteindre
l’optimum rapidement par rapport aux méthodes d’optimisation globale.
Ceci dit, si la fonction objectif est multimodale ce n’est sans doute pas la
peine d’appliquer une méthode local et le recourt à des méthodes globales
devient nécessaire. Quoique là encore plusieurs méthodes existent, dans
le présent manuscrit on s’est plutôt intéressé aux méthodes hybrides, vu
leurs efficacité et efficience.
La robustesse d’un optimum. La robustesse d’un optimum est aussi
une notion déterminante pour les concepteurs, et qui ne doit pas être né-
gligée lors du choix de l’algorithme d’optimisation. La forme à optimiser
est modélisée de manière déterministe ; cette forme est donc optimisée en
négligeant les incertitudes liées par exemple aux procédés de fabrication
ou aux simplifications du problème. Pour diminuer la probabilité que les
performances de la forme optimisée ne soient pas vérifiées en réalité, on
doit chercher un optimum robuste. Un optimum robuste est une solution
peu sensible aux incertitudes.
La capacité à traiter des problèmes mono- ou multi- objectif . L’opti-
misation à objectifs multiples est un domaine de recherche très actif car les
enjeux économiques et industriels sont énormes. Les méthodes d’optimi-
sation multiobjectif, permettant de fournir au concepteur un ensemble de
solutions correspondant à autant de compromis entre les différents objec-
tifs antagonistes du problème. D’où leur importance.
La rapidité de convergence. C’est-à-dire quel est le nombre de variables
à évaluer pour converger vers un optimum global ? La réponse à cette
question réside dans le compromis qu’il faut trouver entre exploration et
exploitation.
1.3.5 Exploration et exploitation des algorithmes d’op-
timisation
Pour un algorithme d’optimisation, l’exploration est sa capacité à ex-
plorer le domaine des variables pour rechercher la meilleure vallée, c’est à
dire celle qui contient l’optimum global. A l’inverse, l’exploitation est sa
capacité à converger rapidement vers le minimum d’une vallée donnée à
partir d’un point de départ.
Le succès et l’efficacité d’une technique de résolution dépendent la
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plupart du temps d’un compromis entre l’exploration et l’exploitation.
Certaines méthodes toutefois n’utilisent qu’un seul de ces opérateurs pour
parvenir à l’optimum. Ainsi, les méthodes déterministes, exploitant les dé-
rivées de la fonction objectif et des contraintes pour atteindre rapidement
et précisément le minimum local le plus proche du point de départ, privi-
légient l’exploitation au détriment de l’exploration.
Tout algorithme d’optimisation doit utiliser ces deux stratégies pour
trouver l’optimum global : l’exploration pour la recherche de régions inex-
plorées de l’espace de recherche et l’exploitation pour exploiter la connais-
sance acquise aux points déjà visités et ainsi trouver des points meilleurs.
1.4 Optimisation continue avec contraintes
Toutes les méthodes décrites dans la section précédente s’appliquent à
des problèmes d’optimisation sans contraintes. Or, en réalité il est quasi-
ment impossible de trouver ce genre de problème, il est habituel de poser
des contraintes sur les variables de conception ou encore des contraintes
imposées par le cahier des charges. Donc, la prise en considération de ces
contraintes lors de la résolution d’un problème d’optimisation doit avoir
lieu. Autrement dit, certaines méthodes d’optimisation avec contraintes
doivent être appliquées. L’idée est de substituer à la fonction à minimi-
ser une autre fonction incluant les contraintes. On obtient alors l’optimum
en cherchant les minima d’une suite de fonctions sans contraintes. Dans
la suite on va donner une brève description des méthodes d’optimisation
avec contraintes, les plus répandues.
1.4.1 Méthodes d’optimisation par transformation
Les méthodes d’optimisation par transformation consistent à intro-
duire les contraintes de conception dans la fonction que l’on cherche à





hi(y) = 0, i = 1, .., n
gj(x) ≤ 0, j = 1, .., n
(1.19)
peut être transformé en un problème équivalent sans contraintes, formulé
par :







où r est un paramètre (ou coefficient) de pénalité. La fonction de pénalité
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Pj est construite de manière à favoriser la sélection des points admissibles
par rapport aux points non admissibles, par la méthode d’optimisation
sans contrainte qui sera utilisée. Les méthodes de pénalité sont divisées
en deux classes selon la nature de la fonction de pénalité :
Méthodes de pénalités intérieures et extérieures
Lesméthodes de pénalité intérieures utilisent une fonction de pénalité
construite de telle façon que la possibilité de réalisation soit garantie dans
l’ensemble du processus d’optimisation. De telles méthodes sont égale-
ment appelées méthodes à barrière car la fonction de pénalité forme une
barrière infinie le long de la frontière du domaine réalisable.
La fonction inverse : Pj(gj(x)) =
−1
gj(x)
La fonction logarithmique : Pj(gj(x)) = − log(−gj(x))
L’utilisation des méthodes à barrière impose que les paramètres soient
situés dans l’espace réalisable. La recherche de points admissibles peut
être effectuée à l’aide d’une méthode stochastique par échantillonnage
aléatoiremais celle-ci peut conduire à des temps de calcul prohibitifs lorsque
les contraintes sont sévères et que l’espace réalisable est très réduit par
rapport à l’espace irréalisable. Cesméthodes à barrière, outre le fait qu’elles
requièrent des jeux de paramètres réalisables, sont relativement difficiles
à mettre en oeuvre.
Les méthodes de pénalités extérieures ne présentent pas d’inconvé-
nient car elles sont valables aussi bien à l’intérieur qu’à l’extérieur de l’es-
pace réalisable. Elles augmentent la pénalisation des solutions à mesure
que l’on s’éloigne de l’espace réalisable. Les fonctions de pénalité exté-
rieures les plus populaires sont les suivantes :
Pj(gj(x)) = max[0, gj(x)]
Pj(gj(x)) = max[0, gj(x)]
2
Le problème obtenu pourrait être résolu directement pour une valeur de
r suffisamment grande de telle façon que les contraintes soient satisfaites
mais ce choix entraîne un mauvais conditionnement de φ(x, r) et donc en-
gendre un problème numérique lors de la résolution. Pour cette raison, les
méthodes des pénalités sont en général résolues de manière itérative : une
suite de valeurs croissantes de r est générée et à chaque itération k du pro-
cessus, le problème d’optimisation sans contrainte suivant est résolu
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L’avantage de cette méthode est que le point de départ n’est pas né-
cessairement admissible tout en garantissant que le point final sera dans
le domaine admissible ou presque. La fonction de pénalité extérieure est
continue dans tout le domaine d’étude, admissible comme non admis-
sible, mais elle présente l’inconvénient de conduire à un optimum réali-
sable seulement quand k tend vers l’infini et d’approcher ce point par une
série de solutions non admissibles. Elle est utilisée pour les contraintes
non uniquement fonction des variables d’optimisation ou les contraintes
d’égalités [160].
Pénalisation radicale des solutions
La méthode de pénalisation radicale (ou death penaly method) est un
processus de pénalisation très populaire dans le domaine de l’optimisa-
tion évolutionniste [168] . Il s’agit d’écarter les solutions non réalisables
en attribuant à la fonction de transformation une valeur très élevée en cas
de minimisation (φ → inf) ou une valeur nulle en cas de maximisation
(φ = 0). La probabilité de survie de ces solutions, déterminée par les méca-
nismes de sélection, est alors quasi-nulle. Cette méthode est séduisante en
raison de sa grande simplicité. Elle peut être appliquée avec succès lorsque
l’espace de recherche est convexe et qu’il constitue une part importante de
l’espace complet. Dans le cas contraire, cette approche a de sérieuses li-
mitations, les solutions situées dans l’espace irréalisable ne pouvant être
améliorées en raison de l’absence de directions données par la méthode de
pénalisation.
1.4.2 Optimisation séquentielle des contraintes
Cette approche a été mise en oeuvre avec succès dans le domaine évo-
lutionniste. Elle semble particulièrement bien adaptée à ces méthodes qui
progressent à partir d’une population. La procédure consiste à utiliser à
tour de rôle chaque contrainte comme fonction objectif d’un problème
d’optimisation sans contrainte. Chaque contrainte devient successivement
la fonction objectif alors que les autres sont ignorées. Ce processus de mi-
nimisation est interrompu dès qu’un pourcentage significatif de la popu-
lation satisfait la contrainte. Lorsque toutes les contraintes ont été traitées,
la fonction objectif est alors prise comme critère d’optimisation. La puis-
sance de cette méthode réside dans la mémoire acquise par la population
à chaque itération du processus. Bien que cette méthode paraisse coûteuse
en temps de calcul, elle serait assez intéressante lorsque on est en présence




L’optimisation multiobjectif est un domaine fondamental de l’aide à
la décision multi-critère, nécessaire aux nombreux milieux scientifiques et
industriels. Au cours des deux dernières décennies, un très grand nombre
de travaux, à la fois théoriques et appliqués, ont été publiés dans ce do-
maine. La résolution d’un problème d’optimisation multiobjectif consiste
à déterminer la solution correspondante au mieux aux préférences du dé-
cideur parmi les solutions de bon compromis. L’une des questions les plus
difficiles est donc liée à l’identification de l’ensemble Pareto optimal, ou
d’une approximation de celui-ci pour des problèmes complexes. En parti-
culier, beaucoup de problèmes de mécanique rencontrés dans l’industrie
sont de nature multiobjectif.
Cette partie a pour but d’introduire les prérequis nécessaires à la bonne
compréhension de cette thèse. Ainsi, dans un premier temps, nous pré-
senterons le contexte de l’optimisation multiobjectif, les principales défi-
nitions, et les problématiques essentielles liées à ce domaine de recherche,
surtout vis à vis des approches de résolution pour lesquelles nous allons
essayer d’apporter un regard critique sur chacune d’elles.
1.5.1 Formulation d’un problème multiobjectif
Un problème multiobjectif ou multi-critère peut être défini comme un
problème où on cherche à optimiser plusieurs composantes des vecteurs
de la fonction objectif, toute en satisfaisant un ensemble de contraintes.
Contrairement à un problème mono-objectif, la solution n’est pas unique
mais constituée d’un ensemble de solutions dites de Pareto optimales.
La formulation mathématique d’un problème d’optimisation multiob-




Minimiser F (x) = (f1(x), ..., fℓ(x))
T
Sous les contrainte
hi(x) = 0 , i = 1, ....,m,
gj(x) ≥ 0 , j = 1, ...., k,
xL ≤ x ≤ xU
(1.20)
avec x ∈ IRd est le vecteur des variables de décision, {f1, ..., fℓ} est
l’ensemble des fonctions objectif.
La difficulté principale d’un problème multiobjectif est qu’il n’existe
pas de définition de la solution optimale. Le décideur peut simplement
exprimer le fait qu’une solution est préférable à une autre, mais il n’existe
pas une solution meilleure que toutes les autres. Dès lors, résoudre un
problème multiobjectif ne consiste pas à rechercher la solution optimale
mais l’ensemble des solutions satisfaisantes pour lesquelles on ne pourra
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FIGURE 1.9 – Schéma des deux types de comportement en optimi-
sation multiobjectif
pas effectuer une opération de classement. Les méthodes de résolution des
problèmes multiobjectif sont donc des méthodes d’aide à la décision car le
choix final sera laissé au décideur.
Pour répondre à ce problème, la communauté scientifique a adopté
deux types de comportement.
• Ramener un problème multiobjectif à un problème mono-objectif
en utilisant des pondérations ;
• Tenter d’apporter des réponses au problème en prenant en consi-
dération l’ensemble des fonctions objectif.
Il est très difficile de recommander à 100 % un comportement par rap-
port à l’autre. La différence entre ces deux comportements s’exprime dans
la figure ci-dessous. Soit le décideur intervient dès le début de la défini-
tion du problème, en exprimant ses préférences, afin de transformer un
problème multiobjectif en un problème mono-objectif. Soit le décideur ef-
fectue son choix dans l’ensemble des solutions proposées par la méthode
d’optimisation multiobjectif.
La principale qualité d’une méthode d’optimisation multiobjectif est
donc de rendre les décisions plus faciles et moins subjectives.
1.5.2 Classification desméthodes d’optimisationmul-
tiobjectif
Ce classement s’articule autour des notions de transformation et d’op-
timum de Pareto :
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• Les méthodes agrégées ;
• Les méthodes fondées sur Pareto ;
• Les méthodes non agrégées et non Pareto.
Lesméthodes agrégées ou l’utilisation de la dominance de Pareto traitent
les objectifs simultanément, alors que, les méthodes dites non agrégées et
non Pareto possèdent un processus de recherche qui traite séparément les
objectifs.
Les méthodes agrégées
Ces méthodes transforment un problèmemultiobjectif en un problème
mono-objectif. Pour ce faire on trouve dans la littérature deuxmodèles ; les
modèles additif et multiplicatif. Cependant, les modèles les plus couram-






Ui désigne la fonction de mise à l’échelle de la i
e`me fonction





Les méthodes les plus répandues de cette classe sont :
1- La méthode de pondération, (weighting method)
Cette méthode consiste à additionner tous les objectifs en affectant à
chacun d’eux un coefficient de pondération. Ce coefficient représente l’im-
portance relative que le décideur attribue à l’objectif. Cela modifie un pro-




wifi(x) avec wi ≥ 0







Cette méthode est simple à mettre en oeuvre et elle est d’une grande
efficacité. Mais la difficulté essentielle de cette approche est :
Comment le décideur peut déterminer les poids de chaque critère ?
Une solution à cette question est d’utiliser une combinaison linéaire
des objectifs et de faire varier les poids de façon à constater l’influence
de tel ou tel objectif sur le résultat, mais ça reste trop heuristique. Cette
approche est facile à implémenter mais tous les résultats obtenus appar-
tiennent à des zones convexes de l’espace des objectifs. Les solutions po-
tentielles situées dans des portions concaves sont oubliées.
2- La méthode de programmation par but, (Goal programming)
Cette méthode est également appelée target vector optimisation[[48],
[232]]. Le décideur fixe un butGi à atteindre pour chaque fonction objectif
fi Ces valeurs sont ensuite ajoutées au problème comme des contraintes
supplémentaires. La nouvelle fonction objectif est modifiée de façon à mi-





Gi représente la valeur à atteindre pour le i
e`me objectif.
Critique
Nous pouvons reprendre la critique faite pour la somme pondérée. La
méthode est facile à mettre en oeuvre mais la définition des poids et des
objectifs à atteindre est une question délicate qui détermine l’efficacité de
la méthode.
3- La méthode du min-max
Cetteméthode est assez proche de la précédente. Elleminimise lemaxi-





avec i = 1, ..., ℓ
Gi représente le but à atteindre pour le i
e`me objectif.
4- La méthode du goal attainment
Dans cette approche le décideur spécifie l’ensemble des buts Gi, qu’il
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souhaite atteindre et les poids associés wi. La solution optimale est trou-










Contrairement à la méthode de pondération, cette méthode peut gé-
nérer des solutions sur la frontière de Pareto 4 en faisant varier les valeurs
des wi. Même dans le cas d’une surface concave citearticleChen94.
5- La méthode du ε contrainte
Cette méthode est basée sur la minimisation d’un objectif fi en consi-
dérant que les autres objectifs fj avec j 6= i doivent être inférieurs à une






fj(x) ≤ εj , ∀ j 6= i
De cette manière, un problème simple objectif sous contraintes peut
être résolu. Le décideur peut ensuite réitérer ce processus sur un objectif
différent jusqu’à ce qu’il trouve une solution satisfaisante. Cette méthode a
été testée avec un algorithme génétique dans les travaux de [191] avec dif-
férentes valeurs de εj pour générer différentes solutions Pareto-optimales.
Critique
La connaissance a priori des intervalles appropriés pour les valeurs de
εj est exigée pour tous les objectifs.
Les méthodes Pareto
L’idée d’utiliser la dominance au sens de Pareto a été proposée par
[106] pour résoudre les problèmes proposés par [196]. Il suggère d’utiliser
le concept d’optimalité de Pareto pour respecter l’intégralité de chaque
critère car il refuse de comparer a priori les valeurs de différents critères.
4. Cette notion sera introduite dans la section suivante.
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Dans la suite, nous définissons tout d’abord la notion de dominance au
sens de Pareto, la frontière de Pareto et nous présentons quelques mé-
thodes évolutionnaires utilisant cette notion.
- La théorie
AuXIXie`me siècle, Vilfredo Pareto, un mathématicien italien, formule
le concept suivant[175] : dans un problème multiobjectif, il existe un équilibre
tel que l’on ne peut pas améliorer un critère sans détériorer au moins un des autres
critères.
Cette équilibre a été appelé optimum de Pareto. Un point x est dit
Pareto-optimal s’il n’est dominé par aucun autre point appartenant à C.
Ces points sont également appelés solutions non inférieures ou non do-
minées.
La notion de dominance et frontière de Pareto
y domine z ssi
∀i ∈ {1, .., ℓ}, fi(y) ≤ fi(z) et ∃k ∈ {1, .., ℓ} / fk(y) < fk(z)
On définit la frontière de Pareto comme étant l’ensemble de tous les
points Pareto-optimaux.
- Les méthodes
Il existe de nombreuses méthodes Pareto, seules les principales sont
listées ci dessous . Elles sont toutes basées sur des théories évolutionnaires.
a) Algorithme Génétique à plusieur objectifs : Multiple Objec-
tive Genetic Algorithm (MOGA)
En 1993 Fonseca [93] a proposé une méthode dans laquelle chaque in-
dividu de la population est rangé en fonction du nombre d’individus qui
le dominent. Ensuite, ils utilisent une fonction de notation permettant de
prendre en compte le rang de l’individu et le nombre d’individus ayant
même rang.
Soit un individu xi à la génération t, dominé par pi(t) individus. Le
rang de cet individu est :
rang(xi, t) = 1 + pi(t)
Tous les individus non dominés sont de rang 1. Ils calculent la fitness de
chaque individu de la façon suivante :
- Calcul du rang de chaque individu.
- Affectation de la fitness de chaque individu par application d’une
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fonction de changement d’échelle sur la valeur de son rang.
L’utilisation de la sélection par rang a tendance à répartir la population
autour d’un même optimum. Or cela n’est pas satisfaisant pour un déci-
deur car cette méthode ne lui proposera qu’une seule solution. Pour éviter
cette dérive, les auteurs utilisent une fonction de sharing. Ils espèrent ainsi
répartir la population sur l’ensemble de la frontière de Pareto. Le sharing
utilisé dans cette méthode agit sur l’espace des objectifs. Cela suppose que
deux actions qui ont le même résultat dans l’espace des objectifs ne pour-
ront pas être présentes dans la population.
D’une manière générale, cette méthode obtient des solutions de bonne
qualité et son implémentation est facile. Mais les performances sont dé-
pendantes de la valeur du paramètre σshare utilisé dans le sharing. Dans
leur article, Fonseca et Fleming [94] expliquent comment choisir au plus
juste la valeur de σshare.
b)Algorithme Génétique de tri non dominé : Nondominated
Sorting Genetic Algorithm (NSGA II)
Srivinas ont implémenté en 1994 la première procédure de ranking qui
a été initialement introduite par Goldberg [106], nommé Non Sorting Ge-
netic Algorithm (NSGA). Tous les individus non-dominés de la population
possèdent le rang 1. Ces individus sont ensuite enlevés de la population
et l’ensemble suivant d’individus non-dominés est identifié et on leur at-
tribue le rang 2. Ce processus est réitéré jusqu’à ce que tous les individus
de la population aient un rang. Une nouvelle version de cet algorithme,
nommée Non Sorting Genetic Algorithm II (NSGA II ), a été présentée
dans [68] . NSGA II intègre un opérateur de sélection, basé sur un calcul
de la distance de "crowding" (ou "surpeuplement") 5 qui estime la densité
de chaque individu dans la population.
Comparativement à NSGA , NSGA II obtient de meilleurs résultats sur
toutes les instances présentées dans les travaux de K. Deb [67], ce qui fait
de cet algorithme un des plus utilisés aujourd’hui.
c) Strength Pareto Evolutionary Algorithm (SPEA II)
L’algorithme SPEA II, proposé par Zitler [243], a été développé comme
une amélioration de SPEA. SPEA est un algorithme qui maintient une
population externe, appelée aussi archive, contenant le meilleur front de
compromis rencontré durant la recherche. Cette population est destinée
à contenir un nombre limité de solutions non-dominées trouvées depuis
le début de l’exécution. A chaque itération, de nouvelles solutions non-
dominées sont comparées aux individus de cette population au sens de
5. Le "crowding" fut introduit initialement par Jong .
52
1.5. OPTIMISATION MULTIOBJECTIF
dominance et seules les solutions non dominées résultantes restent. Il est
à noter que SPEA, non seulement, préserve l’élite mais aussi la fait partici-
per aux opérations génétiques. Une procédure de clustering est appliquée
à cette population externe pour réduire sa taille si elle dépasse la taille
limite.
SPEA II diffère de son prédécesseur en plusieurs aspects. D’abord, la
taille de l’archive est fixe, c’est à dire que s’il n’y a pas suffisamment d’in-
dividus non-dominés, l’archive est complété par ceux dominés. Le calcul
de performance est plus raffiné que celui de SPEA , au sens qu’il tient plus
compte de la densité des solutions.
Les modifications apportées répondent à certaines critiques soulevées
par SPEA. La procédure de clustering qui contrôlait la taille de l’archive
dans SPEA est remplacée dans SPEA II par une méthode de troncation
qui, contrairement au clustering, préserve les individus situés aux extré-
mités du front Pareto. Une autre différence importante est que dans SPEA
II seuls les membres de l’archive participent au processus de reproduction.
d) Pareto Archived Evolution Strategy (PAES)
Cette méthode a été développée initialement comme une méthode de
recherche locale dans un problème de routage d’information off-line. Les
premiers travaux de Knowles et Corne [144] ont montré que cette méthode
simple objectif fournissait des résultats supérieurs aux méthodes de re-
cherche basées sur une population . Par conséquent, les auteurs ont adapté
cette méthode aux problèmes multiobjectif. Les particularités de cette mé-
thode sont les suivantes :
• Elle n’est pas basée sur une population. Elle n’utilise qu’un seul
individu à la fois pour la recherche des solutions.
• Elle utilise une population annexe de taille déterminée permettant
de stocker les solutions Pareto-optimales temporairement.
• Elle utilise une technique de surpeuplement (crowding) basée sur
un découpage en hypercubes de l’espace des objectifs.
L’algorithme de PAES se présente en trois parties :
1) Génération d’une solution candidate.
2) Fonction d’acceptation de la solution candidate.
3) Archivage des solutions non dominées.
Cette méthode est relativement simple à mettre en oeuvre. De plus,
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n’étant pas basée sur un algorithme génétique, elle évite à l’utilisateur le
réglage de tous les paramètres de celui-ci. Mais son efficacité va dépendre
du choix d’un nouveau paramètre l : le paramètre de discrétisation de l’es-
pace des objectifs.
Les méthodes non agrégées et non Pareto
En général, les méthodes dites non agrégées et non Pareto possèdent
un processus de recherche qui traite séparément les objectifs.
Fourman en 1985 [95] ont proposé la méthode lexicographique dans
laquelle les objectifs sont préalablement rangés par ordre d’importance
par le décideur. Ensuite, l’optimum est obtenu enminimisant tout d’abord
la fonction objectif la plus importante puis la deuxième et ainsi de suite.
Schaffer en 1985 [196] propose une extension d’un algorithme géné-
tique simple pour la résolution d’un problème multiobjectif dénommée
Vector Evaluated Genetic Algorithm (VEGA). La seule différence avec
un algorithme génétique simple est la manière dont s’effectue la sélection.
En 1997 Dans les travaux de Valenzuela [231] , un algorithme non gé-
nérationnel est proposé, ANon Generational Genetic Algorithm . L’idée
d’utiliser un algorithme non générationnel provient des systèmes de clas-
sifeurs. Ils pensent qu’un problème multiobjectif a des caractéristiques si-
milaires à celles des systèmes de classifeurs, donc qu’une approche non
générationnelle peut être plus performante qu’un algorithme génération-
nel.
Les algorithmes non-Pareto sont souvent simples et faciles à mettre
en oeuvre. Mais, ces méthodes répartissent la population sur les extré-
maux du front de Pareto. En effet, l’évaluation mono-objectif des sous-
populations ne permet pas la comparaison des diverses solutions mul-
tiobjectif disponibles à chaque itération en vue d’en exploiter les caracté-
ristiques.
Nous donnons à la fin ce chapitre un tabelau récapitulatif des mé-















































































































































































































































































































































































































Nous avons présenté dans ce chapitre les problèmes d’optimisation
"difficile", qu’ils soient mono-objectif ou multiobjectif. Une famille de mé-
thodes de résolution de ces problèmes a été présentée : les métaheuris-
tiques. Les métaheuristiques sont des méthodes stochastiques qui visent à
résoudre un large panel de problèmes, sans pour autant que l’utilisateur
ait à modifier leur structure. Ces méthodes sont inspirées d’analogies avec
des domaines aussi variés que la physique, la génétique ou encore l’étholo-
gie. Les métaheuristiques ont vite rencontré un vif succès grâce à leur sim-
plicité d’emploi mais aussi à leur forte modularité. On a vu tout au long
de ce chapitre que, suivant la nature du problème posé (continu/discret,
mono-objectif/multiobjectif, etc.), lesmétaheuristiques sont facilement adap-
tables et/ou hybridables en vue d’obtenir les meilleures performances
possibles. Nous avons tiré que la richesse des différentes méthodes d’op-
timisation nous mène à choisir le bon compromis de méthodes et algo-





Les "métaheuristiques" d’optimisation sont des algorithmes généraux
d’optimisation applicables à une grande variété de problèmes. Elles sont
apparues à partir des années 80, dans le but de résoudre aumieux des pro-
blèmes d’optimisation. Dans la pratique, trois types de problèmes d’opti-
misation sont souvent rencontrés : les problèmes combinatoires (discrets),
les problèmes continus (à variables continues), et les problèmes mixtes
[118]. L’exemple le plus répandu en optimisation combinatoire est celui du
voyageur de commerce. En optimisation continue, un exemple simple est
celui de la recherche des paramètres d’un modèle numérique pour appro-
cher au mieux des données réelles[38]. Le dernier type est celui des pro-
blèmes mixtes, qui comportent à la fois des variables discrètes et des va-
riables continues. Les métaheuristiques s’efforcent de résoudre tout type
de problème d’optimisation. Elles sont caractérisées par leur caractère sto-
chastique, ainsi que par leur origine discrète. Elles sont inspirées par des
analogies avec la physique (recuit simulé, recuit microcanonique), avec la
biologie (algorithmes évolutionnaires) ou encore l’éthologie (colonies de
fourmis, essaims particulaires). Cependant, elles ont l’inconvénient d’avoir
plusieurs paramètres à régler. Il est à souligner que les métaheuristiques
se prêtent à toutes sortes d’extensions, notamment en optimisation mono
objectif et multiobjectif. De nos jours les gestionnaires et les décideurs sont
confrontés quotidiennement à des problèmes de complexité grandissante,
qui surgissent dans des secteurs très divers. Le problème à résoudre peut
souvent s’exprimer sous la forme générale d’un problème d’optimisation,
dans lequel on définit une ou plusieurs fonctions objectif que l’on cherche
à minimiser ou à maximiser par rapport à tous les paramètres concernés
[111]. La résolution d’un tel problème a conduit les chercheurs à proposer
des méthodes de plus en plus performantes, parmi lesquelles on trouve
les métaheuristiques qui sont des méthodes générales de recherche dé-
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diées aux problèmes d’optimisation difficile.
Dans ce chapitre nous présentons en premier lieu, d’unemanière détaillée,
les métaheuristiques les plus utilisées et nous mettons l’accent sur celles
que nous avons étudiées dans le cadre de cette thèse. Ce sont les algo-
rithmes génétiques, la méthode de l’évolution différentielle et la méthode
de l’optimisation par essaim particulaire.
En second lieu nous présentons nos méthodes proposées avec des tests de
leur validation et l’étude de leur comparaison avec d’autres méthodes.
2.2 Les métaheuristiques les plus utilisées
Reconnues depuis de nombreuses années pour leur efficacité, les mé-
taheuristiques sont une famille de méthodes stochastiques qui consistent
à la résolution des problèmes d’optimisation. Elles exploitent générale-
ment des processus aléatoires dans l’exploration de l’espace de recherche
pour faire face à l’explosion combinatoire engendrée par l’utilisation de
méthodes exactes.
Leur particularité réside dans le fait qu’elles sont adaptables à un grand
nombre de problèmes sans changements majeurs dans leurs algorithmes,
d’où le qualificatif "méta". L’un des avantages de celles-ci est leur capacité
à optimiser un problème à partir d’un nombreminimal d’informations, ce-
pendant elles n’offrent aucune garantie quant à l’optimalité de lameilleure
solution trouvée. Seule une approximation de l’optimum global est don-
née. Les métaheuristiques sont des méthodes qui ont un comportement
itératif, c’est-à-dire que le même schéma est reproduit un certain nombre
de fois au cours de l’optimisation, et elles sont directes, dans le sens où
elles ne font pas appel au calcul du gradient de la fonction. L’utilisateur
est certes, demandeur de méthodes rapides et efficaces, mais il est aussi
demandeur de méthodes simples d’utilisation. Un enjeu majeur des mé-
taheuristiques est donc de faciliter le choix des méthodes et de simplifier
leurs réglages, afin de les adapter au mieux aux problèmes posés. Les mé-
taheuristiques sont en évolution permanente. De nombreuses méthodes
sont proposées chaque année pour améliorer la résolution des problèmes
les plus complexes. Du fait de cette activité permanente, un grand nombre
de classes de métaheuristiques existe actuellement. Les méthodes les plus
courantes sont le recuit simulé, la recherche tabou, les algorithmes de co-
lonies de fourmis ou encore l’optimisation par essaim particulaire. La sec-
tion suivante est dédiée à la présentation de ces méthodes.
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2.2.1 Méthode de colonies de fourmis
Introduction
La méthode de colonies de fourmis est apparue d’une constatation
simple : les insectes sociaux, et en particulier les fourmis, résolvent na-
turellement des problèmes complexes. Un tel comportement est possible
car les fourmis communiquent entre elles de manière indirecte par le dé-
pôt de substances chimiques, appelées phéromones, sur le sol. Ce type de
communication indirecte est appelé stigmergie. En effet, si un obstacle est
introduit sur le chemin des fourmis, ces dernières vont, après une phase
de recherche, avoir tendance toutes à prendre le plus court chemin entre
le nid et l’obstacle. Plus le taux de phéromone à un endroit donné est im-
portant, plus une fourmi va avoir une grande probabilité à être attirée par
cette zone. Les fourmis qui sont arrivées le plus rapidement au nid en pas-
sant par la source de nourriture sont celles qui ont pris la branche la plus
courte du trajet. Il en découle donc que la quantité de phéromones sur ce
trajet est plus importante que sur le trajet le plus long. De ce fait, le plus
court chemin a une probabilité plus grande d’être pris par les fourmis que
les autres chemins, et il sera donc pris par toutes les fourmis.
FIGURE 2.1 – Schéma de fourmis.
Principe
Le premier algorithme qui s’inspire de cette analogie a été proposé
en 1996 par Colorni, Dorigo et Maniezzo [74] . Le but initial de cet algo-
rithme était de résoudre le problème du voyageur de commerce. L’Algo-
rithme 5 (voir annexe A) présente la méthode proposée par ces auteurs. Si
l’on considère un problème de voyageur de commerce à N villes, chaque
fourmi k parcourt le graphe et construit un trajet de longueur n = |N |.
Pour chaque fourmi, le trajet d’une ville i à une ville j dépend de :
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- La liste des villes déjà visitées, qui définit les mouvements possibles à
chaque pas, quand la fourmi k est sur la ville i : Jki ;
- L’inverse de la distance entre les villes ηij =
1
dij
, appelée visibilité. Cette
information est utilisée pour diriger les fourmis vers des villes proches et
ainsi, éviter de trop longs déplacements ;
- La quantité de phéromone déposée sur l’arête reliant deux villes τij , ap-
pelée intensité de la piste. Cette quantité définit l’attractivité d’une piste, et
elle est modifiée après le passage d’une fourmi. C’est la pseudo-mémoire
du système [76].









si j ∈ Jki
0 si j /∈ Jki
(2.1)
où α et β sont deux paramètres contrôlant l’importance relative de l’in-
tensité et de la visibilité. Après un tour complet, chaque fourmi dépose
une quantité de phéromone ∆τkij(t) sur l’ensemble de son parcours. Cette






si (i, j) ∈ T k(t)
0 si (i, j) /∈ T k(t)
(2.2)
où T k(t) est le trajet effectué par la fourmi k à l’itération t, Lk(t) est la lon-
gueur de T k(t) et Q est un paramètre fixé.
Enfin, il est nécessaire d’introduire un processus d’évaporation des phé-
romones. En effet, pour éviter de se faire piéger dans des solutions sous-
optimales, il est nécessaire qu’une fourmi "oublie" les mauvaises solutions.
La règle de mise à jour est donc.





ij(t) etm est le nombre de fourmis.
Depuis le développement de la première méthode basée sur l’analogie de
colonies de fourmis, cette méthode a été étendue à la résolution de plu-
sieurs problèmes d’optimisation, discrets et continus.
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2.2.2 Méthode de recuit simulé
Introduction
L’origine de la méthode du recuit simulé provient de la métallurgie,
où, pour atteindre les états de basse énergie d’un solide, on chauffe celui-
ci jusqu’à des températures très élevées, après on le laisse refroidir lente-
ment. Ce processus est appelé le recuit. La méthode du recuit simulé a été
développé simultanément par Kirk en 1983 [140] et Cerny en 1985 [41].
Principe
Cette méthode repose sur l’algorithme de Metropolis en 1953 [167].
Cet algorithme nous permet de sortir des minima locaux avec une proba-
bilité élevée si la température T est élevée, et de conserver les états les plus
probables pour des très basses températures. L’algorithme de Metropolis
permet d’échantillonner la fonction objectif par le biais d’une distribution
de Boltzmann de paramètre T .
Pour mieux comprendre la méthode du recuit simulé, il y a plusieurs no-
tions à définir telles que la probabilité de Boltzmann et le critère de Metro-
polis.
– Probabilité de Boltzmann
La probabilité de Boltzmann, notée PT mesure la probabilité de trou-
ver un système dans une configuration i avec une énergie Ei, à une
température T donnée, dans l’espace des configurations S. Elle est
définie par l’expression suivante







où X est une variable stochastique qui désigne l’état actuel du so-
lide,K est appelé la constante de Boltzmann etZ(T ) est une fonction








où t représente tous les états énergétiques possibles.
Le facteur KT montre que lorsque la température est très élevée,
tous les états sont à peu près équiprobables, équivalent à dire qu’un
grand nombre de configurations sont accessibles. Au contraire quand
la température est basse, les états à haute énergie deviennent peu
probables par rapport à ceux de faible énergie. Pour simuler l’évo-
lution d’un solide vers l’équilibre thermique pour une température
T , Metropolis a proposé un critère appelé critère de Metropolis et
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qui est dérivé de la probabilité de Boltzmann.
– Critère de Metropolis
Dans le contexte de l’optimisation par la méthode du recuit simulé,
l’énergie est remplacée par la fonction objectif, ainsi l’obtention d’un
solide à énergie minimum est équivalente à la recherche de l’opti-
mum global de la fonction objectif. Cette recherche se fait par des ex-
plorations successives de différentes configurations. Après chaque
passage d’une configuration X à une configuration Y , la variation
de la fonction objectif est ∆f = f(Y ) − f(X). La transformation est
acceptée selon la probabilité p(X,Y ) telle que




Lorsque la variation∆f est négative ou nulle, l’exponentielle est su-
périeure ou égale à 1 et la nouvelle configuration est acceptée.
Si∆f > 0, p(X,Y ) est comparée à un nombre aléatoire uniformedans[0, 1]
Si rand < p(X,Y ), la configuration Y est acceptée
Sinon elle est rejetée et une autre configuration est essayée.
Les configurations ayant une augmentation en ∆f , c’est à dire une
dégradation de la fonction objectif sont donc moins probables pour
une température donnée, d’autantmoins que la température est faible.
Le point crucial de l’algorithme est donc la loi de décroissance de la tempé-
rature. De nombreuses lois de décroissance différentes ont été proposées
par Siarry [45].
La méthode du recuit simulé est devenue rapidement populaire, du
fait de sa facilité d’adaptation à un grand nombre de problèmes et son ef-
ficacité. En revanche, cetteméthode présente l’inconvénient de contenir un
grand nombre de paramètres (température initiale, règle de décroissance
de la température, durée des paliers de température, etc.) qui rendent les
réglages de la méthode assez empiriques. Cependant, il existe des études
qui s’attachent à régler de manière optimale les paramètres de cette mé-
thode [229]. Un autre inconvénient majeur de cette méthode, il s’agit de sa
lenteur. Pour résoudre ce problème, plusieurs méthodes de parallélisas-
sion des calculs ont été introduites par Azencott en 1992 [18]. Bien qu’ini-
tialement crée pour fonctionner avec des variables discrètes, la méthode
du recuit simulé possède des versions continues.
2.2.3 Recherche Tabou
Introduction
La méthode de recherche Tabou est une métaheuristique originale-
ment développée par Glover en 1986 [103] spécifiquement pour des pro-
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blèmes d’optimisation combinatoire et qui permet de trouver d’une ma-
nière flexible un compromis entre la qualité de la solution et le temps
de calcul. Le principe de cette méthode est d’ajouter au processus de re-
cherche une mémoire flexible qui permet de mener une recherche plus
"intelligente" dans l’espace des solutions.
Principe
Comme la méthode du recuit simulé, la méthode de recherche Tabou
fonctionne avec une seule configuration courante, qui est actualisée au
cours des itérations successives. La nouveauté ici est que, pour éviter le
risque de retour à une configuration déjà visitée, on tient à jour une liste
de mouvements interdits, appelée liste tabou. Cette liste contient m mou-
vements (t→ s) qui sont les inverses desm derniers mouvements (s→ t)
effectués. La méthode modélise ainsi une forme primaire de mémoire à
court terme. Dans sa forme de base, la méthode de recherche tabou pré-
sente l’avantage de comporter moins de paramètres que la méthode de
recuit simulé. Cependant, la méthode n’étant pas toujours performante, il
est souvent approprié de lui ajouter des processus d’intensification et/ou
de diversification, qui introduisent de nouveaux paramètres de contrôle
[104]. Dans la recherche tabou avec des variables continues, deux concepts
sont mis en jeu : le voisinage d’un point donné et un mouvement aléatoire
dans le voisinage. Pour un pointX et un pas donné p, le voisinage V (X, p)
est défini comme suit
V (X, p) = Y : |X − Y | ≤ p (2.7)
où le point Y est généré aléatoirement dans le voisinage V (X, p) de X .
De plus s’il répond aux contraintes, il est appelé mouvement aléatoire
faisable, ce voisinage est noté V . La taille du voisinage est le nombre de
points Y générés dans le voisinage V de X avec un pas donné p. La per-
formance de la recherche tabou dépend de la taille du voisinage et la lon-
gueur de la liste tabou.
En partant d’une solution quelconqueX appartenant à l’ensemble des
solutions S, la recherche se déplace vers une solution Y située dans le
voisinage V par exploration itérativement de l’espace des solutions. Au
début, le vecteur pas couvre la totalité de l’espace de recherche puis il di-
minue à chaque itération.
Parmi tous les points générés dans le voisinage V de X , le meilleur est
retenu et sera le centre du prochain voisinage. Ce point est celui qui amé-
liore le plus la fonction objectif f , ou sinon celui qui la dégrade le moins.
L’algorithme a besoin d’une mémoire qui conserve la trace des dernières
solutions visitées pendant unmoment donné. Ces solutions sont déclarées
taboues, d’où le nom de la méthode. Elles sont stockées dans une liste de
longueur L fixe appelée liste taboue. Une nouvelle solution n’est acceptée
que si elle n’appartient pas à la liste taboue. Le retour vers des solutions
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déjà explorées dépendant donc de la longueur de liste taboue. Elle sera
d’autant plus difficile que cette dernière est longue. En conséquence, la
recherche sera dirigée vers des régions non explorées.
2.3 Algorithmes génétiques
Les algorithmes génétiques (AG) sont des algorithmes de recherche
inspirés des mécanismes de l’évolution naturelle des êtres vivants et de la
génétique. Les premiers travaux ont été menés par Holland en 1975 [114]
dans l’ouvrage "Adaptation of Natural and Artificial System" qui forma-
lise les algorithmes génétiques dans le cadre de l’optimisation mathéma-
tique. La parution de l’ouvrage de David Goldberg en 1989 [106]décrivant
l’utilisation de ces algorithmes pour la résolution des problèmes concrets,
a permis de mieux faire connaître ces derniers dans la communauté scien-
tifique et a marqué le début d’un nouvel intérêt pour cette technique d’op-
timisation. Ces méthodes s’attachent à simuler le processus de sélection
naturelle dans un environnement défavorable en s’inspirant de la théorie
de l’évolution proposée par Darwin en 1859 " Journal of Research in to the
Geology and Natural History". Selon ces concepts, lorsqu’une population
est soumise aux contraintes d’un milieu naturel, seuls les individus les
mieux adaptés survivent et génèrent une descendance. Au cours des gé-
nérations, la sélection naturelle permet l’apparition d’individus de mieux
en mieux adaptés au milieu naturel, au détriment de ceux se montrant
notoirement inadaptés, assurant ainsi la pérennité de l’espèce. Cette par-
ticularité de l’évolution naturelle : la capacité d’une population à explorer
son environnement en parallèle et à recombiner les meilleurs individus
entre eux, est empruntée par les algorithmes génétiques.
2.3.1 Principes : Définition et vocabulaire
Par analogie à la génétique, ces algorithmes cherchent à partir d’une
population initiale les meilleurs individus. Pour constituer les parents ap-
propriés donnant naissance à des meilleures descendances Enfants, parmi
lesquelle seront tirée les solutions acceptables du problème traité.
Chaque problème d’optimisation est caractérisé par des variables de
décision qui conditionnent les décisions à prendre, un objectif à satisfaire
et des contraintes à respecter. Contrairement auxméthodes d’optimisation
classiques, les algorithmes génétiques n’utilisent pas les variables mais
leur associe un codage particulier, les variables de décision sont prises en
compte à l’aide de caractères représentant une séquence de codes. Chaque
variable de décisions est traduite sous forme d’un gène qui peut contenir
un ou plusieurs codes, pouvant exprimer des caractères différents. La sé-
quence de code représente un individu. En d’autre terme une solution po-
tentielle connue sous le nom de chromosome. L’objectif du problème traité
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est exprimé à l’aide d’une fonction qui permet d’évaluer les chances qu’un
individu soit sélectionné ou non pas, afin de reproduire de nouvelles so-
lution. Cette fonction est la fonction d’adaptation (fitness). Les contraintes
sont prises en compte dans la fonction d’adaptation en pénalisant les in-
dividus qui violent les contraintes du problème. L’exploration de l’espace
des solutions possibles s’articule sur deux mécanismes qui cherchent à gé-
nérer de manière aléatoire de nouvelles solutions à partir de la population
de départ. Ces mécanismes sont les opérateurs génétiques : le croisement
et la mutation. Le mécanisme de sélection cherche à diriger l’exploration
en déterminant les individus ayant la plus grande probabilité d’être choi-
sis.
Afin d’expliciter le fonctionnement des algorithmes génétiques, nous
présentons dans la suite de cette section les différentes étapes d’un algo-
rithme génétique simple illustrées sur la Figure 2.2.
FIGURE 2.2 – Les principales étapes d’un algorithme génétique
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2.3.2 Codage et population initiale
Un aspect important des algorithmes génétiques est la façon dont sont
codées toutes les solutions. Les algorithmes génétiques établissent une
analogie entre l’ensemble de solutions d’un problème et l’ensemble d’in-
dividus d’une population naturelle, en codant l’information sur chaque
solution. En fonction du problème étudié, les codes utilisés peuvent être
binaires ou réels.
L’AG démarre avec une population initiale d’individus dans le codage
retenu. Le choix des individus conditionne fortement la rapidité de l’al-
gorithme. Si la position de l’optimum dans l’espace de recherche est to-
talement inconnue, il est intéressant que la population soit répartie sur
tout l’espace de recherche. Si par contre des informations à priori sur le
problème sont disponibles, il paraît évident de générer les individus dans
un espace particulier afin d’accélérer la convergence. Disposant d’une po-
pulation initiale souvent non homogène, la diversité de la population doit
être entretenue aux cours des générations afin d’explorer le plus largement
possible l’espace de recherche.
2.3.3 Evaluation de la population
Cette étape consiste à évaluer chaque solution contenue dans la popu-
lation, la mesure de performance des solutions s’appuie sur la valeur de la
fonction objectif. Cette étape permet de classer les solutions, afin de déter-
miner les solutions qui seront sélectionnées pour construire une nouvelle
population de solutions.
2.3.4 Opérateur de sélection
La sélection a pour objectif d’identifier les individus qui doivent se
reproduire. Cet opérateur ne crée pas de nouveaux individus mais iden-
tifie les individus sur la base de leur fonction d’adaptation, les individus
les mieux adaptés sont sélectionnés alors que les moins bien adaptés sont
écartés. La probabilité de sélectionner un individu donné est souvent tra-
duite par le rapport entre la valeur de sa fonction d’adaptation et la somme
de toutes les fonctions d’adaptation de la population. Il existe plusieurs
techniques de sélection, nous en développons trois : la sélection par rou-
lette biaisée (roulette wheel selection), la sélection par tournoi (tournement
selection) et la sélection par rang (ranking selection).
Sélection par roulette
Selon cette méthode, chaque chromosome est copié dans la nouvelle
population proportionnellement à sa fitness. On effectue en quelque sorte,
autant de tirages avec remise que d’éléments existant dans la population.
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Ainsi pour un chromosome particulier chi de fitness f(chi), la probabilité







FIGURE 2.3 – séléction pa rouelette.
Sélection par tournoi
La sélection consiste à tirer deux individus aléatoirement dans la po-
pulation et on reproduit le meilleur des deux dans la nouvelle population.
On répète la procédure jusqu’à ce que la nouvelle population soit com-
plète.
Sélection par rang
Il s’agit de classer la population suivant la fonction d’adaptation, chaque
individu de la population se voit accorder un rang. Plus l’individu est bon,
plus son rang est élevé. Le principe de la sélection par rang est similaire à
la sélection par roulette, la différence est que la proportion est calculée sur
les rangs et non sur la valeur de la fonction d’adaptation. L’ensemble des
individus est représenté sur un segment de droite dont les valeurs sont
comprises entre 0 et 1.
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2.3.5 Opérateur de croisement
Le croisement est le principal opérateur agissant sur la population des
parents. Il permet de créer de nouveaux individus par l’échange d’infor-
mation entre les chromosomes par leur biais de leur combinaison. La po-
pulation courante est divisée en deux sous populations de même taille et
chaque couple formé par un membre provenant de chaque sous popula-
tion participe à un croisement avec une probabilité souvent supérieure à
0.5. Si le croisement a eu lieu entre deux chromosomes parents (ch1 et ch2),
on tire aléatoirement une position de chacun des parents. On échange en-
suite les deux sous chaînes terminales de chacun des chromosomes, ce qui
produit deux enfants ch′1 et ch
′
2 comme indiqué sur la figure 2.4.
FIGURE 2.4 – Croisement standard en un seul point
Dans l’exemple de la figure 2.4, un croisement localisé à la quatrième
position a eu lieu entre les chromosomes ch1 et ch2 : il s’agit bien d’un croi-
sement en un seul point. Ainsi on peut étendre ce principe de combinaison
en choisissant non pas un seul point, mais 2, 3, etc... (croisement en mul-
tipoints). Sur la figure 2.5, un croisement en deux points est représenté.
Ce type de croisement est très efficace et peut s’étendre à n’importe
quel type de chaînes (réelles, binaire, etc...). Néanmoins certains auteurs
préfèrent utiliser dans le cas des chaînes réelles, un croisement de type
barycentre : deux gènes ch1(i) et ch2(i) sont sélectionnés dans chacun des
parents à la même position i. Ils définissent deux nouveaux gènes ch′1(i)
et ch′2(i) par combinaison linéaire :{
ch′1(i) = α× ch1(i) + (1− α)× ch2(i)




FIGURE 2.5 – Croisement standard en deux points
où α est un paramètre de pondération aléatoire qui prend généralement
ses valeurs dans l’intervalle [−0.5, 1.5] [50].
2.3.6 Opérateur de mutation
Le rôle de cet opérateur est de modifier aléatoirement la valeur d’un
gène dans un chromosome. Dans le cas du codage binaire, chaque bit ai ∈
{0, 1} est remplacé par son complémentaire ai = 1−ai. Dans l’exemple de
la figure 2.6, une mutation a eu lieu sur le cinquième gène du chromosome
ch et elle a transformé ce gène de 1 en 0.
Dans le cas d’un codage réel, on utilise principalement deux opéra-
teurs de mutation : la mutation uniforme et la mutation non uniforme (Mi-
chalewicz, 1992). En supposant fixée la probabilité de mutation pm, un ti-
rage au sort pour chaque gène xk d’un chromosome ch permet de décider
si ce gène doit être modifié ou non. Nous supposons que le gène prend ses







Pour la mutation uniforme, qui est une simple extension de la mutation
binaire, on remplace le gène xk sélectionné par une valeur quelconque x
′
k







Pour la mutation non uniforme, le calcul de la nouvelle valeur d’un gène
est un peu plus complexe. Le gène xk subit des modifications importantes
durant les premières générations, puis graduellement décroissantes au fur
et à mesure que l’on progresse dans le processus d’optimisation. Pour une
génération t, on tire au sort une valeur binaire qui décidera si le chan-








k − xk) si rand = 0
xk −∆
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si rand = 1
(2.10)
où ∆(t, y) est une fonction qui définit l’écart entre la nouvelle valeur et la
valeur initiale à la génération t et rand est un nombre aléatoire qui prend
les valeurs 0 ou 1.
FIGURE 2.6 – Schéma de mutation
2.4 L’évolution différentielle
L’évolution différentielle ("Differential Evolution", DE) est une version
améliorée des algorithmes génétiques, proposée par Price et Storn en 1995.
DE est un algorithme basé sur une population initiale comme les algo-
rithmes génétiques, il utilise les mêmes opérateurs : croisement, mutation
et sélection. La différence principale en construisant de meilleures solu-
tions est que les algorithmes génétiques se fondent sur le croisement tan-
dis que le DE se fonde sur l’opération de mutation. Cette opération princi-
pale est basée sur la différence des paires de solutions aléatoirement tirées
dans la population. L’algorithme utilise l’opération de mutation comme
un mécanisme de recherche et l’opérateur de sélection pour diriger la
convergence vers les régions éventuelles dans l’espace de recherche. DE
utilise également un croisement non uniforme qui peut prendre des para-
mètres de vecteur d’enfant d’un seul parent.
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DE démarre avec une population initiale de NP individus générée
aléatoirement. Chaque individu est représenté par un vecteur deD dimen-
sion. A chaque génération, pour chaque individu xi,g un vecteur muté est
créé selon la formule suivante :
vi,g+1 = xr1,g + F. (xr2,g − xr3,g) (2.11)
où les indices aléatoires r1,r2,r3 ∈ {1, 2, ..., NP} sont mutuellement diffé-
rents et distincts de l’indice i. F ∈ [0.5, 1] est le coefficient de mutation
qui permet de contrôler l’amplitude des mutations. Un processus de croi-
sement discret est introduit ensuite en vue d’augmenter la diversité de la
population. Il combine le vecteur muté nouvellement créé avec le vecteur
parent par la règle suivante :
uji,g+1 =
{
vji,g+1 si (randj ≤ CR) ou (j = jrand)
xji,g si (randj > CR) et (j 6= jrand)
(2.12)
où j = 1, 2, ..., D ; randj ∈ [0, 1] ; CR est la probabilité de croisement
∈ [0, 1] ; et randj est un indice aléatoire ∈ (1, 2, ..., D) qui assure que ui,g+1
ait au moins un paramètre issue du vecteur vi,g+1. Finalement, l’opérateur
de sélection compare la valeur de la fonction objectif des deux vecteurs
ui,g+1 et xi,g et le meilleur individu est sélectionné pour la population de
la génération suivante. Ce processus se poursuit, génération après géné-
ration, jusqu’à atteindre le critère d’arrêt (nombre maximal de génération
ou précision sur la valeur de la fonction objectif).
2.5 Optimisation par essaim particulaire
L’optimisation par essaim particulaire ("Particle SwarmOptimization",
PSO) (Kennedy and Eberhart, 1995) [] est issue d’une analogie avec les
comportements collectifs de déplacements d’animaux. En effet, chez cer-
tains groupes d’animaux, comme les bancs de poissons, on peut observer
des dynamiques de déplacement relativement complexes, alors que les in-
dividus eux-mêmes n’ont accès qu’à des informations limitées, comme la
position et la vitesse de leurs plus proches voisins. On peut par exemple
observer qu’un banc de poissons est capable d’éviter un prédateur : d’abord
en se divisant en deux groupes, puis en reformant le banc originel (voir fi-
gure 2.7), tout en maintenant la cohésion du banc. Ces comportements col-
lectifs s’inscrivent tout à fait dans la théorie de l’auto-organisation. Pour
résumer, chaque individu utilise, non seulement sa propre mémoire, mais
aussi l’information locale sur ses plus proches voisins pour décider de son
propre déplacement. Des règles simples, telles que " aller à la même vi-
tesse que les autres ", " se déplacer dans la même direction " ou encore
" rester proche de ses voisins " sont des exemples de comportements qui
suffisent à maintenir la cohésion du groupe tout entier, et à permettre des
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FIGURE 2.7 – Schéma de banc de poissons
comportements collectifs complexes et adaptatifs.
Kennedy et Eberhart se sont inspirés de ces comportements socio-psychologiques
pour créer PSO. Un essaim de particules, qui sont des solutions poten-
tielles au problème d’optimisation, se déplaçant sur l’espace de recherche
pour trouver l’optimum global. Le déplacement d’une particule est in-
fluencé par les trois composantes suivantes :
– une composante physique : la particule tend à suivre sa direction
courante de déplacement ;
– une composante cognitive : la particule tend à se diriger vers le
meilleur site par lequel elle est déjà passée ;
– une composante sociale : la particule tend à se fier à l’expérience de
ses congénères et, ainsi, à se diriger vers le meilleur site déjà atteint
par ses voisins.
Dans le cas d’un problème d’optimisation, la qualité d’un site de l’espace
de recherche est déterminée par la valeur de la fonction objectif en ce point.
La Figure 2.8 illustre la stratégie de déplacement d’une particule.
Dans un espace de recherche de dimension n, chaque particule i de
l’essaim est caractérisée par sa position Xi = (xi1, xi2, ..., xin) et un vec-
teur de changement de position (appelé vélocité) Vi = (vi1, vi2, ..., vin).
chaque particule garde en mémoire la meilleure position par laquelle elle
est déjà passée, que l’on note Pi = (pi1, pi2, ..., pin). La meilleure position
atteinte par toutes les particules de l’essaim est indiquée par un vecteur
Pg. Avec ces notations, les équations de mouvement d’une particule sont,
pour chaque itération iter :
V iter+1i = χ
(
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où w est le coefficient d’inertie qui permet de régler la balance entre les
phases diversification et intensification du processus de recherche. Les pa-
ramètres c1 et c2 contrôlent respectivement l’attraction à son meilleur et
l’attraction au meilleur global. Enfin, r1 et r2 sont des variables aléatoires
uniforme tirés dans [0, 1].
PSO est un algorithme à population. Il commence par une initialisa-
tion aléatoire de l’essaim dans l’espace de recherche. A chaque itération
de l’algorithme, chaque particule est déplacée suivant les équations (2.13)
et (2.14). Une fois le déplacement des particules effectué, les nouvelles po-
sitions sont évaluées. Les Pi ainsi que Pg sont alors mis à jour. Cette pro-
cédure est résumée par l’Algorithme 3.1. N est le nombre de particules de
l’essaim.
Des améliorations peuvent être apportées à cet algorithme de base,
notamment du point de vue du contrôle de la divergence. Dans la version
de base, il est possible que le déplacement d’une particule la conduise à
sortir de l’espace de recherche. Dans ce cas, on peut assister à une amplifi-
cation des rétroactions positives, qui conduit à une divergence de système.
Pour s’affranchir de ce problème, (Eberhart et al., 1996) [132] ont introduit
un nouveau paramètre Vmax qui va permettre de contrôler l’éxplosion du
système. Une étude sur le comportement de PSO suivant les valeurs de
Vmax est disponible dans (Fan et al., 2001). Dans (Clerc et al., 2002), il a été
démontré qu’une bonne convergence peut être assurée en rendant dépen-
dants les paramètres w, c1 et c2. L’utilisation d’un facteur de constriction
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permet de prévenir l’explosion de l’essaim, d’assurer la convergence, mais
aussi de s’affranchir de la définition arbitraire du paramètre Vmax.
Algorithme 3.1 : Algorithme d’optimisation par essaim particulaire.
Initialisation aléatoire des positions et des vitesses de chaque particule
Pour chaque particule i, Pi = Xi
Tant que le critèred’arrêt n’est pas atteint faire
Pour i = 1 à N faire
Déplacement de la particule à l’aide de (3.6) et (3.7)
Évaluation des positions
Si f (Xi) < f (Pi)
Pi = Xi
Fin Si






Dans ce chapitre, nous avons présenté quelques méthodes d’optimi-
sation en s’appuyant sur les caractéristiques principales des métaheuris-
tiques. Ces dérnières sont très efficaces en optimisation difficile sans avoir
besoin de modifier la structure de base de l’algorithme utilisé. Elles sont
devenues très populaires gràce à leur simplicité d’emploi dans différents
domaines. Il est à noter qu’une bonne performance nécessite souvent une
formalisation adéquate du problème posé et une adaptation intelligente
d’une métaheuristique. Malgré le succès remarquable de leur démarche,
les métaheuristiques présentent des difficultés à lesquelles est confronté
l’utilisateur dans le cas d’un problème concret comme le choix d’une mé-
thode efficace pour avoir une solution optimale et le réglage des para-
mètres qui peut être réalisable en théorie mais irréalisable en pratique. Les
chercheurs visent à surpasser ces difficultés en proposant des techniques
d’amélioration dont on cite l’hybridation des métaheuristiques. Cette hy-
bridation exploite la puissance de plusieurs algorithmes et les combine en
un seul méta-algorithme. Le chapitre suivant sera consacré à l’étude de






Ce chapitre est consacré pour la description des méthodes hybrides
proposées pour réseoudre des problèmes d’optimisation et aussi à donner
la notion de l’hybridation.
L’hybridation est une tendance observée dans de nombreux travaux réali-
sés sur les métaheuristiques ces dix dernières années. Elle permet de tirer
profit des avantages cumulés de différentes métaheuristiques, à tel point
que les métaheuristiques que nous avons vu jusqu’à présent ne sont plus
que des canevas, des points de départ, pour commencer à résoudre un
problème d’optimisation. L’hybridation consiste à combiner les caracté-
ristiques de deux méthodes différentes pour tirer les avantages des deux
méthodes. Les origines des algorithmes hybrides des métaheuristiques re-
viennent aux travaux de Glover [104]. Chacun d’eux a introduit une mé-
thode de descente simple pour améliorer une recherche évolutive. Mais à
cette période, la plupart des chercheurs n’y accordait que peu d’intérêt.
Actuellement, les métaheuristiques hybrides sont devenues plus popu-
laires car les meilleurs résultats trouvés pour plusieurs problèmes d’op-
timisation combinatoires ont étés obtenus avec des algorithmes hybrides.
L’hybridation des métaheuristiques peut être divisée en deux grandes par-
ties : hybridation des métaheuristiques avec des métaheuristiques et hy-
bridation des métaheuristiques avec des méthodes exactes.
La question qui se pose est quel type d’hybridation est le plus perfor-
mant. Pour notre cas avant de répondre a cette question ; nous proposons





Toutes les méta heuristiques que nous avons étudiées précédemment
dans le chapitre 2 ont été hybridées avec succès dans plusieurs applica-
tions.
Selon la taxonomie proposée dans [123] l’hybridation desmétaheuristiques
entre elles se fait en deux classifications principales. Une classification hié-
rarchique et une classification à plat .
3.2.1 Classification hiérarchique desmétaheuristiques
Cette classification est caractérisée par le niveau et le mode de l’hybri-
dation. Le niveau d’hybridation peut être bas (Low-Level) ou haut (High-
Level). Dans le niveau bas, une métaheuristique remplace un opérateur
d’une autre méthode qui l’englobe. Par contre, dans le niveau haut de l’hy-
bridation, chaque métaheuristique garde sa propriété au cours de l’hybri-
dation. Chaque niveau d’hybridation engendre deux modes de coopéra-
tion à savoir, le mode relais et mode
FIGURE 3.1 – Taxonomie de l’hybridation des métaheuristiques.
co-évolutionnaire. Dans le mode relais, les méthodes sont exécutées
séquentiellement, c’est-à-dire le résultat de la première méthode est le dé-
but de la méthode suivante. Quand les différentes méthodes fonctionnent
en parallèle pour explorer l’espace de recherche, on parle de mode co-
évolutionnaire. La combinaison des modes et des niveaux donne quatre
classes d’hybridation qui sont l’hybridation relais de bas niveau, l’hybri-




et l’hybridation co-évolutionnaire de haut niveau.
3.2.2 L’hybridation relais de bas niveau
Low-level Relay Hybrid. Elle englobe les métaheuristiques à base de
solution unique dans lesquelles une autre méthode est incorporée pour
former un nouvel algorithme. Pour résoudre le problème du voyageur de
commerce (Traveling Salesman Problem) et le problème de la partition de
graphe, Martin et Otto [162] ont inséré la méthode de descente dans un
algorithme de recuit simulé.
3.2.3 L’hybridation co-évolutionnaire de bas niveau
Low-level Teamwork Hybrid. Consiste à incorporer une ou plusieurs
métaheuristiques à base de solution unique dans une métaheuristique à
population de solutions. L’avantage de ce type d’hybridation est de com-
penser la puissance d’exploitation d’une recherche locale et celle d’explo-
ration d’une recherche globale. Stûtzle et Hoos [213] incorporent une fonc-
tion de recherche locale dans un algorithme de colonie de fourmis pour
résoudre le problème du voyageur de commerce et celui de partition de
graphes. Gambardella, Taillard [100] ont utilisé un algorithme de descente
dans un algorithme de colonie de fourmis pour résoudre le problème de
partition de graphes et McKendall et Shang [128] ont amélioré la méthode
proposée par Gambardella, Taillard et al. en remplaçant l’algorithme de
descente par l’algorithme du recuit simulé. Azimi [19] dans sa recherche
de résolution du problème d’agencement d’horaire d’examens a proposé
une amélioration de la solution de colonie de fourmis pour chaque cycle
en appliquant le recuit simulé. Dans un algorithme génétique, J. Suh et D.
van Gucht [110] ont remplacé l’opérateur de mutation par une recherche
de descente et C. Fleurent et Ferland [83] ont appliqué cette classe d’hy-
bridation pour résoudre le probléme de partition de graphe en remplaçant
l’opérateur de mutation d’un algorithme génétique par une recherche ta-
bou.
3.2.4 L’hybridation relais de haut niveau
High-level Relay Hybrid. Elle a lieu lorsque les métaheuristiques sont
utilisées de manière séquentielle c’est-à-dire la (ou les) solution(s) finale(s)
de la première métaheuristique est la (ou les) solution (s) initiale(s) de
la métaheuristique suivante. Dans cette procédure, toutes les méthodes
gardent leur intégrité. Talbi [217] ont introduit la recherche Tabou à la fin




il est connu d’utiliser une recherche locale pour initialiser une autre mé-
taheuristique, Azimi a utilisé deux hybridations de type relais de haut
niveau pour résoudre le probléme d’agencement d’horaires d’examens.
Premièrement, il a initialisé les phéromones des colonies de fourmis par
FIGURE 3.2 – Exemple d’une hybridation relais de haut niveau.
la recherche Tabou puis il a pris la solution trouvée par les algorithmes
de colonie de fourmis comme une solution initiale d’une recherche Tabou.
Pour résoudre le problème d’assignation quadratique, Lin, Kao et al. dans
[156], proposent une hybridation où la méthode du recuit simulé crée une
population initiale pour un algorithme génétique.
Dans le cas de l’hybridation co-évolutionnaire de haut niveau (High-level
Teamwork Hybrid), les métaheuristiques utilisées travaillent en parallèle
en échangeant des informations entre elles afin de trouver la solution op-
timale du problème posé. L’exemple le plus populaire est celui de l’algo-
rithme génétique basé sur le modèle insulaire proposé par Tanese [52].
Pour cette hybridation, la population est divisée en sous-populations ré-
parties sur les sommets d’un hypercube dont lesquels un algorithme gé-
nétique est lancé. Chaque sommet correspond à une zone de recherche de
solutions et périodiquement, des individus migrent entre les sommets en
contribuant à trouver les solutions optimales
Dans [33], Ghédira et Hammami ont fait appel à cette hybridation
pour résoudre le problème de partitionnement de graphe. Ils ont utilisé
la recherche Tabou et le recuit simulé de telle sorte qu’à chaque intervalle
régulier, les deux méthodes échangent des informations pour trouver la
meilleure solution. Notons qu’il existe d’autres travaux basés sur cette hy-
bridation en utilisant des recuits simulés , des recherches tabou ,la pro-




FIGURE 3.3 – Exemple de modèle insulaire des Algorithmes géné-
tiques.
vaux, il a été démontré que les résultats ne sont plus performants si les
métaheuristiques n’échangent pas d’informations.
3.2.5 Classification à plat des métaheuristiques
La classification à plat des métaheuristiques est caractérisée par le type
des méthodes hybridées, leur domaine d’application et la nature de leurs
fonctions. Selon le type d’hybridation, on trouve des méthodes hybridées
homogènes où les algorithmes utilisés se basent sur la même métaheuris-
tique comme le modèle insulaire et des méthodes hybridées hétérogènes
où les métaheuristiques utilisées sont différentes. Le modèle proposé dans
[52] est une hybridation de haut niveau co-évolutionnaire hétérogéne. Le
domaine d’application des métaheuristiques hybridées permet de distin-
guer deux grandes classe d’hybridation, les hybridations globales et les
hybridations partielles. L’hybridation globale a lieu lorsque toutes les mé-
thodes hybridées sont appliquées à la totalité de l’espace de recherche.
Toutes les méthodes que nous avons étudiées précédemment sont des hy-
bridations globales. A l’opposé, l’hybridation partielle décompose un pro-
blème en sous-problèmes où chacun a son propre espace de recherche.
Dans ce contexte, Taillard [20] propose une décomposition du problème
de routage de véhicules en appliquant la recherche Tabou. L’idée est de
diviser l’ensemble des villes à visiter en secteurs indépendants dont cha-
cun représente un espace de recherche. Dans un autre article, Taillard et
Voss [20] ont suggéré une méthode pour créer des sous- problèmes à par-




d’une méthode exacte. Selon le problème traité, Talbi distingue deux types
d’hybridation, une hybridation généraliste et une hybridation spécialiste.
On parle d’hybridation généraliste quand toutes les métaheuristiques hy-
bridées traitent le même problème d’optimisation. Toutes les hybridations
que nous avons citées dans la classification hiérarchique font partie de
cette catégorie. A l’inverse, les hybridations spécialistes ont lieu lorsque
chaque métaheuristique traite un probléme différent. Un exemple de ce
type est l’utilisation d’une métaheuristique pour initialiser les paramètres
d’une autre métaheuristique. Krueger [146] optimise les paramètres d’un
recuit simulé à l’aide d’un algorithme génétique. Abbattista [176] optimise
ceux d’un algorithme de colonie de fourmis à l’aide d’un AG et Shahookar
et Mazumder [42] optimisent les paramètres d’un algorithme génétique à
l’aide d’un autre algorithme génétique.
3.3 Hybridationmétaheuristiques/méthodes
exactes
L’hybridation des métaheuristiques avec les méthodes exactes a été
moins usuelle que l’hybridation métaheuristique/métaheuristique car la
plupart des chercheurs la considérait assez inutile. En ces derniers temps,
cette hybridation commence à s’étendre et un grand nombre d’articles a
été publié concernant cette étude. Dans [219], Talbi a généralisé sa taxo-
nomie aux méthodes exactes de sorte que la classification hiérarchique
est applicable à ce genre d’hybridation. La classe d’hybridation relais de
bas niveau (LRH) est plus efficace en ayant une métaheuristique hybridée
avec une méthode exacte. Un exemple de ce type est proposé par Augerat
[17] en utilisant un algorithme de Branch and Cut et une recherche ta-
bou pour résoudre le problème de tournée de véhicule avec contraintes de
capacité. La classe d’hybridation co-évolutionnaire de bas niveau (LTH)
regroupe une métaheuristique à base de population dont laquelle un opé-
rateur est remplacé par une méthode exacte. Cotta [55] proposent une hy-
bridation entre un algorithme génétique et la méthode exacte Branch and
Bound qui remplace l’opérateur de recombinaison. Pour résoudre le pro-
blème du voyageur de commerce, Jahuira propose des hybridations entre
un algorithme génétique et une méthode exacte. Ici, l’opérateur de recom-
binaison est remplacé par un algorithme de Branch and Bound et la po-
pulation initiale est choisie à l’aide d’un arbre de recouvrement minimal
engendré d’une manière exacte. Une autre hybridation de cette classe a
été proposée par Kostikas et Fragakis . Il s’agit d’implanter un algorithme
de programmation génétique dans un algorithme de Branch and Bound
pour générer la sélection des noeuds à explorer. La classe LTH concerne
aussi toutes les métaheuristiques basées sur l’exploration du voisinage
où une méthode exacte intervient pour trouver la (ou les) meilleure so-




bléme de voyageur de commerce. Dans la classe d’hybridation relais de
haut niveau (HRH), les métaheuristiques et les méthodes exactes hybri-
dées sont réalisées séquentiellement en gardant leur propriété. Bent et
Van Hentenryck ont utilisé cette hybridation pour résoudre le problème
de tourné de véhicule en minimisant le nombre de véhicules par le re-
cuit simulé puis en optimisant la fonction objectif de chaque tournée par
une recherche exacte dans un voisinage. Un autre exemple est la réso-
lution du problème Flow-Shop proposée par Portmann [178]. L’hybrida-
tion co-évolutionnaire de haut niveau (HTH) est difficile à réaliser entre
une méthode exacte et une métaheuristique car chaque approche résout
un problème différent puis, un échange d’information est indispensable
entre elles. Dans ce contexte, Chabrier [59] ont hybridé une recherche lo-
cale avec un algorithme de Branch and Price pour résoudre le problème
de tournées de véhicules. L’exécution des méthodes s’effectue en parallèle
tout en gardant une communication entre les méthodes. Pour la classifica-
tion à plat, Talbi considére que les mêmes étapes qu’en hybridation méta-
heuristique/métaheuristique sont applicables à l’hybridation métaheuris-
tique/méthodes exactes. Dans [28], Puchinger et Raid proposent une autre
classification pour l’hybridation des métaheuristiques avec les méthodes
exactes. Ils divisent les méthodes hybridées en deux grandes classes, les
hybridations collaboratives et celle intégratives. Dans l’hybridation col-
laborative, les deux approches communiquent entre elles en échangeant
des informations séquentiellement ou parallèlement. L’hybridation seque-
tielle a lieu quand une méthode exacte initialise une métaheuristique ou
vice-versa. Applegate, Bixby [11] ont proposé une collaboration séquen-
tielle pour résoudre le problème du voyageur de commerce en utilisant
une recherche locale pour créer un ensemble de solutions puis un algo-
rithme exact pour désigner la solution optimale. Dans [108], Klau, Lju-
bic et al. ont hybridé un algorithme mémétique avec la méthode Branch
and Cut tel que le but de ce dernier est d’optimiser les solutions trou-
vées par l’algorithme mémétique. Feltl et Raidi ont utilisé la solution d’un
programme linéaire d’une fonction pour sélectionner la population ini-
tiale d’un algorithme génétique. Pour résoudre le probléme d’ordonnan-
cement de projet, Palpant, Artigues et al. [3] ont appliqué une métaheu-
ristique pour construire la solution de départ puis un algorithme exact
trouve une solution optimale. Applegate a utilisé cette stratégie pour ré-
soudre les problèmes de Job-Shop. Quant à l’hybridation collaborative pa-
rallèle, elle a lieu quand la communication entre lesmétaheuristiques et les
méthodes exactes s’effectue parallèlement. Pessan [226] présente une mé-
thode d’hybridation d’un algorithme génétique avec la méthode Branch
and Bound. L’idée est d’accélérer la résolution d’un problème par Branch
and Bound et de réduire l’espace de recherche par l’algorithme génétique.
La méthode la plus célébre de cette classe est celle créée par Talukdar [224]
pour résoudre des problèmes de type asynchrone ouAsynchronous Teams




connectées à un réseau dirigé fortement cyclique. Chacun des agents est
un algorithme d’optimisation approché ou exact qui peut travailler sur
le probléme à résoudre. Une population d’individus est contenue dans
la mémoire et les différents agents peuvent ajouter, détruire ou modifier
des individus. Plusieurs travaux d’hybridations collaboratives parallèles
sont issus de ce principe. Souza [4] a employé cette stratégie pour ré-
soudre le problème du voyageur de commerce. Talukdar [224] l’ont uti-
lisée pour le probléme de planification d’atelier pour le problème de pla-
nification d’horaires. Dans l’hybridation intégrative, l’un des algorithmes
(métaheuristique ou exact) est intégré dans l’autre, c’est-à-dire qu’une mé-
taheuristique est intégrée dans une méthode exacte ou inversement. Pour
résoudre un probléme combinatoire de façon exacte, une méthode exacte
est incorporée dans une métaheuristique. Burke, Cowling, dans [174], pro-
posent une méthode de recherche locale incorporant un algorithmeexact
pour résoudre le problème du voyageur de commerce. Raidl, Chu et Beas-
ley présentent un algorithme génétique dont une méthode exacte est inté-
grée pour créer la population initiale ainsi que pour réparer les solutions
non-réalisables. Congram et Potts, dans [1], proposent une méthode qui
utilise la programmation dynamique dans un algorithme de recherche lo-
cale. Cotta et Troya [2] intégrent Branch and Bound dans un algorithme
évolutif pour trouver le meilleur croisement possible entre deux indivi-
dus sans avoir besoin d’appliquer une mutation, comme on trouve cette
intégration pour décoder les chromosomes de certains algorithmes. Inver-
sement, on peut intégrer une métaheuristique dans une méthode exacte.
Khichane , remplace la procèdure de recherche arborescente par un algo-
rithme de colonies de fourmis où chaque fourmi satisfait les contraintes
du problème posé. Woodruff [238] dans son article intégre la recherche ta-
bou dans Branch and Bound à chaque noeud de l’arbre pour trouver les
meilleures solutions. Pour résoudre le problème de satisfiabilité maximale,
French [97] ont proposé d’hybrider un algorithme génétique avec Branch
and Bound. Au début, ils utilisent Branch and Bound pour créer la popula-
tion initiale de l’algorithme génétique jusqu’à atteindre un certain critère
et, à ce moment, l’algorithme génétique est lancé. Une fois terminé, les
solutions trouvées sont insérées dans l’arbre de Branch and Bound qui re-
prend son exécution. Une autre hybridation entre les métaheuristiques et
les méthodes exactes a été récemment proposée par Dumitrescu [77]. Cette
classification n’est pas de type taxinomie. Elle fait la séparation selon l’ob-
jectif de la méthode utilisée pour l’hybridation. Dimistrescu et Stútzle pro-
posent la classification suivante : -Utilisation d’une méthode exacte dans
une recherche locale pour une exploration intensive du voisinage.
-Utilisation des solutions approchées de bonne qualité pour réduire
l’espace de recherche d’une méthode exacte.




-Utilisation des informations récoltées par une méthode exacte pour
orienter un algorithme de recherche locale ou globale.
-Utilisation d’une méthode exacte pour une fonction spécifique de la
métaheuristique.






L’optimisation des structures est un processus essentiel dans la concep-
tion de systèmes d’ingénierie mécanique (génie civil, de l’aérospatiale, de
l’automobile ...). Les industriels ne veulent pas seulement améliorer les
performancesmécaniques des pièces qu’ils conçoivent mais ils cherchent à
optimiser leur poids, leur taille et également les coûts de production. En ef-
fet, pour résoudre ce type de problème, les algorithmes Meta-heuristiques
robustes, qui nous permettent de réduire le coût de fabrication de la struc-
ture mécanique ainsi de maximiser le cycle de vie de la structure. Bien
que les méthodes évolutives inappropriées sont plus difficiles à appliquer
à des modèles mécaniques complexes en raison de calcul exponentielle
du temps. Il est connu que les algorithmes DE ou GA sont très efficaces
pour les problèmes difficiles, mais leur inconvénient est la consommation
de temps. Comme ils sont très lourds et trop gourmand, Nous avons eu
l’idée d’hybridation des deux algorithmes DE et GA par optimisation par
essaim de particules. Cette expérience, a remarqué une grande améliora-
tion, et elle est obtenue au niveau de la fonction objectif et aussi pour la mi-
nimisation de temps de calcul. Cependant, notre hybridation est une idée
originale, car elle est un moyen de travail nouveau et différent de l’exis-
tant, nous expliquons l’avantage de l’hybridation. Ils sont généralement
trois méthodes : hybridation en série , l’hybridation parallèle ou hybrida-
tion d’insertion. Nous avons opté pour l’hybridation d’insertion car elle
est nouvelle et très efficace.
3.4.1 Hybridation de GA _ PSO
L’hybridation des algorithmes évolutionaires est une technique récente
et bien efficace dans le cas des problèmes NP difficiles.
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La technique d’hybridation adoptée dans notre travail est celle de l’hybri-
dation en insertion décrtite par la suite.
Dans cette partie, nous allons discuter la structure de notre algorithme
GA-PSO comme il est indiqué sur l’algorithme en dessous.
L’algorithme génétique comme nous avons décrit précédemment est formé
par trois parties principales : la séléction, le croisement, et la mutation. Son
inconvenient est qu’il est un peu lent quand la taille de la population de-
vient grande. En effet ; l’idée d’hybridation en insertion est venue pour
minimiser le temps de calcul et aussi pourquoi ne pas améliorer les résul-
tats de la fonction objectif.
Cependant nous avons choisi d’hybrider les deux algorithmes heuristiques
GA et PSO en insérant le PSO dans le GA. En d’autre terme à la place de
faire la dernière étape de la mutation on la remplace par les mécanismes
du PSO.
Par conséquent L’algorithme est récupéré en deux étapes :
Processus GA -Génération de la population initiale ;
-Séléction.
-Croisement.
Processus PSO -Recherche en voisinage de la meilleurs position.





Génerer une population initiale de taille N
Répeter
Pour i = 1 Jusqu’à N Faire
Evaluer la fonction coût de chacun des N individus.
Classer les sur la base de leurs fonctions coûts.
Sélection
Si F (−→x i) > Fbesti Donc




Pour Les meilleurs N individus, Appliquer le croisement de
deux parents et les mettre à jour.
Les meilleurs N individus.
Fin pour.
Pour
A la place de GA-Mutation Nous appliquons la méthode PSO
Fin pour
2- Méthode PSO
Appliquer les opérateurs PSO (vitesse et position de mises à
jour)
Pour la mise à jour des N individus atteints.
La mise à jour de vitesse et positions des particules
V Newid = w× V
Old
id + c1× rand× (pid− x
Old







avec c1 = c2 et w = [0, 5 + rand].
Jusqu’à ce que le critère d’arrêt soit atteint.
FIGURE 3.4 – Etapes d’algorithme hybride GA_PSO
3.4.2 Hybridation de DE _ PSO
L’hybridation des deux algorithmes DE et PSO se résume dans l’algo-
rithme suivant :
Algorithme de DE_PSO
1. Génération de la population initiale. Le DE génère une population ini-
tiale des particules.
2. Évaluation de la fonction coût. Évaluer l’aptitude de chaque individu
dans cette population.
3. Effectuer les opérateurs DE pour toutes les particules. Nous introdui-
sons l’algorithme PSO pour obtenir cette équation :
Vi = g+ 1, G+ C (Pi, g - (Xi +1- Xi) / 2).
Avec C = rand (C1, C2).
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4. Critères de licenciement. Nous nous arrêtons le processus lorsque l’op-
timum est obtenu.
Validation et comparaison avec d’autre méthodes
Dans cette section, nous présentons les résultats numériques obtenus
par les algorithmes proposés GA_PSO et DE_PSO, pour des fonctions test.
L’intérêt est de montrer que DE_PSO donne des résultats meilleurs pour
la majorité des fonctions tests utilisées. Une variété des fonctions tests
sont utilisées ; des fonctions unimodales (exemple : fonction sphère) et des
fonctions multimodales (exemple : fonction de Rastrigin). Pour ces pro-
blèmes, la minimisation des fonctions tests choisies, sont sans contraintes








































































































































































































































































































































































































































































































Function GA PSO GA_PSO DE DE_PSO
Camel -1.0316 -1.0316 -1.0316 -1.0315 -1.0316
Du joint 9.98E-04 4.70E-07 2.19E-08 2.19E-08 2.20E-08
Ratrigin 5.05E-04 0 7.10E-06 7.10E-06 7.05E-06
Shekel4_5 -10.1514 -10.1532 -10.1532 -10.1532 -10.1532
Shekel4_7 -10.4006 -10.4029 -10.4029 -10.403 -10.401
Shekel4_10 -10.5316 -10.5364 -10.5364 -10.536 -10.53
Shubert1 -12.8704 -12.8709 -12.8709 -12.8609 -12.8708
Shubert2 -186.7214 -186.731 -186.7309 -186.7309 -186.731
Shubert3 -2.71E+03 0.2909 -2.70E+03 -2.70E+04 -2.80E+04
Shubert4 -3.93E+04 1.7992 -3.93E+04 -3.95E+04 -3.40E+04
TABLE 3.2 – Comparaison de la fonction cout
Function GA PSO GA_PSO DE DE_PSO
Camel 0.241154 0.241154 0.0570735 0.107345 0.0101335
Du joint 0.17825 0.17825 0.073371 0.13371 0.0102372
Ratrigin 0.242241 0.242241 0.030299 0.108931 0.0107831
Shekel4_5 0.297276 0.297276 0.0223916 0.246789 0.0206309
Shekel4_7 0.332279 0.332279 0.0132591 0.567892 0.0467002
Shekel4_10 0.341914 0.341914 0.0756867 0.300086 0.0200498
Shubert1 0.122546 0.122546 0.0018184 0.102344 0.0100694
Shubert2 0.174803 0.174803 0.0277368 0.12886 0.011142
Shubert3 0.172186 0.172186 0.0239335 0.123437 0.0122457
Shubert4 0.178999 0.178999 0.038155 0.13 0.012095
TABLE 3.3 – Comparaison de temps de calcul
Les tableaux de comparaison des résultats montrent que les méthodes
hybrides sont meilleures ; la méthode DE_PSO est meilleure que la mé-
thode GA_PSO.
3.4.3 Hybridation de GA _ PSO_NBI
Cette partie du chapitre est consacrée pour l’hybridation des algo-
rithmes métaheuristique GA_PSO avec la méthode NBI. NBI a un certain
nombre d’avantages par rapport aux autres méthodes existantes, y com-
pris une garantie de la propagation de points dans l’ensemble de Pareto.
NBI utilise une paramétrisation géométrique pour produire une réparti-
tion équilibrée de points sur le front de Pareto, en donnant une image
précise de la surface totale. Il est généralement possible de trouver un en-
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semble de poids tels que le point qui minimise une somme pondérée des
objectifs.
De même, il est généralement possible de définir un problème de pro-
grammation pour lequel le point NBI est une solution optimale. NBI peut
également traiter les problèmes où la surface de Pareto est discontinue ou
non lisse, contrairement aux techniques d’homotopie. Malheureusement,
un point produit par NBI ne peut pas être un Point de Pareto si la li-
mite de l’ensemble obtenu dans l’espace contenant les points de Pareto est
non convexe ou «plié» (ce qui arrive rarement dans les problèmes décou-
lant de applications réelles). Dans cet section, nous proposons la méthode
d’intersection de la frontière Normal (NBI) , qui a l’avantage de produire
une répartition équilibrée des points Pareto. NBI fonctionne en transfor-
mant le problème d’optimisation multi-objectif en un ensemble de sous-
problème de programmation non linéaire. NBI exige que les minimiseurs
FIGURE 3.5 – Interpretation géometrique de NBI
individuels des différentes fonctions dès le départ, ce qui peut également
être considéré comme un inconvénient. La formulation, cependant, doit
être interprétée sous une autre façon. Au lieu d’une fonction objectif, nous
avons des fonctions objectif que nous voulons minimiser sous contraintes.
Puisque certaines des fonctions objectif peuvent entrer en conflit avec les
autres, on doit trouver un compromis approprié en fonction des priorités
de l’utilisateur. La situation idéale serait l’existence d’un vecteur x* avec
(f1(x
∗), ..., fℓ(x
∗)) = (f∗1 , ..., f
∗
ℓ )
dont chaque f∗i , i = 1, · · · , n, est la valeur minimale de l’individu corres-
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pondant au problème scalaire
{
Minimiser fi(x)
sujet à x ∈ S
(3.1)
pour i = 1, · · · , n. Mais bien sûr, c’est une situation idéale car normale-
ment l’individu minimum f∗i sera atteint aux différents points. NBI fonc-
tionne essentiellement pour résoudre demanière séquentielle un ensemble




sujet à Φw + tnˆ = F (x)− f∗,
x ∈ S
(3.2)
Φ la ℓ× ℓ la matrice dans laquelle ie colonne on aF (x∗i )− f
∗, où f∗ est
le vecteur contenant les minima individuelle des objectifs (par exemple,
le point de l’utopie ou de l’ombreminimum) et x∗i est le minimiseur des
objectifs fi. w est un vecteur des poids de telle sorte que
ℓ∑
i=1
wi = 1, wi ≥ 0
et nˆ est le sens quasi-normalequi comporte des éléments négatifs, c’est à
dire les points à l’origine. Φw définit un point sur la convexe du Minima
(CHIM). L’ensemble des points deRn qui sont des combinaisons convexes
de f∗i − f
∗, soit {Φw}, est dénommé CHIM.
Exemples numériques
Pour valider notre méthode hybride, nous proposons les exemples nu-
mériques suivant :















f2(x) = 3x1 + 2x2 − x3/3 + 0.01(x4 − x5)
3
Sous les contraintes :
x1 + 2x2 − x3 − 0.5x4 + x5 = 2













Le schéma suivant illustre le front de pareto qu’on a obtenu par laméthode
GA_PSO_NBI.
Exemple 2 :
Pour évaluer la performance de l’approcheGA-PSO-NBI pour résoudre
des problèmes d’optimisation multi-objectif, un problème qui aborde les
aspects de référence multimodaux fonctions objectifs et la notion d’opti-
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FIGURE 3.6 – Front de Pareto par la méthodes GA_PSO_NBI
mum de Pareto local est proposée. Ce problème a été choisi pour estimer
la capacité de notre approche GA-PSO-NBI pour échapper à la conver-
gence possible à une frontière de Pareto optimal local.


Minimiserf1(x1, x2), f2(x1, x2
f1(x1, x2) = sin (x1Π/2)
f2(x1, x2) = ((1− exp (−(x2 − 0.1)
2/0.0001)) + (1− 0.5 exp (−(x2 − 0.8)
2/0.8)))/ arctan (100x1)
Sous les contraintes :




FIGURE 3.7 – Front de Pareto par la méthode GA_PSO_NBI
3.4.4 Hybridation de DE _ PSO_NNCM
Dans cette partie nous avons étudié les mêmes exemples avec notre
méthode DE_PSO_NNCM et nous avons constaté qu’elle donne des ré-
sultats meilleurs que la méthode précédente.
FIGURE 3.8 – Front de Pareto par la méthode DE_PSO_NNCM
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FIGURE 3.9 – Front de Pareto par la méthode DE_PSO_NNCM
3.5 Conclusion
Dans ce chapitre, nous avons présenté un diaporama sur les algor-
tithmes évolutionnaires heuristiques.
Certes les méthodes sont trés variées mais les deux méthodes Hybrides
que nous avons utilisées sont choisies vue leur rapidité et leur efficacité de
résolution. Pour une recherche globale on a couplé le PSO en insertion au
niveau des GA et en série au niveau de DE pour donner un souffle rapide ;
qui minimisera par la suite le temps de calcul ainsi l’amélioration de la
fonction coût (objectif).
Nous avons jugé que l’hybridation est la meilleure solution dans les cas
d’optimisation des systèmes. Les tableaux de comparaison des résultats






L’optimisation mono-objectif des structures soulève depuis plus de
deux décennies le plus vif intérêt. Encore trop peu appliquée aux tech-
niques classiques de bureaux d’études, elle s’y intègre progressivement
au fur et à mesure que s’accroît sa robustesse. Parti des problèmes les plus
simples, le champ d’application de l’optimisation structurale s’étend au-
jourd’hui à de nouveaux défis toujours plus intéressants [147]. La détermi-
nation de formes adéquates des composants structuraux est un problème
de première importance pour l’ingénieur. Dans tous les domaines de la
mécanique des structures, l’impact de la bonne conception d’une pièce est
très important sur sa résistance, sa durée de vie et son utilisation en ser-
vice. Ce défi est quotidien dans les secteurs de pointe tels que la recherche
spatiale, électronique, l’aéronautique, l’automobile, la construction navale,
la mécanique de précision et les ouvrages d’art en génie civil [136]. Le dé-
veloppement de l’art de l’ingénieur requiert des efforts considérables pour
améliorer sans cesse les techniques de conception des structures. L’opti-
misation intervient de façon primordiale dans l’augmentation des perfor-
mances soit de masse, de position ou de coût. Ce chapitre est consacré
aux problèmes mono-objectifs dans le domaine de la mécatronique. Ces
travaux abordent le problème des cartes électroniques, qui ont été traités
dans le cadre de la collaboration avec les deux laboratoires LERMA et le
ERD3M à l’EMI.
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4.2 Optimisation des cartes électroniques
4.2.1 Optimisation de la position de la vis d’une carte
électronique
Introduction
Les systèmes électroniques embarqués jouent un rôle très important
dans plusieurs domaines, tels que l’industrie automobile, l’aéronautique,
les télécommunications, le secteur médical... etc. Afin d’assurer leurs fonc-
tionnements, les systèmes électroniques doivent être fiables. Toutefois, l’un
des plus grands problèmes des systèmesmécatroniques embarqués concerne
l’évaluation de leur fiabilité. Les systèmes mécatroniques sont sujets à une
dégradation liée à des modes de défaillance multiples selon les techno-
logies utilisées et les conditions d’utilisation. L’utilisation simultanée de
plusieurs technologies augmente les risques de dysfonctionnement des
systèmes mécatroniques. Afin d’obtenir des systèmes dans lesquels les
utilisateurs placent une grande confiance, des études de sûreté de fonc-
tionnement, et en particulier de fiabilité, doivent être menées tout au long
du cycle de développement ou de vie du système : de la spécification jus-
qu’à la validation et à la mise en exploitation. L’objectif de ce travail est
d’appliquer une nouvelle méthode hybride d’optimisation GA_PSO à une
plaque électronique pour trouver la position optimale de sa cinquième vis
de fixation qui assure sa fiabilité.
Modèle de simulation
La défaillance du circuit imprimé (PCB) est un point crucial pour as-
surer la fiabilité des cartes électroniques. Dans cette étude, la modélisation
mécanique du PCB est réalisée par l’outil de calcul ANSYS et le code d’op-
timisation est implémenté sousMatlab. Ce travail vise d’une part l’analyse
de la réponse du PCB pour une meilleure compréhension du comporte-
ment thermomécanique mis en jeu, et d’autre part la détermination de la
position optimale de la vis qui minimise la déformation de la carte élec-
tronique.
Modélisation géométrique
Le modèle géométrique, Figure 4.1, est une carte électronique embar-
quée sous forme d’une plaque rectangulaire avec quatre couches de cuivre
(CU) et trois couches de composite FR4. Elle est encastrée par cinq vis
comme le montre la figure 4.2. Elle est soumise à une température uni-
forme T . Un modèle en éléments finis 2D est développé. Les propriétés
de ces matériaux sont données au Tableau 4.1. L’intérêt de l’utilisation du
modèle local réside dans la réduction du temps de calcul. Les conditions
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aux limites sont introduites dans la modélisation.
FIGURE 4.1 – Modèle géométrique
Maillage
La figure 4.2 présente le maillage utilisé pour la simulation thermomé-
canique de la carte électronique.
Propriétés des matériaux
Les propriétés des matériaux constituant la structure étudiée sont pré-
sentées dans le tableau 4.1.
Propriétés des matériaux FR4 Cu
Module de Young (GPa) 17 115
Coefficient de Poisson 0.39 0.31
Densité (Kg/m3) 1800 8890
CTE (mm/K) 18 17
Module de cisaillement (GPa) 2.4 44
TABLE 4.1 – Propriétés des matériaux
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FIGURE 4.2 – Maillage
Conditions aux limites et chargement
La structure est encastrée par 4 vis aux 4 coins et par une cinquième
vis avec une position qui change aléatoirement pour trouver la position
optimale qui minimise la déformation du PCB. La structure est soumise à
une température constante.
Calcul du déplacement maximal
Le calcul de la déformation du circuit imprimé en figure 4.3 indique la
zone fortement déformée. La position de la cinquième vis du PCB est alors
caractéristique puisque le déplacement maximal se produira autour cette
zone. Une identification de cette position caractéristique a été réalisée afin
d’alimenter le modèle d’optimisation.
97
4.2. OPTIMISATION DES CARTES ÉLECTRONIQUES
FIGURE 4.3 – Déplacement maximal
Modèle mathématique
Pour cette application, nous cherchons la position optimale de la cin-
quième vis de fixation de la plaque embarquée. La plaque est soumise à




Minimiser f(x) = Dmax(x, y)
sous les contraintes
10 ≤ x ≤ 160
15 ≤ Y ≤ 121
(4.1)
la méthodologie adoptée pour réaliser le couplage entre matlab et Ansys
pour trouver les paramètres géométriques optimaux de la plaque électro-
nique étudiée est schématisée ci-dessous .
Résultats et discussion
Les résultats obtenus avec laméthode d’optimisation présentée ici sont
comparés dans le tableau 4.2 avec les résultats déterministes. Nous no-
tons que laméthode d’optimisation heuristique donne de bons résultats en
comparaison avec la méthode déterministe et permet à notre carte électro-
nique un bénéfice de déplacement de 0,003. Cet avantage permet une plus
longue vie à la carte électronique et également pour les composants élec-
troniques qui sont placés dans la carte électronique. La figure 4.5 montre
le maillage de la carte électronique de la position optimale.
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FIGURE 4.4 – Méthodologie de l’optimisation fiabiliste
FIGURE 4.5 – Maillage avec la position optimale
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Déplacement maximal 0.01 0.007
TABLE 4.2 – Comparaison des résultats déterministes et évolution-
naires
La figure 4.6 montre le déplacement maximal de la carte électronique
avec la position optimale.
FIGURE 4.6 – Déplacement maximal avec la position optimale
100
4.2. OPTIMISATION DES CARTES ÉLECTRONIQUES
Concluion
Dans ce travail, la modélisation mécanique de la carte électronique est
réalisée pour prévoir son déplacement maximal. Grâce à ce travail, nous
visons d’une part à étudier le déplacement maximal de la structure sous
une charge thermique. D’autre part, à l’aide d’un couplage du calcul par
éléments finis et un algorithme d’optimisation [? ] au moyen d’un procédé
hybride pour trouver la position optimale de la cinquième vis qui mini-
mise le déplacement maximal de la carte électronique pour augmenter sa
durée de vie espérance. Dans ce travail, nous avons montré que notre mé-
thode donne de bons profits en utilisant le couplage d’un logiciel de calcul
de chiffre et de la simulation et un outil de programmation. Nous avons
l’intention d’examiner d’autres simulations en plaçant des composants sur
la plaque et tester si le déplacement influe sur celle-ci
4.2.2 Optimisation du joint de brasure
Introduction
L’optimisation est devenue aujourd’hui un élément vital pour toutes
les industries dans tous les domaines et l’utilisation d’algorithmes heuris-
tiques a aidé à résoudre et surmonter de nombreux problèmes complexes
qui ont été rencontrés. Dans cette étude, nous avons décidé d’utiliser l’hy-
bridation de deux algorithmes : l’optimisation par essaim de particules et
évolution différentielle afin d’optimiser la durée de la brasure d’une carte
électronique [215]. Il est bien connu que les systèmes électroniques embar-
qués jouent un rôle majeur dans plusieurs domaines, tels que l’automo-
bile, l’aérospatiale, les télécommunications, le médical ... etc. Pour assurer
un fonctionnement correct et sûr, les systèmes électroniques doivent être
fiables. Cependant, l’un des principaux problèmes des systèmes mécatro-
niques à bord est l’évaluation de leur fiabilité. Les causes de l’échec de
ces systèmes sont multiples. Ils subissent de nombreuses contraintes de
nature thermique extrême (variations de température), mécanique (chocs,
vibrations) ... etc. Le mode de défaillance est observée en raison de cyclage
thermique. En effet, lors du processus de production, les composants élec-
troniques sont soumis à des températures allant de 250 ˚ C à -50 ˚ C. En
outre, durant leur cycle de vie, les composants des systèmes embarqués
sont soumis à des conditions de fonctionnement et des températures de
l’environnement extérieur qui peuvent varier de -40 ˚ C à 150 ˚ C [70].
Ces cycles de température provoquent une déformation plastique dans
les joints de soudure de composants de la carte électronique. Ces défor-
mations plastiques peuvent provoquer l’apparition de fissures de fatigue
et de joints de soudure des fractures. Cette perturbation entraîne une dé-
faillance mécanique du composant de la carte électronique et une panne
électrique des systèmes électroniques complets.
Cette étude vise principalement à prévoir la résistance à la fatigue des
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joints de soudure en utilisant la simulation numérique par la méthode des
éléments finis. L’optimisation est utilisée dans cette étude pour trouver
une géométrie optimale de joint de soudure qui maximise la durée de
vie de la fatigue. Dans ce travail, nous présentons une nouvelle méthode
hybride d’optimisation par les algorithmes heuristiques pour évaluer la
fiabilité de la carte électronique en simulant le comportement thermo-
mécanique. Un modèle de simulation par éléments finis est développé
pour étudier les déformations maximales en raison de la température, un
couplage mécano-informatique est utilisé pour trouver la structure op-
timale. Pour effectuer correctement leurs fonctions, les systèmes électro-
niques doivent être fiables. Cet algorithme puissant et robuste qui repose
sur l’hybridation de l’algorithme évolutionnaire différentiel avec l’optimi-
sation par essaim de particules PSO donne des résultats intéressants [132].
Modèle de simulation de la carte électronique
La carte électronique est composée d’un type de micro-contrôleur 256
broches PLCC (Plastic Quad Flatpack) placé sur un circuit imprimé. Les
joints sont en aile de mouette soudé sur le PCB (Printed Circuit Board) par
une soudure sans plomb nommé SAC305 (96,5% d’étain, 3% d’argent et
0,5% de cuivre). Le modèle 2D par les éléments finis de la zone critique est
développé, ce joint de soudure le plus sollicité par la charge thermique. Le
modèle géométrique (figure 4.7) se compose d’une plaque de circuit im-
primé (PCB) en FR4, une composante dans une résine EPOXY, une broche
en cuivre et une soudure dans SAC305.
La figure 4.8 montre le maillage utilisé pour la simulation thermoméca-
FIGURE 4.7 – Modèle géometrique
nique de la brasure de la carte électronique. notre intérêt se concentre sur
le joint de soudure, le maillage est raffiné dans cette zone particulière.
Les propriétés des matériaux constituant la structure étudiée sont présen-
tées dans le tableau 4.3.
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FIGURE 4.8 – Mallaige
Propriètés des matériaux SAC305 FR4 resin EPOXY copper
Modules de Young (GPa) 51.3 17 17 115
Coefficient de Poisson 0.35 0.39 0.24 0.31
Densité (Kg/m3) 7400 1800 1800 8890
Coefficient de dilatation thermique
20 18 22 17
Expansion (mm/K)
Module de cisaillement(GPa) 19 2.4 7.4 44
TABLE 4.3 – Propriétés des matériaux
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Le cycle de température appliqué à la structure est d’une durée de 60
minutes. La température varie entre -55 ˚ C et 125 ˚ C en fonction du profil
présenté sur la figure 4.8.
FIGURE 4.9 – Cycle de température
Modèle mathématique
Les variables d’optimisation sont les trois paramètres les plus influents
dans les structures. Ces variables sont présentées dans 4.12 : épaisseur de
la brasure E, L et H sont respectivement : la longueur et la hauteur de la






0.1 ≤ E ≤ 0.25
0.5 ≤ L ≤ 0.1
0.1 ≤ H ≤ 0.4
(4.2)
Résultats et discussions
Dans cette étude, le nombre de cycles de vie en fatigue des joints à bra-
sure tendre est estimé en fonction de la vitesse de déformation élastique.
Dans un premier temps, nous présentons la distribution de la déformation
élastique de l’articulation et dans un deuxième temps, nous déteminons le
nombre de cycles de fatigue du joint de soudure. Enfin, nous allons faire
une comparaison du nombre de cycles de fatigue du joint de soudure entre
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la structure initiale et la structure optimale.
La déformation plastique
Le calcul de la déformation élastique de la brasure à la figure 4.10 in-
dique les zones fortement déformées. L’épaisseur et la largeur de la sou-
dure sont alors des dimensions caractéristiques puisque toutes les défor-
mations inélastiques se produisent dans cette zone. L’identification de ces
longueurs caractéristiques a été effectuée pour fournir le modèle d’opti-
misation.
FIGURE 4.10 – Répartition de déformation inélastique dans la bra-
sure
Couplage mécano-informatique
Laméthodologie adoptée pour réaliser le couplage entreMatlab et An-
sys pour trouver les paramètres géométriques optimaux du joint de sou-
dure est représentée dans la figure 4.11.
Les variables d’optimisation sont les trois paramètres les plus influents
dans les structures, la figure 4.12 : épaisseur E de la brasure, L et la lon-
gueur de la broche H et la hauteur de la broche.
Les résultats obtenus avec la méthode d’optimisation présentée ici sont
comparés dans le tableau 4.4 avec les résultats déterministes.
Nous notons que la méthode d’optimisation heuristique donne de bons
résultats meilleurs que la méthode déterministe et a permi à notre joint de
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FIGURE 4.11 – Méthodologie d’optimisation
FIGURE 4.12 – Variables d’optimisation
Paramètres Résultats déterministes Résultats évolutionnaires
E (mm) 0.15 0.17
L (mm) 0.7 0.75
H (mm) 0.17 0.17
Nf 676.45 899
TABLE 4.4 – Comparaison des résultats déterministes et évolution-
naires
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brasure un bénéfice commun de 222.55 cycles de vie, cet avantage donne
plus longue vie de la carte électronique.
Concluion
Ce travail vise à étudier la fatigue des composants d’un joint de bra-
sure SAC305 de type électroniques soumis à des contraintes sévères com-
plexes de type de cyclage thermique. Un modèle basé sur les éléments
finis est développé pour simuler le comportement viscoplastique d’alliage
SAC305 et de déterminer la déformation élastique dans les domaines cri-
tiques de la brasure. Les résultats sont utilisés pour prédire la durée de vie
de la fatigue. Nous avons montré que notre méthode, basée sur l’optimisa-
tion qui permet de trouver les valeurs optimales de la structure. Ces résul-
tats contribueront à améliorer la vie du joint de soudure et par conséquent







L’optimisation multiobjectif des structures mécanique est un domaine
d’actualité de la recherche scientifique. Elle essaye de traiter des problème
à plusiers fonctions objectif complexes et le résoudre en utilisant des mé-
thodes simpliées mais robustes. Le champ d’application de l’optimisation
structurale s’étend aujourd’hui à de nouveaux défis toujours plus intéres-
sants. La détermination de formes adéquates des composants structuraux
est un problème de première importance pour l’ingénieur. Dans tous les
domaines de la mécanique des structures, l’impact de la bonne concep-
tion d’une pièce est très important sur sa résistance, sa durée de vie et
son utilisation en service. Ce défi est quotidien dans les secteurs de pointe
tels que la recherche spatiale, électronique, l’aéronautique, l’automobile,
la construction navale, la mécanique de précision et les ouvrages d’art en
génie civil. Le développement de l’art de l’ingénieur requiert des efforts
considérables pour améliorer sans cesse les techniques de conception des
structures. L’optimisation intervient de façon primordiale dans l’augmen-
tation des performances soit de masse, de position et aussi de coût.
Ce chapitre est consacré pour soulever les problèmes multi-objectif
dans les domaines de la mécatronique et méchanotronique. Il traite deux
types d’application, une application méchano-électronique (carte électro-
nique) et l’autre mécanique sur les pylônes haubanés.
Ces travaux ont été menés dans le cadre de la collaboration avec les deux




Dans cette application le dispositif étudié est le boitier électronique
(type de liaison par fil). Ce dispositif a la configuration de la pile. Les
puces de silicium sont brasées dans les substrats généralement faites d’une
couche de céramique (Al2O3 ouAIN) prise en sandwich entre deux couches
minces de cuivre isolant, et la totalité de l’assemblage de la matrice et
la servitude de cuivre directe (DCB) est soudée à une plaque de base en
cuivre. les obligations de fil d’or et les barres de bus relient les terminaux,
le substrat et le module. les dessins schématiques de la conception, dumo-
dèle sont donnés dans la figure 5.1.
Un des mécanismes de défaillance les plus élémentaires de dispositif de
FIGURE 5.1 – Modèle simple de conception
puissance vient de fil de liaison décollé. La cause principale de ce défaut
est les différences de coefficient de dilatation thermique entre le silicium et
l’aluminium qui induit à un niveau élevé de contrainte thermo-mécanique
à chaque fois que l’alimentation est l’objet d’une variation de température.
Une telle contrainte thermomécanique répétée engendre une déformation
plastique entre la métallisation de source et de fils de liaison et conduit à
un décollement de liaison à l’extrémité du fil. La performance de ces struc-
tures dépend de la conception, l’objectif de cette application est de déve-
lopper une méthodologie d’optimisation de conception pour améliorer la
performance et la fiabilité du dispositif de puissance.
Le problème de l’optimisation de la conception de l’interconnexion de
liaison par fil peut être écrit comme suit :
L’objectif est de minimiser G(x) = [G1(x), G2(x), G3(x)] avec le point
initial : xi = [30˚, 250um, 250um, 1250um, 25um]
Le concept est de trouver le motif qui maximise la fiabilité du système,
afin de minimiser la contrainte de cisaillement à l’interface entre le plot de
connexion et le substrat (G1(x)), minimiser la contrainte de cisaillement
à l’interface entre le fil et le plot de connexion (G2(x)), et de réduire la
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Propriétiés Elastique v CTE Densité
Modul (GPa) (ppm/˚C) (gm/cm3 )
Substrate Al2O3 300 0.21 7.1 3.9
Gold wires E=97 (1-T/2032) 0.42 14.2 19.32
TABLE 5.1 – Propriétés des matériaux pour les couches adhérentes
contrainte de flexion du fil (G3(x)).










Le logiciel de codage par éléments finis, ANSYS, a été utilisée pour cal-
culer les trois fonctions objectifs. Pour éviter les calculs fastidieux et res-
sources informatiques expressives, une analyse en deux dimensions est
réalisée dans cette étude. Les dimensions et les conditions aux limites du
modèle numérique sont présentées dans la figure 5.1. Les conditions aux
limites symétriques ont été appliquées le long du bord gauche du mo-
dèle. Le coin inférieur gauche a été contraint dans le sens vertical pour
empêcher le mouvement du corps. L’ensemble est soumis à 25˚C à 500˚C
de température. Le but de l’analyse FEM est de trouver la distribution de
contrainte de déformation dans la soudure de fils sous chargement ther-
mique cyclique. Les propriétés des matériaux utilisés dans ce modèle sont
présentés dans le Tableau 5.1. Deux types de matériaux ont été utilisés
pour décrire le comportement du matériau de la structure : la température
des propriétés des matériaux dépendent de fil d’or obtenues à partir des
courbes de contrainte-déformation dans [137].
Dans cette application, la nouvelle méthode hybride est utilisée pour ré-
soudre ce problème d’optimisation de la conception, le tableau 5.2 montre
la conception optimale et intial, ainsi, les résultats montrent que les trois
fonctions objectifs (la contrainte de l’arbre) sont minimisés.
Les figure 5.2 et 5.3 montrent la nouvelle répartition de Von Mises
Stress après l’application de la nouvelle méthode hybride de la procédure
d’optimisation de la conception. Le stress est plus homogène que la distri-
bution dans la configuration initiale.
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FIGURE 5.2 – Conception initiale
FIGURE 5.3 – Conception optimale
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TABLE 5.2 – Conception des résultats d’optimisation
5.3 Conclusion
Ce travail vise à étudier la maximisation de la fiabilité du système afin
deminimiser la contrainte de cisaillement à l’interface entre plot de liaison
et le substrat (G1(X)), minimiser la contrainte de cisaillement à l’interface
entre le fil et le plot de liaison (G2(X)), et de minimiser la contrainte de
flexion du fil (G3(X)).
Un modèle par éléments finis est développé pour simuler le compor-
tement viscoplastique de l’alliage commune et de déterminer la déforma-
tion élastique dans les domaines critiques de la brasure. Les résultats sont
utilisés pour prédire la durée de vie de fatigue. Nous avons montré que
notre méthode, basée sur l’optimisation de trouver les valeurs optimales
de la structure. Ces résultats contribueront à améliorer la vie du joint de
soudure. Par conséquent la durée de vie de la carte électronique en tenant
compte de l’ensemble de la carte électronique.
5.4 Optimisation mécanique
L’étude dynamique non linéaire d’un pylône haubané suite à la rup-
ture soudaine d’un câble de la nappe supérieure en présence de vent bis-
secteur nécessite un temps de calcul assez important [149]. La réalisation
d’un calcul d’optimisation nécessitant un grand nombre de tests devient
donc impossible. C’est dans cet objectif qu’il a été choisi de créer un mo-
dèle simplifié reproduisant le comportement dynamique du pylône hau-
bané après rupture de câble : l’étude d’un pendule amorti.
les structures de conception, la réalisation et la sécurité de grandes hau-
teurs, comme un pylône haubanée, exigent une bonne connaissance de
leur comportement à l’égard des forces extérieures au hasard (vent, séisme
...), y compris dans la plupart des cas extrêmes. La rupture d’un cable est
l’un des plus grave problèmes et mérite d’être étudiée profondement.
Cette partie de ce chapitre est consacrée pour etudier l’optimisation mul-
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tiobjectif d’un pylône haubané, l’objectif de ce travail est de minimiser le
temps de calcul et aussi la minimisation d’amplitudes du pylône.
5.4.1 Pendule double
Configuration de l’étude
Le pendule double présenté dans la Figure 5.4 modélise le comportement
d’un pylône haubané auquel un amortisseur a été introduit.
FIGURE 5.4 – Configuration du pendule double avec un amortisseur
5.4.2 Pendule triple
Configuration de l’étude
La configuration du pendule double ne représentant pas une grande sen-
sibilité aux perturbations apportées aux paramètres de l’amortisseur, un
second pendule inversé est étudié, constitué cette fois-ci de trois tiges.
Les deux figures 5.5 et 5.6 illustrent les deux cas sur lesquels nous avons
effectué notre optimisation qui réside dans la minimisation du temps de
calcul et aussi la minimisation d’amplitudes du pylône haubané.
Le medèle mathématique est le suivant :
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FIGURE 5.5 – Configuration à un amortisseur













Avec A1(x) : la 1ère fonction objectif ( l’amplitude du pendule 1).
A2(x) : la 2éme fonction objectif ( l’amplitude du pendule 2).
A3(x) : la 3éme fonction objectif ( l’amplitude du pendule 3).
Le tableau 5.3 résume les résultats obtenus :
Les ressorts et les ammortisseurs sont la pour rassurer la stabilité dU pen-
Fmin Time nIter
Pendule à un amortisseur 0.5189 2.25322 150
pendule à double amortisseurs 0.494 3.569984 80
TABLE 5.3 – Comparaison des résultats dans le cas d’un seul et
double amortisseurs
dule inversé ; le pendule est en équilibre stable grâce à la présence des
ressorts et ammortisseurs. Les forces appliquées perturbent cet équilibre.
5.5 Conclusion
Depuis quelques années, il y a un intérêt croissant pour le contrôle
actif en génie civil, permettant d’atténuer les effets des sollicitations dyna-
miques sur des structures telles que des buildings, des ponts, des plates-
formes offshore, des tours de contrôle, ou des grues. Les sollicitations
peuvent provenir du vent, du traffic, des tremblements de terre ou des
vagues.
L’objectif de notre travail est la maximisation de la durée de vie des câbles
de pylône par la minimisation des amplitudes d’oscillation. En premier
lieu l’idée était l’introduction d’un amortisseur mais après plusieurs cal-
culs nous avons constaté que l’insertion du double amortisseur sur le triple
pylône donne des résultats méilleurs au niveau de la fonction coût même




Les travaux de recherche présentés dans cette thèse concernent le dé-
veloppement de nouvellesméthodes d’optimisation globale qui s’appuient
sur les algorithmes métaheuristiques. Nous avons focalisé nos recherches
sur les algorithmes évolutionnaires dits stochastiques destinés à résoudre
des problèmes d’optimisation difficiles.
Les applications traitées dans cette thèse entrent dans le cadre de l’optimi-
sation en mécanique de structures et l’optimisation des structures méca-
tronique.
Notre première contribution est le couplage de l’algorithme génétique GA
avec l’algorithme par Essaims particulaires (Particle SwarmOptimization)
PSO. Le couplage de ces deux algorithmes est fait au niveau de l’opéra-
teur de mutation dans GA. Cette technique hybride intègre des concepts
de GA, de DE et des individus PSO et crée une nouvelle génération, non
seulement par les opérateurs de croisement et mutation que l’on trouve
dans les GA, mais aussi par des mécanismes de PSO afin d’obtenir une
meilleure fonction objectif.
La deuxième contribution concerne le couplage d’algorithme d’évolution
differentielle, ceci est un couplage des opérateurs de DE en hybridation
par insertion de PSO, cette méthode a un avantage par rapport à la pre-
mière contribution. Cet avantage réside au niveau d’une énorme minimi-
sation de temps de calcul.
Apartir des deux premières contributions nous avons abouti à rendre l’ap-
plication des algorithmes évolutionnaires sur des problèmes multiobjectif
plus facile. En effet, nous avons couplé les méthodes NBI ou NNCM avec
nos nouveaux algorithmes pour sortir du cadre mono objectif et affronter
les problèmes multiobjectifs.
Cette thèse traite quatre applications en mécanique et mécatronique ; la
première application est l’optimisation de la position de la vis d’une carte
électronique, ce problème est mono-objectif, son but est de trouver le bon
positionnement de la vis de fixation de la carte électronique. Sachant que
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ce positionnement résulte de la minimisation du déplacement maximale
qui déforme notre carte.
La deuxième application entre toujours dans le cadre de la mécatronique,
elle étudie le problème de l’optimisation de joint de brasure. Ce travail
consiste à maximiser la durée de vie de la joint de brasure par conséquent
la minimisation du coût de production.
La troisième application est la minimisation de trois fonctions objectifs, et
vise à maximiser de la fiabilité du système afin de minimiser la contrainte
de cisaillement à l’interface entre plot de liaison et le substrat, minimiser
la contrainte de cisaillement à l’interface entre le fil et le plot de liaison , et
minimiser la contrainte de flexion du fil .
La quatrième application est la maximisation de la durée de vie des câbles
de pylône par la minimisation des amplitudes d’oscillation en premier
lieu l’idée était l’introduction d’un amortisseur mais après plusieurs cal-
cul nous avons constaté que l’insertion du double amortisseur sur le triple
pylône nous donne des bons résultats au niveau de la fonction coût même
si le temps augmente faiblement.
Perspectives
Certes les méthodes présentées dans cette thèse ont donné des résultats
remarquables et pertinent mais la recherche continue !
Nous proposons d’hybrider dans le futur d’autres algorithmes heuristiques
notemment les algorithmes harmoniques et de musique.
Nous comptons travailler sur des problèmesmultiobjectifs plus complexes
pour bien amliorer les limites de nos méthodes.
Dévlopper des métaheuristiques dans le cadre d’optimisation avec incer-
titude. Etablir un nouveau algorithme qui se base sur le mécanisme fémi-
nin.
S’ouvrir sur d’autres domaines comme la sécirité informatique et la bio
informatique.
"Choisis un travail que tu aimes, et tu n’auras pas à travailler un seul jour
de ta vie" Confucius
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