We propose a fast reconstruction method for a subband-decomposed, progressive signal coding system. We show that unlike the conventional approach which requires a xed computational complexity, the computational complexity of the proposed approach is proportional to the number of re ned coe cients at each level of progression. Therefore, unre ned coe cients do not add to the computational complexity of the proposed scheme. It is shown, through speci c examples, that the proposed approach can lead to signi cant reductions in reconstruction complexity. Furthermore, the proposed approach provides the capability for an on-line updating of the reconstructed image based on receiving the re nement of each coe cient.
I. Introduction
Progressive transmission of signals is a mechanism by which the encoder's output is transmitted in groups of bits and the decoder produces a higher quality replica of the signal based on receiving each new group of bits. Fig. 1 illustrates a simple progressive transmission system based on a uniform quantizer. A 128-point source signal, shown in Fig. 1 (a) , is progressively transmitted and reconstructed with 128, 256, and 384 bits (1, 2, and 3 bits/sample), as shown in Figs. 1 (b), (c), and (d), respectively. Upon receiving each group of 128 bits, the receiver updates the reconstructed signal and provides a more accurate representation of the signal.
Progressive transmission is a desirable feature in many practical signal transmission situations such as telebrowsing and database retrieval. Progressive transmission also provides the opportunity for interrupting transmission when the quality of the received signal has reached an acceptable level or when the receiver decides that the received signal is of no interest. Likewise, in applications where the receiver is more interested in speci c parts of the signal rather than the entire signal (e.g., content-based image transmission), a valid question is how to transmit and reconstruct a signal with di erent levels of quality (distortion) in di erent temporal or spatial regions. For example, after receiving a rough reproduction of a medical image in a telemedicine application, the radiologist, at the receiver, may want to highlight a part of the image and request a higher delity (or even lossless) replica of only the highlighted area.
The use of subband decomposition or discrete wavelet transform (DWT) in image coding systems has received much attention in recent years 1]-3]. Not only do these coding techniques provide good compression results, but also they are inherently resolution-scalable. Recently, several rate-scalable subband image coding systems have been proposed in the literature which provide very good performances 4], 5], 6], 7]. These coding systems are strong candidates for multicasting and progressive transmission due to the fact that they o er resolution-scalability, rate-scalability, and good rate-distortion performance.
One of the problems in a DWT-based progressive transmission scheme is that the decoder, upon receiving a new group of bits, has to perform the inverse ltering operation to reconstruct the image. The conventional approach for doing this is to apply the inverse lters on the decoded versions of all DWT coe cients to reconstruct a replica of the image. In this approach, even if only one DWT coe cient is re ned, the reconstruction complexity will be the same as in the case when all coe cients are re ned.
In a realistic progressive transmission scenario however, at each step of progression, only some of the DWT coe cients are re ned and the other coe cients remain unchanged. Therefore, only a portion of the image pixels need to be updated after receiving the new bits. To reduce the complexity of reconstruction, we propose a method through which one can recompute only those pixels of the image that need to be updated. Not only does this method provide a fast reconstruction of the output, but also it provides the capability to update the output, without any increase in complexity, as the re nement of each DWT coe cient arrives. This feature of the proposed reconstruction scheme is not limited to progressive transmission systems and can be used in any packetized bit stream for an on-line reconstruction of the output.
In Section II, we propose a new method for signal reconstruction in progressive transmission which allows for updating only the necessary portions of the signal instead of reconstructing the whole thing. The complexity of this new reconstruction approach is proportional to the number of re ned coe cients. Section III generalizes the approach of Section II to a general lter bank structure. In Section IV, we provide two speci c examples to illustrate the e cacy of the proposed fast reconstruction method. Section V contains concluding remarks.
II. One Level of Decomposition
In signal coding based on the DWT, the input signal is typically decomposed into two components: (i) a low-resolution approximation and (ii) a detail signal. This results in decomposing the input signal into low-pass and high-pass versions, generally referred to as subbands. Each of the resulting subbands can be further decomposed using the same approach. In this manner, the DWT decomposes a given input signal into a number of frequency bands 2]. At the receiver, the signal can be reconstructed using appropriate inverse DWT lters. Fig. 2 shows one level of a two-band decomposition and reconstruction process. In this paper the lters in Fig. 2 are assumed to be linear-phase, nite-impulse response lters.
In this section, to convey the basic idea behind the proposed fast reconstruction approach, we focus our attention to a one-level decomposition as in Fig. 2 where the reconstructed output signal can be written as: x 0 g (n) = 8 > < > :
N is the number of output samples, and 2N h + 1 and 2N g + 1 are the lengths of the h and g lters, respectively.
To simplify the notation, we de ne x h (a) = x g (a) = 0 if a = 2 Z Z. So, x 0 i (n) = x i ( n 2 ); i = h; g; and n 2 Z Z :
Using the above notation, the output can be written as:
A. Fast Reconstruction for Progressive Transmission Systems Now, let us consider a coding system in which the DWT coe cients are progressively encoded in K levels of re nement. At the l th level of re nement, l = 1; 2; : : :; K, the DWT coe cient x i (n) is quantized and encoded by b i l (n) bits/sample, i = h; g. The values of b i l (n) are de ned by a bit allocation algorithm or are otherwise dictated by the encoding algorithm. In general, b i l (n) b i l+1 (n) and it is possible { and crucial to note { that we might have b i l (n) = b i l+1 (n), for some i and n. That is, at each level of re nement, only some DWT coe cients are re ned. Let us use x i (n; b i 1 ); x i (n; b i 2 ); : : :; x i (n; b i K ) to represent the decoded versions of the DWT coe cients x i (n), at di erent levels of re nement (x i (n; b i 1 ) is the coarsest representation of x i (n) using b i 1 (n) bits for quantization and x i (n; b i K ) is the nest representation using b i K (n) bits for quantization).
Also, we use y l (n) to denote the reconstructed signal (output of the reconstruction process) corresponding to the l th level of re nement. Using the conventional method of reconstruction in subband coding systems, for each l = 1; 2; : : :; K, upon obtaining x h and x g , the decoder reconstructs the l th re nement of the output, y l , according to:
In other words, given that y l is reconstructed at the decoder, upon receiving additional bits from which x h (n; b h l+1 ) and x g (n; b g l+1 ) { the (l +1) st re nements of x h and x g { are obtained, the inverse DWT lters are used anew to compute an updated replica of the signal { the (l + 1)st re nement of y. Therefore, every time that the output is updated, the entire computational complexity of the reconstruction process is repeated.
In this paper, we propose an alternative method in which we de ne y l (n) = y l+1 (n) ? y l (n) and x i (n; b i l ) = x i (n; b i l+1 )?x i (n; b i l ), i = h; g. Clearly, y l , l = 1; 2; : : :; K?1, can be computed as follows:
Then, to reconstruct a new re nement of the signal, y l+1 , it su ces to use y l+1 (n) = y l (n) + y l (n):
Now let us consider the complexity (number of multiplications) of the conventional approach using (5) and compare it against the complexity of the proposed fast reconstruction method. If, at each level of re nement l, we use (5) to compute y l , it costs L = N 2 (2N h + 1) + N 2 (2N g + 1) multiplications { a quantity which is independent of the number of re ned DWT coe cients.
Therefore, for K levels of re nement, the computational complexity is KL multiplications. By contrast, using (6) and (7) to update the output signal costs 2N i + 1 multiplications per each nonzero x i , i = h; g (number of nonzero x i N 2 ). If il N 2 DWT coe cients (x i , i = h; g) are re ned at the l th level of re nement, then using (6) and (7) , and therefore the computational complexity of the proposed approach is much less than that of the conventional approach. For example, in the embedded zerotrees wavelet (EZW) coding approach of 4], not only are there many \insigni cant" coe cients at low bit rates which are not transmitted and are assumed to be zero, but also the \signi cant" coe cients are re ned in dominant and subordinate passes (at each pass some of the signi cant coe cients remain unchanged). In Section IV, we provide two speci c examples to demonstrate the amount of complexity reduction obtained by the proposed method.
B. On-line Updating of the Output
In addition to reducing the reconstruction complexity in a progressive transmission system, using (6) and (7) to reconstruct the output provides the capability to update the output signal upon receiving the new re nement of each DWT coe cient, thus allowing for an on-line update of the output. For many signal coding systems the output bit stream is transmitted in the form of packets. Consider a general signal coding system (or one level of re nement of a progressive coding system) and assume that the output is transmitted using M packets. The size of each packet and thus the value of M depends on the chosen protocol. Each packet contains the re nement bits corresponding to one or more DWT coe cients. At the receiver, there are two general alternatives for reconstruction: 5), is used, Alternative 1 results in a delay and Alternative 2 results in an increase in computational complexity by a factor of M. Using the proposed approach (described by (6) and (7)) to reconstruct the output makes it possible to provide M intermediate versions of the output without increasing the complexity or delay, i.e., Alternative 2 without the added complexity. This is possible because, in the proposed method, upon receiving a re nement of a given DWT coe cient, say x h (k), we can determine exactly which set of output samples need to be updated. Let us refer to this set as A k . The output samples are obtained by multiplying x h (k) by h(m) to update y(2k + m), 2k + m 2 A k (see (6) ). Taking into account the boundary e ects, 1 it is easy to show that A k = f2k+m : m 2 B k g, 1 To have a smooth boundary after reconstruction, the signal is symmetrically extended near the boundaries 2]. 
The same type of argument holds for updating the output when a re nement x g (k) is received.
Also, note that if after receiving a rough reproduction of the signal, the receiver requests an update of only a portion of the signal (region of interest), it su ces to send a re nement of the DWT coe cients corresponding to the spatial location of the region of interest. In this case, the computational cost of using (6) and (7) to update the output is proportional to the number of re ned coe cients and obviously less than the computational cost of the conventional approach. Such interactive coding systems are particularly useful in medical applications in which after receiving a rough version of the image, the user identi es a region of interest (usually small compared to the entire image) and requests additional information only for this region.
The same procedure can be applied to encoding systems which utilize more than one-level of decomposition. The two-dimensional (2-D) extension of the proposed approach is also straightforward for a separable 2-D DWT.
III. General Filter Banks
In this section, we extend the idea for complexity reduction developed in the previous section to general lter banks. Fig. 3 illustrates a general decomposition and reconstruction structure using a set of passband lters called lter banks. This structure can be used to perform linear transformations like the discrete cosine transform, lapped orthogonal transform, Laplacian pyramid, Gabor transform, quadrature mirror lters, and DWT 8] . Although there exist \fast implementations" for many of these transformations, the study of this general structure is worthy of consideration as it uni es the application of our approach for di erent transformations and provides a general methodology for progressive transmission situations. Furthermore, our approach does not depend on the speci c transformation used. In fact, the ratio of the computational complexity of the proposed approach to that of the conventional approach for reconstruction is xed for any transformation as long as the number of re ned coe cients are the same. So, the choice of the transformation structure a ects the complexity of both approaches in the same manner.
To make the argument more precise, rst, let us consider the example illustrated in Fig. 4 consisting of three levels of the two-band structure in Fig. 2 . Later, we generalize our fast reconstruction approach to the lter bank shown in Fig. 3 . The example in Fig. 4 is equivalent to the example in Fig. 3 when k 1 = 2, k 2 = 4, k 3 = k 4 = 8 and lters g i and h i , i = 1; 2; 3; 4, are chosen appropriately. Given lters h and g in Fig. 4 , the corresponding reconstruction lters in Fig. 3 can be found. The main equation governing the relationship between g i , i = 1; 2; 3; 4 and g and h is the equivalence of the two structures in Fig. 5 8] . Using 
N is the number of output samples, Fig. 4 . Note that the location of zeros inserted by upsampling in Figs. 3 and 4 is known. So, it is very simple to avoid multiplying lter coe cients by these zeros. We have considered this fact in calculating L 1 and L 2 . Throughout the paper, when we refer to Figs. 3 and 4 , we consider a smart convolution which does not multiply lter coe cients by zeros that are inserted by upsampling. After computing L 1 in terms of N h and N g , we can show that
establishing that the number of multiplications corresponding to the implementation of Fig. 4 is less than that of Fig. 3 . Now, we concentrate on the main issue of this section and show that a fast reconstruction approach similar to what was proposed in Section II can be used for the lter bank shown in Fig. 3 . Note that as we mentioned in Section II, our approach works for both Figs. 3 and 4. We describe the details for Fig. 3 because it is a general structure and can be used to implement a variety of transforms. The same methodology is applicable to other structures or transforms. 
Then, given that y l (n) is available at the decoder, y l+1 (n) can be computed by adding y l (n) to y l (n). Equation (19) is a generalization of (6) and therefore provides a fast reconstruction scheme as was discussed in Section II. As before, complexity reduction is achieved due to the fact that many x i 's are zero.
This approach also provides the capability to update the reconstructed signal upon obtaining the re nement of each coe cient. Table I shows the required updates for the coe cients that are su ciently far from the boundaries: For each coe cient x i (k), the rst row contains the lter coe cients needed for updating the output and the second row contains the output samples that are a ected by the re nement of x i (k).
IV. Examples
Although our scheme works for any rate-scalable transform coding system, we pick two particular coding systems to show the practical usefulness of the proposed fast reconstruction method. We use the EZW approach of 4] and the scalable image coding system of 7] for this purpose.
A. Example 1 In 4], an 8 8 DWT decomposed image has been used to present the details of the EZW algorithm. We use the same example ( Table II ) and assume that re ning each coe cient, using a decomposition structure like the 2-D version of the one in Fig. 3 , a ects all output pixels in the same row or column (a reasonable assumption on the length of lters for an 8 8 image). The conventional reconstruction approach takes 1,024 multiplications to create each update of the output. Without going through the details of the EZW algorithm, as it is shown in 4], the rst dominant pass results in re ning coe cients in locations 11, 12, 13, and 54 (the numbers indicate the row and column indices, respectively). Reconstructing the image using the proposed approach takes 160 multiplications instead of 1,024. The rst subordinate pass (the second level of re nement) re nes the same four coe cients 4] and thus results in the same amount of computational complexity reduction. The second dominant pass (the third level of re nement) changes coe cients in locations 21 and 22. Our approach requires 80 multiplications to reconstruct the third image. The second subordinate pass (the fourth level of re nement) re nes the aforementioned six DWT coe cients. To create the fourth image, our approach requires 240 multiplications. Therefore, to reconstruct the rst four images, the fast scheme needs a total of 640 multiplications compared to 4,096 multiplications for the conventional method { a six-fold reduction. Also, note that since we have had 16 coe cient re nements in the rst four passes, we could have reconstructed 16 intermediate images using the fast reconstruction method without any additional computational complexity. To construct these 16 images using the conventional approach would cost 16,384 multiplications.
B. Example 2
As our second example, we consider the image coding system described in 7] which uses three levels of 2-D DWT decomposition based on the 9-7 spline lters designated No. 2 in 3] (2-D version of Fig. 4) . The subbands immediately neighboring the low frequency subband (LFS) are classi ed into 2 classes using the equal mean-normalized standard deviation classi cation algorithm 9]. Other high frequency subbands (HFS's) are classi ed based on the result of the classi cation in the corresponding lower frequency subbands as it is shown in Fig. 6 . This selection of classi cation maps is because of the spatial dependency of the HFS's. Statistical characteristics of the subbands indicate that subbands 2, 5, and 8 have higher row correlations than column correlations; the opposite is true for subbands 1, 4, and 7. Use of non-square blocks for classi cation and vector quantization of the DWT coe cients, as described in Table  III , exploits this higher correlation and provides a better performance. Pruned tree-structured vector quantizers (PTSVQ's) 10] are used for the low activity portions of the HFS's. Multistage PTSVQ's are used for the LFS and the high activity regions of the HFS's. An optimal bit allocation procedure is used to assign bits among di erent classes and subbands 11]. Since the implementation of the system and its performance are not the subject of this paper, for such details, we refer the reader to 7]. What is important here is the rate-scalability feature of the system in 7] (due to the fact that the optimal trees in PTSVQ are nested 10]) which makes it suitable for progressive transmission.
Let us consider the progressive transmission of an image using the above system. For this example, we assume that at each level of re nement, 0:025 bits/pixel (6,554 bits for a 512 512 image) are transmitted. The conventional reconstruction approach takes 5,505,024 multiplications to create each update of the output. Table IV provides the exact number of multiplications needed in the proposed fast reconstruction approach. As it is shown in Table IV , the computational complexity of the proposed approach, for this example, is almost one third of that of the conventional approach. Furthermore, note that if we want to packetize the bit stream and transmit it over a network, e.g. an asynchronous transfer mode (ATM) network, we should wait to receive all 6,554 bits before starting to reconstruct each re nement. In ATM, each packet consists of 48 bytes of information. So, we need about M = 17 packets to transmit the bit stream corresponding to each level of re nement. Using the proposed method, we could generate 17 intermediate images (one image after receiving each packet). Creating these intermediate images using the conventional approach would increase the computational complexity by a factor of 17. Avoiding this increase in complexity in the conventional approach is only possible by accepting a delay and waiting to receive all 17 packets. Now, let us assume that instead of transmitting 0.025 bits/pixel, 0.05 bits/pixel (13,108 bits for a 512 512 image) are transmitted at each level of re nement. Again, the conventional approach takes 5,505,024 multiplications to build each update of the output. Using our approach for reconstruction requires 1,855,270, 1,855,270, and 2,051,006 multiplications for the rst, second, and third re nements, respectively. In this case, we need about M = 34 packets to transmit the bit stream at each level of re nement over an ATM network. If we reconstruct the output after receiving M = 34 packets using the conventional approach (i.e., the corresponding delay is acceptable), the computational complexity is about three times that of our approach. If the delay is not tolerable and we reconstruct all M = 34 intermediate versions of the output image (one for each newly received packet), our approach reduces the complexity by a factor of 3 34 = 102. Of course, using the conventional approach, one can tradeo between the delay and computational complexity (between the two extreme cases discussed above). In any case, the complexity of the conventional approach would be between 3 and 102 times larger than that of the proposed approach.
V. Conclusions
We have proposed a scheme for fast reconstruction of a subband-decomposed progressivelytransmitted signal. Using the proposed approach, we can update the reconstructed signal after receiving the re nement of each new coe cient and create a continuously-re ned perception of the output without any extra computational cost (compared to the conventional approach where the image is reconstructed after receiving a prede ned number of bits). In existing scalable image coding systems 4]-7], insigni cant coe cients remain zero at the decoder for a few steps of the re nement process. Also, at each step of the re nement, some of the coe cients remain unchanged. The unre ned coe cients do not add to the computational complexity of the proposed approach. On the other hand, the complexity of the conventional reconstruction scheme does not depend on the value of the coe cients (or re nements). Therefore, the larger is the number of unre ned coe cients the more signi cant will be the complexity reduction of the proposed approach.
In some applications, after receiving a preliminary draft of the signal, the receiver only needs to upgrade a particular region of interest of the signal. Using our proposed approach, the complexity reduction in this case is approximately equal to the ratio of the number of samples in the region of interest area to the number of samples in the entire signal. 63 -34 49 10 7 13 -12 7 -31 23 14 -13 3 4 6 -1 15 14 3 -12 5 -7 3 9 -9 -7 -14 8 4 -2 3 2 -5 9 -1 47 4 6 -2 2 3 0 -3 2 3 -2 0 4 2 -3 6 -4 3 6 3 6 5 11 5 6 0 3 -4 4 
