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ABSTRAKT 
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zaměřena na propojení předchozích dvou a tedy na využití neuronových sítí ve 
zpracování obrazu, konkrétně na identifikaci objektů. V poslední praktické části je 
navržena uživatelská aplikace rozpoznávající znaky jako jsou číslice, malá a velká 
písmena. 
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ABSTRACT 
This work focuses on the theory of artificial neural networks: the history, individual 
ways of learning and architecture of networks. It is also necessary to desribe the image 
processing blocks from scanning and image processing through segmentation to object 
recognition. The next part is focused on connecting the previous two parts, and 
therefore on the use of neural networks in image processing, specifically the 
identification of objects. In the practical part of the work is designed the user 
application for recognizing characters such as numbers, uppercase and lowercase letters. 
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1 ÚVOD 
Lidské tělo a jeho fungování je natolik fascinující, že inspirovalo mnohé jiné vědní disciplíny 
než jen biologii k zajímavým teoriím a představám. Jednou z nich jsou umělé neuronové sítě 
(UNS), jejichž předlohou se stala lidská nervová soustava. Zatímco původní modely umělých 
neuronových sítí jsou skutečně její věrnou kopií, pozdější myšlenky předních matematiků a 
vědců se již od podobnosti s lidským nervovým systémem mírně odklánějí, přesto 
pojmenování neuronová síť zůstává. 
Umělou neuronovou síť, podobně jako např. genetické algoritmy či expertní systémy, 
zkoumá a popisuje vědní odvětví zvané umělá inteligence. Základní otázku umělé inteligence 
– jak poznat skutečně inteligentní stroj, jak umělou inteligenci definovat – řeší tzv. Turingův 
test [1]. Pokud člověk nepozná, zda komunikuje se strojem nebo s člověkem, pak lze mluvit o 
doopravdy inteligentním stroji. Problém je samozřejmě daleko obšírnější, existuje k této 
definici velká řada připomínek, ovšem jejich řešení není cílem této diplomové práce. 
Cílem diplomové práce je aplikace jednoho z prostředků umělé inteligence – neuronové 
sítě – ve zpracování obrazu. První část práce popisuje samotné neuronové sítě. Historické 
souvislosti, propojení mezi biologickým a umělým neuronem, vývoj neuronových sítí, jejich 
základní typy a rozčlenění a také různé algoritmy učení sítí (kapitoly 2 a 3). Zvláštní 
pozornost je věnována architektuře Back Propagation s ohledem na její využití. 
Druhá část je zaměřena na oblast počítačového vidění a možnosti práce s obrazem, 
především filtraci šumu, hledání hran, segmentaci obrazu, popisu oblastí či porozumění 
obrazu a hledání objektů v něm (kapitola 4). 
Následně se tyto dvě části prolínají, protože kapitola 5 se zabývá využitím neuronových 
sítí v jednotlivých blocích zpracování obrazu. Uvedeny jsou výhody a nevýhody neuronových 
sítí, diskutovány jsou možnosti použití různých architektur se zaměřením na ty nejčastější. 
Dále jsou popsány způsoby realizace sítí a to jak hardwarové, tak softwarové. 
Zbývající kapitoly jsou zaměřeny na realizaci samotné funkční aplikace. Kapitola 6 
obsahuje diskuzi vybrané obrazové operace, popis vývojového diagramu aplikace pro 
identifikaci objektů v obraze a konkretizaci cíle následujícího postupu, tedy rozpoznávání 
písmen a číslic. Poté je popsán vývoj programu od učící fáze přes testování až po validaci 
s ohledem na volbu jednotlivých parametrů sítě, které budou probrány podrobněji (kapitola 
7). V kapitole 8 nesmí ještě chybět popis uživatelského prostředí. Poté jsou prezentovány a 
následně diskutovány dosažené výsledky. 
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2 UMĚLÉ NEURONOVÉ SÍTĚ 
V této kapitole budou uvedena historická fakta, budou vysvětleny základní pojmy z umělých 
neuronových sítí, jejich souvislost s biologickou neuronovou sítí. Zároveň bude popsána 
základní jednotka UNS – umělý neuron. 
2.1 Historie a vývoj umělých neuronových sítí 
Začátek nové oblasti zkoumání – umělých neuronových sítí (UNS) – začal v roce 1943, kdy 
byl publikován článek Warrena S. McCullocha a Waltra Pittse, kde byla snaha ukázat, že 
umělý neuron může realizovat libovolné aritmetické či logické funkce [3]. Na tyto myšlenky 
navázal v roce 1958 Frank Rosenblatt, když vytvořil konkrétní model neuronové sítě – 
perceptron – který používáme dodnes. Rosenblatt navrhl i algoritmus učení jednovrstvé sítě a 
podílel se zároveň na konstrukci prvního neuropočítače, který měl za úkol rozpoznávat znaky 
a demonstrovat, že je možné prakticky libovolné propojení neuronů díky schopnosti učení 
celé sítě. 
Další typy neuronů vyvinuli o rok později Bernard Widrow a M. E. Hoff a nazvali je 
ADALINE (Adaptive Linear Neuron) a MADALINE (Many Adaptive Linear Neuron) [2]. 
Postupně díky vysoké popularitě tohoto oboru se začala objevovat až nereálná očekávání. 
Brzo ovšem nadšení zmrazil výrazný nedostatek umělého neuronu, na který neváhali 
poukázat matematici Marvin Minski a Seymour Papert. Jednalo se o to, že samotný 
perceptron neumí realizovat logickou funkci XOR, musela by se použít vícevrstvá síť, pro 
kterou ovšem nebyl do té doby nalezen algoritmus učení a Minski s Papertem předpokládali, 
že jej nalézt ani nelze. Jejich snaha zdiskreditovat tento vědní obor a přenést pozornost na jiná 
odvětví umělé inteligence se na více než 10 let zdařila. 
V 80. letech investovala agentura DARPA (Defence Advanced Research Project 
Association) nemalé prostředky do výzkumu a nakonec se předpoklady Minského a Paperta 
podařilo do jisté míry vyvrátit. Nezávisle na sobě se Davidu Rumelhartovi a LeCunovi 
povedlo odvodit algoritmus učení vícevrstvých sítí, známý jako algoritmus zpětného šíření 
chyby (Back-propagation, BPG). 
Dalšími významnými osobnostmi výzkumu umělých neuronových sítí byli např. John 
Hopfield a Teuvo Kohonen. Oba dva definovali typy sítí, které jsou dnes po nich 
pojmenovány díky specifickým vlastnostem, které budou blíže popsány později. I nadále však 
probíhá výzkum UNS po celém světě, především pak v USA, Japonsku a v Evropě [4]. 
2.2 Biologický neuron 
Pro pochopení počátečních úvah pánů McCullocha a Pittse je důležité uvést analogii umělého 
neuronu s tím biologickým. Neuron (viz obr. 1) jako elementární jednotku lidské nervové 
soustavy objevil roku 1835 J. E. Purkyně a takovýchto neuronů se v centrální nervové 
soustavě nachází desítky miliard. Základním stavebním prvkem neuronu je soma (tělo 
neuronu), ta je ohraničena vstupní membránou a má své dendrity – krátké výběžky, kterými 
se přijímají vstupní informace z jiných neuronů či smyslových buněk. Tělo neuronu přechází 
v iniciální segment, kde dochází k elektrickému podráždění (vznik akčního potenciálu), které 
se šíří dál axonem – ten je pouze jeden a slouží jako výstup neuronu [5]. 
Axon může mít různou délku (až jeden metr), je pokryt myelinovou membránou, která je 
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tvořena tukem. Membrána je rozdělena po určitých vzdálenostech (asi 1 mm) na tzv. gliové 
buňky. Skuliny mezi buňkami se nazývají Ranvierovy zářezy, lze je připodobnit opakovačům 
na vedení (obnoví se zde intenzita signálu). Zároveň se zrychluje přenos informace a to díky 
skokovému (saltatornímu) vedení, kdy vzruch „přeskočí“ z jednoho Ranvierova zářezu do 
druhého. Dalšího zrychlení přenosu akčního potenciálu lze dosáhnout tlustší myelinovou 
vrstvou, která zároveň izoluje signál před rušením z okolních neuronů. 
Z axonu poté vedou nervová zakončení (terminály) se synaptickým knoflíkem. Přenos 
informace mezi neurony probíhá právě synapsemi, což je v podstatě bezdotykové 
komunikační rozhraní. Vzdálenost mezi synaptickým knoflíkem neuronu předávajícího 
informaci a vstupní částí druhého neuronu je asi 20 nm a označuje se jako synaptická štěrbina. 
Přijde-li do synaptického knoflíku elektrický signál (akční potenciál), je přenesen na 
další neuron chemicky pomocí neurotransmiteru, který se ze synaptického knoflíku uvolní. 
Neurotransmiter je chemická látka (nejčastěji acetylcholin či noradrenalin), která způsobí 
změnu membránového potenciálu druhého neuronu. Po dosažení určité prahové hodnoty 
tohoto potenciálu se generuje v neuronu impuls, neuron tedy funguje binárně podle zákona 
„vše nebo nic“ – buď nový impuls vznikne (1) nebo ne (0). Znamená to tedy, že elektrický 
signál je změněn na chemický a po přenosu opět převeden na elektrický [6]. 
Na jednom míšním motorickém neuronu, který ovládá kosterní svalstvo, je asi 15 000 
synapsí. Tedy na vstupní membráně takového neuronu se sumují a kódují informace o době 
trvání akčních potenciálů, frekvenci a amplitudě z mnoha neuronů, přičemž každý z nich má 
svou synaptickou váhu (‚důležitost“). Každý průchod signálu změní synaptickou váhu (míru 
synaptické propustnosti). 
Procesem učení a zapomínání a sbírání zkušeností člověka, se synapse postupně upevňují 
nebo naopak zanikají. Flexibilita lidské nervové soustavy se projeví rovněž i ve chvíli, kdy 
jeden z neuronů odumře. Lidské tělo není schopno ho nahradit, je to nevratný proces, ovšem 
je schopno propojit nervové buňky jinými novými cestami. To vše i v oboru umělé inteligence 
nazýváme procesem učení [1][3]. 
 
Obr. 1: Části neuronu. 
membrána 
- 
sarkolema 
dendrity 
jádro 
nervová 
zakončení 
iniciální segment 
synaptický knoflík 
soma 
axon 
Ranvierův zářez 
tuková vrstva 
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2.3 Umělý neuron 
Umělý neuron či také formální neuron nebo McCulloch – Pittsův neuron (viz obr. 2) se 
principiálně od toho biologického v podstatě neliší. Má více vstupů x1, x2 ... xn, každý vstup 
má přiřazenu určitou synaptickou váhu w1, w2 ... wn. V těle neuronu se realizuje obvodová 
funkce, nejčastěji je to sumace vstupních informací jako u vyobrazeného neuronu, přičemž 
každý neuron má svůj vlastní práh ϴ. Práh určuje, zda a kdy je neuron aktivní či nikoliv. 
Následně je provedena aktivační funkce, kterou si lze představit jako funkci přenosovou f(z) a 
poté z neuronu vychází pouze jeden výstup y. Analogie s biologickým neuronem je pro lepší 
představu uvedena v tab. 1. 
 
 
 
 
 
 
 
Obr. 2: Schéma umělého neuronu. 
Tab. 1: Souvislosti mezi biologickým a umělým neuronem 
Biologický neuron Umělý neuron 
Dendrity Vstupy x1, x2 ... xn 
Synapse, synaptické váhy Váhy w1, w2 ... wn 
Vstupní membrána 
Realizace obvodové funkce ( ∑ ) 
Práh ϴ 
Tělo neuronu Realizace přenosové funkce f(z) 
Axon Výstup y 
 
Výstup y takového neuronu bude tedy podle následující rovnice [4]: 
                
 
    ,  (2.1) 
kde N je počet synaptických vah neuronu. Pro zjednodušení lze uvažovat práh ϴ jako [4]: 
      , (2.2) 
přičemž vstup x0 = 1 a váha w0 = ϴ. Potom je možno vztah 2.1 přepsat [4]: 
              
 
    . (2.3) 
Přenosová funkce f(z) může být spojitá, nespojitá, lineární či nelineární. Mezi typické 
přenosové funkce lze zařadit funkci lineární, skokovou, omezenou (po částech lineární), 
sigmoidu, hyperbolickou tangentu, inverzní tangentu, Gaussovu či Heavisideovu funkci (viz 
obr. 3) [1][2][3][4]. 
w2 
x2 
wn xn 
ϴ 
f(z) ∑ 
y 
w1 
x1 
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Obr. 3: Nejčastější typy přenosových funkcí. 
2.4 Dělení neuronových sítí 
Na neuronové sítě lze pohlížet z hlediska učení, ale také z hlediska jejich topologie. 
Neuronové sítě se tedy dělí podle těchto základních kritérií [1]: 
Podle způsobu učení: 
 s učitelem – chybové učení s trénovací množinou, snaha přiblížit se požadovaným 
výsledkům (perceptronová síť, BPG), 
 bez učitele – samoorganizující síť bez trénovací množiny, neuronová síť třídí data 
podle vlastností (Hopfieldova síť, Kohonenova síť). 
Podle stylu učení: 
 deterministické učení, 
 stochastické učení – váhy nastaveny náhodně. 
Podle počtu vrstev: 
 s jednou vrstvou (Hopfieldova síť, Kohonenova síť), 
 s více vrstvami (perceptronová síť, BPG, ART síť). 
Dále je lze dělit i podle typu vazby (dopředné nebo zpětné šíření x zpětnovazební), či podle 
počtu učení (jednorázové x opakované) [7][8]. 
2.5 Učení neuronových sítí 
Proces učení a pamatování UNS je založen na stejných principech jako u biologické 
neuronové sítě. Veškeré vědomosti UNS jsou uloženy ve vektoru synaptických vah. Každý 
typ neuronové sítě má svůj vlastní učící algoritmus. Základem ovšem je nejprve neuronovou 
síť naučit určité vzory rozpoznávat. K tomuto účelu slouží tréninková, testovací a validační 
množina vzorů [7]. Tréninková množina je náhodně vybraná, má za úkol neuronovou síť 
naučit klasifikovat vzory, testovací množina potom zamezit nebezpečí přeučení sítě a validací 
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se ověří výsledná funkčnost modelu. Udává se poměr jednotlivých fází 50:25:25. 
Prvním způsobem učení sítě je učení s učitelem, je znám vstup i cílový výstup. Tento 
proces je řešen podle některého ze základních zákonů učení (Hebbův zákon, zákon 
kompetice, chybové učení či algoritmus BPG – viz kapitola 3.1.1). Pokud síť pracuje bez 
učitele, potom se jí předkládají pouze vstupní data bez vyhodnocení výstupu, síť si přijatá 
data sama třídí. Nastavení sítě je možné pomocí vah. Poté se pomocí UNS měří vzdálenosti a 
následně přiřazují jednotlivé vstupy do daných tříd [1][2]. 
2.5.1 Hebbův zákon učení 
Základní zákon, z něhož vychází ostatní algoritmy. Myšlenkou je, že aby došlo ke změně 
synaptických vah, je nutno, aby oba neurony byly ve stejném stavu [2]. Pokud jsou oba 
aktivní, dojde k posílení vah, pokud oba neaktivní, je tomu naopak. Aktualizace vah [4]: 
                             ,  (2.4) 
přičemž α je koeficient učení vyjadřující rychlost učení, xj je chápáno jako presynaptický stav 
j-tého neuronu (příčina), yi jako postsynaptický stav i-tého neuronu (důsledek) [3]. 
2.5.2 Zákon kompetice 
Zákon na základě soutěžení mezi neurony podle pravidla „vítěz bere vše“. Uplatnění najde 
např. pro Kohonenovu síť. K dispozici je sekvence vstupních vzorků a referenční váhové 
vektory. Každý vzorek je porovnáván s každým referenčním vektorem. Určuje se nejbližší 
váhový vektor k danému vzorku na základě vzdálenosti. Neuron, jemuž tento váhový vektor 
patří, vyhrává. Vítězný  neuron je poté aktivní a spolu s nejbližšími sousedy změní své váhy, 
váhy ostatních neuronů zůstávají nezměněny [2][3]. 
2.5.3 Chybové učení 
Tento princip je využíván při učení s učitelem, nejčastěji u perceptronových sítí. Výstup 
neuronové sítě se má co nejvíce přiblížit známému výstupu. Nejdříve jsou  nastaveny váhy a 
při každém iteračním kroku se přepočítává chybová funkce. Chybová funkce vzhledem k h-
tému tréninkovému vzoru bude [4]: 
    
 
 
          
  
   , (2.5) 
kde m je počet výstupních neuronů, a d je požadovaný výstup. Chyba celé sítě je potom [4]: 
       
 
   , (2.6) 
kde p je počet vzorů. Jako poslední krok stačí již jen přepočítat nové váhy (tento výpočet je 
možno provést s přihlédnutím ke koeficientu učení) [4]: 
             ,  (2.7) 
kde Ei je uvažována jako rozdíl mezi požadovanou hodnotou a skutečnou výstupní hodnotou. 
Poté je možno pokračovat v algoritmu k výpočtu další chybové funkce. Tento postup je nutné 
opakovat, dokud chybová funkce nebude minimální (nulová) [2]. 
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3 TOPOLOGIE NEURONOVÝCH SÍTÍ 
V předchozí kapitole byla popsána základní jednotka sítě – neuron. Tato kapitola je věnována 
topologiím jedno i vícevrstvých neuronových sítí s ohledem na možnosti zpracování obrazu 
pomocí UNS. Výběr konkrétního typu sítě je pro řešený problém velmi důležitý. Zároveň 
neexistuje univerzální model, vybraný typ sítě je potřeba upravit podle potřeby na základě 
požadavků. To znamená určit počet klasifikovaných tříd, který bude stejný jako počet 
výstupů, dále počet vstupů, případně skrytých vrstev, počet neuronů v jednotlivých vrstvách a 
přenosovou funkci neuronů (v jednotlivých vrstvách nemusí být stejná, ale v jedné vrstvě pro 
všechny neurony ano). Další postup je otázkou optimalizace sítě na základě testování. 
3.1 Perceptronová síť 
Perceptron si lze představit jako neuron popsaný v kapitole 2.3. Celá síť těchto 
perceptronů se používá pro třídění více vzorů. Síť nejčastěji obsahuje jednu vstupní, jednu až 
dvě skryté a jednu výstupní vrstvu. Důležitý volitelný parametr sítě je počet perceptronů 
v jednotlivých vrstvách. Existuje pravidlo, že počet neuronů v první skryté vrstvě by měl být 
o něco vyšší než ve vstupní, ve druhé skryté vrstvě by jejich počet měl být jako aritmetický 
průměr perceptronů v první skryté vrstvě a výstupní vrstvě [1][12]. Každý uvažovaný 
perceptron dané vrstvy je spojen se všemi neurony vyšší vrstvy. Přenosovými funkcemi 
neuronů jsou nejčastěji sigmoida a hyperbolická tangenta. Perceptronovou síť je možné použít 
mimo jiné i ve zpracování obrazu [8][11]. 
Síť se učí s učitelem na tréninkových vzorech, přičemž výstupní vrstva slouží jako 
klasifikátor vzorů. Algoritmů učení je více, všechny mají společné náhodné počáteční 
nastavení vah. Základní typy jsou: 
 Gradientní metoda: váhy se změní o parciální derivaci výsledné chyby (2.6) podle vah 
násobenou koeficientem učení. 
 Fixní přírůstek: k nové hodnotě vah je vždy přičten celočíselný koeficient větší než 
nula. 
 BPG (Back Propagation) (viz kapitola 3.1.1). 
3.1.1 Zpětné šíření gradientu chyby (BPG) 
Tento nejvíce používaný algoritmus byl vyvinut pro učení tří a vícevrstvých převážně 
perceptronových sítí. Někdy se tímto termínem označuje i typ sítě. Předpokladem je jedna 
vstupní, minimálně jedna skrytá a jedna výstupní vrstva (viz obr. 4). Základní princip spočívá 
v tom, že signál jako takový se šíří dopředně, ale chyba se šíří zpětně [15]. Pro další 
podrobnější popis algoritmu bude zavedeno značení jednotlivých neuronů ve vrstvách. Horní 
index o určuje výstupní, h skrytou vrstvu; i, j jsou indexy neuronů, například váha    
  je váha 
spojující i-tý neuron výstupní vrstvy a j-tý neuron předcházející skryté vrstvy [1]. Další 
značení: α je koeficient učení (nebo rychlost učení), s je strmost přenosové funkce, µ označuje 
setrvačnost. 
Při tréninku jsou síti předložena vstupní a výstupní data. Výstupy všech neuronů se blíží 
nule kromě neuronu, který má za cíl klasifikovat daný vzor, jeho výstup je roven jedné [2]. 
Následně může být aplikován konkrétní algoritmus BPG, tímto započne proces učení. Další 
fází je testování, ovšem bez zpětného šíření signálu.  
Pokud BPG nenalezne globální minimum, může pomoci setrvačnost µ. Udrží určitý směr 
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gradientu a tím se dostane z lokálního minima. Ovlivnit chování sítě lze i změnou koeficientu 
učení (příliš velká hodnota ale způsobuje oscilace), vhodným počátečním nastavením vah na 
nižší hodnoty, volbou kvalitní tréninkové množiny nebo případným zavedením šumu. Existují 
i další modifikace BPG algoritmu, např. s proměnným počtem neuronů, s proměnným 
koeficientem učení nebo s proměnnou strmostí přenosové funkce [4]. Rovněž lze pro 
zrychlení učení uplatnit třeba numerické metody známé z matematiky. 
x1
x2
xN
Vstupní 
vrstva
1. skrytá 
vrstva
2. skrytá 
vrstva
Výstupní 
vrstva
Dopředné šíření signálu
Zpětné šíření chyby
 
Obr. 4: Uspořádání back propagation sítě. 
 
Podrobný algoritmus BPG bude vypadat následovně [1][4]: 
1. Inicializují se váhy náhodnými menšími čísly z doporučeného rozsahu < -0.3, 0.3 >, stanoví 
se náhodná počáteční hodnota koeficientu učení α. 
2. Síti se předloží vzor z tréninkové množiny. 
3. Spočítají se výstupy jednotlivých neuronů podle (2.3). 
4. Vypočítá se chyba podle (2.5) a chyba výstupní sítě podle: 
  
        
       
       
  .  (3.1) 
5. Zpětné šíření chyby: pro všechny neurony ve vrstvě l se spočítají váhy a prahy podle: 
   
         
      
              
      ,  (3.2) 
  
        
           
      . (3.3) 
Dál je třeba zpětně šířit chybu podle: 
  
       
        
        
    
  
    .  (3.4) 
6. Adaptace vah a prahů pro všechny vrstvy l, přičemž se začíná od výstupní vrstvy (l=o), 
poté následují skryté vrstvy (l=h):  
   
          
          
    ,  (3.5) 
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    . (3.6) 
7. Body 4 až 6 se opakují, dokud není splněna podmínka chyby sítě nebo dokud není 
dosaženo maximálního počtu iterací. 
8. Pokud jsou ještě k dispozici další trénovací vzory, následuje návrat k bodu 2, jinak je učící 
fáze ukončena. 
3.2 Hopfieldova síť 
Jedná se o jednovrstvou zpětnovazební cyklickou síť pojmenovanou po svém tvůrci Johnu 
Hopfieldovi. Všechny neurony v síti jsou vzájemně propojeny (kromě neuronu samého se 
sebou) a každý neuron je zároveň vstupní i výstupní, vstupy jsou pouze binární (1,0) nebo 
bipolární (-1,1). Učení probíhá jednorázově, ale proces vybavování po iteračních krocích. 
Existuje jak diskrétní, tak spojitá varianta Hopfieldovy sítě [1][11]. 
3.2.1 Diskrétní Hopfieldova síť 
Tento typ je používán především jako iterační paměť. Bohužel díky omezené velikosti paměti 
si dokáže zapamatovat jen malý počet vzorů, které se musí od sebe co nejvíce lišit. Záleží na 
správném nastavení vah, prahy jsou ale u jednotlivých neuronů nulové. Přenosová funkce by 
měla být nejlépe funkce skoková [1]. Při učení je síti předložen tréninkový vzor, nastaví se 
podle něj váhy po vzoru Hebbova zákona. To se děje až do předložení všech vzorů. Při 
vybavování je síti předložen porovnávaný vzor, spočítají se výstupy, které poté slouží jako 
vstupy do sítě. Tento proces probíhá, dokud dva po sobě následující stavy nejsou shodné. 
Správný vzor je ten, který má co nejmenší Hammingovu vzdálenost [2][11]. 
3.2.2 Spojitá Hopfieldova síť 
Tato verze Hopfieldovy sítě se používá pro řešení optimalizačních úloh, jakou je například 
tzv. problém obchodního cestujícího (Travelling Salesman Problem – TSP) [3]. Jedná se o to, 
že obchodní cestující má navštívit všechna města v oblasti a přitom v žádném nebýt dvakrát. 
Zároveň délka trasy má být co nejmenší. Výsledky podle výzkumu prof. Mańdziuka 
z Varšavské technické univerzity [10] prokázaly, že aplikací Hopfieldovy sítě na tuto úlohu 
lze dosáhnout rychlosti konvergence až ke 100%, zároveň při celkem optimální volbě délky 
trasy (jen asi o 10 – 20% delší než je optimální). Nezáleží přitom na počátečním stavu sítě, jen 
na vhodné volbě interních parametrů [2]. 
3.3 Kohonenova síť 
Označuje se také termínem Kohonenovy samoorganizační mapy podle svého tvůrce Teuvo 
Kohonenena. Má širokou škálu využití od zpracování zvuku či obrazu přes odstranění rušení 
ze signálu až k řízení robota. Tato jednovrstvá síť je tvořená až 1000 neurony uspořádaných 
do mřížky a propojených pouze se svými sousedy [2]. Někdy se mluví ještě o další vrstvě 
tvořící vstupy sítě [11]. Nevýhodou mohou být větší nároky na výpočetní výkon. 
Začátkem učení sítě bez učitele je náhodné počáteční nastavení vah a předložení vzoru. 
Počítá se Euklidovská vzdálenost mezi vzorem a vahami neuronů, které nemají přenosovou 
funkci [1]. Podle zákona kompetice je vybrán vítěz, přizpůsobí se váhy vítěze a jeho sousedů; 
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tento postup je poté opakován i pro další vzory. Neurony jsou nejprve rozprostřeny v síti do 
malých shluků a adaptací vah se postupně utváří struktura sítě. 
Proces vybavování zahrnuje předložení testovacího vzoru, který má být zařazen do 
některé třídy. Vypočítají se Euklidovské vzdálenosti ke všem vahám neuronů v síti a vybere 
se neuron s nejmenší vzdáleností. Tímto způsobem je určeno, do které třídy patří daný 
testovací vzor [13]. 
Existují i varianty Kohonenovy sítě pro učení s učitelem vhodné k rozpoznávání vzorů, 
jako např. LVQ. Používá se pro ně podobný postup od počátečního nastavení vah až po 
uplatnění zákona kompetice, ale adaptace vah probíhá na základě známého výstupu. 
Jednotlivé verze sítě LVQ, tedy LVQ1, LVQ2 a LVQ3, hledají hranice mezi klasifikovanými 
vzory různými způsoby [2]. 
3.4 ART síť (Adaptive Resonance Theory) 
Při aplikaci neuronových sítí se objevil tzv. problém proměnné stability [1] a to především u 
perceptronové sítě. Síť může dojít do stavu neschopnosti naučit se další vzory bez poškození 
stávajících uložených informací, kvůli postupné adaptaci vah při učení. S. Grossberg přišel na 
způsob, jak problém odstranit a umožnit přepínání mezi učícím a vybavovacím módem sítě. 
Existující varianty jsou ART1, ART2 a ART3, všechny určené pro rozpoznávání obrazů. 
Zatím co ART1 pracuje pouze s binárními hodnotami (černobílé snímky), ART2 i s reálnými 
hodnotami (odstíny šedi). ART3 přijímá i spojité signály na vstupech. 
U ART je struktura velmi důležitá. Vstupní vrstva se označuje jako porovnávací a 
výstupní jako rozpoznávací, obě vrstvy jsou propojeny vahami. Od rozpoznávací vrstvy 
k porovnávací se uplatní BPG algoritmus, stejně jako u rozpoznávací mezi jednotlivými 
neurony. Ostatní šíření dat je řízeno testem bdělosti. Váhy všech neuronů v této síti jsou 
dvojího druhu – dopředné a zpětné. Ve vstupní vrstvě má každý neuron tři vstupy. Vstup, 
zpětný signál z výstupní vrstvy a řídící signál. Pokud jsou dva ze tří signálů aktivní, výstupem 
neuronu je 1, jinak je to 0 [11]. 
Učení sítě může probíhat takřka za pochodu kdykoliv, vše se řídí prahem bdělosti, je to 
nejdůležitější volitelný parametr sítě určující její funkčnost. Nejprve jsou inicializovány váhy, 
poté je předložen síti vzor, vypočítají se výstupy, vybere se nejlepší výstup a následně je 
určen podle testu bdělosti další postup. Buď je vzor klasifikován na základě znalostí sítě nebo 
je zařazen jako další klasifikovaný parametr, pokud je ještě volný neuron [13]. 
3.5 Další typy neuronových sítí 
Dalšími používanými topologiemi mohou být: 
 ADALINE (Adaptive Linear Neuron): jeden neuron podobný perceptronu (ten měl 
pouze binární výstupy na rozdíl od ADALINE) s přenosovou lineární funkcí, později 
vytvořena celá síť těchto neuronů: MADALINE (Many Adaptive Linear Neuron) [2]. 
 RBF (Radial Basis Function): má dvě neuronové vrstvy (skrytou a výstupní). Ve 
výstupní jsou perceptrony, ve skryté se používají radiální. Síť se používá díky velmi 
rychlému učení zejména jako klasifikátor [8], ale vyžaduje větší množství dat [2]. 
  Fuzzy neuronové sítě – založeny na fuzzy, tedy pravděpodobnostní logice, používají 
se pokud jsou výsledky nejisté nebo nejasné okolnosti [13]. 
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4 ZPRACOVÁNÍ OBRAZU 
Softwarové zpracování obrazu představuje jednu z oblastí tzv. počítačového vidění [16]. 
Využívá se ke kontrole přítomnosti a počítání výrobků, k měření vzdáleností, k detekci 
pohyblivých objektů (např. aut) apod. V této kapitole bude popsán postup zpracování 
obrazového signálu (viz obr. 5) [4]. 
 
 
 
 
 
 
Obr. 5: Blokové schéma zpracování obrazu. 
4.1 Úrovně zpracování obrazu 
Ve zpracování obrazu jsou důležité i úrovně, ve kterých se jednotlivé dále popsané postupy 
odehrávají. Existují tyto úrovně zpracování [19]: 
 A: Úroveň pixelů. 
 B: Úroveň lokálního zpracování, vstupem jsou pixely. 
 C: Úroveň struktur - hran, rohů, spojů, ploch. 
 D: Úroveň objektů – vlastností jednotlivých objektů 
 E: Úroveň skupin objektů – pozice objektů navzájem vůči sobě 
 F: Úroveň popisující celou scénu 
4.2 Snímání obrazu a jeho digitalizace 
Pro další fáze zpracování obrazu jsou důležité jak správné osvětlení snímané scény, tak i 
použitý snímač. Použít lze jak scanner, tak kameru se snímací elektronkou nebo dnes hojně 
využívané CCD snímače a to jak řádkové, tak maticové [4]. 
Následně je obraz digitalizován, což znamená, že je navzorkován a kvantován. Nejprve 
se analogový obraz vynásobí vzorkovací funkcí a potom je kvantována jasová funkce jednoho 
vzorku. Při pořízení obrazového záznamu a jeho digitalizace se může objevit šum vzniklý 
během snímání, přenosu a zpracování obrazu. Může se objevit tzv. „sůl a pepř“, tedy zrnění u 
obrazů s více jasovými úrovněmi, aditivní šum v procesu snímání a přenosu záznamu či 
kvantizační šum, pokud není použit dostatečný počet jasových úrovní [16]. 
4.3 Předzpracování obrazu 
Vhodným předzpracováním obrazu lze potlačit šum, zkreslení a případně zvýraznit či potlačit 
rysy v obraze, např. lze takto nalézt hrany, zároveň ale není získána jakákoliv nová informace 
[17]. Metody pro předzpracování [4] jsou bodové jasové transformace zvyšující kontrast 
Snímání 
obrazu 
A/D 
převod 
 
Předzpracování 
 
Segmentace 
 
Popis 
Klasifikace 
Měření rozměrů 
3D měření 
Sledování pohybu 
Identifikace textu 
 
Nižší úroveň zpracování Vyšší úroveň zpracování 
17 
 
(např. při nerovnoměrném osvětlení). Další možností jsou geometrické transformace sloužící 
k „narovnání prostoru“ (pokud je snímána zakřivená plocha – např. Země) [16].  
Pro tuto práci je nejdůležitější lokální předzpracování obrazu, je tak možné potlačit šum a 
detekovat hrany, přičemž pro určení výstupního jasového bodu se pracuje jen s blízkým 
okolím příslušného bodu ve vstupním obraze [4]. Možnosti, jak toho docílit, budou popsány 
podrobněji v dalším textu. 
4.3.1 Filtrace šumu 
Základním typem filtrace je průměrování a to jak na základě více obrazů jedné scény či 
s využitím jediného snímku s využitím diskrétní konvoluce se čtvercovou konvoluční maskou 
h, bohužel dochází k rozmazání. Masku však lze použít v kombinaci s Gaussovským 
rozdělením šumu a zvětšit váhy některých bodů masky [16]. 
Existují i sofistikovanější metody, např. filtrace mediánem, což je číslo ze středu jasové 
posloupnosti z okolí filtrovaného bodu. Nedochází sice k rozmazání hran, ale při použití 
čtvercového okolí bodu se mohou poškodit tenké čáry a ostré rohy, což lze eliminovat 
použitím jiného tvaru než čtverce, např. kříže [17]. 
4.3.2 Hranové detektory 
Do druhé skupiny lokálního předzpracování patří i hledání hran a ostření obrazu, říká se jim 
gradientní operátory. Hrany jsou významné části obrazu, kde se náhle mění jas, jsou určeny 
velikostí a směrem. Mírou změny jasové funkce může být gradient, který ukazuje směr 
největšího nárůstu funkce. Velikost gradientu je stejná jako velikost hrany [4] a to: 
             
  
  
 
 
  
  
  
 
 
 ,  (4.1) 
směr hrany bude následující: 
         
  
  
  
  
  .  (4.2) 
Pro výpočet gradientu v digitálním obraze se derivace nahrazují diferencemi [16]. 
První skupina hranových detektorů hledá maxima prvních či druhých derivací, založeny 
jsou na realizaci diskrétní konvoluce. Mohou používat rotující či nerotující konvoluční masku 
[17]. Nejjednodušším detektorem je např. Robertsův operátor používající masky [17]: 
     
     
   
            
     
   
 . (4.4) 
Lepší možnost představuje např. Sobelův operátor s jakkoliv velkou rotující konvoluční 
maskou, často 3x3. Další typy jako např. Robinsonův, Kirschův, Prewittův, se liší jen 
v číslech uvnitř konvoluční masky. Vhodný typ operátoru se většinou určuje experimentálně. 
Naproti tomu Laplacián používá jednu nerotující masku, proto nelze získat informaci o směru 
hrany, jen o velikosti. Existují masky Laplaciánu pro 4-okolí či 8-okolí [17]. 
Druhá skupina operátorů (Marra-Hildreth) rozpoznává hrany při průchodu druhé derivace 
nulou, hrany jsou spojeny do uzavřených útvarů – tzv. „talíř špaget“. Velmi univerzální 
použití umožňuje i Canyho detektor. Nejprve se naleznou gradienty jako v předchozích 
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případech, za potenciální hrany jsou však označena pouze lokální maxima. Výsledné hrany 
jsou získány prahem s hysterezí, což znamená, že se potlačí všechny hrany, které nejsou 
v blízkosti velkých hran detekovaných s jistotou [18]. 
4.4 Segmentace obrazu 
Segmentace slouží k rozčlenění obrazu do částí, které souvisí s věcmi z reálného světa na 
obraze. Lze získat buď částečnou segmentaci složitých obrazů (segment odpovídá určité 
vlastnosti – barva, textura, jas apod.) či kompletní segmentaci (segment = objekt v obraze). 
Problémy mohou nastat jak s vhodným výběrem typu segmentace, tak i při překrývajících se 
objektech [16]. Kromě níže popsaných metod segmentace existuje např. i segmentace 
srovnáním se vzorem, kdy se hledá v obraze výskyt určitého vzoru (jedoucí auta, mraky 
apod.) [17]. 
4.4.1 Segmentace prahováním 
Segmentace prahováním předpokládá, že objekty obrazu mají odlišné vlastnosti jako např. 
odrazivost povrchu, nejčastěji se tak odděluje pozadí od objektu. Výsledný obraz po 
prahování obsahuje objekty oddělené na základě prahu T, což je jasová konstanta určená např. 
experimentem, z histogramu (četnost úrovní jasu) či procentuálně na základě znalosti obrazu. 
Prahovat lze buď na základě jediné hodnoty, což nemusí přinést kýžené výsledky. Častěji se 
používá více prahů [4], kdy každá část obrazu má svůj práh [17]. 
4.4.2 Segmentace na základě detekce hran 
Prvotním předpokladem je, že hrany již nalezl hranový detektor, obraz je však potřeba dále 
zpracovat, tzn. spojit hrany do řetězů lépe vystihujících hranice oblastí. Největší úskalí 
představuje přesnost segmentace (detekované hrany nemusí vždy odpovídat skutečným 
hranicím a naopak) [16]. 
První možností je prahování obrazu hran, kdy se ponechávají pouze významné hrany na 
základě jejich velikosti, třídění těchto hran určuje velikost prahu [4]. Jiná metoda je založena 
na sledování hranice, která je hledána obkroužením objektu. Existují rovněž iterativní postupy 
využitelné i v neuronových sítích, kdy se informace o existující hraně postupně zpřesňuje, 
přičemž lze využít i dostupné informace o obraze (tvar a poloha hranic). Jinou variantou je 
postupná minimalizace energie až k nalezení lokálního minima, což znamená nalezení hran 
v obraze [16]. 
4.5 Popis oblastí 
Klíčem k porozumění obrazu je rozpoznání oblastí, což vyžaduje jejich přesný popis. Cílem 
popisu je určit buď číselný vektor příznaků nebo nečíselný syntaktický popis charakterizující 
tvarové či jiné vlastnosti popisované oblasti a to ze segmentovaných dat [17]. Aby bylo 
možné oblasti popsat, je nutné je identifikovat, což je možné barvením, kdy se každé oblasti 
přiřadí neopakující se číslo [4].  
Zásadní problém spočívá v definici tvaru, existuje více způsobů popisu tvaru. Prvním 
z nich je popis vycházející z hranic oblastí. Využívá se délky hranice, obvodu, rozdělení na 
úseky konstantního zakřivení – kružnice, elipsy apod. [17]. Druhá možnost vychází z popisu 
celých oblastí. To znamená velikosti plochy, Eulerova čísla (rozdíl souvislých částí a počtu 
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děr), kompaktnosti (míra podobnosti k ideálním kruhu), podlouhlosti (poměr stran obdélníka 
opsaného objektu) či pravoúhlosti (poměr velikosti a plochy opsaného obdélníka) [16]. 
Poslední trochu odlišnou skupinou je popis pomocí momentů, který pracuje s jasovou 
funkcí segmentovaných objektů. Existuje obecný, centrální a normovaný geometrický 
moment. Využívá se často v porovnání s centrálním momentem elipsy o určité excentricitě, 
s určitou délkou hlavní či vedlejší osy [16]. Obecný moment není imunní vůči změně měřítka, 
posunutí ani natočení. Centrální moment řeší potíž s posunutím [17]: 
              
       
          , (4.5) 
kde xt a yt jsou souřadnice těžiště oblasti, i, j jsou souřadnice bodů oblasti a p,q jsou stupně 
momentu obrazového segmentu f(i,j). Normovaný centrální moment si však poradí i se 
změnou měřítka díky vhodné volbě souřadné soustavy [4]. 
4.6 Identifikace objektů 
Předchozí blok zpracování obrazu vede na konečnou identifikaci objektů v obraze, kdy jsou 
data podle určitých příznaků tříděna. Zde je na místě především určit metodu rozpoznávání, 
vytvořit vhodný klasifikátor objektů s určitým rozhodovacím pravidlem. Základní metody 
rozpoznávání jsou příznakové, syntaktické či hybridní [4].  
Příznakový popis bývá zaměřen na číselnou hodnotu elementárních popisů, které jsou 
označovány jako příznaky. Jednotlivým klasifikovaným třídám odpovídají shluky v obraze 
oddělené křivkami (viz obr. 6). 
 
Obr. 6: Klasifikované třídy oddělené křivkami. 
Dělení do tříd provádí klasifikátor, pro účely této práce to může být některý z typů UNS, 
potřebuje pouze rozhodovací pravidlo, což je pro UNS typicky výpočet minimální 
vzdálenosti. Obecný klasifikátor a UNS mají společný i postup učení [4]. 
Elementárním vlastnostem syntakticky popsaným se říká primitiva. Syntaktický popis 
nese informace o struktuře objektů a o sémantice – vlastnostech primitiv. Je snaha primitiva a 
vztahy mezi nimi nalézt co nejjednodušším způsobem. Klasifikátor v tomto případě 
rozhoduje, zda věta popisující objekt patří do jazyka některé z tříd. Jazykem se rozumí věty 
popisující objekt a patřící do jedné třídy, věta znamená řetěz symbolů, jejichž množina tvoří 
abecedu. Symboly znamenají v tomto případě právě primitiva [4][17]. 
20 
 
5 VYUŽITÍ NEURONOVÝCH SÍTÍ 
Neuronové sítě tak, jak byly definovány, lze použít v mnoha oblastech zkoumání. 
Všeobecně lze říci, že se hodí tam, kde je zapotřebí rozpoznávání, klasifikace či predikce 
časových řad. Konkrétní obory využití mohou být například [2][7]: 
 Zpracování obrazu a počítačové vidění: podrobněji se jím bude zabývat kapitola 5.2 
(klasifikace obrazu, předzpracování obrazu apod.) [1]. 
 Rozpoznávání znaků: jednotlivých písmen psané podoby, i hůře čitelných, a jejich 
převod do digitální podoby. 
 Analýza a syntéza řeči: např. NETTALK (převádí psaný text na mluvený). 
 Medicína: zpracování dat z EKG, EEG. 
 Finanční sektor: předpovědi cen akcií [9]. 
 Meteorologie: předpovědi počasí. 
 Vojenství: detekce min, zpracování radarových snímků. 
5.1 Výhody a nevýhody neuronových sítí 
Mezi základní vlastnosti UNS, které se často využívají, patří schopnost učit se, generalizovat 
a řešit i silně nelineární úlohy. Výhodný je i paralelismus ve zpracování dat. Schopnost učit se 
znamená i adaptovat se na nové podmínky. Pokud se změní podmínky, stačí pouze 
neuronovou síť přeučit. Schopnost generalizace se zase projeví tak, že neuronová síť správně 
rozpozná i vzory, které v tréninkové množině nejsou [1]. 
Naopak mezi nevýhody omezující použití UNS, patří nepřesnost. Nelze jednoduše nechat 
sečíst 3+5. Nejsou tedy vhodné pro přesné výpočty, pro lineární úlohy či pro pouhé 
zapamatování si určitých dat. Jako nevýhody se dají označit i správnost volby topologie sítě, 
doba potřebná k tréninku UNS, velikost a složitost sítí [2]. 
5.2 Neuronové sítě ve zpracování obrazu 
Přibližně od 90. let minulého století se místo klasických statistických postupů zpracování 
obrazu jako např. Parzenovo okno čím dál více prosazují neuronové sítě. Brzy se začaly 
dopředné neuronové sítě používat na segmentaci a rozpoznávání objektů kvůli své schopnosti 
učit se. Tam, kde nejsou známy požadované výstupy, se stala Kohonenova síť zajímavou 
alternativou k sítím používajícím učení s učitelem, dokáže rozlišovat např. různé textury. 
Hopfieldova síť nalezla své uplatnění především v oblasti předzpracování obrazu. 
Současný vývoj neuronových sítí je ve fázi, kdy funkce dopředných a Kohonenových sítí 
byla rozšířena tak, aby zahrnovala i zpracování obrazu na nižší úrovni, především filtraci 
šumu a zvýšení kontrastu [19]. V této části bude diskutována volba typu neuronové sítě pro 
jednotlivé bloky zpracování obrazu, které jsou důležité pro semestrální práci. 
5.2.1 Předzpracování 
Neuronové sítě lze použít k důležitým procesům předzpracování obrazu, tedy zvýšení 
kontrastu obrazu, filtraci šumu a hledání hran na úrovni pixelů (A), maximálně na úrovni 
lokálního zpracování (B) (viz kap. 4.1). K binárnímu vylepšení obrazu je možné použít síť 
ART, pro zvýšení kontrastu i síť s dopředným šířením [19]. 
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K obnově obrazu a odstranění šumu lze využít celou řadu neuronových sítí v závislosti 
na složitosti obrazů a úrovni šumu. Jak bylo ukázáno v kapitole 4.3.1 základním prostředkem 
odstranění šumu je konvoluce, k jejíž realizaci lze použít síť s dopředným šířením [19]. Tyto 
sítě se přibližují optimálnímu filtru, který by měl odstranit šum, ale ponechat hrany v obraze. 
Další zajímavé řešení představuje GANF (Generalised Adaptive Neural Filter) [19], který 
dokáže potlačit šum. GANF se skládá ze sady neuronů, jejichž základem je zásobník 
binárních filtrů. Pro odstranění neznámého šumu z obrazu může velmi dobře sloužit i Fuzzy-
neuronová síť. Typicky se však využívá především Hopfieldova síť, hlavně její spojitá 
varianta. K rekonstrukci obrazu lze totiž přistoupit jako k optimalizační úloze. Byla dokonce i 
vytvořena síť ze sítí, kde jednotlivé UNS jsou volně spojeny do jedné velké sítě [19]. 
Pro plnění funkce hranového detektoru bývá vybírána především síť s dopředným 
šířením. Její váhy se mohou nastavit na pevně danou hodnotu v souladu se základními typy 
hranových operátorů. Opět se ale lze dívat na detekci hran jako na optimalizační úkol, kde 
nalézá uplatnění Hopfieldova síť [19]. 
Zájem o využití neuronových sítí v operacích předzpracování obrazu je především kvůli 
jejich paralelismu a softwarové nenáročnosti implementace do různorodých aplikací. Pouze 
zde není využita schopnost učení. 
5.2.2 Získání příznaků 
Získání příznaků je velmi důležité jak pro segmentaci a identifikaci objektů, tak i ke snížení 
výpočetní náročnosti a redukce dimenze. Příznaky odpovídají vlastnostem v obraze (hrany, 
rohy), je to zvláštní druh redukce dat, pro kterou lze neuronové sítě také použít např. 
asociativní sítě s pěti vrstvami dokázaly snížit dimenzi (najít základní povrchy). Jinou 
možností jsou nejvíce používané dopředné sítě, ale také Kohonenova nebo Hopfieldova síť. 
Ve srovnání s jinými technikami získávání příznaků má použití neuronových sítí své výhody -
zejména dopředná síť, která dokáže získávat i nelineární příznaky. 
5.2.3 Segmentace 
Segmentaci neuronovými sítěmi lze provést buď na úrovni A nebo B. Na úrovni pixelů (A) 
pracuje mnoho neuronových sítí uzpůsobených těmto účelům, jsou to např. sítě s dopředným 
šířením, Kohonenova síť, Hopfieldova síť, pravděpodobnostní UNS, RBF [19]. Sítě pracující 
na úrovni A naučené na klasifikaci obrazu podle textury nebo podle textury a tvaru, jsou často 
sítě s učitelem. Neuronové sítě dokáží realizovat i další segmentační postupy: určení obrysů či 
určení bodů vně či uvnitř segmentu, avšak mají jednu velkou nevýhodu, nejsou odolné vůči 
změně měřítka a natočení.  
V procesu segmentace realizované na úrovni lokálního zpracování (B) jsou používány 
stejné typy sítí jako úrovni A, navíc může být použita i zpětnovazební síť. Segmentace 
probíhá opět na základě rozlišení textury a tvaru, navíc lze i spojovat hrany a linky. Nejvíce 
používaný segmentační proces realizovaný neuronovými sítěmi je rozlišování jednotlivých 
textur. Rozlišování textur je často založeno na vlnkové funkci, na vlastnostech získaných z 
Gaborových vlnek nebo na prostorových derivacích v lineárním prostoru. Příznaky takto 
získané dávají informace v několika měřítcích klasifikátoru, který se díky tomu dokáže 
vypořádat s citlivostí na změnu měřítka [19]. 
Nicméně nevýhodou je obtížné zhodnocení kvality segmentace a problematika začlenění 
vstupních informací do neuronové sítě, což je stále oblastí aktivního výzkumu. Další otázkou 
je, jak pro učení s učitelem získat předem známé výstupní hodnoty, kterými by se síť 
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nastavovala. Někdy je tento problém řešen tak, že jsou expertem vymezeny vnitřní části 
oblastí s podobnou texturou, ale přechodové oblasti zůstanou neklasifikovány [19]. 
5.2.4 Popis oblastí a identifikace objektů 
Opět je možné zůstat na úrovni pixelů, kde pracují sítě s dopředným šířením, ART, 
zpětnovazební sítě, fuzzy-neuronové sítě či síť Hopfieldova. V procesu identifikace může být 
použita i Kohonenova síť, kterou lze využít pro získání vlastností oblastí, které jsou následně 
využívány jako vstupy pro klasifikaci jinými sítěmi. Složitost klasifikátoru samozřejmě 
poroste se složitostí klasifikovaného objektu [19]. 
Zpětnovazební sítě jsou ceněny pro jejich paměť – aktuální stav obsahuje informace i o 
minulosti, což může být využito např. pro sledování ropných skvrn. Kvůli požadavku na 
odolnost vůči změně měřítka, polohy a rotace byly vytvořeny i zcela nové architektury 
postavené například na statistice intenzity objektu, která by měla být předem známa [19]. 
Další možnost představuje iterativní hledání středu objektu v obraze, kdy výstupem UNS je 
odhad posunutí vektoru ke středu objektu.  
Podle složitosti obrazu mohou být vyžadovány i informace související s objektem 
předtím, než bude spolehlivě detekován. Zahrnutí těchto informací může vést k nárůstu 
vstupních informací a tím pádem složitějšímu třídění, proto byly vyvinuty tzv. multiresolution 
přístupy kombinující intenzitu bodů umístěných na různých úrovních pyramidy (Gaussova, 
Laplaceova) soustředěných okolo stejného místa. 
Pro práci na úrovni B může být zvolena některá z těchto sítí: s dopředným šířením, 
Hopfieldova síť či fuzzy neuronová síť. Na této úrovni nejsou neuronové sítě tak vytěžovány 
a to kvůli většímu vlivu šumu. Umístění hran v obraze (vstup úrovně C) také může 
v neuronových sítích sloužit ke klasifikaci [19]. 
5.2.5 Shrnutí 
V kapitole 5.2 bylo pojednáno o možnostech využití neuronových sítí v jednotlivých blocích 
zpracování obrazu. Z uvedených skutečností vyplývá, že sítě s dopředným šířením signálu 
jsou velmi všestranný nástroj použitelný téměř kdekoliv. Otázkou zůstává, jakých výsledků ve 
srovnání s jinými architekturami bude dosaženo, ale i to je předmětem další práce. Další 
velmi univerzální sítí je jistě síť Hopfieldova, na nižších úrovních lze použít i Kohonenovu síť 
nebo ART. Ve speciálních aplikacích jistě nalezne využití fuzzy-neuronová síť nebo některá 
z nově vyvíjených speciálních architektur. 
5.3 Realizace umělých neuronových sítí 
Provedení může být řešeno jak na hardwarové, tak na softwarové úrovni. Nejčastěji jsou 
realizovány simulace UNS. Využívány jsou také neuropočítače, neuročipy, optické neuronové 
sítě apod. 
5.3.1 Softwarové řešení 
Softwarovému řešení UNS se věnuje tato práce. Výhoda je, že takto řešené neuronové sítě 
mohou být i složitější a klasifikace vzorů probíhá velmi rychle, na rozdíl od učící fáze. Hojně 
se využívá simulací v MATLABu, případně přímo implementovaného Neural Network 
Toolboxu. Použít lze ale i jiné programovací jazyky než jen MATLAB – např. C, C++, C#. 
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Existují také simulátory neuronových sítí. Nejznámější z nich jsou Statistica Neural Networks 
či BrainMaker Professional [8]. Z českých simulátorů existuje např. Neurex [2][9]. 
5.3.2 Hardwarové řešení 
Mezi používané hardwarové řešení UNS patří i neuropočítače. Lze je realizovat buď s pevnou 
strukturou, jsou tedy vyvíjeny pro omezený počet topologií a algoritmů, či s dynamickou 
strukturou schopnou pružně reagovat na různé požadavky. Druhé řešení je ovšem velmi 
drahé. Většina neuropočítačů je konstruována pomocí tranzistorů, to jsou neurony, a 
synaptické váhy jsou reprezentovány potenciometry. Nelineární aktivační funkce mohou 
realizovat operační zesilovače. Pro rozpoznávání obrazů je možné použít i optoelektronické 
neuronové sítě, což jsou dnes v podstatě optické neuropočítače [2]. 
Další možností jsou neuročipy, které je možno převést jak do analogové, tak do digitální 
podoby. Na jednom čipu jsou až tisíce výkonných prvků a podmínkou je možnost rychle je 
propojit. Vývodů z neuročipu může být až 200, což ale omezuje možnosti realizace 
architektury sítě [3].  
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6 APLIKACE UNS PŘI IDENTIFIKACI 
OBJEKTŮ V OBRAZE 
Na základě předchozích kapitol a úvaze o důležitosti jednotlivých kroků zpracování obrazu a 
jejich logické návaznosti byla vybrána identifikace objektů jako operace pro praktickou 
realizaci. Blok předzpracování obrazu je důležitý, ale pro běžné aplikace lze využít i filtrací 
např. průměrováním nebo mediánem. Přeskočení kroku předzpracování je také možné a to 
proto, že předzpracování lze realizovat relativně jednoduchými operacemi a navíc je 
k dispozici mnoho obrazů, které nebudou provedení předzpracování vyžadovat. Segmentace 
je první krok zpracování obrazu na vyšší úrovni a pro pozdější identifikaci objektů je zásadní. 
Avšak i tuto část lze provést v rámci určitého předzpracování, lze ji naprogramovat mimo 
neuronovou síť (například v programu Matlab) a takto rozsegmentovaná data síti pouze dodat 
či si opatřit kvalitní program pro segmentaci. 
Identifikace objektů je dobrá volba především proto, že skýtá mnoho dalších možností 
praktického využití a neuronová síť ve své podstatě vždy funguje jako klasifikátor, pouze 
s tím rozdílem, k jaké optimalizační úloze se využije a jakým způsobem jí budou dodána data 
a jaká data to vlastně budou. Z výše uvedeného je tedy zřejmé, že v této práci se provede i 
segmentace, ale mimo neuronovou síť, ta bude výstup segmentace pouze čerpat jako vstup 
pro klasifikaci. 
Nejběžnější typy neuronových sítí byly popsány v kapitole 3 a jsou to sítě: Hopfieldova, 
Kohonenova a Back Propagation. Jako realizovaná neuronová síť byla vybrána síť Back 
Propagation a to pro svoji všestrannost. Na této úrovni zpracování obrazu lze použít ještě i 
Hopfieldovu síť, Kohonenova síť je vhodná spíše pro zpracování na nižších úrovních. 
Vývojový diagram celého postupu je na obr. 7. První část představuje učící fázi. Prvním 
krokem je načtení obrázku, následuje blok předzpracování, který není povinný; realizována je 
zde především filtrace šumu a případně je možno zvýšit kontrast obrazu. Následně se zvolí 
parametry sítě, což bude počet vstupů a výstupů, počet neuronů v jednotlivých vrstvách, 
přenosová funkce sítě nebo koeficient učení. Volba počtu vstupů i výstupů sítě bude silně 
závislá na realizované úloze. 
Dále následuje samotné provedení neuronové sítě. Síti se postupně předloží v tréninkové 
fázi jednotlivé vzory, na kterých se bude učit. V této chvíli je možné síť ještě optimalizovat 
přidáním či odebráním neuronů, či vhodnou volbou přenosové funkce nebo dalších parametrů. 
Pokud je síť naučena, uloží se její vědomosti do prahů a vah jednotlivých neuronů 
v jednotlivých vrstvách a tyto hodnoty zůstávají až do dalšího případného učení neměnné, 
ideální volbou je vyexportování všech hodnot do souboru, kam si je možné pro ně zajít, až to 
bude potřebné.  
Nyní je možné přejít k testovací fázi, kdy se síti předkládají v různém sledu jednotlivé 
naučené vzory, lze využít i rozsegmentovaná data sloužící jako vstup sítě. Cílem je především 
zamezit přeučení sítě. Posledním krokem je už pouze ověření funkčnosti na validačních 
datech. Trénovací a testovací fázi lze i navzájem propojit a síť průběžně při učení testovat. 
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Obr. 7: Vývojový diagram celého postupu identifikace objektů v obraze. 
6.1 Rozpoznávání písmen a číslic 
Při rozhodování o tom, jakou konkrétní oblast pro programovou část diplomové práce zvolit, 
sehrál roli jeden důležitý faktor: volba úlohy s ohledem na praktičnost a možnost pozdějšího 
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využití. Je totiž nezbytně nutné neuronovou síť hned zacílit na určitý specifický úkol 
v rozpoznávání. Pro tuto diplomovou práci bude stěžejní rozpoznávání písmen tiskací 
abecedy, a to jak malých, tak velkých, ale pouze základní verze bez české diakritiky; a dále 
pak i číslice. To znamená: 26 velkých písmen, 26 malých písmen, 10 číslic. Počet neuronů 
výstupní vrstvy je tedy daný počtem klasifikovaných objektů, to jest 62. 
Tiskací písmo bylo zvoleno z toho důvodu, že spolehlivé rozpoznávání psacích písmen je 
stále předmětem aktivního výzkumu. Trénování neuronových sítí např. pro řízení aut nebo 
rozpoznávání ručně psaného poštovního směrovacího čísla zahrnuje obrovské množství dat, 
jejichž shromáždění je mimo možnosti této diplomové práce. Na podobných projektech 
týkajících se rozpoznání psacího písma většinou pracují početné výzkumné týmy. Trénink 
takto rozsáhlých sítí může zabrat i při vysokých výpočetních výkonech několik dní a to navíc 
za předpokladu sestavení kvalitní a reprezentativní jak trénovací, tak testovací množiny [25]. 
 Pro učící fázi budou použity vzory sestávající z těchto objektů (viz obr. 8), přičemž 
každý objekt bude sítí dodáván zvlášť. Tyto objekty byly navrženy v programu Corel 
PHOTO-PAINT 12, font byl použit Arial o velikosti 50. Rozměry písmen a číslic jsou 36 x 36 
pixelů, což určuje zase počet vstupních neuronů, kdy jeden neuron odpovídá jednomu pixelu, 
to znamená 1 296 neuronů vstupní vrstvy. Nejoptimálnější počet neuronů skrytých vrstev, 
volba přenosové funkce a volba koeficientu učení budou následně určeny experimentálně 
v další části práce. 
 
 
Obr. 8: Ukázka klasifikovaných vzorů: velké a malé písmeno, a číslice. 
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7 POPIS PROGRAMU 
Optimalizační úloha neuronové sítě je tedy dána, jsou stanoveny základní parametry sítě, je 
tedy možno přistoupit k samotné realizaci programu. Coby HW prostředek k realizaci byl 
použit notebook s pamětí RAM 4 GB a procesorem Intel Pentium 2,3 GHz. S využitím 
vývojového diagramu popsaného v předchozí kapitole byla sestavena funkční aplikace 
v jazyce C využívající zároveň i některé funkce z jazyka C++. Celý program byl navržen a 
odladěn v prostředí Microsoft Visual Studio 2010. Na rozdíl od programu Matlab, kde je 
implementována celá řada funkcí důležitých pro práci s obrázky či maticemi, pro vývoj 
aplikace v jazyce C bylo potřebné doinstalování příslušných knihoven. Jednalo se konkrétně o 
knihovnu OpenCV, která vznikla v týmu společnosti Intel a dnes je hojně používaná 
v oblastech počítačového vidění. Tým Intelu odvedl bezesporu výtečnou práci, jelikož ke 
knihovně je dostupná velmi rozsáhlá nápověda jednak v knižní podobě a za druhé lze různé 
podrobnosti k jednotlivým funkcím dohledat na internetu např. na stránkách celosvětově 
proslulých univerzit. 
V následujících podkapitolách bude popsán vývoj programu pro učení a testování 
neuronové sítě, kterou běžný uživatel v uživatelské aplikaci sice neprovádí, ale tato fáze je 
nezbytná pro další fungování programu a proto jí bude věnován prostor. Další část se věnuje 
samotné aplikaci a uživatelskému prostředí pro rozpoznávání písmen a číslic. 
7.1 Učící fáze 
Na začátku je dobré si položit otázku: Co vlastně způsobuje to, že je síť schopná fungovat? 
Odněkud se její vědomostí musí vzít a právě k tomu slouží fáze učení. Paní docentka Xiaoli 
Fern z Oregon State University píše, že učení sítě je něco jako umění [25]. Je nutno 
přistupovat k neuronové síti jako k dítěti, které je nutno vše naučit, i když strojově. 
Prvním krokem k učení neuronové sítě je načtení všech obrázků rozpoznávaných znaků 
do vstupní matice in o rozměrech daných počtem vzorů x počet vstupů. Načítané obrazy jsou 
šedotónové, to znamená, že bílý pixel má hodnotu 255 a černý 0. V cyklu jsou procházeny 
jednotlivé obrazové body přes funkci knihovny OpenCV obraz.at. Pokud je pixel bílý, je do 
vstupní matice zapsána 0. V opačném případě, tzn. pokud je černý, je zapsána 1, což vlastně 
převádí šedotónový obraz na binární. Každému řádku vstupní matice tedy odpovídá jeden 
vzor, resp. hodnoty všech jeho obrazových bodů. 
Dalším krokem je volba výchozí realizované přenosové funkce, se kterým souvisí 
sestavení matice požadovaných výstupů reqout, která je čtvercová. Jejím rozměrem je počet 
vzorů. Protože za přenosovou funkci byl na začátku zvolen hyperbolický tangens, budou na 
hlavní diagonále matice 1, jinak -1. Je to signál pro neuronovou síť, že při n-tém vzoru má být 
n-tý neuron nejvíce aktivní, ostatní neurony by měly být neaktivní. Důvod volby těchto dvou 
čísel je nutno hledat v oboru hodnot funkce tanh, kdy funkce může nabývat hodnot právě od  
-1 do 1 (viz kapitola 2.3). 
Následující část připraví základ neuronové sítě. Po definici rozměrů, především počtu 
neuronů obou skrytých vrstev, je možné inicializovat jednotlivé proměnné, kterým je nutné 
alokovat paměť přes příkaz malloc (rozměr_matice * sizeof (double)). Pro všechny váhy (a 
výstup poslední vrstvy) je nutné použít ukazatele na ukazatel datového typu (double). Tímto 
způsobem se definují matice vah jednotlivých vrstev, přičemž vstupní vrstvě se přiradí pouze 
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jedničkové váhy bez definovaných prahů, jelikož slouží pouze pro rozřazení vstupů. Všem 
dalším vrstvám se přiřadí náhodné hodnoty prahů a vah z doporučeného rozsahu < -0,3; 0,3 >. 
Podobným způsobem je potřeba alokovat paměť pro výstupy všech vrstev a jejich chyby 
(mimo vstupní vrstvy, kde to není potřebné). Důležité je nezapomenout paměť uvolnit pro 
další použití, k tomu slouží příkaz free (název_proměnné). 
7.1.1 Provedení neuronové sítě 
Provedení samotné neuronové sítě se odehrává ve while cyklu, který probíhá tak dlouho, 
dokud není dosaženo maximálního počtu iterací nebo dokud není splněna podmínka pro 
maximální přípustnou chybu: 
while (( iter < maxiter ) && (Ec > EcMAX)). 
Nejprve se spočítají výstupy jednotlivých neuronů podle (2.3), pro první skrytou vrstvu 
například: 
vystup_HID1 [k] = (double) tanh (suma), 
kde suma je počítána jako: 
suma += w_HID1 [l][k] * vystup_IN [l], 
přičemž l a k jsou iterační proměnné dvou for cyklů, k má rozměr počtu neuronů dané 
vrstvy a l počtu neuronů předchozí vrstvy zvýšenému o 1 a to kvůli prahům. Proměnná 
w_HID1 je matice vah 1. skryté vrstvy. Dále se spočítá chyba výstupní vrstvy jako rozdíl 
požadovaného výstupu a skutečného: 
delta_OUT [m] = reqout [Vzor][m] - vystup_OUT [Vzor][m], 
zde je m rovno počtu neuronů výstupní vrstvy a Vzor je dán aktuálním počítaným 
vzorem. Následně je třeba šířit zpětně chybu vypočítanou rovnicí (3.4), pro názornost opět pro 
1. skrytou vrstvu: 
delta_HID1 [k] = delta_HID2 [n] * w_HID2 [k][n], 
k je stejné jako v prvním případě a n je dáno počtem neuronů 2. skryté vrstvy, tedy 
předchozí vrstvy, odkud se chyba šíří. Proměnná w_HID2 obsahuje váhy 2. skryté vrstvy. 
Nyní zbývá ještě adaptace vah a prahů podle (3.5) a (3.6) znovu pro 1. skrytou vrstvu: 
w_HID1 [l][k] = w_HID1 [l][k] + alfa * vystup_IN [l] *  
delta_HID1 [k] * (1 - pow ((vystup_HID1 [k]),2)), 
kde alfa představuje koeficient učení, kterému bude později věnována zvláštní pozornost 
a poslední člen rovnice (1 - pow ((vystup_HID1 [k]),2)) představuje derivaci hyperbolické 
tangenty. Je důležité znát i chybu celé sítě, která se vypočítá z chyby daného vzoru: 
Eh [Vzor] = Eh [Vzor] + 0.5 * pow ((delta_OUT [m]),2) 
a chyba celé sítě je dána součtem chyb všech vzorů. Posledním krokem je export 
vypočítaných a optimalizovaných prahů a vah pro jednotlivé vrstvy do textového souboru, 
odkud je možné hodnoty opět čerpat, až to bude potřeba. 
Učící fázi uživatel neprovádí z důvodu vysoké výpočetní a časové náročnosti; pro 64 
vzorů zabere optimalizace i více než 40 hodin, se započítáním doby výpočtu programem a 
experimentováním s různými hodnotami parametrů. Jeden běh programu se 120 000 iteracemi 
trvá přibližně 10 - 13 hodin v závislosti na nastavení sítě. 
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7.1.2 Testování jednotlivých parametrů sítě pro hyperbolickou tangentu 
Existuje více způsobů, jak ovlivnit chod sítě, především rychlost a kvalitu jejího naučení. Lze 
to tedy provést například: 
 Volbou přenosové funkce, případně její strmostí 
 Počátečním nastavením vah 
 Volbou počtu neuronů ve skrytých vrstvách 
 Koeficientem učení α 
 Volbou trénovací množiny vzorů, případně její změnou 
 Přidáním koeficientu setrvačnosti 
Přenosová funkce byla již pro tuto kapitolu stanovena, je proto možné se zabývat dalšími 
částmi. Postupně byly testovány jednotlivé parametry sítě, přesněji řečeno počáteční nastavení 
vah, počet neuronů obou skrytých vrstev a koeficient alfa. V případě počtu neuronů obou 
skrytých vrstev byla hlavním kritériem především doba výpočtu a maximální možná přesnost 
dosažitelná v přijatelném čase. Sluší se poznamenat, že architektura sítě se značí následujícím 
způsobem: IN-HID1-HID2-OUT, což znamená počet neuronů v jednotlivých vrstvách od 
vstupní po výstupní. 
Pro následující testování souvislostí mezi počtem neuronů v skrytých vrstvách, 
přibližnou dobou trvání výpočtu a dosaženou přesností, je nutno uvést, že všechny hodnoty 
v tab. 2 byly dosaženy při 120 000 iteracích a koeficientu alfa 0,1. Více iterací bohužel 
vývojové prostředí neumožňuje (maximum je asi 125 000) a nedovolují to ani aktuální 
výpočetní možnosti. Ověřované hodnoty byly voleny v rozmezí 35 až 60 z důvodu výpočetní 
náročnosti rozsáhlejších sítí. Z tab. 2 je tedy patrné, že větší počet neuronů nemusí znamenat 
vždy nutně i větší přesnost. Zároveň jistou roli ve výsledcích může hrát i faktor náhodnosti: 
přeci jen jsou na začátku nastaveny prahy a váhy náhodně v rozmezí < -0,3; 0,3 >. 
Tab. 2: Závislost maximální chyby a doby trvání výpočtu na počtu neuronů skrytých vrstev 
Počet neuronů Dosažená chyba sítě Doba trvání výpočtu 
35 5,725 10 hodin 
40 5,478 11 hodin 
50 5,670 13,5 hodiny 
60 15,634 16 hodin 
 
Na základě dosažených výsledků se jeví jako nejvhodnější počet neuronů v rozmezí  
40 – 50. Ale je nutné pátrat po důvodu tak vysoké chyby i po tolika iteracích. Bude proto 
otestován vliv hodnoty koeficientu učení α s ohledem na nynější výsledky. Při vyhodnocování 
předchozí závislosti bylo zjištěno, že po dosažení určité hodnoty chyby sítě (vždy asi okolo 
5,5), se průběh zastaví a chyba začíná kolem těchto hodnot oscilovat. To vede pouze 
k jedinému závěru a sice, že koeficient α je nastaven na příliš vysokou hodnotu, síť není 
schopná dosáhnout globálního minima, protože jej přeskočí a pohybuje se pouze v rámci 
lokálních minim. Avšak pokud bude už od začátku jeho hodnota příliš malá, bude se chyba 
sítě zmenšovat mnohem pomaleji, což také není žádoucí vzhledem k době běhu programu. 
Následujícím systematickým testováním koeficientu α po méně iteracích (maximálně 
5 000) bylo zjištěno, že nejlepší způsob je kombinace více hodnot koeficientu α, tedy jeho 
postupné zmenšování, aby se předešlo oscilacím a zároveň síť konvergovala k řešení 
v rozumném čase. Na základě dosažených znalostí bylo provedeno vždy 20 000 iterací 
s jedním koeficientem α, který byl v následujících 20 000 iteracích snížen. Počáteční hodnota 
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alfy byla 0,1, poté byla zmenšena na 0,01 a optimalizace sítě byla ukončena při hodnotě 
0,001. Jak je vidět z tab. 3, v tomto případě je u počtu 50 neuronů obou skrytých vrstev 
během stejného počtu iterací dosaženo menší chyby sítě, i když jen o pouhé 2 desetiny, což 
částečně mohlo opět ovlivnit počáteční nastavení vah. 
Tab. 3: Dosažená chyba sítě při 60 000 iteracích a testovanému počtu neuronů 
Počet neuronů Počet iterací Dosažená chyba sítě 
40 60 000 4,42819 
50 60 000 4,23049 
 
Na základě dat uvedených v textu výše se jeví jako nejvhodnější použít 50 neuronů 
v obou skrytých vrstvách. Vývoj chyby sítě v závislosti na počtu provedených iterací je na 
obr. 9. Koeficient učení byl  stanoven  na hodnotu 0,1. Zobrazeno je pouze prvních 5 000 
iterací, odkud je vidět nelineární pokles chyby, kdy tato nejrychleji klesá v prvních 500 
krocích, v následujících 500 krocích je pokles stále ještě patrný, ale po 1 000 iteracích již 
průběh klesá velmi pomalu. 
Při učení neuronové sítě však nastává problém s dobou učení sítě. Po provedení prvních 
60 000 iterací je na obr. 10 zobrazena chyba sítě při následujících 15 000 krocích při 
ponechání α na hodnotě 0,001, tzn. jsou zobrazeny kroky 60 – 75 000. Během této doby 
chyba sítě poklesla pouze o 0,0054. Pokud bude brána v potaz doba výpočtu, kdy 15 000 
kroků při stávající topologii sítě trvá přes 20 minut, není tato optimalizace v pozdějších fázích 
příliš efektivní, bez ohledu na to, že chyba sítě klesá stále pomaleji s přibývajícím časem. 
 
 
Obr. 9: Graf závislosti chyby sítě na počtu iterací při koeficientu α = 0,1, zobrazeno prvních 5 000 
iterací. 
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Obr. 10: Graf závislosti chyby sítě na počtu iterací při koeficientu α = 0,001, zobrazeny kroky celkově 
60 – 75 000. 
Současná architektura sítě byla ponechána (1296-50-50-62), výchozí hodnota koeficientu 
učení α = 0,01, počet iterací stanoven na 10 000. Protože i počáteční nastavení vah může chod 
sítě ovlivnit, byla vyzkoušena různá nastavení. Původní rozsah < -0,3; 0,3 > byl postupně 
měněn na rozsahy < -0,8; 0,8 >, < -0,6; 0,6 >, < -0,5; 0,5 >, < -0,4; 0,4 > a < -0,2; 0,2 >. 
Výsledky srovnání všech nastavení jsou na obr. 11. Zobrazeny jsou až hodnoty od kroku č. 10 
kvůli zachycení podstatných průběhů (začátky chyb mohou dosáhnout až k 2 500). Ukazuje 
se, že příliš malé váhy mají za následek velmi rychlý pokles bohužel pouze k lokálnímu 
minimu. Váhy nastavené na hodnotu < -0,5; 0,5 > a výše v této optimalizační úloze jsou spíše 
změnou k horšímu, ani po 10 000 iteracích se neobjeví žádné výrazné minimum, hodnoty buď 
velmi pozvolna klesají nebo stagnují. Jako přijatelné se skutečně jeví především nastavení na 
hodnoty < -0,3; 0,3 > a < -0,4; 0,4 >. 
 
Obr. 11: Graf závislosti chyby sítě na počtu iterací při různém nastavení vah; α = 0,01; topologie sítě 
1296-50-50-62. 
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s týmiž vahami jako v předchozím případě, ale topologie sítě byla pozměněna na  
1296-50-40-62, koeficient α = 0,1; provedeno bylo 2 000 iterací. Na obr. 12 jsou vykresleny 
dosažené výsledky. Je vidět, že při správné kombinaci parametrů je síť s počátečním 
nastavením vah na < -0,3; 0,3 > schopna konvergovat k řešení v nejkratším čase. Opět lze 
ještě diskutovat o volbě vah s o desetinu větším rozsahem. Je proto možné vyvodit závěr, že 
váhy jsou zvoleny vhodně. 
 
Obr. 12: Graf závislosti chyby sítě na počtu iterací při různém nastavení vah; α = 0,1; topologie sítě 
1296-50-40-62. 
Další a jeden z posledních parametrů, kterým se dá síť ovlivnit, je koeficient setrvačnosti 
neboli moment µ (viz kapitola 3.1.1). Lze jej přidat do rovnice pro přepočet vah: 
                              , (7.3) 
ale toto řešení vede ke zvýšení nároků na výpočetní techniku a dramaticky zvyšuje dobu 
trvání výpočtu. Odhadem lze říci, že doba výpočtu se prodlouží i o více než 50%. Navíc ani 
po zavedení tohoto parametru se výsledky nezlepšily, naopak síť někdy uvázla v lokálním 
minimu. Příčinu ne právě ideálního fungování sítě je tedy nutné hledat jinde. 
7.1.3 Testování jednotlivých parametrů sítě pro sigmoidu 
Z důvodu předchozích nedostatků byl proveden pokus s jinou přenosovou funkcí. Na základě 
informací ve více publikacích byla zvolena pro další testování sigmoida [1][3][4][24]. Její 
definice je následující [1]: 
      
 
        
 , (7.1) 
kde   je strmost funkce a z je obvodová funkce neuronu realizovaná sumací vstupů 
násobených vahami a prahem. Pro přepočet vah je potřeba znát i derivaci sigmoidy [4]: 
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přičemž y je výstup neuronu. S ohledem na obor hodnot sigmoidy (0 až 1) je nutno adekvátně 
změnit matici požadovaných výstupů právě na hodnotu 1 na hlavní diagonále a mimo ni 
budou nuly. Vzhledem k faktu, že výsledky stále nebyly uspokojivé ani při různých 
hodnotách koeficientu učení (byl zkoušen v rozmezí 0,001 až 0,2), kdy bylo dosaženo chyby 
sítě okolo hodnoty 15 s velmi pomalým poklesem, byl otestován vliv strmosti přenosové 
funkce. Byla nastavena v rozmezí 1 až 4 při stálém parametru: α = 0,1;  ukázalo se však, že na 
celkový průběh chyby sítě nemá prakticky žádný vliv, jak ukazuje obr. 13. 
 
 
Obr. 13: Graf závislosti chyby sítě na počtu iterací pro různé hodnoty strmosti přenosové funkce 
(sigmoidy): od 1 do 4. 
Jako další prostředek k možnému odstranění potíží s optimalizací sítě bylo i zde použito 
počáteční nastavení vah a prahů na jiné hodnoty. Původní rozsah < -0,3; 0,3 > byl stejně jako 
v případě hyperbolické tangenty nahrazen postupně dalšími rozsahy: < 0; 0,2 >, < 0,2; 0,4 > a 
poté i < 0,1; 0,9 > a < 0,2; 0,8 >. K takovému rozhodnutí přispěl jednak fakt, že váhy by měly 
být nastaveny v oblasti průběhu co možná nejvíce lineárního a ne v oblasti, kde je funkce 
plochá a za druhé přispěla i znalost průběhu sigmoidy, která je nejvíce lineární v oblasti okolo 
0,2 až 0,8 (viz kapitola 2.3). Zároveň by váhy měly stále zůstávat blízké nule [25]. 
Bohužel ani tyto změny nevedly ke kýženému výsledku, nejmenší chyba, které se 
povedlo dosáhnout v přijatelném časovém rozmezí postupnou změnou koeficientu učení, byla 
14,66. Byl by ještě určitě prostor k dalšímu zpřesňování, ale opět by to bylo neefektivní, 
protože v pozdějších fázích byl zaznamenán pokles chyby sítě o 0,14 během 15 000 iterací, 
což je sice v porovnání s předchozí přenosovou funkcí znatelnější pokles, ale chyba by se 
snižovala čím dál tím pomaleji, takže hodnot chyby sítě jako u hyperbolické tangenty by 
zjevně v přijatelném časovém rozmezí nebylo dosaženo a proto bylo od realizace sigmoidy 
nakonec upuštěno. 
7.1.4 Další testování 
Stávající dosažená chyba sítě 4,2 přináší jasné výsledky. Ze 62 vzorů síť spolehlivě umí 
rozpoznat 58, ale zbývající 4 nerozpoznává správně. Zaměněny jsou vždy dva vzory 
navzájem, jak lze pozorovat na obr. 14 a 15, konkrétně písmeno „I“ a „T“ (vzor 18 a 29) a 
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poté „i“ a „l“ (vzor 45 a 48). Příčina je zjevná: vzory jsou si příliš podobné. Předloha těchto 
problémových písmen je ukázána na obr. 16. Mezi „I“ a „l“ nenastává konflikt kvůli tomu, že 
po celé délce písmena „I“ je jeho šířka o něco větší, než u „l“. Je zde tedy dost odlišných 
bodů. 
 
 
Obr. 14: Výpis konzolového okna pro vzory 0 až 35. 
 
Obr. 15: Výpis konzolového okna pro vzory 36 až 61. 
 
Obr. 16: Vzory pro písmena „I“, „T“, „i“ a „l“. 
Zbývá tedy poslední možnost: Změna trénovací množiny vzorů. Při vynechání dvou ze 
čtyř problémových vzorů bylo dosaženo překvapivě hladkých a velmi rychlých výsledků. Na 
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obr. 17 je zobrazen průběh chyby sítě, kdy α = 0,05; 50 neuronů v 1. skryté a 40 neuronů v 2. 
skryté vrstvě, počáteční nastavení vah bylo ponecháno v rozsahu < -0,3; 0,3 >, který se 
v minulých experimentech osvědčil jako nejoptimálnější a bude tedy nadále využíván. 
Maximální přípustná chyba sítě byla nastavena na 0,7 a této mety síť dosáhla po pouhých 1 
387 iteracích. Je však nutné dodat, že velkou roli hraje prvotní náhodná inicializace vah, tedy 
do jisté míry neovlivnitelný faktor, při dalších pokusech už tak rychlé konvergence totiž 
zdaleka dosaženo nebylo (bylo potřeba o několik tisíc kroků navíc). 
  
Obr. 17: Závislost chyby sítě na počtu kroků při koeficientu učení 0,05 a 60 rozpoznávaných vzorech. 
Otázkou tedy zůstává, jak přetrvávající problém vyřešit. Jestliže jsou síti předkládány 
podobné vzory, jejich minima budou blízko v chybové funkci [26]. Pro snazší rozlišení 
jednotlivých minim se doporučuje zvětšit počet neuronů ve skrytých vrstvách. Pro další 
experiment tedy byla zvolena architektura sítě: 1296-90-60-61 s tím, že koeficient α = 0,05. 
Navíc počet vzorů byl upraven na 61, písmeno „l“ bylo prozatím vynecháno. Vývoj chyby je 
vykreslen na obr. 18, kde začátek je až od 100. kroku kvůli možné podrobnější analýze 
výsledků. 
 
Obr. 18: Závislost chyby sítě na počtu iterací při nastavení: α = 0,05; 61 rozpoznávaných vzorů; 
topologie sítě: 1296-90-60-61. 
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Dosažená chyba sítě se pohybuje okolo 2,5, což odpovídá dvěma záměnám vzorů (každý 
chybně rozpoznaný vzor vnáší chybu přibližně 1), proto v předchozích případech byla chyba 
vždy více než 4. Lze tedy konstatovat, že zvýšení počtu neuronů skrytých vrstev kýžené 
výsledky nepřináší, naopak radikálně prodlužuje dobu učení: 20 000 iterací bylo prováděno 
více než 5 hodin. Ani po změnách koeficientu učení na menší či větší hodnoty nenastal 
v rozpoznávání všech vzorů žádný posun. 
Je tedy jisté, že výběrem vzorů lze učení sítě velmi ovlivnit. Proto byly 2 navzájem 
chybně rozpoznávané vzory síti předloženy v každém tréninkovém kroku dvakrát (jeden 
iterační krok je ukončen ve chvíli, kdy se síti předá každý vzor alespoň jedenkrát) -  jedná se o 
písmena „T“ a „I“ zařazená i mimo posloupnost abecedy. Písmeno „l“ bylo prozatím z učení 
vynecháno. Matice požadovaných výstupů není tedy již čtvercová, ale o rozměrech vzory x 
počet neuronů výstupní vrstvy, tedy 63 řádků a 61 sloupců. Bohužel i tato snaha o ovlivnění 
sítě nebyla úspěšná, jak dokládá vývoj chyby sítě na obr. 19 a 20. Závislost byla zaznamenána 
do dvou grafů kvůli použití dvou různých koeficientů učení α = 0,05 a 0,1, aby byly lépe 
patrné výkyvy v průběhu, ke kterým dochází a které jsou výraznější při vyšším koeficientu 
učení. 
 
Obr. 19: Vývoj chyby sítě v závislosti na počtu iterací; 2 vzory zastoupeny dvakrát; topologie:  
1297-50-50-61; α = 0,1. 
 
Obr. 20: Vývoj chyby sítě v závislosti na počtu iterací; 2 vzory zastoupeny dvakrát; topologie:  
1297-50-50-61; α = 0,05. 
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V tréninku sítě byla na závěr experimentů provedena ještě změna a sice, že síť byla 
nejprve naučena na 60 vzorů, které umí rozpoznat a poté byly zbývající 2 vzory dodatečně 
přidány. Ani tato cesta se neukázala být tou pravou, protože chyba sítě se zvýšila opět na 
obvyklé hodnoty okolo 4,5 – 5, někdy i vyšší bez příznivé prognózy do dalších výpočtů. 
Bohužel problém při učení přetrvává, přesto bude učící fáze ukončena. Zda bude docházet 
k nepřesnostem a k jak velkým i s takto naučenou sítí, bude možno vyhodnotit v následující 
fázi – testování sítě. 
7.2 Testovací fáze 
Pokud je dosažená chyba přípustná s ohledem na funkčnost celé sítě či pokud je cílem její 
funkčnost teprve ověřit, je možné přistoupit k testování aplikace. V této fázi jsou prahy a váhy 
pouze načteny ze souborů a chyby se nepočítají, jen výstupy vrstev. Pro každý vzor jsou 
vypočteny hodnoty výstupních neuronů a každému vzoru tedy v matici odpovídá index 
neuronu, který byl nejvíce aktivní. Na základě převodních vztahů se vypíše znak, který má 
neuron klasifikovat. Např. pro číslice je podmínka stanovena následujícím způsobem: 
if ((IndexMax[i]>=0) && (IndexMax[i]<10)), 
kde 0 až 9 náleží těmto číslicím. Pro i-tý vzor je zkoumána hodnota uložená v proměnné 
IndexMax, aby následně byla zvýšena o 48. V ASCII tabulce číslice 0 začíná právě na 
hodnotě 48: 
znak=(char)(IndexMax[i]+48), 
přičemž proměnná znak typu char je následně převedena na typ System::String a takto 
vypsána v richtextboxu (viz níže). Obdobně jsou procházena velká písmena A - Z: 
if ((IndexMax[i]>=10)&&(IndexMax[i]<36)), 
10 až 35 jsou čísla vzorů náležící těmto písmenům. Poté je hodnota proměnné IndexMax 
zvýšena o 55 (důvod je nutné hledat opět v ASCII tabulce). Nakonec se poslední úsek 
provede s malými písmeny a – z, procházeny jsou zbývající vzory do 61 včetně. IndexMax se 
pro změnu zvýši o 61. Po krátkém objasnění softwarových záležitostí je možné přejít 
k samotné síti. 
 Architektura výsledné sítě je nakonec 1296-50-40-62. Neuronové síti budou dodána 
další data, ideální je propojit trénovací a testovací množinu. Mimo původních 62 
tréninkových vzorů bude síti předloženo dalších 62 testovacích vzorů se zašuměním jako na 
obr. 21. K vytvoření takto pozměněných vzorů byl použit jednoduchý program v prostředí 
Matlab, k zašumění byl použit artefakt „sůl a pepř“ s mírou zašumění 0,05. 
      
Obr. 21: Ukázka testovaných vzorů, nejdříve vždy původní znak a poté jeho šumem poškozená verze. 
Pro testování už bylo navrženo uživatelské prostředí, viz obr. 22. Uživatelské prostředí 
bylo navrženo v podobě formulářové aplikace v prostředí Microsoft Visual Studio. V listboxu 
vlevo nahoře lze prohlížet původní vzory písmen a číslic, po kliknutí se zobrazí v pictureboxu 
uprostřed jako na obrázku. Nyní jakékoliv další funkce nejsou nutné, pouze se kliknutím na 
tlačítko „Rozpoznat text“ spustí cyklus na rozpoznání všech 124 vzorů, které jsou zatím 
pevně nastaveny, a jim odpovídající znaky se vypíšou do richtextboxu vpravo v digitální 
podobě. 
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Obr. 22: Uživatelské prostředí aplikace pro testování dalších sad znaků. 
Po prvním spuštění programu je výstup v richtextboxu zobrazen na obr. 23. Na 
tréninkové vzory síť odpovídá sice se dvěma chybami, ale dle očekávání. Avšak pro 
zašuměné vzory se objevilo 6 chyb, z toho dvě souvisí s problematickým chováním sítě. 
Neuronová síť v tomto případě detekuje z 93,55% správně. Aby byl vyloučen vliv tzv. 
overfittingu, tedy přeučení sítě, která ztrácí schopnost generalizovat a umí rozpoznat jen 
tréninkové vzory, bylo provedeno několik úprav v topologii. Overfitting se totiž může objevit 
v příliš malých, ale i příliš velkých sítích [25][26]. 
 
Obr. 23: Výstup programu pro testování sítě. 
Proto byl postupně pro nové učení volen různý počet neuronů ve skrytých vrstvách, jak 
naznačuje tab. 4. Vyhodnocen byl celkový počet chyb v celém textu, včetně dvou již dříve 
zmíněných špatně rozpoznávaných písmen, poté byl stanoven rozdíl mezi tréninkovou a 
testovací množinou, která zohledňuje špatně naučené 2 vzory ze 62 a tyto nejsou pro výpočet 
úspěšnosti detekce vzhledem ke kvalitě naučení brány v potaz. Nakonec je ale stanovena 
celková chyba v rozpoznávání sítě. Zkoumanou topologii 1296-40-35-62 (v dalším textu bude 
uváděn pouze počet neuronů ve dvou skrytých vrstvách) se nepodařilo vůbec otestovat, 
vykazovala celkově už při učení velmi špatné výsledky, evidentně je pro zvolený problém 
příliš malá. 
Poté byla vyzkoušena topologie 45-40, kterou se sice povedlo naučit, ale s větší chybou 
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než původní testovanou síť, což se také projevilo na kvalitě rozpoznávání. 11 znaků celkem 
nebylo detekováno a celková správnost identifikace objektů byla 91,12%. A protože příčina 
přeučení sítě může být i v příliš malém počtu neuronů, byl tento zvýšen na 55-50 a jak se 
ukázalo, je to cesta správným směrem. V textu bylo o jednu chybu méně, rovněž konvergence 
k hodnotě blízké 4 se ukázala jako relativně rychlá vzhledem k použití proměnného 
koeficientu učení alfa v rozmezí 0,2 až 0,005. 
Rovněž další zvyšování počtu neuronů skrytých vrstev (60-55) přineslo zajímavé 
výsledky jak je vidět na obr. 24. Trénovací množina vnáší stále stejnou chybu 2 znaků, ale 
překvapivé bylo, že síť byla schopná špatně naučené znaky „I“ a „T“ v testovací množině 
správně rozpoznat. I přes některé další chyby je to zjevně jeden z nejlepších výsledků, jakého 
se podařilo dosáhnout a částečně se tak vliv přeučení sítě podařilo odbourat. Ve snaze jít dál 
byla zkoumána ještě rozsáhlejší síť (65-60), ale bohužel její učení trvalo podstatně déle než 
v předchozích případech a proto nemohla být otestována, chyba sítě ani po hodině učení 
neklesla pod 9. Tímto způsobem byly nejvhodnější topologie vymezeny jak horním, tak i 
spodním intervalem, jak je v tab. 4 naznačeno. 
Tab. 4: Souvislosti mezi typem architektury a počtem chyb v textu 
Počet 
neuronů 
skrytých 
vrstev 
Počet chyb 
v textu 
celkem 
Rozdíl ve 
znacích mezi 
trén. a test. 
množinou 
Úspěšnost detekce 
vzhledem ke kvalitě 
naučení 
Správnost detekce 
sítí celkem 
65 - 60  
60 - 55 5 2 98,39 % 95,97 % 
55 - 50 7 3 97,58 % 94,35 % 
50 – 40 8 4 96,77 % 93,55 % 
45 - 40 11 7 94,35 % 91,12 % 
40 – 35  
 
 
Obr. 24: Výřez okna aplikace s rozpoznaným textem pro topologii 1296-60-55-64. 
40 
 
7.3 Validační fáze a výsledná aplikace 
Vítězná architektura je dána předchozím testováním, je možné tedy přistoupit k finální fázi, 
kdy se už jakékoliv výraznější zásahy do struktury sítě nepředpokládají. Jako vzory lze použít 
rozsegmentované texty, jednotlivé znaky ovlivněné šumem či původní trénovací sadu písmen 
a číslic. Celý proces tak vede na finální identifikaci znaků. Každý znak se identifikuje zvlášť 
po jednom, je nutné, aby měl rozměry 36 x 36 pixelů s tím, že je potřebné znak vycentrovat. 
Na obr. 25 je aplikace určená pro validaci a výsledné rozpoznávání znaků. V databázi 
znaků ve složce projektu je možné vybrat i zašuměné vzory a otestovat je. Jak je vidět, 
konkrétně písmeno B bylo detekováno správně. Bližší informace o aplikaci lze nalézt 
v následující kapitole, kde bude popsána uživatelská příručka práce s programem a všechny 
funkce tlačítek či boxů budou podrobněji objasněny. 
 
Obr. 25: Uživatelské prostředí aplikace pro rozpoznávání znaků. 
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8 PŘÍRUČKA PRO UŽIVATELE A TESTERY 
V této kapitole bude věnován prostor pro uživatele a testery, kteří budou mít chuť si práci 
s neuronovými sítěmi vyzkoušet na vlastní kůži. Nejdříve bude tedy popsána aplikace pro 
trénování neuronové sítě, poté pro testování a nakonec výsledná aplikace pro uživatele. 
8.1 Program pro učení neuronové sítě 
Program je uložen v projektu „vicevrstva sit“. Po spuštění tedy lze měnit na začátku různá 
nastavení sítě v prostoru pro deklaraci. Důležité konstanty jsou: 
#define alfa 0.006 
#define maxiter 500 
#define EcMAX 0.7 
#define input 1296 
#define vzory 62 
kdy alfa je známý koeficient učení, v maxiter se nastavuje max. počet iterací, EcMAX je 
maximální přípustná chyba sítě a input a vzory by měly zůstat neměnné. Jsou určeny zadáním 
úlohy. Většina programu je řešena voláním menších funkcí z mainu. Lze si vyzkoušet i 
počáteční nastavení vah ve funkci Inicializace_vah(), realizuje se funkcí MyRandom, která je 
volána s příslušným parametrem určujícím rozsah. Je důležité si uvědomit, zda již existují 
váhy a prahy, které chce tester upravovat či zda spouští novou neuronovou síť. V mainu jsou 
dvě funkce na inicializaci a načtení vah, vždy je potřeba zvolit jednu z nich a druhou 
zakomentovat. Matice vah a průběh chyby se automaticky exportuje do souborů do adresáře 
projektu. 
Výsledky jsou průběžně vypisovány do konzolového okna, vypisován je jednak průběh 
chyby vždy po stovce iterací a jednak i informace týkající se výstupní vrstvy. Vypisování 
probíhá následujícím způsobem: „Pro i-tý vzor měl nejvyšší hodnotu x-tý neuron s hodnotou 
y“. 
Ve funkcích určených k výpočtu hodnot výstupů jednotlivých vrstev je jako výchozí 
přenosová funkce napsána hyperbolická tangenta, ovšem je zde ponechán i předpis pro 
sigmoidu, stejně jako ve funkcích pro přepočet vah. Sestavení matice požadovaných výstupů 
bylo již dříve objasněno, ale pokud uživatel bude chtít naučit síť na více vzorech (aktuálně je 
přiřazen jeden vzor na klasifikovanou třídu), bude nutné matici změnit. Na závěr této pasáže 
bude uvedeno doporučení v žádném případě nezasahovat do funkce Uvolneni_pameti();, je 
nezbytně nutná vzhledem k předchozím alokacím paměti. 
Poslední poznámka patří knihovnám OpenCV. Celá funkce programu z nich vychází, po 
nakopírování projektu na pevný disk bude nejspíš nutné v Property Manageru v Microsoft 
Visual Studiu do Debugu ručně přidat pravým klikem již existující soubor OpenCV.props. 
Soubor se nachází vždy v kořenovém adresáři jednotlivých projektů. Aktuální používaná 
verze OpenCV je 2.2.0. Bohužel kvůli problémům ve vývojovém prostředí Visual Studia bylo 
nutné přejít na nižší verzi OpenCV, než je nynější dostupná. 
8.2 Uživatelské prostředí pro testování sítě 
Program s názvem „Formular“ je určen pro testování neuronové sítě. Je to formulářová 
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aplikace vytvořená rovněž v prostředí Microsoft Visual Studio. Není to výsledná aplikace, 
slouží pro vývojáře k rychlému otestování sítě na tréninkových a testovacích datech. 
V adresáři projektu lze nalézt všechny potřebné vzory pro testování. Není doporučeno 
jakkoliv měnit složku „vzory“, z ní totiž čerpá listbox obrázky pro načtení do pictureboxu, jak 
je naznačeno na obr. 26, lze si tedy daný vzor prohlédnout, ale na samotné testování to nemá 
žádný vliv. Síti je najednou předloženo 124 vzorů (nachází se ve složce „vzory sum“), každé 
písmeno dvakrát, jednou se zašumením. Kliknutím na tlačítko „Rozpoznej text“ se celý kód 
provede a výsledek je rovnou vepsán do richtextboxu vpravo, na obr. číslo 27 je celý postup 
naznačen šipkami. V této fázi jde ještě obsah richtextboxu měnit, např. pro lepší orientaci ve 
vypsaných znacích dle přání uživatele. 
 
Obr. 26: Uživatelské prostředí testovací aplikace s naznačením postupu zobrazení vzoru z listboxu do 
picutreboxu. 
 
Obr. 27: Uživatelské prostředí testovací aplikace s naznačením postupu rozpoznání trénovacích a 
testovacích vzorů. 
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8.3 Finální aplikace pro rozpoznávání znaků 
Za předpokladu, že již ověřovací data jsou již uživateli k dispozici, může začít se zkoušením 
aplikace. Funkce listboxu a pictureboxu zůstává stejná. Vlevo přibylo tlačítko „Databáze 
znaků“, načež se otevře nové dialogové okno s filtrem na výběr obrazových souborů 
s příponami .jpg, .bmp, .tiff a .png. Ve složce projektu jsou již nějaké znaky nachystané 
k detekci včetně těch zašuměných jako na obr. 28. 
 
Obr. 28: Dialogové okno v uživatelské aplikaci pro výběr ověřovaného znaku. 
Po načtení se vzor zobrazí v pictureboxu. Nyní stačí sledovat zleva doprava červené 
šipky a tedy kliknout na tlačítko „Rozpoznat text“. Poté se do richtextboxu vepíše znak, jako 
na obr. 29. V tomto případě se správně objeví písmeno „N“. V této fázi je možné 
z richtextboxu pouze kopírovat, nikoliv upravovat, co a jak se zobrazí. Uživatel má možnost 
kliknout i na tlačítko „Vymazat“ (naznačeno žlutou šipkou) a rozpoznaný text bude smazán. 
Není to ovšem povinná možnost, na funkci programu nemá jakýkoliv vliv. Aplikaci je v této 
chvíli možné zkusit znovu. 
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Obr. 29: Postup rozpoznávání znaků v uživatelské aplikaci. Červeně povinné části, žlutou šipkou 
naznačena nepovinná část. 
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9 ZÁVĚR 
Diplomová práce se věnuje neuronovým sítím a jejich využití v procesu zpracování obrazu. V 
úvodu (kapitoly 2 a 3) byly popsány neuronové sítě od historického vývoje přes základní 
myšlenky vedoucí ke konkrétním architekturám sítí s jejich algoritmy učení. Dále v kapitole 4 
byly definovány základní procesy ve zpracování obrazu. V následující kapitole byly uvedeny 
konkrétní možnosti použití neuronových sítí se zaměřením na zpracování obrazu. 
Další část práce je zaměřena na praktickou realizaci neuronové sítě. V kapitole 6 je 
diskutována volba právě identifikace objektů jako operace zpracování obrazu na základě 
dosažených poznatků. Neuronové sítě lze využít ve všech částech zpracování obrazu od 
předzpracování po výslednou identifikaci objektů v obraze, nicméně z následujících důvodů 
se jeví realizace identifikace objektů jako vhodná volba. Pro běžné aplikace předzpracování 
jako je odstranění šumu, je dostačující některá ze stávajících možností popsaných v kapitole 
4.3.1, neuronová síť je zbytečně robustním řešením. Segmentace obrazu je sice důležitý krok 
k dalšímu zpracování a její výsledek zásadně ovlivňuje následující kroky zpracování, ale učit 
síť lze i bez segmentovaných dat. Navíc identifikace objektů v obraze skýtá mnoho možností 
praktického využití do budoucna. Také zde byl objasněn výběr vhodného typu neuronové sítě 
a to algoritmus Back Propagation díky své všestrannosti. V této kapitole je uveden rovněž 
algoritmus programu, který bude všechny fáze v procesu učení neuronové sítě realizovat. 
Dále je konkretizován cíl diplomové práce a tím je rozpoznávání 62 znaků: 10 číslic, 26 
písmen velké abecedy a 26 písmen malé abecedy bez české diakritiky. 
V 7. kapitole je věnován prostor popisu programu od učící fáze přes testovací až po 
validační. Kapitola 7.1 o učící fázi je rozdělena ještě na dílčí podkapitoly věnující se jednak 
provedení neuronové sítě a jednak i testování různých parametrů sítě. Byly otestovány dvě 
přenosové funkce: sigmoida a hyperbolická tangenta, různé počáteční nastavení vah, 
libovolné hodnoty koeficientu učení, více odlišných architektur, koeficient setrvačnosti nebo 
strmost funkce. Lze konstatovat, že na základě dosažených výsledků se jako přenosová 
funkce lépe jeví hyperbolická tangenta. Strmost přenosové funkce byla zkoumána pouze u 
sigmoidy a je možné prohlásit, že alespoň při této konkrétní optimalizační úloze se její vliv 
neprojevil. Při počátečním nastavování vah je lépe držet se doporučených hodnot v rozmezí  
< -0,3; 0,3 >, jelikož další testovaná rozmezí nevykazovala zdaleka tak dobré vlastnosti jako 
např. konvergenci k ideálnímu řešení. Rovněž byl ověřen vliv koeficientu setrvačnosti, ale 
není vhodné jej zařazovat do výpočtů, dramaticky zvyšuje dobu učení a bylo několikrát při 
jeho použití dosaženo uvíznutí v lokálním minimu. 
Koeficient učení má na rychlost učení a konvergenci sítě velký vliv. Příliš vysoké 
hodnoty mohou způsobit oscilaci hodnot, příliš malé hodnoty zase zpomalují učení a hrozí 
uváznutí v lokálním minimu. Osvědčila se metoda postupné změny koeficientu učení 
z relativně větších hodnot (podle architektury sítě okolo 0,1 – 0,2) až po ty menší (řádově 
v tisícinách). Velmi rozsáhlé možnosti zkoumání skýtá volba konkrétní topologie sítě. 
Vstupní a výstupní neurony jsou dány typem úlohy, ale počet skrytých vrstev a neuronů 
v nich je otázkou zdlouhavých experimentů. S ohledem na rychlost učení a konvergenci 
k správnému řešení byla za nejvhodnější označena síť s architekturou 1297-50-40-62.  
Další možností k ovlivnění chodu je i vhodná volba tréninkových, případně testovacích 
dat, což se ukázalo jako stěžejní. Síť má problém poznat rozdíl mezi „I“ a „T“ a „i“ a „l“ a 
vzájemně je zaměňuje při učení. V prvním případě je ovlivněna stejnou tloušťkou písmen, 
stříška u „T“ je až u okraje obrazu, což může být vnímáno jako šum, nejdůležitější informace 
o písmenu jsou povětšinou uprostřed obrazu. V druhém případě se jedná o malý rozdíl 
v několika obrazových bodech uprostřed. Tloušťka písmen je opět stejná, síť nemá jak tato 
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dvě písmena odlišit a rozdíl mezi písmeny je opět posuzován jako šum. Ale ani při různém 
složení tréninkové množiny, ať už se jednalo o postupné přidávání problémových vzorů, či o 
častější předkládání těchto vzorů v jednom učícím cyklu, nebylo dosaženo optimálních 
hodnot. Přesto bylo přistoupeno k testovací fázi, kde lze posoudit, jak významnou roli 
v celkovém chodu sítě tyto nedostatky hrají. 
Při testování sítě byla použita opět tréninková množina doplněná o testovací množinu, 
což jsou vlastně původní vzory, ale je v nich zaveden navíc šum, zde konkrétně tzv. „sůl a 
pepř“ s hustotou šumu 0,05. V jednom testovacím cyklu jsou síti předloženy všechny vzory 
najednou. Výstupem sítě je znak v digitální podobě a hodnotí se, kolik znaků je chybných. Je 
zavedeno i určité subjektivní hodnocení na základě znalosti o problémovém naučení sítě (ve 
výsledku jsou to 2 vzory ze 62), ale hodnotí se i celková kvalita naučení. 
První testovaná architektura sítě je 1296-50–40-62, z jejíchž výsledků se dále vychází. 
Síť ze 124 vzorů není schopná detekovat 8. Jedna ze zkoušených topologií byla  
1296-40–35-62, ale ukázalo se, že síť je příliš malá pro naučení 62 vzorů, nebyla schopná 
dosáhnout při učení nižších hodnot chyby než 12. Pro menší topologie než je původní bylo 
zjištěno více chybně identifikovaných vzorů, proto byly otestovány i topologie s více 
neurony. S těmi bylo dosaženo lepších výsledků, jako nejlepší se ukázala architektura  
1296-60-55-62. Rychlost učení je s postupným snižováním koeficientu učení α stále 
přijatelná, zároveň síť je schopná rozpoznat i 2 chybně naučené vzory v testovací množině, i 
když 3 další chyby udělá. Celková úspěšnost této sítě byla 95,97 %. Pro ještě větší sítě není 
bohužel možné správné nastavení vah a prahů, jelikož síť není schopná se v přijatelném 
časovém rozmezí naučit vzory identifikovat. 
Pro sestavení funkční aplikace tedy byla použita síť 1296-60-55-62. Výsledné aplikaci je 
třeba načíst vycentrovaný vzor o rozměrech 36 x 36 pixelů, jelikož vstupy sítě jsou pevně 
dány. V průběhu testování a validace byly však objeveny některé nedostatky navrhovaného 
řešení. Problém může nastat ve chvíli, kdy bude znak natočený nebo posunutý či nebude 
odpovídat přesně požadovanému měřítku. V takové chvíli je možné ale použít popis obrazu 
pomocí momentů [7][26]. Další úskalí přináší vyhodnocování mezer v souvislém 
segmentovaném textu. Ošetřit to lze však na úrovni segmentace zavedením okénkové funkce. 
Rozpoznávání znaků tréninkové a testovací množiny je sice na dobré úrovni, ale 
výsledky nejsou stoprocentní. Problém rozpoznávání znaků by se značně zjednodušil 
použitím více neuronových sítí, např. 1 by rozpoznávala číslice, další malá písmena a 
poslední by určovala velká písmena. Řešení by se rozpadlo tím pádem na tři dílčí sub – 
optimalizační úkoly a k některým chybám by tedy vůbec nedocházelo. Vyřešit by se ale musel 
jiný nově vzniklý problém – jak sítě propojit, aby byly schopné se podřídit současně jednomu 
velícímu centru, tedy uživatelské aplikaci, ale aby se navzájem nemohly ovlivnit a aby vždy 
detekovala jen ta síť, pod jejíž kompetenci daný znak spadá. 
V práci o rychlosti učení vícevrstvých sítí [26] byly sice některé možnosti vylepšení 
neuronové sítě implementovány, i přesto nebylo dosaženo spolehlivosti 100% (pohybovala se 
od 93,08 do 99,23%), největší problém činila chybná detekce písmene Q. Výsledný program 
v této práci byl koncipován pro detekci znaků velké abecedy (26). 
Závěrem lze říci, že testování a optimalizace sítě byly skutečně velmi náročnou 
záležitostí především na čas. I přesto, že v tréninkové fázi byla vyhodnocena jako nejlepší síť 
1297-50-40-62, nakonec byla ve finální aplikaci díky přeučení předchozí sítě použita 
architektura 1296-60-55-62. V literatuře se uvádí, že jednotlivé fáze testování by měly být 
v poměru 50:25:25, avšak lze říci, že v této práci byl poměr tréninku a optimalizace spojený 
v podstatě i s testováním mnohem vyšší než 75% celkového času dohromady. 
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I přes časovou a mnohdy i výpočetní náročnost představují neuronové sítě velký příslib 
do budoucna, lze je naučit na téměř jakýkoliv problém, od řízení auta přes detekci 
pohybujících se objektů až po identifikaci obličejů, rozpoznávání písmen nebo hlasu. I přes 
velký pokrok v této oblasti existují stále ještě problémy zejména začlenění vstupních 
informaci do sítě či pro sítě s učitelem to je dostatek potřebných vzorů. 
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SEZNAM SYMBOLŮ A ZKRATEK 
ANN  Artificial Neural Network, anglická zkratka pro UNS 
UNS  Umělá neuronová síť 
ADALINE Adaptive Linear Neuron, neuron podobný perceptronu 
MADALINE Many Adaptive Linear Neuron, síť ADALINE neuronů 
BPG  Back Propagation, typ neuronové sítě, algoritmus učení 
SOM  Self - organizing Map, typ neuronové sítě 
LVQ  Learning Vector Quantization, typ neuronové sítě vycházející ze SOM 
ART  Adaptive Resonance Theory, typ neuronové sítě 
RBF  Radial Basis Function, typ neuronové sítě 
GANF Generalised Adaptive Neural Filter, filtr založený na neuronových 
sítích odstraňující šum 
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A SOFTWAROVÉ ŘEŠENÍ NEURONOVÉ SÍTĚ 
A.1 Aplikace pro trénování sítě 
Kompletní softwarová dokumentace včetně vzorů a potřebných souborů dostupná na 
přiloženém CD. 
A.2 Aplikace pro testování sítě 
Kompletní softwarová dokumentace včetně vzorů a potřebných souborů dostupná na 
přiloženém CD. 
A.3 Uživatelská aplikace 
Kompletní softwarová dokumentace včetně potřebných souborů dostupná na přiloženém CD. 
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B SEZNAM POUŽITÝCH POMŮCEK 
 
 
Software Hardware 
Microsoft Visual Studio 2010 
Notebook Lenovo ThinkPad 
Edge s RAM 4GB a procesorem 
Intel 2,3 GHz 
Corel PHOTO-PAINT 12 
MATLAB R2011a 
Microsoft Office 
 
