Introduction
In many computer vision applications, the dimensionality of data are usually very high. An effective approach is dimensionality reduction: in low-dimensional space the class distribution becomes more apparent which significantly improves the machine learning results. There are several dimension reduction methods suitable for different data types. If the input data are vector data with feature vectors, Principal Component Analysis (PCA) and Linear Discriminative Analysis (LDA) are the two most widely used algorithms because of their relative simplicity and effectiveness. These methods generally deal with the case where data mainly lie in a linear data manifold. Other methods include Locally Linear Embedding [12] , Local Tangent Space Alignment [15] , etc., which can deal with the case with data lying in nonlinear manifolds.
When the input data are graph data in the form of pairwise similarities (or distances) as the graph edge weights, Laplacian Embedding is a classical method [8, 1] . In addition, Manifold learning is also one important class of popular approaches such as Isomap [14] , Locality Preserving Projections [9] , etc. These methods generally deal with the case where data mainly lie in a nonlinear data manifold.
Of course, given a vector data, we can use kernel to build similarity matrix and thus the graph data. And from a graph data, we can produce low dimensional embedding that results in vector data. Thus the distinction between vector data and graph is sometimes blurred. A recent trend is to use multiple data sources to achieve better results. Another direction is multi-view learning that learn multiple clusterings from multiple sources and then combine them together. In these approaches, the input data types are assumed to be same, either all graph data, or all vector data. However, as mentioned above, one may transform data from one type to another type to match the requirement that data be of same type in these learning approaches.
In this paper, we assume the input data contains vector data X and graph data W . Our task is to learn a low dimensional data representation of X that incorporates the cluster information encoded in graph data W . We propose to use Laplacian embedding coordinates directly into the data representation for X. The resulting graph-Laplacian PCA (gLPCA) model has three aspects: (1) data representation, (2) data embedding, (3) a closed form solution which can be efficiently computed. We run the model on 8 datasets and demonstrate various capabilities.
PCA vs. Laplacian Embedding
We start with a brief introduction of principal component analysis and Laplacian embedding.
Principal Component Analysis
Let the input data matrix X = (x 1 , ..., x n ) ∈ R p×n contains the collection of n data column vectors in p dimension space. In image processing, each column x i is linearized array of pixels gray levels. PCA [10, 3] finds the optimal low-dimensional (k-dim) subspace defined by the principal directions U = (u 1 , ..., u k ) ∈ R p×k . The projected data points in the new subspace are
In addition, PCA relates closely to K-means clustering naturally [4] . The principal components V are actually the continuous solution of the cluster membership indicators in the K-means clustering method. This provides a motivation to relate PCA to Laplacian embedding whose primary purpose is clustering.
Manifold Embedding using Graph Laplacian
PCA provides an embedding for the data lying on a linear manifold. However, in many applications, data lie in a nonlinear manifold. One popular method is to use graph Laplacian based embedding. Given the pairwise similarity data matrix W ∈ R n×n containing the edge weights on a graph with n nodes, Laplacian embedding [8, 1] preserves the local geometrical relationships and maximizes the smoothness with respect to the intrinsic manifold of the data set in the low embedding space. Let
k×n be the embedding coordinates of the n data points. They are obtained by minimizing
Laplacian embedding is closely connected with graph clustering. In fact, the embedding vectors (q 1 , q 2 , ...q n ) of Eq.(2) provide an approximation solution for the Ration Cut spectral clustering [2] , i.e., they can be seen as the relaxation solution of the cluster indicators (q i for data i) in the spectral clustering objective function. This is similar to PCA being the spectral relaxation of K-means clustering [4] .
Graph-Laplacian PCA
Suppose we are given vector data X and pairwise similarity W . We wish to learn a low dimensional data representation of X that incorporates data cluster structures inherent in W , i.e., a representation regularized by the data manifold encoded in W . Because v i in PCA is exactly the same role of q i in Laplacian embedding, we set them equal and thus propose to combine Eqs.(1,2) into the following model
where α ≥ 0 is a parameter balance the contribution from the two parts. This model has several aspects. (1) It is a data representation, i.e., X UQ T . (2) It is a manifold embedding using Q. (3) Although the model is not a convex problem, it has a closed-form solution and can be efficiently computed. We call this model graph-Laplacian PCA (gLPCA). 
Closed-form Solution
gLPCA has the following compact closed-form solution:
where 
Note that data X is centered as in standard PCA. Proof. 1. Solving for the optimal U * while fixing Q. This is given by
Thus
By some algebra, Eq. (8) is equivalent to the following
Thus, the optimal Q * can be obtained by computing eigenvectors corresponding to the first k smallest eigenvalues of the matrix G α .
Properties of gLPCA
We use λ n , the largest eigenvalue of kernel matrix X T X to normalize X T X. Similar, we use ξ n , the largest eigenvalue of Laplacian matrix L to normalize L. In this way, the two terms in G of Eq.(6) (used in Eq. (9)) have similar scale. We set
where β is the alternative model parameter instead of α. Substituting α into Eq. (9), it is equivalent to
Therefore, the solution of Q are given by the eigenvectors of G β :
Clearly, parameter β should be in the range 0 ≤ β ≤ 1. PCA limit: When β = 0, gLPCA reduces to standard PCA. LE limit: When β = 1, gLPCA reduces to Laplacian embedding. In this case, however, the data representation gLPCA is still valid because U = XQ is well-defined and x i Uq i .
Proposition 3.2 The matrix G β has the following properties: (1)
T is an eigenvector of G β :
(3) Any other eigenvector v is orthogonal to e.
Proof. First, because λ n is the largest eigenvalue of X T X,
Second, because X is centered, we have Xe = 0. Thus e is an eigenvector of X T X with zero eigenvalue. Also, it is well-known that e is an eigenvector of L with zero eigenvalue. This proves (2) . Third, for any symmetric real matrix G β , it non-degenerate eigenvectors are mutually orthogonal. Since e is an eigenvector, thus all other eigenvectors are orthogonal to e. By Proposition 3.2, we write the matrix G β as
Here, we added ee T /n in the Laplacian matrix part. By Proposition 3.2, this does not change any eigenvectors and eigenvalues, except it shifts the trivial eigenvector e up to have eigenvalue 1, the largest eigenvalue of G β . This is useful because it guarantees that the computed lowest k eigenvectors does not contain e. Two examples of eigenvalues distributions are shown in Fig.1. 
Illustrative examples
Image reconstruction. To illustrate the data representation aspect of gLPCA, we run gLPCA on the original and occluded images from AT&T face dataset (more details given in the Experiments section). original image, reconstructed images of standard PCA and gLPCA. In each panel, the top row contains 10 original images of one person, 2nd -5th rows contain reconstructed images (columns of UQ T ) at β = 0, 0.3, 0.5, 1, respectively. β=0 results is standard PCA. Here we did two experiments, one using the original images, another using occluded images. Only images of 2 persons (out of total 40 persons) in each experiment are shown due to space limitation.
Here we can observe that (1) Large errors (occlusions) are suppressed in gLPCA, but retained in standard PCA. (2) gLPCA reconstructed images of same person tend to be more similar than those in standard PCA. These features indicate that the class structures are generally more apparent in gLPCA representation, and motivate us to use it for data clustering and semi-supervised learning tasks.
Data approximation. In Figure 4 , we show the percentage residual X − UQ T / X on five datasets: AT&T, MNIST, USPS, BinAlpha, and COIL20 datasets (details see §5). In general, residual errors remain close to PCA at small β, and go slightly higher at the Laplacian embedding (LE) limit β = 1. This is a bit surprising because in this LE limit, Q is entirely determined by Laplacian embedding and does not involve the data X (although the graph similarity W captures some relationship of the data). To understand this better, we compute a baseline by replacing D − W in G β by a random symmetric matrix. The obtained Q satisfies Q T Q = I, but it contains no relevant information. This baseline random-Q results are indeed much poorer compared to gLPCA at LE limit: the residuals are shown in Table 1 .
Demonstration of embedding results. We demonstrate the embedding aspect of gLPCA using 2D visualization. We first randomly select 30 images of three persons (out of 40 persons) from AT&T face dataset as the input, and then run PCA, Laplacian embedding and gLPCA, respectively(more details are given in the Experiments Section).
The embedding results are shown in Figure 5 . Clearly, gLPCA results are in-between PCA and LE results. However, in gLPCA embedding, class structures are more apparent than in PCA or LE.
Robust gLPCA
We can formulate a robust version of the above gLPCA using L 21 norm as following
where the matrix L 2,1 norm is first introduced in [6] and is defined as
We call Eq.(15) as Robust graph Laplacian PCA (RgLPCA).
In the following, we present an efficient updating algorithm to solve this model. Firstly, Eq.(15) can be rewritten equivalently as
We use the Augmented Lagrange Multiplier (ALM) method to solve this problem. ALM solves a sequences of subproblems
where C is Lagrange multipliers and μ is the penalty parameter. There are two major parts of this algorithm: solving the sub-problem and updating parameters (C, μ) .
Solving the sub-problems
The objective of Eq.(17) can be written as
First, we solve U, Q while fixing E. This is which is the form of gLPCA and is solved by Theorem 3.1. Second, we solve E while fixing U, Q. This is
The solution of this proximal operator is known [11] to be
Updating parameters At the end of each ALM iteration, C, μ are updated as
where ρ > 1. In practice, ρ = 1.1 − 1.5 are good choices.
Experiments
To validate the effectiveness of our models, we run gLPCA and RgLPCA on eight datasets, including AT&T, Bin-alpha 1 , MNIST, USPS, COIL20 2 and three UCI datasets 3 (ISOLET1, Libras Movement (LMove) and Multiple Feature Data Set (MFeat)). Table 2 summarizes the characteristics of them. We do both clustering and semisupervised learning on these datasets.
Results for gLPCA
The primary goal of the evaluation is to compare gLPCA results with standard PCA and Laplacian Embedding (LE) results because gLPCA is a combination of the two models. To be complete, we also compare to some other embedding methods including the Locality Preserving Projections (LPP) [9] and Normalized Cut (Ncut) [13, 7] 4 and original data.
First we perform clustering task on PCA, LE, LPP, Ncut and original data representations to evaluate them. We use K-means and semi-NMF clustering [5] algorithms for this evaluation. We use accuracy (ACC), normalized mutual information (NMI) and purity (PUR) as the measurements of the clustering qualities. We run K-means with random initialization 50 times and use the average clustering results. To see how gLPCA model performs at different regularization parameter β, we show in Figure 6 the K-means clustering accuracy on five datasets: AT&T, MNIST, USPS, BinAlpha, and COIL20 datasets. Here we can see that (1) gLPCA results are fairly stable in the entire β range. (2) gLPCA results are generally in-between PCA (at β = 0) results and Laplacian embedding (at β = 1) results. (3) There are always some range (mostly β = 0.4 ∼ 0.9) of β where gLPCA is better than PCA and LE.
The complete clustering results are shown in Table 3 . From Table 3 , we observe that (1) both PCA and LE usually provide better clustering results than original data does, demonstrating the usefulness of PCA and LE. (2) gLPCA consistently performs better than classic PCA, Laplacian embedding and other methods. This is consistent with the Second, we perform classification on PCA, LE and original data representations using regression and KNN classification methods. We randomly select 20%, 30% of labeled data for each class, and use the rest as unlabeled data. We repeat this 5 times and the average classification accuracy are summarized in Table 4 . Here, we observe that, in all cases, we obtain higher classification accuracy in gLPCA representation.
Results for Robust gLPCA (RgLPCA)
We run the proposed RgLPCA model on several image datasets, including AT&T, Bin-alpha, MNIST, USPS and COIL 20. For each class, we corrupt 20% images manually. The size of corruption is 25% of the image. We perform clustering and classification tasks on these datasets and compare with several other models, including the original data, standard PCA and L21PCA [6] . We use K-means and regression algorithms for clustering and classification, respectively. For clustering, the accuracy (ACC), normalized mutual information (NMI) and purity (PUR) are used as the measurements of the clustering qualities. We run K-means with random initialization 50 times and use the average clustering results. The results are shown in Table  5 . For classification, we randomly select 20%, 30% of labeled data for each class, and use the rest as unlabeled data. We repeat 5 times and the average classification accuracy are summarized in Table 6 . From table 5, 6 we observe that (1) PCA performs poorly on these occluded data, indicating that PCA is sensitive to outlying observations. (2) L21PCA can generally return better performance than the original data and standard PCA on all the datasets. This suggests that L21PCA are robust to the gross noise. (3) RgLPCA generally performs better than other data representation models.
Summary
Graph-Laplacian PCA incorporates PCA and Laplacian embedding (LE) simultaneously to provide a lowdimensional representation that incorporates graph structures. It has a closed-form solution and can be efficiently computed. The robustness of gLPCA against data corruptions as shown in Figures 2 and 3 are probably the most significant new findings of this work. The robustness originates from that Q contains the cluster structure (manifold) information due to LE. The minor residual increase at the LE limit (β = 1) in Fig.4 shows that the embedding Q ob- 
