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Abstract— In this paper, optimization of diffuse spots’ 
parameters in indoor optical wireless communications (OWC) 
system is carried out by using the particle swarm optimization 
(PSO) algorithm. By simultaneously optimizing the diffusion 
spots’ locations and intensities, we show an improvement in the 
signal-to noise-ratio (SNR) and the delay spread at the receivers, 
while considering both the background noise and the multipath 
dispersion. A comparison is made between different optimization 
scenarios, to illustrate the effect of varying the parameters that are 
being optimized. We show that the optimization of both intensities 
and locations of diffuse spots resulted in improvement up to 42% 
and 23% in the average delay spread and the average SNR, 
respectively, compared with the centrally located position of 
diffuse spots’ distribution, with respect to the receivers’ locations, 
which has a uniform distribution of power. 
Keywords—Optical wireless communications; indoor 
communications; particle swarm optimization; optimization. 
I.  INTRODUCTION 
The un-regulated optical wireless communications (OWC) 
systems offer high transmission bandwidth, inherent security, 
not being affected by radio frequency based interference, and the 
ability to use the same wavelength (frequency) within a room or 
an entire building [1, 2]. These advantages make OWC an 
attractive and complementary candidate to the radio frequency 
based wireless technologies in a number of applications such 
as intravehicle communications [3], wireless sensor networks 
[4], healthcare monitoring [3,5], and others [3]. However, in 
line with other communications technologies, in OWC 
systems there are a number of issues such as (i) eye and skin 
safety which limits the transmitted optical power; (ii) 
multipath induced intersymbol interference  in non-line of 
sight (LOS) environments, which leads to reduced bit error rate 
(BER) performance [6,7];  (iii)  the ambient lights’ noise which 
degrades the SNR performance [8, 9]; (iv) shadowing and lack 
of mobility in LOS configurations in contrast to non-LOS links 
[3,6].  
In order to improve the OWC system performance, 
optimization of the key parameters based on different 
approaches have been studied in the literature. In [10], the use 
of genetic algorithm for controlling the optical wireless channel 
was proposed. However, the authors did not consider the delay 
spread (DS) in the fitness function. In [11] and [12] divide and 
conquer algorithm was used for sequentially adapting different 
transmitters’ (Tx’s) parameters in an indoor OWC environment. 
Simulated annealing adopted in [13] showed improvement in the 
average DS and the standard deviation of the received power by 
optimizing the spot pattern in diffuse OWC links, however, the 
spots’ intensities were not considered. In [14] optimization of 
the center of diffuse spots’ distribution was considered, but not 
the intensities of the diffuse spots (DiSs).   In this work, particle swarm optimization (PSO) technique is used for finding optimized distribution for the locations and the intensities of the diffusion spots, considering simultaneously maximizing the SNR and minimizing the delay spread at the users, while taking into account the effects of background noise and multipath dispersion. In addition, a comparison is carried out between different optimization scenarios, considering different variables in the optimization, in order to illustrate the impact of changing the optimization parameters on the system performance. The results obtained are compared with 
     
  Fig. 1. Illustration of the indoor OWC environment considered in 
this work 
 
the data based on the central located positions, with respect to 
the Rxs’ locations, of a circular distribution of equal intensities 
diffusion spots. The channel model and the optimization 
algorithm developed can be generalized for almost any indoor 
diffuse OWC based local area networks (LAN), with randomly 
placed Txs and Rxs. 
The remainder of the paper is structured as follows. In 
Section 2 a description for the OWC system model and the 
channel characteristics is provided. In Section 3 a brief 
description for the PSO optimization technique is provided. 
Results and discussion of the results are provided in Section 4. 
The conclusion is presented in Section 5. 
II. OWC SYSTEM MODEL 
Here, we consider a typical indoor environment, see Fig. 1, 
which is composed of a Tx, Rxs, noise sources, and a feedback 
channel. A single Tx (2-D vertical cavity surface emitting laser 
diode or resonant cavity LED array [10, 15, 16])   can be used to 
project DiSs onto the ceiling, which are considered as secondary 
independent Txs. Note that, it is possible to project diffuse 
patterns depending on the room shape and size and its use. The 
feedback path provides the Tx with relevant information, in 
order to change both locations and intensities of the DiSs. 
Note that, the DiSs are considered as Lambertian reflectors [1], 
with a reflection coefficient of ρ, and only the 1st and the 2nd 
order reflections are considered, as higher order reflections have 
negligible contributions [1], [8], [9].  The channel impulse 
response is given as [9]: 
ℎ(𝑡𝑡;𝑇𝑇𝐹𝐹 ;𝑅𝑅𝐹𝐹) = ∑ ℎ𝑟𝑟(𝑡𝑡;𝒯𝒯;ℛ)𝑘𝑘𝑟𝑟=0                                             (1)  
ℎ𝑟𝑟(𝑡𝑡;𝒯𝒯;ℛ) = 𝑃𝑃𝑆𝑆 � 𝐿𝐿 + 12𝜋𝜋 𝑐𝑐𝑐𝑐𝑐𝑐𝐿𝐿(𝜑𝜑𝑅𝑅𝑅𝑅) cos(𝜃𝜃𝑅𝑅𝑅𝑅)𝐷𝐷2𝑅𝑅𝑅𝑅 𝜌𝜌𝜌𝜌𝑅𝑅𝑁𝑁𝑒𝑒
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 where L is the Lambertian order, PS  is the transmitted power. 
TF and RF are the first transmitting and the final receiving points, 
respectively, and t and the delta function refer to the time of 
receiving the impulse response component at the Rx, but after 
taking into consideration that the unit impulse is radiated at t = 
0 [10]. r is the reflection order of the impulse response, where r 
= 0 refers to the LOS component, and 𝑁𝑁𝑒𝑒is the number of 
reflecting elements. T is the point acting as a secondary Tx, 
which can be a diffusion spot or a Lambertian reflecting surface. 
R refers to receiving points, which may be a photodetector (PD) 
or a reflecting surface. ℎ𝑟𝑟(𝑡𝑡;𝒯𝒯;ℛ) is the rth reflection order 
impulse response. DRT is the distance between the receiving 
point and the transmitting point, and AR is the photosensitive 
surface area or the area of a reflecting element. FOVR is the field 
of view of the PD, which equals 170◦. When the receiving point 
is a reflecting element, the term which contains FOVR equals 1. 
For x ≤ 1, the rect(x) =  1, otherwise is zero. 𝜃𝜃𝑅𝑅𝑅𝑅 refers to the 
angle between DRT and normal to the  receving point nR, and 
𝜑𝜑𝑅𝑅𝑅𝑅  is the the angle between DRT and normal to the  transmitting 
point nT. c is the speed of light. 
For an intensity modulation direct detection (IM/DD) OWC 
system, the received photocurrent is given by [17]: 
𝑦𝑦(𝑡𝑡) = 𝑅𝑅𝑃𝑃𝐷𝐷 𝑥𝑥(𝑡𝑡) ∗  ℎ(𝑡𝑡;𝑇𝑇𝐹𝐹;𝑅𝑅𝐹𝐹) + 𝑛𝑛(𝑡𝑡)                                   (3) 
where RPD refers to the responsivity of the PD, x(t) is the 
transmitted signal, and n(t) is the additive white Gaussian  noise. 
The DS is given by [18]: DS = �∫(t−µ)2(ℎ(𝑡𝑡;TF;RF))2dt
∫(ℎ(𝑡𝑡;TF;RF))2dt                                                       (4) 
where 𝜇𝜇 is the mean delay, which is given by: 
𝜇𝜇 = ∫ 𝑡𝑡 (ℎ(𝑡𝑡;TF;RF))2𝑑𝑑𝑡𝑡
∫  (ℎ(𝑡𝑡;TF;RF))2𝑑𝑑𝑡𝑡                                                                   (5) 
For on-off keying (OOK) non-return to zero (NRZ) IM/DD 
OWC, the SNR is given by [8]: SNR =  (𝑅𝑅𝑅𝑅𝐷𝐷𝑅𝑅𝑟𝑟)2
σ2total
                                                                          (6) 
where Pr is the average optical received power, and σ2total is 
the total variance of the noise, which is given as: 
σ2total = σ2PA + σ2BN                                                            (7) 
where 𝜎𝜎2𝑅𝑅𝑃𝑃 is the noise variance of the preamplifier, which 
is the same as the one used in [19]. 𝜎𝜎2𝐵𝐵𝑁𝑁 is the ambient lights’ 
noise variance given by [20]: 
σ2BN = 2qRR PbnBW                                                             (8) 
Where q is the electron charge, Pbn is the ambient lights’ 
power, and BW is the bandwidth of the Rx.  
III. PARTICLE SWARM OPTIMIZATION 
The PSO algorithm is considered a stochastic optimization 
technique, which is based on movement of swarms [21]. It has been shown in literature that particle swarm optimization (PSO) outperforms different optimization techniques, such as genetic algorithm (GA) [22, 23] when tested over different problems.   The solution in PSO is a point located in the search 
space, which is referred to as the particle. All the particles move 
in the solution space, which has D-dimensions (D is the number 
of variables in the problem), effected in choosing their new 
locations by the best position achieved by each particle Pbest, and 
by all the particles Gbest. For explaining the PSO algorithm, imagine a swarm of bees flying in a field containing flowers, and searching for locations with highest density of flowers. Each bee begins its search by exploring random locations, and communicating to the other bees where the best location in terms of flower density is found. Following this, the bees update their directions and velocities for finding the best locations, influenced by each bee’s personal best position, and by the global best position achieved by all the bees.  The bees correspond to the particles in the solution space of PSO, such that each particle refers to a solution. The field containing flowers corresponds to the solution space. The density of the flowers represents the solution’s fitness value, such that larger densities of flowers corresponds to larger fitness values. For the ith particle, the position and the 
velocity vectors Xi = (xi1, xi2,….,xiD), and Vi = (vi1, vi2, . . . , viD), 
respectively, are updated at every iteration in PSO. In addition, 
the personal best position Pbesti = (pbesti1, pbesti2,…,pbestiD), and the 
global best position Gbest achieved by all the particles are updated 
in every iteration. For the ith particle, at the k+1 iteration, the 
velocity is given by:  
𝑣𝑣𝑖𝑖𝑑𝑑
𝑘𝑘+1 = 𝑤𝑤𝑘𝑘𝑣𝑣𝑖𝑖𝑑𝑑𝑘𝑘 + 𝑐𝑐1𝑘𝑘𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟1�𝑝𝑝𝑝𝑝𝑟𝑟𝑐𝑐𝑡𝑡𝑖𝑖𝑑𝑑 − 𝑥𝑥𝑖𝑖𝑑𝑑𝑘𝑘 �                    +𝑐𝑐2𝑘𝑘𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟2�𝑔𝑔𝑝𝑝𝑟𝑟𝑐𝑐𝑡𝑡𝑑𝑑 − 𝑥𝑥𝑖𝑖𝑑𝑑𝑘𝑘 �                                            (9) 
 And the new position is given by: 
𝑥𝑥𝑖𝑖𝑑𝑑
𝑘𝑘+1 = 𝑥𝑥𝑖𝑖𝑑𝑑𝑘𝑘 + 𝑣𝑣𝑖𝑖𝑑𝑑𝑘𝑘 ∆𝑡𝑡                                                               (10) 
   where 𝑤𝑤𝑘𝑘 (within the range of 0.9 to 0.4 [25]) refers to the 
inertia weight, which is used to control contributions from 
previous velocities to new velocities. 𝑐𝑐1𝑘𝑘 and 𝑐𝑐2𝑘𝑘 are the weights 
(varied from 2.5 to 0.5 and from 0.5 to 2.5, respectively [26]) 
which control the influence of Pbest  and Gbest on the new 
velocity. rand1 and rand2 are random numbers in the range of  
0 and 1. ∆𝑡𝑡 is considered to be equal to unit time step. Here, we 
have considered hard boundary conditions for controlling the 
errant probes. Regarding the time complexity of PSO, it has been shown in literature that PSO has lower complexity than other algorithms such as GA [24]. More details about 
PSO can be found in [21]. Figure 2 shows a flow chart for the considered PSO algorithm. 
 
 
 
IV. RESULTS AND DISCUSSIONS 
In this work, we consider in our simulations a typical indoor 
environment with dimensions of 5 m × 5 m × 3 m (length × 
width × height). 4 Rxs are randomly located at 1 m above the 
floor level, whereas 8 Philips PAR 38 Economic (PAR38) light 
emitting diode lights, with a Lambertian order of 33.1, and 
emitted power of 65 W, are considered as the noise sources 
[27]. It should be noted that the noise sources are more 
directive than the diffuse spots, because of their Lambertian order. The 8 diffuse spots acting as secondary Txs are 
considered as independent sources. For the first optimization 
scenario (Scenario 1), the 8 DiSs are distributed uniformly in a 
circle of a 0.5 m radius, whereas for the second optimization 
scenario (Scenario 2) DiSs are randomly distributed. For both 
scenarios, the DiSs intensities are non-uniform and are 
randomly distributed but with a total emitted power of 1 W. 
Table 1 shows all the key simulation parameters considered in 
this work. Note that, the choice of the adopted data rate is subject to many considerations such as the system complexity, and the scope of the work. Higher data rates can be investigated by considering different components as part of the future work. The diffuse optical wireless communications has been considered in different applications such as wireless sensor networks [4] and healthcare applications [28].  
 
 
 
 
Parameter Value 
PSO algorithm  
- Total evaluations 
- No. of iterations 
- No. of particles 
 
500 [15] 
50 
10 
Room dimension (5m length × 5m width × 3m 
height) 
Reflectivity of walls 0.8 
Reflectivity of ceiling 0.8 
Reflectivity of floor 0.3 
Receivers’ locations (1.6,2.1,1), (4.8,4.5,1), 
(3.3,0.7,1), and (0.4, 2.2,1) 
Noise sources’ locations (1,1,3), (1,2,3), (1,3,3), 
(1,4,3), (4,1,3), (4,2,3), 
(4,3,3), and (4,4,3) 
Photodetector (PIN) 
responsivity 
0.5 A/W 
Bit rate 50 Mbps 
Receiver bandwidth 70 MHz 
 
The possible values for the locations are within the range of 
0.6 m and 4.4 m, to make sure that the optimized locations of 
DiSs are not close to the corners of the room. The possible 
values for intensities of the optimized DiSs are in the range of 
0.05 W - 0.125 W, such that the intensity of the 8th diffuse spot 
is equal to the difference between the total power and the 
intensities of the remaining 7 DiSs. For each evaluation in the optimization process, the intensities of the first 7 DiSs are varied within the allowed range according to the optimization algorithm's results. After defining the intensities of the  first 7 DiSs, the intensity of the 8th diffuse spot is equal to the amount which makes the summation of the intensities of the DiSs equal to 1 Watt. The DiSs' intensities could be varied by flip-chip bonding of the sources of the DiSs to CMOS driver circuitry [10, 15, 16]. For maximizing and minimizing the SNR and the delay spread 
TABLE 1. KEY SIMULATION PARAMETERS        
Fig. 2. Flowchart for the considered PSO algorithm 
 
at the Rxs, respectively, while accounting for the reflections and the indoor noise sources, we have used the following fitness function throughout the optimization process: 
 
𝐹𝐹 = ∑ (ω1 × SNR𝑘𝑘 − ω2 × 𝐷𝐷𝐷𝐷𝑘𝑘)𝑁𝑁𝑅𝑅𝑘𝑘=1                                    (11) 
 
where 𝑁𝑁𝑅𝑅 is the total number of Rxs, 𝐷𝐷𝑁𝑁𝑅𝑅𝑘𝑘 and DSk are the 
SNR and the delay spread  for the kth Rx, respectively. 𝜔𝜔1 =1, and 𝜔𝜔2 = 1 × 109 are the weights, which control 
contributions from each term to the objective function. It should be noted that the delay spread is considered in the fitness function as it could affect the bit rate and the BW at the Rxs. Note that, the time complexity of the considered PSO algorithm is defined by O(NIT×NP×D), where NIT is the maximum number of iterations and NP is the total number of particles. In addition, The space complexity of PSO is equal to O(NP×D) [29].  
According to the designed algorithm, the PSO algorithm 
will work on checking continuously the performance at the Rxs, 
and adapting the diffusion spots’ locations and intensities 
according to the detected performance at receivers. By looking 
at the fast pace movement speed in indoor environments (about 
0.5 m/second [30]), the PSO algorithm should need relaxed 
conditions, such as checking the performance at the receivers 
every 0.25 second, for adapting the diffusion spots according to 
the performance for the users, which is achievable using the 
considered number of PSO evaluations. For increasing the 
speed of PSO convergence, the last achieved optimum 
configuration for the diffusion spots could be forwarded as an 
initial condition for PSO. 
 
Figures 3 and 4 show the optimized values for the locations 
and intensities of DiSs for Scenarios 1 and 2, respectively. Also 
shown are the locations of the Rxs and the noise sources. The 
number of variables adopted for optimization are 10 for 
Scenario 1 (2 and 8 for locations and intensities of the DiSs, 
respectively) and 24 for Scenario 2 (16 and 8 for locations and 
intensities of the DiSs, respectively). As shown in Figure 3(a), 
the optimized locations are distributed close to the Rxs 1 and 4, 
which are most affected by the noise sources. Note that, the Rxs 
2 and 3 suffer less from the noise sources, since they are close 
to only one of the noise source. As depicted in Figure 3(b) the 
distribution of intensities displays a very high power for S8 
compared to the other DiSs. This is because S8 can serve two 
Rxs 1 and 3, with the Rx3 being too far away, thus the need for 
higher transmit power.  
  As shown in Figure 4(a), the locations of DiSs are distributed 
closer to the Rxs in order to ensure improved performance for 
the system. Both S2 and S3 are located close to Rx3, whereas 
S1, S6, and S7 are nearer to Rx2. S4, and S8 are located next to 
Rx4 and S5 is close to Rx1, which are also very close to the 
noise sources. In Figure 4(b), it is noted that the power level for 
S8 is high compared to other DiSs. This  is because it serves 
Rx4 and is very close to the Rx1, and due to the fact that both 
Rxs are very close to the noise sources. Thus, S8 with higher 
intensity lead to high SNR values at Rxs1 and 4, which results 
in a more uniform SNR distribution for Rxs 1, 2, 3, and 4, see 
Table 2 and Figure 5 for more details.  
 
(a) 
Fig. 3.Optimized parameters of diffuse spots for the first optimization scenario: (a) locations (top views), and (b) 
intensities of the diffusion spots  
(b) 
(a) 
Fig. 4. Optimized parameters of diffuse spots for the second op    
           
Table 2 shows a comparison between the average SNR, the 
average delay spread, the standard deviation of SNR, and the 
standard deviation of delay spread for Scenarios 1 and 2, as 
well as Scenarios A and B for the centrally located position of 
DiSs with uniform power in [14] and the optimized 
distribution of DiSs using PSO in [14], respectively.  
As shown in Table 2, optimization of position of the center of 
the DiSs’ distribution (Scenario B with only location 
optimized) resulted in improvements in the average SNR and 
the standard deviation of SNR by 11% and 5%, respectively, 
and in the average DS by 21% compared to the centrally 
located position (Scenario A with no optimization). On the 
other hand Scenario A offers improved performance in terms 
of the standard deviation of DS. Optimization of locations and 
intensities of DiSs  in Scenario 1 has resulted in improvement, 
in the average SNR and the average DS by 14% and 38%, 
respectively compared to Scenario A. On the other hand, the 
standard deviation of SNR and delay spread are better for 
Scenario A. For Scenario 2, optimization of locations and 
intensities of randomly distributed DiSs has resulted in 
improvement in the average SNR and the average DS by 23% 
and 42%, respectively, compared to Scenario A. The SNR 
standard deviation remarkably improved in Scenario 2 by 65% 
compared to Scenario A. The delay spread standard deviation 
in Scenario 2 is better than that in Scenarios B and 1, and only 
less than that in Scenario A.  Note that, the increase in the 
average SNR and delay spread, and the SNR standard deviation 
in Scenario 2 is attributed to adopting more number of variables 
(i.e., 24  ins Scenario 2compared to  2 and 10 in Scenarios B 
and 1, respectively) in the optimization process, thus resulting 
in improved adaptability of DiSs to the environment being 
considered. This is best illustrated in Figure 4, where DiSs are 
distributed around the Rxs.  
 
Since the delay spread values obtained satisfies the 
constraints on the maximum bit rate of 50 Mbps, we focus on 
SNR. Figure 5 depicts the bar chart for the maximum and 
minimum SNR values for all four scenarios. As shown in Figure 
5, optimization in Scenario B shows an improved performance 
in terms of the minimum and the average SNR values. The 
decrease in difference between the SNR values contributed to 
improvment in SNR standard deviation, see Table 2. Scenario 
1 outperforms Scenario A in terms of maximum minimum and 
average SNRs. The increase in the standard deviation in Table 
2 can be related to the increase in the difference between 
maximum and minimum of SNR. For Scenario 2, we observe 
improvement in the average, the minimum, and the 
maximum SNRs, with  maximum difference between SNR 
values of  about 2.8 dB. Note that an equalization in the SNR 
performance is achieved, thus demonstrating the large 
increase in the SNR standard deviation, despite placement of 
the Rxs in different locations, with different degrees of 
degradation due to multipath propagation and noise It should 
be noted that in order to meet the eye safety requirements 
when selecting the maximum transmit power, there are a 
number of factors that must be considered, such as the 
number and the locations of the DiSs and the Lambertian 
reflection characteristics [10]. For the proof of concept we 
developed optimization based on the impulse response, 
however, in real practical systems the eye safety regulations 
must be considered. 
 
 
Figure 6 illustrates the normalized fitness values versus the 
number of iterations for Scenarios 1, 2, and B [14]. It can be 
seen that Scenario 2 achieves higher fitness values compared to 
Scenario 1 beyond the iteration value of 6. In addition, 
Scenarios 1 and 2 outperform Scenario B [14] over all the 
iterations. This can be attributed to a higher number of variables 
being considered in the optimization process, i.e., more 
freedom for particles to achieve improved performance. Note 
that, for the same number of iterations, increasing the number 
of particles could improve the performance, but at the cost of 
increased computational time. The number of particles and 
iterations considered here are the same as in [14], in order to 
make comparison with the results of Scenarios A and B in [14]. 
 
 Average 
SNR 
(dB) 
Standar
d 
deviati
on of 
SNR 
Average 
delay spread 
(sec) 
Standard 
deviation of 
delay spread 
Scenario 
A [14] 
15.7580 3.3017 1.6630×10-9 0.4364×10-9 
Scenario 
B [14] 
17.5918 3.1326 1.3043×10-9 0.7384×10-9 
Scenario 
1 
17.9881 3.5656 1.0270×10-9 0.8462×10-9 
Scenario 
2 
19.4327 1.1508 0.9528×10-9 0.5833×10-9 
TABLE 2. COMPARISON BETWEEN DIFFERENT OPTIMIZATION 
SCENARIOS 
Fig. 5. Minimum and maximum SNR values achieved in each of 
the optimization scenarios 
To determine the changes in the SNR levels when the diffusion spots’ locations are not fixed, simulations are carried out, accounting for up to 10% of diffusion spots’ 
locations variations (i.e. error). Figure 7 shows achieved SNR values for different error values for the diffusion spots’ locations. As shown in Figure 7, for a 10% error, the system achieved maximum variation for the SNR values of 1%, 10.3%, 3.4%, and 1.2% for Rx1, Rx2, Rx3, and Rx4, respectively.”. . Note that, the 95% confidence interval for SNR for Scenarios 1 and 2 are bounded between 11.44 dB and 24.54 dB and between 17.32 dB and 21.55 dB, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
V. CONCLUSION 
In this paper, optimization of locations and intensities of the 
diffusion spots in indoor OWC systems was carried out for 
maximizing and minimizing the SNR and the delay spread, 
respectively. Different optimization scenarios were considered, 
and were compared using different number of variables in terms 
of users’ SNR and delay spread. We showed that there are up 
to 42% and 23% improvement achieved in Scenario 2 in the 
average delay spread and the average SNR, respectively. Also 
shown was the improvement in the standard deviation of SNR 
by up to 65% in the presences of the ambient lights’ noise and 
multipath induced dispersion. We noted that increasing the 
number of variables in the optimization process allowed higher 
degrees of adaptability for diffuse spots within the 
communications environment, which resulted in improved 
performance. 
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