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This paper deals with the problem of combining marginal probability distributions as a
means for aggregating pieces of expert information. A novel approach, which takes the
combining problem as an analogy of statistical estimation, is proposed and discussed. The
combined distribution is then searched as a minimizer of a weighted sum of Kullback–
Leibler divergences of the given marginal distributions and corresponding marginals of the
searched one. Necessary and sufficient conditions for a distribution to be a minimizer are
stated. For discrete random variables an iterative algorithm for approximate solution of the
minimization problem is proposed and its convergence is proved.
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1. Introduction
Any problem of decisionmaking under uncertainty inevitably relies on some kind of expert information but frequently it
happens that several inconsistent pieces of expert information are available to the decisionmaker. In such cases it is typically
preferred to aggregate the information pieces into a single one before they enter the decision making procedure. Such kind
of an aggregation problem is considered in this paper. Namely, the expert information pieces are supposed to be expressed
in a form of probability distributions. The problem of aggregating expert information then transforms to the problem of
combining several probability distributions into a single one.
1.1. State of the art
Not surprisingly, plenty of various combining procedures exist in the literature. Extensive bibliographies can be found,
e.g., in the reviewpapers [1,2]. Clemen andWinkler in [2] distinguish two types of combining procedures:mathematical and
behavioral ones. The behavioral procedures attempt to reach the aggregated information through some kind of interaction
among experts. Inwhat followswe restrict our attention to themathematical procedures. According to [2], twomajor classes
of mathematical procedures for combining probability distributions can be further identified: axiomatic and Bayesian ones.
Thespecific featureof axiomaticprocedures is that theyproduceprobabilitydistributionspossessingcertaincharacteristic
properties.A typical examplesof this typeof combiningproceduresare thewell knownlinearopinionpool [3] and logarithmic
opinion pool [4]. The linear opinion pool, which constructs the combined distribution as a convex combination of the given
distributions, satisfies, e.g., the strong setwise function property, the zero preservation property, and the marginalization
property. For details see, e.g., [5] or [1]. The logarithmic opinion pool, which constructs the combined distribution as a
normalized geometric average of the given distributions, satisfies the property of external Bayesianity. For detail see [4].
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In [6] both the linear and logarithmic opinion pools are considered as a solution of decision making problem with scoring
functions based on the Kullback–Leibler divergence.
The Bayesian procedures for combining probability distributions, see, e.g., [7–11], follow the approach introduced in [12].
The core idea here is that the experts’ probability distributions are to be taken as data and processed by a decision maker in
a standard Bayesian way [13]. The combined distribution is then represented by a posterior probability distribution. A key
element of all Bayesian methods is the decision maker’s likelihood function for experts’ opinions. However, in spite of its
significance, a choice of a suitable likelihood is addressed rather shallowly in the literature.
In practice it is quite common that individual experts are able to provide information related only to some aspects of the
considered problem. In such cases the experts’ distributions can be specified only partially. In [14] a procedure is proposed
which allows to combine probability assessments given across different partitionings of a sample space. The sample space
is assumed to be discrete and the combined distribution is evaluated as a posterior probability in a form of an extended
Dirichlet distribution. In [15] information sources in a form of incoherent partial conditional probability assessments are
considered. The aim is to find a coherent conditional probability assessment. For this a discrepancymeasure between partial
conditional probability assessments and a joint probability distribution is introduced. A coherent probability assessment is
then derived from the joint distribution minimizing the proposed discrepancy measure.
1.2. Short problem description
The approach to the combining probability distributions used in this paper differs from those commonly considered in
the literature: The problem of combining probability distributions is taken as an analogy of statistical estimation. Namely,
for expert information pieces in a form of marginal probability distributions we derive a combining procedure which can
be seen as an analogy of maximum likelihood estimation. In such case the combined procedure is searched as a distribution
minimizing a weighed sum of Kullback–Leibler divergences (A.1) of the given marginal distributions and corresponding
marginals of the searched distribution. The aim of the paper is to analyze the proposed minimization problem and provide
an algorithm for its solution.
1.3. Structure of the paper
The paper is structured as follows: In Section 2 the statistical view on combining probability distributions, which stands
behind the proposed minimization task, is discussed. The notation and formal definition of the problem is in Section 3.
In Section 4 the theoretical results, including necessary and sufficient conditions for a distribution to be a minimizer of
the weighted sum of the Kullback–Leibler divergences, are presented. In Section 5 an iterative algorithm for approximate
computing of the minimizer is proposed. The appendix contains definitions and basic properties of the Kullback–Leibler
divergence and the cross-entropy.
2. Statistical view on combining probability distributions
The following, rather informal, exposition should clarify the ideas that form our view on the problem of combining prob-
ability distributions. It is vital for understanding of the meaning of the distributions resulting from the proposed combining
procedure as well as for identifying the assumptions under which the method is applicable.
In general, it seems that in the existing methods for combining probability distributions the statistical essence of the
addressed problem is neglected. Namely, an expert opinion, forecast, or any other kind of probabilistically described infor-
mation is always an outcome of some more or less explicitly specified inference procedure. The experts’ distributions can
be then seen as some kind of statistics and the combined distribution can be naturally found as an estimate based on these
statistics. The combining procedures thus can be designed as analogues of common estimation methods.
This approachprovides a new insight intomechanisms of the combiningmethods and also allows the combiningmethods
to be naturally generalized to the case inwhich the expert distributions are specified only partially, e.g., asmarginal distribu-
tions. There is also another reasonwhich supports the statistical approach to the combining probability distributions: In the
literature a lot of attention is paid to various aspects of combining probability distributions but it seems that an integrated
approach is missing. The presented statistical approach could fill the gap.
Assume, temporarily, that each expert distribution is a statistical estimate in a common sense, i.e., it is a probability
distribution from a statistical model assigned by an estimator to observed data. The complete data observed by the experts
are, however, not available to the decision maker. Instead, the experts provide the estimated distributions, which can be
taken as values of the statistics represented by the expert’s estimators. Here it is important to realize that the statistical
models and estimators used by the individual experts can be mutually different due to different prior knowledge of the
experts (domain knowledge, physical models, etc.) and different external factors (limited computational resources, required
properties of the estimators, etc.). For the same reasons the statistical model and estimator used in the combining procedure
can differ from those used by the individual experts. The estimators of individual experts thus need not be sufficient statistics
for the statistical model used in the combining procedure. In this sense the combining task can be seen as an analogy of
statistical estimation with incomplete observations.
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The special case discussed above is not only instructive but is also of some practical importance. Nevertheless, an expert
distribution need not be necessarily an outcome of a precisely specified statistical inference procedure; Often it is rather a
result of an intuitive assessment. In such case it could be expected that the process throughwhich the expert’s distribution is
selected is to someextent analogous to a commonestimation task: Froma statisticalmodel the expert selects the distribution
which fits his knowledge best. The statistical model is again selected with respect to expert’s prior knowledge and external
factors. It is natural to require that a procedure which allows to combine experts’ distributions of this kind should be a
generalization of a combining procedure based on statistical estimation. In other words, if an expert distribution can be
taken as a result of a statistical estimation procedure, then the mere fact that the distribution is an estimate or not should
not affect the result of the combining procedure. Such generalizations can based on a fact that certain estimation procedures
can be taken as approximation problems.
2.1. Statistical estimation as an approximation problem
A common formulation of statistical estimation is based on an assumption that a sample of observed data is generated by
an unknown “true” distribution which is known to be within a certain family of distribution – a statistical model. However,
this assumption is mostly unrealistic in practice. First of all, the probability is just a mathematical model that allows us to
treat uncertainty caused by incomplete knowledge and the concept of the true distribution is only ancillary. Moreover, even
if we accept the assumption that the true distribution exists, it is practically impossible for it to be, e.g., within an a priori
selected statistical model which forms a finite-dimensional subspace of an infinite-dimensional space of all probability
distributions of the considered random variable.
A more natural view on the statistical estimation is that the estimate is a distribution from a statistical model which
is in some sense closest to the observed behavior of the considered phenomenon, i.e., to the observed data. Some of the
common estimation methods clearly fit into this concept. For example, the logarithmic likelihood function is equal to a
negative cross-entropy (A.7) of an empirical distribution from the observed data and the statistical model multiplied by the
number of observed data; see Appendix A.2. The maximum likelihood estimation is then equivalent to the minimization of
the cross-entropy between the empirical distribution and the statistical model. Nevertheless, this approximation problem
is well defined for any probability distribution in place of the empirical one whereas the mere fact that the distribution to
be approximated is an empirical one or not plays no role. Note that despite its usefulness the connection between statistical
estimation and approximation is rather rarely employed in the literature; For examples of the usage, see, e.g., [16,17].
2.2. Combining probability distributions as an approximation problem
Taking the statistical estimationasanapproximationproblemallowsus toderive thecombiningprocedures fromcommon
estimation methods. In this paper a combining procedure derived from the maximum likelihood estimation is considered.
Namely, for a multivariate random variable each expert is supposed to provide partial information in a form of a marginal
distribution. These marginal distributions are supposed to be selected from statistical models consisting of all probability
distributions of corresponding random variables. In this sense these distribution can be taken as analogies of empirical
distributions. Similarly, the combined distribution is searched within a class of all probability distributions. Through the
special case in which the experts’ information pieces can be equivalently expressed as sequences of partially observed data
we get the following condition for the combined distribution: The combined distribution is aminimizer of theweighted sum
of negative cross-entropies of the experts’ distributions and the corresponding marginals of the searched one. The analogy
with an estimation task indicates that the meaning of the weights is similar to numbers of observed data. Furthermore, it
is obvious that the information pieces must be “independent”. Again, the meaning of the independence could be specified
only through the analogy with the estimation task, in which the data are supposed to be partially observed realizations of
independent and identically distributed random variables.
For completely specified experts’ distributions, i.e., not marginal ones, it can be easily proved that the combined distrib-
ution is a weighted sum of the experts’ distributions with weights equal to those in the minimization task. In other words,
the resulting combining procedure is the well known linear opinion pool [3]. Nevertheless, for expert information pieces
given as marginal distributions the approximation problem becomes significantly more difficult. Its algorithmic solution
supported by theoretical results is the main contribution of this paper. In what follows the approximation problem is for-
mulated in a slightly different form: The Kullback–Leibler divergence (A.1) is used instead of the cross-entropy. From the
relation (A.11) between the Kullback–Leibler divergence and the cross-entropy it is clear that the modified approximation
problem has the same solution as the original one except the case in which some of the expert distributions have infinite
differential entropy. The reason for using the Kullback–Leibler divergence is that it is well established measure of proximity
of probability distributions. Furthermore, the Kullback–Leibler divergence plays a crucial role in the field of information
geometry [18], which is intended to be used for further extensions of the proposed combining procedure.
Remark 2.1. The prior knowledge of the individual experts could be naturally exploited to assemble prior knowledge for
the combining task, which is then used to select a suitable statistical model for the combining procedure. Nevertheless, the
expert distributions do not mediate this kind of knowledge. Firstly, a single distribution provides only little evidence about
the complete statisticalmodel. Secondly, the choices of experts’ statisticalmodels can be affected by the external conditions.
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In summary, exploiting the prior knowledge of individual experts is a problem different from the discussed combining
probability distributions and should be treated separately.
Remark 2.2. The weights in the approximation task are supposed to be provided by the experts. They can be derived from
number of data observed by the experts in case that the experts’ distributions are based on real observations. In the opposite
case, e.g., the device of imaginary results [19] can be employed to elicit the weights.
Remark 2.3. It may seem that the proposed statistical view on combining probability distributions makes the problem
extremely complex. In fact, it just reflects the real complexity of the problem. Any reasonable combining procedure must
necessarily take into account various factors such as dependence of the expert information pieces, their relevance, or various
constraints under which the expert distributions are assessed. The statistical approach allows us to concretize these factors
at least through the analogy with statistical estimation. Moreover, it is clear that the problem of combining probability
distributions into a single one easily becomes an ill conditioned problem, if no supporting information is available.
3. Notation and problem formulation
The following general notational conventions are used throughout the text:
• ∫ · · · dxwithoutexplicitly specified integrationdomain is tobe takenasadefinite integralover the rangeofx. Analogously,∑
x denotes the sum over the range of x.• argminx∈M f (x) denotes a set of x ∈ M for which f (x) attains its minimum onM.• A shortcut pdf stands for a probability density function.
3.1. Problem formulation
Let, for some n ∈ N, X = (X1, . . . , Xn) be a multivariate random variable with values in X1 × · · · × Xn ⊂ Rn. Let P ∈ N
and for p = 1, . . . , P let pI ⊂ {1, . . . , n} be nonempty sets. For p = 1, . . . , P we define random variables pX = (Xi)i∈ pI
and p¯X = (Xi)i∈{1,...,n}\ pI . Values of X , pX , and p¯X are denoted by small letters x, px, and p¯x, respectively. Throughout
the text the random variables and their values are not explicitly distinguished and are commonly denoted by small letters
x, px, and p¯x. The ranges of x, px, and p¯x are denoted by X , pX , and p¯X , respectively. The set of all pdfs of x is denoted
by P . For f (x) ∈ P , f ( px) refer to marginal pdfs of f (x); f( p¯x|px) denotes a conditional pdf of p¯x given px, whereas for
pI = {1, . . . , n} it is, by convention, identically 1. For f (x) ∈ P a short notation f without the argument (x) is occasionally
used, if no confusion arises.
Assume that we are given pdfs pf ( px) and weights pα > 0, p = 1, . . . , P. Without loss of generality, it is supposed that⋃
p∈{1,...,P} pI = {1, 2, . . . , n} and∑p pα = 1. For fixed pdfs pf ( px) and weights pα we define a function D(f ) acting on
the set P ,
D(f ) = ∑
p
pαD
( pf ( px)∣∣∣∣f ( px)) , (3.1)
where D (f (x)||g(x)) denotes the Kullback–Leibler divergence of pdfs f (x) and g(x) defined by (A.1). The problem to be
considered is then formulated as follows: Find a joint pdf f (x) ∈ P so that
f (x) ∈ argmin
f∈P D(f ). (3.2)
Remark 3.1. From the basic properties of the Kullback–Leibler divergence, see Appendix A.1, it immediately follows that if
the given pdfs pf ( px) are marginals of a common joint pdf, then (for arbitrary positive weights pα) pdf f (x) minimizing D
fulfills f ( px) = pf ( px), for all p ∈ {1, . . . , P}.
Remark 3.2. The problem formulation as well as the theoretical results in the next section are proposed for continuous
random variables. For x being a discrete random variable with values inNn, both the appropriate problem formulation and
the results can be acquired by taking the densities with respect to the counting measure and substituting the integrals with
sums. This approach is adopted in Section 5.
4. Theoretical results
The minimization problem (3.2) can be solved easily using the basic properties of the Kullback–Leibler divergence, see
Appendix A.1, e.g., if pI = {1, 2, . . . , n} for all p ∈ {1, . . . , P}, or if P = 2. However, in a general case the solution of (3.2)
is not so straightforward.
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First, let us consider a set
F = {f (x) ∈ P|D(f ) < +∞} . (4.1)
The set F has the following properties:
• F is nonempty. To prove it, consider an arbitrary h(x) ∈ P such that h(x) > 0 on X . For a pdf
f (x) = ∑
p
pα pf
( px) h( p¯x| px)
it holds
D(f ) =∑
p
pα
∫
pf
( px) ln pf ( px)∫ ∑P
r=1 rα r f ( rx) h( r¯ x| rx)d p¯x
d px
≤∑
p
pα
∫
pf
( px) ln pf ( px)∫
pα pf ( px) h( p¯x| px)d p¯xd
px = −∑
p
pα ln pα,
and thus f (x) ∈ F .
• F contains argminf∈P D(f ). This property follows directly from the definition (4.1) of the set F and the fact that F = ∅.
For this reason, it is sufficient to search for
f (x) ∈ argmin
f∈F D(f )
instead of (3.2).
• F is a convex set. The convexity follows from the convexity of the Kullback–Leibler divergence (A.2).
A crucial role for derivation of properties of f (x) minimizing the function D has the operator A : F → P defined, for
fixed pf ( px) and pα, p = 1, . . . , P, by
Af =
P∑
p=1
pαf( p¯x|px) pf ( px) . (4.2)
Note that the operator A is well defined in the sense that if for some p it holds f ( px) | px= px˜ = 0 for some px˜ ∈ pX , then it
holds pf ( px) | px= px˜ = 0, because f (x) ∈ F . The ambiguity in f( p¯x|px)| px= px˜ is then irrelevant.
A key property of the operator A is given by the following proposition.
Proposition 4.1. For all f (x) ∈ F it holds
D(f ) − D(Af ) ≥ D (Af ||f ) .
Proof. Theproof is straightforward and is basedondefinitions of the cross-entropy (A.7) and theKullback–Leibler divergence
(A.1), properties of the cross-entropy (A.10), (A.8), and on definition (4.2) of the operator A.
From the definition (3.1) of the function D we get by multiplying the pdfs of px with f( p¯x|px)
D(f ) − D(Af ) =
P∑
p=1
pα
∫
pf
( px) f( p¯x|px) ln (Af )( px)f( p¯x|px)
f ( px) f( p¯x|px) dx, (4.3)
which can be rewritten using the cross-entropy (A.7) as
D(f ) − D(Af ) =
P∑
p=1
pα
[
K
(
pf
( px) f( p¯x|px), f (x))− K ( pf ( px) f( p¯x|px), (Af )( px)f( p¯x|px))] . (4.4)
From (A.10) and (A.8) it follows that
K
(
pf
( px) f( p¯x|px), (Af )( px)f( p¯x|px)) ≤ K ( pf ( px) f( p¯x|px), (Af )(x)) . (4.5)
Inserting (4.5) into (4.4) and using (A.7) and (4.2) we get
D(f ) − D(Af ) ≥
P∑
p=1
pα
∫
pf
( px) f( p¯x|px) ln (Af )(x)
f (x)
dx = D (Af ||f ) . 
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Remind that the functionD is defined using the Kullback–Leibler divergence. On that account, the convention 0 ln 0 = 0,
adopted in its definition (A.1), is employed in the above expressions. Then, e.g., the equality (4.3) holds also in case that
f( p¯x|px) = 0 for some x ∈ X .
Corollary 4.1. For all f (x) ∈ F it holds Af ∈ F .
A direct consequence of Proposition 4.1 gives a necessary condition for f (x) to be a minimizer of the function D.
Proposition 4.2. If f (x) ∈ argminf∈F D(f ), then it holds
Af = f . (4.6)
Proof. Suppose that f (x) ∈ argminf∈F D(f ) and Af = f . Then it holds D (Af ||f ) > 0 and from Proposition 4.1 it follows
that D(Af ) < D(f ),which is in a contradiction with f (x) ∈ argminf∈F D(f ). 
The opposite implication to Proposition 4.2 does not hold in general. However, under an additional assumption, the
equality Af = f provides also a sufficient condition for f (x) to be a minimizer of the function D.
Proposition 4.3. Let for f (x) ∈ F it holds f (x) > 0 on X and Af = f . Then f (x) satisfies f (x) ∈ argminf∈F D(f ).
Proof. Assume that f (x) ∈ F satisfies f (x) > 0 on X and Af = f . For h(x) ∈ P , let us define a function qf ,h : [0, 1] → R,
qf ,h(ω) = D((1 − ω)f + ωh) =
∑
p
∫
pf
( px) ln pf ( px)
(1 − ω)f ( px) + ωh( px)d
px.
First, we prove that qf ,h(ω) has a derivative on a (right) neighbourhood of 0. For all p ∈ {1, . . . , P} it holds∣∣∣∣∣ ∂∂ω
(
pf
( px) ln pf ( px)
(1 − ω)f ( px) + ωh( px)
)∣∣∣∣∣ (4.7)
=
∣∣∣∣∣ pf ( px) h(
px) − f ( px)
(1 − ω)f ( px) + ωh( px)
∣∣∣∣∣ ≤ pf ( px) h(
px) + f ( px)
(1 − ω)f ( px) ≤
h( px) + f ( px)
pα(1 − ω) ,
where the last inequality follows from the fact that Af = f , which implies f ( px) ≥ pα pf ( px). Thus, for all p ∈ {1, . . . , P},
the expression (4.7) has an integrable upper bound independent of ω on [0, ω0], for some ω0 > 0, which ensures that the
derivative of qf ,h(ω) exists on some right neighbourhood of 0. For the derivative of qf ,h(ω) at ω = 0 we get
∂qf ,h(ω)
∂ω
∣∣∣∣∣
ω=0
= ∑
p
pα
∫
pf
( px) f ( px) − h( px)
f ( px)
d px = 1 −
∫
Af (x)
f (x)
h(x)dx. (4.8)
Now, assume that D(f˜ ) < D(f ) for some f˜ (x) ∈ F . Then, because D is a convex function on F , it holds
∂q
f ,f˜ (ω)
∂ω
∣∣∣∣∣
ω=0
= lim
ε→0+
D((1 − ε)f + εf˜ ) − D(f )
ε
≤ D(f˜ ) − D(f ) < 0. (4.9)
Simultaneously, according to (4.8) it holds
∂q
f ,f˜ (ω)
∂ω
∣∣∣∣∣
ω=1
= 0,
which is in a contradiction with (4.9). 
Remark 4.1. Without the assumption that f (x) > 0 onX the implication in Proposition 4.3 need not hold, as it is illustrated
by the following example. On the other hand, this assumption is not necessary even for pf ( px) being positive for all p ∈
{1, . . . , P}.
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Example 4.1. Let x = (x1, x2),X1 = X2 = {0, 1}, P = 2, 1x = x1, 2x = x2, and
1f (x1) =
⎧⎨
⎩ κ for x1 = 0,1 − κ for x1 = 1,
2f (x2) =
⎧⎨
⎩ λ for x2 = 0,1 − λ for x2 = 1,
for some κ, λ ∈ (0, 1).
For any pdf f (x1, x2) ∈ P it holds that f (x1, x2) ∈ argminf∈F D(f ) iff its marginals f (x1) and f (x2) are equal to pdfs
1f (x1) and
2f (x2), respectively.
Now, consider a pdf f˜ (x1, x2) defined by
f˜ (x1, x2) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1ακ + 2αλ for x1 = 0, x2 = 0,
1α(1 − κ) + 2α(1 − λ) for x1 = 1, x2 = 1,
0 otherwise.
The pdf f˜ (x) satisfies Af˜ = f˜ for any κ, λ ∈ (0, 1), but f˜ (x) ∈ argminf∈F D(f ) only if κ = λ.
Remark 4.2. Using the definition of the operator A the necessary condition (4.6) for f (x) to be a minimizer of the function
D has a form
f (x) =
P∑
p=1
pαf( p¯x|px) pf ( px) .
Obviously, this relation is the defining equation of the linear opinion pool in which the parts of pdfs which are not specified
by individual experts are substituted by the corresponding parts of the resulting pdf. This fact illustrates that the combining
procedure based on (3.2) can be seen as a natural extension of the linear opinion pool for incompletely specified expert
information pieces. Contrary to the case of completely specified information pieces, here the combined pdf is to be searched
as a solution of an implicit equation.
5. Algorithmic solution for discrete random variables
As an analytical solution of Eq. (4.6) is not known (except few trivial cases), Proposition 4.2 itself cannot be used to
find potential minimizers of the function D. However, under some additional assumptions, an approximation of f (x) ∈
argminf∈P D(f ) can be found using an iterative algorithm based on the propositions stated in Section 4. A core of the
algorithm consist in repetitive application of the operator A defined by (4.2). Namely, for an arbitrary pdf ϕ0(x) ∈ F , we
consider a sequence of pdfs (ϕk(x))
+∞
k=0 defined by a recursive relation
ϕk+1 = Aϕk. (5.1)
Proposition 4.1 ensures that (D(ϕk))+∞k=0 is a non-increasing sequence. Particularly, if it is guaranteed that ϕk(x) > 0 on X ,
then it holds, according to Proposition 4.3, that
D(ϕk+1) < D(ϕk) if ϕk = ϕk+1,
ϕk(x) ∈ argmin
f∈P D(f ) if ϕk = ϕk+1.
However, to this point nothing guarantees that D(ϕk) − D(ϕk+1) being arbitrarily small, yet positive, for some positive
ϕk(x), implies thatD(ϕk) is close to theminimum. In other words, still it is not assured that limk→∞ D(ϕk) = minf∈P D(f ),
even if it is provided thatϕk(x) > 0 onX . For discrete randomvariables the convergence and someother issues are discussed
in the following paragraphs.
Suppose that X1, . . . ,Xn are finite sets. In this case, the convergence of D(ϕk) to minf∈P D(f ) can be proved, e.g., if
for some ε > 0 it holds ϕk(x) > ε on X , for all k ∈ N. This property of ϕk(x) is guaranteed, for example, if for some
p ∈ {1, . . . , P} it holds px = x and pf (x) > 0 on X . The convergence is given by the following proposition.
Proposition 5.1. Suppose that the sequence (ϕk(x))
+∞
k=0 of pdfs defined by (5.1), for some ϕ0(x) ∈ F , has the property
∃ε > 0, ∀k ∈ N, ϕk(x) ≥ ε on X .
Then it holds
lim
k→∞D(ϕk) = minf∈P D(f ). (5.2)
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Proof. Suppose that (5.2) does not hold. Then, because from Proposition 4.1 it follows that (D(ϕk))+∞k=0 is non-increasing, it
holds
∃c > 0, ∀f ∈ argmin
f∈P D(f ), ∀k ∈ N, D(ϕk) − D(f ) ≥ c. (5.3)
As stated in the proof of Proposition 4.3, it holds
d
dω
D((1 − ω)ϕk + ωf )
∣∣∣∣
ω=0
= 1 −∑
x
⎛
⎝∑
p
pα
pf ( px)
ϕk( px)
⎞
⎠ f (x) . (5.4)
From definition (5.1) of ϕk+1(x), definition (4.2) of the operator A, and from relation (5.4) it follows that
∑
x
ϕk+1(x)
ϕk(x)
f (x) = 1 − d
dω
D((1 − ω)ϕk + ωf )
∣∣∣∣
ω=0
.
Due to convexity of D(·), it holds
d
dω
D((1 − ω)ϕk + ω f )
∣∣∣∣
ω=0
≤ D(f ) − D(ϕk), (5.5)
which, together with (5.3), implies that, for all f (x) ∈ argminf∈P D(f ),
∑
x
ϕk+1(x)
ϕk(x)
f (x) ≥ 1 + c. (5.6)
From (5.6) it then follows that for some x˜k ∈ X it must hold
ϕk+1(x˜k)
ϕk(x˜k)
≥ 1 + c. (5.7)
Using Lemma A.1 we get a lower estimate
D (ϕk+1||ϕk) ≥ ϕk+1(x˜k) ln ϕk+1(x˜k)
ϕk(x˜k)
+ (1 − ϕk+1(x˜k)) ln 1 − ϕk+1(x˜k)
1 − ϕk(x˜k) . (5.8)
Lemma A.2 applied to (5.8) together with inequality (5.7) then implies that, for all k ∈ N, it holds
D (ϕk+1||ϕk) ≥ ε(1 + c) ln ε(1 + c)
ε
+ (1 − ε(1 + c)) ln 1 − ε(1 + c)
1 − ε , (5.9)
which is positive, as it represents a Kullback–Leibler divergence of two non-equal pdfs of a binary random variable. Because,
according to Proposition 4.1,
D(ϕk) − D(ϕk+1) ≥ D (ϕk+1||ϕk) ,
it follows from (5.9) that limk→+∞ D(ϕk) = −∞, which is in a contradictionwith the non-negativity of the functionD. 
5.1. Stopping rule
Proposition 5.1 says that, under the given assumptions, for an arbitrary initial approximation ϕ0(x) ∈ F , an arbitrarily
good approximation (in the sense of the value of D) can be acquired by repetitive application of the operator A; However, to
this point we are not able to evaluate the quality of the approximation. For this purpose, a lower estimate of minf∈P D(f )
based on (5.5) can be used. Namely, from (5.5), (5.4), and the definition (4.2) of the operator A it follows that for positive
ϕk(x) it holds
D(f ) ≥ D(ϕk) + 1 −
∑
x
Aϕk(x)
ϕk(x)
f (x) , (5.10)
for all f (x) ∈ P . The lower estimate of minf∈P D(f ) is then acquired by substituting ∑x Aϕk(x)ϕk(x) f (x) in (5.10) by its upper
estimate independent of the unknown f (x). For X being finite, the simplest estimate is
∑
x
Aϕk(x)
ϕk(x)
f (x) ≤ max
x∈X
Aϕk(x)
ϕk(x)
, (5.11)
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which gives a lower bound for minf∈P D(f ):
min
f∈P D(f ) ≥ D(ϕk) + 1 − maxx∈X
Aϕk(x)
ϕk(x)
. (5.12)
For (5.11) to be a suitable estimate for a stopping rule, it is necessary to show that the right-hand side of (5.12) converges
to minf∈P D(f ). Under the assumptions of Proposition 5.1, the convergence is guaranteed by the following proposition.
Proposition 5.2. Suppose that the sequence (ϕk(x))
+∞
k=0 of pdfs defined by (5.1), for some ϕ0(x) ∈ F , has the property
∃ε > 0, ∀k ∈ N, ϕk(x) ≥ ε on X .
Then, it holds
max
x∈X
Aϕk(x)
ϕk(x)
→ 1. (5.13)
Proof. Suppose that (5.13) does not hold. Then, because
∑
x ϕk(x) = ∑x Aϕk(x) = 1, there exist a strictly increasing
sequence (kj)
∞
j=1, kj ∈ N, and c > 0 so that, for all j ∈ N,
Aϕkj(x˜j)
ϕxj(x˜j)
≥ 1 + c,
for some x˜j ∈ X . The rest of the proof is an analogy of the proof of Proposition 5.1. 
A stopping rule for the recursive evaluation of approximations ϕk(x) based on the estimate (5.11) has a form
stop if max
x∈X
Aϕk(x)
ϕk(x)
− 1 ≤ ζ, (5.14)
where ζ > 0 is a predefined threshold specifying a precision of the resulting approximation. If the condition (5.14) is fulfilled
for some ϕk(x), then, according to (5.12), it holds thatD(ϕk)−minf∈P D(f ) ≤ ζ . Proposition 5.2 guarantees that, under the
given assumptions, the stopping condition (5.14) is fulfilled within a finite number of iterations.
The estimate (5.11) is too rough for (5.14) to be an efficient stopping rule. A more efficient, but computationally more
expensive, stopping rule can be obtained from (5.10) by employing a more accurate estimate of
∑
x
Aϕk(x)
ϕk(x)
f (x). For example,
using (4.6) and the definition (4.2) of the operator A, we get for f (x) ∈ argminf∈P D(f )
∑
x
Aϕk(x)
ϕk(x)
f (x) =
P∑
p=1
pα
∑
px∈ pX
pf
( px) ∑
p¯x∈ p¯X
Aϕk(
px, p¯x)
ϕk( px, p¯x)
f( p¯x|px)
≤
P∑
p=1
pα
∑
pX∈ pX
pf
( px)
(
max
p¯x∈ p¯X
Aϕk(
px, p¯x)
ϕk( px, p¯x)
)
, (5.15)
where
max
p¯x∈ p¯X
Aϕk(
px, p¯x)
ϕk( px, p¯x)
= Aϕk(
px)
ϕk( px)
by convention in case that pI = {1, . . . , n}. As it holds that
P∑
p=1
pα
∑
px∈ pX
pf
( px)
(
max
p¯x∈ p¯X
Aϕk(
px, p¯x)
ϕk( px, p¯x)
)
≤ max
x∈X
Aϕk(x)
ϕk(x)
,
the inequality (5.15) provides a more accurate upper estimate of the sum
∑
x
Aϕk(x)
ϕk(x)
f (x) then (5.11).
Remark 5.1. In general, the set argminf∈P D(f ) is a convex set of more then one element. Though we have proven in
Proposition 5.1 that, under appropriate assumptions, the sequence (D(ϕk))+∞k=0 converges to the minimum, it does not
directly follow that the sequence (ϕk(x))
+∞
k=0 converges. We propose a working hypothesis that the sequence (ϕk(x))
+∞
k=0
converges, at least under appropriate assumptions. The convergence as well as the dependence of the limit pdf on the initial
approximation ϕ0(x) is a subject of further study.
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Remark 5.2. According to Proposition 5.1, the conditionϕk(x) ≥ ε for some ε > 0 is sufficient for the sequence (D(ϕk))+∞k=0
to converge to the minimum. Nevertheless, this condition is obviously not necessary. The iterative algorithm can be applied
even if ϕk(x) ≥ ε cannot be guaranteed. Whenever the stopping condition in (5.14) is fulfilled for some ϕk(x), the specified
precision of the approximation is acquired. However, without the assumption that ϕk(x) ≥ ε, for all k ∈ N, it is not
guaranteed that the stopping condition is fulfilled within a finite number of iterations.
Remark 5.3. Although the results stated in Section 4 are formulated for the continuous case, the algorithmic solution
proposed in Section 5 is restricted to discrete randomvariables. A reason is that in the continuous case it is significantlymore
difficult to find reasonable sufficient conditions for the convergence of (D(ϕk))+∞k=0 to the minimum. Another reason is that
the operator A defined in (4.2) employs both the conditioning and mixing operations which causes that the approximations
ϕk(x) do not possess a finite-dimensional parameterization (common to all ϕk(x)). In [20] a modification of the iterative
algorithm is proposed which, for x being a continuous random variable, searches for an approximation of the minimizing
pdf within a class of Gaussian mixtures (convex combinations of Gaussian pdfs).
6. Summary and conclusions
In this paper a problem of combining marginal probability distributions as a means for aggregating pieces of expert
information is studied. For this purpose a novel approach, which takes the combining problem as an analogy of statistical
estimation, is proposed and discussed; see Section 2. The combined distribution is then searched as a minimizer of a
weighted sum of the Kullback–Leibler divergences from the given marginal distributions to the corresponding marginals
of the searched one (relations (3.1) and (3.2)), which can be taken as an analogy of a maximum likelihood estimate from
information represented by the experts’ distributions.
The results achieved in the paper are following:
• A necessary condition for a distribution to be a solution of the proposed minimization task is stated (Proposition 4.2). It
is also proved that under an additional assumption this condition is also a sufficient one (Proposition 4.3). These results
cover both discrete and continuous case.
• For discrete random quantities an iterative algorithm for an approximate solution of the minimization task is presented
(relation (5.1)) and its convergence is proved (Proposition 5.1). A stopping rule,which guarantees that a required precision
of the approximation is achieved, is also derived (relation (5.14)).
The open problems are related especially to convergence issues of the iterative algorithm. Particularly, more detailed
investigation of sufficient conditions for convergence is needed. Other problems are sketched in Remark 5.1.
In a long term, the combining procedure could be generalized to cover dependent expert information. The analogy of
the discussed problem and statistical estimation seems to provide a good starting point for this direction. Nevertheless,
identification of a form and extent of information dependence inevitably requires adequate additional information, which
can be hardly available in practice. On that account, we expect that a rigorous treatment of dependent information pieces
will lead to a shift from a purely probabilistic approach towards imprecise probabilities [21].
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A. Discrepancy of pdfs
A.1. Kullback–Leibler divergence
The Kullback–Leibler divergence [22] is a member of a class of so called f-divergences [23,24] which are used to quantify
discrepancy between pairs of probability distributions. For a pair of pdfs f (x) and g(x) of probability distributions F and G,
respectively, of a random variable x, the Kullback–Leibler divergence is defined as
D (f (x)||g(x)) =
⎧⎨
⎩
∫
f (x) ln f (x)
g(x)
dx for F  G,
+∞ otherwise, (A.1)
where F  G denotes absolute continuity of F with respect to G, and the integrand is defined using the conventions
0 ln 0 = 0, 0 ln 0
0
= 0. In this paper the following basic properties of the Kullback–Leibler divergence are used:
• Non-negativity: For all pdfs f (x), g(x) it holdsD (f (x)||g(x)) ≥ 0, where the equality holds iff f (x) = g(x).
• Convexity in both arguments: For all pdfs f (x), g(x), h(x) and arbitrary α ∈ [0, 1] it holds
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D (αf (x) + (1 − α)h(x)||g(x)) ≤ αD (f (x)||g(x)) + (1 − α)D (h(x)||g(x))
D (f (x)||αg(x) + (1 − α)h(x)) ≤ αD (f (x)||g(x)) + (1 − α)D (f (x)||h(x)) (A.2)
Lemma A.1. For arbitrary pdfs f (x), g(x) and a set M ⊂ X , let a = ∫M f (x)dx, b = ∫M g(x)dx. Then
D (f (x)||g(x)) ≥ a ln a
b
+ (1 − a) ln 1 − a
1 − b , (A.3)
using the conventions 0 ln 0 = 0, 0 ln 0
0
= 0, ln c
0
= +∞ for c > 0.
Proof. Suppose that a, b ∈ (0, 1). Then
D (f (x)||g(x)) = a
∫
M
f (x)
a
⎛
⎝ln f (x)a
g(x)
b
+ ln a
b
⎞
⎠ dx + (1 − a) ∫
MC
f (x)
1 − a
⎛
⎝ln f (x)1−a
g(x)
1−b
+ ln 1 − a
1 − b
⎞
⎠ dx
= a ln a
b
+ (1 − a) ln 1 − a
1 − b + D
(
1
a
f (x)IM(x)
∣∣∣∣
∣∣∣∣1
b
g(x)IM(x)
)
+D
(
1
1 − a f (x)IMC (x)
∣∣∣∣
∣∣∣∣ 1
1 − bg(x)IMC (x)
)
≥ a ln a
b
+ (1 − a) ln 1 − a
1 − b ,
where IM(x) denotes the indicator function of the setM,
IM(x) =
⎧⎨
⎩ 1 if x ∈ M,0 if x /∈ M.
Verification of (A.3) for a ∈ {0, 1} or b ∈ {0, 1} is trivial. 
Note that a proposition analogous to Lemma A.1 can be stated for any finite partition of X ; for more details see [25].
Lemma A.2. Let s, t ∈ (0, 1) satisfy s
t
≥ C and t ≥ ε, for some C > 1 and ε > 0. Then it holds
s ln
s
t
+ (1 − s) ln 1 − s
1 − t ≥ Cε ln C + (1 − Cε) ln
1 − Cε
1 − ε .
Proof. Let us consider a function u(a, b) = a ln a
b
+ (1 − a) ln 1−a
1−b for a, b ∈ (0, 1). As for a > b > 0, ∂∂au(a, b) =
ln
a(1−b)
b(1−a) > 0, it holds
u(s, t) ≥ u(Ct, t). (A.4)
Now, define a function
v(b) = u(Cb, b) = Cb ln C + (1 − Cb) ln 1 − Cb
1 − b ,
for b ∈ (0, 1). We prove that its derivative
d
db
v(b) = C ln C − Cb
1 − Cb +
1 − C
1 − b
is positive for b > 0: For b = 0, it holds(
C ln
C − Cb
1 − Cb +
1 − C
1 − b
)∣∣∣∣
b=0
= C ln C + 1 − C > 0, (A.5)
because (C ln C + 1 − C)|C=1 = 0 and ddC (C ln C + 1 − C) = ln C > 0 for C > 1. For the second derivative of v(b) it holds
d2
db2
v(b) = (C − 1)
2
(1 − b)2(1 − Cb) > 0 (A.6)
for b < 1
C
. From (A.5) and (A.6) it follows that d
db
v(b) > 0 for b ∈ (0, 1
C
) and thus v(t) ≥ v(ε), which, together with (A.4),
proves the lemma. 
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A.2. Cross-entropy
The cross-entropy is tightly related to the Kullback–Leibler divergence, though it does not belong among f-divergences.
For a pair of pdfs f (x), g(x) of probability distributions F and G, the cross-entropy is usually defined as
K (f (x), g(x)) =
∫
f (x) ln
1
g(x)
dx, (A.7)
where the integral is defined using the convention 0 ln c
0
= 0. However, the definition (A.7) can be extended also to
distributions F having a discrete component. In this case the corresponding “pdf” (the distribution F does not have a density
in a rigorous sense) can be formally expressed as f (x) = αfc(x) + (1 − α)fd(x), where fc(x) is a pdf of the absolutely
continuous component of F , fd(x) formally represents a pdf of the discrete component of F , and α ∈ [0, 1]. fd(x) can be
written as a weighted sum of the Dirac delta functions
fd(x) =
K∑
k=1
γkδ(xk − x),
for some non-negative γ1, . . . , γK satisfying
∑K
k=1 γk = 1 and x1, . . . , xk ∈ X . The defining relation (A.7) then can be used
also in this more general case. The extension is justified by the fact that for a sequence of pdfs fi(x), i = 1, . . . of absolutely
continuous distributions Fi weakly converging to F it holds K (fi(x), g(x)) → K (f (x), g(x)).
Note that for f (x) being an empirical pdf from data x1, . . . , xT , i.e.,
f (x) = 1
T
T∑
t=1
δ(x − xi),
and a parametric model g(x|θ), θ ∈ Θ , the cross-entropyK (f (x), g(x|θ)) satisfies
K (f (x), g(x|θ)) = −1
T
T∏
t=1
g(xi|θ).
In words, it is proportional to the negative log-likelihood from the data x1, . . . , xT .
Elementary properties of the cross-entropy are:
• Convexity in the second argument: For all pdfs f (x), g(x), h(x) and α ∈ [0, 1] it holds
K (f (x), αg(x) + (1 − α)h(x)) ≤ αK (f (x), g(x)) + (1 − α)K (f (x), h(x)) .
• For all pdfs f (x), g(x), it holds
K (f (x), f (x)) ≤ K (f (x), g(x)) (A.8)
with equality iff f (x) = g(x).
For a joint pdf f (x, y) and a conditional pdf g(y|x) of random variables x, ywe define a conditional cross-entropy
K (f (x, y), g(y|x)) =
∫
f (x)K (f (y|x), g(y|x)) dx, (A.9)
where, for fixed x, K (f (y|x), g(y|x)) is taken as the non-conditional cross-entropy defined by (A.7). Using (A.9), we get for
a pair of joint pdfs f (x, y) and g(x, y)
K (f (x, y), g(x, y)) = K (f (x), g(x)) + K (f (x, y), g(y|x)) . (A.10)
The cross-entropy and the Kullback–Leibler divergences are related through the differential entropy H (f (x))
= K (f (x), f (x)) by the equality
K (f (x), g(x)) = D (f (x)||g(x)) + H (f (x)) , (A.11)
if both sides exist.
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