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Abstract
The greenhouse vegetable industry in Northern Europe is an extensive, high value
and energy-intensive horticultural sector that is vital for food supply and secu-
rity in Europe. Despite technical and legislative innovation over a period of thirty
years, little improvement has been made in the reduction of absolute energy con-
sumption for heating greenhouse growing space.
A novel free-space microwave system for heating greenhouse crops volumetri-
cally is proposed and demonstrated. It is estimated that such a system can
use one-third of the energy of a conventional heating system. This would allow
for significant reductions in energy consumption, reduce environmental damage
and provide financial savings of several billion Euros. Experiments on real plants
demonstrate microwave heating utilising ISM band frequencies as a viable method
for heating growing plants from seedling to fruition and reveal plant and fruit
quality that is comparable to that attained by conventional heating.
Non-uniformity of electric-field distribution within the plants, both between and
within plant components, is identified as the main limiting factor during mi-
crowave heating and can result in localised burning. This can cause catastrophic
failure when occurring on stems. The necessary reduction in power and the
resultant decrease in average plant temperature delays development relative to
conventionally-heated plants. Poor leaf heating and development is the main
source of delay in fruit formation. A novel practical technique for improving inter-
and intra-object heating uniformity is thus also presented and demonstrated. This
method utilises circularly polarised incident waves to allow more regular heating
of plant components and greater consistency of heating between different plant
components. Furthermore, this technique can be applied generally to other di-
electric heating scenarios where heating non-uniformity is a problem, specifically
in industrial processes.
The concept of plant sectors and sections is also defined to allow for valid compar-
ison of the energy consumption of conventional and microwave heating systems,
in a commercial setting.
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Chapter 1
Introduction
1.1 Structure of this thesis
An overview of the greenhouse vegetable industry is presented with particular
emphasis on social, economic and energy themes. This is to provide context and
and justify the undertaking of this research project.
A review of the state-of-the-art in the use of microwave technology in agriculture
and the greenhouse industry is then presented as a foundation for the novelty of
this project.
Fundamental theory relevant to experimental measurement and microwave heat-
ing in this thesis is described in Section 2.
Novel measurements of plant permittivity are presented and analysed in Section
3. The results of preliminary experiments are presented in Section 4 and novel
work on achieving greater heating uniformity is presented in Section 5.
Results and analysis of novel practical experiments, that utilise the. findings of
Sections 3 and 5 for heating growing plants with microwaves are presented in
Section 6. Extracts of this work were presented at the International Microwave
Symposium, Baltimore [11]. A novel method for the calculation and comparison
of the efficiency of a microwave system is then discussed in Section 7.
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Technical information for equipment used is in Appendix A and some experimen-
tal simulation data is in Appendix B and Appendix C.
1.2 Commercial greenhouse horticulture
1.2.1 Size and scale
There are an estimated 1500 Ha of commercial greenhouses in the United King-
dom (UK) used for growing vegetables [12] and in Holland - by far the largest
producer of greenhouse produce - this figure is over 10,000 Ha. This area has
increased by an average of 400 Ha each year since 1997 [13] and in 2007 over
500 Ha of new greenhouses were constructed, as current infrastructure aged [2].
The main crops produced by both the British and Dutch growers are tomatoes,
peppers and cucumbers [14] with over 80 % of Dutch produce being exported
[14]. The value of the Dutch greenhouse horticultural sector as a whole was 4.6
billion Euros in 2005, with 23% of this being accounted for by the production
of vegetables [14]. Total production value rose by over 50% between 1990 and
2007 [15]. Physical production has increased by 0.85% per annum and labour
productivity by a factor of 2.5 in the decade upto 2005 [16]. In the same period,
natural gas consumption and Carbon Dioxide (C02) emissions have declined at
a rate of 2.3% per annum [16].
For holdings producing only vegetables, the average area of cultivation was 1.9
Ha between 2004 and 2006 [14], although over the last decade the scale of the
average holding has doubled [16], and farms of 10 Ha and greater are becoming
more common [14]. The construction of new greenhouses has allowed for exploita-
tion of the latest technologies and process techniques [14]. This has resulted in
increased yields and reduced energy requirements, and thus increased the prof-
itability of high quality, year round production [2].
In order to maintain output throughout the year, every greenhouse requires heat-
ing above the outside ambient temperature; traditionally by natural-gas fired
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boilers. Many growers, both in the UK and Holland, now utilise Combined Heat
and Power (CHP) plants, which burn gas to produce heat and electricity. The
sale of the generated electricity offsets the cost of the gas required to power the
generator, and the heat and flue gas are used to warm the growing area and
to provide supplementary CO2• In the Netherlands - arguably the location of
the most innovative producers - sales of electricity generated by the greenhouse
horticulture sector were 2.5 billion kWh in 2006. In the same period 2.3 billion
kWh was purchased by the sector [2]. By 2007, net supplies from the sector has
increased to 1 billion kWh and as of 2008, the installed capacity of Dutch grow-
ers was over 2275 MW [2, 17]. Investment in CHP technology in the greenhouse
horticulture sector is clearly substantial.
In some cases, growers own the CHP plants, whilst others buy the heat generated
from owners of a local CHP plant. In 2007, heat was bought to supply a growing
area of 1000 Ha [2] and installed CHP capacity was, in general, available to pro-
vide for a growing area of 5700 Ha. As such, around two-thirds of growers had
access to alternative forms of energy other than traditional gas-fired boilers [2]
and it is thus evident that the business models used by the growers are flexible
towards uptake of innovative technologies.
1.2.2 Food and resource security
Food security is increasingly becoming an international concern. Specifically, but
not exclusively, the effects of population growth, energy demand, land scarcity,
water shortages and climate change will all impose constraints on food supply
in the coming years [18]. A government commissioned report noted that "In
an environment of increasing uncertainty, the ability of global food production to
meet rising demand is becoming recognisedas an issue of fundamental importance.
Constraints on the availability of energy, water, and land are identified as being
of particular significance" [19]. It has been stated in the Journal of the Royal
Agricultural Society of England that tilt is likely that climate change, coupled
with rising fuel cost and production uncertainties are the two main criteria to
threaten food production [20].
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Indeed, food prices are already increasingly volatile and political disputes have
been known to disrupt market behaviour [18]. Food prices are not expected to
return to pre-2007levels owing the ever-increasing demand from developing coun-
tries [19,21] and, with world population expected to exceed 9 billion by 2050 [19],
the problem is expected to worsen rapidly.
Further to this, the demands of growing populations in the developing world will
be to the detriment of their food exports to the European Union (EU); further
increasing pressure on current domestic supplies [20]. The necessary development
and expansion of intensive domestic methods demand an increase in both pro-
ductivity and sustainability [18]. Despite these threats, current trends indicate
increased globalisation of the food industry, with high imports and exports and
the occurrence of fewer, but larger, suppliers in order to maintain year-round
supplies [22].
Oil prices have risen to record levels since 2007 and most sources indicate peak
oil supply has been reached or is imminent [19, 23, 24, 25]. As such, govern-
ments worldwide have been seeking alternatives to meet the energy requirements
of their populations and industries. The production and use of bio-fuels has
been given much attention. In Europe, the EU had aimed to meet 5.75% of its
transport fuel needs through bio-fuels by 2010 [19] and other countries such as
Canada, Thailand, Japan, Columbia and two of the world's most populated and
rapidly growing economies - China and India - have taken measures to increase
bio-fuel production and consumption [19]. Consequently, the global demand for
bio-fuels is increasing exponentially and is exacerbating demand for agricultural
land [19, 21].
Over the last fifty years, food production has increased by a factor of four in the
UK [20], mainly through technological advances driven by incentives and sub-
sidies from central government. Energy costs were considerably lower however,
compared to production margins, than they are now and more land was available
in the middle of the twentieth-century, for agricultural use [20]. Although food
production has doubled in the last 25 years, the area of agricultural land available
4
1.2 Commercial greenhouse horticulture
has increased by only 10%, and is not expected to increase substantially further
[19]. It is still expected however, that it is possible to double UK food production
provided the correct policy is developed and by making use of the best available
technologies [21].
It has been reported that "In order to adequately feed the world population by
2050, vegetable crop production will need to increase by 100% [21]. However, of
the several potential methods for increasing food production (increased land us-
age, better irrigation etc.), the only truly viable and sustainable (which relates
the yields to environmental impacts [26]) options are to increase production by
increasing yields and improving energy efficiency [21].
1.2.3 Energy consumption
As stated, greenhouses often need heating all year round, typically by the burn-
ing of fossil fuels viz. oil and natural gas [27]. Specific power requirements vary
depending on the time and season [27] but sources, both primary (Figure 7.1)
and secondary [12] indicate power requirements for heating the growing area of
a commercial greenhouse in Northern Europe to be in the range of 350-800 kWh
per m2 per year. For the UK alone, sources for energy consumption in energy in-
tensive greenhouse vegetable sector estimate power consumption of around 2750
GWh per annum [12]. Whilst Northern European production is energy-intensive
compared to production around the Mediterranean, it does has the advantage of
all year-round production and the use of 10-15 times less pesticide and water [28].
In greenhouse horticulture, energy efficiency is defined as the consumption of pri-
mary fuel per unit of product produced [13] and is measured over the area of
greenhouse allocated to production. Greenhouse horticulture is by far the most
energy-intensive sector of food-production and in Holland accounts for 85% of
the total energy consumption in Dutch agriculture [15]. Consequently, green-
house vegetable production is responsible for a significant proportion of CO2
emissions, with the Dutch greenhouse horticulture sector accounting for 3% of
the total national output [2].
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Sustainable energy is defined as avoided primary energy usage [29]. The overall
share of sustainable energy used by a grower is the total avoided primary energy
divided by the sum of primary energy used and primary energy avoided [29]. In
greenhouse horticulture, sustainable energy use is attained through the purchas-
ing or sourcing of sustainable heat and electricity, as well as through the use of
heat pumps, wind energy, biomass and solar energy (thermal and photo-voltaic)
[2, 29]. In 2001, sustainable energy accounted for only 0.1% of all energy used
within the sector and had only risen to 0.4% by 2005; nevertheless it fell far short
of a government-agreed target of 4% by 2010 [13]. In 2003, the Dutch greenhouse
horticulture sector was estimated to have avoided 617400 GJ of primary energy
from a total primary consumption of 123.7 PJ [29].
It has long been the case that holdings purchase what would otherwise be waste
heat from local power companies [13], although since the liberalisation of the
energy market, holdings have moved towards using their own CHP plants to gen-
erate heat [1], CO2 (for plant enrichment) and electricity for sale to the national
grid [13, 17]. Since 2004, investment has been focussed towards improved, larger,
CHP plants [14], resulting in an increase in the number of sites using such plants
[1]. With more holdings now owning CHP units themselves, the energy supplied
by third parties has started to decrease. Energy - typically heat - supplied from
third parties was 9.8% in 2002 but already only 8.6% by 2003 [1].
It is interesting to note that electricity generated by the greenhouse horticulture
sector is not always - or indeed often - used by the growers. In fact, it is estimated
that only around 40% of holdings owning a wind turbine use the electricity gener-
ated [29], rather than sell it, as is the case with CHP where the sector in Holland
has became a net supplier of electricity [13]. By the start of 2007, when Dutch
CHP capacity was at least 1700 MW [13], it consumed around 1.8 billion cubic
metres of natural gas, resulting in the production of 6.5 billion kWh of electricity
and 0.9 billion natural gas equivalent units of heat [17]. Overall, however, appli-
cation of this energy is very high; at more than 98% for electricity (largely to the
grid) and 96% for heat used warming the greenhouses [17]. Whilst CHP is clearly
very efficient in the application of the energy supplied, it has meant continued
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reliance on natural gas and in 2003, 87% of energy supplied to the sector was
of this form [1]. As such, the increase in the uptake and contribution of more
sustainable energy options is limited [13].
Energy consumption from the use of CO2 dosing and supplementary lighting has
also been steadily increasing with the rise in their use. In particular, the intensity
of lights has increased by an average of 1.2% per annum to around 43 W per m2
in 2004 [1]. In the same year, assimilation lighting was used in around a quarter
of all holdings [1], mainly for non-vegetable crops, although use for vegetable
crops is expected to increase as demand for high-quality year-round produce in-
creases. Around half of holdings which used supplementary lighting obtained
the power from the national grid, with the remaining half generating the power
themselves [1]. In 2006 an estimated 25% of total greenhouse acreage in Holland
used supplementary lighting [15], which resulted in around a 12% improvement
in production, at the expense of a reduction in overall efficiency [16].
The goal of better energy efficiency has been a long-standing one for the green-
house horticulture sector. Since the high oil prices of the late 1970s, advances
were sought and the early 1980s saw major improvements in energy efficiency
[15]. Since then, improvements have been made steadily, but at a slower rate.
Between 2000 and 2005 there was a period of significant reduction in the con-
sumption of primary fuel per unit area of greenhouse. This was due more to a
14% improvement in yield, compared to a modest, but nonetheless significant,
7% reduction in fuel use [13]. Recent figures indicate that the energy efficiency
index (EE), which is an industry-wide standard index, has improved from 40%
to 56% in the period 2000 to 2006 [2], relative to 1980 levels. Also, at the end
of that period, the sector used 60% less primary fuel per unit produce relative to
1980 [2, 13].
As of 2007, energy usage in the Dutch sector had increased slightly, but was
again accompanied by increasing yields. This has resulted in a stabilisation of
energy efficiency and an offsetting of CO2 emissions from cultivation by the sales
of generated electricity [2]. Most of this electricity was generated by CHP plants
and accounted for a 6% point improvement in efficiency and a 0.7 Mt reduction
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in CO2• Purchased heat accounted for 2% points of the efficiency improvement
and 0.4 Mt of the CO2 target. Sustainable energy accounted for only 0.3% points
of the efficiency savings and 0.04 Mt of CO2 [2].
1.2.4 Climate, innovation and legislation
It has been stated for the UK that, "the direct environmental, social and eco-
nomic costs of food transport are over £9 billion each year [22] and that it can
at times be more energy efficient to grow and import Spanish tomatoes than to
produce them in the UK [22]. As a result, global efforts to reduce emissions of
CO2 have led to various policy initiatives being introduced to encourage better
energy efficiency. These include financial/tax incentives, levies and targets.
In order to determine the contribution of the greenhouse horticulture sector to-
wards meeting national CO2 reduction targets, the Dutch greenhouse horticulture
sector and government agreed in 1993 to impose the obligation of a 50% improve-
ment in energy efficiency across the sector by 2000, in relation to 1980 levels [30].
In 2003, the EE Index was 51% [1].
The EU has a directive on energy end-use efficiency which aims for a 9% im-
provement by 2016 compared to the period 2001 to 2005 [14]. The EU Emission
Trading System (ETS) also requires the participation of all users of combustion
units with a heating capacity of 20 MW (thermal) or greater [14], and in Holland
the ETS applies to around 75% of growers [14]. It has been warned however, that
if Dutch policy follows the EU-ETS, the production of the sector in Holland could
decline by 4.8% to 8.9% [28], as the CO2 emission per unit produce in Northern
Europe is around 9-17 time larger than for production in Spain [28]. In order to
increase or maintain competitiveness, the reduction in CO2 must therefore come
from a reduction in energy consumption [2].
Targets between the Dutch sector and government were since set that aimed for a
65% improvement in energy efficiency by 2010, compared to 1980 [2, 13, 14, 15].
Further to this target, the aim was also to achieve 4% of all energy needs from
8
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Figure 1.1: Graph of energy, carbon dioxide and yield trends in the Dutch green-
house vegetable sector. Compiled from data in [1] and [2]. Dotted lines indicate
projections towards agreed targets.
sustainable sources over the same period [29]. These targets were recorded in the
Greenhouse Horticulture Decree and the Greenhouse Horticulture and Environ-
ment Covenant, signed in 2002 [14, 29].
For UK growers, emission targets were set which aimed to reduce output by 12%
of 2005 levels by 2010 [12]. In Holland, specific greenhouse horticulture target
have been set for CO2 emission: in the period of 2008 to 2012, of 6.6 Mt per
annum for cultivation under 10500 Ha of glass, rising to 7.2 Mt should the ar a
in increase to 11500 Ha [1, 13, 14]. The trends of energy efficiency, CO2 emis-
sions and yields in the Dutch sector are shown in Figur 1.1, which is a graphi al
compilation of available data. The dependence of efficiency improvem nts on in-
creasing yields are most prominent, as is the stagnation in CO2 reductions.
The greenhouse horticulture industry is regarded as a technologically innovative
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sector [14, 16] and nearly all investments are to reduce labour and energy costs;
these being the most significant costs in protected crop production [14]. This is
characterised by a high rate of investment in new technologies and, in the period
2003-2005, the Dutch greenhouse horticulture sector invested considerably more
than other agricultural sectors [15]. Some of the innovative, technology-based
ideas for increasing production are offshore production, artificial photosynthesis
and more efficient use of biomass [21]. The sector conducts numerous experi-
ments and is investing heavily in new ideas - the most ambitious of which is the
Dutch collaboration between government and industry; the 'Kas als Energiebron'
or Energy-producing Greenhouse [14, 15] (see section 1.3.5). The project aims to
create a greenhouse that generates electricity with the goal of becoming energy
neutral and economically profitable by 2020.
In Holland, many incentives and grants are available to support the development
of new technologies that improve energy efficiency [14]and across Europe the EU
Seventh Framework Program (FP7) provides financial support for international
research and development for energy saving technology. The Energy Research
Subsidy (EOS) is a programme aimed at creating and improving technology that
improves or realises the use of sustainable energy, by providing financial support
to companies and research institutes [14]. Also, New Energy Research (NEO),
which is a European funding programme, offers financial support for the develop-
ment of unconventional research projects that contribute to the use of sustainable
energy [14].
With innovation often comes further regulation and, since 2005, the Greenhouse
Horticulture Decree has required growers using artificial lighting to restrict or
avoid up to 95% of horizontal and vertical light pollution at certain times of the
day (and year), through the use of screens [14]. This will increase to 100% screen-
ing of light by 2014 [14].
For Dutch holdings, the most common sustainable energy technology used is the
heat pump (heat storage), followed by some form of wind energy [29], although
the use of moveable screens is also popular. Since 1995, the implementation of
screens and heat storage has increased per annum by 2.7% and 3.7% respectively
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[1], with a total of 79% of cultivated area employing the use of screens and 40%
using heat storage as of 2004 [1]. The use of screens is expected to increase to
around 90% of cultivated area and heat storage to 60%, although the use of con-
densers and climate-control computers is thought to have saturated [1]. The use
of gas combustion condensers can result in savings of 5-10% depending on the
type used [30] and in 2004, 72% of boilers had them fitted [1].
Although adding to sustainability and increasing efficiency, these technologies
do not negate the use of gas boilers and CHP - although they are themselves
much more efficient than traditional power stations. Despite consuming fossil
fuels [13], they reduce primary fuel consumption as, although requiring more gas
to operate, the costs and CO2 emissions are offset by the sale of the electricity
that they generate [2, 17]. Some energy is wasted however, owing to difficulties
in harmonisation of the demand in heat and electricity with the supply [17]. This
is exemplified by the fact that, although 83% of holdings employed CO2 supple-
mentation in a studied period, 57% of it was at times of minimal heat demand
[1]. Of these holdings, 90% used heat storage tanks to recover some energy that
would otherwise be wasted [1].
1.2.5 Concluding remarks
The greenhouse horticulture sector in Europe is extremely large, both in terms of
its physical size, and in economic output. The market is dominated by growers in
Holland but a significant number of UK growers contribute to the crucial, stable
and secure supply of food within the EU. The sector is, however, very resource
and energy dependent. The high energy consumption accounts for the greatest
proportion of production costs and furthermore, results in significant greenhouse
gas emissions.
Coordinated efforts by regulatory authorities, academia and the industry have
led to a sector that is highly innovative and invests heavily in new technology,
to reduce both costs and emissions. Evidence indicates that significant progress
has been made in recent decades, but there is a huge requirement for further
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improvement.
The most substantial gains in efficiency have thus-far came from improvements
in crop yields, compared to piece-meal reductions in energy consumption. Con-
sequently, there remains a significant need and opportunity to provide a techno-
logical solution to reduce the energy consumed in heating commercial vegetable
greenhouses.
This thesis demonstrates the use of microwave energy to heat greenhouse crops
as a means to substantially reduce energy consumption and so reduce greenhouse
vegetable production costs and greenhouse gas emissions. The work is a combi-
nation of identifying the heating mechanisms in the plants, quantifying the plant
power and heating requirements and demonstrating a feasible technical system
for heating the plants. In addition, a method for calculating and comparing ef-
ficiency between microwave and conventional heating systems is presented, with
an example, to substantiate the claimed benefits of such a system.
1.3 State-of-the-art in microwave heating and
agriculture
1.3.1 Greenhouse plants in a microwavecavity
The use of microwaves in the growing of plants is scarcely reported in the lit-
erature. However,' Teitel et al. investigated the heating of mature tomato and
pepper crops, in a cavity within a greenhouse and using microwave radiation,
with a specific emphasis on reducing the occurrence of grey mould [3]. The au-
thors claimed that it was possible to heat the plants without visible damage and
with no increase in susceptibility to grey mould [3]. They also observed that the
greenhouse air did not warm up and remained at a nearly constant temperature.
Heating uniformity apparent in the microwave-treated plants was said to be "not
much worse" than for hot-air heating [3]. They also claimed that the energy
required for microwave heating was 55% of that required by hot-air heating [3}.
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Magnetron power supply
Magnetron
Antenna
Metal screen
Pots with
plants
Figure 1.2: Experimental set-up of plants in microwave cavity, pres nted in [3].
The authors state that the experiment was conducted with mature pepp r plants
and lasted for two weeks in total, with plants being inspected for damage after
week one and two [3]. Microwave plants were placed within a metallic avity
of 0.78 x 0.78 x 1.7 m, as shown in Figure 1.2. This avity was plac insid a
polyethylene greenhouse of 2 x 2 x 2 m. Plants heated by hot air w r in a imilar
greenhouse nearby. A microwave source of 500 W was used to h at the plant
and was thermostatically controlled by a th rmocoupl atta hed to I af 4, whi h
resulted in a power on/off cycle of 4 per minute [3]. A imilar pow-r- antral
method was used for the plants heated by hot air, but r ulted in a 1 ng r duty
cycle [3].
Plants were d liberately infected with grey mould aft r or bef r mi r w v h at-
ing and placed in warm and humid conditions to n ourag th
growth. The authors found that th susc ptibility to gr y maul w Iw r in
the microwave plants and that the leaves of microwav pl nt w r warm r than
the air at all times [3]. The fruit was found to b 001 rand n arly n t ut
in temperature, compared to the 1 av s, whi h wh r th w I'm t mp n nt
[3]. This was attributed, by the authors, to th fruit h ving a mu h larg r mass
of water than the leaves. It was claimed that II zposur. to microwav radiation
resulted in no visible injury to leaves, flowers and fruit n and th t sxp ur ft r
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two weeks "resulted in no adverse symptoms" [3].
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Figure 1.3: Plant temperature vs. time; data pr s nted in [3].
The leaf temperatures recorded by the authors and reproduc d Figur 1. a h w
a large fluctuation in temperature ov r a short time span. For xampl, I af 5
varies between 15°C and 20°C four times ev ry minut . Also, th - av rag t m! r-
atures between leaves measured on the microwave plant are signifi .aut.ly difforont:
10.6°C for leaf 1, 14°C for leaf 2 and 17.5°C for I af 5. Whilst th hot-air sy t In
also showed a range of average temperatures, for different leaves (l' igurc 1.3 ),
the range for individual 1 av s was g n rally not as larg . Al , 'm 1 aves [
the hot-air heated plants app ar d to not b h at d at all, whil t oth 1'8 pp ar d
to be heated significantly. No explanation w off r d for thi and it i not J r
to what extent this due to exp rim ntal nditi ns.
Figure 1.3b shows the temp ratures for differ nt plant compon nt . It would ap-
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pear that the stem and fruit do not heat up from microwave exposure, whilst the
leaves heat and cool rapidly. No similar data is offered for the plants heated by
hot-air. This appears to undermine the statement that uniformity between plant
groups was similar.
A major shortcoming of the experiment is that the duration of the trial was
very small when compared to the life-span of the growing plants. As such, it is
not evident what cumulative effect microwave exposure may have on the plant.
FUrthermore, although it has been demonstrated that the plants can be heated,
no target temperature was set and it is not clear if the range of temperatures
produced in various parts of the plants are indeed adequate to grow the plants
successfully over their entire life-cycle, given the duration of exposure. As such,
the claim that microwaves resulted in no visible damage is premature; if the tem-
perature is too low, cold damage would begin to occur gradually. Likewise, if
higher power is required, possible damage may remain to be seen. Regardless,
the ultimate fate of the microwave-treated plant is unclear.
The authors reasoned that overall, the microwave system consumed 25% of the
energy used by the hot air system, but that a commercial system that burns fuel
directly on-site would have an efficiency of around 85%, compared to a power sta-
tion that has an efficiency of around 40-45%. They therefore adjusted the figures
to find that the microwave system required around 55% of the energy used by the
hot air generator. This method does not account for several important factors
that will affect the efficiency of a microwave heating system. Those include, but
are not necessarily limited to, the size and quantity of plants, the area and volume
that the plants occupy, the required plant temperature, ambient temperature and
the actual power required to facilitate adequate heating of the plants. The stated
calculated efficiency is, at best, a crude approximation of the relative efficiency
of that experiment only, and can not therefore be applied or assumed generally.
15
1.3 State-of-the-art in microwave heating and agriculture
1.3.2 Long-term exposure of spruce and birch trees to mi-
crowaves
The effect of long-term exposure of microwaves on spruce and beech trees has
been studied and reported in the literature [4]. Four groups of trees were exposed
to 2.45 GHz microwave radiation of varying power densities, as shown in Fig-
ure 1.4, for three-and-a-half years. The authors stated that the group exposed to
the highest power density had an average temperature 4°C higher than the other
groups [4]. Height of the plants and crown transparency - a parameter us d in
quantifying forest conditions - were all similar between groups, with no appar-
ent or obvious effects on the trees from microwaves. Some calcium deficiency
effects were observed in the high power density group, during the experiment,
but were not present at the experiment end [4] and it is unclear to what extent
the microwaves may have caused this.
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Figure 1.4: Schematic plan of tree groups expos d to microwav s, indi ating
incident power densities, presented in [4J.
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1.3.3 A patented system for greenhouse heating using mi-
crowaves
This speculative patent application calls for "the sides and roof of a greenhouse
[to be) lined with a membrane or mesh substantially transparent to optical radia-
tion but very good at reflecting microwaves. One or more microwave generators
radiate into the space so enclosed, in such a way as to set up by multiple refiec-
tions a complex pattern of standing waves filling the space. The lined greenhouse
becomes in effect a very large microwave cavity, damped by a load largely created
by the plants and to a smaller extent by the soil" [5].
Figure 1.5: Diagram of patented equipment configuration, pr nted in [5].
The apparatus diagram is reproduced from the pat nt docum nt in igur 1.5.
The microwave source is labelled '0' and the patent stat s that microwav s ar
radiated from a horn antenna, 'A' towards the iling lin r, '1' with th int nti n
of creating a uniform radiation density [5]. The d ign stat th t f r a small
greenhouse of around 20 m2, as shown in Figure 1.5, a singl m gn tron f pow r
1 kW at around 2.45 GHz would suffic [5]. The lab Is 'N' and' , ar m .h and
foil shielding, respectively. Plants are labelled 'P' and are cov r d with polyth n
sheets, labelled 'C'. Plant supports are lab lled '8'.
The patent claims that by using surfa s refl. ctiv t microwav s, ubstantially
uniform field with low power d nsity can b produ ed, and ould b improved
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further by using rotating mode stirrers. It is claimed that any non-uniformity
in heating by microwaves would be "levelled out due to inter-radiation and con-
vection between the closely-spaced leaves" [5]. The patent also claims that by
shielding the inside of the greenhouse with a covering reflective to infra red would
mean "extremely uniform heating by radiation is achieved by using the two kinds
of radiation" [5]. The invention calls for microwave generators to be installed
elsewhere and power transferred to where it is required by wave-guides or coaxial
cable. Power is to be controlled by an infra-red sensor as part of what is essen-
tially a closed-loop feedback system, not too dissimilar to those used currently in
commercial operations.
It would seem that, for a greenhouse that is very large compared to the wave-
length, it would be difficult to set up and maintain any complex standing-wave
patterns or for it to act as a cavity. Radiation within the greenhouse would more
likely be similar to normal free-space transmission and controlling the direction
and distribution of the microwaves using reflectors would be very difficult. This
would most likely result in poor electromagnetic field and heating uniformity and
introduce undesired physical obstructions to light reaching the plants.
The design-idea of aiming the microwaves at the ceiling, in order to improve uni-
formity, would also depend almost entirely on the careful design of the reflective
element; for which the patent does not specify. Such a technique would then,
far from creating a uniform reflected field, only serve to attenuate the microwave
signal through increased path-loss. For a 1 kW power source, used in the ex-
ample greenhouse given in the patent document, and for the ideal scenario of a
completely uniform field with zero losses, a power flux density of 50 Wmr? would
result. It is to be seen whether this power density is adequate for heating the
plants - and for which plants, in what conditions. The effect on efficiency of using
a remote generator and coaxial cables to distribute power is also not considered
in the design specifications. The author is also perhaps over-optimistic of the ef-
fect re-radiation by infra-red would have on thermal equalisation of non-uniform
resultant plant temperatures.
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1.3.4 Tractor-towed microwave vegetation eliminator
A further application of microwaves on living plants has been for the destruction
of weeds in agricultural fields, as an alternative to low-efficiencythermal methods
[6]. It has been shown that small herbaceous species in fields can be destroyed by
a tractor-towed array of high power microwave sources that irradiate the ground
[6], an example of which is shown in Figure 1.6. Several patented designs that
incorporate mode-stirrers into the trailer to increase field and heating uniformity
have been shown in [6]. The reported power density required to eliminate plants
in a field is 530 Wm-2 for a duration of 15 seconds [6],which would suggest that
plants are surprisingly robust to microwave heating.
Bus Board
Emitters
Figure 1.6: Patented design of microwave weed eliminator for use in fields, a
reported in [6].
1.3.5 Energy producing greenhouse
A novel kind of greenhouse (shown in Figur 1.7) is urrently bing dev loped
and is reported in the literature [7]. The d sign uses asp ially shaped roof and
reflective lining to divert ncar infra-red radiation towards cUI array of water-cooled
photovoltaic cells [7].
In the summer months, this allows th coll ction of low grade hat, whi h n be
stored underground at around 30°C, as w 11as th g n ration of el ctri ity [7].
The photosynthetically active radiation is allow d to pas through th v ring,
enabling the plants inside the gr enhouse to grow, whilst r ducing ov rheating
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[7]. This method would enable the greenhouse to be passively cooled whilst re-
maining sealed, allowing CO2 dosing to be economically viable [7]. In the winter
months, stored heat can be recovered using an electrically powered heat pump to
supplement greenhouse heating.
The authors claim that an improved and optimised design could generate 31
kWhm-2 of electrical energy and 270 kWhm-2 of thermal energy, each year,
although the current prototype generates 20 kWhm-2 and 161 kWhm-2, each
year, respectively [7]. Current technological obstacles to reaching this goal are
the spectral range of the reflective covering and the efficiency of the photovoltai
cells [7]. It is envisaged that the greenhouse could operate independently of fossil
fuels and be in use by 2020 [7]. It is immediately apparent how an el ctrically-
powered microwave system for heating crops could be integrated with such a
greenhouse to provide complete, fossil-fuel independent, temperatur regulation.
Figure 1.7: Diagram of energy-generating gr enh us con pt [7].
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Chapter 2
Fundamentals of Dielectric
Heating
This chapter provides an overview of the means by which electromagnetic (EM)
energy and power are transferred during propagation in free-space and the as-
sociated regulation of the EM spectrum. Following this, the interaction of EM
radiation with matter is reviewed from the perspective of absorbed power within
a dielectric medium and the intrinsic mechanisms of permittivity. In particu-
lar, a detailed model of the dipolar mechanism of permittivity is reviewed. This
information is directly relevant to the study of heating effects caused by the in-
teraction of EM radiation and matter in the context of this work and provides
the basis for the work to be found in subsequent chapters.
2.1 Electromagnetic energy
EM radiation exists in a continuous spectrum which, for convenience, is sub-
divided into groups of similar wavelength (and by extension, similar behaviour
and interactions with matter). The relationship between wavelength, frequency
and (photon) energy of a wave is given by
f = E. = Ephot
.A h (2.1)
where f is wave frequency, .A is wavelength, Ephot is the photon energy, c the
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Figure 2.1: The electromagnetic spectrum. Courtesy of Louis E. Keiner) Coastal
Carolina University.
speed of light in vacuum and h is Planck's constant.
It follows then, from Figure 2.1, that long-wave radio waves are the least energetic
and gamma-rays the most energetic.
Wavelengths shorter than high ultra-violent are termed as non-ionising, owing to
their inability to strip the electrons from atoms on which they are incident. This
work concerns the use of only non-ionising radiation.
2.1.1 Regulation of the spectrum: ISM bands
Regulation of the spectrum by governments is strict and users are assigned specific
bands for specific purposes [31]. The regulations state that certain frequencies
are reserved for Industrial Scientific and Medical (ISM) uses and are termed ISM
bands. These are shown in Table 2.1. Equipment using these bands do not
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Frequency (MHz) Bandwidth (%) or Area of Use
Frequency range( ±)
13.560 7 kHz Worldwide
27.120 163 kHz
40.68 20 kHz
433.92 0.2% Austria, Netherlands, Portugal,
Germany, Switzerland
896 lOMHz United Kingdom
915 13 MHz North and South
America
2375 50 MHz Albania, Bulgaria, Hungary,
Romania, Russia
2450 50 MHz Worldwide (except where
2375 MHz is used)
3390 0.6% Netherlands
5800 75 MHz Worldwide
6780 0.6% Netherlands
24150 125 MHz Worldwide
40680 United Kingdom
Table 2.1: Selection of radio- frequency and microwave ISM Frequency Bands [33].
require a license and must accept interference from other ISM band equipment
[31]. Whilst most people are familiar with the use of 2450 MHz as the frequency
used for dielectric heating in most domestic microwave ovens, commercial ovens
may be designed to operate at any of the ISM frequencies [32] if they would
provide improved processing times, greater efficiency, better quality etc.
2.1.2 Electromagnetic waves
2.1.2.1 Maxwells equations
A time-varying magnetic field will result in a spatially-varying electric field and
vice-versa. This phenomenon of mutually-dependant oscillating fields is what
forms an electromagnetic wave and can be described by the laws of electricity
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and magnetism - collectively and commonly known as Maxwells equations [34].
Gauss' Law: \I.jj = PI (electric charge) (2.2)
Gauss' Law: \I. il = 0 (magnetic charge) (2.3)
Faraday's Law: \I x E = ailat (2.4)
Ampre-Maxwell Law: \I x iI . aD= Jr + at (2.5)
Above, E is the electric field, B is the magnetic flux density, PI is free charge
density, i. is free current density (both of which are zero in free space) and the
identity,
-a -a-a
\I=i-+j-k-ax ay az (2.6)
The important relationships which define the electric displacement field, magnetic
field and current density, respectively, are given by
(2.7)
- ilH=-
/-La
(2.8)
(2.9)
Where /-La is the permeability of free space, co is the permittivity of free space
and a is conductivity.
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2.1.2.2 Plane wave solutions
Manipulation of equations (2.2) to (2.9) allow the decoupling of Maxwells equa-
tions. Specifically, by taking the curl of Equation (2.4) (assuming free-space
conditions) and by using the vector identity
v x (V x E) = V (V· E) - V2E (2.10)
the wave equation and can be found as
V2E- _1_D2E = 0
/-Loco 8t2
A similar result can be obtained in terms of B. All field components must satisfy
the wave equation with the speed of light in a vacuum given by
(2.11)
.:c- o (2.12)
This generalised form of Equation (2.11) can be reduced for a plane wave travel-
ling in the z-direction, so that
f)2E 1 f)2E
----=0
f)z2 /-Loco at2
A solution for this wave equation can be written
(2.13)
E(z, t) = Eoei(wt-kz) (2.14)
Where w is the angular frequency and k is the wave-number, given by
w
k= -
c
(2.15)
Alternatively, considering only the forward wave travelling in the z-direction, the
plane wave solution can be written in the form
25
2.1 Electromagnetic energy
E = (Eox + EoY) sin (wt - kz) (2.16)
Again, similar solutions exist for the B field. As the dot product of E and B is
zero, E and B are orthogonal.
2.1.3 Power absorption in a dielectric
2.1.3.1 Energy and power in a wave
Poyntings theorem is a power balance equation that describes energy conservation
for electromagnetic fields and sources. The complex power Ps delivered by sources
Js and A1s inside a closed surface enclosing a volume V, is given by [35]
1J:(- - - -)Ps = - - E· Js*+ H* + Ala dv2 V (2.17)
A quantity S, known as the Poynting vector, is the energy flux density in ~Vm-2
and is given by [35]
(2.18)
Expanding this and averaging over time means the complex power flow out of the
closed surface can then be written in the form given by Metaxas and Meredith
[34, 35],
11s- 11s--Po = - S· ds = - E x H* . ds
2 s 2 s
The real parts of P; and Po represent time-average powers.
(2.19)
2.1.3.2 Energy and power in a dielectric
In the far-field H is proportional to E so, in a volume V of dielectric c, Equation
(2.19) becomes
(2.20)
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By then assuming that the magnitude of the complex field component is con-
stant throughout the material (or that the material being considered is thin), the
frequency-dependent power dissipated per unit volume in a dielectric can then be
given by the expression [34, 36, 37]
1( ")~2r; = 2" o-(W) +Wcoc (w) lEI Wm-3 (2.21)
The total power dissipated in a volume can easily be found by integration.
(2.22)
2.1.3.3 Time-domain analysis
The above equations are useful for calculating dissipated power in dielectrics, but
a more detailed picture of how the energy in the wave is transferred can be seen
by looking at the time-dependent fields.
The energy conversion equation in the time domain from Poyntings theorem can
be written [36]
:: opw ~
divS+-=-Pat (2.23)
Where § is the energy flow into a volume (Poynting Vector), and Pw is the
volumetric energy density which, from classic Poyntings Theorem, can be written
1(~ ~ ~ ~)
Pw = 2" E· D + H· B (2.24)
By using the identity
div(AB) = B· curiA - A· curlB (2.25)
and Equation (2.4) and (2.5) with the time derivative of Equation (2.23) yields
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. (- - ) apw 1(- ab - aE) 1(- ail - afI) ~ -di»ExH +-=-- E·--D·- -- H·--B·- -)·E(2.26)at 2 at at 2 at at
The second term on the left hand side is the total losses per unit volume [36]. The
right hand side of this equation thus identifies the particular means of the losses
(i. e. the energy source) associated with a time-varying EM field; the first term
on the right hand side is the instantaneous power dissipated by electrical field
interaction with the dielectric, the second term being the instantaneous power
dissipated by magnetic losses and the final term representing conductive losses
[36]. If the fields are all time-harmonic, then by applying Equation (2.7), the
original result for electromagnetic losses in a substance of a given permittivity -
Equation (2.21) - is arrived at. Units are Watts per cubic metre.
2.1.4 Thermal effects
The heating effect of microwaves is volumetric [37, 38], owing to the fact the
EM radiation tends to penetrate into a material as it dissipates. This is highly
beneficial when striving for an efficient heating system as it can result in heat
transfer from within the material interior as well as slower transfer of heat from
the surface to the interior [39], compared to conventional forms of heating. This
is due to the smaller thermal gradients that exist within the material. For ex-
ample, during infra-red heating, all power is dissipated very close the material
surface and so easily re-radiates from the heated object. This is reduced dur-
ing microwave heating, where the energy remains within the material volume for
longer.
When analysing microwave heating problems, the electromagnetic fields are UHll-
ally solved for first, in order to calculate the power dissipated [36]. From this,
the thermal consequences can be established and solved for with respect to time.
Although this is convenient, the EM and thermal effects are inter-dependent and
any system when EM power is constant means, of course, that EM and thermal
solutions are coupled.
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2.1.4.1 Temperature increase in a volume
A simple equation to describe the temperature increase with time, as caused by
the power dissipated in a unit volume is given by [40]
(2.27)
The transient thermal effects can be described using Fouriers equation. This
describes the local heat flux in space, with respect to time, and is given in its
integral form by
oo; is - --=-k VT·dAat s (2.28)
Here, the left hand side is the heat transferred per unit time, in Watts, fjT is the
temperature gradient and dA is a surface element. Integrating thus describes the
heat flow rate, which leads on to the consequence of this law; the heat equation.
2.1.4.2 Temperature distribution in a volume
If u is the temperature as a function of space and time, then the rate of change
of temperature at a point is given by the partial differential equation,
(2.29)
Where the second partial derivatives are thermal conductions and
K,
a=-
cpP
is the thermal diffusivity - relating thermal conductivity K" which describes the
rate at which heat is transferred through a material, to specific heat, cp, which
is a measure of the ability of a material to store thermal energy [41], and mass
density p.
(2.30)
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A source term which accounts for the heat generation by the power absorbed in
the dielectric can be introduced to give
8u (82U 82u 82U)
at = a 8x2 + 8y2 + 8z2 + q
Where q is the volumetric heat generation, also a function of space and time.
(2.31)
Transient thermal progression in a material can therefore be described completely
using Equation (2.31). Solving this equation in three dimensions, however, is
very complex and involves defining specific boundary conditions and separation
of the variables. It is for this reason that computer simulation software is often
used, such as Ansoft ePhysics used in this study. This software divides a three-
dimensional model into a finite element mesh and solves for the temperature
distribution. When coupled with EM software simulators such as Ansoft HFSS,
which solves for electromagnetic fields using the finite element method, complex
electro-heating problems may be solved.
2.2 Permittivity of a material
It is evident that EM wave interaction in a material depends on the characteristic
material properties known as the electric permittivity and the magnetic perme-
ability - collectively known as dielectric properties. More precisely, it is these
properties that determine how the electromagnetic energy in the incident wave is
stored, transferred or dissipated [40, 42, 43] in a volume and so how the resultant
heating effect occurs [39, 43].
Presented here is a review of the fundamentals of electric permittivity. The mag-
netic permeability of most non-magnetic materials (such as all of those which
will be considered in this work), is identical to that of free-space and as such, is
deliberately neglected here.
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2.2.1 The displacement field and polarisation density
An electric field within a dielectric causes bound charges within the material to
separate or re-orientate, thereby inducing a local electric dipole moment. The
resultant displacement field is defined as [42]
(2.32)
Where Pp is the polarisation density, i.e., the density of the permanent and in-
duced electric dipole moments in the material. The divergence of this polarisation
vector depends on the density of the bound charges within the material.
(2.33)
Where Pb is the bound charge density.
By applying Gauss Law it can be seen that
(2.34)
Where PI is the free charge density.
For the case of a linear, homogeneous and isotropic dielectric, that responds
instantly to variations in the electric field, the polarisation density is linearly
dependent on E.
(2.35)
Where X is a constant of proportionality known as the electric susceptibility.
From (2.32) it can be deduced that the displacement in a material is given by
(2.36)
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Where e is the permittivity of the material and (1 + X) = er is the relative per-
mittivity of the material.
More complex, time-dependent or non-linear dielectrics are described byexpress-
ing c, D and E as functions (of time, frequency, space etc.). In most real sit-
uations, this is due to the fact that a material cannot polarise instantly in re-
sponse to an applied field. This time delay in polarisation can be expressed as
the convolution of the electric field at a previous time with the time-dependent
susceptibility:
Pp(t) = co1:x(t - t')E(t')dt'
In the frequency domain this is simply
(2.37)
(2.38)
Polarisation is thus causal - being in response to the applied field and can there-
fore be expressed as a phase delay. For this reason, permittivity is often expressed
as a complex function of the angular frequency of the polarising field.
2.2.1.1 Complex permittivity
Introducing a time-dependence to Equation (2.36) and the concept of permittivity
as a complex value gives,
(2.39)
Where complex permittivity is
c*(w) = c' (w) + je" (w) = ~: (cos8 + jsin8) (2.40)
The real component e' relates to energy from the field stored within the dielectric
and the imaginary component e" relates to energy from the field that is dissi-
pated within the dielectric [40, 44] and 8 is the phase delay between the field and
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Figure 2.2: Complex permittivity phasor diagram.
polarisation.
The frequency at which the phase shift becomes noticeable or significant depends
on both temperature and material properties and it can be seen that the loss
factor component of permittivity is related to this phase delay. Shown on a vec-
tor diagram in Figure 2.2, where real and imaginary components are orthogonal,
the relation between the phase delay and real and imaginary components is mor
clearly understood.
By simple trigonometry, we then have the relation
tanb = c; = .2:_ = Energy dissipated per cycl (2.41)
c~ Q Energy stored per cycle
For the special case of low or zero frequency, th p rmittivity is known th
static relative permittivity and can be expr ssed as
Cr = lim cr(w) = ~ (2.42)
w-+o co
Where e, is the static relative permittivity, oth rwi known as th di 1 tri
constant.
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At the high frequency limit complex permittivity is often referred to as Coo and
above a point know as the plasma frequency dielectrics behave as ideal metals
with electron gas behaviour.
2.2.2 Mechanisms of polarisation
A polarisation will result from any kind of charge separation within a material.
In most dielectrics this can happen in a variety of ways and on a variety of scales
and each will be particularly significant over a certain frequency range. It is
these different mechanisms that combine to produce the overall permittivity of a
material [42].
The separation of oppositely charged particles or ions in a lattice owing to the
presence of an electric field is known as ionic polarisation and is often the most
significant polarisation effect at low radio frequencies because of the scale on
which it operates. The polarisation in this regime is dependent on the displace-
ment of the charges on each ion about its centre.
2.2.2.1 Ionic conductivity
Ionic conductivity is the most critical loss mechanism for most solvent-containing
materials, such as water-containing foods, at low frequencies. The losses are
mainly due to the electrolytic conduction of free ions (such as dissolved salts
[33]), that become decreasingly mobile as frequency increases, resulting in an in-
versely proportional frequency dependence [42].
Whilst these conductive losses (there is no associated storage element) are techni-
cally not a polarisation that contributes directly a component of permittivity, the
contribution to losses within the dielectric means it is often included when 108s
parameters are quoted [42, 45]. Indeed, it is often very difficult to isolate during
the measurement of permittivity. This loss mechanism is therefore accounted for
by the addition of a conductivity term to the dielectric loss factor to produce an
effective loss parameter of the form [33, 46]
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" " ae =e +-
e WeQ
(2.43)
2.2.2.2 Maxwell-Wagner (inter-facial) polarisation
A further low-frequency polarisation mechanism is known as Maxwell-Wagner po-
larisation and is from the build-up of charges at interfaces in non-homogeneous
materials [42]. Losses from this mechanism tend to peak at around 100kHz [40]
and are generally very small in comparison to those of other mechanisms.
2.2.2.3 Atomic (ionic) and electronic polarisation
As frequency increases still further; typically into the Infra-Red range, the po-
larisation effects shift to the atomic scale. This is owing to the separation and
oscillation of adjacent atoms providing a separation of charge and is known as
atomic polarisation.
Beyond this frequency regime, the electrons themselves become periodically dis-
placed around the nucleus of the atom, thereby resulting in another form of charge
separation. This form is known as electronic polarisation and occurs in otherwise
neutral atoms when the atom's nucleus and electrons become displaced by an ap-
plied field [42]. These are very weak mechanisms, especially at lower frequencies,
but are often the dominant mechanisms in dry solids at microwave frequencies
[42] - where dipolar liquids are absent and there are no solvents for ionic con-
duction - despite resonance and peak losses occurring at much higher frequencies.
2.2.2.4 Dipole relaxation
In certain substances, such as water, there exists a permanent electric dipole
owing to the structure of the water molecule and the opposite charges on the
spatially separated Hydrogen and Oxygen molecules. As frequency increases, the
permanent dipole interacts more significantly with the applied field by rotating
in order to follow the field orientation. It is in this reorientation of the molecule
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where energy is stored and dissipated within the dielectric. This occurs as the
dipole relaxes back to its original state, with a peak occurring in the loss com-
ponent at the relaxation frequency [42],which is in the microwave region. This
mechanism is discussed in detail below.
2.2.3 Kramers-Kronig Relations and the Hilbert Trans-
form
Over the entire EM spectrum it can be observed that there are characteristic res-
onant peaks in the imaginary component of permittivity representing the effect
of each polarisation mechanism within each regime.
Permittivity is a complex function that is regular/analytic in the upper half of the
complex -plane [47]. Complex permittivity therefore satisfies the requirements for
the Kramers-Kronig relations, which allow the calculation of one part of complex
permittivity from the other [48]. That is, knowing the real part would allow the
imaginary part to be calculated and vice versa. Mathematically this shows that
both real and imaginary parts of permittivity are interdependent owing to the
causal nature of polarisation. Also, that the real part of permittivity is an even
function and the imaginary part is an odd function, with respect to real angular
frequency. The Kramers-Kronig relations for permittivity are given by [49]
c:' -1 = ~1'lOO c:"(x) dxc" = -~1'lOO c:'(x) -1dx
7r -00 X - W 7r -00 X - W
(2.44)
Where l' denotes the Cauchy Principle Value and is used to define limits to in-
tegrals whose interval of integration is not finite [50].
As c:"(w) is an odd function, Equation (2.44) can be written as [49]
c:' -1 = ~1' roo xc:" (x) dx
7r Jo x2 - w2 (2.45)
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2.3 Water and the permittivity of organic sub-
stances
The dielectric properties of biological materials is dependent on their composition;
in the microwave spectrum this is mainly the quantity of dipolar components (i. e.
water) and free charge carriers (i.e. salts) [46]present. Indeed, most organic sub-
stances consist of a significant amount of water, with some fresh foods containing
up to 98% [8]. Because of this, the dielectric properties and associated losses in
organic substances such as plants and fruits are determined largely by the propor-
tion of water they contain [33, 37, 39, 40] and also the salts dissolved within them.
Introducing salt to otherwise pure water causes the water molecules to become
bound by counter-ions of the salt (A Sodium Chloride molecule binds an average
of 5.5 water molecules), which results in a reduction of the dielectric constant
and an increase of the loss factor from the conductive migration of the charged
ions [8, 51].
The fact that the permittivity of most organic substances such as plants is gov-
erned by their water content also explains the same high dependence on frequency
and temperature [32,46]. Other factors also contribute however[39, 40, 45, 51, 52],
such as the physical structure. An example of this in food can be found in the
anisotropic behaviour observed in fibrous samples, such as meat and fish [32].
Other chemical constituents can also contribute [8] to the overall permittivity -
particular the occurrence of sugars and fats [53].
Real permittivity can be seen to be greater in materials with increasing water
content, causing the relaxation frequency to shift to higher frequencies with in-
creasing water content [32, 45].
2.3.1 Water structure and interactions
The spatial configuration of a water molecule is widely accepted as being that
of a regular tetrahedron [8]. This model, shown in Figure 2.3, assumes that hy-
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Figure 2.3: Structure of water molecule, presented in [8].
drogen atoms are in the corners of the tetrahedron with positive charge and two
orbitals of paired electrons are in the opposite corners [8]. The oxygen atom is in
the centre and the molecule has a van der Waals diameter of O.282nm. It is this
separation that results in the permanent dipole.
2.3.2 Permittivity of water
It has been shown using dielectric spectroscopy that water has different relaxation
domains depending on its state [54];with solid water showing relaxation in the
kHz domain, bound water in the MHz domain and free water in the GHz domain
[55].
Pissis performed thermally stimulated depolarisation current measurements on
leaf samples in order to investigate the water in plant tissues [9]. A sample is
polarised using an electric field and then cooled down to 'freeze' the polarisation.
The field is then turned off and the depolarisation current measured as the sample
warms up. The results suggest that there are different relaxation times of water
in plant tissue, depending on the arrangement of the water in the plant.
Figure 2.4 shows the results from measurement of C. limon leaves; one an old
leaf with 44.5% moisture content and other a young leaf with 60.5% moisture
content. These results strongly suggest that relaxation times for water molecules
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2
Figure 2.4: Sample temperature vs. depolarisation current, presented in [9].
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in plants are continuously distributed and depend on the amount and extent of
bound water within the plant [9]. Further evidence is presented to suggest that
water within plants is organised in clusters, rather than multi-layers, and indi-
cates strong binding of water molecules in living organisms [9]. Furthermore,
characteristics differ between plants, which indicates differences in organisation
of water molecules between different plant types.
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When water content is low, there is less solvent for salts to dissolve in and as
such the mobility of the ions is reduced [56]. There is therefore an indirect de-
pendence on water content (which in turn is temperature-dependent) in the losses
associated with ionic conduction. This effect has been observed in honey, where
lowering the viscosity by the addition of water lowers the binding forces of dis-
solved ions and increases the contribution of ionic losses [44]. As such, in organic
materials with low water content, the water is often in the bound form and it is
for this reason why the dominant frequency range for dielectric heating shifts, in
comparison to materials with higher water concentrations [40].
Henry et al. showed that dead seeds consist of mainly free water, whilst viable
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seeds contain mainly bound water and that both had markedly different dielectric
properties [54]. Indeed, losses in substances containing free water can be up to
10000 times those of substances containing only bound water [54] and it is this
property that Henry et al. used to discriminate between live and dead seeds using
microwaves.
A similar explanation can be given for the temperature dependence, with a high
viscosity flow temperature sample restricting dipole orientation thereby resulting
in a longer relaxation time (see below) [51].
Temperature increase will cause the dielectric constant to increase across the fre-
quency range where dispersion occurs and the loss factor to increase or decrease,
depending on whether the frequency of operation is above the critical frequency
[45].
At constant frequency of 9 GHz, the dielectric constant of water has been shown
to increase rapidly with temperature, from 40 to 65 between O°C and 35°C, from
where it starts to slowly decline [57]. Dielectric losses reduce almost linearly over
the same period from 40 to 15 [57].
2.3.2.1 Dipolar Polarisation and the Debye Model
There are several ways of describing the interactions of the dipoles in a polar di-
electric and an applied field, including quantum mechanical descriptions of atomic
and molecular interactions. The most commonly used and accepted methods how-
ever, are phenomenological models such as the Debye relaxation model [45, 58].
For polar liquids such as pure water, the dipolar mechanism is dominant over mi-
crowave frequencies and the Debye model is well suited to describing the general
frequency dependent permittivity over this range [40].
It has been reported that the Debye relaxation time is a tetrahedral displacement
of water molecules and has a physical significance in that it reflects the single
molecule relaxation process [59]. This is a slow process, related to viscosity, and
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goes some way to explain why the Debye model become less valid at very high
frequencies, for example, at infra-red - where faster mechanisms become more
dominant [59]. The Debye model has been shown to be accurate to at least 57
GHz however [57].
When an electric field is applied to a material consisting of polar molecules, a
torque is exerted on the dipoles which cause them to rotate, in order to align with
the field. Because of the presence of neighbouring molecules collisions occur which
impede this rotation. The resultant frictional resistance means the molecules
exponentially tend towards a state of total polarisation [42] (with respect to
the applied field) with a substance-dependent time constant. This is called the
relaxation time and is the time it takes for a dipole oriented by an electric field
to return to lie of its random equilibrium value [42] after the field is removed
(and vice versa when the field is re-applied). The inverse of this time constant
defines the relaxation frequency such that [42]
1 1
T=-=--
We 27r/e
For frequencies lower than the relaxation frequency, the dipoles are able to follow
the alternating field variations. This means full polarisation can develop and the
resultant losses are directly proportional to the frequency [42]. This continues
as frequency increases until the dipole moment cannot keep pace with the faster
changing field. As the polarisation cannot develop fully, less energy is stored in
the dipole moment and this is reflected in a lower real component of permittivity,
although losses continue to increase [42]. At frequencies greater than the relax-
ation frequency, the dipole does not have time to re-orientate [42] at all and, as
such, the polarisation diminishes with a corresponding reduction in both stored
energy and dissipated energy (both real and imaginary permittivity are lowered).
The Debye model is used for materials that appear to exhibit a single relaxation
time constant as is given by [36, 42]
(2.46)
( )
Cs - Coo
C W = Coo + .
l+JwT
(2.47)
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With limits as defined previously,
w=O; C(w)=CS (2.48)
w = 00; C( 00) = Coo (2.49)
This equation produces characteristic curves where real permittivity is constant
above and below relaxation frequency, with a transition from a high constant to
a lower constant where a resonant peak appears in the imaginary permittivity.
Relaxation time and both static and infinite permittivity are also temperature
dependent, although the latter is negligibly so [36].
Several models have been developed to determine a value for static permittivity
[60], one of which is the Onsager model [36],which relates the moment of a single
dipole to the number of dipoles present and also their density to the temperature
dependent static and infinite permittivities. The equation for this is given by [36]
(2.50)
Where Pm is the moment of a single dipole, N is the number of dipoles per unit
volume, kB is the Boltzmann constant and T is the temperature. The right hand
side of this equation has to be estimated from measured data [36]. The dipole
density is also temperature dependent and can be represented by Boltzmanns
statistics such that [36]
(2.51)
Where U is the potential energy of a dipole and No is a constant. The equation
now becomes
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(2.52)
With
p~Ao=No-- 3cok
(2.53)
2.3.2.2 Alternative models and extensions
An alternative graphical depiction is the Cole-Cole plot, where real permittivity
is plotted on the horizontal axis and imaginary on the vertical axis. A material
with a single relaxation frequency - modelled by the Debye equation - will be a
semicircle with its centre on the horizontal axis and the peak of imaginary com-
ponent occurring at the relaxation frequency [42].
In practice, this symmetry is not always an accurate description and the Debye
equation is modified with a correction factor a, in order to compensate [61]. This
is known as the Cole-Cole model and is given by [62]
()
, ." Cs - Coo
C W = C - lc = Coo + 1 (. )1 Cl+ JWT -
It can be seen from these models that the intrinsic material properties that de-
termine the actual mechanisms for dipolar polarisation, and its contribution to
overall permittivity, have their roots in the chemistry and energies of the polar
(2.54)
molecules in question.
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Chapter 3
Measurements of dielectric
permittivity
A solution to a microwave heating problem must first start with a thorough un-
derstanding of the dielectric properties of the medium to be heated. This section
gives an overview of techniques for measuring the permittivity as a function of fre-
quency and their previous application to the measurement of organic substances.
These techniques are then applied to the measurement and analysis of the di-
electric properties of water and tomato plant components. These results allow
for the calculation of absorbed power within the plant at a given frequency. As
such, they are important in selecting the optimum frequency of operation for a
microwave heating system and essential for the accurate EM solution of computer
models of plant components.
3.1 Review of reported measurements of organic
materials
An extensive search of the literature found no reports of tomato plant dielectric
properties. There is however, a large and growing field in the measurement of
agricultural, food and biological materials' dielectric properties, which is coincid-
ing with an increase in their applications [44].
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Birla et al. measured the dielectric properties of the peel and pulp of some fresh
fruits [63]with the intention of modifying and validating stratified computer mod-
els of the fruits. These models were designed to provide insight in the heating
patterns that arise in fresh fruits so that effective heating protocols could be
formed.
Fasina et al. measured the dielectric properties of sweet potato pure at the two
ISM band frequencies commonly used in commercial heating apparatus - 915
MHz and 2450 MHz - and reported their frequency and temperature dependence
[41] for optimising the dielectric heating process. Hu and Mallikarjuna used an
open-ended coaxial probe to make similar measurements of oysters [64]. In both
cases, dielectric losses increased with temperature whilst the storage component
decreased.
Feng et al. measured the dielectric properties of apples as a function of moisture
content and fixed temperatures of 22°C and 60°C [65]. They found that, at water
content greater than 70%, free water dispersions and ionic conduction accounted
for the dielectric behaviour. For water content of 23%, ionic conduction was the
prominent dielectric mechanism and at low water content (4%), bound water ac-
counted for the main dispersion mechanism [65]. Decreases in moisture resulted
in a decrease in both real and imaginary components of permittivity [65]. Similar
moisture and temperature dependences were found in the dielectric properties of
garlic, by Sharma and Prasad [37], using the resonant cavity perturbation tech-
nique at 2450 MHz.
Sosa-Morales et al. investigated the dielectric properties of ripe mangoes [66] in
order that microwave treatment could be used for post-harvest pest control. An
open-ended coaxial probe was used to take measurements from 1-1800 MHz at
a range of temperatures. It was found that real and imaginary permittivity de-
creased with frequency, with the loss component decreasing at a greater rate. As
temperature increased, the loss factor increased but dielectric constant decreased.
The effect of ionic conduction was found to be dominant at frequencies below 300
MHz [66].
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Wang et al. used an open-ended coaxial probe to find the dielectric properties
of a selection of fruits and four associated insect pests over the frequency range
1-1800 MHz [56]. The dielectric loss factor of fresh fruits and insects decreased
with increasing frequency when temperature was constant, whilst loss factor in-
creased linearly over the radio-frequency (RF) range and levelled off at microwave
frequencies [56]. In another, similar, study, the dielectric properties of nuts were
found to be very low compared to those of insects and fruits and showed little
temperature dependence, especially at RF frequencies [67]. This is most likely
due to much lower water and salt content than fruit or insects and the authors
concluded that this would allow for differential heating of nuts and insects [67].
Dev et al. investigated the use of microwaves for the in-shell pasteurisation of
eggs [68]. The authors found that the egg shell is transparent to microwave en-
ergy, whilst egg white had higher dielectric losses than the yolk, at 2450 MHz,
causing the white to heat up faster during microwave heating. Both yolk and
white however, displayed the general trend of water permittivity.
Heredia et al. found that osmotic pre-treating of tomato fruits in salt, sugar
and calcium adjusted their dielectric properties such that subsequent microwave
treatment resulted in superior quality drying [39]. This demonstrates the crucial
effect of dissolved trace substances, as well as water content, on the dielectric
properties of a biological material. Similar effects of salt on the dielectric prop-
erties of butter, in the microwave range, were reported by Ahmed et al. [63].
In a study of rice flour and water solutions, Ahmed et al. found that dielectric
constant did not vary with frequency whilst losses increased with frequency [69].
Adding only 1% salt resulted in significant increases in the loss component, illus-
trating the significance of ionic conductivity loss-mechanisms. Both components
of permittivity fitted a second order polynomial relationship with temperature.
Above 70°C however, sharp changes in dielectric properties were observed and at-
tributed to the gelatinisation of starch in the flour. Relating variations in material
composition and dielectric properties allows for fast and non-intrusive sensing of
food products [70, 71] in order to asses quality and condition.
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Guo et al. measured the dielectric properties of chickpea flour up to 1800 MHz at
various moisture contents and temperatures using an open-ended coaxial probe
[52]. Dielectric constant and loss factor both decreased with increasing frequency
at all temperatures and moisture levels and ionic conduction was found to be
dominant at lower frequencies at high moisture contents. A linear correlation
was found between the density of the powder samples and the dielectric constant
and loss factor. Similar findings, in six different starch species, were found by
Ndife at 2450 MHz [72]. Bulk density was also shown by Sokhansanj and Nel-
son to affect dielectric properties (or at least their measurement) of whole-grain
wheat [73]. These finding show the significant effect, on measurements, of tiny
air gaps that are present in a prepared sample.
Liu et al. compared the use of several dielectric mixture equations for the mea-
surement of the permittivity of bread, which typically has many small air pockets
dispersed throughout the dough [53]. The authors found the Lanau and the Licht-
enecker equations most suitable [53],but the variation between techniques would
suggest that approximating dielectric mixtures is an inexact science.
3.1.1 Summary
The above review provides precedents that determine the method by which stud-
ies into the dielectric properties in this work are undertaken. Namely, these are
the careful control of temperature and measurement quality - in particular the
sample density. The reported strong dependence on water content for permittiv-
ity measurements necessitate the inclusion of a control in order to observe any
similarity in measurements of tomato plants. A measurement of sample water
content will also provide some context for permittivity measurements.
The effect of even low concentrations of salts has been seen to he significant. A
pure control sample will offer a relative comparison highlighting the presence,
or otherwise, of these inclusions in the tomato plant samples. The frequency-
dependent nature of these effects and the significant losses that accompany them
demand that the measurement range extends such that they are included.
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The application of the measurement results has been seen to be as diverse as
the variety of samples measured to-date. The uses include the calculation or
estimation of absorbed power for the calculation of heating rates, but also for
the measurement and sensing of water and salt concentrations. In addition, the
application of measurements to informing computer models has been shown to
provide a valuable method for investigating and mitigating the effects of differen-
tial heating, as reported in many objects with constituent components of different
dielectric properties. This has an immediate application in this work and neces-
sitates the measurement of the different plant components.
3.2 Measurement techniques
Early dielectric measurements concerned the direct current (DC) resistance of
seed grains in order to establish moisture content [32]. Sheriff described and
demonstrated a complex apparatus for measuring the dielectric properties of
leaves [74]. This was based on a measurement of changes in capacitance between
electrodes when the leaf was both present and not present, although measurement
accuracy was questionable.
Various other techniques have since been developed for measuring dielectric per-
mittivity, each of which has certain advantages and disadvantages, with the most
suitable method dependent on the desired frequency range of the measurements
and the nature of the material composition. Measurement types can be broadly
broken down into lumped circuit, resonator, transmission line and free-space
methods, using open or closed structure [32] and all rely on extracting the di-
electric properties mathematically by first measuring circuit parameters such as
impedance, admittance, and reflection and transmission coefficients [32].
The transmission line technique has been shown to be most suitable for porous
materials [53] although it can be difficult and time-consuming to implement as
the sample must be made into precisely shaped slabs [40] and inserted within
a transmission line [32]. It also requires large sample sizes at lower frequencies.
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The technique involves measuring the phase and amplitude of a reflected signal
from a sample placed inside a transmission line or against the end of a short
circuited transmission line, such as a wave-guide a coaxial cable, with c' and cIt
then extracted from transmission line theory [32].
Resonator techniques involve filling a resonator partly or completely with a mate-
rial to be measured and comparing the results to those of a known dielectric. This
allows the extraction of values for the measured sample although again, accuracy
is reportedly not as good as with transmission line techniques [32]. A similar
technique is the cavity perturbation method, which is often used because of its
simplicity, high temperature capability, suitability for low loss dielectrics and high
accuracy [32, 75, 76]. The nature of tuned cavities though, means bandwidth is
severely limited [40, 75]. Permittivity is extracted from measuring the shift in
resonant frequency and the change in absorption characteristics in a tuned cavity,
owing to the presence of the sample material [32, 40]. This particular method
is the one of the most common techniques for measuring dielectric properties of
foods [37].
3.2.1 Open-ended coaxial probe technique
The use of an open-ended coaxial probe has gained particular popularity, espe-
cially for research into food properties, owing to its ease of use and large mea-
surement bandwidth, [32,40,42,53,62,76] which extends up to 50 GHz [75]. It
is particularly useful for measuring homogeneous liquids and semi-solids [52, 76].
As essentially a modification of the transmission line technique, the permittivity
is extracted from measured values of phase and amplitude of the reflected signal
from the open-ended probe when immersed or pressed against a sample [32, 62].
It is however, prone to errors if care is not taken during measurements as good
contact is needed between the tip of the probe and the sample [52]. Also, the
method is not accurate for low-loss dielectrics [62], as there is little change in
reflection coefficient for a large change in dielectric constant for large values of
permittivity [42]. Accuracy is also poor at very high or very low frequencies [32].
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Tomato plant matter has a high water content and is therefore likely to be high-
loss. The fruits are also largely liquid and the plant must be processed (into a
semi-solid paste) owing to its natural dimensions making accurate measurement
difficult. Of the methods most used for measurements of organic substances, the
cavity method requires a large sample and can only measure permittivity at one
specific frequency of operation. For this reason, the co-axial probe offers the best
compromise between accuracy and ease of measurement for the measurement of
tomato plant dielectric permittivity, at low temperature.
The measurement model assumes an infinite ground plane and a semi-infinite
sample depth [42, 62]. For lossy materials, these assumptions are satisfied when
the material is a few centimetres deep and wider than the probe flange [75]. These
conditions are easy to verify by placing an object, such as a short-circuit, behind
the sample and observing any changes in measured results [42].
Calibration is performed at the measurement interface by using known dielectrics,
such as air and pure water, as well as by shorting the probe tip, thus making the
reflection coefficient -1 [62]. Calibration in this way is important in order to elim-
inate directivity, tracking and source match errors in the reflection measurement
[42]. Additional errors can be introduced if air gaps become trapped in the sam-
ple, if the sample is not deep enough, or if the measurement cables are moved [42].
As noted, special effort has to be made to ensure the density of a particulate
sample is of the sample density as when in its original form [52]. The effect
of instrument and connection errors can also contribute to inaccurate measure-
ments [32] and care must be taken to ensure errors and noise from cables and
connectors at high frequencies are calibrated out [32]. Rigid cables were used for
measurements in this section, to avoid disrupting the equipment and voiding the
calibration.
The mathematical procedure for calculating complex permittivity is relatively
straight-forward. First, the admittance is calculated from the reflection coefficient
at the probe tip, given by
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1-f(w,e)
YL(W,e) = Yo1 + f{w,e) (3.1)
Where Yo is the characteristic admittance of the probe and f{w, e) is the reflec-
tion coefficient.
Permittivity is extracted from the admittance by an iterative method and using
models parameters determined in the forward process [32]. This process is given
by
(3.2)
In practice, these calculations are often performed by measurement software, such
as the Hewlett Packard (HP) 85070 dielectric probe kit [39] used in the experi-
ments that follow in this section.
3.3 Measurement of permittivity of plant com-
ponents
3.3.1 Probe set-up and calibration
A Vector Network Analyser (VNA) (Agilent Technologies E8358A) and a coaxial
dielectric probe kit (HP 85070) were connected. A software controller was used
to store calibration data and perform measurements by connecting the VNA to
a computer with a General Purpose Interface Bus (GPIB) cable. The equipment
was initially calibrated from a frequency of 0.2 GHz to 6 GHz, with a frequency
step of 50 MHz - referred to here as the broadband sweep - followed by a narrower
range of 0.8 GHz to 2.8 GHz, with a frequency step of 5 MHz - the narrowband
sweep.
The broadband range was chosen to indicate the general trend of the permittiv-
ity, including any low-frequency effects. As such, the lower limit of this sweep
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was chosen to be the lowest frequency for which the coaxial probe is suitable for
accurate and reliable measurements. The upper limit was chosen so as to include
all microwave ISM band frequencies of 896/915 MHz, 2.45 GHz and 5.8 GHz
within the range of frequencies that could be reliably measured in one measure-
ment sweep.
Improved accuracy was obtainable for the narrowband sweep owing to a smaller
frequency step being used (for the same number of measurement points) and a
more precise calibration being possible over a narrower range of frequencies.
Substances of know permittivity were used to provide standards, namely deionised
water at a temperature of 24°C and air, in order to perform the calibration (Fig-
. ure 3.1). In addition, as the software calculates permittivity from the direct
measurement (by the probe) of the reflection coefficient, a short circuit block
(Figure 3.2) was used to provide a third known standard.
Between measurements, the probe tip was dried with tissue paper. Care was
taken to not move cables, which had - as reported previously and confirmed
through pilot tests - been shown to disrupt measurement accuracy and repeata-
bility. Between each reading the calibration was refreshed using the air standard.
Reflection coefficient measurements allowed the real and imaginary permittivity
to be computed as a function of frequency at a fixed temperature of 24°C. These
calculations were performed automatically by the computer software using the
measured data from the VNA.
3.3.2 Measurement procedure
For each measurement, the dielectric probe was fixed in position using a clamp
and the sample raised towards the probe so that firm pressure was applied be-
tween probe and sample. Care was taken to ensure that contact was flush and no
obvious air gaps were present. Such air-gaps, between the probe tip and sample,
cause the majority of errors that results in inaccurate results for this technique.
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Measurements were repeated five times and averaged. Measured results showed a
high degree of repeatability - typically within 5%. Variation in the distribution of
individual sample measurement points about the average was largely negligible,
albeit for a few individual erroneous samples, with measurement error < 5%.
The measurements for water were taken at a constant temperature of 24°C ± 1°C,
which is also the same temperature as the samples that were to be measured, in
order to ensure a valid comparison could be made. All sample temperatures were
measured with a k-type thermocouple probe before dielectric measurements were
taken.
As the operating temperatures in the greenhouse are over a relatively small range
(approximately 10 -15°C), the effect of temperature on the dielectric properties
of the plant was deliberately neglected and instead, measurements were taken at
the median temperature that the plants were grown at, hence the selection of
24°C.
3.3.2.1 Sample preparation
Plant samples were taken from hot and cold greenhouses at the end of the pilot
tests. These included those grown using microwave heating. This was to investi-
gate possible effects of microwaves on dielectric properties of tomato plants and
to provide a further means of showing the link between the plant temperature,
the ambient temperature and the water content of the plant.
Stems and leaves from each plant group were removed and shredded to a semi-
solid, homogeneous paste. To ensure the sample density was consistent with that
of the original plant, the density of each plant group was measured. This was
done by measuring the mass of a bunch of leaves and branches, from a similar
plant, and then also their volume by immersing in liquid water (where the dis-
placement gives the volume of the stems and leaves). The semi-solid mass of the
measurement samples was then added to the measurement container (of known
volume) until the mass contained in it equated to the same density as the original
plant.
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Figure 3.1: HP 85070 dielectric probe arrangement during calibration procedure.
The most mature ripe (red) fruits and newly developed unripe (green) fruits were
picked. These were also shredded, but being essentially liquid, no particular effort
was required to maintain sample density. Care was taken however, to ensure no
air bubbles remained in the sample before measurement.
3.3.3 Measured permittivity of water
The permittivity of pure water was measured to provide a refer nce for th plant
sample measurements. This is an appropriate choice as water is the main on-
stituent of most biological material and sp cially tomato plant mat ri 1 ( ce
Table 3.1).
From Figure 3.3, the real component of the measur d p rmittivity of th w t r
sample can be seen to be decreasing linearly from its stati valu of 0 toward'
70 at 6 GHz. This decrease corresponds with an increase from almo t z r f
the imaginary loss component, which is also lin ar across the fr-qu n y rang
measured. These results are consistent with previous studi s and it would b
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Figure 3.2: Short circuit connector for use during calibration of HP 85070 dielec-
tric probe kit (pen shown for scale).
expected that the loss component will increase towards a maximum at the point
at which the water dipole becomes resonant [57, 77]. At this point, the real com-
ponent has an inflexion before settling at a new 'constant' value, as described
in Section 2. Most sources define this peak - known as the dipolar relaxation
frequency - at around 16-20 GHz [57].
3.3.4 Measured permittivity of plant components
The broadband measured permittivity results (Figur 3.3) for th plant h w
a similar trend of decreasing real and increasing imaginary compon nt, s frc-
quency increases. The real component how ver, is ignificantly low r a ro th
entire range. This is due to a combination of reasons. It i known th t, f r
low water concentration, the water molecules bind to th matrix of th rub strat ,
thereby impeding the motion of the dipolar rotation [7 ]. Th imp dim nt f this
bound water consequently reduces th ability for n rgy t b tored in th dip 1
and this is reflected in its permittivity values. Secondly, th ampl i n t ntir ly
water, so the overall measured permittivity is al 0 that of th plant fibr .which
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Figure 3.3: Broadband measurement results of real (solid line) and imaginary
(dotted line) permittivity of plant material and fresh water.
have no intrinsic dipolar dielectric mechanisms, but serve to provide the binding
matrix for the water. These reasons also explain the depression in th rat of
increase in the imaginary component of permittivity. At low fr qu ncy, howev r,
significant losses are present. As these losses app ar to dimini h at a rat of 1/t,
they can be attributed to the ionic conduction of dis olved 1 tr lyt s in the
plant liquids. The measured results indicate a significant concentration of th c
substances.
3.3.4.1 Plant group sample permittivity
Narrowband measurements of the thr e plant group w r t k n. Th r I m-
ponent of permittivity for these groups i shown in Figur 3.4. Th m asur 111 uts
for each group can be seen to follow the sam g neral tr ud . wat r, with p t-
mittivity values reducing at a slightly greater rate with incr asing fr qu 11 y and
with all values reduc d substantially, for th r ason dis ussed ab v . B tw 11
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hot, cold and microwave plant material, all results show exactly the same trend,
but with shifted constant values.
It is seen in Figure 3.5 that imaginary permittivity values continue to reduce,
owing to the effects of ionic conduction becoming less significant as frequency
increases, into the microwave regime. At the high-frequency end of the measure-
ments, imaginary permittivity of cold control plants can be seen to be increasing,
unlike for the hot and microwave samples (although some increase can be seen,
it is marginal). This is indicative of the water concentration in the plant being
high enough so as to behave as though it is not bound to the fibrous matrix of
the plant. As such, the permittivity tends towards that of pure 'free' water, as
frequency increases.
To confirm these observations and better understand the significance of the water
content in the plant samples on the permittivity measurements, the dry matter
content was calculated.
3.3.4.2 Dry matter content
Leaves and stems were taken from hot control plants, cold control plants and mi-
crowave plants in equal proportions (by mass) between groups. Ripe and unripe
tomatoes were also collected from hot control plants to provide two further sam-
ple groups. These plant component groups were finely shredded and divided into
three 50 g samples of each type (resulting in fifteen samples in total). Each sam-
ple was spread thinly (approximately 4 mm deep) in individual metal containers.
The mass of the containers was measured prior to adding the samples and again
after adding the samples. The subtraction of the former from the latter revealed
the wet mass. Samples were then placed in an oven at 75°C for 6 hours, with
sachets of Sodium Silicate (Na2Si03) , in order to dry (eJ. use of caSo4 in [52]).
This temperature was chosen to be high enough so as to ensure evaporation of
all moisture, but low enough so as not to alter the chemical composition (and
therefore mass) of the sample by oxidisation.
After drying, the mass of each sample and container was measured again. The
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mass of the container was assumed to have remained constant throughout the
drying process and as such was subtracted to give the dry mass of the samples.
The mean was calculated for the three wet and three dry measurements for each
of the five sample groups. These results were then used to calculate the average
percentage dry matter content for each of the plant components and are shown
in Table 3.1.
Hot control plants have the highest dry matter content. This is attributable to the
conditions experienced by the hot control plants, where the air being warm and
humid results in greater transpiration by the plants and consequently a higher
moisture loss from the plant. This therefore results in a greater percentage dry
mass content.
The cold control plants were found to have the lowest dry mass content. This
indicates a high water content which suggests transpiration by the cold plants
was low. This is because of the cold air reducing the rate of growth of the plant.
The microwave plants, being warmer than the cold control plants, but cooler than
the hot control plants, revealed a lower dry mass content. This is also indicative
of a higher water content and hence lower rate of transpiration, but not to the
same extent as the cold plants, indicating a non-linear dependence on tempera-
ture for plant growth.
Although the microwave equipment resulted in average plant temperature of the
microwave plants being 3- 5°C lower than the hot control plants - and this would
reduce the rate of transpiration - the effect of the ambient air temperature may
also be significant. Warm air has greater capability to contain moisture than the
cool air, so transpiration can continue for longer before saturation, compared to
in the cold air environment. This is why the hot control greenhouse results in a
much more humid environment than the cold control greenhouse. These results
remain ambiguous to which factor is most important in plant water content; plant
temperature or air temperature.
Regardless of the cause, this has possible implications for the water requirements
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Sample % Dry matter
Cold Control Plant
Hot Control Plant
Microwave Plant
Red (ripe) Fruit
Green (unripe) Fruit
16.42
18.10
17.01
8.58
10.54
Table 3.1: Dry matter content of plant and fruit samples.
for greenhouse crops being heated by microwaves. If such a system results in a
less humid environment as a result of less transpiration, it follows that the plants
would require the provision of less water in order to be grown, provided that
enough water is supplied to satisfy the demands of the growing plant and that
comparable growth quality is indeed possible. This would further improve the
environmental sustainability of greenhouse crop production and could possibly
provide an additional cost saving. This observation also expands on the point
made by Teitel et al. in the reduction of mould occurrence on microwave plants
[3], owing to cold air and warm plants reducing the occurrence of condensation
on the plants.
3.3.4.3 Fruit permittivity
The broadband measured results of ripe and unripe fruit permittivity are shown
in Figure 3.6. Compared to pure water, the real component has a lower constant
value, owing to the lower proportion of water in the sample. The losses are similar
though, owing to the fact that nearly all of the water is present in a 'free' sate.
In fact, the loss component of ripe fruit can be seen to converge with that of pure
water at 6 GHz.
The effect of ionic particles is very evident in both ripe and unripe fruit, although
is more significant in unripe fruit. This is due to a greater concentration of dis-
solved salts (i. e a lower proportion of water) in unripe fruits. This is also why the
losses are lower than in ripe fruit, as frequency increases and ionic losses become
less dominant, and do not converge with those of pure water.
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The narrowband measurement of real fruit permittivity, in Figur 3.7, shows a
very linear response, across the entire frequency range, that is decreasing at ap-
proximately the same rate as pure water. The permittivity is high r than that
of all the measured plant components owing to the higher wat r on ntration.
For this reason, there is no raised permittivity at low r fr qu ncics n in
the plant samples (Figure 3.4 and 3.3). This inflexion in th plant sampl ,s is
possibly attributable to the effects of bound wat r bing mor dominant at lower
frequencies. When total water content is higher, bound wat r pI' p rti nand
ffects are clearly lower.
Narrowband measurements of the imaginary compon nt, h wn in Figur 3. ,
show the significant effects of ionic conduction 011 tile measured diolcctrk: I()S~·i(~H
at low frequency. Unlike in the plant samples how vcr, th 1 ss . r v r, b .Y nd
the RF regime, to similar levels as fresh water, for th r ns stat cl pr viously,
61
3.4 Selection of operating frequency
90
80
70
·f 60
'=
.~ 50
Q.
cu>
~ 40
Qj
Cl:
~ 30
Cl:
20
10
0
0.8
- - - FreshWater
-Ripe Fruit
-Unripe Fruit
.-------------------------------------------------------------------------
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8
Frequency(GHz)
Figure 3.7: Narrowband measurement of real permittivity of unripe nd rip
tomato fruit.
3.4 Selection of operating frequency
Aside from the material properties, any dielectric hating m chan ism i s inh r ntly
governed by the nature of the electromagneti field in the parti ular m .dium. In
the case of the plant, the fields, and subsequent hating ffe t ,ar d P md nt
on the properties of the electromagnetic wave incid nt nit. Th ,1 ti n f
a frequency of operation for optimum heating must b onsid r cl with r .ards
to the interaction of the time-varying field with frequ n y-d p ndent diclcctri ,
properties.
If the frequency of operation is limit d to th part f th 1 tr magn ti that
does not include ionising radiation, then the available frequen ies in lud tb s
up to 3000 THz - or the low ultra-violet region. These arc th fr quen i S 011-
62
3.4 Selection of operating frequency
18 ~------------------------------------ -.
-=
--- FreshWater
-Red Fruit
-Green Fruit
2
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8
Frequency(GHz)
Figure 3.8: Narrowband measurement of imaginary permittivity of unripe and
ripe tomato fruit.
sidered in this section.
3.4.1 Power penetration depth
As an EM wave propagates through a material it is att nuat d tad gr cl-
termined by the material's effective loss factor. The inv r of thi attenuati n
factor, D!p is defined as the skin depth, c5p and is the d pth at whi h th tri
field has decayed to lie of its value at the mat rial surf [33]. A 111 r nv -
nient term for microwave heating however, is the pow r p n tration d pth. As
the dissipated power is proportional to the el tric field, th p wcr a] '0 de .ays as
the field decays. For the case of a semi-infinite dielectric slab [33, 46]
(3.3)
Where Dp is the power penetration depth in the direction of prop gation, z, at
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which the power has dropped to lIe of its initial value, Po.
Many sources give a precise solution to the above penetration depth in a semi-
infinite material based on the material dielectric and wave frequency as [40,51, 53]
(3.4)
27rf
Where c is the speed of light in a vacuum.
As would be expected, this depth is linked to the temperature distribution during
microwave heating as materials with low power penetration depths will absorb
most energy closer to the surface where the power is incident. By selecting either
the frequency of operation and where possible, the dielectric properties, heating
patterns may be better controlled. As an illustrative example, when the power
penetration depth was similar to the radii of tomatoes being dehydrated, the ab-
sorbed power was found to be more homogeneous, which improved drying rates
[39].
Figure 3.9 shows power penetration depth as a function of frequency from high
RF to far infra-red (IR). In this figure, dielectric properties are assumed to be
constant at all frequencies. Although this is a crude approximation of actual
power penetration in a real material, it nonetheless gives an image of the relative
scale of power penetration at different frequencies.
More accurate plots of power penetration depth are plotted for water and plant
material, using the measured broadband permittivity data, in Figure 3.10 and
3.11. The effect of the dissolved salts on the penetration depth are immediately
clear. In pure water, the power penetration depth is up to 150 mm at the lowest
ISM frequency. At the same frequency in the plant material, the power pene-
trates only 18 mm. This is due to the conductive nature of the salts increasing
the magnitude of currents nearer to the surface of the plant, resulting in greater
power dissipation.
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Figure 3.9: Power penetration depth as a function of frequency (for constant
dielectric loss).
3.4.2 Power loss density
The power absorbed by a dielectric is given by Equation (2.20) in Section 2.1.3.2.
It is clear that the losses in a dielectric increase lin arly with frequ ncy, s that
a higher frequency will result in higher pow r loss (and thus higher temp ra-
ture increase) for the same incident field str ngth. This power h w v r, must be
provided by the source generator. Dielectric properties ar th m 'elves fr qu n y-
dependent, though, as already shown, and water, or water- ontaining m trials,
exhibit certain peaks at particular frequencies.
The relative effect of the dielectric prop rti s on th ab 'orbed pow r can be seen
for water and plant compon nts in Figure 3.10 and 3.11, whor th ontribution
of frequency has been removed. As for the power pen trati n depths, th m ,t
noticeable feature of these traces is the r lative effe t of di s lvcd salt on th .
power dissipated in the dielectric at low fr quen i s. In Figur 3.11, th tr d -
off between power penetration and absorbed power can b cell f r the availabl
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microwave ISM band frequencies, as indicated.
3.4.3 Selection from viable frequency bands
3.4.3.1 Infra-red
As frequency increases into the IR spectrum, th power p n trati n depth (fr m
Figure 3.9) will be in the order of micrometr ,that is; will b m v ry shall w.
It is for this reason that IR hating, although a form of di 1 tri hating, is
classified as a surface-heating process.
Using IR radiation, heat transfer to the interior will b by onventi nal endue-
tion, determined by the thermal and not le tri al hara t risti . f th medium.
For most substances - in this case plant matt r - this is a 1 w r pr 's than
the direct EM heating. During the conductiv heat tran f r pr ss, h at will b
lost through convection and radiation back into th surrounding atmosph r .
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Figure 3.11: Power penetration depth and power loss density in tomato plant.
Furthermore, the high frequency nature of IR radiation results in the dominant
polarisation mechanism by which power is dissipat d to differ from th dipolar
type found in water molecules across the MW regime, to an atomi polarisati n
mechanism at THz frequencies. Although there will bar-sonant p ale in dicl -
tric loss within the IR spectrum, it is not as high as the str ng dipolar p larisati n
mechanisms in water-containing materials at microwave fr qu n i s.
This atomic polarisation mechanism will also be eff ctiv in n arly all mat ,rials
that the IR radiation is incident on and, when coupl d with th 1 w p w r P 11 -
tration depth, will result in their heating, in addition t th d sir d hating f th
plant. This will cause the heating (and overh ating) of a11 obj ts in th gr win
environment and particularly the casing of any h at our . This i . wast d 11 rgy.
The short wavelength of IR al 0 makes it difficult to fo u th ra liati 11 offc .tivcly
as, on such a small scale, creating arrays from multipl 'our s is not p ssibl
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and the use of lenses is impractical and inefficient.
Favourable aspects of an IR heating system are that the equipment costs would
be minimal; the heating element of the source is essentially a resistive element or
a solid state light source. A further advantage is the absence of any regulation
governing the use and application of IR heating and the lack of any shielding
requirements.
Although undoubtedly effective in its heating ability, it is apparent that an IR-
based dielectric heating system would not offer the greatest efficiency.
3.4.3.2 Radio-frequency
From Figure 3.9 it can be seen that the approximate power penetration depth at
RF frequencies is significantly larger than at microwave and infra-red frequencies.
This would allow incident waves to penetrate deep into the plant material and,
for most parts of the plant, pass through. A more precise description, at RF and
MW frequencies, is shown in Figure 3.11.
Although, because of the high concentration of ionic particles dissolved in the
plant liquids, the penetration is much lower than that in pure water (Figure 3.10)
it is still considerable in plant material and is more than adequate to heat com-
mercially grown plants that produce even the largest fruit.
The effect of the ionic conduction from the dissolved salts also acts to increase
the losses at low frequency. Indeed, the significance of these salts on absorbed
power are greater than the effect on power penetration and offer an advantage to
a system where efficiency is crucial.
The costs of high power RF are greater than an IR system, but benefit from
the availability of readily available 'off-the-shelf' components that are relatively
cheap. These could be high power solid-state sources or very high power mag-
netrons as used already in many industrial processes.
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An RF system would require the use of an antenna system to transmit the power
to the plants. This would facilitate some control of the beam as elements could
be arranged and controlled using an array. A problem with this method in a
commercial greenhouse, where light levels are an important premium, could be
the size of the elements. At RF frequencies antennas and arrays could be quite
large, although the large wavelengths would also make any necessary shielding
easier.
As described in Section 2, the RF spectrum is used heavily for communications
and sensing and is heavily regulated [31]. Several ISM bands are available for use
however, namely those at 13.560 MHz, 27.120 MHz, 40.68 MHz and 433.92 MHz.
Because of the crowded spectrum though, bandwidth is severely limited and in
some cases is as little as 0.1%. This provides a tighter design constraint on the
generating equipment and applicator than for some higher frequency bands.
Whilst being capable of heating the plant material volumetrically, the large pen-
etration depth is many times greater than the largest plant dimension and would
cause power to be wasted by transmission through the plants, where it will then
degrade through attenuation by the air. The benefit of having losses two-times
greater than at a microwave frequency are negated if most of the radiated power
passes through without dissipation.
3.4.3.3 Microwave
The power penetration depths at the high end of the microwave spectrum i.e.
",150 GHz, are of the order of microns. This immediately precludes their use as
heating would be neither volumetric, nor have the inexpensive equipment avail-
ability or superior heating capability of infra-red. At low microwave frequencies
however, power penetration depths are similar to the maximum dimensions found
in the larger plant components e.g. large fruits. Indeed, between 1 and 6 GHz,
power penetration depths can be seen in Figure 3.11 to be between 3 and 18
mm, which would result in nearly all microwave energy being dissipated within
the interior of the plant, with little power being transmitted entirely through the
plant and thus wasted.
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As for RF, there are many ISM bands available which would be suitable for use
[31] (see Section 2). Although the band centred on 24.15 GHz roughly corre-
sponds with a peak in the dipolar loss mechanism of water, it can be seen from
Figure 3.9 that the power penetration depths would be too small, so this fre-
quency can be discounted. The band centred on 6.78 GHz (Netherlands only)
has a very low power penetration depth and is also not universally available. It
too, can be discounted for this study.
The bands 896 MHz (UK) and 915 MHz (USA) have large power penetration
depths, and similar power loss densities to the ISM frequencies above. As losses
here are similar to higher ISM bands, the latter must be favourable, in terms
of maximising efficiency, owing to their lower power penetration depths. The
two bands stated are also not universally available, particularly in Europe, where
most commercial greenhouse growers operate. This then leaves 2.45 GHz and 5.8
GHz, as the intermediate band 3.39 GHz is available in the Netherlands only.
This latter band is not discounted for any other practical reasons, however.
It is expected that these frequencies will offer the best efficiency through a suit-
able compromise between the depth at which they can penetrate the plant and
the dielectric losses that result within the plant. Furthermore, the equipment
required for a system at any of these frequencies would be very compact and
allow for accurate control and focussing of the power. Although perhaps more
expensive than other frequency options, the improved efficiency of such a system
would allow for lower input power specifications, resulting in cost savings. Effec-
tive shielding would also be simple and non-obstructive.
Practical experimentation in this study will therefore be undertaken using the
ISM band frequency of 2.45 GHz; the central band of the options stated above
and where high power equipment is readily available. The use of 896/915 MHz
and 5.8 GHz bands will be investigated, where appropriate, with the aid of com-
puter simulations so that the results may compared to those from experimentally
validated simulations at 2.45 GHz.
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Pilot Tests
In order to make a qualitative assessment of the response of a tomato plant when
exposed to high power and high frequency EM fields, two pilot tests were per-
formed. Specifically, the aim was to assess the feasibility of heating plants with
a free-space microwave heating system and to observe for physical aberrations or
other effects. Pilot test results were used to inform the design and implementa-
tion of the larger and more ambitious investigations detailed in Section 6.
4.1 Pilot test A
4.1.1 Set-up and procedure
Two similar tomato plants were selected from seedlings grown until 3-4 weeks old
before being transferred to an incubation cupboard. This is a large and sealed
enclosure, in which the temperature, humidity and light can be controlled. The
temperature was maintained at 100G and day-time light levels made sufficient for
otherwise normal growth, for the duration of the test. Plants were both watered
once each day.
A single square micro-strip patch antenna (as described in Appendix A) was
fixed to a clamp-stand and positioned 45 cm in front of one plant, with its axis
of propagation aligned with the plant main stem. The antenna was connected to
a Milmega AS0825-18 power amplifier with a measured constant output power
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Figure 4.1: Plant condition after microwave treatment (left) and cold control
(right) at end of pilot test A.
of 15 W at the frequency of operation. The amplifier input was a ine wave of
frequency 2.45 GHz and power 6 dBm, from an Agilent Technologies Signal Gen-
erator. The second plant was positioned 45 cm directly behind the antenna, so
as to be exposed to minimal EM fields, and was to act as a control plant.
4.1.2 Plant performance
After four weeks of growth, the experiment was nded and th plants in sp t d.
Figure 4.1 shows both plants at the termination of the pilot test.
From Figure 4.1, it can be seen that the microwave-treat d plant r .ult d in a
larger volume of growth (in volume occupied) than th old ntr I plant. oth
stems and leaves also appeared generally larger on th mi rowave-tr t d plant,
although both plants had begun to bear fruit, whi h wer of imilar visual quality.
The strongest growth i. e. wher there were most 1 aves and st ms, was bs rv d
on the side nearest to the antenna - for the mi rowav plant with th part'
furthest away being very sparse. This is direct viden of th n urag ment f
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growth from microwave radiation.
Both plants had begun to show symptoms of mild cold-shock through the slight
curling and small sizes of the leaves. This was most noticeable on the cold con-
trol plant. This suggested that the visible effects described above are a result (at
least in part) of the temperature-differential from exposure to microwave power
and that, in this case, not enough power was being provided to all parts of the
microwave plant to allow even growth. Absolute power was, however, evidently
sufficient to maintain growth up-to this stage of maturity, for plant parts where
power could be directed. Any non-thermal effects from the microwaves are un-
clear from this experiment.
4.2 Pilot test B
4.2.1 Set-up and procedure
For the second test, Minibel variety tomato seedlings were grown in ideal condi-
tions until three-weeks old. Plants of similar size and appearance were selected
from the seedlings to form a set shown in Figure 4.2, from which a further three
groups of four plants were taken. These made up cold control (CC), hot control
(HC) and microwave (MW) plant groups, to be used in pilot test B.
The CC and MW groups were placed in a greenhouse where the temperature was
set to 15°C with a recorded maximum variation of ±4°C. The MW group plants
were mounted on clinostats, which rotate at one revolution per minute, in order
that all sides of the plants be exposed to the microwave power, given the limited
number of antenna elements. A beaker of water was placed at the centre of the ar-
rangement, to monitor the minimum temperature increase from microwaves (the
centre point being the furthest from the antennas). Micro-strip patch antennas
were positioned around the plants, facing towards the plants and care was taken
to ensure the antennas did not point directly towards another. Dual-square patch
array antennas were used - and are described in detail in Appendix A - owing
to their superior efficiency and beam pattern, compared to a single patch. The
73
4.2 Pilot test B
Figure 4.2: Plant group from which microwave, cold control and hot control
plants were taken for pilot test B.
experimental set-up is shown in Figure 4.3. Specialist generating equipment was
built and set-up as shown in Figures A.2 and A.l in Appendix A, from whi h
each antenna was fed with 18.2 W of power. Power was measured at the antenna
input, at the resonant frequency of 2.45 GHz.
The temperature in a second greenhouse was set to 27°C, with a record d maxi-
mum variation of ±6°C. This greenhouse was used to grow the HC plants.
4.2.1.1 Radiated power requirements calculations
Pilot test A suggested that 15 W of radiated pow r was almo t uffi icnt t main-
tain healthy plant growth. For pilot test B, the availabl p w r was dub] d and
controlled by adjusting the distance between th plants and ant nnas a rdingly.
The field required to attain the resultant volum tri power I (whi .h in turn
maintains it temperature differential) depends OIl the rate at which energy is lost
from the surroundings. Calculating these a urat ly is mpl x and dis U" cl in
more detail in Section 7.
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Figure 4.3: Dual square-patch array antenna configuration for pilot te t B.
4.2.1.2 Failure during first run
After one week of exposure, several plants from the MW group suffered catas-
trophic stem damage, 2 cm above the soil line, that resulted in plant collapse.
Following this, the experiment was aborted and plants from all groups were dis-
carded. The experiment was restarted with n w plants, and it is this se ond run
that is described in this section. To avoid further damag ,th di tan b twe n
the plants and antennas was reduced. This damage fir t indicated th omplex
interaction of the microwaves with the plant and is dis u d with r gards t
heating uniformity in Section 5.
4.2.2 Plant performance
After four weeks, the experiment was ended. At th
MW plants grew to a similar standard as the HC plants, and b th
the CC plants in height and volum . The r lativ p rf rman
w r I vel, tho
ut-p rf nn cl
f MW plants
compared to CC plants can be seen in Figur 4.4. This experiment confirms tho
findings reported by Teitel et al. [3],wher tomato plants w r grown using mi-
crowave power as the heat source for a period of four weeks, with 110 siguificant
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Figure 4.4: Cold control group (left) and microwave group (right) after four weeks'
exposure during pilot test B.
visual damage reported. Furthermore, Teitel et al. used a 500 W microwave
source with a duty cycle of 50%. This experiment used six 25 W sour s (1 W
at antennas) to achieve the same results. This is 40% of the power us d by the
cavity heating method presented in [3], although no consideration of g n rator
efficiency is made in either casco
Although Teitel et al. reported the temp ratures of fruit and flower when x-
posed to microwave heating, the experiments w re performed on alr ady-matur
plants. It can be seen in Figure 4.6c that flowers formed during micr wave xp -
sure. This suggests that the microwav s do not have a detrim nt I ff et n the
formation of plant components and is an ar a for furth r inv .tigation. Int r st-
ingly, the HC plants did not form any buds or flower at thi tag of d vclopm nt
and CC plants had buds starting to dev lop, as h wn in Figure 4.6a. It c uld
be the case that flowering is forced owing to low Lmp ratur s. If so, this w uld
further indicate under-heating in the case of the MW plants.
The leaves on the CC plants can b seen in Figur 4.6 to b v ry small and
curled, which is typical of low-temperature growing. At this stag how v r, th
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(a) Cold control group.
(b) Hot control group.
Figure 4.5: Plant groups at end of pilot test B.
plants do not reveal significant discolourat ion or further phy ical damag from
cold. Furthmore, the leaves of th MW plants, shown in Figur 4.5, .ppcar to
be less pert than those on th HC plants in Figur 4.5b. It th n f 11ws that jf
the signs of significant cold-shock do not manif L alt r four w ck on th
plants, and the MW are showing orne ymptoms of pos ibl old h k, th n it
remains to be seen if damage due to under-heating w uld ur h r r ill the
experiments reported by Teitel et al. [3]. In addition, alth ugh th abs lute
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(c) Microwave group.
Figure 4.5: Plant groups at end of pilot test B.
power that is absorbed by the MW plants appears to be able to sustain healthy
growth, it is not necessarily clear if this would be the limiting factor in mitigating
cold-shock, as opposed to the delivery and distribution of the power. The latt r
case is implied by the initial stem-failures mentioned above.
4.3 Conclusions
The qualitative data collected through pilot te ts confirmed that using a free-
space system for heating greenhouse crops with microwaves is p ssibl and at
least as effective as the only other demonstrated method i.. th avity method
demonstrated by Teitel et al. [3J. Preliminary finding indicate that thi method
has the potential to be mor effici nt than a avity m thod (and th ref re con-
ventional heating), whilst being simple and scalable in its impl m ntati n.
Using a constant, low power, m thod of mi rowave appli ation appears to b
feasible. Evidence suggests however, that th arc exists ignif ant i ue r garding
the uniformity of the power application. More pre i 'ely; all plant part' must b
heated with the power level required to maintain th ne cssary t mp raturc dif-
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(a) Cold control group (b) Hot control group
(c) Microwave group
Figure 4.6: Visual leaf quality at end of pilot t st
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ferential, without causing damage or failure. In order to assess and improve the
power application, a greater insight into the mechanisms of energy distribution
within the plant and the constituent plant components is needed.
The pilot tests showed that the plant was being heated sufficiently to encourage
some additional growth (relative to the CC plants). However, it was not appar-
ent whether any cold or over-heating effects would become more significant as the
plant matured, owing to the apparent long time-scales of operation. This conclu-
sion is appropriate as the CC plants had only just begun to show signs of cold
damage (where it would otherwise be expected to be severe and obvious) and the
possibility of cold damage on MW plants was unclear over the pilot test duration.
To assess and compare the performance and development of plant throughout an
entire growing cycle, i.e. from seedling to ripe fruit, it is necessary to collect and
compare quantitative data for analysis. In doing so, the dependencies of selected
independent variables can be isolated and compared. In this way, it will be pos-
sible to ascertain, for the first time, the significance or otherwise of microwaves
on the characteristics of the growing plant, from seedling to fruit.
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Heating Uniformity
A major problem in many applications of microwave heating is the non-uniform
distribution of the absorbed power. This leads to a non-uniform temperature pro-
file within the heated object and is well documented in the literature [67, 79, 80,
81, 82]. This has been a major obstacle to developing many large-scale industrial
processes [79, 81].
Pilot tests showed that a lack of heating power impedes a plant's ability to grow.
Initial greenhouse experiments with higher power levels however, revealed an un-
even temperature distribution between parts of the plant. In certain locations
this was extreme to the point where some parts suffered cold-shock, whilst other
parts exhibited evidence of burning. It is thus apparent that the main obstacle to
heating crops with microwaves is the ability to distribute the energy required to
maintain a necessary plant temperature, across the entire plant, i.e. in a manner
that results in uniform heating.
This chapter presents a brief review of the known causes and effects of heating
non-uniformity and methods for improving uniformity. This is followed by inves-
tigations into the effects of the chosen frequency, the duty cycle of the applied
power and the polarisation of the radiated electric fields on tomato plant compo-
nents. This latter section comprises a novel piece of research and is demonstrated
generally using computer simulations and practical experimentation using agar
gel, before being applied to computer models of tomato plants.
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5.1 Causes and effects of heating non-uniformity
5.1.1 Geometry, location and edge effects
Geometry can influence electric field and heating uniformity. For example, diffrac-
tion of microwaves at the edges of a silicon wafer that resulted in over-heating was
reported in [83] and it was seen to be most prominent when the wave vector was
parallel to the plate surface but perpendicular to the plate edge. Non-uniform
field patterns due to sample geometry were also observed during the heating of
apples and oranges [81]. Furthermore, higher power absorption from the uneven
fields at edges and corners for rectangular loads, and in the centre of cylindrical
or spherical loads [80]have been reported to cause the formation of localised hot
and cold spots [84].
5.1.2 Resonance and wave interference phenomena
Equations for predicting steady-state temperature profiles in food slabs undergo-
ing long-term, low-power microwave heating were developed by Fleischman [85].
In particular, the effect of wave interference and standing wave patterns on non-
uniformity was studied in relation to thermal, geometric and dielectric properties.
The equations are essentially solutions to the differential heat equation where the
source term in derived from the solution of Maxwell's equations. As the study
concerned low power heating, thermal and dielectric properties were assumed to
be temperature independent. Agar gel was used to demonstrate application of
the equations. Non-uniformity was reported by the range of minimum and max-
imum temperatures.
Temperature within the slabs was found to be a sinusoidal function of slab width
and the author claims this was the first full study to apply a full solution of
Maxwell's equations to the heating problem [85]. Previous studies used only
Lambert's Law approximations, which had been shown in a study by Ayappa et
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al. [86], to be inappropriate for general application and cannot be applied when
the slab width is less than a critical thickness, given by[86],
Lcrit. = 2.7{3-1 - 0.08 (5.1)
where fj-l is the power penetration depth in em and Lambert's law is [86]
I(z) = Ioe-2{3z (5.2)
10 is the intensity of transmitted radiation (at the interface) and z is the distance
into the material.
Basak and Ayappa [87] found that in a dielectric cylinder exposed to a uniform
plane wave, heating dynamics operated on two length scales, namely D / Dp and
D / Am where D is the sample depth, and Dp and Am are the penetration depth
and wavelength in the sample, respectively. For D/Dp, D/Am« 1, power absorp-
tion was found to be uniform across the sample. For D/Dp, D/Am » 1, heating
occurs from the face incident to the wave as power decays exponentially into the
material. For 0.2 < D = Dp, D = Am < 2.0, however, heating was found to oc-
cur from the unexposed face when the diameter was small, from both faces at
intermediate diameters and from the centre and face exposed to the wave when
the diameter was large. These unusual heating patterns were attributed by the
authors to internal resonances within the sample.
Bhattacharya and Basak derived closed-form solutions to calculate field patterns
in a material that occur when two waves are incident on opposing faces i.e. ap-
proaching from opposite sides of the material, as shown schematically in Fig-
ure 5.1. They showed that internal field effects occur over throe thickness regimes:
thin, 2£ « Am/27r; resonating, Am/27r >t> 2£ >t> Dp; and thick, 2L » Dp [10]. It
then follows that by controlling the magnitude of waves incident upon opposing
faces of the material, the resonances can be controlled and the locations of hot
spots controlled and/or their magnitude reduced. Figure 5.2 is taken directly
from [10] and illustrates these phenomena and their control.
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Antenna A
I Sample I
Antenna B
Figure 5.1: Schematic illustration of sample exposed to wav s in id nt from two
opposing directions, as in [lOJ.
Dimensionless Position
Figure 5.2: Temperature dynamics within diff r nt thi kn r igim : thin fir. t
column; resonating, second and third olumns; and thi k, f urth 1111n11. In-
tensity ratios (of waves incident from left and right), 0:1, thi k . lid lin '; 1:7,
thin solid lines; 1:5, dashed lines; 1:3, dash-d tt d lin nd 1:1, d tt d lin s.
Presented in [10]
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5.1.3 Dielectric and material composition
Non-homogeneous permittivity of the constituent material of a heated object
also contributes to the complex internal field patterns owing to differing rates of
power absorption [63]. A further complication occurs since dielectric properties
are known to vary with temperature [32]. As such, non-uniform power absorption
that results in overheating at one location in turn alters the dielectric properties
and can result in an even greater power absorption that exacerbates the over-
heating. This is the well-known problem of thermal runaway.
For small, moveable objects, non-uniformity can be reduced by intermittent stir-
ring [79]. Also, by immersing the objects to be heated in a liquid of similar
dielectric properties, surface and interfacial reflections can be reduced, thereby
minimising surface overheating for small objects [88]. In the case of varied di-
electric composition [63], it was found that heating spherical fruits surrounded
by air, in an parallel-plate RF heating system, results in uneven heating of the
fruit interior, but could also be reduced by immersing the fruit in water [89]. A
new problem arises however, in that the heating uniformity then became more
dependent on the objects horizontal position. The authors stated that the only
solution to this was the movement and rotation of the sphere in the water. With
movement, average fruit temperatures of 49.2-52.8°C and standard deviation of
temperatures in individual fruits ranging from 0.3-2.8°C were recorded. Without
any movement, average fruit temperatures ranged from 48.7-60.2°C with stan-
dard deviation of temperatures within individual fruit ranging from 2.5-4.9°C
[81]. These comparative results are typical of what can be considered 'good' im-
provement in uniformity.
Clearly, none of these methods are possible with a growing plant. As such, dif-
ferences in permittivity between plant components provide constraints for the
radiated power that can be used to attain the required growing temperatures.
That is, if a radiated power P dissipates in a plant component of low dielectric
loss and results in a desired temperature being attained, then the same power P
will result in greater dissipation in an area of high loss and overheating. Radi-
ated power must therefore be reduced in order to avoid damage, then resulting in
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under-heating in the former component. This constraint is defined by the degree
of difference between the permittivity of plant components and is compounded
by additional, unrelated, sources of non-uniformity. It was seen in Section 3 that
the greatest difference in permittivity was between the fruits and the plant. Sim-
ulation results in the following sections reveal the significance or otherwise of this
difference.
5.1.4 Power application and object position
A common and effective method used in domestic microwave ovens is the use
of a rotating carousel to mechanically move the heated object though the elec-
tromagnetic field. This has been shown to reduce heating uniformity in cer-
tain samples by around 40% [90]. The authors in [90] used computer software
to solve Maxwell's equations by Finite Element Method (FEM) for the El\1
field, followed by a numerical solution of the energy equation. Transient sim-
ulations were performed by repeating simulations at discrete angular positions of
the load/turntable. Simulations were validated by experimental measurement of
point temperatures in real loads. Turntables are often combined with the use of
a mechanical mode stirrer, which disrupts the electromagnetic field by rotation
of metal blades, although this would be impractical where light and space are at
a premium, as in the growing of tomato crops. Similarly, non-uniform heating in
walnuts that occurred because of differences in their positions in the electromag-
netic field was reduced by stirring the walnuts in the container in which they were
held, whilst allowing the field to remain spatially static [79], similar to findings
in the section above.
Chen (et al.) used Finite Difference Time Domain (FDTD) simulations to model
the dependency of field and temperature uniformity 011 microwave power and
object spacing, in homogeneous blocks of dielectric moving on a conveyor belt,
with the goal of controlling the formation and magnitude of cold spots within the
heated objects [84].
Pulsing the microwave power has been shown to result in greater depth of heat-
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ing than continuous heating for the same input power when tested using 2% agar
cylinders [91]. This method is useful when deep and rapid penetration of thermal
energy is required but when there are also constraints on maximum temperature.
Uniformity improvement is achieved through thermal transfer towards equilib-
rium during the 'off' phase. Gunasekaran and Yang found however, that it is the
'on' phase that is most critical when striving for optimal heating uniformity [92],
as it is what defines the temperature gradient. Pulsed heating was found to be
most effective for sample radii ~ 2Dp and the 'off' period was found to become
more significant as sample size increased [92]. This is most likely due to the flux
of EM power being much faster than thermal transfer mechanisms. When trying
to reach a specific temperature however, total process time increases compared
to continuous operation [93].
Supplementing microwave heating with a conventional heat source such as hot
air [82] or infra-red has also been shown to improve heating uniformity.
5.1.5 Summary
It is clear that heating non-uniformity is often the result of several complex and
interacting factors. Control is difficult and most current solutions rely on physical
disturbance of the heated object for often modest improvements in uniformity. A
physical solution cannot be reliably and practically applied to a growing tomato
plant and so any method for improving uniformity must be in the form of con-
trol of the applied field. Control of power and wavelength have been seen to
have some effect, as has a phase delay between two interacting waves approach-
ing from opposing sides of an object. These methods however, have only been
demonstrated in simple regular geometries and their control is neither precise
nor straight-forward. There are also significant regulatory constraints 011 the
wavelengths/frequencies that can be used. The following sections investigate the
heating of tomato plants with the aim of finding non-physical methods for im-
proving heating uniformity, within the constraints given above.
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5.2 Quantifying heating uniformity
5.2.1 Computer simulations
Simulation set-up and execution
Antenna models were designed for linear and circular polarisations (see Ap-
pendix A.2), with radiation boundaries at least four wavelengths from the an-
tenna source. For power applications in this chapter, all solutions were modal
with source terminals defined as wave-ports and in terms of input power. Ansoft
HFSS was used to solve Maxwell's equations for the EM fields in the frequency-
domain, and in particular the radiated far-fields of the antennas.
Antenna far-field solution data were used as the input parameters for excitation of
the plant component models, with the same radiation boundary limits as above,
in further HFSS simulations. Permittivity of each plant component was set as
per the measurements in Section 3 with appropriate adjustments made according
to the solution frequency. All HFSS solutions were allowed to converge to an
accuracy of 5% of 6S, for a minimum of four consecutive passes, where 6S is the
variation in the S-parameter solution from the previous pass.
The volume loss density in model components solved in HFSS was linked to Ansoft
ePhysics - a thermo-mechanical solver. Thermal solutions were all transient
solutions where heating was above initial object and air ambient temperature of
15°C. For thermal solutions, a boundary condition was defined that modelled the
heat loss from the surface of the model components as for free convection. This
determines the rate of heat transfer q, across a surface area, A and is defined as
[94],
q = hA(Ts - Too) (5.3)
where T, is the surface temperature and Too is the fluid temperature (in this case
air). This is difficult to measure experimentally, but for air tends to range from 5-
25Wm-2K-l. For all thermal simulations presented here, h = 10~Vm-2I<-1.The
plant model simulation set-up and process is shown schematically in Figure 5.3.
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HFSS Simulation
Model Object Model Object
ePhysics Simulation
Antenna Source
(VertlcaVHorIzontttl LInear or
Circular PoIariution )
Figure 5.3: Schematic illustration of plant model simulation set-up and procedure.
Data extraction
From the EM simulations, results were in the form of the electric field per mesh
cell. This enabled volume loss density (VLD) and temperature to be established
at any point within, or on the surface of, the three-dimensional model from sec-
ondary thermal simulations. For more specific analysis, non-model vector lines
were defined between two or more points within the models, along which data
reports could be generated. These are henceforth referred to as geometry lines.
5.2.2 Data analysis techniques
Analysis of uniformity was aided by measurements of mean (VLD and temper-
ature) and the standard deviation about the mean. Variance is useful at times
where extreme variations are present, as the squared data element in calculation
of variance results in greater weighting of datum further from the mean.
In addition to standard deviation, the range of temperatures is also a useful indi-
cator of uniformity [90]. In this work, percentage difference was used to provide
a clearer indication of the magnitude of a range of VLD or temperature when
means were dissimilar.
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Figure 5.4: Tomato fruit simulation model, indicating geometry definitions.
A parameter used previously in describing heating uniformity is the Uniformity
Index [79] which relates change in the samples mean temperature ~J-t to the
change in the standard deviation of temperatures, ~a.
(5.4)
Since it is expected that a rise in the standard deviation occurs at the same time
as a rise in the mean temperature, the parameter above describes how much the
standard deviation can be expected to rise for a given increase in mean t mper-
ature. A similar method was also used in [90]. If it is low, then a low standard
deviation is expected and the object can be said to be heated more venly than
for a higher value. By normalising the standard deviation of a data s t to the
mean a better comparison can be made as any deviation of tcmpcratur s must
clearly be considered in the context of the mean.
5.3 Frequency and heating uniformity
A tomato fruit model was created, as shown with geometry lin definition' in
Figure 5.4. Dielectric properties were set for each simulation frequency a ording
to the values measured and reported in Section 3. In order to inv stigate any
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effects of sample resonance as described above, the model was simulated with an
incident Gaussian wave as the source. An incident wave was chosen for the source,
rather than a model antenna, so that antenna-specific effects would be removed
from the resultant field patterns in the fruit, making spatial effects dependent
only on the wavelength. The results for the normalised volume loss density along
the specific geometries are shown in Figure 5.5. The data was normalised so as
to remove the effects of frequency-dependent losses..
In all cases, greatest power loss occurs within the sample, rather than at in-
terfaces, and for 915 MHz and 2450 MHz, sample resonance is present in the
direction of the wave propagation. Some sinusoidal dependence is visible at 5800
MHz, but it is clear that at this frequency, the sample is approaching the thick
regime. Across the sample width and height, frequency-dependent effects are
present at 915 MHz and 2450 MHz, but not at 5800 MHz, where power absorp-
tion is uniform. This can be atributed to the effect of spherical focussing being
prominent at the two former frequencies. To illustrate this further, a simulation
of the Poynting vector within the fruit at 2450 MHz is shown in Figure 5.6, where
refraction and redirection of power towards the fruit centre is clear.
5.4 Duty cycle and heating uniformity
To investigate the effect of varying the duty cycle - that is, the power on and
power off times - on heating uniformity in tomato plants, transient thermal simu-
lations were performed. Initially, models were simulated to solve for the EM fields
and then coupled to a thermal solver to find the steady-state average temperature
in the model after a given exposure time. When steady-state temperatures were
reached, source EM fields were removed and the thermal simulation allowed to
continue in order to allow transient cooling. Temperature profiles along specified
geometries were produced at the point where the steady-state average tempera-
ture was reached and at a later point in time, when the average model temperature
had decreased to one third of the temperature increase from microwave heating.
A configuration of stems identical to that shown in Figure 5.14 was simulated as
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where kt is a factor describing the rate of cooling, then
Pvt; = Tn-1 + cppdTonn -kt(Tonn -To)dTol/n (5.8)
= Tn-1 + Pv dTonn - kt [(Tn-l + Pv dTonn) - To] dta//n (5.9)
~p ~p
At equilibrium the last two terms on the right hand side are equal.
It is a prerequisite for power to be delivered to the interior of the heated ob-
ject during the 'on' period in order for any thermal equalisation to occur during
the 'off' period. If power were delivered from the surface, the tendency would
be for it to dissipate to the air, rather than the object interior. For the case
of plant components, power is delivered to the interior, but very little thermal
equalisation appears to occur during the 'off' period (Figures 5.7 to 5.10). When
the transient cooling is considered to operate as described by Equation 2.28, it
is apparent that the thermal energy dissipated at a location within the plant is
presented with a small cross-sectional area through which to dissipate to other
parts of the plant and also has a relatively large distance across which thermal
transfer must occur. In contrast, a large cross-sectional area (in the surface area
of the leaf/stem) is presented to the thermal energy for transfer to the air, where
the thermal boundary is of free or forced convention i.e. nearly always similar
to ambient and low. Furthermore, the distance over which this transfer occurs
is very small, relative to the internal transfer - at half the maximum depth of
the plant leaf (or stem etc.). It is these differences that are responsible for the
latter mechanism being 'fast' and the former being 'slow', with respect to the
time period allowed for equalisation, i.e. tho 'off' period. It. is for this reason
that varying the duty cycle does not result in any significant thermal equalisation
within the plant, only a largely uniform reduction in temperature at all locations.
In order to maintain the same average temperature in the steady-sate, it is also
necessary to increase the power radiated and absorbed during the 'on' period,
which results in the occurrence of very high temperatures. This could lead to
significant plant damage.
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5.5 Polarisation and heating uniformity
A novel solution using circular polarisation to mitigate the effects of heating
non-uniformity, from frequency and geometry combinations, is proposed. The
method is first demonstrated in regular cuboid and cylinders, by simulation and
practical experimentation using agar gel samples. The method is then applied
to and demonstrated in tomato plant components, by means of simulation, in
order that it can be applied to actual greenhouse experiments. This method was
investigated as a primary non-physical method for improving heating uniformity.
5.5.1 Uniformity in agar blocks
The temperature increase within a sample that can be attributed to the absorbed
microwave power is determined by the spatially-dependent volume loss density
within the sample, given by [95].
(5.10)
where Q is absorbed power per unit volume (Wm-3), f is frequency (Hz) and E
is the electric field strength (Vm-1).
The temperature rise in the sample associated with this absorbed power is given
by [81, 93]
6.T P
PCp-=-=Q
6.t V
(5.11)
Where P is the material density (kg), Cpis the specific heat at constant pressure
(Jkg-1K-l), P is power (W) and V is volume (m3).
This heating term can be added to the heat equation describing transient heat
flow within the material (where k is thermal conductivity), to give an overall
temperature rise in time of
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fJT k 2 Q
-=-\1 T+-at PCp PCp
In order to establish the resultant heating pattern in a given object however,
it is necessary to first find the electromagnetic field distribution by the solving
Maxwell's equations (Equations 2.4 and 2.5), bounded by the geometry in ques-
(5.12)
tion.
A plane wave solution to decoupled Maxwell's equations is a forward travelling
wave in the z-direction:
E(z, t) = Eoxcos (kz - wt + ax) x + EoycOS(kz - wt + ay) Y (5.13)
where the wave number k = w/c, and w is angular frequency (rads-1) and c is the
velocity of light in a vacuum (ms-I).
The wave is said to be linearly polarised when either Eox or Eoy is equal to zero
or when ax = ay, that is, when there is no phase difference between the field
components. This will result in a field varying with time in only one dimension
at any given point along z.
Circular polarisation arises when both Eox and Eoy components are equal and
the phase difference between them, ax + ay = ±90°. This arrangement will result
in an electric field that varies in two dimensions with time and, at any given fixed
point in z, would appear to trace a circular pattern.
It can be seen from this equation, that the electric field can have different mag-
nitudes for different directional components. It follows that if the spatial dis-
tribution of fields (from the applied wave) present in a given geometry is also
determined by its size, shape and location, then rotating the shape would result
in a different configuration of the internal fields within the material. For the
case of linearly polarised fields and a material that is of the same scale relative
to wavelength in one direction, but very small in the other (a thin bar or slab
for example), it is evident that strong standing waves could readily occur when
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aligned with the field, resulting in high but non-uniform heating. A different
scenario would arise however, should it be rotated by 900 (or indeed, any other
angle). It should then be expected that by using circular polarisation, the field
and heating pattern within the sample should be essentially independent of its
orientation with respect to the source. As a result, there should be a greater con-
sistency in heating patterns between similar samples, regardless of their position.
Furthermore, for irregularly shaped objects, circular polarisation should allow for
a more uniform temperature profile to arise, as the effect of standing waves and
reflections cannot be maintained in one location or direction whilst the field is
minimal in another, owing to the constant rotation of field alignment.
5.5.1.1 Samples, equipment and preparation
Agar gel has been used as a substrate for investigating dielectric heating in pre-
vious studies [85, 96]. Agar gel samples were made using 10 g agar flakes per
1000 ml of boiling water dissolved in a sealed container to ensure volume and
density was consistent between batches. The solution was poured into moulds,
which were sealed and allowed to cool before the gel was removed and cut to size.
The dimensions of each sample were checked with vernier callipers to ensure a
tolerance of ±1 mm. Samples were stored in individual containers and allowed
to rest at room temperature for 24 hours before each experiment. Excess surface
moisture was removed with paper towels before each run to minimise evaporation.
Agar dielectric properties were measured using the same technical procedure as
in Section 3. The agar sample measured was moulded in a glass beaker of height
120 mm and diameter 60 mm such that it filled the container. Defore each mea-
surement the sample was allowed to rest at room temperature (17.5 -18. 7°C) for
24 hours and the temperature of each sample was recorded using as k-type ther-
mocouple probe. Measurements were repeated 5 times and averaged and typical
measurement error was < 5%. The results of these measurements were used to
define the parameters in the HFSS simulations, and are shown in Figure B.1. For
the samples used, real and imaginary components of measured permittivity at
2.45 GHz c~ = 65 and c; = 8.5.
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Figure 5.11: Geometry line definitions (in 125x50mm sample).
Chosen sample sizes (X and Y) were 80x80 mm cuboids, 125x50mm cuboids and
80 mm diameter cylinders, all with thickness 15 mm. These sizes are similar to
sizes used in industrial microwave processes and in other similar experiments [63].
A sample thinner than this could be a source of measurement error during prob-
ing. A thicker sample would require a higher output power for adequate heating
and could result in large variations in temperature between sample depths.
Two similar probe-fed circular micro-strip patch antennas were used to obtain lin-
early and circularly polarised radiant fields at the frequency of 2450 MHz. These
antennas are described in greater detail in Appendix A.2.
A relatively low radiated power was used to heat the samples, in order that di-
electric properties of the sample would remain effectively constant, as in [85],
whilst still enabling heating patterns to be observed. This allowed for a less
complex experimental set-up and easier and more valid comparison to simulated
data without results being obscured by other effects, such as thermal runaway.
Furthermore, this reduced the significance of any mass transfer from the slab and
the evaporative cooling associated with it.
Geometry lines were defined for the simulation model and were labelled according
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to Figure 5.11, where X and Y lines denote the centre of the sample, and the a
and b subscripts denote ±1/3 either side of the centre line. This convention was
used in all sample sizes, except for cylindrical where X and Y geometries were
supplemented with XY and YX geometries. These lines also defined the axes
along which measurement sample points were located for heating experiments
and correspond to the lines labelled in Figures B.5 to B.9, in Appendix B.
As circular polarisation cannot be defined for a specific direction, the direction
of polarisation for these experiments was denoted A and B, where polarisation
B has the source and sample rotated with respect to each other by 90°, relative
to polarisation A. The same convention was followed for the naming of linear
polarisations, where linear A refers to an electric field polarisation in the X direc-
tion, and linear B in the Y direction or, alternatively, that linear B is the result
of rotating the source and sample by 90° with respect to each other, relative to
linear A.
5.5.1.2 Experimental procedure
A signal generator (Agilent E8257D) with a power output of 9 dBm and an
operating frequency of 2.45 GHz was connected to a solid-state power ampli-
fier (Milmega AS0825-18) with constant output power of 15 W. An antenna was
connected to the power amplifier with low-loss (1.1 dB) N-type cables. The equip-
ment was set-up as shown in Figure 5.12, with the antenna fastened to a clamp
stand and the agar gel sample positioned on a laminated cardboard holder, 25
cm below the antenna, on a wooden bench. This distance was chosen to ensure
the sample was heated only by the far-field radiation from tho antenna, hut dose
enough to maximise power exposure.
Room temperature in the lab was controlled using an air conditioning unit and
measured temperatures ranged from 17.5 to 18.7°C. Samples were allowed to
rest in sealed containers in the room for 24 hours before each run. Each ex-
periment was repeated six times and averaged, with temperature measurements
recorded from opposite ends for each run, to mitigate possible measurement error.
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Power Amplifier ~
Agar Sample
Figure 5.12: Agar gel sample and microwave heating apparatus configuration.
Temperature measurement was performed using a k-type thermocouple probe
at pre-defined sample points marked on the laminated cardboard holder (Fig-
ure 5.13). The number and location of sample points was determined from simu-
lation results with the intention of sampling data at enough locations of interest
such that the temperature profile could be reconstructed. The measured data
points correspond with the marker points on the graphs of measured results Fig-
ures B.5 to B.9 in Appendix B.
Simulation software was also used, with the process described in Section 5.2.1,
to model the agar block being heated by the antenna elements described. Real
temperature effects measured in agar blocks were therefore used to validate the
simulation models, which allowed for an accurate and valid description and anal-
ysis of the field and temperature processes inside the agar samples.
5.5.1.3 Results and discussion
Real and simulated temperature data are presented graphically in Figures B.5
to B.9 of Appendix B. Reconstructed two-dimensional temperature profiles that
correspond to values on these plots are shown in Figures B.3 to B.4, to illustrate
resultant heating patterns.
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Figure 5.13: Agar gel sample and holder, showing sample location markers.
125x50 mm samples It is clear from the statistical analysis (Table 5.1) that
the most uniform overall heating occurred for the Linear B polarisation. Linear
A polarisation also resulted in slightly higher overall uniformity than eith r of the
circular polarisations, although not greatly. The difference in overall uniformities
between linear polarisations was, however, statistically large at 12% points (40%
difference), compared to only 8% points (23% difference) between each cir ular
polarisation. This was also the case with mean overall temperatur s and tem-
perature ranges (Table 5.1), with both circular polarisations resulting in similar
means and lower ranges of temperatures, which wer consi tent b twe n polarisa-
tions. Linear polarisations always resulted in a higher m an t mperature and als
in more significant differences between mean temperatures bctwcou polarisatious
or orientations. Furthermore, the results in Table 5.1 how ignif antly larger
ranges of temperatures for linear than for ither ir ular polari sati ns. If high r
microwave power was to be used, it would be more likely for th rmal runaway t
occur using either linear polarisation, at th 10 ation f th ' h t 'p t s, M r
importantly, for similar samples ori ntat d diff r ntly in th arne field, it i clear
that heating effects will be significantly differ nt b tw ell s mpl . It is evident
that for circular polarisations, heating i likely to b mor
similar samples, regardle s of their orientati n in fi Id.
A greater insight is gained from analysing uniformity along individual g ometri s
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(Table 5.2). For circular polarisation, the results show good uniformity that is
consistent and similar in both directions. Circular B shows slightly better uni-
formity in one dimension (Y) than the other (X), but the differences between
geometries are minimal. As it would be expected that both circular polarisations
produce identical results, it is perhaps indicative that the circular polarisation of
the antenna was not in fact perfect, hence the discrepancies between circular A
and circular B results. With differences between X and Y geometries for circular
A and B of 5% points (13% difference) and B% points (26% difference) respec-
tively, it is clear that heating with circular polarisation results in good uniformity
that is very repeatable across samples regardless of orientation.
Linear A polarisations resulted in extremely high uniformity in the X direction,
but very poor uniformity in the Y direction; specifically a difference of 139%. It
would be at these locations of high non-uniformity that hot-spots would occur. A
slightly improved, but nonetheless similar pattern is apparent for Linear B polar-
isations (97% difference), albeit with the pattern of uniformity in X and Y now
reversed. If a linear polarisation was used, some samples would evidently over-
heat whilst parts of others would remain relatively cool. To complicate matters,
any hot spots that did occur would more likely than not be in different locations
from one sample to the next, for randomly arranged samples.
80x80 mm samples For 80xBO mm samples, circular polarisations resulted in
higher mean temperatures but also a greater range of temperatures. Figures B.3
and B.B indicate that this is most likely because of the under-heated edge area
of the sample, perpendicular to the direction of the wave polarisations for linear
polarisations, rotating with the rotation of the field for circular polarisations. Re-
gardless of this, the final result was a slightly more uniform overall temperature
profile than was achieved with a linear polarisation, when the SD is viewed rel-
ative to the mean. The higher variance however, reflects the increased variation
around the sample edges.
Individual geometry profiles (Figure B.B) show that, for circular polarisation,
uniformity is very good for both orientations, and very consistent between ge-
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ometries. This makes temperature profiles between samples very predictable,
regardless of field orientation. Hence, for regularly shaped objects whose orien-
tation in a field is nearly always the same with respect to the source (as the
object is the same size in both dimensions), a higher final temperature can be
achieved if consistency in uniformity between samples is preferable to maximum
uniformity in some samples, but then only for one geometry direction. Linear
polarisations, conversely, show good uniformity in one direction only and hence
have poor consistency between geometries. This effect could however, be used to
an advantage if heating uniformity is more important in one direction only and if
sample orientation could be readily controlled. Results in equilateral regular sam-
ples also suggest that, in order to minimise the occurrence of thermal runaway,
linear polarisation should be used as it will result in a lower range of temperatures.
The effect of linear polarisation when the sample is aligned diagonally to the inci-
dent field was not considered, but it can be expected that in this case uniformity
will be consistent with the observed results only when circular polarisation is used.
Linear polarisation will result in perhaps greater non-uniformity from multiple in-
ternal reflections, or at least uniformity that vaires with the rotation/orientation
of the sample.
As is also the case for 125x50 mm samples, differences between the two circular
polarisations can be attributed to the handedness and imperfections in the cir-
cular polarisation obtained from the antenna. This can be observed in measured
heating patterns in Figures B.3 to BA, that appear to show the handedness of
the polarisation in the direction of the skew in heating pattern.
80 mm cylindrical samples As for other sample shapes, circular polarisation
resulted in a more uniform temperature profile compared to linear and a sig-
nificantly lower range of temperatures in cylindrical samples {Table 5.1}. Linear
polarisation resulted in significantly higher mean temperatures in this experiment
than those achieved using circular polarisation. It is not immediately clear why
this is the case, as simulation results and measured results do not appear to corre-
late well for linear polarisation, but the very large range of temperatures present
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could perhaps indicate a resonance or standing wave pattern, that could not be
maintained for circular polarisation, but that was perhaps caused by imperfec-
tions in the production of the cylindrical sample. Regardless of the cause, this
could be an issue if the heated object is sensitive to large temperature variations
or susceptible to thermal runaway.
5.5.1.4 Comparison of simulated and measured results
Measured and simulated results appeared to fit well for most data points, with
the exception of results near to sample edges. These regions were expected to
be cooler than other parts of the sample as the greater surface area would pro-
vide greater opportunity for cooling and also appeared to be areas of lower field
intensity. The below-expected heating however, is most likely due to cooling by
evaporation being greater near to sample edges where again, the surface area is
larger. Whilst efforts were made to minimise this by ensuring samples were as
dryas could be before each run, some evaporation inevitably occurred. The sim-
ulations did not account for this change in enthalpy and all models were assumed
to be fixed masses. This simplification did not, however, significantly affect the
analysis as all edge anomalies where consistent across all samples and polarisa-
tions. The exception to these anomalies were for linear A polarisation in the
X direction, where cooling at the edges appears to have been offset by Ho very
uniform field and heating pattern.
Not all detail anticipated by simulated results was apparent from the measured
results. This is an effect of the measurement sampling, which was of too Iowa
resolution to detect all features shown in simulated results, most likely combined
with an inaccurate value for the thermal conductivity of the simulated sample.
For simulated models it was assumed to be the same as water, but without the
consideration of the effects of free convection within the sample, hence why sim-
ulated results appear to show less transient equalisation of temperature.
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Sample Polarisation Mean (oC) S.D. Variance Range Uniformity
srt-c, Index
125x50mm Circular A 20.77 1.08 1.17 3.3 0.39
Circular B 21.28 1.01 1.02 3.4 0.31
Linear A 21.34 1.19 1.42 4 0.36
Linear B 22.05 0.96 0.92 3.6 0.24
80x80mm Circular 24.3 1.90 3.63 6.3 0.30
Linear 23.02 1.70 2.88 5.5 0.34
80mm Circular 20.72 0.98 0.96 3.1 0.21
Cylindrical Linear 25.88 2.64 6.95 7.5 0.34
Table 5.1: Overall temperature uniformity statistics for agar samples and polar-
isations.
Sample Geometry Mean (oC) Variance Uniformity % Difference
and Polarisation Index AUf AUJ(x-y)
Circular A X 21.12 1.59 0040
125x50mm Y 21.19 1.23 0.35 13%
Circular B X 21.47 1.35 0.33
125x50mm Y 21.66 0.87 0.25 26%
Linear A X 22.03 0.08 0.07
125x50mm Y 21.29 1.63 0.39 139%
Linear B X 21.26 0.73 0.26
125x50mm Y 22.97 0.23 0.09 97%
Circular X 25.73 2.59 0.21
80x80mm Y 25.79 2.47 0.20 5%
Linear X 24.67 1.44 0.18
80x80mm Y 23.88 2.69 0.28 43%
Table 5.2: Geometry specific temperature uniformity statistics for agar samples
and polarisations.
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5.5.1.5 Conclusions
It is evident from this work that while in some cases a linear polarisation can
result in greater uniformity or higher mean temperature in an individual sample,
more often circular polarisation offers not only greater uniformity in individual
samples but has the important and useful characteristic of ensuring consistency
between samples. The processing of irregularly shaped objects becomes more
straightforward using circular polarisation as the field and object orientation be-
come essentially decouplod owing to the constant rotation of tho field. Correct
alignment with the field is then no longer an issue. This property would find
many useful applications in continuous industrial processes such as heating or
cooking of objects on a conveyor belt and allow many irregularly shaped objects,
that would otherwise be difficult to heat, to be processed with microwaves.
Linear polarisation can usually be used to provide a higher mean temperature
when the alignment of the object and field can be controlled and when temper-
ature ranges or thermal runaway in the heated object is not a significant issue.
However, for most applications, the greatest overall heating uniformity, lowest
range of temperatures and repeatable and predictable results can be attained
without consideration of the objects position, by the use of circular polarisation.
5.5.2 Uniformity in plants
The application of circularly polarised radiant fields, for improving heating uni-
formity in tomato plant components, is now considered.
5.5.2.1 Stems
A major problem encountered during pilot tests was the collapse of the main
growing stem, from cauterisation above the soil level, resulting in plant failure.
In addition, in the first greenhouse trial it was observed that some plant parts
experience severe cold shock, whilst other parts suffered burning along parts of
branches and leaf stems. The burning appeared nodal in nature and was effective
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Figure 5.14: Stem model configuration for polarisation investigations. Simulated
antenna waves incident from negative z direction.
over a short distance; approximately 1 cm. Increasing output power to compen-
sate for cold areas would prove ineffective and increase incidents of tern burning.
Simulations of stem configurations were performed to investigate the ff ts of
incident wave polarisation on the absorbed power, as a potential s luti n to this
Issue.
The stem model was set-up as shown in Figur 5.14 and di I tri pr p rti s
w re defined as for those measured in S etion 3. On simulation u d a lin arly
polarised antenna wave with the frequ ney and radiat d pow r U' d in th a tual
greenhouse experiments, viz. 2.45 GHz and 60 W. Th lin ar polarisati 11 was in
the V-direction. A second simulation used a cir ul rly polaris cl ant nna way .
Circular polarisation was right-handed, from th sour . Mod Is w r s lv d f r
the EM field distribution and data was r ported in th f rm of th v lumc p w r
loss density, along the geometry lin s d fined in Figure 5.14. VL was us d as
it is directly proportional to the in rea in temp ratur , i. . th t mp ratur
profile will follow the VLD profile. Simulation r ult are h wn in Figur , 5.1 r.: •
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Linear
Geometry direction X Xdiv Y Ydiv
S.D. 3726 23342 157720 203057
Meangeometry(kWm-3) 26.1 263
Meanpolarisation (kW m-3) 144
Uniformity Indexgeometry 0.143 0.894 0.600 0.773
Table 5.3: Uniformity statistics for simulated stem temperatures, along specific
geometries, using linearly polarised incident waves.
It is immediately obvious from Figure 5.15a that the linear wave results in sig-
nificant power absorption along parts of the branches Y and Ydiv• The results of
statistical analysis of this data are shown in Table 5.3 and indicate the difference
between minima and maxima along these stems is approximately a factor of 10.
This situation will clearly result in significant over and under-heating at various
points along the same stem and explains how them observed stem burn in the
greenhouse experiments occurs. In contrast to this, branches X and Xdiv show
relatively little variation between maxima and minima - around a factor of 2 for
Xdiv. This is reflected in the uniformity indices shown in Table 5.3, although
the mean is only one-tenth that for the Y-group, so consistency between the two
groups is poor. That is, the relative magnitude of absorbed power in branches
X and Xdiv are significantly lower than for the Y-branches and branch X shows
very little absolute power absorption at all. This explains the process behind the
plant parts that appeared to suffer severe cold shock despite being adjacent to
areas that suffered burning.
Figure 5.15b shows a more complex situation for the case of circular polarised
waves. Results of statistical analysis of this data is shown in Table 5.4. In the
Y and Ydiv branches, there is still a significant range of absorbed power density,
although the absolute maximum is lower than for the linear polarisation case and
in the case of Ydiv at least, the minima have increased, resulting in a less extreme
range. This would have the effect of reducing the likelihood of burning occurring
at a point along the stem whilst increasing the overall average power absorbed
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Circular
Geometry direction X Xdiv Y Ydiv
S.D. 83825 76175 128661 130836
Meangeometry (kWm-3) 141 221
Meanpolarisation (kW m-3) 181
Uniformity Indexgeometry 0.596 0.541 0.583 0.593
Table 5.4: Uniformity statistics for simulated stem temperatures, along specific
geometries, using circularly polarised incident waves.
by that stem, for the same radiated power. Unlike for the linear polarisation,
the branches X and Xdiv now show a level of power absorption approaching that
of the Y branches, i.e the mean VLD of the X -group and Y-group are not as
significantly different as in the case of linear polarisation (see Table 5.3). The
maxima of X and Xdiv are roughly the average of the entire branch group and the
minima are similar to the minima of the Y branches. Although from Table 5.4,
uniformity of the X branch is seen to have decreased compared to the linear case,
this needs to be viewed in context of the substantially higher mean VLD. Further-
more, the consistency in uniformity between X and Xdiv has improved greatly
(and similarly for Y and Ydiv), and the variation between uniformity between X
and Y groups has reduced, compared to the linear case, in Table 5.3.
It can be inferred that the X-branches will now experience average heating, albeit
with some cold spots, where before they would not be heated at all. Likewise, the
results suggest that, whilst the Y branches will experience some hot-spots and
perhaps burning, it will be to a lesser extent than for linear polarisation and all
temperatures would be closer to the average. This point is confirmed byobserv-
ing the the average temperatures in each two-section stem group. Here the EM
field distribution was linked to a thermal solver and the resultant average tem-
peratures found. The results are shown in Figure 5.16, where stems are heated
from an ambient temperature of 15°C until a steady-state is reached. A statis-
tical review of these results is presented in Table 5.5. The mean temperature of
both stem groups is similar, at 27 and 300G for linear and circular polarisation,
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Figure 5.16: Simulated stem temperature increase above ambient, in X and Y
stem geometries, for linearly and circularly polarised incident fields.
respectively. For linear polarisations, the range of average t mp ratures between
each stem group is 19.9°C, which is consistent with the results obs rv d in the
greenhouse. Using circularly polarised fields reduces this rang to 6.6°C. Linear
polarisation results in a range of temperature increase from microwave hating
that is over one-third of the mean temperature, compared to a on -tcnth variation
for circular polarisation.
The results and analysis presented here mak th case for u .ing ir ular pol ri-
sation, in order to improve heating uniformity and on ist n y of unif rmi ty in
the plants stems, compelling.
5.5.2.2 Leaves
A leaf model was created using th same characteristi s as for th st ms m d Is
and is shown in Figure 5.17 with definitions for geometry lin s indicated. IX
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Linear Circular
Geometry direction Xgroup ygroup XgrOUP Ygroup
T steady-state (oC) 17.12 37.05 33.30 26.72
Range (between X and X) (cC) 19.94 6.58
Meangroup (oC) 27.0S 30.00
% Difference to mean ±36.S2 ±1D.97
Table 5.5: Uniformity statistics for simulated average stem temperatures using
linearly and circularly polarised incident waves.
model combinations were created where the the wave is incident from a different
direction in each case. These are described in Table 5.6. All six model combina-
tions were simulated for linearly and circularly polarised antenna waves. After
solving for EM fields a linked thermal solution was found which described the
transient increase in average leaf temperature to the steady-state. These results
are shown in Figure 5.1S. The results of a statistical analysis for each model sim-
ulation are shown in Table 5.7 for linear polarisation and Table 5.S for circular
polarisation.
It can be seen that the range of resultant temperatures across all models (I-VI) is
similar for linear and circular polarisation, at 3°C and 3.2°C respectively. How-
ever, the mean temperature of the circular polarisation group was higher in all
cases except one, from the same radiated power. The range of temperatures
when expressed relative to the mean increase in temperature above ambient re-
veals that the circularly polarised wave results in greater consistency of average
leaf temperature, regardless of the angle of incidence of the radiated field. It can
therefore be said that a closer grouping of temperatures would occur between dif-
ferent leaves on a plant when circular polarisation is used, than for linear. Indeed,
the mean temperatures for orientation I and III in Table 5.7, which is effectively
demonstrating the effect of orthogonal linear polarisations, are 2cC apart. In con-
trast, the same orientations for circular polarisations shown in Table 5.S indicate
a range of only 1"C, despite the average temperature for each orientation being
higher than for the linear case. This is general trend is reflected by the average
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Figure 5.17: Geometry line definitions for leaf model simulations.
Incidence Direction
I Wave is incident perpendicular to face of leaf.
II As I, but with leaf rotated by 45° about its c ntr
III As I, but with leaf rotated by 90° about its centr .
IV Wave is incident on surface of leaf at an angle of 45°.
V Wave is incident on surface of leaf at an angle of 67°.
VI As V, but with leaf rotated by 45° about its c ntr .
Table 5.6: Definitions of incident wave direction for le f model imulati ns.
UI for both polarisation regimes, although the diffcron not as markc J a [or
the sterns; this most likely being due to tho le s r gular sh f th 1 av S.
Although revealing, by definition, the averag t mp r tur s f the I aves d not
describe the whole heating pattern within th 1 v 8. In rd r L r v 1 811 h
processes, temperature was plott d throughout th thr -dirn nsi nal .tru tur
of the leaf for orientations I-IV and both p lari ations. Th ' ar .h wn in Fig-
ure 5.19 and Figure 5.20 for linear and cir ular po1ari ati n, r 'p tiv ly,
Areas of overheating can be seen clearly on the stem-se tions f 1 av s for b th
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(a) Average leaf temperatures from using linear polarisation.
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(b) Average leaf temp ratur s from using ir ular polari ration.
Figure 5.18: Simulated average leaf temperatur for diff rent angle of wave in-
cidence/leaf orientation, using lin ar and ir ular polari ati n of equivalent radi-
ated power.
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Orientation I II III IV V VI
Tsteady-state (oC) 20.09 18.95 18.09 18.86 17.63 17.09
% Difference (to local mean) 8.9 2.7 -2.0 2.2 -4.5 -7.4
Local Mean (oC) 18.5
Range (as % of ATav) 87
Uniformity Index 0.311
Table 5.7: Uniformity statistics for simulated average leaf temperatures using
linearly polarised incident waves.
polarisations but a more general uniform temperature distribution is visible for
all models where circular polarisation is used. The selective nature of linear po-
larisation is most apparent in models I and III in Figure 5.19, where heating is
mainly in the direction of the polarisation (model III is model I rotated 90° with
respect to polarisation), with other sections remaining cold.
To further investigate the significance of the over-heating that was visible is Fig-
ures 5.19 and 5.20, temperature profiles were plotted for individual geometries,
as defined in Figure 5.17. These results are shown in Appendix C. The statistical
analysis of this data is shown in Table C.1 and Table C.2. It is informative to
compare the UI of the results presented in these tables, as the significance of the
mean temperature is removed when comparing the standard deviations for each
combination of geometry and leaf orientation. In the case of linear polarisation
(Table C.1), the UI for individual geometries can be seen to vary greatly along the
same geometry for different orientations of the leaf with respect to the on-coming
wave. Considering geometry A, for linear polarisation, values range from 0.48 to
1.05 - a percentage difference of 75%. For the case of circular polarisation and
the same geometry (Table C.2), the percentage difference is 46%. This shows a
much more consistent uniformity along the specified geometry is attained using
circular polarisation. The variance of UIs of the aggregated data in both tables
describes this consistency, with the overall variance of the linear mean tempera-
tures in all geometries being three times that of the equivalent geometries when
using circular polarisation. Variance is a useful indication of the consistency of
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Orientation I II III IV V VI
T steady-state (DC) 19.84 21.21 20.92 19.04 21.73 22.25
% Difference (to local mean) -4.8 1.8 0.4 -8.6 4.3 6.8
Local Mean (DC) 20.8
Range (as % of t1Tav) 55
Uniformity Index 0.205
Table 5.8: Uniformity statistics for simulated average leaf temperatures using
circularly polarised incident waves.
uniformity, as extreme data values are given more emphasis in its calculation.
Despite strong evidence for circular polarisation resulting in heating of leaf sec-
tions that would otherwise remain cold, the simulation results also indicate that
burning is still possible and this was in fact observed in the second and third
greenhouse experiments. Photographs of damage to leaf stems shown in Fig-
ure 5.21 correspond almost exactly with that indicated by the simulation models
shown in Figure 5.20. It is important to note however, that the leaves that were
damaged in Figure 5.21 continued to grow, whilst damage caused by burning
from linear polarisation nearly always resulted in total stem/leaf cauterisation.
This could be owing the fact that linear polarisation results in smaller, more con-
centrated, areas of high power absorption, as suggested in Figure 5.19d. This in
turn may be due to the formation of standing-waves within plant sections that
results in specific nodal burning. These standing-waves do not have the same
opportunity to be maintained when circular polarisation is used, as the node is
effectively moved as the phase changes, thus allowing the power to be spread over
a greater area thereby saving the plant section from complete destruction.
5.5.2.3 Fruits
The effect of geometry/wavelength on resonances and reflections inside fruit was
shown in Section 5.3. The effect of circular polarisation on heating patterns
within a spherical object, such as tomato fruits, is perhaps less intuitive. The
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(a) I (b) II
(c) III (d) IV
Figure 5.19; Simulated temperature distribution in leaf, from lin arly p lariscd
incident waves.
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(a) I (b) II
(c) III (d) IV
Figure 5.20: Simulated temperature distribution in leaf, from ir ularly polaris d
incident waves.
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(a) Example A. (b) Example B.
Figure 5.21: Typical damage on plant exposed to circularly polarised microwaves.
EM fields inside the fruit were found for linear and circularly polarised antenna
waves incident on the model shown in Figure 5.4. This fruit model has a 30 mm
radius - which is typical of the fruits on the variety of tomato plant used in the
greenhouse experiments.
From the EM field distribution a linked thermal solution was performed to find
the average fruit temperature in the steady-state. The r sults of these simula-
tions are shown in Figure 5.22. It can be seen from these results that th av rag
temperature is less dependent on the orientation of the fruit, with respect to
the incident field for circular polarisation than linear polarisation. Sp cifically,
a lower range of average temperatures results from using circular polari sation,
despite higher mean temperatures. This difference is highlighted by th hating
statistics shown in Table 5.9: the standard deviation about th mean i mu h
lower between the two circular cases, as is the percentage difference in th rang
between both polarisation regimes. Removing the influ nee of the m an by u ing
the VI reinforces this point. Nevertheless, it is also evident that both polarisation
regimes result in good consistency of average fruit temperatures when compared
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Figure 5.22: Simulated fruit temperature increase for linearly and circularly po-
larised incident fields.
to that of leaf and stem components. That is, several fruits on a plant arc un-
likely to experience significantly different average temperatur s owing to thor
orientation in the incident field. The results in Table 5.9 suggest inst ad that
the low mean temperatures observed in fruits could be a ignificant Db tacl to
heating the entire plant as increasing the radiated pow r to obtain a high r m an
temperature in the fruits will evidently result in burning in leav sand st ms, a'
demonstrated through simulations described above. A solution t this may b
to grow the plant using a particular radiated pow r until su h a 'tag is rea h d
where fruit is beginning to set. From h re on, p w r uld b in r d L 11-
courage fruit growth, at the expense of possible leaf damag . A similar hniqu
used in commercial greenhouses and reported by grow rs is the addi ti n f ,1 .-
trolytes to the plant liquid supply. This ha the eff et of ontr lling fruit quality
but to the detriment of the plant leaves.
It has already been shown in Section 5.3 that the dimcnsi ns of th fruit, r lativ
to the wavelength of the incident wave, can r sult in certain r s nan sand sph r-
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Linear Circular
Geometry direction X Y X Y
T steady-state (0C) 18.40 18.69 19.33 19.21
Mean (oC) 18.54 19.27
SD 0.204 0.082
% Difference of Tx and Yy 1.56 0.62
UI 0.011 0.004
Table 5.9: Uniformity statistics for simulated average fruit temperatures using
linearly and circularly polarised incident waves.
ical focusing of the field within the fruit. In order to gain greater insight into
how this phenomenon operates with using different polarisations, temperature
profiles were plotted along the geometry lines specified in Figure 5.4, at a time
when the average fruit temperature was in the steady-state. These temperature
profiles are shown in Figure 5.23. For the case of uniformity in the direction of
wave propagation, the statistics in Table 5.10 actually show greater, or at least
similar, uniformity is obtained for either orientation of the fruit with respect to
the field when linear polarisation is used and also have a lower standard deviation
of mean temperatures. The mean temperatures and UI for both circular polar-
isations however, indicate a greater consistency between orientations (i. e. they
are both very similar in value) as was shown in the analysis of average fruit tem-
perature above. Similar results were observed in regular samples in Section 5.5.1.
The temperature profiles through the width of the fruit reveal the effect the spher-
ical focusing (Figure 5.23b). It is evident from the profiles that uniform focusing
towards the centre of the fruit is only obtained when the field is polarised along
the direction of the fruit that is uniform (the cross-section is circular in one plane
only and irregular in the others). Consequently, an orthogonal linear polarisation
results in non-uniform refraction as the distance perpendicular to the tangent
at the air/fruit interface is not identical at all points along the interface. The
constant rotation of the E-field alignment when using circular polarisation goes
some way to eliminate this, as can be seen by the lower range of VI for circular
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Figure 5.23: Simulated fruit temperature profiles along geom try line.
Lin IX Lin I Y Circ I X Cir IY
Mean 18.6 19.0 19.7 19.6
SD 0.87 1.07 1.34 1.23
Variance 0.76 1.16 1.79 1.50
Range 2.76 3.35 4.11 3. 1
UI 0.241 0.267 0.282 0.266
Table 5.10: Uniformity statistics for simulated fruit tempcratur pr til aJ ng
path geometry using linearly and circularly polaris d in idcnt wav '.
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Lin IX Lin I Y Circ I X Circ I Y
Mean 18.9 18.4 19.2 19.4
SD 0.18 0.63 0.64 0.41
Variance 0.03 0.40 0.40 0.17
Range 0.68 1.95 2.03 1.44
UI 0.047 0.183 0.152 0.092
Table 5.11: Uniformity statistics for simulated fruit temperature profiles along
height geometry using linearly and circularly polarised incident waves.
Lin I X Lin I Y Circ I X Cire I Y
Mean 18.3 19.2 19.8 19.3
SD 0.46 0.32 0.37 0.51
Variance 0.21 0.10 0.14 0.26
Range 1.48 1.36 1.58 1.91
UI 0.139 0.075 0.077 0.117
Table 5.12: Uniformity statistics for simulated fruit temperature profiles along
width geometry using linearly and circularly polarised incident waves.
polarisation in Table 5.12. The discrepancy between UI for X and Yorientations
when using circular polarisation can perhaps be attributed to the imperfection
and handedness of the circular polarisation, as mentioned for similar effects in
stem simulations (Section 5.5.2.1.
A similar analysis can be applied for the temperature profile along tho height.
geometry line, shown in Figure 5.23c and analysed in Table 5.11.
Although it has been seen that linear polarisation can, at times, offer greatest
uniformity within individual fruit, the results presented show that using circu-
lar polarisation offers greatest consistency between fruits with similar levels of
intra-fruit heating uniformity. The main issue when heating the fruit, aside from
that of overall average temperature mentioned above, would appear to be the
127
5.5 Polarisation and heating uniformity
°C)21.5
20.5
19.5
18.5
17.5
Figure 5.24: Simulated steady-state temperature distribution in fruit model cross-
sections, from circularly polarised incident fields.
differential between the 'front' and 'rear' of the fruit, where the 'front' is the side
where the radiant field is first incident. This problem is common to both polar-
isations at the frequency used here (2450 MHz) and it's cons quen e on fruit
formation remain to be observed in greenhouse exp riments. Fruit damag from
over-heating would at least not appear possible, howev r. To illustrate this, a
graphic visualisation of the simulated temperature distribution in two orthog nal
planes of the tomato fruit model is shown in Figure 5.24.
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Chapter 6
Main Experiments
6.1 Methodology
The successful experiments in this section apply the findings of the dielectric
measurements, pilot tests and computer simulations to the growing of tomato
plants from seedlings to fruition. This is the first time such an experiment has
been reported and, as such, the emphasis is on the relative plant performance -
between microwave-treated and conventionally heated plants - rather than the
optimisation of a microwave process. With regards to microwave-treated plants
specifically, a particular emphasis is also placed on the relative performance of
plants heated with linearly and circularly polarised electric fields (as a means for
providing effective heating), in order to validate the findings of Section 5.
By this approach, the mechanisms by which a growing plant can be heated with
microwaves will be better understood. These findings can then be used to directly
inform the design and application of a microwave heating system for commercially
grown greenhouse crops. This will, in turn, allow efficiency improvements to be
calculated and implemented in the context of relative plant performance.
6.1.1 Data collection
It was seen in the work by Tietel et al. [3] that the temperature of plant com-
ponents vary between fruit, flowers and leaves etc. Furthermore, the work in
Section 5 showed that the same plant components can reach different temper-
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atures for different orientations in the applied field. It was thus decided that,
for the purposes of consistency of measurement, that all temperature measure-
ments were to be taken in two locations in the plant compost. Measurements
were performed at the side nearest to the antennas and the opposite side, using a
k-type thermocouple probe. Similar measurements, at opposite sides, were taken
for HC and CC plants. Ideally, temperature would be monitored using infra-red
imaging to reveal spatial variation of temperatures in detail. This technique was
not available, however.
In addition to recording plant temperatures, the height of each plant was recorded
periodically, as was the number of flowers, green fruit and red fruit. Furthermore,
the occurrence of the first buds, flowers and fruits was tracked. Collecting this
data allowed for the graphical reconstruction of the plants' performance with time
and also temperature. This provides a useful and informative way of quantita-
tively comparing the relative performance for given control variables viz. ambient
temperature, microwave power and polarisation of incident fields.
When facilities were available, the humidity of the two growing areas was also
recorded.
Qualitative indicators of plant performance and health were recorded photograph-
ically. The shape, size and colour of plant components provide useful indicators
of the plants' response to their environment, particularly when exposed to severe
cold or overheating.
The greenhouse trials described in this section are, to the best knowledge of the
author, the first of their kind to attempt to grow and investigate the performance
of live tomato plants over their entire life cycle of approximately 14 weeks.
6.1.2 Calculation of power and range
The microwave power required to maintain a temperature differential is depen-
dent on many factors: the thermal and dielectric properties of the plant, the
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Figure 6.1: Estimated volumetric power loss density in plant at a given range,
for different antenna elements.
physical size and shape of the plant, the ambient air temperature and also the
fluid properties of the air.
The results of several computer simulations (of which Figure 5.15 in Se tion 5 is
typical) show that a power dissipation of 100-200 kWm-3 is required to main-
tain a minimum of lOoC temperature difference in th plants. By th n using th
antenna characteristics described in Appendix A.2 and th di le tri pr p rti s
measured in Section 3, the range required (for a fixed gain and radi ted power) to
achieve the necessary electric field that results in thi de ir d volum 10 density
was calculated. This is shown graphically in Figure 6.l.
As the estimated VLD in Figure 6.1 is assum d to b uniform within th plant,
the range shown in Figure 6.1 can be consid red, at b-st, the minimum .af rang
for the desired temperature rise. This is b eau it has been shown that th r will
also be areas in the plant that will have significantly higher VL (and imilarly
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areas significantly lower) for any given range. As such, the range may need to be
increased if localised burning occurs. Despite these limitations, this method pro-
vides a useful starting point for obtaining adequate heating, without destroying
the plant, in the absence of a suitable automated closed-loop feedback system for
power regulation.
A temperature increase of .6.lO°Cwas chosen as it is approximately the average
increase above the UK mean temperature required to grow tomatoes and was
judged to be attainable with the available equipment.
6.2 First greenhouse trial
6.2.1 Set-up and procedure
'Minibel' variety tomato seedlings were propagated and similar plants chosen to
create the set shown in Figure 6.2. From this set, three groups were selected to
form the hot control (HC), cold control (CC) and microwave (MW) groups. As
in pilot test B, the MW and CC plant groups were grown in the same greenhouse
with a low ambient temperature (15°C) and the HC plant group was grown in a
separate greenhouse with optimum ambient temperature (27°C). Plant numbers
correspond to plants from the initial planting group and are not consecutively
numbered for each group.
Pilot test results suggested that plants were being under-heated. Increasing avail-
able power (i.e. moving the antennas closer) resulted in burning, however. As
the findings of Section 5 indicated more uniform heating is possible when the inci-
dent fields are circularly polarised, an antenna element was designed to facilitate
this. The technical design and characteristics of this antenna are described in Ap-
pendix A.2. In order to provide more available power form one antenna source,
the antenna was designed to accept four inputs from the generating equipment
and thus had a maximum radiated power of 72 W. The antenna and clamp stand
arrangement for circularly polarised fields is shown in Figure 6.3. Plants were
arranged such that one, mounted on a clinostat, was in the direct path of the
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Figure 6.2: Experiment I: Plant groups at start of first main experiment.
antenna array for circular polarisation. A further plant, on a static mount, was
positioned at the angle of 3 dB power, about the antenna centre. This is re-
ferred to hereupon as the offset plant and was to compare the plant performan e
when heat is provided to only one side of the plant and when heat i provided to
all sides (through rotation of the plant). Secondly, being positioned off-axis, a
specified, will result in the static plant receiving approximately half of the power
of the rotating plant. The purpose of this was to enable comparison of plant
performance when heating rates (and therefore temp rature) differed.
In addition to the circularly-polarised antenna lement, a singl linearly v rti al
polarised (LVP) dual-square patch (DSP) antenna, as used in th pilot tests, was
positioned in front of a third plant mount d on a clino tat (Figur 6.4). This
antenna had a maximum radiated power of 18 W. Th pur] was t mpar
the heating rates and plant performance to tho e r c-iving ir ularly-polaris d
microwaves. With this arrangem nt, it wa expe t d that the .ff t of avcrag
plant temperature and localised plant t mp ratur ould b di stingui ih d an 1
the effects of polarisation and power compar d to th plant riving ircularly
polarised fields.
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Figure 6.3: Experiment I: Four-element circular patch antenna with notches con-
figuration, for two plants positioned on a static mount and a clinostat.
6.2.2 Experiment progress
At the start of the experiment, all plants were 13 cm high, m asured from th
surface of the soil, vertically to the level of the highest point of the plant.
A link-budget analysis of equipment power is given in Appendix A. To maintain
the required field where the plants were positioned, the antenna di tanc were
initially set at 35 cm for plant 13 (with the DSP antenna) and 55 m for th
circular array plants 6 and 7. This results in an stirnat d av rage fiell tr ngth
of approximately 200-300 Vm-1, which corresponds to a VLD f 15-35 kWm,-3
and was deliberately cautious to avoid damaging th plant arly in th tri 1.
After one week, the growth of plant 7 obstructed th rotati n f plant 6 and th
leaf edges appeared burnt. Plant 7 was rotat d by 1 0° t r mov this b .tru -
tion. More generally, parts of I av s of plant 6 app ar d t b b drying wh n
inspected closely and slight damage was visible on a leaf on plant 7. Ant nnas
were moved to 65 cm for plant 6 and to 50 cm for plant 7. Th nt nna for pl ut
13 was moved 5 cm closer, to 30 cm. This was a pr cautionary m ur ' s il
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temperatures did not indicate over-heating.
After four weeks, significant cold damage was visible on plants 3, 4 and 12 of the
cold control group. This is shown in Figure 6.5a. The CC plants were however,
also producing flowers.
The MW plants were also showing signs of under-heating with the leaves becom-
ing curled and dark and, although the condition was superior to the CC plants,
the MW plants were visibly inferior to the HC plants - a typical example of which
is shown in Figure 6.5b. The performance and quality of the MW plants can be
seen in Figures 6.6 to 6.8.
At this point, fruit had begun to set on trusses on the HC plants. Leaves were
generally larger and paler than on the CC and MW plants, but with lower plant
leaves suffering from significant discolourat ion and drying. This is a natural con-
sequence of the plant development as it produces fruit and indicates that not all
discolouration and drying of the microwave plants is a consequence of microwave
treatment.
At this stage, the height position of the circular array antenna was raised 15 em
to match the growth of plant; ensuring the beam centre remained approximately
directed at the plant centre.
After approximately two months of microwave exposure, yellow and purple marks
were clearly visible on the leaves of plants 6 and 7, with some on plant 13 (Fig-
ures 6.9b, 6.10b and 6.11b). These would appear to be the development of the
cold damage detected in the previous weeks and an indication of insufficient power
being absorbed by the plants. Similar mottled purple patterns were present on
the CC plants - 3, 4 and 12 - although with slightly less yellowing. This suggests
that the yellowing is not a consequence of burning, but a chemical response by
the plant at the boundary between areas of cold damage and areas of adequate
heating. That the microwave plants have more areas of adequate heating, as re-
vealed through simulations, would then explain why this effect is more prevalent
on the MW plants. The general condition of the plants is shown in Figures 6.9a,
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6.lOa and 6.lla.
The leaves on plant 13 (Figure 6.9b) were very dark and showed severe curling
as a result of exposure to cold air. However, there were still areas of plant 13
that showed burn damage from the microwaves, despite the apparent general
under-heating of the plant and the lower radiated power from the DSP antenna.
In fact, plant 13 was observed to have approximately four times the number of
brown patches on leaves that were attributed to areas of over-heating, than plant
6 and 7. This corroborates the results of the simulations in the previous section,
which indicated that little average heating would occur when using a linearly po-
larised antenna beam, but that localised burning and damage would still occur.
Plant bud and fruit development was continuing, however.
Plant 6 was moved laterally into the path of the main antenna by 10 cm. No
obstruction to plant 7 was caused. The range of all antennas was also reduced by
5 cm because of evidence of insufficient heating and an apparent lack of damage.
As fruit was starting to set and the plants matured, ensuring the high quality
of the leaves was not as critical and higher absorbed power (and temperature)
would encourage fruit development.
6.2.3 Plant condition at end of experiment I
Figure 6.13 shows MW plant 6 at the end of the experiment. It can be seen that
the plant has grown into a larger volume than the CC plants in Figure 6.22. Many
leaves however, such as those shown in Figure 6.14, are of only marginally better
quality (in terms of size, shape and texture) than the leaves 011 CC plants (Fig-
ure 6.25), although MW leaves are not as severely cold-shocked. It would appear
that the microwaves coupled readily to the stems, as suggested by simulations,
allowing healthy growth where burning does not occur. As expected, it appears
that leaves do not absorb as much microwave power, nor retain thermal energy
as readily, hence their apparent lower growth performance relative to stems.
The visual quality of plant 7 can be seen in Figure 6.19 to be similar to plant 6,
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Figure 6.4: Experiment 1: Dual-square patch antenna configuration for a plant
positioned on a clinostat.
(a) Leaf discolour at ion typical of old (b) Strong gr wth typi al of hot 11-
control plants. trol plants (om leaf lis I urati n).
Figure 6.5: Experiment I: Hot and Cold ontrol gr up pl nts aft rIm nth.
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(a) Growth performance. (b) Leaf damage and discolouration.
Figure 6.6: Experiment I: Plant 6 (MW ICP) after 1 month exposure.
(a) Growth performance.
Figure 6.7: Experiment 1: Plant 7 (MW ICP loffset) group aft r 1 month C'xp LIre.
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(a) Growth performance. (b) Leaf damage and discolouration.
Figure 6.8: Experiment I: Plant 13 (MWjLVP) after one month expOsure.
(a) Growth performance.
Figure 6.9: Experiment I: Plant 6 (MW jep) aft r two months xp SUI'
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(a) Growth performance. (b) Leaf damage and discolouration.
Figure 6.10: Experimcnt I: Plant 7 (Mw/er /offsct) after two mouths exposure.
(a) Growth performance. (b) Leaf damag and dis I urati n.
Figure 6.11: Experiment I: Plant 13 (MW/LVP) aft r two m nth' xp 'ur .
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(a) Growth performance. (b) Leaf quality.
Figure 6.12: Experiment I: Typical plant from hot control group after two months.
despite receiving a lower incident power flux density owing to its off-axis position.
Nonetheless, growth was also vigorous compared to CC group plants (Figure 6.22)
and fruit had set on several trusses, as shown in Figure 6.17. The consistency of
fruit setting was poor, however, with some trusses having two or three ripe fruits
amongst undeveloped flowers and other trusses having several smaller, unripe,
fruit. The leaf and flower quality shown in Figure 6.18 was similar to plant 6 and
superior to all CC group plants - where flowers had begun to dry and leav wer
small and dark purple in colour. Fruit set on CC group plants wa also minimal
(Figure 6.24a) and sporadic. Where fruit did set, the size was typi ally v ry 'mall
« 1 cm diameter), as shown in Figure 6.24b.
Figure 6.19 shows plant 13 at the experiment end. Despit re iving an v n 1 w r
incident power flux density that either plant 6 or 7, the plant still grew into a siiui-
lar volume to the other MW plants. This could be owing to the v rti al lignm nt
of stems with the polarisation of the incid nt field and provide an cxplanati n
for tall, healthy stem growth, despite poor leaf p rforrnan e. Ind - d, many 1 av s
showed signs of cold shock, as on plants 6 and 7, but also had many inst ne s
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(a) Front. (b) Reverse Angle.
Figure 6.13: Experiment I: Plant 6 (MW/CP) at end of xperiment.
of leaf burn; a typical example of which is shown in Figure 6.21b. Flower condi-
tion, as shown in Figure 6.21a appeared to be identical to thos on plants 6 and 7.
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(a) Full truss of unripe fruit.
(b) Rip fruit.
Figure 6.14: Experiment I: Fruit n plant 6 (MW le ) at nd f xp rim nt.
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(a) Flower quality. (b) Leaf quality example.
Figure 6.15: Experiment I: Leaf and flower on plant 6 (MW/CP) at end of
experiment.
(a) Front.
Figure 6.16: Experiment I: PJal1t 7 (Mw/er/offset) at end of cxp(~rinlellt.
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(a) Ripe fruit.
(b) Unrip fruit.
Figure 6.17: Experiment I: Fruit on plant 7 (MW/ / ff t) at nd f xpcri-
m nt.
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(a) Flower quali ty. (b) Leaf quality example.
Figure 6.18: Experiment I: Leaf and flower on plant 7 (MW/CP/offset) at end
of experiment.
(a) Front. (b) R v rs Angl .
Figure 6.19: Experiment I: PI nt 13 (MW/LVP) at nd f xp rim nt.
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(a) Full truss of unripe fruit.
(b) Full truss of unrip - fruit.
Figure 6.20: Experiment 1: Fruit on plant 13 (MW/LVP) at nd f xp rim nt.
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(a) Flower quality. (b) Leaf quality example.
Figure 6.21: Experiment I: Leaf and flower on plant 13 (MW/LVP) at nd of
experiment.
Figure 6.22: Experiment I: Cold control group at end of xpcrim nt.
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Figure 6.23: Experiment I: Hot control group at end of xp rim nt.
149
6.2 First greenhouse trial
(a) Flowers on plant 3. (b) Flower and fruit on plant 4.
Figure 6.24: Experiment I: Flowers on cold control group plants at end of exper-
iment.
As was expected and suggested by simulation results, stem burning 0 curr d on
all plants, regardless of the field polarisation used. Incid nces of st m burning
were, however, more frequent on plant 13 - that had be n exposed to linearly po-
larised microwaves - than on plants 6 and 7, that had been exposed to circularly
polarised microwaves. Furthermore, the severity of burning was often more s vcr
on plant 13, with many stems failing complet ly or having th -ir growth checked
shortly after development. Figures 6.27 and 6.28 show examples of damag aft r
stem burning that match closely to the scale and locations pr di t d thr ugh
simulations. Interestingly, not all damage results in st m failur , as is' n by
subsequent fruit development on the stem in Figur 6.27a. Thi sugg its that,
although stem damage appears to occur rapidly (in 1-2 days), if th br n h r
stem is growing quickly it can often withstand the damag . This is du t th in-
creasing length of a growing stem altering the geom-try-dep nd nt fi Id patt 1'11
in the stem, as shown in Section 5. This r sults in the po ition of th h t- sp t
moving slowly along the stem as it grow, reducing th on ntration f p w r
and therefore minimising damage. This effect is mo t evident in Figures 6.278,
and 6.28b, where the area of damage is larg and the plant st m has r
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(a) Leaf on plant 3. (b) Leaf on plant 4.
(c) Leaf on plant 12.
Figure 6.25: Experiment I: Leaves on cold control group plants at nd f xp I'J-
ment.
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(a) Cold control. (b) Microwave-treated. (c) Hot control.
Figure 6.26: Experiment I: Comparison of leaves from three plant groups.
(a) (b)
Figure 6.27: Experiment I: Exampl s of stem burning, using lin ar polaris tion,
at end of experiment.
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(a) (b)
(c)
Figure 6.28: Experiment I: Examples of stem burning, u ing ir ular polarisati 11,
at end of experiment.
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Plant leaves from each group are shown for relative comparison (of appearance)
in Figure 6.26. Leaves from CC group plants appear generally smaller than MW
plant leaves, which in turn appear smaller than He plant leaves. The small sam-
ple sizes makes this observation difficult to validate statistically though.
The most striking difference between leaves from each group is the colour and
texture. Those shown in Figure 6.33a are purple and brown through prolonged
exposure to cold air. The MW group leaves (Figure 6.33b) are generally healthier
looking with localised areas of possible cold-shock together with areas of possible
over-heating, as anticipated from computer simulations.
Leaves from HC plants (Figure 6.26c) are a much paler green colour and smoother
in texture. This is due to the more uniformly warmer growing environment and
higher absolute temperature. The paleness is also attributable in part to the
later stage of development of He plants, where most plant resources would be
utilised in fruit development (with a detrimental effect on the leaves). It is of note
that many HC plant leaves were also brown, crisp or otherwise discoloured and
curled, although most usually on older leaves on lower branches. This is clearly a
result of a natural process but also indicative that not all leaf abnormalities are
a consequence of microwave treatment or low ambient temperature.
6.2.4 Analysis
Experiment I showed that the leaf, bud and flower quality of tomato plants heated
with microwaves was superior to that of cold control plants, but also underper-
formed when compared to conventionally heated plants (grown at the optimum
temperature). Figure 6.29 shows the progress of plant height over the duration of
the experiment. It can be seen that progress between groups is initially similar.
At the experiment end, the average height of the MW plant group is much greater
than the ec plants, which grew poorly, but still slightly outperformed by the HC
plants. These results show that, by heating the plants with microwaves, the main
plant stem and branch structure can be formed to a very similar standard as that
achieved by conventional heating.
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When key indicators of plant progress are plotted however, as in Figure 6.30,
the subsequent performance of the microwave (and CC) plants is revealed to be
delayed, when compared to the progress of HC plants. That is, the development
of flower and fruit etc. occurs later for MW plants than on HC plants. The delay
also increases for each subsequent event owing to the cumulative effect of each
delay. Despite this, the MW plants again significantly outperform the CC plants.
The reasons for the delay in the key events shown in Figure 6.30 can be attributed
to the temperatures of the plant components. This is because, although it has
been shown above that the plant stem structure can form readily under microwave
heating, poor leaf development occurs owing to the lower average temperature in
the leaves, compared to the stems. Failure for the leaves to develop fully therefore
slows plant progress and results in a lack of plant resources for subsequent fruition.
The lower heating of the leaves is not a symptom of the inability for microwave
heating to heat the leaves, per se however, but rather due to the limitation on
increasing the available microwave power imposed by the ease at which the stems
burn.
During experiment I, the incident power density on the MW plants was only
one-fifth of the estimated requirements. The resultant heating was therefore
significantly lower than anticipated. The effects of this temperature on plant
performance are shown in Figure 6.31. The height is revealed to be clearly and
linearly dependent on the temperature of the plant, as was shown above. A
greater dependence on temperature is revealed by fruit formation however. This
is further evidence that the low leaf temperatures lead directly to reduced fruit
formation.
In experiment I, the use of a clinostat appeared to not have any appreciable effect
on plant performance, with any relative superiority being entirely attributable to
a higher power and temperature.
Although linear polarisation resulted in more plant damage, the effect on fruit
formation appeared negligible. This is most likely due to the regular shape and
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(relatively) large size of the fruit.
Experiment I was deliberately cautious in its execution, which resulted in signifi-
cant under-heating. Regardless, fruit-bearing plants were successfully grown and
an understanding of the heating mechanisms and limitations gained.
6.2.4.1 Note on polarisation quality
An important consideration when analysing the results of experiment I is the
quality of the circular polarisation achieved. Owing to a workshop error, the
phase rotation achieved was, in fact, not perfect. The result of this imperfection
was to make the vertical component of the electric-field effectively 50% greater in
magnitude than the horizontal, making the resultant polarisation elliptical and
aligned in the vertical direction.
Experiment I was continued using this imperfect antenna, with a new antenna to
be constructed for experiment II. This was to gain further insight into the effects
of polarisation on plant performance and to allow an initial assessment of the
plant sensitivity to polarisation to be made.
Further implications of this are discussed, in context of the results, in the analysis
of experiment II.
6.3 Second greenhouse trial
6.3.1 Set-up and procedure
As per the first experiment, 'Minibel' variety tomato seedlings were propagated
at 27°C for three weeks before being potted on to 6 inch diameter plant pots and
transferred to a holding greenhouse, where the ambient temperature was 20°C.
Slow release fertiliser and water-retention gel was added in equal measure to the
compost of each plant, in order to ensure sufficient nutrition as the plants grow.
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This was to avoid mistaking nutrient deficiencies for microwaves effects.
After a further two days, the plants were divided into subgr ups: plants 1, 7 and
12 constituting the MW group; plants 2, 4 and 6 onstituting th H gr up; and
plants 5, 8 and 12 as the CC group. Th -s are shown at th xp rim nt start
in Figure 6.34 The HC group was transferred to th hot gr nh U' ,wh I' th
temperature was set at 27°C and the MW and Id
greenhouse, where the ambi nt air temp ratur was f
the intermediate greenhouse was to r duce th possibl sh k fa iudd n han
of t mp rature resulting in damage or ff ts t th plant that c uld b. mist.ak 11
for microwave effects. Th ambient day and night t mporatur f r b th gr . n-
house are shown for the xp rim nt dur ti 11 in Figur 6.33.
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6.3.2 Experiment progress
At the start of the trial, the generating equipment and radiated power was as for
the first trial and antennas and plants arranged as in experiment I and shown in
Figure 6.32. The range between plant and antenna was 30 em for plant 1, which
was positioned on a clinostat in front a the circularly polarised array; 42 em for
plant 7, that was statically positioned and offset from the circularly polarised
array; and 28 em for plant 12, which was positioned on a clinostat in front a
the horizontally/linearly polarised antenna. This was closer than the first trial in
order to improve overall heating, although still a cautious starting range - with
VLD ranging from 25-55kWm-3• The linearly polarised antenna element (plant
12) was rotated 90° about the axis of propagation so that the linear polarisation
was in the horizontal direction (LHP), rather than the vertical direction used in
experiment I.
The purpose of the second trial was to verify the findings of the first trial and
to improve upon the plant performance results by increasing the incident power
flux density. In addition, the second trial was to further highlight previously un-
known effects that occur when heating plants with microwaves, so that a better
understanding of the heating mechanisms within the plant could be achieved.
After two weeks the range of the antenna to plant 1 was increased to 35 em
after damage was observed on a leaf stem that had begun to burn. Very slight
damage to the edge of a leaf was observed on plant 7, but the antenna range was
maintained. Plant 12 was starting to shown signs of cold damage - with leaves
beginning to curl - and buds were beginning to form.
After one month, with the plants still young, relative humidity was 31% in the
cold greenhouse and 29.3% in the hot greenhouse. Although the readings were
similar, it can be inferred that the air in the hot greenhouse was more moist than
in the cold, owing to the greater saturation point of warmer air, i.e. the warm air
can consist of a greater proportion of water vapour than cold air. This suggests
a greater rate of transpiration by the He plants, which in turn is indicative of
their more vigorous growth. Towards the experiment end, the relative humidity
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Figure 6.32: Antenna and plant configuration for experiment I and II.
of the He greenhouse had increased to 56%.
After a month and a half, the flowers on the CC plant appeared to be drying
up, with only a few beginning to develop into very small tomatoes, the largest
of which were 6 mm in diameter. The fruit on the microwave plant measur d
approximately 30 mm in diameter for the largest fruits, with similar sizes and
larger quantities on the HC plants. The flowers on the MW plant were in g od
condition and many had begun to set fruit. On HC plants, fruit had alr ady
developed, mostly fully-ripened and begun to fall. The leaf condition of th H
plants had started to deteriorate as the plants reached th end of th -ir lif - y I .
6.3.3 Plant condition at end of experiment II
Growth of MW plant 1 - which was position d on a clinostat in th dir t path
of the radiated power and exposed to circularly polari d fi Id - an b. cen ill
Figure 6.35 to have been strong. The plant occupied a larg volum and I af v-
erage was dense. The quality of the leaves can b seen in Figur 6.36 t b mu h
improved over the first trial, with little discolouration from cold- hock. This is
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(a) Cold control group.
(b) Hot control group.
(c) Microwav group.
Figure 6.34: Exp riment II: Plant groups at xp rim nt start.
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due to the increased incident power flux density compared to the first trial. There
is still, however, significant curling of the leaves as in the first experiment, which
suggests heating is still inadequate for growth comparable to He plants (Fig-
ure 6.52). At the power levels used though, stem damage was beginning to occur
and is shown in Figure 6.37. Although many stems in Figure 6.37 recovered some-
what from the damage, stem burning is nonetheless detrimental to overall plant
performance. These results - achieved using the highest incident power density -
confirm that the stem heating mechanism defines the limit in microwave heating
for tomato plants and, although apparently adequate for strong growth, is such
that simultaneous adequate heating of the leaves is difficult and improbable with
the set-up described here.
Fruit-set on plant 1was very good. Figure 6.38a shows a full truss of fruit devel-
oped after approximately 70 days. The same fruit, once ripened, can be seen in
Figure 6.38. The fruit is large and uniform in shape, with no apparent external
or internal damage or defects. Other parts of the plant had fruit set, as shown
in Figure 6.39, although this was smaller, more sporadic in location and unripe.
Although not full trusses, a clear improvement is seen compared to MW plants
in experiment I. That more power was available during the second experiment
and that fuller trusses were lower on the plant (and thus nearer to the antenna
and higher power density) suggests a pure temperature dependence on fruit de-
velopment, although again, the effect of microwaves or field polarisation cannot
be ascertained or discounted statistically with such a small sample size.
Plant 7 grew to a similar standard as plant 1 and can seen in Figure 6.40. Al-
though, because of its position, plant 7 was exposed to lower incident power
density, it grew to occupy approximately the same volume as plant 1. In ad-
dition, and although plant 7 was mounted statically, growth was only slightly
stronger on the side nearest the antenna (Figure 6.40a) compared to the side
furthest from the antenna (Figure 6.40b). This is most likely due to the rela-
tively 'thin' nature of the plant and shows that the issue of heating uniformity
is mainly limited by localised heating effects in plant components, provided that
the average delivered power is generally enough for healthy growth. That is, the
variation of temperature in the direction of propagation is significantly lower than
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(a) Front Angle. (b) R v rs angl .
Figure 6.35: Experiment II: Plant 1 (MW/CP) at xp rim nt nd.
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(a) Front Angle.
(b) Rev rse angl .
Figure 6.36: Experiment II: Plant 1 (MW/CP) loaf quality at Xperimcnt nd.
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Figure 6.37: Experiment II: Examples of stem burning on plant 1 (MW/ P) at
experiment end.
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(a) Full truss of unripe fruit, after 70 days.
(b) Fruit at exp rim nt end, aft r rip nin .
Figure 6.38: Experiment II: Full truss of fruit n plant 1 (MW/ ).
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Figure 6.39: Experiment II: Unripe fruit on plant 1 (MW ICP) at experim nt
end.
the variations along certain geometries (and also reduce at a constant rate) and
are thus less significant with respect to heating uniformity.
Leaf quality on plant 7 was slightly poorer than on plant 1, with many di colour d
or small and curled leaves as shown in Figure 6.41.
As would be expected, the fruit on plant 7, shown in Figure 6.42 w r small r
and fewer in number than on plant 1. Truss w r mo tly fill d with fruit how-
ever, which would suggest that circular polari ation do n t adv r ly aff ct the
distribution of fruit on the plant and truss and any u h ffe t n plant 1 arc
due to natural variation.
Plant 12 was positioned on a clinostat and w subj t d to lin ad p laris d mi-
crowave fields of approximately the 'am pow r as plant 7. r wth was vigor Uti
on all sides of the plant and is hown at the nd f th xp rim ut in "igur 6.43.
The axis of polarisation was however, rotat d by 90° f r th ' nd xp rim ut
so that fields were horizontally align d. Th tern imulation in ti 11 5 indi-
cated that a stem aligned perpe ndi ular to th axi f p I ri sati n w uld r uv
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(a) Front angle. (b) Reverse angle.
Figure 6.40: Experiment II: Plant 7 (MW/CP /offset) at experiment end.
(a) Typical leaf showing some cold damag .
Figure 6.41: Experiment II: Leaves 011 plant 7 (MW/ /ollsot) at ixp 'rim 'nL
end.
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(a) Full truss of unripe fruit.
(b) Several tru es amongst plant.
Figure 6.42: Experiment II: Fruit all plant 7 (MW/ P/ofh;et) at (~Xp<.ritrlCllt. encl.
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negligible heating, whilst those perpendicular to field polarisation would receive
significant heating with potentially damaging hot-spots. It is seen in CC plants,
both in the first experiment and the second, that under-heating stunts growth
and results in reduced plant height. It is therefore apparent in plant 12 that little
heating of the central stem occurred and as such, its height is significantly shorter
than either of the other microwave plants (see Figure 6.47 for comparison) and
is actually similar to the CC plants in Figurte 6.48. Furthermore, the height is
also significantly shorter than the equivalent plant that received vertically po-
larised fields in experiment I. Interestingly, side-stems and branches on plant 12
performed well and it can be seen in Figure 6.47 that the horizontal growth of
the plant was greater than either of the other MW plants.
Fruit formation on plant 12 was very good, perhaps owing to the nature of the
alignment of the fruit trusses, i. e. they are generally horizontally aligned, and
thus with the electric field polarisation. Trusses were generally fully populated
although there was a significant range in fruit sizes. Both of these points are
illustrated by Figure 6.45. No fruit was damaged, although no fruit had fully
developed and ripened either. Both could be attributed to the lower incident
power density however, fruit did ripen on plant 7, which received a similar power
but circularly polarised fields. As the sample size is small, it is difficult to ascer-
tain whether the circularly polarised fields that result in marginally greater fruit
penetration encourages faster ripening, or whether this is due to purely natural
variation or indeed, purely lower absolute power. Many flowers had failed to be-
gin to develop fruit at all, as shown in Figure 6.45a, although they were healthy
in appearance. Leaves in the vicinity of flowers/undeveloped fruit were also small
and slightly curled, compared to the larger leaves around fruit trusses such as
those shown in Figure 6.45b. This suggests development stagnation is a result of
inadequate power distribution.
Microwave group plants 1 and 7 had leaves that were generally all of intermediate
quality. Plant 12 however, generally had leaves of distinct poor quality and also
higher quality. Leaf damage typically occurred in places suggested by leaf simu-
lations and can be seen in Figure 6.46 to be similar to that observed for plants 1
and 7.
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11111111 ,
(a) Front Angle. (b) Reverse angle.
Figure 6.43: Experiment II: Plant 12 (MW/LHP) at experiment end.
Cold control group plants (Figure 6.48) grew significantly shorter than HC and
MW plants and leaves were of vastly inferior quality. Many were curled and
rough in texture, with brown patches common. This confirms that similar effects
found on MW group plants are a result of exposure to cold air, rather than any
microwave effect. Some leaves, such as that in Figure 6.51c had effects similar to
burning, but are now evidently revealed to be a natural defect. Plant develop-
ment was generally sporadic, with flowers being slow to develop and extremely
small, unripe, fruit occurring infrequently and often in isolation. This is common
across all CC plants and is shown in Figure 6.49 for plant 5, Figure 6.50 for plant
8 and Figure 6.51a for plant 14. Further fruit development on CC plants was al 0
unlikely as many flowers, such as those shown in Figure 6.50c, had begun to dry
up.
The growth of MW plants appears chaotic. However, when the results arc con-
sidered relative to the growth patterns of HC plants, shown in Figure 6.52, the
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(a) Full truss of unripe fruit.
(b) Full tru .. f unrip fruit.
Figure 6.44: Experiment II: Fruit on plant 12 (MW/LH ) at xp rim 'Ht nd,
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(a) Buds and flowers on plant. (b) Trusses of fruit amongst leaves.
Figure 6.45: Experiment II: Fruit trusses and flowers on plant 12 (MW/LHP) at
experiment end.
Figure 6.46: Experiment II: Typical leaf quality on plant 12 (MW/LHP) at ex-
periment end.
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Figure 6.47: Experiment II: Microwave group plants at experiment end.
Figure 6.48: Experiment II: Cold control group plants 5, 8 and 14, at experiment
end.
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(a) Fruit size. (b) Fruit quality.
(c) Quality and qnantity of flowers.
Figure 6.49: Experiment II: Plant 5 (CC) components at experiment end.
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(a) Fruit and leaf size. (b) Fruit and flower quality.
(c) Quality and quantity of flowers.
Figure 6.50: Experiment II: Plant 8 (CC) components at xperimcnt end.
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(a) Fruit size. (b) Fruit quality.
(c) Quality and quantity of flowers.
Figure 6.51: Experiment II: Plant 14 (CC) components at experimcnt end.
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Figure 6.52: Experiment II: Hot control group plants 2, 4 and 6, at experiment
end.
random nature of the plant growth can be observed to be typical of this variety
of tomato plant. The superior performance of HC plants is almost entirely at-
tributable to the higher ambient air temperate. Leaves were of pale green colour,
fiat/thin in shape and smoother in texture (Figure 6.53b), compared to both
CC and MW plants. The superior development of the leaves clearly hastens the
onset off fruit formation and the high ambient temperature encourages ripening.
Furthermore, the even distribution of temperature allows for consistent and reg-
ular fruit formation across the plant (Figure 6.53), and most fruit can be seen
to develop simultaneously (Figure 6.53a); as is typical for a healthy plant of this
(determinate) type.
6.3.4 Analysis
From Figure 6.54 the performance, in terms of height, of HC plants can be s n
to be superior to that of MW and CC plants and increa es at a similar rate
for most of the experiment duration. These results are consist nt with the first
experiment. Performance of MW plants are still superior to CC plants though,
where performance plateaus after around two-months' growth.
The rate of growth for microwave plants appears to increase when incident power
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(a) Fruit quality and size. (b) Leaf quality.
(c) Fruit truss distribution.
Figure 6.53: Experiment II: Hold control group plant compon nt at experim nt
end.
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density is increased and decreases when power density is decreased (i. e. growth
rate changes correspond to antenna range changes), again indicating the temper-
ature dependent nature of the plant performance.
The key indicators of plant progress, shown in Figure 6.55, show that, as in exper-
iment I, the growth of MW plants lags that of the HC plants. More specifically,
MW plants do not form fruit until three weeks after the first fruit on a HC plant,
although it is a further three weeks before fruit begins to form on a CC plant -
that never ripen.
Although, as in the first experiment, the delay between each event appears to
increase with each subsequent event, ripening of the fruit occurs quite rapidly on
the MW plants, once it has formed. This is further evidence to suggest that it
is the inferior leaf temperature that initially delays the fruit formation but, once
fruit are formed, are adequately heated so that ripening can occur. The problem
is therefore not one of available power levels, but of differing power absorption
and requirements between plant components.
As before, the execution of experiment II was cautious, although with incident
power density greater than that used in experiment I; being only one-third to
one-half of the estimated requirements. The plants nonetheless performed well
and there was seen a significant improvement in terms of plant quality and fruit
yield compared to experiment I.Microwave plants produced a quarter of the fruit
that the HC plants produced, during the same period, in experiment II. This is
compared to only one-eighth over the same period in experiment I.
The strong linear temperature dependence on plant height is again observed in
experiment II and shown in Figure 6.56. The temperature dependence of fruit
formation is again apparent, although is more linear than before, despite the
lower recorded temperatures. This is most likely due to superior leaf heating,
through using circular polarisation, providing a more extensive and robust plant
and leaf structure to maintain the fruit.
The effect of the horizontal linear polarisation on plant height and fruit formation
181
6.3 Second greenhouse trial
is clear and more remarkable when compared to the other MW plants. As stated
previously, it is possible that this is due to superior heating in the horizontal fruit
trusses (providing improved fruit formation) and inferior heating in the vertical
stem (resulting in shorter main stem growth). The importance of localised tem-
perature variations on the general performance of plant components is therefore
clear.
In contrast, as previously stated, the effect of clinostats is negligible in compar-
ison owing to the relatively lower rate of decay in the direction of propagation
through the 'thin' plant.
As mentioned in the analysis of experiment I, the polarisation obtained from the
antenna in experiment I was actually more elliptical in the vertical direction than
circular. The polarisation obtained from the antenna used in experiment II was
high-quality. As has been described, a purely vertical polarisation would cause
more heating in the main stem. As experiment I had a greater vertical field com-
ponent, this explains why the average recorded temperature was slightly higher
despite the lower incident power density. More importantly though, is the effect
of the polarisation on fruit formation.
When pure circular polarisation was used, resultant fruit formation was almost
double that of when elliptical polarisation was used, although the mechanism of
this improvement was indirect. As mentioned above, this is because of the higher
temperature of the leaves facilitating greater fruit formation but this, in turn, was
only possible because of the superior heating uniformity achievable using circular
polarisation. That is, increasing the power flux density to allow greater heating
of the plants (and specifically the leaves) was only possible - without significant
damage - through the use of circularly polarised fields. This was shown using
computer simulations and is confirmed by the results presented here. In partic-
ular, through the results of experiment II, where power was increased from the
levels of experiment I with little (or even reduced) burning and superior growth
performance.
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Figure 6.56: Experiment II: Plant performance as function of temp rature.
6.4 Conclusions
The experiments in this section have revealed the mechanisms by whi h mi-
crowaves heat a growing tomato plant and also how uch hating affect the
growing characteristics of the plant. The simulation r sults in ti n 5 hav
been confirmed. Furthermore, the practicality of heating all parts of th pl nt to
similar levels has been revealed to be non-trivial, Indeed, tho difforcnco ill Iwnting
rates between leaves and stems revealed the limitation on hating p wer 1 vols,
as defined by the threshold at which damage 0 ur on th t 111. In ntrast,
the resultant under-heating of th leaves has been shown to b th limitina fa t r
on the formation of fruit.
Despite the practical obstacles, microwav 11ating ha be n hown, f r th first
time, to be a viable and effective method for hating tomat plant from se dling
to fruition. Importantly, fruit quality has b n h wn t b [ th 'am standard
as achieved through conventional hating.
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Aside from localised over-heating, no non-thermal effects of microwaves have been
identified from these experiments. All available evidence suggests that any dif-
ference between plants is entirely attributable to the overall temperature of the
plants and their constituent components.
Several stages of plant development. have been identified as having differing mi-
crowave heating requirements. Namely, these are stem formation, leave devel-
opment, fruit formation and fruit ripening. Furthermore, the effect of incident
power density and the polarisation of the incident field has been shown to be cru-
cial and different for each stage. The use of circularly polarised incident fields has
been shown to be most effective compromise in providing the necessary heating
to all plant components to allow for stem and leaf growth, fruit formation and
fruit ripening.
Linear polarisation has be seen to cause damage and limit the growth, in direc-
tions perpendicular to the polarisation, owing to a lack of power absorption and
thus heating. Initial indications presented here also suggest however, that hori-
zontal linear polarisation may offer some advantages for setting fruit, when the
fruit trusses are also horizontally aligned.
The significance of field strength and uniformity in the plane and direction of
propagation has also been discussed; the former being the most significant with
regards to heating uniformity. The later has been seen, through use or otherwise
of a clinostat, to have negligible effects. This is, of course, provided tho average
field across the 'depth' of the plant is sufficient for good heating.
The main limitation to the microwave system used here is the increased develop-
ment time and fruit quantity produced when heating with microwaves, although
the correlation between fruit produced, time taken and estimated volume loss
density in the plant is clear enough to suggest that this could be mitigated,
provided the power could be increased. Indeed, progress between the two exper-
iments described is already substantial.
Possible methods by which this process could be developed and improved are
185
6.4 Conclusions
discussed in Section 8.
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Chapter 7
Efficiency
The work detailed thus far has been concerned purely with the relative and abso-
lute efficacy of a microwave system for heating greenhouse crops. An estimation
of the efficiency of such a system, relative to a conventional heating system, is
now required. The mechanisms by which each of these systems operate is very
different however, and this makes an accurate comparison of the power consump-
tion difficult.
The method presented here requires certain assumptions of the problem to be
made, along with delimitations of the processes, to account for the unique variety
of variables between growers and situations (see below). This is in order that
the two heating processes can be considered directly comparable, or at least such
that significant differences between processes can he defined as distinct. variables
in the efficiency calculations.
Given these assumptions, the power consumption of a real conventional system is
described, followed by a method for calculating the power consumption of a mi-
crowave system. This is based on the principles used for the heating experiments
in this work. Finally, a relative comparison of each is made with a discussion of
sources of error and variation to validate the findings.
The method is simple, but nonetheless new to the application of microwave heat-
ing as free-space heating techniques are not common, nor typically practical for
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most applications. The technique is described so as to be easily applicable and
scalable to other, similar, heating scenarios.
The assumptions and definitions made for both systems are:
• The external air temperature is constant and equal to the internal air tem-
perature prior to any heating.
• The internal air is not replenished i.e. no forced convection.
• For conventional heating, plant and internal air temperature are equal.
• Conventional heating is uniform within the entire volume of the greenhouse.
• Microwave heating is uniform and effective only within the plants.
7.1 Power consumption (conventionalsystem)
It is first necessary to identify the power dynamics of the system. In the case of
conventional heating, power is used in heating a fixed volume i.e. the greenhouse
space. Power is dissipated by the thermal transfer of energy through the surface
area of the greenhouse covering.
In the steady-state, the energy input into the greenhouse is equal to the energy
transferred through the covering. The power consumption of a conventional sys-
tem is therefore determined by
i The volume of the greenhouse.
ii The surface area of the greenhouse covering.
iii The thermal properties of the covering.
iv The (specified) internal air temperature.
v The external air temperature.
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Given these dependencies, it is evident that many of the variables will be unique
for each greenhouse and location, resulting in a variety of power requirements.
For the estimates given in this chapter, the external air temperature is assumed
to be the approximate UK mean of 10°0 [97] and the required internal air tem-
perature is 25°0. Primary data was collected from a commercial grower in the
UK that is respected within the industry as being one of the most efficient and
productive in the UK and, as such, can be assumed to operate using the latest
technology and processes.
The average weekly power consumption for this grower (using a conventional
system) is shown in Figure 7.1 to be at least 500000kWh per week, although
further sources indicate typical power consumptions of 600000klVh and up to
800000kWh per week [12]. For the initial case, the grower has an approximate
growing area of 3.2Ha, or 32000m2•
Energy use per square metre is therefore: 500000HVh/32oo0m2 = 15.625kWhm-2
Averaging over the 168 hours in one week gives an instantaneous power con-
sumption per unit area of growing space (which is the industry standard figure
of merit) of 93Wm-2•
This is the steady-state power consumption, per square metre of growing area,
required to maintain the temperature differential described above within the en-
tire greenhouse.
7.2 Power consumption (microwave system)
Where in a conventional heating system the power dynamics are characterised
by thermal conduction through object surfaces and into their interior, microwave
heating is more specific and volumetric in nature. This makes the thermal pro-
cesses more complicated than the conventional system.
Unlike in the conventional system, where the greenhouse volume is known and
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Figure 7.1: Weekly energy consumption of commercial Tomato grower, in North-
West England, over a two-year period.
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fixed, microwave power is used in heating a changing and difficult-to-quantify vol-
ume, i.e. that of the growing plants. The absolute power required is dependent
on the mass of the plant material and its electro-thermal properties.
Given that the plant temperature is raised in the plant volume, cooling will occur
through the surface area of the plants and energy will be lost to the internal air.
The internal air will become warmer than the external air, but remain cooler than
the plants. Power is then also dissipated through the thermal transfer of energy
through the surface area of the greenhouse.
Steady-state power transfer will occur when the power delivered to the plants
is equal to the power dissipated into the internal air from the plants, at the
desired plant temperature, which is in turn in equilibrium with the transfer of
energy from the internal and external air through the greenhouse covering. In
large greenhouses with modern glass coverings, the internal air is estimated to
rise around lcC.
In the steady-state, the power input from microwave heating will equal the power
lost through cooling. The rate of temperature increase from microwave power, in
Equation (7.20), will equal the the rate of temperature decrease through cooling.
By calculating the latter, the former is thus known. The electric field require-
ments can therefore be stipulated by Equation (7.20) in order to maintain a
specific temperature. The accuracy of this calculation clearly depends on having
an accurate model of the power loss from the plants and so a detailed considera-
tion of its calculation is warranted.
7.2.1 Thermal process of heated plant in greenhouse
The well known unit of heat flux, which describes the flow of thermal energy
between a temperature gradient, in time and space is given by.
ij = -"''\IT (7.1)
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where ij is the local heat flux in W m-2 and f\, is thermal conductivity in Wm-I K-I
Fourier's law states that the heat flux across a surface, S is proportional to the
negative gradient in temperature, T and to the area perpendicular to the gradient.
Given in integral form,
:F = -f\, Is VT· iA (7.2)
where the left hand side is the heat transferred per unit time and dA is an orien-
tated surface element.
From this and other principles, a full heat equation can be derived as in [98].
This is a partial differential equation (PDE) for T = T(x, y, z, t). Following the
assumptions made in [98], the total heat, 11, inside a subregion B at time t can
be given by the volume integral
11, = In eppT dV (7.3)
A heat source/sink term is also defined as a function of time and space [98]
(7.4)
where f is the density function on the internal heat source/sink. This term is
positive during microwave heating and zero during conventional heating and ther-
mally describes the difference between the two mechanisms.
Now, for a subregion B bounded by the surface S it is stated that: "At each
instant in time, the heat content inside B is 11, and the increase in this heat
content in going over to the next instant in time should be due to heat gained
due to flux inwards across the bounding surface S plus the heat added by sources
inside B. "[98] i.e.
dll-=-:F+e
dt (7.5)
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Therefore,
!L ('-ppTdV = Is ~('lT) dA +L f dV
= L div(~'lT) dV + Is f dV (7.6)
Here, Gauss's divergence theorem has been used to convert the surface integral to
the volume integral in Equation (7.6). Rewriting Equation (7.6) and given that
B is an arbitrary volume of a subregion,
lim
B-+O
(7.7)
There are many solutions to this PDE. All require specific boundary conditions
to be defined and an initial value specified. In the case of the tomato plant, the
boundary is non-homogeneous and difficult to model. Furthermore, it will change
depending on the conditions present.
7.2.1.1 Newton's cooling law
Computer-aided modelling can be used to solve Equation (7.7) accurately, as used
to great effect in previous sections of this work. However, for accurately calcu-
lating specific power consumption requirements, detailed knowledge of thermal
and geometry properties are required for all plant components. Further data is
required for the the air e.g. flow rates, temperature, humidity etc. Collecting this
data is non-trivial and the resultant simulation required very large and resource-
dependent.
A simplification is to model the boundary such that the average rate of temper-
ature lost by the plant when cooling can be used in its calculation. Although
basic in its generality, the use of Newton's cooling equations provides a means
to describe the boundary conditions of the plant to a degree of accuracy that is
known. This can be achieved by simply measuring the average rate of cooling
from the plant to the air, through a series of temperature measurements. Where
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the facilities exist to enable a more accurate boundary to be defined with confi-
dence, this method can be improved.
If the boundary conditions conform to Newton's cooling then
(7.8)
where Ta is a function specifying the temperature of the external environment
in time and space. When assigned to Equation (7.7), the solution to the PDE
simplifies to that of Newton's cooling law. A full derivation is available in [98].
The heat flux per unit area at any boundary point is proportional to the area
and h is the heat exchange coefficient.
If a function of time is defined that relates an object temperature and the sur-
rounding temperature as
yet) = T(t) - Ta (7.9)
with the initial conditions
Yo = T( 0) - T; = To - Ta (7.10)
then taking the derivative of y( t) yields
dy d
dt = d/T(t) - Ta)
dT st;= ---dt dt (7.11)
Now, from assumptions already stated, Ta is constant and y = (T - Ta) so (7.11)
dy
dt
dT= dt
= -heT - Ta) = -hy (7.12)
A solution to this is
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y(t) = yoe-ht (7.13)
By inserting Equation (7.10) and a value for y at some other time into this
equation, a complete solution becomes
(7.14)
Empirical values of h can now be calculated that characterise the rate of cool-
ing for a given internal air temperature. This can be done easily by measuring
the temperature of a plant of known and uniform initial temperature, cooling in
a volume of air of lower uniform temperature. By measuring at several points
within the plant and averaging gives a crude but general value for h that can be
used, in this case to model the boundary of the whole plant, for the purposes of
estimating the microwave power required for heating.
The graph of values from which h was calculated and used in the following esti-
mations is shown in Figure 7.3 for two separate ambient temperatures (and initial
starting temperatures), to indicate the typical variation that can be expected.
7.2.2 Rate of change of temperature due to microwaves
The temperature in the plants is described in space and time by the heat con-
duction equation (see section 7.2.1) as given by.
(7.15)
where Cp is the specific heat capacity, p is the density, /'i, is the thermal conductiv-
ity and Q is the source term for volumetric heat generation by the microwaves.
Now, as described in Section 2, Poynting's vector gives the average power dissi-
pated in a volume of dielectric as
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r; = ~weoc" Iv (E· E") dV
1 "2= 2'Weoe E V
(7.16)
(7.17)
It is the last term in Equation (7.15) that entirely defines the temperature rise in
the plants during microwave heating (assuming no other heat sources), and is to
be specified to achieve and maintain a required temperature difference.
It then follows that by setting the initial conditions in Equation (7.15) so that
VT = 0 (i.e. initial temperature is uniform) gives
dT
PCp- = Q(t)dt (7.18)
which combining with (7.17) yields
() r; 1 "2Q t = - = -Weoe EV 2 (7.19)
Rearranging terms, the power dissipated per unit volume and corresponding tem-
perature rise is then
dT r; 1= -.-
dt V PCp
1 1 "2= -'-Weoe E2 PCp (7.20)
It is apparent that a certain field strength E in a dielectric e" results in a power
dissipation per unit volume Pv . Assuming that a volumetric power density can
be maintained, the required radiated power can be calculated independent of the
size and surface area of the plant, assuming that the radiated power density is
uniform across the plant.
By equating this rate of temperature increase to the rate of temperature decrease
through cooling from the specified temperature, value of the power and field re-
quirements can be ascertained.
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Experimental work has shown that, at the ISM frequency used throughout this
work, the plants can be considered to be thin. That is, the field in the direction of
propagation through the plants is assumed to be constant and result in uniform
power dissipation at every depth into the plants.
For a free-space system, the problem is now the two-dimensional case of illumina-
tion by a beam area with an associated incident power flux density, that results
in a volumetric power dissipation in a dielectric in order to maintain the specified
rate of temperature increase in the plants.
Such a system will be therefore be maximally efficient when the incident beam
area is equal to the plant area that is to be heated. The total power is then the
sum of the transmitted power from all antenna elements required to heat a given
area.
7.2.2.1 Power in a transmitted wave
It is now necessary to calculate the required transmit power to achieve the fields
specified in Equation (7.20).
Assuming that the wave incident on the plants is plane, the power flux density is
S = ExH (7.21)
The impedance of free space is
E
Zo = H
and for a plane wave
so
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E = V8xZo (7.22)
The power flux density at a distance, r from an antenna with gain, Gt is
(7.23)
It then follows that, for a desired rate of temperature increase, the required elec-
tric field strength E can be found using Equation (7.20). Secondly, by using
Equations (7.22) and (7.23), the transmission power P; required to satisfy the
field demands for a specified gain can be ascertained.
7.2.3 Power calculation using experimental data
A solution to Equation (7.14) was found from the data in Figure 7.3, where the
temperature differential is 10°C.
Calculating the mean value of hplant = 0.004882 and then using (7.12) gives the
rate of cooling as
dTdi = hplant(T - Ta) = -0.04882 (7.24)
At equilibrium, the rate of temperature decrease through cooling will be equal to
the temperature increase from the microwaves, that is the above equation will be
equal to Equation (7.20):
0.04882 = !._l_wcocll E22 PCp
Now, if Cp = 4000 J kg-1 K-l, P = 1000 kqm:", elf = 16, and frequency w = 21r/
where / = 2.45GHz, then the field requirements at the plant/air interface are,
(7.25)
E = 423 Vm-1 (7.26)
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Consequently, from Equation (7.22), the required radiated power flux density to
maintain the prescribed temperature differential through microwave heating is
S=475Wm-2 (7.27)
Data for h was unavailable for when the temperature differential is 15°C, as was
assumed for the case of conventional heating, but if it is assumed to be similar
to when the differential is woG, then electric field and power flux density would
become E = 518: Vm-1 and S = 713: Wm-2, respectively.
7.3 Efficiency comparison
Power requirements for both conventional and microwave systems have been cal-
culated, It is now that. the fundamental differences between each method become
apparent. Although the microwave system appears to require a greater power
per unit area than a conventional system, the actual total microwave power used
depends on the sector area that is heated, as shown in Figure 7.2. It is this pos-
sibility to focus the microwaves only on the plants to be heated that offers the
potential to improve efficiency compared to the conventional system, where the
entire growing area is heated.
To make an accurate comparison, information about the area of the plane in
which the plant grows (see Figure 7.2) and the spacing between rows is required
(see Figure 7.4). This situation assumes that the variety grown is a vine type, as
used by all commercial greenhouse growers.
It was stated in section 7.1 that the power consumption of a conventional system
is 93Wm-2 where the area refers to the floor area.
It was found in section 7.2.3 that a power flux density of S = 713"Vm-2 is required
to maintain the same plant temperature using a microwave system, where here
the area is as described in Figure 7.2. The energy to satisfy this required power
flux density must of course be provided by an antenna. Maximum efficiency is
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Figure 7.2: Illustration for definition of plant sector and plant sector area.
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Figure 7.3: Measured temperature profiles of tomato plant during 0 ling, f r
calculation of values for h.
achieved when the beam width of the antenna is id ally fa us d on nly th star
area (or the plant within) and when gain is high. With gain and beam width bing
200
7.3 Efficiency comparison
etc.
10m
2m Total Plant Length
-o
(l)
0"1
"0
UJ
•
Figure 7.4: Top down view of greenhouse growing area, illustrating the relative
area occupied by a plant section
largely inter-dependent, careful antenna design is crucial to maximising efficiency.
For the realistic case of an antenna with gain of 16 dB that is capable of illumi-
nating an entire plant section (i. e. a 1 m (horizontal) by 0.3 m (v rti al) pl nt
section) at a range of approximately 60 em: using Equation (7.23) r v als a r -
quired input power to the antenna of 86.5 Wand thus 86.5W-section.
To accurately compare this to the power used in a conv ntional syst m it i . U' ful
to also find the power consumption of a conventional system in t I'm' f plant
'sections'. For example, if the same one metre horizontal plant· ti n m nti n d
above continues in the greenhouse for a total of 10m and is r p t d with spa -
ings between rows of 2m, with a spacing at each end of a h r W f a furth r 2m,
then the plant section density is 10 sections -7- 2 m2 = 0.357 tion m,-2 f r a h
area of floor space.
In this case, the relative power consumption per plant s ti n for th onv nti nal
system is 93Wm-2 -:- 0.357 sections mr? = 260.5 w-section
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This useful conversion allows for both power consumptions to be stated in the
same units. A direct and valid comparison of efficiency can now be made. In this
case (with the figures above) the microwave system uses 33% of the energy used
by the conventional system.
These efficiency calculations clearly depend on
• The growing area of the irradiated plant section, Le the height and length
of the plant section in x and z;
• The floor area occupied by a plant section, Le. spacing density in x and y;
• Careful design of antenna elements;
These calculations are sensitive to small variations in parameter values. Fig-
ure 7.5 shows the sensitivity of S, E to variations in the empirical value of h.
The power P is also included and refers to the practical experiments described in
Section 6.1.2. For h calculated above, the graph indicates a value of required E
consistent with that specified for the heating simulations in Section 5 and prac-
tical experiments in Section 6.
7.4 Summary notes
The calculations for the microwave system here consider only the radiated power.
The assumption that antennas and generating equipment are 100% efficient is
clearly not valid. Losses up to and including the radiating elements can be in-
cluded in the figure as an adjusting factor for the microwave power, when known.
The microwave power calculations above are valid for a very specific set of con-
ditions, and so cannot be considered general, although the technique itself is
generally applicable to other conditions. An important assumption made is that
the power flux density radiated across one sector results in an even distribution
of power within the plant such that normal growth can occur. Previous chapters
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have detailed the various issues that can arise when this is not the case and the
effect they have on plant growth and performance. Furthermore, the wave front
is in reality not plane and more likely to have a spherical wave-front at distan es
relatively close to the antenna, as in the case of heating greenhouse crops. This
has not been considered and its significance is unknown.
Although estimates in this chapter indicate a heating power requirement of only
a third of that for conventional heating, assumptions mad suggest that thi fig-
ure most likely represents an upper limit. Even if required microwav power was
doubled however i. e. a 100% margin of error exists in the calculations, a saving
of 33% would still be achieved over conventional heating.
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Chapter 8
Conelus ions
Analysis of the commercial greenhouse vegetable sector in the EU reveals an ex-
tensive industry - with greenhouse coverage exceeding 10000 Ha in the UK and
Netherlands combined; the latter having a commercial value in excess of 4.6 bil-
lion Euros in 2006. Crops produced are specifically high value salad crops such
as cucumbers, peppers and tomatoes.
The industry is revealed to be growing in size and scale, year-an-year, not least
because of the high yields attainable from greenhouse crops and the security of-
fered by localised food production. This enables the demand for fresh produce,
from increasing populations, to be satisfied. In addition to high yields, the or-
der of magnitude lower use of resources during greenhouse production (water,
pesticide etc.) makes for a very efficient production system when compared to
field-based methods.
Despite the many apparent benefits of greenhouse production however, energy
consumption is shown to be very substantial. Indeed, energy accounts for 50%
of all production costs for tomatoes, with nearly all of this energy being used for
heating the growing space. In the UK, energy consumption by the greenhouse
vegetable sector is estimated to be 2750 GWh per annum and to be many times
greater in the Netherlands. Aside from the obvious financial implications, the
CO2 emissions associated with this power generation are huge; accounting for 3%
of the entire national emissions in the Netherlands.
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Owing to cost and emission issues, growers and governments are found to be very
progressive, flexible and innovative in both technology and target-led legislation.
This has led to significant improvements in energy efficiency within the green-
house vegetable sector, although most gains have been through increased yields,
rather than reduced energy consumption.
This work has shown the viability of a microwave system for heating greenhouse
crops in order to reduce the energy consumption, due to heating, in commercial
greenhouses. Given that there exists few precedents for such a system, practi-
cal experimentation supported by computer modelling was used to analyse and
demonstrate the efficacy of such a system. Having established a viable concept,
an estimation of the efficiency of a viable theoretical commercial implementation
is made, relative to the current state-of-the-art conventional heating systems.
Measurement of dielectric properties show the dominance of water content on
the permittivity of tomato plants. Small but noticeable differences exist between
plants that have been exposed to microwaves and plants that have been in con-
trolled hot and cold temperatures. The distribution of the differences correlate
with the average temperature of the plants, which indicates a dependence purely
on the temperature of the plant itself. That is, the water content (and dielectric
properties) of the plant, are apparently not affected directly by microwave expo-
sure.
The dielectric properties reveal significant loss components at low frequencies
that are attributable to dissolved ionic particles. Losses are highest at low RF
frequencies but reduce rapidly into the low microwave regime. They then increase
almost linearly as frequency increases further. A compromise for the operating
frequency of the system is found between optimum power loss density and opti-
mum power penetration depth. Frequency selection is constrained, however, by
the availability of ISM bands and also the effect of wavelength on the uniformity
of field patterns within the plant. ISM frequencies of 915 MHz, 2450 MHz and
5800 MHz are conveniently found to offer the best compromise, and also where
equipment can be easily designed at low expense.
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Pilot tests indicate that the use of a high power, free-space microwave system
can mitigate the effects of cold growing temperatures by heating tomato plants
volumetrically. Growth performance is far in excess of comparable plants grown
at the same ambient temperature, but without microwave heating. Over short
experiment durations, no significant adverse effects are noticeable on microwave
plants, as has been reported previously [3].
Problems do occur however, when plants are allowed to grow for their entire life-
cycle. Significant issues of burning and areas of under- and over-heating occur
across all parts of growing plants. When this occurs on branches, cauterisa-
tion can occur. Catastrophic failure results when this occurs on main stems.
The source of this damage is revealed by computer simulations to be from poor
electric field uniformity and, when occurring within leaves, results in poor leaf
formation. This inhibits plant development which, although not critical, delays
fruit formation. Heating within developed fruit is good, however, and ripening
during microwave heating is as effective and timely as in conventionally heated
plants. This latter point is evidence that isolates the non-uniformity of the fields
within the plant as the cause of poor leaf development, rather than it being a
direct consequence of microwave exposure. Thermal equalisation through IR re-
radiation did not result in an adequately uniform temperature distribution, as
suggested in [5], and heating was entirely characterised by applied microwave
power.
Power requirements of the growing plants are higher than might be expected ow-
ing to the large surface area and relatively thin geometries of the various plant
components. This results in rapid dissipation of thermal energy to the cold ambi-
ent air. It is clear that the plants are very sensitive to variations in temperature
(i.e. cold), yet increasing the radiated power can often result in the damage de-
scribed above. The non-uniformity of the electric field is therefore identified as
the main limiting factor in the heating of plants with microwaves. The required
power density for heating plants, as suggested by simulations and experimenta-
tion, was in the range of 200-300W m-2• Damage was observed at power densities
as low as 50Wm-2 however. Given that it is known that power densities of around
50mVm-2 quickly result in plant death [6], the tolerance of plant to heating by
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microwaves can be said to be low.
Varying the on-off duty cycle of applied power does little to improve heating uni-
formity. Likewise, nor does rotation of the plants. By using circularly polarised
incident fields, uniformity is significantly increased. This effect can be demon-
strated in regular geometries as an improvement in the intra-object uniformity
and also in greater inter-object uniformity, i. e. heating becomes consistent be-
tween different objects, as well as within the objects themselves. When this novel
technique is applied to growing plants, power can be increased without further
damage to that which occurs when a lower power linear polarisation is used. In
doing so, plant performance is improved relative to cold control plants and other
microwave plants (subject to linearly polarised fields). This improvement can
be observed in the development time of the plant height, flower formation, fruit
formation and fruit ripening. This technique also has obvious potential benefits
for the continuous microwave processing of irregular objects in other industrial
scenanos.
Use of horizontal linear polarisation appears to improve fruit formation on sim-
ilarly aligned trusses, although at the expense of limiting growth in the vertical
direction. The use of polarisation therefore also offers a mechanism for the con-
trol of plant growth and development.
A theoretical commercial implementation is described as a free-space system of
antenna arrays, each radiating within discrete plant 'sectors'. By defining a. plant
'section' as being within each sector, energy consumption can be calculated and
compared for conventionally heated and microwave heated systems. Estimates
indicate a carefully designed microwave system requires a third to two-thirds the
energy for heating of a conventional system.
In addition, the electrical power required by a microwave system could be pro-
vided with little financial or environmental cost by integration with the next
generation 'energy-producing greenhouses' that are currently being developed [7].
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8.1 Future Work
The experiments in this work and the power and efficiency calculations presented
assume that a constant temperature must be maintained at all times. In practice,
the night-time temperature in the greenhouse can often be lower than during the
day and is often necessary to encourage fruit ripening. This was not performed
in the experiments presented here.
The applied power from a microwave system could, however, be easily and rapidly
adjusted to accommodate the lower required plant temperature with little loss of
energy (other than the heat allowed to dissipate from the cooling plant during the
transition). Performing this using a conventional system would result in either
the loss of energy in the air (by allowing it to escape the greenhouse) or require
the application of low-grade thermal storage, with associated inefficiencies of its
own.
Reheating of the plants the following day could be performed easily, efficiently
and at a controlled rate using a microwave system. The conventional system
would require the entire volume to be reheated. This transient process would, in
particular, be the greatest source of inefficiency, relative to the microwave system.
Research into the technical and economic aspects of this technique would reveal
the benefits or otherwise of such a process.
The variety of tomato plant used in this work was a determinate variety. This
bush-like plant grows until fruit sets on the end of a truss. This then encourages
the rest of the flowers to set, usually within four weeks. The plant grows in a
dense and compact manner. The varieties grown commercially are indeterminate
types. These grow in long vines and continue to grow until the growing tip is
removed. Fruit sets successively in trusses along the vine, which has a lower and
more regular leaf density. Although the former variety was used in this work, ow-
ing to convenience in laboratory experiments, further experiments are required
using vine varieties. It is anticipated that heating of this variety will be more
straight-forward, owing to its regular growth and arrangement.
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Using the vine-variety plants, further work would involve a large-scale laboratory
trial, prior to commercial trials. The purpose of such experiments would be to
optimise the process and system for use by commercial growers.
The first aspect of such development would be to specify and design equipment
and application processes, using the knowledge gained from this work, so that
power can be applied as optimally as possible to the crops. This would in-
volve designing antenna elements to match a specified sector area (which would
of course differ between plant varieties), and specifying and designing a heating
regime for such a system with appropriate control equipment; an example of which
could be the use of sector-scanning system with a passive infra-red temperature
feedback. Secondly, given a sound prototype equipment design, the collection of
detailed statistical measurements are necessary, such that an accurate and de-
tailed comparison can be made between plants and processes i.e. comparison to
conventionally grown plants.
Given a greater sample size, it would also be possible to describe the consistency in
the setting of fruit and reveal any correlations between the heating conditions and
fruit formation. For example, by recording the conditions, location and progress
of how trusses develop, including whether full trusses set or if only isolated fruit
set, for given polarisations and/or power levels, any microwave heating-induced
effects will become apparent.
Whilst this study has expanded the field of heating plants with microwaves,
progress has been limited to electro-thermal and mechanical effects. Although
RF and microwave bands are all non-ionising and, as such, cannot damage the
molecular structure of the plants directly, no part of this study considered the
effects of the radiation on the chemical processes within the plant that may affect
growth rates and/or chemical composition. For example, the effect or otherwise of
microwave heating on the formation and action of chlorophyll is not known and
could therefore be an influencing factor in a microwave-treated plant's growth
performance. As such, a study of the biology of a microwave-treated plant is
needed in order to fully understand any pertinent effects.
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The differing moisture contents between plant groups, observed during practical
experimentation, was attributed to differing rates of transpiration that was ill
turn due to differing plant temperatures. How or if this process is caused or
effected by microwaves was not established however, and further investigation is
required.
The use of a varying duty cycle as a means of controlling the average power ap-
plied to the plants (to control the resultant average temperature) requires further
investigation. For this method to be implemented successfully, it is first impor-
tant to further and more specifically quantify the robustness of the plant in terms
of how much power it can be exposed to and for how long, before damage begins
to occur. From simulations using a continuous power application, it was observed
that small areas of high power absorption quickly resulted in higher temperatures,
but the time-scale over which damage occurred on real plants was not obvious,
nor always clearly describable as 'burning'.
The use of circular polarisation has been shown to offer the best compromise be-
tween heating uniformity and plant growth. However, as described in Section 6,
the use of linear polarisation can, at times, offer some advantages in terms of con-
trolling the extent of the plant growth, at the expense of the heating uniformity.
Furthermore, some results suggest that a horizontal polarisation may offer supe-
rior fruit setting along similarly aligned trusses. It is therefore clearly of value
to further investigate the use of multiple linear polarisations, either concurrently
or consecutively as the plant develops, as a means of improving or controlling
performance and development.
Simulations of heating patterns along the length of a stem model indicated peaks
and troughs in the two-dimensional power/temperature distribution. The loca-
tion and number of peaks and troughs were very clearly frequency dependent.
If, at one frequency, a peak results in overheating and a trough under-heating,
then power may be reduced such that the peak now results in optimal heating
at that location. By using a different, higher, frequency that results in peaks
at other locations, the cold area from the lower frequency can be heated. This
can be continued for any number of available frequency bands. Initial exper-
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imental simulations suggest that this method offers great potential in further
increasing uniformity. It is however, difficult to control without some form of
temperature feedback and possible beam control, given the strong dependence
on the orientation of plant elements and direction of wave incidence on the heat-
ing patters within the plant. Further work is required on the application of this
multi-frequency technique, which could potentially combine infra-red tempera-
ture measurement as a feedback system. Feedback would control the power and
direction of a beam from an amplitude (or duty-cycle - see above) and phase-
controllable antenna array.
Use of a steerable beam would allow for a reduction in the number of antenna/array
elements required to heat a given number of sectors, or for further improvements
in heating uniformity. For example, if an array No has a beam angle perpendicu-
lar to the direction of plant growth, then the sector on which the beam is incident
is So. By scanning this beam by a fixed angle, sectors 8_1 and 8+1, either side
of So, can be heated by the beam from array No. Likewise, the next arrayele-
ment along the length of the plant, N1 would scan similarly, resulting in a further
heating of the sector 8+1, but from a different direction. By this means, every
sector will be subjected to waves incident from at least three directions, improv-
ing the resultant heating uniformity. This technique could also be incorporated
with multi-frequency applications as described above. Furthermore, depending
on the design of the antennas, beams could scan several sectors thereby reducing
the number of antenna units required to heat a given number of plant sections.
The relative radiation efficiency and beam-width would decrease as the scanning
angle increased however, and this would need to be considered against the savings
obtained from using fewer antenna elements.
The array elements in this work were all micro-strip patch antennas. Whilst
convenient and suitable for demonstrating the concept of heating crops with mi-
crowaves, greater efficiency could be obtained by using another form of antenna,
such as a wire antenna. A common dipole antenna could be used, but would
require the use of a balun, which would introduce further losses into the system.
Although circular polarisation could be easily obtained by using crossed-dipoles,
the antenna complexity would increase. One possible alternative antenna solu-
211
8.2 Final remarks
tion would be an array of helical wire antennas, operated in end-fire mode. The
would allow the beam to be constrained in the vertical and horizontal directions
by array factor design, whilst radiating circularly polarised waves in the direction
of propagation. The elements are basic and non-obstructive. Matching to the
power source would also be straightforward.
Whilst this study has used Lycopersicon esculentum, var. 'Minibel' as the sub-
ject crop, the heating effects and techniques described could easily be transferred
to other crops. Indeed, tomato plants show great variety in the dimension and
composition of their constituent components. As such, heating less complex crops
is likely to prove more straightforward than for tomato crops. It would be in-
teresting to assess the viability of microwave heating for other greenhouse food
crops, in particular salad crops such as lettuce leaves, cucumbers etc. In addition
to greenhouse food crops, this technique could be utilised in non-food crops and
indeed, crops that are traditionally non-greenhouse crops. For example, govern-
ment agencies and drug companies could utilise a microwave heating system in
order to grow medicinal marijuana or opiates in easily controllable and secure
environments, whilst keeping energy and production costs low.
8.2 Final remarks
This thesis has been demonstrated, in a suitable and valid context, to provide
a novel, effective and efficient means of heating growing crops. If implemented
across the entire greenhouse sector in Northern Europe, this would result in en-
ergy savings in the order of thousands of GWh per annum and immediately half
the current CO2 output of the greenhouse vegetable industry. In Holland, this
would equate to a reduction of 2% of national CO2 emissions. This would also
result in an energy efficiency improvement equal to that which has been achieved
in the thirty years to-date. A reduction in primary fuel and CO2 emissions all
this scale is unprecedented in the greenhouse vegetable sector.
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Appendix A
Antennas and Equipment
A.I Power generating equipment
Microwave power generating equipment, used for practical experiments in Sec-
tion 4 and Section 6, was designed as shown in Figure A.1 and with component
specifications as shown in Table A.1. The constructed apparatus (Figure A.2)
was then sealed in an IP65-rated enclosure for protection against dust and water .
...a
••• split
p
o
Figure A.1: Microwave equipment system diagram
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A.I Power generating equipment
Label Value (@ f = 2.45GHz)
Po 7dBm
G 50.85 dB
PI db 43.7 dBm
ac -1.1 dB
aIL -1.1 dB
asplit -7.78 dB
Vdc 28 (6.3 A)
Table A.I: Parameter values for experimental set-up, as shown in Figure A.I.
Figure A.2: Microwave pow r aquipm nt.
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Link budget analysis between signal generator and antenna input
Output from each of six amplifiers is given by
Po - O:'c - O:'IL - O:'split = -2.98dBm -2.98 + G > P1db
The specified amplifier input power results in operation at saturation. Output
from each amplifier is therefore P1db• This is then attenuated by O:'c cable loss to
the antenna. The maximum power at each antenna input is thus 18.2 W.
A.2 Antennas
A.2.1 Single circular microstrip patch and circular patch
with notch
Antenna elements used for heating uniformity experiments in Section 5 were cir-
cular micro-strip patch antennas. One antenna was designed to radiate linearly
polarised fields at the frequency of operation and a second was designed to radiate
circularly polarised fields.
The radius and probe locations for each design was specified according to the
procedure described in [99]. Circular polarisation was obtained from the second
antenna by the inclusion of a notch in the antenna circumference, as described
in [100]. This allowed two resonant modes, at different frequencies and with 90°
phase difference, to operate. Designing the antenna such that the frequency of
operation was between tho two modes allows for circularly polarised radiant fields,
Figure A.3 shows the simulated gain patterns for both antennas in the horizontal
and vertical planes. Table A.2 shows simulated antenna characteristics for both
antennas. Measured return loss at resonant frequencies of 2.445 GHz were -10
dB and -17 dB, for circular and circular with notch, respectively. Operating the
circular patch with notch at the lower frequency linear mode of 2.41 GHz resulted
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o
270 90
180
- - - - - Circular, phi = 90
--- Circular, phi = 0
- - - - - Circular with Notch, phi = 90
--- Circular with Notch, phi = 0
Figure A.3: Simulated gain of circular patch and circular patch with notch an-
tennas.
in a return loss of -12 dB.
A.2.2 Single and Dual square micro strip patch
Heating experiments in Section 4 and Section 6 used two forms of squar 1 m nt
patch antennas. The first consisted of a single element, with th d ign pc .ificd
by the procedure in [99]. The second was an array of two of th f rm r 1 111 nts,
with the array factor specified as in [101]. The array f d was a ba si divid r
as described in [35]. A HFSS model of this array i shown in Figur A.4 and
an illustration of the polarisation obtained is shown, by mans f th P ynting
vector, in Figure A.5.
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Quantity Circular Circular with Notch
Peak Directivity (dB) 7.94 7.90
Peak Gain (dB) 7.34 7.31
Peak Realized Gain (dB) 6.94 7.2
Radiation Efficiency 0.87 0.87
Front to Back Ratio 41.0 35.1
Table A.2: Simulated antenna parameters for circular patch and circular patch
with notch antennas.
Simulated gain patterns are shown, for two orthogonal planes, in Figure A.6.
Simulated antenna properties are also shown for both antennas in Table A.3.
Measured return loss at resonant frequencies of 2.46 GHz and 2.47 GHz was -26
dB and -28 dB, respectively.
Single-Element DSP Array
Peak Directivity (dB) 10.4 10.5
Peak Gain 10.3 9.9
Peak Realized Gain 10.3 9.9
Radiation Efficiency 0.73 0.89
Front to Back Ratio 368.6 169.0
-3dB Beam width (</> = 0\90°) 23°\52.3° 200\49.40
Table A.3: Simulated antenna parameters for single-element and DSP array an-
tennas.
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Figure A.4: HFSS model of dual-square patch antenna array.
Figure A.5: HFSS simulationn of Poynting vector - illu trating th offo t f
linearly polarised radiant fields from DSP array ant nna.
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A.2 Antennas
o
270 90
180
- - - - - Circular. phi = 90
---- Circular. phi = 0
- - - - - Circular wllh Notch. phi = 90
---- Circular with Notch. phi = 0
Figure A.6: Simulated gain of single and dual square pat h ant nn
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A.2.3 Four-element circular micro-strip patch array
A.2.3.1 Antenna Array Theory
The far-field radiation pattern of an array of identical antenna elements can be
approximated by multiplying the far-field pattern of a single element by an array
factor [99, 101]. The array factor is a function of the array geometry and the
amplitude and phase excitation of each element. For N uniformly spaced and
excited elements, the general form of the array factor is given by [99, 101]
N N
AF = L ei(n-l)(kdc.D.,O+/J) = L ei(n-l)t/I
n=l n=l
(A.I)
where
1/J = kdcosO + f3 (A.2)
and d is the spacing between elements and f3 is the phase difference between el-
ement excitation. By choosing the above parameters accordingly, the shape and
direction (location of minima and maxima) of the far-field pattern can be con-
trolled.
A.2.3.2 Constructed Array
An array was created using N = 4 circular patch elements, with notches for circu-
lar polarisation (Figure A.7). Each element was spaced 50 mm apart. Amplitude
and phase excitation was uniform for each element in order to preserve the circu-
lar polarisation of the radiant field, which is graphically illustrated in Figure A.S.
These parameters were chosen to create one narrow (relative to a single element)
circularly polarised main beam with no side-lobes. This allows for all available
power to be focused over a smaller area, where it can be used to heat the plants.
Furthermore, by exciting each element with separate outputs from the power
amplifiers, the radiated power from one source could be increased without the
possibility of interference from using multiple antennas.
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Figure A.7: HFSS model of 2x2 circular patch antenna array.
The measured return loss of the constructed array is shown in Figure A.9. The
operating frequency was selected to be 2.411 GHz in order to obtain circular po-
larisation. Maximum return loss at this frequency was -9.2 dB. The simulated
gain and radiation properties are shown in Figure A.lO and Table A.4 respec-
tively. Simulated antenna properties are shown in Table A.4.
2 x 2 Array
Peak Directivity (dB) 10.9
Peak Gain (dB) 10.8
Peak Realized Gain (dB) 10.8
Radiation Efficiency 0.97
Front to Back Ratio 289.1
Table A.4: Simulated antenna parameters for 2x2 array of circular pat he (with
notches).
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A.2 Antennas
o
270 90
180
- - - - - 2x2 Circular Array, phi = 90
---- 2x2 Circular Array, phi = 0
Figure A.l0: Simulat d gain of 2 x 2 cir ular pat h with nth array.
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Appendix B
Heating Uniformity in Agar -
Graphs of Data
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B.1 Cross-sectional plots of temp rature in Ag r
B.l Cross-sectional plots of temperature in Agar
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Figur B.2: Masur d (top) and irnula cl (b tt m) mp ratur pr 11 s in
125x50mm sampl s aft r 1 hour. Fr m 1 ft t ri ht, in r
cular A, Circular B.
225
i11' r i1'-
B.l Cross-sectional plots of temperature in Agar
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B.2 Geometry-specific temperature profiles .In
Agar
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Appendix C
Heating Uniformity in Leaves
Data
45
40
35
U
!....
QJ...~
~ 30
QJ
C.
E
~ 2S
20
15
0
--- Linl -Cirel
--- Linll -Cirell
--,./ Lin III ire III
--.., Lin IV ire IV
--- Lin V ireV
--- Lin VI ireVI
25 50 75 100 125 150 175 200 225
Distance along geometry (mm)
Figure C.l: Simulated temperature profile along g m try A (in leaf mo lcl).
230
40
35
--- Uinl -eire I
--- [JinII -eire II
--- Lin III +-e-CircIII
+ +
--- UinIV -CirelV
___!JinV -CireV
___Lin VI --CircVI
20
E 30
GI...
:::J...e
GI
C-
E 25
~
15
o 70 80 90 10010 20 30 40 50 60
Distance along geometry (mm)
Figure C.2: Simulated temperature profile along geometry B (in leaf mod 1).
u~ 30
~
:::J
i!
GI
C-
E 25
~
40
20
- ..- Lin I J...._ ire I
- ..- Linll ire II
- ..- Lin III ire III
--- Lin IV -eire IV
- ..- Lin V - ireV
- ..- LinVI ireVI
35
15
o 7010 20 30 6040 8050
Distance along geometry (mm)
Figure C.3: Simulated temperature profile along g om tr (in 1 .af 1110 1<'1).
231
Geometry I II III IV V VI
A Mean 19.14 18.34 19.72 17.12 16.52 17.68
SD 4.33 1.97 2.28 1.85 1.60 1.84
VI 1.05 0.59 0.48 0.87 1.05 0.69
SD of UI 0.24
Var. of UI 0.06
Average of UI 0.79
B Mean 18.37 18.54 19.93 16.75 15.91 17.29
SD 1.78 1.40 1.84 0.73 0.79 1.25
UI 0.530 0.396 0.372 0.416 0.871 0.545
SD of UI 0.19
Var. of UI 0.03
Average of UI 0.52
X Mean 25.10 20.92 17.33 24.70 21.88 19.12
SD 5.76 2.31 1.32 4.13 2.48 2.64
UI 0.571 0.390 0.567 0.426 0.361 0.642
SD of UI 0.12
Var. of VI 0.01
Average VI 0.49
Aggregate Mean 20.87 19.27 18.99 19.52 18.10 18.03
SD 3.96 1.89 1.81 2.24 1.63 1.91
UI 0.715 0.458 0.474 0.571 0.761 0.624
Av. SD of UI 0.18
Av. Var. of UI 0.03
Av. Average UI 0.601
Table C.1: Statistics for simulated temperature profiles along leaf geometries for
linear polarisation.
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Geometry I II III IV V VI
A Mean 21.63 23.30 21.03 17.53 22.46 20.94
SD 3.67 5.79 4.62 1.22 5.06 4.37
VI 0.55 0.70 0.77 0.48 0.68 0.73
SD of VI 0.11
Var. of VI 0.01
Average of VI 0.65
B Mean 20.68 19.78 19.75 18.39 24.28 22.24
SD 2.15 1.84 1.91 0.81 5.93 3.83
VI 0.378 0.385 0.403 0.238 0.638 0.528
SD of VI 0.14
Var. of VI 0.02
Average of VI 0.43
X Mean 21.35 25.44 24.93 21.16 22.80 29.43
SD 2.39 6.26 5.73 2.60 3.16 8.86
VI 0.376 0.600 0.577 0.422 0.406 0.614
SD of VI 0.11
Var. of VI 0.01
Average VI 0.50
Aggregate Mean 21.22 22.84 21.90 19.03 23.18 24.20
SD 2.73 4.63 4.09 1.54 4.72 5.68
VI 0.436 0.561 0.582 0.380 0.574 0.626
Av. SD of VI 0.12
Av. Var. of VI 0.01
Av. Average VI 0.526
Table C.2: Statistics for simulated temperature profiles along leaf geometries for
circular polarisation.
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