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Inf-compactness of the objective functional in an abstract variational problem, 
where the dynamical system consists of a linear functional-integral equation, is 
proven by suitably topologizing the space of relaxed control functions. The 
topology is obtained quite naturally from a Hilbert cube compactification of the 
space of control points. Under additional convexity assumptions a general existence 
result, implying that of A. D. Ioffe (Do/cl. Akad. Nauk SSSR 205 (1972), 277-280; 
Sovief Math. Dokl. 13 (1972), 919-923) is proven. 
1. INTRODUCTION 
In the spirit of L. C. Young’s work on generalized curves, a new method is 
presented in this paper on how to respond to the existence question for a 
variational problem. To do this, we shall generalize the line of approach of 
12-5 J and use it to obtain relaxed inf-compactness rsults for an abstract 
variational problem whose dynamical system consists of a hereditary 
functional-integral equation. The topology instrumental for this is found by 
compactifying the space of control points; we can then actually resort o the 
classical topology of relaxed control theory [6]. In contrast with other works 
(e.g., (3, 511, h w ere a one-point compactification has been employed for this 
purpose, we shall work here with the more powerful instrument of a compac- 
tification in the Hilbert cube, initiated in [7]. Under suitable growth 
assumptions, this method will be shown to lead to a general statement on 
relaxed inf-compactness. Under the usual additional convexity conditions we 
then obtain an associated existence result which generalizes that of [ 11. The 
above scheme is at variance with the several approaches to inf-compactness 
developed thus far (e.g., [1, g-IO]), where no suitable completion-in the 
form of relaxation-f the set of control functions takes place. When 
compared to these, the relaxed control approach, thanks to the pleasant and 
simple characteristics of the associated topology, would seem to be a viable 
alternative in those cases where a simple dynamical system, allowing an 
explicit representation fthe trajectories n terms of the control functions, is
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involved. Moreover, the high level of generality that is reached effortlessly in 
using the Hilbert cube compactification would seem hard to emulate by 
means of the other approaches. 
2. BASIC RESULTS 
Let X be a metrizable Lusin space of control points (e.g., a Polish space); 
we equip it with its Bore1 u-algebra, as we will do, without further mention, 
with other topological spaces in the sequel. The set M:(X) of probability 
measures on X, equipped with the vague topology, is metrizable Lusin [ 11, 
111.38, 601. Let (T, 6, ,u) be a finite measure space; later, when provided with 
additional structure, itwill figure as an abstract ime axis. The quotient of 
the set of measurable functions from T into M:(X), with respect to the 
equivalence relation of “equality p-a.e. on T,” is denoted by 5%‘; its elements 
will be called (relaxed) control functions. Because we shall identify X with 
the subset of M:(X) consisting of the Dirac probability measures on X, the 
quotient %? of the set of measurable functions from T into X is a subset of 
9. Its elements are called original control functions [6, IV.11. 
Let h be a nonnegative product-measurable functional on T x X, inf- 
compact in its second argument (i.e., for every t E T, y > 0, {x E X: 
h(t, x) < y} is compact).’ For every 6 E 9 the integral 
is well defined; here h(t, d(t)) E l, h(t, x) 6(t)(dx), t E T. The convenient 
shorthand notation thus introduced will see ample use from now on. Let 
9(h) be the set of those 6 E 9 satisfying 
(h, 4 < 1. (2-l) 
We shall say that a nonnegative functional 1on TX X is dominated by 
h-this is denoted as I < h-if there exists, for every .E > 0, a p-integrable 
functional f, on T such that 1< eh + f, [3,5, III. 11. 
Next, we introduce a topology on 9(h) which is coarse enough to make it 
compact, yet fine enough to render the functional (I, .) 1.s.c. (i.e., lower semi- 
continuous) for every normal integrand 1 on T x X (i.e., a product- 
measurable functional, 1.s.c. inits second argument) such that I- < h; here 
I- 3 max(-l, 0). First, we note that X, being a metrizable Lusin space, is 
homeomorphic to a Bore1 subset of the Hilbert cube 8~ [0, l]” [ 11,111.20]. 
Since X is clearly metrizable (and compact) for the product topology, we 
’ We allow a functional to take values +CO. 
RELAXED inf-COMPACTNESS 3 
may introduce a metric p on it. For all topological purposes we may identify 
X with the Bore1 subset of d to which it is homeomorphic. Clearly, this 
makes M:(X) into a (Borel) subset of M:(X). Without losing generality we 
may identify 9’(h) with a subset of the La-space Y z L,(T, &,,a; M&f)) 
of M,(X)-valued functions on T, equipped with the usual (weak) 
u(p, L,(T, 6, P; @(~)))-topology, 2 for which the vector space J! is 
Hausdorff and locally convex. Here, M,(X) = Mb+ (2) - Mb+(X) with Mt (2) 
denoting the cone of positive bounded (Radon) measures on 2. 
Remark 1. In case the a-algebra g is countably generated, Y is 
metrizable, for in that case L,(T, d,pu; g(8)) is a separable space. 
THEOREM 1. (i) 9(h) is a compact subset of 9. (ii) For every normal 
integrand 1 on T x X satisfying l- + h, the functional (I, .): 
6 -+ I, E(t, s(t)) ,a(dt) is 1.s.c. on 2’(h). 
Proof: (i) As a classical consequence of the Alaoglu-Bourbaki theorem, 
the subset 9 of 9, consisting of the M:(X)-valued elements of 9, is 
compact [6, IV.2; 12, V.21. Define the normal integrand L on the set TX 8 
by defining h = h on T x X and 6 = +co elsewhere (to conclude that 6 is a 
normal integrand on T x X, note that compact subsets of X remain compact 
subsets in 8 and that X is Borel-measurable in 8>. From the first part of the 
proof of (ii) it will turn out that (6, .) is 1.s.c. on 9; cf. Remark 4. Since 
9(h) is identical to the set (6 E 9: (6, S) < 1 }, the proof of (i) is finished. 
(ii) Let I be a normal integrand on TX X, suppose first that 1 is nonnegative. 
We shall construct an increasing sequence of Carathtodory functionals on 
TX d (i.e., representants of elements in L,(T, ~,,uu; a(8)) [6,11.4]) that 
converges to I on (T\N) x X, here N is a certain p-null set. The construction 
is an analog of the proof of Baire’s theorem in [ 13, 1X.421; it combines the 
constructions used in [7] and in [ 14, Theorem 3.101 (cf. [5, 1.1, 
Remarque 41). Let {x,} be a countable dense subset of X and let {rj} be an 
enumeration of the rational numbers. Fix i, j, k E R\J; define the functional 
mijk - r, - kp(.q, .) on X. Define S,, z {t E T: m&x) < l(t, x) for all 
x E X}. Since S,, is the complement of the projection of {(t, x) E T x X: 
mijk(t, x) > l(t, x)} onto T, it belongs to the p-completion of K [ 12, 111.21]. 
So in g there exist a subset Tfjk of S,,, and a p-null set NiJk with 
Sijk\Tijk c Ntjk. It is not hard to check that for every t E. T, x E X l(t, x) = 
sup{ Is,(t) mu&x): i,j, k E N}, using the fact that I is bounded below and 
1.s.c. in its second argument (in fact, the result is a special case of [15, 
Theorem 1, Lemma 1 I). Let N be the union of all sets Nrik; then on 
(T\N) XX I is the pointwise supremum of the countable collection 
(1 T,mijk}. Note that, because finite suprema in this collection are 
‘SF(~) denotes the set of continuous functionals on A’. 
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Carathtodory functionals on T x X, 1 is the monotone limit of a 
nondecreasing sequence { li} of Carathtodory functionals on T x d. By the 
monotone convergence theorem (1, .) = supi .) on 9(h), so (I, .) is 1.s.c. 
on 9(h) and, infact, on 9’. Next, if we take 1 to be a normal integrand on 
T x X with l- < h, it is easy to check that (1, .) is well defined on 9(h). In 
view of the above, it is enough to prove that (1-, .) is U.S.C. on 9(h). Let 
E > 0; there exists ap-integrable functionalf, on T such that 1, ZE tzh + f, - I- 
is nonnegative on TX X. By the above, (I,, .) is 1.s.c. on 9(h). It is an easy 
consequence of (2.1) that for every 6 ES(h) (/-,a) = inf{s + J,f, & - 
(I,, 8): E > O), so the proof is finished indeed. 
Remark 2. In case the measure space (T, a, ,u) is complete a simpler 
construction suffices toprove (ii) [7]. 
Remark 3. Actually, it has been demonstrated in the proof of (ii) that 
for every nonnegative normal integrand 1 on T x X there exist a p-null set 
NE d and a nondecreasing sequence ( ri} of Carathiodory functionals on 
T x 1, Lipschitz-continuous in their second argument with Lipschitz 
constant independent from the first argument, such that 1 is the monotone 
limit of {li} on (T\N) x X. 
Remark 4. In the above proof the following two statements are implicit. 
For every nonnegative normal integrand 1 on TX X the functional (I, a) is 
1.s.c. on 9. Also, (I .) is 1.s.c. on & for every nonnegative normal integrand 
fon Tx~. 
Remark 5. Suppose that h is the product of two factors e and h’, where 
e is a nonnegative p-integrable functional on T and h’ a nonnegative 
functional’ on T x X. Then e can be “absorbed” as follows. Define a finite 
measure ,u’ on (Y, a’) = (T, a) by & E edp. Note that in the primed 
framework h’ is endowed with the same properties as h in the unprimed 
framework (it‘ is of relevance to observe that ~‘{t E T: e(t) = O} = 0). Also, 
for every functional 1on T x X it is true that 1 is a normal integrand on 
T x X with I- % h iff 1’ = l/e is a normal integrand on T’ X X with 
(I’)- Q h’. It is now easy to complete the argument. 
PROPOSITION 2. Let k E N; for given nonnegative normal integrands 
1 , ,..., 1 on T x X every extreme point of the collection (6 E 9(h): (l,., S) < 1, 
i= 1 ,..., k)of relaxed control functions is a convex combination fat most 
k + 2 original control functions in %. 
Proof. From Remark 3 it follows that there exist nonnegative normal 
integrands fi on TX d such that for every 6 E 9(fi, S} = (li, S), i = l,..., k.
Since the collection under consideration coincides with {S E &: (/;, 6) < 1, 
(fi,d)< 1, i= 1 ,..., k}, the claim follows from (5, II Proposition 2] (a result 
RELAXED inf-COMPACTNESS 5 
implicit in [ 16]), [ 12, IV. 151 and the. definition of 6 given in the proof of 
Theorem 1; cf. [S, II Proposition 61. It should be noted that the completeness 
assumption used in [ 12, IV. 15 ] can be dispensed with; cf. [ 171. 
3. THE DYNAMICAL SYSTEM 
We shall describe a dynamical system consisting of a hereditary linear 
functional-integral equation. The fixed-time case will be considered only, 
although extensions to more involved cases are quite possible. From now on 
we shall assume that the space T of the previous paragraph is compact and 
metric, having d as its Bore1 u-algebra. We shall work with prescribed 
dimensions m, n, q E R\i. The set of n x m-matrices will be denoted lRnXm; an 
element of this set will be given the usual Euclidean norm of IR”m, denoted 
by 1 . 1. Similar notation will be used with respect o the other dimensions. 
Let p be a continuous functional on T with values in 10, I], such that 
the functional a + p(T(a)) is continuous on 10, 11, (3.1) 
where T(a)= {TV T: p(t) <a}, 0 <a< 1. Let a be a measurable RnX”- 
valued function on T x T, p-integrable inits second argument and such that 
it can be considered an element of @(T; L,(T, 8,~; R”x”)) (cf. [6, IS.C] 
for our notation). Also, let 17 be a continuous linear function from ‘Z(T; IR”) 
into L,(T, d,,~; R”). We shall assume that a and g are p-hereditary, i.e., 
that 
for every t, r E Tp(s) > p(t) implies a@, t) = 0, (3.2) 
for every y, y’ E 4(T; iR”), 0 < a < 1, y(r) = y'(t) on T(a) 
implies q(y)(t) = q(y’)(t) on T(a). (3.3) 
Let Z be a compact metric space of control parameters (e.g., the possible 
initial states of the dynamical system) and let c be an R9-valued function on 
TXXX Z such that 
c=c+F, 
where I? is a measurable IR9-valued function on TX X, continuous in its 
second variable, and where E is an iR9-valued Caratheodory function on 
T x (X x E); we set 7 z JT g & where g(f) E sup{] I?] (t, x, c): x E X, c E s}, 
f E T. Also, we introduce 
9, f (6 E 9: (IFI, S) < +a}. 
Let b be a bounded measurable IR” x9 -valued function on T x T such that 
for every t, r E T p(r) > a(t) implies b(t, t) = 0; (3.4) 
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we set /I E sup{ Ib( t, 5): t, rE T}. Finally, let z be a continuous W-valued 
function on 8; we set 4 E sup{lz( (0: r E E}. Consider now the following 
functional-integral equation in Q(T; R”), corresponding to the relaxed 
control function S E 9, and the control parameter E 8: 
(3.5) 
Then, under the technical ssumption (which olds automatically in case r is 
the identity operator on Q(T; R”)) 
for every sequence {yi} in the unit ball of Q(T; IF?“) 
lim,p{r E T: yi(r) f 0) = 0 implies lim, Ay,(t) = 0 
for every t E T, 
(3.7) 
the properties of the dynamical system are as follows. 
LEMMA 3. (i) The operator I-A in @(T; R”) is a homeomorphism and 
the operators A and (I-A)-’ - I in Q(T, R”) are compact. (ii) The solution 
y(6,r)~(l--A)-‘C(S,r), corresponding to 6 E S,, < E % is well deJned 
and allows the resolvent kernel representation 
~(6, t)(t) = j- k(c ~1 C(h TN9 cl@4 + Ck% O(4 t E T, (3.8) 
T 
where k is a measurable Rnx” -valued function on T x T which can be 
considered as an element of Q(T, L,(T, d,,u; R”‘“)). 
Proof By (3.1) to (3.7) the statements will follow directly from 16, 
11.55, 11.56, 11.5.231 ifit can be shown that C(6, <) E @(T; IF?“); from the 
proof of the next lemma it will be clear that this is a direct consequence of 
(3.1), (3.4), (3.6) and continuity ofp. 
More can be said about the solutions of (3.5) under the additional 
assumption 
IFI Q h. (3.9) 
LEMMA 4. The mapping (6, r) + ~$6, r) is continuous from S(h) X Z 
into B(T, R”). 
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ProoJ The set {C(S, Q: 6 E 9’(h), <E E} is equi-continuous and 
uniformly bounded (cf. [181). This is seen as follows. Let E > 0 be given; by 
(3.9) there exists a p-integrable functionalf, on T such that IFI < E/Z +f,. So 
by (3.4), for every t, t’ E T, I C(4 t)(t) - C(S, t)(t’)l < 3% + .f, f, 4 + 
I, g Q), where S = (7 E T: p(t) < p(z) Q p(t’) or p(t’) < p(7) < p(t)}. By 
(3.1) and continuity of p the equi-continuity has been established. Uniform 
boundedness is proven quite similarly. The desired result will now follow 
from Lemma 3 and Ascoli’s theorem if we can show that (6, <) + C(6, l)(t) is 
continuous for every t E T. Fix i, 1 < i < q, t E T, and suppose that { (Sj, Tj)} 
converges to (6,) &,); Sj E 9(h), rj E 2, j E N U { 0} (cf. Remark 1). Denote 
the ith component in b(t, t) c(~,x, <) and b(t, r)?(t,~, <) by e(r,x, 6) 
and t?(r, x <), respectively, tE T, x E X, <E 5’. Naturally, rj = 
Jr e(r, 6j(t), <,),u(dr) is the sum of the terms (,(F(r, 6j(r), rj) - 
g(r, Sj(r), to)) ,u(dr) and j, e(r, S,(r), <,)p(dr). By Remark 3, when applied to 
the nonnegative functional e’+ pg on T x (X x E), we may suppose w.1.o.g. 
that e’ is Lipschitz-continuous in its last two arguments3 with Lipschitz 
constant independent from the first argument. Therefore, the first erm 
converges to zero. By Theorem 1 the second term gives lim infj Yj > yO. The 
same argument can be applied to -e, which goes to show that limj yj = yO. 
Then indeed, by (3.8) and the above, the proof is finished. 
4. RELAXED inf-COMPACTNESS AND EXISTENCE RESULTS 
Let L be a normal integrand on T x (I?” x X x E) such that for every 
tET,yEW,xEX,rEE, 
L(t,Ax9t)>L*(I~l (t,x))-L*(lyO+L,(t), (4.1) 
where L,is a ,u-integrable functional on T-w.1.o.g. supposed to be identically 
equal to zero from now on-and L, , L, are finite functionals on I?’ such 
that 
L, is nonnegative and convex on IR +, (4.2) 
L,(JFJ) is inf-compact in its second argument and L,(lFl) B IFI, (4.3) 
L, is nondecreasing on I? +, (4.4) 
lim [~,~~/~~T)~-~~~lI~~-~~~111,~~+~+~~~l=+~.4 (4.5)v-cc 
3 With respect o the product metric induced by p and the metric on S. 
4 The usual norm for linear operators on Q(T; W”) is denoted 11 . Ilm. 
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Let us consider the variational problem of minimizing the functional I, over 
the set 5F0 x 2; here 
Let us verify that this integral is well defined. To begin with, ~(6, <) makes 
sense by Lemma 3, and we have, by (3.6), 
here 
K = Il(Z-A)-‘II,. 
Therefore, by (4.1), (4.4), for every t E T 
~(1, y(6, t)(t), x, t) > &t, x> - L,(pK((J 4, 8) + Y= + 5>), (4.6) 
where 
LL,(JEI), 
defines a nonnegative normal integrand on T x X (inf-compact in its second 
argument by assumption). Thus, Z,(& <) is well defined. 
THEOREM 5. The functional Zl. is inf-compact on the set SO X 8. 
Proof. Let a E [R be given; define Ye = { (6, <) E .S@O X E: I[.(& 0 < a}. 
By (4.2), (4.6) and Jensen’s inequality we have, for every (6, <) E .Ya, 
~/P(T) > L ,((I 21, ~/P(T)) - L,cpK((I 4 8) + Y= + 4). 
Because of (4.5), there exists y, > 0 such that for every (6, <) E Ye 
(I43 s> < Y,. 
By (4.4), (4.6) this entails that for every (6, r) E Y0 
(4.7) 
where ES a + p(T) L,(pK(y, + F + C)). Now suppose-Pa is nonempty (in 
the opposite case the proof is empty) and let {(a/, cj)j be a given sequence in 
S, (cf. Remark 1). By the above, (6 Sj) < d for every j E R\l; it follows then 
from Theorem l(i) and the compactness of the set E that a subsequence of 
{ (Sj, r,)} converges to an element (6,, co) in A? x 3 (w.l.0.g. we may suppose 
that the sequence itself converges). By (3.9), (4.7) and Theorem l(ii) we have 
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that (ICI, S) < y,, so 6, E 2,,. It remains to establish that Z,(&, <,,) < a. This 
is done in complete analogy to the last part of the proof of Lemma 4, using 
the fact that, by Lemma 4, { y(dj, cj(t)} converges to ~(6,) <J(t) uniformly in 
t E T. We shall not write out the details of this argument. 
Theorem 5 implies, if g,, X z is nonempty, the existence of an optimal 
relaxed solution to the variational problem. Consider now the problem of 
minimizing the functional I,, over the set g0 x .?, where 
We shall demonstrate that the existence of an optimal original solution for 
this variation problem can be deduced directly from Theorem 5. 
From now on we shall assume that X is a convex metrizable Lusin subset 
of a topological vector space (e.g., a convex Bore1 set in a separable Banach 
space). Also, we shall work with the following convexity assumptions 
(although different convexity assumptions can be employed too; cf. 
Remark 7). 
For every t E T, < E 3, ?(t, .) and F(t, ., <) are afftne on X. (4.8) 
For every t E T, y E IR”, < E 2, L(t, y, a, r) is convex on X. (4.9) 
THEOREM 6. Suppose that 9O x E is nonempty. Then there exists an 
optimal original solution to the variational problem of minimizing the 
functional I, over the set ,!ZO x E. 
Proof: If IL is identically equal to +a, on W, X .?, the statement holds 
trivially. If not then, by (4.1), I, has a finite value a somewhere on g0 x .?. 
So by Theorem 5 there exists an optimal relaxed solution (& 0 E so x Z to 
the relaxed version of the variational problem. It is enough to show the 
existence of u’ E a/b such that Z,(U; 0 < IL(& 8. Let a, y, be as in the proof 
of Theorem 5 and consider the nonempty ser 9 of those 6 E 2 satisfying 
(6 8) < 4 (I4 8) < Y, and s, T(t, 6(t)) < 1(&o,, where the normal integrand 
I, defined by T(t, x) = L(t, y(& S)(t), x,0), is bounded below on T x X because 
of (4.2), (4.3), (4.6) and (4.8). By Theorem 1 and the Krein-Milman 
theorem the set 2 has an extreme point 6,. By Proposition 2 there exist 
ui E [0, 11, 6, E P’, i = l,..., 4, such that Ci cri = 1 and 6, = JJi aidi. Define 
zi = xi criui, where ui denotes the measurable function from T into X with 
which ai can be identified, i = l,..., 4. As X is convex, u’ is well defined as a 
measurable function from T into X, hence, it can be identified with an 
element of %. It follows from the above, (4.8) and (4.9), that JE & with 
~(6 5> = Y(& 8 and Z,(U: 0 ,< I,<& 8. 
10 E.J.BALDER 
Remark 6. It is quite clear that any finite number of constraints of the 
type (1,s) < 1 can be added to the variational problem without necessitating 
any real change in the proof of Theorems 5,6. Here I is a generic 
nonnegative normal integrand which must also be convex in its second 
argument when considered for Theorem 6. This is equally plausible for any 
number of state constraints of the generic form ~(6, t)(t) E K; here t E T and 
K is a closed subset of IR”. 
EXAMPLE 1. Consider the following linear ordinary differential equation 
for (Lebesgue-) almost every t E [0, 11, 
it,(t) = (1 - t*>m + (1 + 20 Y2W + (1 + t)(w))“‘, 
J&(f) = t”*yJt) + (1 + t2) y2(t) + 8(t)(l + 6(t))-‘, (4.10) 
Y,(O) = Y*(O) = t-7 
where 6~3~ [-1, 11. By rewriting (4.10) as an integral equation we see 
that the dynamical system is a specialization f(3.5) with assumptions (3.1) 
to (3.4) and (3.7) holding. In this case X has been taken to be IR ‘; note that 
we may specify C(t, x) = (( 1 + t) x1/‘, 0) and ?(t, x) = (0, x( 1 + x)-l). By 
Theorem 5 and Remark 6 there exists an optimal relaxed solution for the 
variational problem of minimizing the functional 
5 ’ (W> -I Y(h ml) fft 0 
over c E 8, 6 E So subject o ~~(8, c)(l) = 0, i = 1, 2 (as is seen by taking 
L,(Y) = SY’, L*(Y) = 7). 
EXAMPLE 2. Consider the linear ordinary differential equation in IR”, 
where, for t E [0, 11, 
j(t) = l?(t) y(t) + C(k m9 
Y(O) = Yo - 
(4.11) 
Here y, denotes a prescribed element of iR” and B a IR”’ “-valued integrable 
function on [0, 11. We write ]]B]li =I: ]B(T)] dr. The obvious substitutions 
show that (4.11) is a special case of (3.5) with (3.1) to (3.4) as well as (3.7) 
holding. It follows directly from Gronwall’s inequality [6,11.4.4] that 
PIIV-Wll, Q 1 + IlW wWIIJ (4.12) 
Thus, with B as in (4.10) and with C(t, x) = (x, (1 + t)x) and z(t, x) = 
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(t sin(x), 0), X 3 IR +, there exists, by Theorem 6 and Remark 6, an optimal 
original solution for the problem of minimizing the functional 
s 
’ [600(24(t) + 1)3’* - ] Y(U, <)]“‘] dt 
0 
over u E PO, subject o the condition 
40 E A(t) for a.e. t E [0, 11. (4.13) 
Here A is a measurable multifunction from [0, l] into iR + with closed, 
convex values and it has been assumed that there exists at least one u in X0 
that satisfies (4.13). To see this, note that for the system (4.10) the right- 
hand side of (4.12) must be smaller than 600. Also, observe that (4.13) is 
equivalent o 
where Xd(t, x) G 0 if x E A(t), G +co if not, defines a nonnegative normal 
convex integrand on [0, 1 ] x IR + ] 12, VII.1 ]. 
EXAMPLE 3. Consider system (4.11) with B(t) = 0, F(t, x) =x, 
C=(t, x) 3 0, t E [O, 11, x E X = W. Then, clearly, 0 ll(Z - A)- ’ (Irn = 1 and an 
application of Theorem 6 yields the existence result of [ 1 ] (originally due to 
Cinquini [ 191; see also [20, IX]), provided, of course, that (4.1) to (4.5) are 
valid. (Actually, a slightly weaker version of (4.5) figures in [ 11, because of 
an additional end-time constraint. It is clear, however, that an ad hoc 
modification of the argument given in proving Theorem 5 can accomodate 
for this.) 
Remark 7. Instead of using the affinity assumption (4.8) on c, one can 
also invoke assumptions of Filippov type to derive a variant of Theorem 6 
from Theorem 5; cf. [6, VI.31. This clearly underscores the central 
significance ofthe relaxed existence result presented in Theorem 5. 
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