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Abstract
We study representations of Banach algebras on reflexive Banach spaces. Alge-
bras which admit such representations which are bounded below seem to be a good
generalisation of Arens regular Banach algebras; this class includes dual Banach
algebras as defined by Runde, but also all group algebras, and all discrete (weakly
cancellative) semigroup algebras. Such algebras also behave in a similar way to C∗-
and W∗-algebras; we show that interpolation space techniques can be used in the
place of GNS type arguments. We define a notion of injectivity for dual Banach
algebras, and show that this is equivalent to Connes-amenability. We conclude by
looking at the problem of defining a well-behaved tensor product for dual Banach
algebras.
Keywords: dual Banach algebra, von Neumann algebra, Connes-amenability, group algebra,
unique predual
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1 Introduction
It has been known for some time (see [20] and [37]) that a Banach algebra A which admits
a faithful representation on a reflexive Banach space has an intrinsic characterisation,
namely that the weakly almost periodic functionals, written WAP(A′) (see below for
the definition), separate the points of A. Similarly, if we wish to find an isometric
representation of this kind, we need only ask that WAP(A′) form a norming set for A.
We shall call A aWAP-algebra whenA admits an isomorphic representation on a reflexive
Banach space. Such algebras seem not to have been studied abstractly before, but they
seem to be a good generalisation of Arens regular Banach algebras, and to form a good
framework for studying dual Banach algebras.
We follow the notation of [8], writing 〈·, ·〉 for the dual pairing between a Banach
space E and its dual, E ′. We write κE : E → E ′′ for the canonical map given by
〈κE(x), µ〉 = 〈µ, x〉 for x ∈ E and µ ∈ E ′. When E is reflexive, we tend to identify
E with E ′′. We write B(E,F ) for the space of all bounded linear operators between
Banach spaces E and F , and we denote by F(E,F ),A(E,F ),K(E,F ) and W(E,F )
the subspaces of, respectively, finite-rank, approximable, compact and weakly-compact
operators (so A(E,F ) is the operator-norm closure of F(E,F ) in B(E,F )). We write
B(E) for B(E,E), and so forth.
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A dual Banach algebra is a Banach algebra A such that A = E ′, as a Banach space,
for some Banach space E, and such that the multiplication on A is separately weak∗-
continuous. Recall that a W∗-algebra is a C∗-algebra which is a dual Banach algebra.
However, it is known that the multiplication (and the involution) are automatically weak∗-
continuous in this case. We use [32] as general references for C∗- and W∗-algebras. Dual
Banach algebras were introduced in [30], but had been studied previously under different
names.
For a Banach algebra A, we turn A′ into an A-bimodule in the obvious way, by setting
〈a · µ, b〉 = 〈µ, ba〉, 〈µ · a, b〉 = 〈µ, ab〉 (a, b ∈ A, µ ∈ A′).
We may then check that for a dual Banach algebra A = E ′, we have that κE(E) is a
submodule of A′ = E ′′. We call E the predual of A, and write (A, E) if we wish to stress
which predual we are using, and often write A∗ for E. In this special case, we shall often
suppress the map κA∗ , and speak of A∗ as being a subspace of A′ (see Definition 2.6
for a justification of this). We later study when such preduals are unique, both in the
isometric sense (as is well-known for W∗-algebras) and the isomorphic sense, which seems
more natural for Banach algebras.
When E is a reflexive Banach space, the projective tensor product of E with its dual
E ′, denoted by E ′⊗̂E, is the canonical predual for B(E) (see [30]). This induces a weak∗-
topology on B(E). Recall that the norm on E ′⊗̂E is π(·), defined by
π(τ) = inf
{ n∑
k=1
‖xk‖‖yk‖ : τ =
n∑
k=1
xk ⊗ yk
}
(τ ∈ E ′ ⊗E).
We write E ′⊗̂E and not E⊗̂E ′ as the former makes more sense when E is not necessarily
reflexive; the two spaces are isometrically isomorphic. Here and elsewhere, we refer the
reader to [31], [13] or [14, Chapter VIII] for further details on tensor products of Banach
spaces.
Let A be a Banach algebra, and for µ ∈ A′, define Lµ, Rµ ∈ B(A,A′) by
Lµ(a) = µ · a, Rµ(a) = a · µ (a ∈ A).
Then µ ∈WAP(A′) if and only if Lµ ∈ W(A,A′) (which is equivalent to Rµ ∈ W(A,A′)).
This notation differs from that sometimes used, but follows [28, Section 4], for example.
It may be easily checked (as we do below) that for a dual Banach algebra (A,A∗), we have
that A∗ ⊆WAP(A′). It hence immediately follows from [37] that there exists a reflexive
Banach space E and an isometric representation π : A → B(E) (here representation
simply means a homomorphism to a Banach algebra of the form B(E)). However, it is
not immediately apparent if such a representation need be weak∗-continuous. As usual,
we may regard representations and left-modules as interchangeable, so this question is
equivalent to E being a normal in the sense of [28]. We show below that we can indeed
choose E to be normal (actually, our argument is very similar to that used by Kaiser and
Young, but the required machinery, interpolation spaces, shall be needed later anyway).
This shows that dual Banach algebras can be thought of as “abstract” weak∗-closed
subalgebras of B(E) for reflexive Banach spaces E. This exactly mirrors the fact that
W∗-algebras are abstract von Neumann algebras, that is, weak∗-closed (which in this
context agrees with weak operator topology closed) self-adjoint subalgebras of B(H) for
a Hilbert space H .
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A derivation from a Banach algebra A to an A-bimodule E is a bounded linear map
d such that d(ab) = a · d(b) + d(a) · b. Fix x ∈ E, and defined d by d(a) = a · x − x · a.
Then d is a derivation, called an inner derivation. We say that A is amenable if every
derivation from A to a dual A-bimodule E ′ is inner. We refer the reader to [29] for
details on amenability. Similarly, Runde defines a dual Banach algebra (A,A∗) to be
Connes-amenable if every weak∗-continuous derivation to a normal, dual A-bimodule is
inner.
For a W∗-algebra A, it is this notion of amenability which seems most natural. One
of the major achievements of C∗-algebra theory has been to give equivalent natural con-
ditions for a W∗-algebra to be Connes-amenable (see [29, Chapter 6]). One of these is
the notation of injectivity. We define a similar (though weaker) notion for dual Banach
algebras, and show that it is equivalent to Connes-amenability.
We finish the paper with a study of tensor products of dual Banach algebras. This last
section is slightly more speculative, but it is the author’s opinion that fully understanding
tensor products seems central to understanding notions of amenability: certainly the
rather well-behaved tensor products of C∗-algebras play a central role in the theory of
amenability for such algebras (for example, the fact that amenability is equivalent to
nuclearity).
2 Basic properties of WAP and dual Banach algebras
In this section, we shall study the basic properties of dual Banach algebras, and define
WAP-algebras.
Following, for example, [8], in dealing with Banach algebras, we assume, by means of
standard renormings, that the product is contractive (and not merely bounded) and that
a unit always has norm one. This philosophy is compatible with dual Banach algebras:
Proposition 2.1. Let E be a Banach space such that A = E ′ admits a bounded algebra
product. Then there is an equivalent norm on E such that A becomes a Banach algebra.
If A has a unit eA, we may choose this norm such that ‖eA‖ = 1.
Proof. Suppose that 1 < M = sup{‖ab‖ : a, b ∈ A, ‖a‖ = ‖b‖ = 1}, for if M ≤ 1, we
have nothing to do. Then define ‖µ‖0 = M−1‖µ‖ for µ ∈ E. For a ∈ A, we then have
that ‖a‖0 = sup{|〈a, µ〉| : ‖µ‖ ≤ M} = M‖a‖, so that ‖ab‖0 = M‖ab‖ ≤ M2‖a‖‖b‖ =
‖a‖0‖b‖0.
Now suppose that A has a unit eA. Let
X = convex{a · µ : ‖a‖0 = ‖µ‖0 ≤ 1} ⊆ E,
so that for µ ∈ E, we have that µ = eA · µ ∈ ‖eA‖0‖µ‖0X. Thus we can define ‖ · ‖1 on
E by
‖µ‖1 = inf{t > 0 : µ ∈ tX} (µ ∈ E),
and have that ‖µ‖1 ≤ ‖eA‖0‖µ‖0. Conversely, we have that X ⊆ {µ ∈ E : ‖µ‖0 ≤ 1}, so
if ‖µ‖1 = 1, then for each ǫ > 0, we have that µ ∈ (1+ǫ)X ⊆ {(1+ǫ)λ : λ ∈ E, ‖λ‖0 ≤ 1},
and so ‖µ‖0 ≤ 1. Thus ‖ · ‖1 is equivalent to ‖ · ‖0 and hence also equivalent to ‖ · ‖.
Then, for a ∈ A, we have that
‖a‖1 = sup{|〈a, µ〉| : µ ∈ X} = sup
{∣∣∣ n∑
j=1
〈a, bj · µj〉
∣∣∣ : n∑
j=1
‖bj‖0‖µj‖0 ≤ 1
}
= sup{|〈a, b · µ〉| : ‖b‖0 = ‖µ‖0 ≤ 1} = sup{‖ab‖0 : ‖b‖0 = 1}.
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Note that ‖ab‖0 ≤ ‖a‖1‖b‖0 for a, b ∈ A. We hence have that
‖ab‖1 = sup{‖abc‖0 : ‖c‖0 = 1} ≤ ‖a‖1 sup{‖bc‖0 : ‖c‖0 = 1} = ‖a‖1‖b‖1,
and clearly ‖eA‖1 = 1, as required.
Let (A,A∗) be a dual Banach algebra, and let A♭∗ be the Banach space A∗ ⊕ C with
norm
‖(µ, α)‖ = max(‖µ‖, |α|) (µ ∈ A∗, α ∈ C).
Then (A♭∗)′ = A⊕C = A♭ with norm
‖(a, β)‖ = ‖a‖+ |β| (a ∈ A, β ∈ C).
We turn A♭ into a Banach algebra by setting (a, α)(b, β) = (ab + βa + αb, αβ). It is a
simple verification that then (A♭,A♭∗) is a dual Banach algebra.
We set (A,A∗)♯ to be (A,A∗) when A is unital, and to be (A♭,A♭∗) otherwise. This
gives us a (rather crude, it turns out) way to unitise a dual Banach algebra.
Lemma 2.2. Let E be a Banach space such that A = E ′ is a Banach algebra. Then
(A, E) is a dual Banach algebra if and only if κE(E) ⊆ A′ is a sub-A-bimodule.
Proof. This is a routine calculation showing that the product is separately weak∗-continuous
if and only if E is an A-bimodule.
We shall now recall the Arens products which shall allow us to prove some simple facts
about dual Banach algebra (much in the spirit of [26]). Most of the following results are
folklore (compare, for example, with [22, Section 1]) but do not appear to have formally
been collected together before.
For a Banach algebra A, we turn A′ into a Banach A-bimodule in the standard way
(and hence A′′ as well). We then define bilinear maps A′′ ×A′ → A′ and A′ ×A′′ → A′
by
〈Φ · µ, a〉 = 〈Φ, µ · a〉, 〈µ · Φ, a〉 = 〈Φ, a · µ〉 (a ∈ A, µ ∈ A′,Φ ∈ A′′).
We then define two bilinear maps ,♦ : A′′ ×A′′ → A′′ by
〈ΦΨ, µ〉 = 〈Φ,Ψ · µ〉, 〈Φ♦Ψ, µ〉 = 〈Ψ, µ · Φ〉 (µ ∈ A′,Φ,Ψ ∈ A′′).
We can then calculate that
(µ · Φ) ·Ψ = µ · (Φ♦Ψ), Φ · (Ψ · µ) = (ΦΨ) · µ (µ ∈ A′,Φ,Ψ ∈ A′′),
from which it follows that  and ♦ are Banach-algebra products, called the first and
second Arens products respectively (see [25, Section 1.4] or [8, Theorem 2.6.15] for further
details). Further, we have that κA(a)Φ = a · Φ = κA(a)♦Φ for a ∈ A,Φ ∈ A′′, and
similarly ΦκA(a) = Φ · a = Φ♦κA(a). When  = ♦, we say that A is Arens regular,
and in this case, we may check that (A′′,A′) becomes a dual Banach algebra.
Lemma 2.3. Let A be a Banach algebra, and let µ ∈ A′. Then µ ∈ WAP(A′) if and
only if Rµ ∈ W(A,A′), which is if and only if 〈ΦΨ, µ〉 = 〈Φ♦Ψ, µ〉 for Φ,Ψ ∈ A′′.
Proof. This is a simple calculation: see [9, Proposition 3.11]. A key tool is Gantmacher’s
theorem, which states that T ∈ W(E,F ) if and only if T ′′(E ′′) ⊆ κF (F ).
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We also define the two topological centres (see [23] or [9]) by
Z
(1)
t (A′′) = {Φ ∈ A′′ : ΦΨ = Φ♦Ψ (Ψ ∈ A′′)},
Z
(2)
t (A′′) = {Φ ∈ A′′ : ΨΦ = Ψ♦Φ (Ψ ∈ A′′)}.
Then the Arens products agree on either of the topological centres, each topological centre
is an algebra, and Z
(1)
t (A′′) ∩ Z(2)t (A′′) ⊇ κA(A) is an ideal in A′′ with respect to either
Arens product.
For a Banach space E, a subspace F of E, and a subspace G of E ′, we define
F⊥ = {µ ∈ E ′ : 〈µ, x〉 = 0 (x ∈ F )}, ⊥G = {x ∈ E : 〈µ, x〉 = 0 (µ ∈ G)}.
It is then standard that, when F is closed, F ′ is isometrically isomorphic to E ′/F⊥, while
(E/F )′ is isometrically isomorphic to F⊥. The weak∗-closure of G in E ′ is (⊥G)⊥.
Proposition 2.4. Let A be a Banach algebra, and let X ⊆ A′ be a closed submodule.
Then the following are equivalent:
1. the first Arens product drops to a well-defined product on X ′ = A′′/X⊥ turning
(X ′, X) into a dual Banach algebra;
2. X ⊆WAP(A′);
Furthermore, let A be a subalgebra of Z
(1)
t (A′′) ∩ Z(2)t (A′′), and suppose that the natural
map A → X ′ is surjective. Then (1) and (2) hold, and the algebra product given by (1)
agrees with the product induced by the map A → X ′.
Proof. For Φ ∈ A′′ and µ ∈ X, suppose that Ψ ∈ A′′ is such that Φ +X⊥ = Ψ+X⊥, so
that
〈Φ · µ, a〉 = 〈Φ, µ · a〉 = 〈Ψ, µ · a〉 = 〈Ψ · µ, a〉 (a ∈ A),
as X is a submodule. Hence there is a well-defined map (A′′/X⊥) × A′ → A′ given by
(Φ +X⊥) · µ = Φ · µ, and similarly with orders reversed. It is hence clear that  gives
a well-defined product on A′′/X⊥ if and only if Φ · µ ∈ X for Φ ∈ A′′ and µ ∈ X. If
this holds, then X is an X ′-module if and only if, for each µ ∈ X and Φ ∈ A′′, there
exists λ ∈ X such that 〈ΦΨ, µ〉 = 〈Ψ, λ〉 for Ψ ∈ A′′. In particular, we see that
〈λ, a〉 = 〈Φ · a, µ〉 = 〈µ · Φ, a〉 for a ∈ A, that is, λ = µ · Φ, and so we conclude that
〈ΦΨ, µ〉 = 〈Φ♦Ψ, µ〉 for Φ,Ψ ∈ A′′, µ ∈ X, which is equivalent to X ⊆ WAP(A′).
Conversely, if (2) holds, then for Φ ∈ A′′, µ ∈ X and Ψ ∈ X⊥, we have that 〈Ψ,Φ · µ〉 =
〈Ψ♦Φ, µ〉 = 〈Φ, µ ·Ψ〉 = 0 as µ ·Ψ = 0, which implies that Φ · µ ∈ X. Hence conditions
(1) and (2) are equivalent.
Suppose that A → X ′ is surjective, so that for Φ,Ψ ∈ A′′, let a, b ∈ A be such that
a+X⊥ = Φ +X⊥ and b+X⊥ = Ψ+X⊥. Then, for µ ∈ X,
〈ΦΨ, µ〉 = 〈Φ,Ψ · µ〉 = 〈Φ, b · µ〉 = 〈Φb, µ〉 = 〈Φ♦b, µ〉 = 〈b, µ · Φ〉
= 〈b, µ · a〉 = 〈a♦b, µ〉 = 〈ab, µ〉,
where we use the fact that b ∈ Z(2)t (A′′). Thus the map A → X ′ gives a well-defined
product on X ′. We also see that
〈ab, µ〉 = 〈a, b · µ〉 = 〈a,Ψ · µ〉 = 〈aΨ, µ〉 = 〈a♦Ψ, µ〉
= 〈Ψ, µ · a〉 = 〈Ψ, µ · Φ〉 = 〈Φ♦Ψ, µ〉,
as a ∈ Z(1)t (A′′). Hence µ ∈WAP(A′), and (2) holds, as required.
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We note that in [20, Proposition 4.9], Kaijser explores similar ideas to the above
proposition. Furthermore, the equivalence of (1) and (2) is established in [22, Lemma 1.4]
in the case of commutative Banach algebras.
Corollary 2.5. Let A be a Banach algebra. Then WAP(A′)′ is a dual Banach algebra.
Let A∗ ⊆ A′ be a closed submodule such that, if π : A′′ → A′′/A⊥∗ = A′∗ is the quotient
map, then π ◦ κA : A → A′∗ is an isomorphism. Then A′∗ is a dual Banach algebra.
Conversely, suppose that (A,A∗) is a dual Banach algebra. Then it is a simple
calculation (see [26]) that κ′A∗ : A′′ → A is an algebra homomorphism for either Arens
product. We may hence (and shall) make the following equivalent definition:
Definition 2.6. Let A be a Banach algebra, let A∗ be a closed submodule of A′, and
let πA∗ : A′′ → A′′/A⊥∗ = A′∗ be the quotient map. When πA∗ ◦ κA : A → A′∗ is an
isomorphism, we say that A is a dual Banach algebra with predual A∗.
Lemma 2.7. Let A be a Banach algebra, and let B = WAP(A′)′. Then B is unital if
and only if there exists Φ ∈ A′′ with Φ · µ = µ · Φ = µ for each µ ∈ WAP(A′). When
(A,A∗) is a dual Banach algebra, B is unital if and only if A is unital.
Proof. Let eB be the unit of B, so that for some Φ ∈ A′′, we have that 〈Φ, µ〉 = 〈eB, µ〉
for µ ∈WAP(A′). Thus, for Ψ ∈ A′′,
〈Ψ, µ〉 = 〈ΨΦ, µ〉 = 〈Ψ,Φ · µ〉 = 〈Φ♦Ψ, µ〉 = 〈Ψ, µ · Φ〉 (µ ∈WAP(A′)),
as required.
Now suppose that A is a dual Banach algebra, and let (aα) be a bounded net in A
tending to Φ ∈ A′′ in the weak∗-topology. Let e ∈ A be a weak∗-limit point of (aα).
Then, for a ∈ A and µ ∈ A∗ ⊆WAP(A′),
〈ae, µ〉 = 〈e, µ · a〉 = lim
α
〈aα, µ · a〉 = 〈Φ, µ · a〉 = 〈a, µ〉,
so that ae = a. Similarly, ea = a, so that e is a unit for A.
Thus looking at WAP(A′)′ is not useful for unitising a dual Banach algebra; instead,
WAP(A′)′ is a useful way for embedding a Banach algebra in a dual Banach algebra.
Lemma 2.8. Let A and B be Banach algebras, and let π : A → B be a homomorphism.
Then π′(WAP(B′)) ⊆WAP(A′).
Proof. Let µ ∈WAP(B′), and let λ = π′(µ) ∈ A′, so that
〈Lλ(a), b〉 = 〈λ · a, b〉 = 〈µ, π(ab)〉 = 〈µ · π(a), π(b)〉 = 〈π′Lµπ(a), b〉,
so that Lλ = π
′ ◦ Lµ ◦ π is weakly-compact, as Lµ is weakly-compact.
Weak∗-continuous representations of WAP(A′)′ are closely related to continuous rep-
resentations of A, a fact first noted by Runde. The following is [28, Theorem 4.10].
Proposition 2.9. Let A be a Banach algebra, let (B,B∗) be a dual Banach algebra,
and let π : A → B be a homomorphism. Then there is a unique weak∗-continuous
homomorphism πˆ : WAP(A′)′ → B such that πˆ ◦ κA = π. In particular, a weak∗-
continuous homomorphism θ : WAP(A′)′ → B is uniquely determined by its restriction
to A.
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Definition 2.10. Let A be a Banach algebra. We call WAP(A′)′ the dual Banach algebra
(DBA) enveloping algebra of A. When the natural map of A into WAP(A′)′ is bounded
below, we say that A is a WAP algebra.
Then every dual Banach algebra, and every Arens regular Banach algebra, is a WAP
algebra. We shall shortly see that group algebras are also always WAP algebras, even
in the non-discrete case, in which case they are neither dual Banach algebras, nor Arens
regular. The above proposition shows us that the weak∗-continuous theory of the DBA
enveloping algebra is determined by A. We hence see from this, and from later results,
that the DBA enveloping algebra plays much the same role as the enveloping W∗-algebra
of a C∗-algebra plays (see [32, Chapter III, Section 2]).
3 Representations for WAP algebras
We have already noted that work of Young shows that a WAP algebra A admits a
representation π : A → B(E) for some reflexive Banach space E, such that π is bounded
below. In fact, Young effectively shows that µ ∈ WAP(A′) if and only if there exists
a reflexive Banach space E, a representation π : A → B(E), x ∈ E and λ ∈ E ′ with
‖x‖‖λ‖ = ‖µ‖ and such that π′κE′⊗̂E(λ ⊗ x) = µ. In particular, we see that π′κE′⊗̂E
maps E ′⊗̂E onto WAP(A′).
In this section, we shall use some interpolation space theory to prove an analogous
result for dual Banach algebras which does not seem to immediately follow from the
results of Young (although the method of proof is much the same). We shall later use
interpolation space theory for other reasons, so it is useful to define some concepts now.
Interpolation space arguments in this area go back to [10]; we follow the text [3] for
results on interpolation spaces.
Definition 3.1. Let (A,A∗) be a dual Banach algebra, and let µ ∈ A∗. Suppose that
there exists a norm ‖·‖µ on A·µ = {a·µ : a ∈ A} such that the completion of (A·µ, ‖·‖µ),
denoted by Eµ, is reflexive, and such that
‖ab · µ‖µ ≤ ‖a‖‖b · µ‖µ, ‖a · µ‖ ≤ ‖a · µ‖µ ≤ ‖a‖‖µ‖ (a, b ∈ A).
Let ι : Eµ → A∗ be the norm-decreasing inclusion map, and suppose further that ι is
injective. Then we say that ‖ · ‖µ is an admissible norm for µ.
Example 3.2. Let (A,A∗) be a W∗-algebra, and let µ ∈ A∗ be a state. Then it is simple
to check that the usual GNS construction for µ (see [32, Chapter I, Section 9]) induces
an admissible norm on A · µ.
Example 3.3. We note that ‖ · ‖µ need not be unique (even in an isomorphic sense). For
example, let A = l2(N) with pointwise multiplication, and let µ ∈ A′ = l2 be such that
the map A → A′; a 7→ a · µ is injective and ‖µ‖ = 1 (for example, µ = (2−n/2)n>0 ∈ l2).
Then define
‖a · µ‖µ,1 = ‖a · µ‖, ‖a · µ‖µ,2 = ‖a‖ (a ∈ A),
and let Eµ,1 and Eµ,2 be associated with ‖ · ‖µ,1 and ‖ · ‖µ,2 respectively. Then Eµ,1 is the
closure of A ·µ in l2, while Eµ,2 = A, which are both reflexive, as l2 is reflexive. We then
check that
‖ab · µ‖µ,1 = sup{|〈ab · µ, c〉| : ‖c‖ ≤ 1} = sup{|〈b · µ, d〉| : d = ca, ‖c‖ ≤ 1}
≤ sup{|〈b · µ, d〉| : ‖d‖ ≤ ‖a‖} = ‖a‖‖b · µ‖ = ‖a‖‖b · µ‖µ,1,
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while clearly ‖ab · µ‖µ,2 ≤ ‖a‖‖b · µ‖µ,2. Hence both ‖ · ‖µ,1 and ‖ · ‖µ,2 are admissible,
but clearly they are not equivalent norms.
Lemma 3.4. Let (A,A∗) be a dual Banach algebra, let µ ∈ A∗ have an admissible
norm, and let Eµ be a space as defined above using some admissible norm for µ. Then
ι′ : A → E ′µ has dense range, the module action of A on Eµ induces a weak∗-continuous
representation A → B(Eµ), and there exists x ∈ Eµ and λ ∈ E ′µ such that ‖x‖‖λ‖ = ‖µ‖
and 〈λ, a · x〉 = 〈a, µ〉 for a ∈ A.
Proof. We may suppose that ‖µ‖ = 1. By the condition on ‖ · ‖µ, we see that ι is norm-
decreasing, and the module action inherited from A∗ induces a Banach left A-module
action on Eµ. Furthermore, ι
′ has dense range if and only if ι′′ : E ′′µ → A′ is injective,
which, as Eµ is reflexive, is in turn equivalent to ι being injective.
We define ψµ : E
′
µ⊗̂Eµ → A∗ by
ψµ
(
ι′(a)⊗ b · µ) = b · µ · a (a ∈ A, b · µ ∈ Eµ).
Assuming this is bounded, ψµ extends by linearity and continuity to E
′
µ⊗̂Eµ. Indeed, we
have
‖b · µ · a‖ = sup{|〈acb, µ〉| : ‖c‖ ≤ 1} = sup{|〈a, cb · µ〉| : ‖c‖ ≤ 1}
≤ sup{|〈a, d · µ〉| : ‖d · µ‖Eµ ≤ ‖b · µ‖Eµ} = ‖ι′(a)‖E′µ‖b · µ‖Eµ,
as ‖cb ·µ‖Eµ ≤ ‖c‖‖b ·µ‖Eµ. Thus ψµ is norm-decreasing. Then let θµ = ψ′µ : A → B(Eµ),
so that for a, b, c ∈ A,
〈ι′(b), θµ(a)(c · µ)〉 = 〈a, ψµ(ι′(b)⊗ c · µ)〉 = 〈b, ac · µ〉 = 〈ι′(b), a · (c · µ)〉,
so that θµ agrees with the left-module action of A on Eµ, as required.
Finally, we see that ψµ(ι
′(eA)⊗ eA · µ) = µ, where
‖ι′(eA)‖E′µ = sup{|〈eA, a · µ〉| : ‖a · µ‖Eµ ≤ 1}
≤ sup{|〈eA, a · µ〉| : ‖a · µ‖ ≤ 1} ≤ ‖eA‖ = 1,
and ‖eA · µ‖Eµ ≤ ‖eA‖‖µ‖ = 1.
Theorem 3.5. Let (A,A∗) be a dual Banach algebra such that each norm-one member
of A∗ has an admissible norm. Then A is isometric, via a weak∗-weak∗-continuous map,
to a weak∗-closed subalgebra of B(E) for some reflexive Banach space E.
Proof. We may suppose that A is unital, as otherwise, we may work with (A,A∗)♯, and
then restrict the resulting representation to A. Let X = {µ ∈ A∗ : ‖µ‖ = 1}, and let
E = l2
(⊕
µ∈X Eµ
)
, so that E is a reflexive Banach space. Define ψ : E ′⊗̂E → A∗ by
ψ
(
(λµ)⊗ (xµ)
)
=
∑
µ∈X
ψµ(λµ ⊗ xµ) ((λµ) ∈ E ′, (xµ) ∈ E).
This is norm-decreasing, as∥∥∥∑
µ∈X
ψµ(λµ ⊗ xµ)
∥∥∥ ≤∑
µ∈X
‖λµ‖‖xµ‖ ≤
(∑
µ∈X
‖λµ‖2
)1/2(∑
µ∈X
‖xµ‖2
)1/2
.
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Then let θ = ψ′ : A → B(E), so that θ is weak∗-continuous, and for a, b ∈ A, (xµ) ∈ E
and (λµ) ∈ E ′, we have
〈(λµ), θ(b)(xµ)〉 =
∑
µ∈X
〈b, ψµ(λµ ⊗ xµ)〉 =
∑
µ∈X
〈λµ, θµ(b)(xµ)〉,
so that θ(b)(xµ) =
(
θµ(b)(xµ)
)
, and hence θ is a homomorphism, as each θµ is a homo-
morphism.
It is a standard result that θ = ψ′ has a weak∗-closed image if and only if θ has a
closed image, which is if and only if θ is bounded below. For a ∈ A and ǫ > 0, there
exists µ ∈ X such that |〈a, µ〉| > (1− ǫ)‖a‖. Then µ = ψ(λµ⊗ xµ) for some λµ ∈ E ′µ and
xµ ∈ Eµ with ‖λµ‖‖xµ‖ = 1. Thus
‖θ(a)‖ ≥ ‖θµ(a)‖ ≥ |〈a, ψ(λµ ⊗ xµ)〉| > (1− ǫ)‖a‖.
As ǫ > 0 was arbitrary, we see that θ is an isometry onto its range.
Of course, we haven’t shown that any dual Banach algebra (other than a W∗-algebra)
admits such a representation. We now remedy this situation by using some interpolation
space theory.
Theorem 3.6. Let A be a unital dual Banach algebra with predual A∗. Then each norm-
one member of A∗ has an admissible norm.
Proof. Let µ ∈ A∗ be such that ‖µ‖ = 1, and for n ∈ N define a new norm on A′ by
‖λ‖n = inf{2−n/2‖b‖+ 2n/2‖λ− b · µ‖ : b ∈ A} (λ ∈ A′).
Then, for a, b ∈ A and λ ∈ A′, we have that ‖λ‖n ≤ 2n/2‖λ‖, ‖a · µ‖n ≤ 2−n/2‖a‖, and
‖λ‖ ≤ ‖λ− b ·µ‖+ ‖b ·µ‖ ≤ 2n‖λ− b ·µ‖+ ‖b‖ so that 2−n/2‖λ‖ ≤ ‖λ‖n. We then define
Eµ =
{
λ ∈ A′ : ‖λ‖µ :=
( ∞∑
n=1
‖λ‖2n
)1/2
<∞
}
.
If λ ∈ Eµ, then there exists some sequence (bn) in A such that 2n‖λ − bn · µ‖2 → 0 as
n → ∞. In particular, A · µ is dense in Eµ. Thus, for a ∈ A, we have that ‖a · µ‖ ≤
‖a · µ‖µ ≤ ‖a‖. We can also easily check that ‖a · λ‖µ ≤ ‖a‖‖λ‖µ for a ∈ A and λ ∈ Eµ.
Hence we need only show that Eµ is reflexive to verify the conditions of Definition 3.1.
Recall the definition of Rµ : A → A′, that is, Rµ(a) = a · µ. Then Rµ maps into
A∗ and is weakly-compact, as A∗ ⊆WAP(A′). It follows from the work in [10] (see [25,
Section 1.7.8] for a sketch) that Eµ is reflexive, as the map Rµ is weakly-compact.
Notice that the above proof will work for any µ ∈WAP(A′), which re-creates Young’s
result.
Remark 3.7. The above construction of Eµ is actually a Lions-Peetre interpolation space.
Let A · µ be the subspace of A∗ spanned by {a · µ : a ∈ A} together with the norm
‖a · µ‖A·µ = inf{‖b‖ : b · µ = a · µ}. Then we see that Rµ : A → A · µ is norm-decreasing,
and the induced map A/ kerRµ → A · µ is an isometry, showing that A · µ is a Banach
space.
Following [3], we let S(A · µ,A∗) be the space A∗ together with the norm
‖λ‖S = inf
{‖a · µ‖A·µ + ‖φ‖ : λ = a · µ+ φ} (λ ∈ A∗).
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Then S is a Banach space. Let 1 ≤ p <∞, ξ0 < 0 and ξ1 > 0, and let s+2 (p; ξ0,A·µ; ξ1,A∗)
be the subspace of S such that
‖λ‖s+p = inf
{
max
(( ∞∑
n=1
‖eξ0nan · µ‖pA·µ
)1/p
,
( ∞∑
n=1
‖eξ1nφn‖p
)1/p)
: λ = an · µ+ φn (n > 0)
}
<∞.
In comparison, we see that Eµ is the subspace of S such that
‖λ‖µ = inf
{( ∞∑
n=1
(
2−n/2‖an · µ‖A·µ + 2n/2‖φn‖
)2)1/2
: λ = an · µ+ φn (n > 0)
}
.
We thus see that s+2 (2;− log
√
2,A · µ; log√2,A∗) is isomorphic to Eµ.
It follows from [3, Section 1.5, Proposition 1] that Eµ is a member of the isomorphic
class (A ·µ,A∗)1/2,2, and hence [3, Section 2.3, Proposition 1] tells us that Eµ is reflexive
if and only if the inclusion A · µ → A∗ is weakly-compact, which is if and only if Rµ is
weakly-compact, as before.
Putting all these results together, we obtain the following.
Corollary 3.8. Let (A,A∗) be a dual Banach algebra. Then A admits an isometric,
weak∗-weak∗-continuous representation on some reflexive Banach space.
Proposition 3.9. Let (A,A∗) be a W∗-algebra (that is, A is a C∗-algebra), and form E
as above using only the µ ∈ A∗ which are states. Then E is isomorphic to a Hilbert space,
and our representation agrees with the usual universal representation for a W∗-algebra.
Proof. This follows from work in [12].
4 Unique preduals
It is a standard result in the theory of W∗-algebras that a W∗-algebra has a unique
predual, up to isometric classification. That is, if (A,A∗) is a W∗-algebra, E is a Banach
space, and θ : A → E ′ is an isometric isomorphism, then θ is automatically weak∗-
continuous. This follows as we can use θ to induce a C∗-algebra structure on E ′, showing
that E is also a predual for A.
The theory of isometric preduals in Banach spaces has attracted some attention (see
the survey [15]). However, here we are interested in the isomorphic not isometric theory.
Theorem 4.1. Let (A,A∗) be a commutative W∗-algebra, let (B,B∗) be a dual Banach
algebra, and let θ : A → B be a Banach algebra isomorphism. Then θ is automatically
weak∗-continuous.
Proof. By [32, Theorem 1.18], A can be identified with C(Ω) where Ω is the character
space of A, which is a hyperstonian space (see [2, Section 8] for further details). In
particular, Ω is stonian in that the closure of any open set is open. Then A′ isM(Ω), the
space of regular Borel measures on Ω. We say that a positive measure µ ∈ M(Ω) is normal
if µ(A) = 0 whenever A is nowhere dense, that is, the closure of A has empty interior.
A general measure is normal when its absolute value is normal. By [2, Theorem 8.2]
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this definition agrees with the usual one for W∗-algebras (see also [32, Proposition 1.11]).
Then the collection of normal measures forms a closed subspace of M(Ω) which is equal
to κA∗(A∗).
By reversing the argument which lead to Definition 2.6, we need to show that if
E ⊆ A′ is a closed submodule such that the natural map ιE : A → E ′ = A′′/E⊥ is an
isomorphism, then E = κA∗(A∗). The equivalence of this statement to the statement
involving B comes from setting E = θ′κB∗(B∗).
Let E be as stated, and choose λ ∈ E. We will show that λ is normal, which will
complete the proof, as then E ⊆ A∗, and so necessarily E = A∗. Let A be a closed subset
of Ω with empty interior, so we aim to show that |λ|(A) = 0. Consider the family C of
closed and open subsets of Ω which contain A, partially ordered by reverse inclusion. For
B ∈ C, let χB be the indicator function of B, so that χB ∈ C(Ω). As E is a predual,
there exists a unique f ∈ C(Ω) such that
〈µ, f〉 = lim
B∈C
〈µ, χB〉 (µ ∈ E).
For C ∈ C, notice that
〈µ, χCf〉 = 〈µ · χC , f〉 = lim
B∈C
〈µ · χC , χB〉 = lim
B∈C
〈µ, χB〉 = 〈µ, f〉 (µ ∈ E),
so that χCf = f , and hence, for x ∈ Ω \ C, f(x) = f(x)χC(x) = 0. We hence see that f
vanishes off the set A0 :=
⋂
B∈C B.
We claim that A0 = A, which follows from some simple topology. Indeed, clearly
A ⊆ A0, and suppose towards a contradiction that there exists x ∈ A0 \ A. Thus, for
each open B ⊆ Ω with A ⊆ B, we have that x ∈ B. As Ω is Hausdorff, for each a ∈ A
there exist disjoint open sets Ua and Va with a ∈ Ua and x ∈ Va. As A is compact, there
exists a1, . . . , an in A such that A ⊆ U := Ua1 ∪ · · · ∪ Uan . Clearly U is disjoint from the
open set V := Va1 ∩ · · · ∩ Van , so that as x ∈ V , we see that x 6∈ U , a contradiction.
Consequently f is supported on A, and as A has empty interior and f is continuous,
we must have that f = 0. Let λ = λr + iλi where λr and λi are real measures. Then, as
limB∈C 〈λ, χB〉 = 0, we see that
lim
B∈C
〈λr, χB〉 = lim
B∈C
〈λi, χB〉 = 0,
as χB is real-valued. There exists a Hahn decomposition see [18, Section 29] for λr, that
is, measurable sets E+ and E− such that Ω = E+ ∪E− and with
λ+(E) = λr(E ∩ E+), λ−(E) = −λr(E ∩ E−) (E ⊆ Ω),
defining two positive measures λ+ and λ− with |λr| = λ+ + λ− and λr = λ+ − λ−. As
|λr| is regular, for each ǫ > 0, there exists an open set U and a closed set K such that
K ⊆ E+ ⊆ U with |λr|(U \K) < ǫ. As Ω is Stonian, we can find an open and closed set
V such that K ⊆ V ⊆ U (this follows by a similar argument to that employed above to
show that A0 = A). Then
|λr|(E+ \ V ) + |λr|(V \ E+) ≤ |λr|(U \K) < ǫ.
We hence see that for B ⊆ Ω,
λ+(B) = λ(B ∩E+) =
∣∣λr(B ∩ V ) + λr(B ∩ (E+ \ V ))− λr(B ∩ (V \ E+))∣∣
≤ ǫ+ |λr(B ∩ V )|.
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Consequently,
0 ≤ lim
B∈C
〈λ+, χB〉 ≤ ǫ+ lim
B∈C
〈λr, χV χB〉 = ǫ+ lim
B∈C
〈λr · χV , χB〉 = ǫ,
so as ǫ > 0 was arbitrary, limB∈C 〈λ+, χB〉 = 0. We then see that
0 ≤ λ+(A) ≤ inf
B∈C
λ+(B) = 0.
A similar argument shows that λ−(A) = 0, so that |λr|(A) = 0. Similarly, |λi|(A) = 0,
so that |λ|(A) = 0. We thus see that λ is normal, as required.
We note that we cannot drop the assumption that θ is an algebra homomorphism.
This follows as, for example, Pe lczyn´ski showed in [27] that l∞ and L∞[0, 1] are isomorphic
(but not isometric, and not isomorphic as Banach algebras in their natural products).
However, of course, l1 and L1[0, 1] are not isomorphic, so no isomorphism l∞ → L∞[0, 1]
can be weak∗-continuous.
Continuing the theme of unique preduals, we have the following, which is [16, Propo-
sition 5.10].
Proposition 4.2. Let E be a reflexive Banach space. Then the predual E ′⊗̂E is isomet-
rically unique for B(E), meaning that when φ : F ′ → B(E) is an isometric isomorphism
for some Banach space F , there exists an isometry ψ : E ′⊗̂E → F such that ψ′ = φ.
Definition 4.3. Let E be a Banach space, and suppose that for each compact set K ⊆ E
and each ǫ > 0, there exists a finite-rank operator T ∈ F(E) such that ‖T (x)−x‖ < ǫ for
each x ∈ K. Then we say that E has the approximation property. When we can choose
T to be uniformly bounded, E has the bounded approximation property, and when we can
choose T be a contraction, E has the metric approximation property.
See [31, Chapter 4] or [14, Chapter VIII, Section 3] for further details. When E is
a reflexive Banach space, the approximation property implies the metric approximation
property (see [31, Corollary 5.51]). The approximation property is equivalent to the
natural map E ′⊗̂E → B(E) being injective.
Theorem 4.4. Let E be a reflexive Banach space with the approximation property. When-
ever (A,A∗) is a dual Banach algebra and θ : B(E) → A is a Banach algebra isomor-
phism, θ is weak∗-continuous.
Proof. Again, we need to show that when X ⊆ B(E)′ is a predual, we have that X =
κE′⊗̂E(E
′⊗̂E). As E is reflexive and has the approximation property, A(E)′ = E ′⊗̂E and
soA(E)′′ = B(E). We may check thatA(E) is Arens regular, and that the Arens products
on A(E)′′ agree with the usual product on B(E). By standard results, as B(E) is unital,
there exists a bounded approximate identity (eα) for A(E) (see [8, Proposition 2.9.16] or
[25, Section 1.7.13] for further details). Let ι : A(E)→ B(E) be the inclusion map, so that
actually ι agrees with the map κA(E). Then ι
′ : B(E)′ → E ′⊗̂E satisfies ι′κE′⊗̂E = IE′⊗̂E .
As X is a predual, there exists a unique P ∈ B(E) such that
〈µ, P 〉 = lim
α
〈µ, ι(eα)〉 = lim
α
〈ι′(µ), eα〉 = 〈IE , ι′(µ)〉 (µ ∈ X).
Then, for T ∈ B(E) and µ ∈ X,
〈µ, PT 〉 = 〈T · µ, P 〉 = lim
α
〈T · µ, ι(eα)〉 = lim
α
〈µ, ι(eαT )〉 = lim
α
〈ι′(µ), eαT 〉
= lim
α
〈T · ι′(µ), eα〉 = 〈IE, T · ι′(µ)〉 = 〈T, ι′(µ)〉
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and so, for each α,
〈µ, P ι(eα)〉 = 〈ι(eα), ι′(µ)〉 = 〈µ, ι(eα)〉 (µ ∈ X),
so that Pι(eα) = ι(eα). Similarly, ι(eα)P = ι(eα) for every α. Hence
〈µ, P 2〉 = lim
α
〈µ · P , ι(eα)〉 = lim
α
〈µ, P ι(eα)〉 = lim
α
〈µ, ι(eα)〉 = 〈µ, P 〉
for µ ∈ X, so that P is a projection. As (Pι(eα)) = (ι(eα)) is a bounded approximate
identity for A(E) ⊆ B(E), we must have that the image of P is the whole of E, that is,
P is the identity. Thus
〈µ, T 〉 = 〈µ, PT 〉 = 〈T, ι′(µ)〉 = 〈κE′⊗̂Eι′(µ), T 〉 (T ∈ B(E), µ ∈ X),
and hence κE′⊗̂Eι
′ is the identity on X. This implies that X ⊆ κE′⊗̂E(E ′⊗̂E) so that
X = κE′⊗̂E(E
′⊗̂E), as required.
It would be nice to remove the condition on E having the approximation property, but
this is utterly integral to the current proof. The general question of which dual Banach
algebras have a unique predual seems very interesting. We have looked at, but have been
unable to answer, the question of whether ℓ1(Z) has a unique predual. This is equivalent
to the very concrete question: let X ⊆ ℓ∞(Z) be a shift-invariant subspace such that X ′
is naturally identified with ℓ1(Z). Is X = c0(Z)? Of course, as a Banach space, ℓ
1(Z)
has plenty of preduals (see [15]) but these do not appear to be preduals which make the
product on ℓ1(Z) weak∗-continuous.
5 Dual Banach ∗-algebras
We start by studying dual Banach algebras (A,A∗) which admit an involution, which for
us shall be a continuous, conjugate-linear map ∗ : A → A such that (ab)∗ = b∗a∗. Recall
that we may define an involution ∗ on A′ by
〈µ∗, a〉 = 〈µ, a∗〉 (µ ∈ A′, a ∈ A).
Then the involution is weak∗-continuous if and only if A∗ forms a self-adjoint subspace
of A′.
We shall now sketch some results on Banach spaces which admit a sesquilinear form
which is not necessarily positive (such spaces are hence generalisations of Hilbert spaces).
These are studied by Laustsen and the author in [12]. Let E be a Banach space and
let [·, ·] be a sesquilinear form on E which is bounded in the sense that for some C >
0, |[x, y]| ≤ C‖x‖‖y‖ for x, y ∈ E. There hence exists a bounded, conjugate-linear
map J : E → E ′ such that [x, y] = 〈J(y), x〉 for each x, y ∈ E. Suppose that J is a
homeomorphism (which forces E to be reflexive). Then there is an involution on B(E)
given equivalently by
T ∗ = J−1 ◦ T ′ ◦ J, or [T ∗(x), y] = [x, T (y)] (x, y ∈ E, T ∈ B(E)).
It is shown in [12] that every bounded involution on B(E) arises in this way.
Now let (A,A∗) be a dual Banach algebra with a continuous involution, let µ ∈ A∗ be
self-adjoint and of norm one, and consider the space Eµ formed in Theorem 3.6. As this
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space is isomorphic to a Lions-Peetre interpolation space, it is isomorphic to the spaces
constructed in [12]. In particular, we may define a bounded form on Eµ by
[a · µ, b · µ] = 〈b∗a, µ〉 (a, b ∈ A)
such that the induced map J : E → E ′ is a homeomorphism. It hence follows that the
representation A → B(E) is actually a ∗-homomorphism.
The space (E, [·, ·]) may certainly fail to be a Hilbert space. However, it is shown that
in the special case when µ is a positive linear functional, then E is at least isomorphic to
the Hilbert space generated by the GNS representation for µ.
Proposition 5.1. Let (A,A∗) be a dual Banach algebra with a continuous involution.
Then the following are equivalent:
1. the involution is weak∗-continuous;
2. A is weak∗-continuously ∗-isomorphic to a closed subspace of B(E) for some reflex-
ive Banach space E such that B(E) admits an involution.
Proof. To show that (1) implies (2), by the preceding discussion, the only thing to check
is that the subset of A∗ of norm-one self-adjoint functionals norms A. However, as the
involution is weak∗-continuous, A∗ is itself self-adjoint, and hence every µ ∈ A∗ is of
the form µ = µr + iµi for self-adjoint µr, µi ∈ A∗. It hence follows that the quantity
sup{|〈a, µ〉| : µ ∈ A∗, µ∗ = µ, ‖µ‖ = 1} is at least equivalent to ‖a‖, as required.
Now suppose that (2) holds. We can hence identify A with its image in B(E), so that
A∗ becomes identified with E ′⊗̂E/⊥A∗. Let τ ∈ A∗, so that as J is a homeomorphism,
τ has a representation of the form
τ =
∞∑
n=1
J(xn)⊗ yn + ⊥A∗,
with
∑∞
n=1 ‖xn‖‖yn‖ <∞. Let
σ =
∞∑
n=1
J(yn)⊗ xn + ⊥A∗ ∈ A∗.
Then, for T ∈ A ⊆ B(E), we see that
〈T, τ〉 =
∞∑
n=1
〈J(xn), T (yn)〉 =
∞∑
n=1
[T (yn), xn] =
∞∑
n=1
[T ∗(xn), yn] = 〈T ∗, σ〉,
so that 〈T, σ∗〉 = 〈T ∗, σ〉 = 〈T, τ〉. Hence σ∗ = τ , so that τ ∗ = σ, and hence A∗ is
self-adjoint, as required.
It would be interesting to know if there exists a dual Banach algebra (A,A∗) which
admits a continuous involution which is not weak∗-continuous.
Lemma 5.2. Let (A,A∗) be a dual Banach algebra, and suppose that A admits a weak∗-
continuous involution. Then there is an equivalent norm ‖ · ‖0 on A∗ such that the
involution becomes isometric on (A, ‖ · ‖∗0), where ‖ · ‖∗0 is the dual norm to ‖ · ‖0.
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Proof. We would usually define a new norm on A by |||a||| = max(‖a‖, ‖a∗‖); we show
here how to dualise this idea. For µ ∈ A∗, we define
‖µ‖0 = inf{‖λ∗‖+ ‖µ− λ‖ : λ ∈ A∗},
where, as A∗ is self-adjoint, λ∗ ∈ A∗. Clearly we have that ‖µ‖ ≤ ‖µ‖0 for µ ∈ A∗. As
the involution is continuous, there exists M ≥ 1 such that ‖a∗‖ ≤M‖a‖ for each a ∈ A.
Then ‖λ∗‖ ≤ M‖λ‖ for each λ ∈ A′, so that also ‖λ‖ ≤M‖λ∗‖. Thus
‖µ‖ ≤ ‖λ‖+ ‖µ− λ‖ ≤M‖λ∗‖+ ‖µ− λ‖ ≤M‖λ∗‖+M‖µ− λ‖, (λ ∈ A∗)
so that ‖µ‖ ≤M‖µ‖0. Hence ‖ · ‖0 is equivalent to ‖ · ‖ on A∗.
Then, for a ∈ A, we have that
‖a‖∗0 = sup{|〈a, µ+ λ〉| : µ, λ ∈ A∗, ‖λ∗‖+ ‖µ‖ ≤ 1}
= sup{|〈a, µ〉|+ |〈a, λ〉| : µ, λ ∈ A∗, ‖λ∗‖+ ‖µ‖ ≤ 1}
= max
{
sup{|〈a, µ〉| : ‖µ‖ ≤ 1}, sup{|〈a, λ〉| : ‖λ∗‖ ≤ 1}}
= max
{‖a‖, sup{|〈a∗, λ〉| : ‖λ‖ ≤ 1}} = max (‖a‖, ‖a∗‖).
Hence ‖a∗‖∗0 = ‖a‖∗0, as required.
Following [8], we shall say that a Banach ∗-algebra is a Banach algebra with an
isometric involution. We now know that there is no loss of generality to talk about
dual Banach ∗-algebras as long as the involution is weak∗-continuous, which in light of
Proposition 5.1 seems necessary for our purposes. The next theorem shows that we can
always embed a dual Banach algebra with involution into a dual Banach algebra with
weak∗-continuous involution. We remind the reader of Proposition 2.4.
Theorem 5.3. Let (A,A∗) be a dual Banach algebra with a continuous involution.
Then WAP(A′)′ admits a weak∗-continuous involution such that the canonical map A →
WAP(A′)′ becomes a ∗-homomorphism.
Proof. By Proposition 2.4, the first Arens product on A′′ drops to a well-defined product
on WAP(A′)′ turning WAP(A′)′ into a dual Banach algebra. As shown in [12], it follows
from Grothendieck’s double limit criterion that WAP(A′) is a self-adjoint subspace of A′;
in particular, this means that for µ ∈ A∗, certainly µ∗ ∈WAP(A′).
We define an involution on A′′ by setting
〈Φ∗, λ〉 = 〈Φ, λ∗〉 (Φ ∈ A′′, λ ∈ A′).
We then define an involution on WAP(A′)′ by setting
(Φ +WAP(A′)⊥)∗ = Φ∗ +WAP(A′)⊥ (Φ ∈ A′′),
which is well-defined, as WAP(A′) is self-adjoint. We may check that, for a ∈ A, λ ∈
WAP(A′) and Φ ∈ A′′, we have (a · λ)∗ = λ∗ · a∗ and (λ · Φ)∗ = Φ∗ · λ. We then see that
for Φ,Ψ ∈ A′′ and λ ∈WAP(A′),
〈(ΦΨ)∗, λ〉 = 〈Φ,Ψ · λ∗〉 = 〈Φ∗, (Ψ · λ∗)∗〉 = 〈Φ∗, λ ·Ψ∗〉
= 〈Ψ∗♦Φ∗, λ〉 = 〈Ψ∗Φ∗, λ〉,
by Lemma 2.3. Thus WAP(A′)′ has a continuous involution which, by definition, is
weak∗-continuous, and extends the involution on A.
Instead of using WAP(A′) in the above construction, we could instead have used
X = A∗+A∗∗ ⊆WAP(A′), which has the advantage that if the involution on A is already
weak∗-continuous, then X ′ = A.
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6 Connes-amenability and injectivity
We shall show below that if A is Connes-amenable, then A is unital. In fact, a stronger
result holds.
Proposition 6.1. Let (A,A∗) be a dual Banach algebra such that (A♭,A♭∗) is Connes-
amenable. Then A is unital.
Proof. Let E = A∗ as a Banach space, and for µ ∈ A∗, write µˆ for the canonical image
of µ in E (and similarly for elements of A in E ′). Then turn E into an A♭-bimodule by
setting
(a+ α) · µˆ = â · µ+ αµˆ, µˆ · (a+ α) = αµˆ (a+ α ∈ A♭, µˆ ∈ E).
Then we claim that E ′ becomes a normal A♭-bimodule; for example, if ai + αi → a + α
weak∗ in A♭ then, for µˆ ∈ E and bˆ ∈ E ′,
lim
i
〈bˆ · (ai + αi), µˆ〉 = lim
i
〈bˆ, âi · µ+ αiµˆ〉 = lim
i
〈bai + αib, µ〉
= 〈ba+ αb, µ〉 = 〈bˆ · (a+ α), µˆ〉,
so that bˆ · (ai + αi)→ bˆ · (a+ α) weak∗ in E ′, as required.
Now let d : A♭ → E ′ be defined by d(a+ α) = aˆ. Then
d((a+ α)(b+ β)) = âb+ αbˆ+ βaˆ = aˆ · (b+ β) + (a+ α) · bˆ,
so that d is a derivation. Clearly d is weak∗-continuous, so that as (A♭,A♭∗) is Connes-
amenable, d is inner, so that for some e ∈ A, we have that
aˆ = d(a+ α) = eˆ · (a+ α)− (a+ α) · eˆ = êa (a ∈ A).
Thus A has a left identity, and in an analogous manner, A has a right identity, so that
A is unital.
Thus the naive unitisation is useless as far as Connes-amenability is concerned.
Let E be a Banach space, and let A ⊆ B(E) be a subset. We define the commutant
of A to be
Ac = {T ∈ B(E) : TS = ST (S ∈ A)},
so that Ac is a closed subalgebra of B(E). We then define Acc = (Ac)c, and see that
A ⊆ Acc.
Definition 6.2. Let E be a Banach space, and let A ⊆ B(E) be a subalgebra. A
quasi-expectation for A is a projection Q : B(E) → Ac such that Q(cTd) = cQ(T )d for
c, d ∈ Ac and T ∈ B(E).
Proposition 6.3. Let A be a Banach algebra, and let π : A → B(E) be a homomorphism
with E a reflexive Banach space. Suppose that either:
1. A is amenable;
2. A is a dual Banach algebra, π is weak∗-continuous, and A is Connes-amenable.
Then there exists a quasi-expectation Q : B(E)→ π(A)c.
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Proof. We may either translate, almost verbatim, the proof of [5, Theorem 3], or else
look at [29, Theorem 4.4.11].
Very similar ideas to the above are considered by Corach and Gale´ in [7], and in
particular Section 3 of that paper, where they ask if the existance of a quasi-expectation
is equivalent to some form of amenability. We shall now answer this question in the af-
firmative, showing that quasi-expectations and Connes-amenability are intimately linked
(as is true in the von Neumann Algebra case: see [5]).
Definition 6.4. Let (A,A∗) be a dual Banach algebra, and let E be a Banach A-
bimodule. Then x ∈ σWC(E) if and only if the maps A → E,
a 7→
{
a · x,
x · a,
are σ(A,A∗)− σ(E,E ′) continuous. 
It is clear that σWC(E) is a closed submodule of E. The A-bimodule homomorphism
∆A has adjoint ∆
′
A : A′ → (A⊗̂A)′. In [28, Corollary 4.6] it is shown that ∆′A(A∗) ⊆
σWC((A⊗̂A)′). Consequently, we can view ∆′A as a map A∗ → σWC((A⊗̂A)′), denoted
by ∆˜A, and hence we have a map ∆˜
′
A : σWC((A⊗̂A)′)′ → A′∗ = A. The following is [28,
Theorem 4.8].
Theorem 6.5. Let A be a dual Banach algebra with predual A∗. Then the following are
equivalent:
1. A is Connes-amenable;
2. A has a σWC-virtual diagonal, which is M ∈ σWC((A⊗̂A)′)′ such that a ·M =
M · a and a∆˜′A(M) = a for each a ∈ A.
We can identify σWC((A⊗̂A)′)′ in a slightly more concrete way. First of all, recall
that (A⊗̂A)′ = B(A,A′), where we choose the convention that
〈T, a⊗ b〉 = 〈T (b), a〉 (a⊗ b ∈ A⊗̂A, T ∈ B(A,A′)).
Then, for µ ∈ A∗, we identify ∆˜A(µ) with the map b 7→ b · µ. The following is [11,
Proposition 3.2].
Proposition 6.6. Let (A,A∗) be a dual Banach algebra. For T ∈ B(A,A′) = (A⊗̂A)′,
define maps φr, φl : A⊗̂A → A′ by
φr(a⊗ b) = T ′κA(a) · b, φl(a⊗ b) = a · T (b) (a⊗ b ∈ A⊗̂A).
Then T ∈ σWC(B(A,A′)) if and only if φr and φl are weakly-compact and have ranges
contained in κA∗(A∗).
As the unit ball of A⊗̂A is the closure of the convex hull of {a⊗b : ‖a‖ = ‖b‖ ≤ 1}, we
see that, for example, φl is weakly-compact if and only if the set {a·T (b) : ‖a‖ = ‖b‖ ≤ 1}
is relatively weakly (sequentially) compact.
We shall now prove a representation result for maps in σWC(B(A,A′)). Firstly, we
again apply some interpolation space theory.
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Proposition 6.7. Let (A,A∗) be a unital dual Banach algebra, and let T ∈ σWC(B(A,A′)).
Then there exists an absolute constant K > 0, a Banach left A-module E and a Banach
right A-module F such that E and F are normal and reflexive, and for some unit vectors
µ0 ∈ E ′ and λ0 ∈ F ′, we have that
|〈T (b), a〉| ≤ K‖T‖‖µ0 · a‖E′‖b · λ0‖F ′ (a, b ∈ A).
Furthermore, µ0 · A is dense in E ′ and A · λ0 is dense in F ′.
Proof. We may suppose that ‖T‖ = 1. Form φl using T , and for n ≥ 1 define a norm on
A∗ by
‖µ‖n = inf
{
2−n/2‖τ‖+ 2n/2‖µ− φl(τ)‖ : τ ∈ A⊗̂A
}
(µ ∈ A∗).
As in the proof of Theorem 3.6, we may check that ‖ · ‖n is an equivalent norm on A∗,
and that we may define
E =
{
µ ∈ A∗ : ‖µ‖E :=
(∑
n≥1
‖µ‖2n
)1/2
<∞
}
.
Then E is a Banach space, φl(A⊗̂A) is dense in E, and for τ ∈ A⊗̂A, we have that
‖φl(τ)‖ ≤ ‖φl(τ)‖E ≤ ‖τ‖π. Furthermore, E is a Banach left A-module as φl is a left
A-module homomorphism. Again, it follows from general interpolation space results that
E is reflexive, as φl is weakly-compact.
Again, let ιE : E → A∗ be the inclusion map, so that ι′E : A → E ′ has dense range.
Let µ ∈ E, ι′E(a) ∈ E ′, and let (bα) be a net in A which converges weak∗ to b. Then
〈ι′E(a), bα · µ〉 = 〈abα, µ〉 → 〈ab, µ〉 = 〈ι′E(a), b · µ〉,
so we see that the map A → E, b 7→ b · µ is weak∗-continuous, that is, E is normal. For
each n ≥ 1, let ‖ · ‖∗n be the dual norm to ‖ · ‖n, defined on A. For a ∈ A, we have that
‖a‖∗n = sup
{|〈a, µ+ φl(τ)〉| : 2−n/2‖τ‖+ 2n/2‖µ‖ ≤ 1}
= sup
{
2−n/2|〈a, µ〉|+ 2n/2|〈φ′l(a), τ〉| : ‖τ‖+ ‖µ‖ ≤ 1
}
= max
(
2−n/2‖a‖, 2n/2‖φ′l(a)‖
)
.
As E isometrically embeds into the ℓ2-direct sum of the spaces (A∗, ‖ · ‖n)n≥1, we see
that E ′ is isometrically a quotient of the ℓ2-direct sum of the spaces (A, ‖ · ‖∗n)n≥1. We
hence see that, if we drop the map ι′E and identify A with a dense subspace of E ′, then
for a ∈ A,
‖a‖E′ = inf
{(∑
n≥1
max
(
2−n/2‖an‖, 2n/2‖φ′l(an)‖
)2)1/2
: a =
∑
n≥1
an
}
.
From [3, Section 1.5, Proposition 1] it follows that there is an absolute constant K > 0
such that if we define
‖a‖1 = inf
{(∑
n≥1
(
2−n/2‖a− an‖+ 2n/2‖φ′l(an)‖
)2)1/2
: (an) ⊆ A
}
,
then K−1‖ · ‖1 ≤ ‖ · ‖E′ ≤ K‖ · ‖1.
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We analogously use φr to form a reflexive, normal, Banach right A-module F , and we
find a norm ‖ · ‖2 on A such that K−1‖ · ‖2 ≤ ‖ · ‖F ′ ≤ K‖ · ‖2. Notice that for a, b ∈ A,
〈T (b), a〉 = 〈φ′l(a)(b), eA〉 and
‖φ′l(a)(b)‖ = sup{|〈T (b), ac〉| : ‖c‖ ≤ 1}
= sup{|〈φ′r(b)(eA), ac〉| : ‖c‖ ≤ 1} ≤ ‖φ′r(b)‖‖a‖.
For a, b ∈ A and ǫ > 0, choose (an), (bn) ⊆ A such that a =
∑
n≥1 an and(∑
n≥1
max
(
2−n/2‖an‖, 2n/2‖φ′l(an)‖
)2)1/2 ≤ ‖a‖E′ + ǫ,(∑
n≥1
(
2−n/2‖b− bn‖+ 2n/2‖φ′r(bn)‖
)2)1/2 ≤ ‖b‖2 + ǫ.
We then use the Cauchy-Schwarz inequality to see that
|〈T (b), a〉| ≤ ‖φ′l(a)(b)‖ ≤
∑
n≥1
‖φ′l(an)(b)‖
≤
∑
n≥1
‖φ′l(an)(bn − b)‖+ ‖φ′l(an)(bn)‖
≤
∑
n≥1
2n/2‖φ′l(an)‖2−n/2‖bn − b‖+
∑
n≥1
2n/2‖φ′r(bn)‖2−n/2‖an‖
≤ 2(‖a‖E′ + ǫ)(‖b‖2 + ǫ).
As ǫ > 0 was arbitrary, we see that |〈T (b), a〉| ≤ 2K‖a‖E′‖b‖F ′. We may hence set
µ0 = ι
′
E(eA) and λ0 = ι
′
F (eA), so that as ι
′
E has dense range, µ0 · A is dense in E ′, and
similarly for A · λ0. It remains to check that these are unit vectors. However, as ι′ is
norm-decreasing, ‖µ0‖E′ ≤ 1, while conversely
‖ι′E(eA)‖ = sup{|〈eA, φl(τ)〉| : ‖φl(τ)‖E ≤ 1}
≥ sup{|〈eA, φl(a⊗ b)〉| : ‖a⊗ b‖π = ‖a‖‖b‖ ≤ 1}
= sup{|〈a, T (b)〉| : ‖a| = ‖b‖ = 1} = ‖T‖ = 1.
Similarly, ‖λ0‖F ′ = 1, and the proof is complete.
Notice that if T = ∆˜A(µ) for some µ ∈ A∗, then φl(a⊗b) = a · (b ·µ) = ab ·µ. It hence
follows that the space E constructed in the above proof is equal to the space constructed
in Theorem 3.6.
Theorem 6.8. Let (A,A∗) be a unital dual Banach algebra, and let T ∈ B(A,A′). Then
the following are equivalent:
1. T ∈ σWC(B(A,A′));
2. there exists a normal reflexive Banach left A-module E, x ∈ E, µ ∈ E ′ and S ∈
B(E) such that 〈T (b), a〉 = 〈µ · a, S(b · x)〉 for each a, b ∈ A.
Furthermore, in this case, there is an absolute constant K > 0 such that we may choose
E, x, µ and S with ‖x‖‖µ‖‖S‖ ≤ K‖T‖.
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Proof. If (2) holds, then let π : A → B(E) be the associated representation, and let
π∗ : E
′⊗̂E → A′ be the restriction of π′ to E ′⊗̂E. As E is normal, the representation is
weak∗-continuous, and so π∗ maps into A∗, and π′∗ = π. For a, b ∈ A, we have that
〈T (b), a〉 = 〈µ, π(a)Sπ(b)(x)〉 = 〈a, π∗
(
Sπ(b)(x)⊗ µ)〉
= 〈b, π∗
(
x⊗ S ′π(a)′(µ))〉,
so that T (A) ⊆ A∗ and T ′κA(A) ⊆ A∗.
Let (an) and (bn) be bounded sequences in A, and let x ∈ E. As E is reflexive,
the unit ball of E is weakly sequentially compact, and so, by moving to subsequences if
necessary, we may suppose that for some y ∈ E,
〈µ, π(an)Sπ(bn)(x)〉 → 〈µ, y〉 (µ ∈ E ′).
Then, for c ∈ A and µ ∈ E ′,
lim
n→∞
〈an · T (bn), c〉 = lim
n→∞
〈µ, π(can)Sπ(bn)(x)〉
= lim
n→∞
〈π(c)′(µ), π(an)Sπ(bn)(x)〉 = 〈π(c)′(µ), y〉 = 〈c, π∗(y ⊗ µ)〉.
Hence, combined with the comments after Proposition 6.6, we see that φl (as defined
using T ) is weakly-compact. A similar calculation shows that φr is weakly-compact, and
so we conclude that T ∈ σWC(B(A,A′)) as required.
Conversely, let T ∈ σWC(B(A,A′)), and form the spaces E and F using Proposi-
tion 6.7. We have that µ0 · A is dense in E ′ and that A · λ0 is dense in F ′. Then define
R ∈ (E ′⊗̂F ′)′ = B(F ′, E) by
〈R, µ0 · a⊗ b · λ0〉 = 〈T (b), a〉 (a, b ∈ A),
so that ‖R‖ ≤ K‖T‖. Let G = E ⊕2 F ′ (that is, the norm on G is ‖(e, f)‖ = (‖e‖2 +
‖f‖2)1/2 for e ∈ E and f ∈ F ) so that G′ = E ′⊕2F , and G is a normal, reflexive, Banach
left A-module. Define S ∈ B(G) by
S(z, b · λ0) = (R(b · λ0), 0) (z ∈ E, b · λ0 ∈ F ′),
and let x = (0, λ0) ∈ G, µ = (µ0, 0) ∈ G′. Then, for a, b ∈ A,
〈µ · a, S(b · x)〉 = 〈(µ0 · a, 0), R(b · λ0, 0)〉 = 〈R, µ0 · a⊗ b · λ0〉 = 〈T (b), a〉,
as required.
Let A be a Banach algebra and E be a left A-module. Then we write AB(E) for the
collection of left A-module homomorphisms, that is, maps T ∈ B(E) such that T (a ·x) =
a ·T (x) for a ∈ A and x ∈ E. Similarly, we define BA(E) and ABA(E) to be the collection
of right A-module homomorphisms and A-bimodule homomorphisms, respectively.
Suppose now that A is a closed subalgebra of B(E) for some reflexive Banach space
E. Then B(E) becomes a Banach A-bimodule and a Banach Ac-bimodule in the obvious
way. We turn AcBAc(B(E)) into a Banach A-module by setting
(a · S)(T ) = aS(T ), (S · a)(T ) = S(T )a (a ∈ A, T ∈ B(E)),
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for S ∈ AcBAc(B(E)). Notice that B(B(E)) is a dual Banach space with predual B(E)⊗̂(E⊗̂E ′).
Let X ⊆ B(E)⊗̂(E⊗̂E ′) be the closure of the linear span of{
cT ⊗ x⊗ µ− T ⊗ x⊗ c′(µ),
T c⊗ x⊗ µ− T ⊗ c(x)⊗ µ : c ∈ A
c, T ∈ B(E), x ∈ E, µ ∈ E ′
}
.
Then, for example, if S ∈ B(B(E)) is such that 〈S, cT ⊗ x⊗ µ− T ⊗ x⊗ c′(µ)〉 = 0 for
each c ∈ Ac, T ∈ B(E), x ∈ E and µ ∈ E ′, then S(cT ) = cS(T ). We hence see that
X⊥ = AcBAc(B(E)), so that AcBAc(B(E)) has the predual B(E)⊗̂E⊗̂E ′/X.
Define θ : A⊗̂A → AcBAc(B(E)) by
θ(a⊗ b)(T ) = aTb (a, b ∈ A, T ∈ B(E)),
so that θ is an A-bimodule homomorphism. We then define ψ : B(E)⊗̂E⊗̂E ′/X →
B(A,A′) by, for a, b ∈ A, x ∈ E, µ ∈ E ′ and T ∈ B(E),
〈ψ(T ⊗ x⊗ µ+X), a⊗ b〉 = 〈µ, θ(a⊗ b)(T )(x)〉 = 〈µ, aTb(x)〉.
A simple check shows that this is well-defined, and that ‖ψ‖ ≤ 1. We turn B(E)⊗̂E⊗̂E ′
into a Banach A-bimodule by setting
a · (T ⊗ x⊗ µ) = T ⊗ a(x)⊗ µ,
(T ⊗ x⊗ µ) · a = T ⊗ x⊗ a′(µ) (a ∈ A, T ∈ B(E), x ∈ E, µ ∈ E
′).
Then X is a sub-A-bimodule, and this module action agrees with the module action
already defined on AcBAc(B(E)). We may verify that ψ is an A-bimodule homomorphism.
We now aim to construct a Banach space E such that ψ is a bijection (onto a suitable
closed subspace of B(A,A′)) for this E.
Definition 6.9. For a Banach left A-module E, and x ∈ E, let A · x be the closure of
{a · x : a ∈ A}, so that A · x is a closed submodule of E. Similarly, for µ ∈ E ′, define
µ · A. We then say that E is cyclic if, for some x0 ∈ E, we have that A · x0 = E, and a
similar definition holds for E ′.
For Banach spaces E and F , we let l2(E ⊕ F ) = E ⊕2 F be the direct sum of E
and F with the norm ‖(e, f)‖ = (‖e‖2 + ‖f‖2)1/2 for e ∈ E, f ∈ F . When E and F are
reflexive, normal, Banach left A-modules, it is clear that E ⊕2 F is also. We similarly
define l2
(⊕
α Eα
)
, where (Eα) is a family of Banach spaces.
The following lemma is a technical result. It would be easier to define E to be the
l2-direct-sum of all reflexive, normal, Banach left A-modules, but this collection is not
in general a set.
Lemma 6.10. Let E be a set of reflexive, normal, cyclic, Banach left A-modules. There
exists a reflexive, normal, Banach left A-module E such that:
1. each member of E is isometrically isomorphic to a 1-complemented submodule of E;
2. for x1, x2 ∈ E and µ1, µ2 ∈ E ′, if we let X(x1, x2) = {a · (x1, x2) : a ∈ A} ⊆
A · x1⊕2A · x2, and we let Y (µ1, µ2) = {(µ1, µ2) · a : a ∈ A} ⊆ µ1 · A⊕2µ2 · A, then
X(x1, x2)⊕2 Y (µ1, µ2)′ is isometrically isomorphic to a 1-complemented submodule
of E;
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Proof. Let E0 = E , and then use transfinite induction to define, for an ordinal α, Eα as
follows. If α is a limit ordinal, we let Eα =
⋃
λ<α Eλ. Otherwise, let Eα = l2(
⊕
E∈Eα
E)
and for x1, x2 ∈ Eα and µ1, µ2 ∈ E ′α, form X(x1, x2) and Y (µ1, µ2) as above. Then let
Eα+1 be Eα unioned with the collection of all such spaces X(x1, x2)⊕2 Y (µ1, µ2)′. Notice
that each member of Eα is canonically a reflexive, normal, Banach A-module. Notice
that X(x1, x2) is always a cyclic module, while Y (µ1, µ2)
′ is the dual of a cyclic (right)
module.
We then let E = l2(
⊕
E∈Eℵ1
E) and give E the obvious left A-module structure.
Then each member of E is a 1-complemented subspace of E. Indeed, we may view
Eα = l
2(
⊕
E∈Eα
E) and E ′α as submodules of E and E
′, respectively, for each α < ℵ1. For
notational convenience, let Eℵ1 = {Ei : i ∈ I} for some indexing set I. Then let x1, x2 ∈ E
and µ1, µ2 ∈ E ′, so that, for k = 1, 2, xk = (x(k)i )i∈I with ‖xk‖ =
(∑
i∈I ‖x(k)i ‖2
)1/2
, and
similarly for µk. As ℵ1 is the first uncountable ordinal, we see that for some α < ℵ1, for
each k = 1, 2 we have that x
(k)
i 6= 0 or µ(k)i 6= 0 implies that Ei ∈ Eα. Hence x1, x2 ∈ Eα
and µ1, µ2 ∈ E ′α, so that by construction, X(x1, x2) ⊕2 Y (µ1, µ2)′ is a 1-complemented
submodule of Eα+1 ⊆ E as required.
Theorem 6.11. Let (A,A∗) be a unital dual Banach algebra. There exists an isometric,
weak∗-continuous representation π : A → B(E) such that ψ (as associated with π) maps
into σWC(B(A,A′)) and is a bijection.
Proof. By Theorem 6.8, we see that ψ maps into σWC(B(A,A′)) for any isometric weak∗-
continuous representation π : A → B(E). Let E be the collection of Banach spaces
constructed in Theorem 6.8 for each norm-one member of σWC(B(A,A′)). Then let E
be the Banach space given by Lemma 6.10, so that it is clear that ψ is surjective, by
Theorem 6.8. As such, ψ′ is an isomorphism onto its range. We shall now show that ψ′
is surjective, which will complete the proof.
Fix S ∈ AcBAc(B(E)), and define M ∈ σWC(B(A,A′))′ in the following way. For
each T ∈ σWC(B(A,A′)), let x ∈ E, µ ∈ E ′ and S ∈ B(E) be such that 〈T, a⊗ b〉 =
〈µ · a, S(b · x)〉 for each a, b ∈ A. Then define 〈M,T 〉 = 〈µ,S(S)(x)〉. Suppose that this
is well-defined. Then, for each x ∈ E, µ ∈ E ′ and S ∈ B(E),
〈ψ′(M), S ⊗ x⊗ µ+X〉 = 〈M,ψ(S ⊗ x⊗ µ+X)〉 = 〈µ,S(S)(x)〉
= 〈S, S ⊗ x⊗ µ+X〉,
so that ψ′(M) = S as required.
We shall now show that M is well-defined, at least for our specific E. Let T ∈
σWC(B(A,A′)), and suppose that, for i = 1, 2, we have xi ∈ E, µi ∈ E ′ and Si ∈ B(E)
such that 〈T, a⊗ b〉 = 〈µi · a, Si(b · xi)〉 for a, b ∈ A. Pick t ∈ (0, 1) such that t‖S1‖ =
(1−t)‖S2‖. A quick calculation shows that then K := t‖S1‖ = ‖S1‖‖S2‖(‖S1‖+‖S2‖)−1.
For each a, b ∈ A, by the Cauchy-Schwarz inequality,
|〈T, a⊗ b〉| = t|〈µ1 · a, S1(b · x1)〉|+ (1− t)|〈µ2 · a, S2(b · x2)〉|
≤ t‖S1‖‖µ1 · a‖‖b · x1‖+ (1− t)‖S2‖‖µ2 · a‖‖b · x2‖
≤ K(‖µ1 · a‖2 + ‖µ2 · a‖2)1/2(‖b · x1‖2 + ‖b · x2‖2)1/2.
Let F be the closure of A · (x1, x2) in A · x1 ⊕2 A · x2, and let G be the closure of
(µ1, µ2) · A in µ1 · A ⊕2 µ2 · A. The above calculation allows us to define R ∈ (G⊗̂F )′ =
B(F,G′) by
〈R, (µ1 · a, µ2 · a)⊗ (b · x1, b · x2)〉 = 〈T, a⊗ b〉 (a, b ∈ A),
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and we see that ‖R‖ ≤ K. Then set H = G′⊕2 F , and let PF and PG′ be the projections
onto F and G′ respectively. As H ′ = G ⊕2 F ′, let PG and PF ′ be defined similarly, so
that PG = P
′
G′ and PF ′ = P
′
F . Let x0 = (0, (x1, x2)) ∈ H , µ0 = ((µ1, µ2), 0) ∈ H ′, and
define S0 ∈ B(H) by S0(g∗, f) = (R(f), 0) for g∗ ∈ G′ and f ∈ F . Then, for a, b ∈ A,
〈µ0 · a, S0(b · x0)〉 = 〈(µ1 · a, µ2 · a), R(b · x1, b · x2)〉 = 〈T, a⊗ b〉.
By Lemma 6.10, H is a 1-complemented submodule of E, so we can find norm-
decreasing left A-module homomorphisms P : E → H and ι : H → E such that Pι = IH .
For i = 1, 2, we may define maps Ui ∈ AB(H,A · xi) and Vi ∈ BA(H ′, µi · A) by, for
a ∈ A, f ∗ ∈ F ′ and g∗ ∈ G′,
Ui(g
∗, a · (x1, x2)) = a · xi, Vi((µ1, µ2) · a, f ∗) = µi · a.
Then, by construction, Ui and Vi are norm-decreasing. For a, b ∈ A, we see that
〈T, a⊗ b〉 = 〈µi · a, Si(b · xi)〉 = 〈µ0 · a, V ′i SiUi(b · x0)〉
= 〈µ0 · a, PG′V ′i SiUiPF (b · x0)〉 = 〈µ0 · a, PG′S0PF (b · x0)〉
As A·x0 is dense in F and µ0 ·A is dense in G, we conclude that PG′V ′i SiUiPF = PG′S0PF .
As S ∈ AcBAc(B(E)), we see that
〈µi,S(Si)(xi)〉 = 〈ViPG(µ0),S(Si)UiPF (x0)〉
= 〈µ0, P ιPG′V ′i S(Si)UiPFPι(x0)〉
= 〈µ0, PS(ιPG′V ′i SiUiPFP )ι(x0)〉
= 〈µ0, PS(ιPG′S0PFP )ι(x0)〉.
We hence conclude that 〈µi,S(Si)(xi)〉 has the same value for i = 1 as for i = 2, and
hence that M is well-defined, as required.
Definition 6.12. Let (A,A∗) be a dual Banach algebra. We say that A is injective if
whenever π : A → B(E) is a weak∗-continuous, unital representation, there is a quasi-
expectation Q : B(E)→ π(A)c.
Theorem 6.13. Let (A,A∗) be a unital dual Banach algebra. Then A is Connes-
amenable if and only if A is injective.
Proof. We have already seen that when A is Connes-amenable, A is injective. Conversely,
consider the weak∗-continuous representation π : A → B(E) constructed in Theorem 6.11,
so that ψ′ is an isomorphism. As A is injective, there exists a quasi-expectation Q :
B(E)→ π(A)c. Let M = (ψ′)−1(Q) ∈ σWC((A⊗̂A)′)′. As Q maps into π(A)c, it follows
that a · Q = Q · a for a ∈ A, so that a ·M = M · a.
As the unit ball of A⊗̂A is weak∗-dense in the unit ball of σWC((A⊗̂A)′)′, there
exists a bounded net (τα) in A⊗̂A such that M is the weak∗-limit of (τα). For each
α, let τα =
∑
n≥1 a
(α)
n ⊗ b(α)n . For x ∈ E and µ ∈ E ′, there exists λ ∈ A∗ such that
〈a, λ〉 = 〈µ, π(a)(x)〉 for a ∈ A. We then see that for a, b ∈ A,
〈ab, λ〉 = 〈∆˜A(λ), a⊗ b〉 = 〈µ, π(ab)(x)〉 = 〈µ, π(a)IEπ(b)(µ)〉.
Then, from the proof of Theorem 6.11, we see that
〈µ,Q(IE)(x)〉 = 〈M, ∆˜A(λ)〉 = 〈∆˜′A(M), λ〉 = lim
α
∑
n≥1
〈µ, π(a(α)n b(α)n )(x)〉.
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As Q is a projection onto π(A)c and IE ∈ π(A)c, we see that Q(IE) = IE , and so, as x
and µ were arbitrary, we must have that limα
∑
n≥1 a
(α)
n b
(α)
n = eA in the weak
∗-topology
on A. That is, ∆˜′A(M) = eA, showing that M is a σWC-virtual diagonal, which implies
that A is Connes-amenable, as required.
There exists a rather strong decomposition theory for weak∗-continuous homomor-
phisms between von Neumann algebras (see [32, Theorem 5.5]). From this, it follows
that if A ⊆ B(H) is a von Neumann algebra admitting a quasi-expectation, and A is
isomorphic to B ⊆ B(K), then B admits a quasi-expectation (see [29, Lemma 6.1.2]).
Hence we need only look at one representation for A to decide if A is Connes-amenable.
In contrast, it follows from [30, Corollary 4.5] that A = B(ℓp ⊕ ℓq) is not Connes-
amenable when p, q ∈ (1,∞)\{2} are distinct, while trivially, there is a quasi-expectation
for A under the trivial representation to B(ℓp⊕ ℓq). Our theorem shows that there exists
some reflexive Banach space E and some weak∗-continuous representation π : A → B(E)
such that A has no quasi-expectation for B(E). It would be interesting to determine the
Banach space properties of E.
There exists a more category-theoretic definition of injectivity for von Neumann alge-
bras (see [33, Chapter XV, Section 1]): that is, they are injective in the usual mapping
sense, with respect to completely positive maps. Does a similar definition hold for dual
Banach algebras?
Remark 6.14. Let (A,A∗) be a dual Banach algebra, and let π : A → B(E) be the
representation given by Theorem 6.11. Then suppose that B = Acc is Connes-amenable,
so that there exists a quasi-projection Q : B → (Acc)c = Ac. Thus A♯ is Connes-amenable
by Theorem 6.13, which implies in particular that A is unital. Hence, if we wish to unitise
A by using Acc, then we need to consider “smaller” representations. 
Proposition 6.15. Let A be a Banach algebra. Then the following are equivalent:
1. WAP(A′)′ is Connes-amenable;
2. whenever π : A → B(E) is a continuous representation on a reflexive Banach space
E, there exists a quasi-expectation Q : B(E)→ π(A)c.
Proof. Let π : A → B(E) is a continuous representation on a reflexive Banach space
E, so that by Proposition 2.9, there is a unique weak∗-continuous representation πˆ :
WAP(A′)′ → B(E) extending π. It is hence sufficient to show that π(A)c = πˆ(WAP(A′)′)c.
Clearly π(A)c ⊇ πˆ(WAP(A′)′)c, while conversely, let T ∈ π(A)c, so that
〈Tπ(a), τ〉 = 〈π(a)T , τ〉 (a ∈ A, τ ∈ E ′⊗̂E).
Then let Φ ∈WAP(A′)′ and let (aα) be a bounded net in A which converges to Φ in the
weak∗-topology on WAP(A′)′. Then, for x ∈ E, µ ∈ E ′ and T ∈ π(A)c,
〈µ, T πˆ(Φ)(x)〉 = 〈Φ, π∗(T ′(µ)⊗ x)〉 = lim
α
〈π∗(T ′(µ)⊗ x), aα〉
= lim
α
〈µ, Tπ(aα)(x)〉 = lim
α
〈µ, π(aα)T (x)〉
= lim
α
〈π∗(µ⊗ T (x)), aα〉 = 〈Φ, π∗(µ⊗ T (x))〉 = 〈µ, πˆ(Φ)T (x)〉,
so that T ∈ πˆ(WAP(A′)′)c, as required.
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7 WAP-compactifications for semigroups
Semigroup algebras fit very nicely into our framework, and the theory is well-explored.
Here we shall sketch some results on compactifications; for further details, see [4].
Let S be a semigroup which is also a topological space. Then S is a semitopological
semigroup when the left and right actions of S are continuous, while S is a topological
semigroup when the multiplication map S × S → S is continuous.
We write ℓ∞(S) for the commutative C∗-algebra of all bounded functions on S. For
s ∈ S, define ρs : S → S by ρs(t) = ts for t ∈ S. Define Rs : ℓ∞(S)→ ℓ∞(S) by
Rs(f) = f ◦ ρs (s ∈ S, f ∈ ℓ∞(S)),
Let C(S) ⊆ ℓ∞(S) be the space of continuous, bounded functions on S. For f ∈ ℓ∞(S),
we say that f is weakly almost periodic, denoted by f ∈ WAP(S), when f ∈ C(S), and
RS(f) := {Rs(f) : s ∈ S} is relatively weakly-compact in ℓ∞(S). As noted in [4,
Chapter 4], if Sd denotes the semigroup S with the discrete topology, then WAP(S) =
WAP(Sd) ∩ C(S).
Theorem 7.1. Let S be a semitopological semigroup, and let f ∈ C(S). Then f ∈
WAP(S) if and only if
lim
n→∞
lim
m→∞
f(smtn) = lim
m→∞
lim
n→∞
f(smtn),
whenever (sm) and (tn) are sequences of distinct elements of S, and the iterated limits
exist. Then WAP(S) is a translation invariant sub-C∗-algebras of ℓ∞(S) which contains
the constant functions.
We shall now concentrate on the case when S is discrete. We turn ℓ1(S) into a Banach
algebra with the convolution product in the usual way (see [9] for further details about
such algebras). Using the double limit criterion above, it is a simple matter to check that
WAP(S) = WAP(ℓ∞(S)) where we treat ℓ∞(S) at an ℓ1(S)-bimodule. As such, we see
that the Arens products drop to a well-defined product on WAP(S)′ turning WAP(S)′
into a dual Banach algebra.
Similar conclusions can be drawn when S is a locally compact group (see [9, Chap-
ter 7] for example) but the arguments involved are more intricate. For example, in [36], it
is shown that WAP(L∞(G)) = WAP(G) for a locally compact group G. The argument
there seems to rely upon certain properties of groups, and it is far from clear that an
analogous result will hold in situations where L1(T ) makes sense for a topological semi-
group T . See [21] for recent progress in the study of when L1(T ) makes sense for such a
semigroup T .
Let SWAP be the character space of the C∗-algebra WAP(S). Define a map ǫ : S →
SWAP by letting ǫ(s) be point evaluation at s ∈ S. We may check that the product on
WAP(S)′ restricts to the character space SWAP , so that SWAP becomes a semigroup,
and ǫ becomes a homomorphism.
For a semitopological semigroup S, a semitopological semigroup compactification of
S is a pair (ψ, T ) where T is a compact, Hausdorff, semitopological semigroup, and
ψ : S → T is a continuous homomorphism with dense range. We do not require that ψ
be injective, so this differs from the notion of a compactification of a topological group. A
semitopological semigroup compactification (ψ, T ) if universal if whenever R is another
compact semitopological semigroup and φ : S → R is a homomorphism, φ factors through
(ψ, T ). Clearly any two universal compactifications are isomorphic.
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Theorem 7.2. With notation as above, we have that (ǫ, SWAP) is a universal semitopo-
logical semigroup compactification of S.
We shall henceforth drop the ǫ and write SWAP for the WAP-compactification of
S. Notice that WAP(S) is isomorphic to C(SWAP) and so WAP(S)′ is isomorphic to
M(SWAP). We may check that the product on WAP(S)′ agrees with the natural convo-
lution product on M(SWAP).
Example 7.3. Let S be a discrete semigroup. Then ℓ1(S) is a Banach algebra, and c0(S)
is a predual for the Banach space ℓ1(S). We have that the product is weak∗-continuous if
and only if S is a weakly cancellative discrete semigroup, that is, the left and right actions
are finite-to-one maps. This follows by an easy calculation: see [11, Proposition 5.1] for
example.
Example 7.4. Let S = (N,max), so that ℓ1(S) is a dual Banach algebra with predual
c0(S). Then S
WAP is a compact semitopological semigroup containing S as a dense
subsemigroup. We may check that SWAP is equal to S with an adjoined zero, denoted
by ∞, which satisfies ∞n = n∞ = ∞ for n ∈ SWAP . The topology is then simply the
one-point compactification.
Example 7.5. Let S = (N,min), so that ℓ1(S) is a Banach algebra, but as S is not
weakly-cancellative, ℓ1(S) is not a dual Banach algebra with respect to c0(S). We may
check that SWAP is equal to S with an adjoined identity, denoted again by ∞, so that
∞n = n∞ = n for n ∈ SWAP . The topology is again the one-point compactification.
For example, the WAP-compactification of (Z,+) is a much more mysterious object.
7.1 Injectivity and semigroup algebras
We now apply the idea of injectivity to some semigroup algebras. As will be seen, the
results we get are rather simple, while the necessary Banach space machinery is fairly
involved, all suggesting that we really need some further tools to make this approach
worthwhile.
Let E be a Banach space with a normalised basis (en). See [24] for further details
on bases in Banach spaces. For each n, there is a linear functional e∗n ∈ E ′ given by
〈e∗n,
∑
i xiei〉 = xn. By a standard renorming of E, we may suppose that the projection
onto the linear span of (ei)
n
i=1 is norm-decreasing.
Let S = (N,min). There is then a natural representation π : ℓ1(S)→ B(E) given by
π(δn)(em) =
{
em : m ≤ n,
0 : m > n,
(n,m ∈ N)
and linearity. That is, π(δn) is the projection onto the linear span of the first n basis
elements. Let A = π(ℓ1(S)) ⊆ B(E).
Each element of B(E) has a natural representation as a matrix with respect to the
basis (en). We claim that Ac is just the diagonal matricies in B(E). Clearly a diagonal
matrix is in Ac, while conversely, as π(n)− π(n− 1) = e∗n ⊗ en, we see that for T ∈ Ac,
T (e∗n ⊗ en)(em) = δn,mT (en) = (e∗n ⊗ en)T (em) = 〈e∗n, T (em)〉en (n,m ∈ N),
where δ here denotes the Kronecker delta. We hence see that T (en) ∈ Cen, for each
n ∈ N, as required.
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We now claim that if there exists a quasi-expectation Q : B(E) → Ac, then Q must
be the canonical projection onto the diagonal of B(E). Let n,m ∈ N, let a = e∗n⊗ en, b =
e∗m ⊗ em ∈ Ac and let T ∈ B(E). Then
〈e∗n, T (em)〉Q(e∗m ⊗ en) = Q(aTb) = aQ(T )b = 〈e∗n,Q(T )(em)〉e∗m ⊗ en,
so that, if n 6= m, then e∗m ⊗ en 6∈ Ac, so 〈e∗n,Q(T )(em)〉 = 0. Thus Q(T )(en) ∈ Cen for
each n, and we see that
〈e∗n, T (en)〉e∗n ⊗ en = 〈e∗n, T (en)〉Q(e∗n ⊗ en) = 〈e∗n,Q(T )(en)〉e∗n ⊗ en,
and hence we see that Q(T )(en) = 〈e∗n, T (en)〉, as required.
Theorem 7.6. Let S = (N,min). Then WAP(ℓ1(S)′)′ is not Connes-amenable.
Proof. By Proposition 6.15 (but really by Proposition 6.3) it suffices to find a reflexive
Banach space with a basis (en) such that the canonical projection from B(E) onto its
diagonal is not bounded.
Following [24, Proposition 2.b.11], there exists a sequence (βn)n∈N of positive reals
tending to infinity such that, for each n ∈ N, we can find a Banach space Hn such that:
1. there is an isomorphism φn : Hn → ℓ22n (that is, the space C2n with the usual
Euclidean norm) such that ‖φn‖‖φ−1n ‖ ≤ K for some absolute constant K > 0;
2. Hn has a normalised basis (in our sense, as above) (ek)
2n
k=1;
3. there exists (ak)
2n
k=1 ⊆ C with∥∥∥ n∑
k=1
a2k−1e2k−1
∥∥∥ ≥ βn∥∥∥ 2n∑
k=1
akek
∥∥∥.
LetKn be the subspace spanned by (e2k−1)
n
k=1, so that asHn is isomorphic to ℓ
2
2n, let Pn be
the orthogonal projection ontoKn (pulled back by φn), so that ‖Pn‖ ≤ K. Then Pn(ek) =
ek when k is odd, while for even k, clearly 〈e∗k, Pn(ek)〉 = 0, as Pn(ek) ∈ Kn. Let Qn be
the canonical projection of B(Hn) onto its diagonal, so that Qn(Pn) =
∑n
k=1 e
∗
2k−1⊗e2k−1.
Then let x =
∑2n
k=1 akek, so that∥∥Qn(Pn)(x)∥∥ = ∥∥∥ n∑
k=1
a2k−1e2k−1
∥∥∥ ≥ βn‖x‖,
so ‖Qn(Pn)‖ ≥ βn, and hence ‖Qn‖ ≥ K−1βn.
Let E be the ℓ2-direct-sum of the Hn, so that if Q is the canonical projection from
B(E) onto its diagonal, we see that ‖Q‖ ≥ βn for every n, which gives a contradiction.
We hence see that WAP(ℓ1(S)′)′ is not Connes-amenable when S = (N,min).
Notice that when π : ℓ1(N,min)→ B(E) is a representation, then π is a well-defined
linear operator ℓ1(N,max)→ B(E), and it is easily checked that the map ℓ1(N,max)→
B(E); δn 7→ IE − π(n) is a homomorphism. The commutant for either of these maps is
equal, and hence we see that WAP(ℓ1(N,max)′)′ is also not Connes-amenable.
It seems quite possible that various interesting Banach spaces will be generated by
starting with a complex semigroup S for which we know that WAP(ℓ1(S)′)′ is not Connes-
amenable, and then looking at the representations generated by our results.
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We now briefly mention how to use the notion of injectivity to show that a dual Banach
algebra is Connes-amenable. For example, let π : ℓ1(Z) → B(E) be a representation on
some reflexive Banach space E. We construct a quasi-expectation Q : B(E)→ π(ℓ1(Z))c
by
Q(T ) = lim
n→∞
1
n
n∑
k=1
π(δ−k)Tπ(δk),
where the limit is in the weak∗-topology on B(E). Then, for m ≥ 0,∥∥π(δm)Q(T )−Q(T )π(δm)∥∥
= lim
n→∞
∥∥∥1
n
n∑
k=1
(
π(δm−k)Tπ(δk)− π(δ−k)Tπ(δk+m)
)∥∥∥
= lim
n→∞
∥∥∥1
n
m∑
k=1
π(δm−k)Tπ(δk)
∥∥∥ ≤ lim
n→∞
m
n
‖T‖‖π‖2 = 0,
and a similar argument holds when m < 0. Thus Q is a projection onto π(ℓ1(Z))c, and
it is simple to verify that Q is a quasi-projection. Of course, in this argument, we have
really used, rather directly, the fact that Z is an amenable group.
It seems more natural and profitable to study the Connes-amenability of algebras of
operators via injectivity, something we hope to pursue in future research.
8 Tensor products
In this section, we shall sketch some ideas about tensor products of Banach algebras
which behave well with respect to weakly almost periodic functionals, and then go on to
give a theory of tensor products of dual Banach algebras.
We start by sketching some results on tensor products of Banach spaces. We follow
the notation used in Banach space theory, namely that found in [31], and in [13] (except
where this clashes with notation in [31]). Note that this notation is different to that
found in [32], for example.
Let E and F be Banach spaces. We have previously defined the projective tensor
product E⊗̂F . The injective tensor norm, ǫ, is defined by, for τ =∑nk=1 xk⊗yk ∈ E⊗F ,
ǫ(τ) = sup
{∣∣∣ n∑
k=1
〈µ, xk〉〈λ, yk〉
∣∣∣ : µ ∈ E ′, λ ∈ F ′, ‖µ‖ = ‖λ‖ = 1}.
We write E⊗ˇF for the completion of E ⊗ F with respect to ǫ. Notice that if we identify
E ⊗ F with a subspace of the finite rank operators F(E ′, F ), then ǫ is the norm induced
by the operator norm under this identification.
Let α be a norm on E⊗F . Then α is a reasonable crossnorm when ǫ(τ) ≤ α(τ) ≤ π(τ)
for each τ ∈ E ⊗ F . In this case, clearly α(x ⊗ y) = ‖x‖‖y‖ for x ∈ E and y ∈ F . We
write E⊗̂αF for the completion of E ⊗ F with respect to α.
A uniform crossnorm is an assignment, to each pair of Banach spaces E and F , of
a norm α with the following mapping property. Let G and H be Banach spaces, let
T ∈ B(E,G) and S ∈ B(F,H), and define T ⊗ S : E ⊗ F → G⊗H by (T ⊗ S)(x⊗ y) =
T (x)⊗S(y) and linearity. Then we insist that T ⊗S extends by continuity to a bounded
linear map E⊗̂αF → G⊗̂αH with norm ‖T‖‖S‖. In the special case when this mapping
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property holds with E = G,F = H and α a reasonable crossnorm on E ⊗ F , we say (in
a non-standard way) that α is a quasi-uniform crossnorm.
We define an action of E ′ ⊗ F ′ on E ⊗ F by setting
〈µ⊗ λ, x⊗ y〉 = 〈µ, x〉〈λ, y〉 (x ∈ E, y ∈ F, µ ∈ E ′, λ ∈ F ′),
and extending by linearity. We define the dual norm αs on E ′ ⊗ F ′ by
αs(σ) = sup{|〈σ, τ〉| : τ ∈ E ⊗ F, α(τ) ≤ 1} (σ ∈ E ′ ⊗ F ′).
Then it may be checked that αs is a reasonable crossnorm when α is, and similarly for
uniform crossnorms. When E and F are reflexive, and α is a quasi-uniform crossnorm,
then αs is also quasi-uniform. Then πs = ǫ for all Banach spaces, but ǫs = π only in
special cases.
A tensor norm is then a uniform crossnorm which respects finite-dimensional sub-
spaces in a certain sense. We shall not have use of this idea, but do note that many of
the norms we construct in this section are not as well behaved as those studied in [31]
and [13].
As explained before, it is standard that (E⊗̂F )′ = B(E,F ′) for Banach spaces E and
F . For any reasonable crossnorm α on E⊗F , as the formal inclusion map E⊗̂F → E⊗̂αF
is norm-decreasing, we may use the adjoint to identity (E⊗̂αF )′ with a subspace of
B(E,F ′), together with the dual norm. For example, the dual of E⊗ˇF is I(E,F ′) the
integral operators from E to F ′ (see [31, Chapter 3] for further details).
As explained above, ǫs = π only in special cases, which means that in general, the
natural map E ′⊗̂F ′ → (E⊗ˇF )′ = I(E,F ′) is only norm-decreasing. An important
special case is when E or F has the metric approximation property, in which case E ′⊗̂F ′
is, isometrically, a closed subspace of I(E,F ′). See [31, Section 4] for further details.
Another way to state this result is to consider the natural map from E ′⊗̂F ′ to B(E,F ′),
which has range N (E,F ′), the nuclear operators. Thus N (E,F ′) is closed in I(E,F ′)
when E or F has the metric approximation property.
Example 8.1. Let X and Y be locally compact Hausdorff spaces. Then C0(X)⊗ˇC0(Y ) =
C0(X × Y ) under the obvious identification (see [31, Section 3.2]). As C(X) has the
metric approximation property, we have that M(X)⊗̂M(Y ) forms a closed subspace of
M(X × Y ). We shall see below that we can fail to have equality.
Similarly, let µ and ν be measures. Then L1(µ)⊗̂L1(ν) = L1(µ×ν) under the obvious
identification (see [31, Chapter 2]).
Hence, ifX and Y are discrete sets, then c0(X)⊗ˇc0(Y ) = c0(X×Y ) and c0(X)′⊗̂c0(Y )′ =
ℓ1(X)⊗̂ℓ1(Y ) = ℓ1(X × Y ) = c0(X × Y )′.
8.1 Tensor products of algebras
Definition 8.2. Let A and B be Banach algebras, and define an algebra product on
A⊗B by (a⊗b)(c⊗d) = ac⊗bd, and linearity, for a, c ∈ A and b, d ∈ B. Then an algebra
crossnorm on A ⊗ B is a reasonable crossnorm α such that A⊗̂αB becomes a Banach
algebra.
Notice that the projective tensor norm is always an algebra crossnorm, but that the in-
jective tensor norm may not be (indeed, it is shown in [6] that only four of Grothendieck’s
fourteen “natural” tensor norms are always algebra crossnorms).
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We have shown that WAP algebras are isomorphic (but maybe not isometric) to closed
subalgebras of B(E) for suitable reflexive E. In this section, it is convenient to suppose
that a WAP algebra A is isometric to a closed subalgebra of B(E) for suitable E. This
can clearly be achieved by considering a suitable renorming of A.
Definition 8.3. Let A and B be WAP algebras. A WAP-crossnorm on A ⊗ B is an
algebra crossnorm α such that, if we form the natural chain of natural inclusion maps
WAP(A′) ⊗WAP(B′) ⊆ A′ ⊗ B′ ⊆ A′⊗̂αsB′ ⊆ (A⊗̂αB)′, then we actually map into
WAP((A⊗̂αB)′), and that furthermore, WAP(A′)⊗WAP(B′) is norming for A⊗̂αB.
We shall see that the condition on WAP(A′)⊗WAP(B′) is natural when we come to
consider dual Banach algebras.
Example 8.4. Let K and L be compact Hausdorff spaces, and consider the injective tensor
product C(K)⊗ˇC(L) = C(K × L). As these are commutative C∗-algebras, they are
Arens regular, and so WAP(C(K)′) = M(K), WAP(C(L)′) = M(L), and hence M(K)⊗
M(L) ⊆WAP(C(K ×L)). As explained above, we induce the projective tensor norm on
M(K)⊗M(L) by embedding it into C(K × L)′ =M(K × L). Then (M(K)⊗̂M(L))′ =
B(M(K),M(L)′), and so we get the chain of isometric inclusions
C(K)⊗ˇC(L) ⊆ A(M(K), C(L)) ⊆ A(M(K),M(L)′) ⊆ B(M(K),M(L)′).
Thus M(K)⊗M(L) is norming for C(K ×L). We could also see this directly by consid-
ering point masses in M(K) and M(L).
However, M(K) ⊗M(L) is not in general dense in M(K × L). Let L be a compact
Hausdorff space such that M(L) does not have the Radon-Nikody´m property (see [14] for
what this technical condition is). For example, [14, Chapter VII] shows that this holds
when there is a separable subspace of C(L) without a separable dual. As indicated in [14,
Chapter VI, Corollary 6], there then exists an integral, non-nuclear operator from C(K)
to M(L) whenever K contains a perfect subset (that is, a closed subset with no isolated
points). For example, let T = {z ∈ C : |z| = 1}, so that T is perfect, and M(T) does not
have the Radon-Nikody´m property. Thus M(T) ⊗M(T) is not dense (C(T)⊗ˇC(T))′.
Example 8.5. Let S and T be discrete semigroups, so that WAP(ℓ1(S)′) = C(SWAP ).
Then ℓ1(S)⊗̂ℓ1(T ) = ℓ1(S × T ) as a Banach algebra, and so WAP(ℓ1(S × T )′) = C((S ×
T )WAP ). We claim that (S × T )WAP = SWAP × TWAP, which follows easily by the
universality property of (S × T )WAP . We then see that
WAP(ℓ1(S)′)⊗ˇWAP(ℓ1(T )′) = C(SWAP )⊗ˇC(TWAP ) = C(SWAP × TWAP )
= C((S × T )WAP ) = WAP((ℓ1(S)⊗̂ℓ1(T ))′),
so that certainly WAP(ℓ1(S)′)⊗WAP(ℓ1(T )′) is dense in WAP((ℓ1(S)⊗̂ℓ1(T ))′).
As before, this argument also works for general locally compact groups G and H .
Example 8.6. Let S and T be discrete weakly cancellative semigroups, so that c0(S)⊗ˇc0(T ) =
c0(S×T ), and hence (c0(S)⊗ˇc0(T ))′ = ℓ1(S×T ) = ℓ1(S)⊗̂ℓ1(T ) is a dual Banach algebra.
Similarly, let S and T be locally compact groups, so thatM(S) has the predual C0(S),
and similarly for M(T ) (see [30]). Then, as above, we see that M(S)⊗̂M(T ) is a closed,
norming (and hence weak∗-dense) subspace ofM(S×T ) = C0(S×T )′ = (C0(S)⊗ˇC0(T ))′.
Proposition 8.7. Let A and B be Banach algebras. Then the natural map WAP(A′)⊗
WAP(B′) → A′⊗̂πsB′ maps into WAP((A⊗̂B)′). When A and B are Arens regular and
one has the metric approximation property, π is a WAP-crossnorm on A⊗B.
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Proof. Recall that πs = ǫ, and let µ ∈WAP(A′) and λ ∈WAP(B′). Then there exists a
reflexive Banach space E and maps Sµ : A → E and Tµ : E → A′ such that TµSµ = Lµ,
that is, TµSµ(a) = a · µ for a ∈ A. Similarly there exists a reflexive Banach space F and
maps Sλ and Tλ. We shall see below that there exists a uniform-crossnorm α such that
E⊗̂αF is reflexive. As ǫ ≤ α ≤ π, we see that we can factor the map Lµ ⊗ Lλ : A⊗̂B →
A′⊗ˇB′ as
A⊗̂B Sµ⊗Sλ// E⊗̂F // E⊗̂αF
Tµ⊗Tλ
// A′⊗̂αB′ // A′⊗ˇB′,
and so Lµ ⊗ Lλ = Lµ⊗λ is weakly-compact. By linearity, the argument is complete.
Suppose now that A has the metric approximation property. By [31, Theorem 4.14],
the canonical map A⊗̂B → (A′⊗ˇB′)′ is an isometry, so that A′⊗ˇB′ is norming for A⊗̂B.
As A and B are Arens regular, we see that π is indeed a WAP-crossnorm on A⊗B. The
case for B follows by symmetry.
Example 8.8. Let c = C(N∞) be the space of convergent sequences, where N∞ is the
one-point compactification of N. Then c′ = ℓ1 naturally, and so (c⊗̂c)′ = B(c, ℓ1) =
A(c, ℓ1) = ℓ1⊗ˇℓ1. Then π is a WAP-crossnorm for c ⊗ c as c is Arens regular. In fact,
c⊗̂c is Arens regular.
For general compact Hausdorff spaces K and L, by the above proposition, we see that
π is a WAP-crossnorm on C(K)⊗C(L). However, as noted in [34], when G is a compact
group, the algebra C(G)⊗̂C(G) contains a copy of A(G), the Fourier algebra of G, so
that C(G)⊗̂C(G) is not Arens regular. Hence M(G) ⊗M(G) ⊆ (C(G)⊗̂C(G))′ cannot
be dense. 
See [35] for details about when A⊗̂B is Arens regular, but bear in mind the correction
[34].
It seems that in general, WAP(A′)⊗ˇWAP(B′) need not be norming forA⊗̂B. Also, we
see no way to adapt the above proof to the case A⊗̂βB for an arbitrary algebra-crossnorm
β.
Proposition 8.9. Given reflexive Banach spaces E and F , there exists a tensor norm α
on E ⊗ F such that E⊗̂αF is reflexive, and such that E ′ ⊗ F ′ is dense in (E⊗̂αF )′.
Proof. For example, for 1 < p < ∞, let gp and dp be the Chevet-Saphar tensor norms,
as defined in [31, Chapter 6] or [1]. Then, by [1, Corollary 3.2], we have that E⊗̂gpF is
reflexive, whenever E and F are, and similarly for dp. Furthermore, E
′ ⊗ F ′ is indeed
dense in (E⊗̂gpF )′ and (E⊗̂dpF )′. As E ′⊗F ′ is dense in (E⊗̂αF )′, we see that (E⊗̂αF )′ =
E ′⊗̂αsF ′.
Remark 8.10. One disadvantage of the Chevet-Saphar tensor norms is that they are not
symmetric, in that E⊗̂gpF is not in general isomorphic to F ⊗̂gpE (in contrast to the
injective or projective tensor norms). However, d2 and g2 behave rather nicely, in that
ds2 = g2, g
s
2 = d2, and H⊗̂d2K = H⊗̂g2K = H ⊗2 K whenever H and K are Hilbert
spaces (here H ⊗2 K is the usual Hilbertian tensor product). If we interpolate between
d2 and g2 then we can verify that we end up with a symmetric tensor norm α such that
E⊗̂αF is reflexive when E and F are, and such that H⊗̂αK = H⊗2K for Hilbert spaces
H and K. 
Let A be a Banach algebra such that there is a reflexive Banach space E and an
isometric representation πA : A → B(E) such that π′AκE′⊗̂E takes the unit ball of E ′⊗̂E
onto the unit ball of WAP(A′). From our previous work, this is equivalent to WAP(A′)
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being norming for A. Suppose that B is similar, with πB : B → B(F ), say. Now let
α be some quasi-uniform crossnorm satisfying the conclusions of Proposition 8.9. Then
π = πA ⊗ πB : A⊗ B → B(E⊗̂αF ), defined by
π(a⊗ b)(x⊗ y) = πA(a)(x)⊗ πB(b)(y) (a ∈ A, b ∈ B, x ∈ E, y ∈ F ),
is a representation. Use this to induce a norm ‖·‖π,α on A⊗B, and denote the completion
by A⊗̂π,αB.
Proposition 8.11. With notation as above, ‖ · ‖π,α is a WAP-crossnorm on A⊗B.
Proof. By assumption, ‖a ⊗ b‖π,α = ‖πA(a)‖‖πB(b)‖ = ‖a‖‖b‖ for a ∈ A and b ∈ B, so
the triangle-inequality implies that ‖ · ‖π,α ≤ π(·). Let λA ∈ A′ and λB ∈ B′ be such
that ‖λA‖ = ‖λB‖ = 1. As WAP(A′) is norming for A, the unit ball of WAP(A′) is
weak∗-dense in the unit ball of A′, and so there exists a net (µAα ) in WAP(A′) such that
‖µAα‖ ≤ ‖λA‖ for each α, and limα 〈µAα , a〉 = 〈λA, a〉 for a ∈ A. By the assumption on
πA, for each α, we can find σ
A
α ∈ E ′⊗̂E with ‖σAα ‖ = ‖µAα‖ and π′AκE′⊗̂E(σAα ) = µAα .
Similarly, we can find (σBβ ) ⊆ F ′⊗̂F for λB. Then, for τ =
∑n
k=1 ak ⊗ bk ∈ A⊗ B,
〈λA ⊗ λB, τ〉 =
n∑
k=1
lim
α
〈µAα , ak〉 lim
β
〈µBβ , bk〉
=
n∑
k=1
lim
α
〈πA(ak), σAα 〉 lim
β
〈πB(bk), σBβ 〉 = lim
α
lim
β
〈π(τ), σAα ⊗ σBβ 〉.
By taking the supremum over ‖λA‖ = ‖λB‖ = 1, we consequently conclude that ǫ(·) ≤
‖ · ‖π,α. Thus ‖ · ‖π,α is a reasonable-crossnorm, and so clearly it is an algebra-crossnorm.
Now let G = E⊗̂αF and C = A⊗̂π,αB. We may treat π as an isometry from C into
B(G), and so π′κG′⊗̂G is a norm-decreasing map from G′⊗̂G to C′. Define
X =
{
π′κG′⊗̂G((µE ⊗ µF )⊗ (xE ⊗ xF )) : µE ∈ E ′, µF ∈ F ′, xE ∈ E, xF ∈ F
}
,
so that clearly X ⊆WAP(C′). For µE ∈ E ′, µF ∈ F ′, xE ∈ E and xF ∈ F , we have that
for a ∈ A and b ∈ B,
〈π′κG′⊗̂G((µE ⊗ µF )⊗ (xE ⊗ xF )), a⊗ b〉 = 〈π′A(µE ⊗ xE), a〉〈π′B(µF ⊗ xF ), b〉.
Hence, by the assumptions on πA and πB, the linear span of X is dense in WAP(A′) ⊗
WAP(B′), and so WAP(A′) ⊗ WAP(B′) ⊆ WAP(C′), as required. Finally, almost by
definition, the linear span of X is norming for π(A ⊗ B), and so ‖ · ‖π,α is a WAP-
crossnorm.
Conversely, suppose that β is some WAP-crossnorm on A⊗ B, so that there exists a
reflexive Banach space G and an isometric representation π : A⊗̂βB → B(G). However,
it need not be the case that G = E⊗̂αF for some Banach spaces E and F , and some
uniform-crossnorm α, with π = πA⊗πB for suitable πA : A → B(E) and πB : A → B(F ).
This mirrors the behaviour of C∗-algebras. Recall that the minimal C∗-tensor product
of two C∗-algebras A and B is that defined by taking faithful ∗-representations of A and
B on Hilbert spaces H and K, respectively, and letting A⊗min B be the closure of A⊗B
in B(E ⊗2 F ). It turns out that this is independent of the ∗-representations taken (as
long as they are faithful). The maximal C∗-tensor product is that defined by taking the
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supremum over any ∗-representation of A⊗B. As indicated by their names, the minimal
and maximal C∗-tensor norms are indeed the smallest and greatest norms on A⊗B which
satisfy the C∗-condition ‖τ ∗τ‖ = ‖τ‖2 for τ ∈ A ⊗ B. Then a C∗-algebra A is nuclear
if A ⊗min B = A ⊗max B for all C∗-algebras B. This is actually equivalent to A being
amenable (see [29]).
As C∗-algebras are always Arens regular, we see that a C∗-tensor norm α on A⊗B is
a WAP-crossnorm if and only if A′ ⊗ B′ is norming for A⊗̂αB. However, this is always
true for A′ ⊗min B′, essentially for the same reasons as in the proof of Proposition 8.11.
By [32, Proposition 4.10], the norm induced on A′ ⊗ B′ by A⊗max B always agrees with
that induced by A⊗min B, so if α is a C∗-tensor norm, then as min ≤ α ≤ max, we see
that A′⊗̂αsB′ = A′⊗̂minsB′. Hence α is a WAP-crossnorm, as we might hope.
We may be tempted to define the minimal and maximal WAP-crossnorms in a similar
fashion, given that we know that at least one WAP-crossnorm must exist. However, it is
rather unclear if such minimal and maximal norms exist.
Proposition 8.12. Let A and B be Banach algebras. There exists an algebra crossnorm
max on A⊗B such that if α is any WAP-crossnorm on A⊗B, then α ≤ max, and such
that A⊗̂maxB is a WAP-algebra.
Proof. Define max on A ⊗ B by max(τ) = sup{‖π(τ)‖}, where we take the supremum
over all algebra homomorphisms π : A⊗B → B(E), where E is a reflexive Banach space,
and ‖π(a ⊗ b)‖ = ‖a‖‖b‖ for a ∈ A and b ∈ B. Let ‖ · ‖π,α be a WAP-crossnorm given
by Proposition 8.11, so that ǫ ≤ ‖ · ‖π,α ≤ max. As max(a⊗ b) = ‖a‖‖b‖ for a ∈ A and
b ∈ B, we see that max ≤ π, so that max is a reasonable crossnorm. Clearly then max is
an algebra crossnorm.
Let α be some WAP-crossnorm on A⊗B, so we can find a representation π : A⊗̂αB →
B(E) for some reflexive Banach space E, such that π′ take the unit ball of E ′⊗̂E onto
the unit ball of WAP((A⊗̂αB)′). As WAP(A′)⊗WAP(B′) ⊆WAP((A⊗̂αB)′) is norming
for A⊗̂αB, we see that π is an isometry. Consequently, α ≤ max.
For each τ ∈ A⊗B and each ǫ > 0, let πτ,ǫ : A⊗B → B(Eτ,ǫ) be some representation
on a reflexive Banach space such that ‖πτ,ǫ(τ)‖ > max(τ) − ǫ. Let F = ℓ2
(⊕
τ,ǫEτ,ǫ
)
,
so that π =
⊕
πτ,ǫ is a representation of A ⊗ B on B(F ). Clearly then, for τ ∈ A ⊗ B,
‖π(τ)‖ = sup ‖πτ,ǫ(τ)‖ = max(τ), and so π extends to an isometric representation π :
A⊗̂maxB → B(F ).
In general, however, we see no way to show that this norm is a WAP-crossnorm.
8.2 Dual Banach algebras
Recall that for two W∗-algebras (A,A∗) and (B,B∗), we let X = A ⊗min B, and then
regard A∗ ⊗ B∗ as a subspace of X ′, with closure A∗⊗B∗. Then A⊗B, the W∗-tensor
product of A and B, is the dual of A∗⊗B∗. It may be checked that A ⊗ B becomes a
weak∗-dense subalgebra of A⊗B. For example, when H and K are Hilbert spaces, we
have that B(H)⊗B(K) = B(H⊗2K); in particular, B(H)⊗B(K) need not be norm-dense
in B(H)⊗B(K) (see [19, Exercise 11.5.7]).
Let (A,A∗) and (B,B∗) be dual Banach algebras, and let β be a WAP-crossnorm
on A⊗ B. By assumption, WAP(A′)⊗̂βs WAP(B′) is norming for A⊗̂βB and maps into
WAP((A⊗̂βB)′). Hence we see that X = A∗⊗̂βsB∗ is a closed A⊗̂βB-submodule of
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WAP((A⊗̂βB)′). As such, by Proposition 2.4, (X ′, X) becomes a dual Banach algebra.
Notice that the norm on X = A∗⊗̂βsB∗ is given by
‖τ‖X = sup{|〈τ, u〉| : u ∈ A⊗ B, β(u) ≤ 1} (τ ∈ X).
It is hence immediate that A⊗ B is weak∗-dense in X ′, so we may regard X ′ as a dual
Banach algebra tensor product of A and B, and denote X ′ by A⊗βB. When A∗⊗̂βsB∗ is
norming for A⊗̂βB, we see that A⊗̂βB is even a closed subspace of A⊗βB.
Example 8.13. Let G and H be locally compact groups, so that M(G) is a dual Ba-
nach algebra with predual C0(G), and similarly for H (see Example 8.6). By Proposi-
tion 8.7, WAP(M(G)′)⊗WAP(M(H)′) maps into WAP((M(G)⊗̂M(H))′). As the map
M(G)⊗̂M(H)→ (C0(G)⊗ˇC0(H))′ is an isometry, we see that
C0(G)⊗ C0(H) ⊆ C0(G)⊗ˇC0(G) ⊆ (M(G)⊗̂M(H))′ = B(M(G),M(H)′)
is norming for M(G)⊗̂M(H). Thus π is a WAP-crossnorm on M(G)⊗M(H).
We may hence form M(G)⊗πM(H). By definition, it is the weak∗-closure of M(G)⊗
M(H) in the dual of C0(G)⊗ˇC0(H), that is, in M(G×H). As explained in Example 8.6,
M(G)⊗M(H) is certainly weak∗-dense inM(G×H), and soM(G)⊗πM(H) = M(G×H)
as we might hope.
Given dual Banach algebras (A,A∗) and (B,B∗), we can find weak∗-weak∗-continuous
representations πA : A → B(E) and πB : B → B(F ). We may hence define the WAP-
crossnorm β := ‖ · ‖π,α, as in Proposition 8.11, leading to A⊗̂π,αB and hence A⊗βB.
Alternatively, we may simply define A⊗π,αB to be the weak∗-closure of πA(A) ⊗ πB(B)
in B(E⊗̂αF ).
Proposition 8.14. With notation as above, there is a natural norm-decreasing map from
A∗⊗̂βsB∗ to (A⊗π,αB)∗ which has dense range. If A∗⊗̂βsB∗ is norming for A⊗̂βB, then
this map is an isometry.
Proof. We identify A with its weak∗-closed image under πA : A → B(E), and hence we
identify A∗ with a quotient of E ′⊗̂E, namely E ′⊗̂E/⊥A, and similarly for B. Then A⊗̂βB
is the closure of A⊗ B in B(E⊗̂αF ). We have that (A⊗π,αB)∗ = B(E⊗̂αF )∗/⊥(A⊗ B)
where B(E⊗̂αF )∗ = (E ′⊗̂αsF ′)⊗̂(E⊗̂αF ).
We define a natural map θ : A∗ ⊗ B∗ → (A⊗π,αB)∗ as follows. For τ ∈ A∗, σ ∈ B∗
and ǫ > 0, we have representations
τ =
∞∑
n=1
xEn ⊗ µEn + ⊥A ∈ E ′⊗̂E/⊥A, σ =
∞∑
n=1
xFn ⊗ µFn + ⊥B ∈ F ′⊗̂F/⊥B,
where
∑∞
n=1 ‖xEn ‖‖µEn ‖ < ‖τ‖+ ǫ and
∑∞
n=1 ‖xFn ‖‖µFn ‖ < ‖σ‖+ ǫ. Then let
θ(τ ⊗ σ) = u =
∞∑
n=1
∞∑
m=1
(xEn ⊗ xFm)⊗ (µEn ⊗ µFm) + ⊥(A⊗ B) ∈ (A⊗π,αB)∗,
so that ‖u‖ ≤ ∑∞n=1∑∞m=1 ‖xEn ‖‖xFm‖‖µEn ‖‖µFm‖ < (‖σ‖ + ǫ)(‖τ‖ + ǫ). For a ∈ A and
b ∈ B, we see that
〈a⊗ b, u〉 =
∞∑
n=1
∞∑
m=1
〈a, xEn ⊗ µEn 〉〈b, xFm ⊗ µFm〉 = 〈a, τ〉〈b, σ〉 = 〈a⊗ b, τ ⊗ σ〉.
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In particular, u does not depend upon the choice of representatives for τ and σ, and so
θ is well-defined. Notice also that for ψ ∈ A∗ ⊗ B∗,
βs(ψ) = sup{|〈ψ, v〉| : v ∈ A⊗ B, β(v) ≤ 1}
= sup{|〈θ(ψ), v〉| : v ∈ A⊗ B ⊆ B(E⊗̂αF ), ‖v‖ ≤ 1} ≤ ‖θ(ψ)‖,
so that θ extends to a norm-decreasing map A∗⊗̂βsB∗ → (A⊗π,αB)∗. Notice that if we
knew that the unit ball of A⊗ B were weak∗-dense in the unit ball of A⊗π,αB (that is,
A∗⊗̂βsB∗ were norming for A⊗̂βB), then we would even have that θ was an isometry. This
is the case for von Neumann algebras, for example, by the Kaplansky Density theorem
([32, Section II, Theorem 4.8]).
We shall now show that A∗⊗B∗ is dense in (A⊗π,αB)∗, which will complete the proof.
Let τ ∈ (A⊗π,αB)∗, and pick a representation
τ =
∞∑
n=1
un ⊗ vn + ⊥(A⊗ B),
with (un) ⊆ (E ′⊗̂αsF ′) and (vn) ⊆ (E⊗̂αF ) satisfying
∑∞
n=1 α
s(un)α(vn) < ∞. By
approximation, we may actually suppose that (un) ⊆ E ′⊗F ′ and (vn) ⊆ E ⊗F . We can
then find representations
un =
∞∑
k=1
φ
(n)
k ⊗ ψ(n)k , vn =
∞∑
k=1
x
(n)
k ⊗ y(n)k ,
where for each n, eventually φ
(n)
k = 0, and so forth. For each n, define
µn =
∞∑
k=1
φ
(n)
k ⊗ x(n)k + ⊥A ∈ A∗, λn =
∞∑
k=1
ψ
(n)
k ⊗ y(n)k + ⊥B ∈ B∗,
noticing that each of these is a finite sum. For a ∈ A and b ∈ B, we see that
〈a⊗ b, µn ⊗ λn〉 =
∞∑
k=1
〈a, φ(n)k ⊗ x(n)k 〉〈b, ψ(n)k ⊗ y(n)k 〉 = 〈a⊗ b, un ⊗ vn〉,
for n ≥ 1. Consequently, for c ∈ A⊗π,αB and N ≥ 1, as A⊗B is weak∗-dense in A⊗π,αB,∣∣∣〈c, τ〉 − N∑
n=1
〈c, µn ⊗ λn〉
∣∣∣ = ∣∣∣ ∞∑
n=N+1
〈c, un ⊗ vn〉
∣∣∣ ≤ ‖c‖ ∞∑
n=N+1
αs(un)α(vn).
Thus A∗ ⊗ B∗ is indeed dense in (A⊗π,αB)∗.
As indicated, the lack of a generalisation of the Kaplansky Density Theorem shows
that in general A⊗βB and A⊗π,αB are different. The following provides an example of a
general Banach algebra in which the theory works well.
Proposition 8.15. Let E and F be reflexive Banach spaces, and let α be a tensor
norm on E ⊗ F satisfying the conclusions of Proposition 8.9. Form the tensor prod-
ucts B(E)⊗βB(F ) and B(E)⊗π,αB(F ) by using the trivial representations of B(E) on
itself, and the same for B(F ). Then these tensor products agree with B(E⊗̂αF ).
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Proof. By the above proposition, B(E)∗⊗B(F )∗ is dense in the predual of B(E)⊗π,αB(F ).
Furthermore, E ′⊗E⊗F ′⊗F is dense in both B(E)∗⊗B(F )∗ and B(E⊗̂αF )∗. So if our
natural map is an isometry, that is, B(E)∗⊗̂βsB(F )∗ is norming for B(E)⊗̂βB(F ), then
the proof is complete.
If we identify B(E) ⊗ B(F ) as a subalgebra of B(E⊗̂αF ) then β agrees with the
operator norm. Let u ∈ B(E) ⊗ B(F ) and ǫ > 0, so we may find σ ∈ E ′ ⊗ F ′ and
τ ∈ E ⊗ F with αs(σ) ≤ 1, α(τ) ≤ 1 and |〈σ, u(τ)〉| > β(u)− ǫ. Let
σ =
n∑
i=1
µi ⊗ λi, τ =
m∑
j=1
xj ⊗ yj,
and define
v =
n∑
i=1
m∑
j=1
(µi ⊗ xj)⊗ (λi ⊗ yj) ∈ (E ′ ⊗E)⊗ (F ′ ⊗ F ) ⊆ B(E)∗ ⊗ B(F )∗.
A simple calculation shows that 〈w, v〉 = 〈σ, w(τ)〉 for any w ∈ B(E)⊗ B(F ), so that
βs(v) = sup{|〈w, v〉| : w ∈ B(E)⊗ B(F ), β(w) ≤ 1}
= sup{|〈σ, w(τ)〉| : ‖w‖ ≤ 1} ≤ ‖σ‖‖τ‖ ≤ 1.
It hence follows that the norm of u as a member of the dual space of B(E)∗⊗̂βsB(F )∗ is
at least β(u)− ǫ. The proof is complete, as ǫ > 0 was arbitrary.
It would be nice if we could find a universal way to take the tensor product of two
dual Banach algebras. For example, the projective tensor product of two Banach algebras
always gives a Banach algebra (although it is not always the most natural norm to use,
for example for C(K) spaces). This problem is related to the fact that we cannot find
maximal or minimal WAP-crossnorms.
Let A and B be WAP algebras, and let α be a WAP-crossnorm on A ⊗ B. It
would be natural if there was some connection between the DBA enveloping algebra
WAP((A⊗̂αB)′)′ and the dual Banach algebra tensor product WAP(A′)′⊗αWAP(B′)′.
However, this latter algebra is the dual of WAP(A′)⊗̂αs WAP(B′), which is only a norm-
ing submodule of WAP((A⊗̂αB)′). Hence, in general, WAP(A′)′⊗αWAP(B′)′ is only a
quotient of WAP((A⊗̂αB)′)′. Example 8.4 shows that this is true even for commutative
C∗-algebras.
8.3 Application to Connes-amenability
Theorem 8.16. Let A and B be Connes-amenable dual Banach algebras, and let β be
a reasonable crossnorm on A∗ ⊗ B∗ which turns (A∗⊗̂βB∗)′ = A⊗B into a dual Banach
algebra containing A⊗̂βsB as a weak∗-dense Banach algebra (so that βs is an algebra
crossnorm on A⊗ B). Then A⊗B is Connes-amenable.
Proof. Let E be a reflexive Banach space, and let π : A⊗B → B(E) be a weak∗-continuous
representation. As in the proof of Proposition 6.15, we claim that π(A⊗B)c = π(A⊗B)c,
which follows as π is weak∗-continuous and A⊗ B is weak∗-dense in A⊗B. We wish to
show that there is a quasi-expectation Q : B(E)→ π(A⊗B)c.
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As A and B are Connes-amenable, they are unital, with units eA and eB, say. We
may define a homomorphism φ : A → A⊗B by φ(a) = a ⊗ eB for a ∈ A. Then, for
τ =
∑n
k=1 µk ⊗ λk ∈ A∗ ⊗ B∗, we see that
〈φ(a), τ〉 = 〈a⊗ eB, τ〉 =
n∑
k=1
〈a, µk〉〈eB, λk〉 = 〈a, φ∗(τ)〉 (a ∈ A),
where φ∗(τ) =
∑n
k=1 〈eB, λk〉µk ∈ A∗. Clearly φ∗ is bounded (as β is a reasonable
crossnorm), so φ∗ extends to A∗⊗̂βB∗ = (A⊗B)∗, and we see that φ′∗ = φ, so that φ is
weak∗-continuous. A similar remark holds for B.
Consider the representation πA : A → B(E) given by πA(a) = π(a ⊗ eB). This is
weak∗-continuous by the preceding paragraph, so identify A with its image in B(E). As
A is Connes-amenable, there is a quasi-expectation QA : B(E) → Ac. Analogously,
there exists a quasi-expectation QB : B(E) → Bc. Notice that A ⊆ Bc, B ⊆ Ac and
(A⊗B)c = Ac ∩ Bc.
Let Q = QBQA, so that Q is bounded, and Q(a) = a for each a ∈ Ac ∩ Bc. Let
T ∈ B(E), let x = QA(T ) ∈ Ac, and let b = QB(x) = Q(T ) ∈ Bc. Let a ∈ A, so that
ax = xa, and as A ⊆ Bc,
QB(a(b− x)) = aQB(b− x) = 0 = QB(b− x)a = QB((b− x)a).
As ab, ba ∈ Bc, we see that ab = QB(ab) = QB(ba) = ba, so we conclude that b ∈ Ac.
Thus Q maps into Ac∩Bc, and so we conclude that Q is a projection onto Ac∩Bc. Now
let a, b ∈ Ac ∩ Bc, and let T ∈ B(E), so that
Q(aTb) = QBQA(aTb) = QB
(
aQA(T )b
)
= aQ(T )b,
so we conclude that Q is a quasi-expectation, as required.
Notice that this proof will also show that C is Connes-amenable, whenever C is a
dual Banach algebra containing A⊗ B as a dense subalgebra, and is such that the map
A → C; a 7→ a⊗ eB is weak∗-continuous (and similarly for B).
Corollary 8.17. Let r, s ∈ (1,∞), and let α be some quasi-uniform crossnorm on ℓr⊗ ℓs
such that ℓr⊗̂αℓs is reflexive, and (ℓr)′ ⊗ (ℓs)′ is dense in (ℓr⊗̂αℓs)′. Then B(ℓr⊗̂αℓs) is
Connes-amenable.
Proof. By Proposition 8.15, we have that B(ℓr⊗̂αℓs) = B(ℓr)⊗αB(ℓs). Then the theorem
applies, as B(ℓr) and B(ℓs) are Connes-amenable, by results in [30].
This corollary is comparable to [17, Theorem 2.2], as a quasi-uniform tensor norm
is tight in the sense of [17], and by [30], the amenability of A(E) is equivalent to the
Connes-amenability of B(E), at least when E is reflexive and has the approximation
property.
It is interesting to note that our proof of Theorem 8.16 is rather more algebraic than
an analogous von Neumann result (compare to [33, Chapter XV, Proposition 3.2]). Our
approach is more in line with that of [29, Proposition 6.3.17].
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