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Abstract - - In  this paper, we consider an initial value problem y' = f i  x, y), yi 0) = Y0, where f 
is a continuous function satisfying a Lipschitz condition. First, the function fix, y) is approximated 
by a Bernstein polynomial in two variables, Bnif; x,y), of an appropriate degree according to a 
prescribed accuracy. Second, by application of the Frobenius method to the initial value problem 
y' = B,~(f; z, y), y(O) ---- Y0, an exact series olution of the latter problem is constructed. Finally, the 
infinite series olution is truncated inorder to obtain an explicit polynomial whose error with respect 
to the exact solution of the original problem is less than the prescribed accuracy, in an existence and 
uniqueness domain which is determined in terms of the initial data. (~) 1999 Elsevier Science Ltd. 
All rights reserved. 
Keywords--Dif ferential  equation, a priori error bound, Frobenius method, Two variables Bern- 
stein polynomial, Truncation error. 
1. INTRODUCTION 
It  is well known that  apart  from some particular cases, first-order differential equations 
y' = f(x, y), y(O) ---- Yo, (1.1) 
cannot be solved explicitly, which motivates the search for numerical methods. Such methods 
usual ly fall into three main classes. One of the most used is based on discrete methods which 
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provide numerical approximation at a discrete set of points, and a continuous numerical approx- 
imation is constructed using interpolation techniques. Among the drawbacks of this class of 
methods we mention the following [1-3]. 
(i) Error information requires a priori error bounds for the derivatives of the theoretical 
solution (which are usually not available in practice) and/or involves restrictive differen- 
tiability hypotheses on the function f(x, y). 
(ii) The number of mesh points where the discrete numerical solution is to be computed can 
be large, which increases the computational cost. 
(iii) Interpolation i creases the computational cost and can lead to error accumulation. 
A second family of methods is based on the approximation fthe solution of (1.1) by a sequence 
of polynomials belonging to the space generated by certain orthogonai polynomial sequences; 
see [4]. Among the weaker parts of this approach we mention the following. 
(i) The convergence of the approximating polynomial sequence is in some norm, which might 
not imply pointwise convergence. 
(ii) The error bound for the approximating polynomial sequence often involves constants not 
known a priori, the approach does not take advantage of the specific problem, but rather 
is based on a functional approach valid for a wide class functions f(x, y). 
The third main class of methods is based on the construction of series solutions [3, p. 41; 5]. 
Some of the drawbacks of this approach are as follows. 
(i) A very restrictive hypothesis i imposed on the function f(x, y), basically analyticity. 
(ii) The error information is expressed in terms of bounds, usually unavailable, for the deriva- 
tives of the function f(x, y); see [6]. 
The aim of this paper is to avoid drawbacks of these methods by combining some of them, and 
constructive f atures of Bernstein polynomials, together with certain ideas, recently used in [7], 
related to the Frobenius method. 
The organization of the paper is as follows. Section 2 deals with properties of the Bernstein 
polynomials in two variables, including determination of a degree, n, for a situation in which a 
continuous function f : [0, T1] x [0, T2] --* R satisfies a Lipschitz condition with respect o both 
variables: a Bernstein polynomial B,(f ;  x, y) is sought so that If(x, y) - B,(f ;  x, Y)I is less than 
some prescribed admissible rror e. Also, the coefficient of each power xiy j in the polynomials my 
be computed explicity, and this is useful and important in Section 4. A method for determination 
of the truncation degree is developed, in Section 3, for the exact series solution of a problem 
y' = F(x, y), y(O) = Yo, 
where F is an analytic function of two variables. The truncation error is less than a prefixed 
admissible rror in a subdomain determined in terms of the data. In Section 4, the following 
question is addressed. Given a problem of type (1.1) with a continuous right-hand side function 
f(x, y) which also satisfies a Lipschitz condition with respect o the second variable, how can 
an explicit polynomial approximation be constructed, in an existence and uniqueness domain, so 
that the error with respect o the exact solution is less than a predetermined accuracy? 
2. ON BERNSTE IN  POLYNOMIALS  
In this section, we axe concerned with the following question. Given e > 0 and a continuous 
function f(x, y) such that 
[f  (Xl, y) -- f (X2, y)[ _( L1 Ixl - x21, 
[f (x, yl) -- f (x, y2)[ _< L2 lYl - -  Y2[, 
O<_xl,x2 <_T1, O<_y<_T2, (2.1) 
0 < x < TI, 0 < YI, Y2 _< T2, (2.2) 
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how can we construct a polynomial Pn(x, y) = ~i~o ~jn-=o c4jxiY j, satisfying 
If(x, y) - Pn(x, Y)I < e? (2.3) 
In the one variable case, if g(s) is a continuous function from [0, 1] into R, and if Bin(g; s) is the 
Bernstein polynomial of degree m of g(s), then 
Bin(g; s) = E g si(1 - s) m-', 0 < s < 1. (2.4) 
i--0 
If f : [0, T] -* R is a continuous function, consider the substitution 
t = sT, O < s < l, O < t < T. (2.5) 
Let g(s) = f(sT) = f(t) and introduce the Bernstein polynomial 
Bin(f; t) = Bin(g; s) = Zg  s'(1 - s) m-' 
i=0 
i=0 j=O 
The coefficient of t k appearing in the last expression is 
0 -y r -  
Hence, 
- -  Jp° . .  
=-- f  h k -h  T k 
h=0 
Zf  k h T k 
h----0 
=k=o h=o ~-~ , i t  ~, 0<t<T.  (2.6) 
We now consider the two-variable case. For f : [0, 11 x [0,1] ~ R, define [8, p. 10] 
m m i Bm(f ;x ,y )= Zf  i ,  i j X(1--X)m--~yJ(1--y) m-j. (2.7) 
i=0 j=0 
As shown in the next lemma, the coefficient x~/fi in this structure may be determined explicitly. 
LEMMA 2.1. Let f : [0, 1] x [0,1] --* R be a continuous function; then 
m P m q 
p--0 s~0 q--0 r----0 
where 
(2.9) 
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PROOF. By application of (2.6) with T = 1, to the one variable function f(i/m, .), for 0 < y < 1 
one gets 
m q m zf  (i j)(~.)y~(l_y)m_j=£[E(_l)q_r( "~(~)f (i,_~)j yq, 
j=o q=0 Lr=0 \ q / 
(2.10) 
and by (2.7) and (2.10), for 0 < x < 1 it follows that 
m 
BIn(S; x,y)= 
i=O 
m 
:Z  
i=0 
q=O 
_ q- r  \ ~  
(7 )x / (1  x)m-iq--~0IZ(-1)Lr=0 ( ° ) (~) f ( i ' r  yq 
m q /m \ i 
z z( , ,  
q----0 r=0 \q ]  
q rn 
r__~o(_l)q_r (q ) (~)yq~=of  ( i ,  r ) (7 )x , (  1 _x,m_,. 
(2.11) 
By application of (2.6) with T = 1, to the one variable function f(., r/m), for 1 < r < m, we 
have 
z f ( i ' r~  x ' (1 -x )m- i=£ (-1)p-s f (m'  xP' 
\m m~ i=0 p=0 
(2.12) 
and by (2.11),(2.12) one concludes (2.8). 
Let f(x, y) be a continuous function defined on [0, T1] × [0, T2] and consider the substitution 
x = uT1, y = vT2, O < u, v < l ,  
g(u, v) = f(uT1, vT2) = f(x, y). (2.13) 
Then the Bernstein polynomial of degree m of f(x, y) satisfies 
Bm(f(z,y); x,y) = Bm(g(u,v); u,v). (2.14) 
Thus by Lemma 2.1, (2.13), and (2.14), 
m p m q 
$ r 
p=0 s----0 q----0 r=0 
m p m q (~1 r~_2) (~11)  p (~2)  q = E E E Zcm(P'q,r,'): , 
p=0 s=0 q=0 r=0 
(2.15) 
where Cm(p, q, r, s) is given by (2.9). The following result may be regarded as a two-variable 
extension of [9, p. 15]. 
LEMMA 2.2. Let g(u, v) be a continuous function on 0 < u < 1, 0 < v < 1, which satisfies the 
Lipschitz condition 
[g(ul,v) -- g(U2,V)[ < L1 [ul - u2[, 
[g(U, Vl) - 9(u, v2)[ ~ L2 Iv1 - v2[, 
0 __< Ul,U2,?) <: 1, (2.16) 
0 <__ U, Vl,V2 __< 1. (2.17) 
Then 
L1 + L2 Jg(u,v)-B,(g(u,v);u,v)l< 2~'  O<u,v<_l. (2.18) 
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PROOF. 
g(u,v) - Bn(g(u,v); u,v) = g(u,v) - E g  , ui(1 - u)=-ivJ(1 - v) n-j 
i=0 j--0 
i=0 j=0 
i=O j=0 
Then 
i=0 j=0 
(:)C) i=0 j=0 
By (2.16) and (2.17), 
,g(u, v) - Bn(g(u, v); u, v)l <_ ~ ~-~ L2 Iv -  j (n)  (~)ui( l  _ u)n_ivJ (l _ v)n_j 
iffi0 j=0 ' 
i=0 j=0 
(2.19) 
By [9, p. 16 I, 
and 
j--0 
j=o 2x/'n \ j  / 2V~' 
(2.20) 
i=0 j----0 
Then, by (2.19)-(2.21) we have (2.18). 
THEOREM 2.2. Let ] : [0, T1] x [0, T2] -'* R be a continuous function satisfying the Lipschitz 
condition (2.1),(2.2). If Bn(f(x, y); x, y) is defined by (2.15), then 
I.f(x,y) - Bn(f; x,y)l < LIT1 +L2T2 
_ 2v/_ ~ , O<x<_Tl, O<y<_T2. (2.22) 
PROOF. Consider the substitution (2.13). Then 
Ig ( i l l ,  v) - g (u2, v)l = If  (UlT1, ~/T2) - f ( ~t2T1, vT2)l 
<_ L1 ]ulT1 - U2Tl[ = L1T1 lUl - u21, 
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and 
Ig (u, v~) - g (~, "2)l = II (uT~,.1T2) - I (uT~,.2T2)I 
<_ L2 [vlT2 - v2T21 = L2T2 Iv1 - v21. 
Then, by Lemma 2.1, 
l a (u , , ) -  Bn(g(u,v); u,.)l  < 
Thus, by (2.13) one gets (2.22). 
L1T1 + L2T2 
2v~ 
3. ON THE TRUNCATION ERROR 
OF  THE FROBENIUS METHOD 
In the recent paper [7], a procedure is proposed for truncation of the series olution of a linear 
differential system with analytic oefficients, with the truncation error being less than a prefixed 
accuracy in a bounded subdomain. In this section, that truncation error strategy is extended to 
nonlinear initial value problems of the type 
 bjjy k, 
j>0 k>0 
y(0)=y0, 0<x<H.  (3.1) 
Let us introduce the constant 
M = sup {IF(z,w) l ;  z ,w  complex, Izl < H, Iwl _< K}. (3.2) 
By Cauchy's inequalities [10, p. 222], it follows that 
M 
Ibjk] <_ ~ = Cjk, j >_ O, k > O. (3.3) 
Then the double geometric series 
• M (3.4) G(x,y)  = E E CjkX~yk = (1 -- x/H) (1  - y /K )  
j>0 k>0 
majorizes F. By separation of variables it is easy to show that the solution of problem 
M 
y' = G(x, y) = (1 - x/H)(1  - y /K ) '  y(O) = lYol, (3.5) 
is given by 
y = g(x) = K 
where 0 < x < R, with 
I i ( )2 2HM (1 H)  1-  ÷__k__ ln  _ (3.6) 
R=H (1 -exp  (2KM (1 - 'K---I)2)). (3.7) 
By Lemma 3 and [5, Theorem 5, p. 102] equation (3.1) therefore has a convergent series olution 
Y = E anxn' 0 < x < R, (3.8) n>_0 
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whose coefficients satisfy 
with 
la.I _< Id.I = dn, n >_ O, (3.9) 
g(x) = ~ d, xn; Ig(x)l < K, 0 < x < n. (3.10) 
n>_0 
Apart from the closed form expression (3.6) we are interested in the growth of coefficients dn. 
Note that g(x) satisfies 
y' = g'(x) = )-~(n + 1)dn+lX n = E ndnxn-l' 
n)O n)_l 
(3.11) 
and by (3.5) 
HKy' - Hyy I - Kxy I + xyy I = HKM, 
Substituting (3.10) and (3.11) in (3.12) gives 
y(o) = lyol. (3.12) 
HK E rsdnxn-1 - -  H ~ (j + 1)dj+ldn-j x n 
n) l  n>O 
(3.13) 
By identifying coefficients of each power of x in both sides of equation (3.13), it follows that 
KM 
do -[Yo[, dt = K -  lyol' and 
n--2 n--1 
- ~ (j + 1)dj+ldn-2-j + g(n  - 1)dn-x g Y~ (j + 1)dj+ldn-j-1 
dn = j ffio j=o 
nHK + nHK 
, n>2.  
(3.14) 
Since dj > 0, equation (3.14) implies that 
d.< 
n-1 
K(n - 1)dn-1 + H ~ (j + 1)dj+ldn-j-1 
j=O 
nHK 
1 1 n-1 
~_ -~dn-1 + -~ E( j  + 1)dj+ldn-j-1, 
j=o 
n>2.  
(3.15) 
Take 0 < Ro < R1 < R, where R is given by (3.7). By (3.10) and Cauchy's inequalities, the 
series coefficients dn satisfy 
K 
dn = [dn[ < R--~' n > 0, (3.16) 
and hence, from (3.15) and (3.16), 
1 1 
n>no n>no n>no j )O 
(3.17) 
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Let R1 < R2 < R. Cauchy's inequalities yield that 
K 
Idnl =d,  _< ~,  n_>0. (3.18) 
Substitution of (3.18) into (3.17) and use of 
(Rl~n-l= (1 R1~-2 
~>l n t,~) ~)  and 
Ro ) " (Ro/R,) "°+~ 
E -~1 = 1 -Ro/R1  -->no 
produces 
n>no 
[~ KR1 ( Al~l/-2] (Ro/R1)n°+l 
[dn[R~ < ~ + ~ 1 -  -~2 1 -  Ro/R1 
< + (R2----R1) J R1---Ro \R1]  " 
Taking R1 = (1/2)(Ro -4- _R) and R2 = (1/2)(R1 + R), (3.19) implies that 
(3.19) 
Idnl R~ < 
n>no 
(Ro + R) ~ [(R- Ro) ~ + 4z (Ro + 3R)] 2Ro .o 
7-D ~-~o--) ~ (~-R) (3.20) 
Hence, if we denote by y(x, no) the truncation of the theoretical solution, y(x), of (3.1), 
no 
y(~, no) = ~ anx n, 
n~0 
(3.21) 
by (3.9) it follows that 
jy(x)-y(x, n0)J < ~ fa.lx n < ~ I~.l~ns¢, 
n>no n>no 
0<x<Ro<R.  (3.22) 
From (3.20) and (3.22), taking the first natural number no satisfying 
'n [0"(" / [('- 
no ) In (2Ro/(Ro + R)) (3.23) 
one gets 
[y(x) - y(x, no)[ < ~, 0<x<_Ro<R.  (3.24) 
In summary, the following result has been established. 
THEOREM 3.1. Let F(x, y) be a two variables analytic function and let y(x) be the series olution 
of problem (3.1), defined in 0 <_ x < R. Let M be defined by (3.2) and R by (3.7). Take 
0 < Ro < R. If no is the first natural number satisfying (3.23) and y(x, no) is the truncated 
series of degree no of y(x), then (3.24) holds for in 0 < x < Ro. 
4. THE CONSTRUCTIVE  APPROXIMATION 
Let f(x, y) be a continuous function, f : [0, T1] x [0, T2] --+ R, satisfying the Lipschitz condi- 
tion (2.1),(2.2) and let S be such that 
]f(x,y)[<S, 0<x<T1,  0<y_<T2; (4.1) 
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then problem (1.1) admits a unique solution y(x), defined in the interval 
min(T1, T2/S) (see [11, p. 76]). 
If e > 0, let nl be the first natural number for which 
(L~T~ + L:T~) (~L: _ 1)1 
nl  > eL2 J ' 
then by Theorem 2.1, the Bernstein polynomial Bm (f; x, y) satisfies 
eL2 
].f(x,y) - Bn,(.f; x,y)l < 2(e~L~ _ 1)' 0 < x < T,, 
From [11, Theorem 3.3.1, p. 86], the solution yl(x) of the problem 
[0, 5], 
0~y~.  
where 5 = 
(4.2) 
(4.3) 
y '=Bn, ( f ;x ,y ) ,  y(0)=y0, 0<x<5,  0<y<T2,  (4.4) 
satisfies 
£ 
Let y2(x) be the series solution of problem (4.4) defined in 0 _< x < R(5), where 
( R(5)=5 1 -exp  2M'-(5)5 1--T-2-2,] ] ' 
M(5) = sup {IBn,(f; x,y)[; 0 < x < 6, 0 < y <_ T2}. 
(4.5) 
(4.6) 
Let 0 < Ro(5) < R(5) and take the first natural no number such that 
no > In (2P~(a) / (no(6)  + R(~))) (4.7) 
Then the truncation of degree no of the series olution Y2 (x) of problem (4.4), denoted by Y2 (x, no), 
satisfies 
ly2(~) - y~ (x, no)l < ~, 0 < z < Ro(5). (4.8) 
Since yl(x) - y2(x) in 0 < x < R(5) < 5, by (4.5) and (4.8) one gets 
l y (x ) -y2(x ,  no)l<e, O<x<Ro(5) .  (4.9) 
Now we are interested in the explicit construction of the coefficients of y2(x, no). By (2.15) it 
follows that 
nl nl 
Bnl(f; x ,y)= E E bSkx~yk' (4.10) 
j=O k=O 
where 
bsk = E( - -1 ) J+k- ( r+s)  f 
r=0s=o \n l  n l}  T~T~ 
and the series solution y2(x) = ~>o aixi must satisfy 
nl nl 
¢ = bsk sy y(O) = 
5=0 k=O 
, (4 .11)  
0 < x < R(6), (4.12) 
or  
5>0 5=0 k~>_o / 
(4.13) 
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By [12, p. 290], 
where 
Ah(k) = Z am, am2...amk. 
rnl+...+rnk=h 
From (4.13)-(4.15), the coefficients ai therefore satisfy 
cik , 
i>o i>o k=o 
where 
(4.14) 
(4.18) 
(4.16) 
min(i,nl) 
Cik= Z bpkAi-p(k). (4.17) 
p=0 
Hence, by identifying the coefficients of x i on both sides of (4.16), 
1 ZC ik '  0 < i < no-  1, (4.18) 
a~+l = i +----1 
k=0 
where cik is given by (4.17), Ah(k) by (4.15) and bpk by (4.11), respectively. Summarizing, the 
following result has been established. 
THEOREM 4.1. Consider problem (1.1) where f(x,y) is a continuous function satisfying (2.1), 
(2.2), and (4.1). Suppose > 0 is given and take 8 = rain(T1, T2/S). Let nl be the first natural 
number for which (4.2) holds. Consider M(8) and R(8) defined by (4.6) and 0 < Ro(6) < R(8). 
Let no be the first natura/number s~tisfying (4.7) and for 0 < i < no - 1, 0 < j ,k  < nl, define 
ao = Yo, Ah(k) by (4.15), bjk by (4.11) and cik by (4.17), respectively. Then the polynomial 
y2(x, no) = ao + alx +. . .  + a,o xn°, 
where ai is defined by (4.18), is an approximation of the exact solution y(x) of problem (1.1), 
such that 
[y(x)-y2(x, no)[ <e,  0 < x < Ro(8). 
EXAMPLE. Consider problem (1.1) where Yo = 0.5 and 
/ ( z ,  y) = y2 + y _ 1 
x+l  ' 0<_x ,y< 1. 
Then, for 0 < x, y < 1, 
I f (z,y) l  < 1, 
I f  (Xl, Y) -- f (X2, Y)I --~ IX1 -- X21, 
If (X, yl) -- f (x, y2)I ~ 31yl --Y21. 
Problem (1.1) for these data admits a theoretical solution defined on the interval [0, 6[ with di = 1. 
By (4.6) R(~f) = 0.117503 and let us take Ro(8) = 0.1174. 
By (4.2) and (4.7), the values of nl and no for different admissible rrors e are given in Table 1. 
Table 1. 
10 -1 6.47569.104 
10 -2 6.47569.10 e 
10 - s  6.47569- 108 
10 -4 6.47569.101° 
n l  nO 
6.28184.104 
6.80636.104 
7.33089.104 
7.85542.104 
Constructive Polynomial Approximation 19 
Now Theorem 4.1 provides the corresponding polynomial approximations for the admissible 
error e in [0, R0(6)]. 
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