We consider the numerical computation of a variational problem that arises from materials science. The target functional is a type of elastic energy that is influenced by obstacles and adhesion. Owing to its strong nonlinearity and discontinuity, the Euler-Lagrange equation is very complicated, and numerical computation of its critical points is difficult. In this paper, we discretize and regularize the target energy as a functional defined on a space of polygonal curves. Moreover, we develop convergence analysis for discrete minimizers in the framework of Γ-convergence. We first show that the discrete energy functional Γ-converges to the original one. Then, we establish the compactness property for the sequence of discrete minimizers. These two results allow us to extract a convergent subsequence from the discrete minimizers. We also present some numerical examples in the last section of the paper. Existence of singular local minimizers is suggested by numerical experiments.
Introduction
In this paper, we consider the following variational problem arising from materials science:
where u : (0, 1) → R is an unknown function, ψ : (0, 1) → R is a given smooth function, C, σ, and γ are given positive constants, and κ and ds are, respectively, the curvature and the line element of the graph of u. We impose the periodic boundary condition at x = 0 and x = 1 (that is, we assume that u and ψ are periodic functions on (0, 1)). In the problem (1.1), the graph of u expresses the shape of a membrane or a filament, and that of ψ expresses a rippled surface. The first term is called bending energy, which straightens the filament. The second is called tension, which shortens the filament. The third is called adhesion energy, which forces the filament to adhere to the obstacle. The functional E is the surface energy of the membrane, and its minimizer describes the steady state of the membrane constrained above the obstacle. We consider only the one-dimensional case, that is, when u is a filament or a membrane depending on only one direction. For more details on the physical background of the problem (1.1), refer to [20] , who proposed this problem. The energy functional C 2 κ 2 ds + σ ds is called elastic energy. Its critical point is known as elastica, first introduced by Euler [13] and then studied analytically (see [16, 21] ) and numerically (see [8, 9, 15] ) by many researchers. In addition to the elastic energy, we consider the effects of obstacles and adhesion in the problem (1.1). Although there are several studies on the obstacle problem with the effect of adhesion (see for example [1, 19, 22] ), they considered the Dirichlet energy, rather than our elastic energy. In [17] , the problem (1.1) is studied analytically. To our knowledge, there is no mathematical result on the problem (1.1) other than [17] . The singular perturbation problem as C ↓ 0 is considered in [17] . However, even the solvability of the problem (1.1) has as yet not been established. In view of the materials scientific background mentioned above, it is important to compute minimizers of the functional E numerically. Therefore, for the convergence analysis of the computed minimizers, it is desirable to guarantee the existence of solutions of the problem (1.1).
Our study has three aims:
(A) derivation of the solvability of the problem (1.1), (B) numerical computation of the minimizers of E, and (C) convergence analysis of discrete minimizers.
Setting aside the question of solvability, one might think that it is not difficult to compute an approximate solution of (1.1). However, it is very difficult to derive the Euler-Lagrange equation of the functional E, owing to its strong nonlinearity and discontinuity (resulting from the adhesion term). Moreover, since the functional E is not convex, the solution might not be unique even if it exists. Therefore, we will forget the Euler-Lagrange equation and rely more on direct numerical computation and convergence analysis instead. Our strategy is as follows. We first discretize and regularize the functional E as a continuous functional E h,δ,ρ (see (2.5)) on the space of periodic polygonal curves defined on the interval (0, 1) (for precise notation, see Subsection 2.2). Moreover, we add a penalty term to handle the effects of obstacles. Then, the discretized functional is a continuous function defined on R N , and thus, can be handled by many existing numerical optimization methods, for example, the quasi-Newton method. Hence, we can accomplish task (B). For convergence analysis, we use the method of Γ-convergence, which is convergence of functionals. The notion of Γ-convergence was first introduced by De Giorgi [12] in the 1970s, and numerous results on variational problems have been established in this framework since then. The definition of Γ-convergence is as follows. Definition 1.1 (Γ-convergence). Let X be a metric space, and let F, F ε : X → R ∪ {+∞} be functionals defined on X. We say that F ε Γ-converges to F as ε → 0 if the following two properties hold:
In this paper, the following fundamental theorem of Γ-convergence plays a crucial role. Lemma 1.2. Let X be a metric space and let F ε be a functional on X that Γ-converges to a functional F as ε → 0. Assume that each F ε admits at least one minimizerx ε , and that the sequence {x ε } ε has a cluster pointx. Then, F attains a minimum atx. Moreover,
For more details on Γ-convergence, see [11, 6, 7] . The notion of Γ-convergence and its fundamental theorem guarantee the existence of minimizers of the functional F when we do not know whether F attains a minimum. Moreover, they can be applied to the numerical analysis of variational problems. Indeed, if we intend to compute a minimizer of a given functional F , we can take the following steps:
Step 1. We discretize the functional F as functionals F h defined on finite-dimensional spaces.
Step 2. We show that the sequence {F h } h Γ-converges to the functional F .
Step 3. We show that each functional F h has at least one minimizerx h .
Step 4. We show that the sequence {x h } h has a cluster pointx.
At this stage, we can establish that F attains a minimum atx, and we can extract a subsequence from {x h } h that converges to the original solutionx, as a result of Lemma 1.2. It is remarkable that this technique is applicable to a problem whose solution is not unique, such as (1.1). There are several studies that develop the above method (cf. [5, 3, 2, 10, 4] ). We also follow the above strategy to accomplish goals (A) and (C).
Our principal results are the Γ-convergence and compactness results. We show that the functional E h,δ,ρ Γ-converges to E in the topology of H 1 , under the condition that W 1,∞ -norms are bounded (Theorem 3.1). We also show that the sequence of minimizers of {E h,δ,ρ } h,δ,ρ has a cluster point under the same constraint as in the Γ-convergence result (Theorem 4.2). It is essential in our proof that W 1,∞ -norms are bounded, especially in the proof of the compactness result. Therefore, our principal results are "local optimization" in a sense. We provide a sufficient condition for the global optimization of E (Theorem 4.4). However, we propose a conjecture that the functional E might have no global minimizer in general (see numerical examples in Subsection 5.2 and Remark 5.1).
The rest of the paper is organized as follows. In Section 2, we present some preliminary results. First, we formulate the problem (1.1) in the framework of Γ-convergence, and then, we discretize the functional E. We show some basic lemmas on the finite difference operators in the last part of Section 2. The principal theorems are discussed in Sections 3 and 4. According to Definition 1.1, we need two properties (U) and (L) for Γ-convergence. We prove property (U) in the early part of Section 3 and property (L) in the last part. The compactness result and a sufficient condition for global optimization are established in Section 4. Some numerical examples are presented in Section 5, and we conclude with some remarks in Section 6.
Then, we redefine a functional E :
where
Note that E[u] is finite for u ∈ X 2 . Now, we can formulate the problem ( where
for S > 0. The topology of X S is the one induced from H 1 π .
Discretization of the problem
In order to compute numerically a (local or global) minimizer of E, we will discretize the problem (2.1). Typically, the Euler-Lagrange equation is used for minimization problems, and is then solved by appropriate numerical methods, such as the finite element method. However, the Euler-Lagrange equation of the functional E is very complicated. Thus, we will decline the use of this equation, and instead, compute minimizers directly by discretizing the functional E on a space of polygonal curves.
We define V h as the space of periodic polygonal curves with respect to the partition {x j }, that is,
Here, and hereafter, we extend indices periodically, for example, Figure 1) . Moreover, to avoid the discontinuity caused by the adhesion energy, we regularize the characteristic function. Fix ζ ∈ C 1 (R) satisfying the following properties (see Figure 2 ):
Then, we introduce the regularization parameter δ > 0 and set Now, we are ready to discretize the functional E. Define the discrete bending energy and discrete adhesion energy as
This describes whether
The definition of B h was introduced by [9] and [8] . Note that
This relation is used several times later. In addition, we introduce the penalty term
where the penalty parameter ρ > 0 is a small positive number and (x) − = min{0, −x} is the negative part of the real number. Then, we define the discrete energy functional E h,δ,ρ as
The discrete problems corresponding to (2.1) and (2.2) are, respectively, formulated as
and minimize
for S > 0. Since V h ∩ X S is compact and E h,δ,ρ is continuous on V h , the problem (2.7) has at least one solution.
Lemma 2.1. For each S > 0, the functional E h,δ,ρ admits at least one minimizer in X S . Moreover, if there exists c 0 > 0 such that δ ≤ c 0 h, then the minimizerv
, which is independent of h, δ, ρ, and S.
Proof. The existence of a minimizer has already been observed. Let us prove the boundedness of the minimizer by contradiction. We can assumev (S) h,δ,ρ ≥ ψ ≥ 0 by adding some constants if necessary. We first suppose that min
Then, we can find a constant c > 0 that satisfies
which is impossible. Thus, min
Therefore, the condition δ ≤ c 0 h implies
for v h ∈ V h . Now, let us assume that for each M > 0, there exist h, δ, ρ, and S such that
Then, noting that
we have (2.10) , and (2.11). Thus, if we choose
which is a contradiction. Hence, we can complete the proof.
Preliminaries on finite difference operators
We introduce some basic properties of finite difference operators in one dimension. We first define the operators d h,j and D h,j as
The following statements hold.
Proof. The first assertion (2.12) is a simple consequence of the fundamental theorem of calculus and the Hölder inequality. We show the assertions (2.13) and (2.14). From the fundamental theorem of calculus and Fubini's theorem, we have
Hence, the Hölder inequality implies the desired estimate.
Γ-convergence of the discrete functional
In this section, we show that the discrete functional E h,δ,ρ Γ-converges to the original functional E, which is introduced in Definition 1.1. The main result of this section is the following Γ-convergence theorem.
Lower-order terms
Let us first consider the lower-order terms. In the following discussion, we denote the Lagrange interpolation with respect to the nodes {x j } by Π h .
Lemma 3.2. The functional T is continuous in
Proof. The assertion follows from the identity
and the Hölder inequality.
Lemma 3.3.
The functional A h,δ satisfies the following two assertions.
where χ I j is the characteristic function of I j . Then,
Noting that |χ h,δ | ≤ 1 almost everywhere, we can bound J 1 as
owing to (3.1), which implies lim
Thus, Fatou's lemma yields the estimate (3.5). The assertion (3.2) is a consequence of (3.3), (3.4), and (3.5).
Let us prove the assertion (ii).
for v h,δ = Π h v. We prove that (3.6) holds for x ∈ Int{u = ψ}. Let x ∈ Int{u = ψ}. For each sufficiently small h, we can find an index j such that x ∈ I j ∈ Int{u = ψ}. For such j, we have
Thus, we have (3.6). Noting that u − ψ is continuous in [0, 1], we can obtain (3.6) for almost all x ∈ (0, 1), which yields (3.7).
Lemma 3.4. Define a functional
Then, the following two assertions hold.
Proof. The assertion (i) is obvious since
We show (ii). We can assume v ∈ X 1 and
, and
for sufficiently small h and ρ. Thus,
as h, ρ ↓ 0, which implies the assertion.
Bending energy
The main difficulty in the proof of Theorem 3.1 is the estimate of the bending energy B. In this subsection, we establish the two inequalities (U) and (L) for B. We redefine B as a functional on H 1 π as follows:
Moreover, we introduce an auxiliary functionalB h bỹ
Proof. We can assume v ∈ H 2 π . We first show that (3.
By the Taylor expansion and (2.15),
Thus,
as h ↓ 0. Noting that the function (1 + x 2 ) −5/2 is Lipschitz continuous with the estimate
we have
as h ↓ 0, as a result of Lemma 2.2. Therefore, we obtain (3.
, where
As a result of Lemma 2.2, (3.9), the Höder inequality, and the Sobolev inequality, we have
as n → ∞, where C > 0 is independent of h, v, and v n . These estimates yield
and v n ∈ C ∞ [0, 1], we can complete the proof. Now, we can establish condition (U) for B.
Lemma 3.6. For every
Proof. We can assume v ∈ H 2 π . It suffices to show
as a result of Lemma 3.5. In the following, we fix small ε > 0 arbitrarily, and we use the same notation as in (2.3) for v h = Π h v We first show that there exists h ε > 0 satisfying
From (2.15),
where C 0 > 0 is independent of j, h, and v. Since v ∈ L 2 (0, 1), there exists δ > 0 such that
for all measurable sets K ⊂ (0, 1) with meas(K) < δ. Thus,
for h < δ/2. Moreover, one can check that
for ε < √ 2, and thus,
Now, we show that
for some C > 0 independent of ε and h, which implies (3.10). By simple calculation,
We first estimate B 1 . From the Sobolev inequality,
for some C > 0. Thus, equations (3.11) and (3.12) yield
which implies
from Lemma 2.2. Next, we consider B 2 . Let
for s, t ∈ R. Then,
|1 − g(s, t)| ≤ Cε
if |s − t| < ε for some C > 0. Thus,
from Lemma 2.2. Hence, we obtain (3.13) and can complete the proof.
Next, we focus on condition (L).

Lemma 3.7. If v ∈ H
as n → ∞, for every ϕ ∈ C ∞ c (0, 1). This yields the desired assertion since
Now, we are ready to obtain condition (L) for B. Note that the following estimate is not uniform with respect to S. The same estimate was obtained in another topology by [9] .
Proof. Let v ∈ X S and v h ∈ X S with v h → v in H 1 π . In general, we can assume sup h B h [v h ] < +∞, i.e., v h ∈ V h . We consider the following three cases:
Case 3. v ∈ X S \ H 2 (0, 1). Figure 3 . Then, it is shown by [9] that Figure 3) , and let J j = (x j−1/2 , x j+1/2 ). Then, from the convexity or concavity ofṽ h | J j ,
by Lemma 2.2, which implies
as h ↓ 0. Again, by the convexity or concavity ofṽ h | J j ,
Therefore,
as h ↓ 0, due to (2.12) and (2.14). Hence, we obtain v h −ṽ h → 0 in H 1 π . Now, we are ready to show (3.14) . Noting that
as h ↓ 0 by (2.12) and that
for each j by (2.4), we can assume θ h → 0 as h ↓ 0. Then, 
for v h ∈ X S . Since v h does not converge to an element in H 2 , we can obtain
by contradiction (cf. the characterization of H 1 -functions by shift operators). Hence, we have (3.18), and thus, the proof is completed.
Completion of the proof of Theorem 3.1
Now, we are ready to prove the main theorem of this section.
Proof of Theorem 3.1. The condition (U) is a consequence of Lemmas 3.2, 3.3, 3.4, and 3.6. We establish the condition (L).
, then condition (L) can be obtained from Lemmas 3.2, 3.3, 3.4, and 3.8. Let v ∈ X S \ X 2 . Then,
as h, δ, ρ ↓ 0, as a result of Lemmas 3.4 and 3.8. Since the estimate (2.10) implies
we obtain lim
for v ∈ X S \ X 2 . Hence, we can complete the proof.
Compactness and convergence results
One of our aims is to show that a sequence of discrete minimizers converges to a continuous minimizer. From this viewpoint, the fundamental theorem of Γ-convergence (Lemma 1.2) plays an important role. According to Lemma 1.2, what remains to be shown is that a sequence of minimizers of E h,δ,ρ has a cluster point. For this purpose, we show the discrete version of the compact embedding
In what follows, we use the following notation:
Lemma 4.1 (Discrete Rellich-type theorem). Let p ∈ [1, ∞). Assume that the sequence {v
Proof. Since v h W 1,p (0,1) is bounded and the embedding W 1,
and that there exists a subsequence
for j = 1, . . . , N (see figure 4) . Note that
Thus, there exists M > 0 such that
π . This is the desired assertion. Now, we can establish the convergence result and the (local) optimization of the original problem (2.2).
Theorem 4.2. Letv (S) h =v (S)
h,δ,ρ ∈ V h be a minimizer of the problem (2.7). Then, for every S > 0, the sequence {v
(S)
h } h has a cluster pointv (S) ∈ X S , where X S is the closure of X S in the topology of H 1 π . Therefore, the problem (2.2) has at least one solutionv (S) , and the sequence {v
Proof. In view of Lemma 4.1, it suffices to show
Thus, (3.19) and (3.20) yield
Hence, we obtain (4.1), and we can complete the proof.
Remark 4.3. From Lemma 4.1, we can obtain onlyv (S) ∈ X S , and there still remains a possibility that v (S) ∈ X 2 . However, the fundamental theorem of Γ-convergence (Lemma 1.2) guarantees thatv (S) ∈ X 2 . Theorem 4.2 says that the problem (1.1) has a global solution provided that the discrete minimizer of the problem (2.7) is Lipschitz continuous uniformly with respect to S. We provide a sufficient condition for this property. For example, the condition (4.3) holds when C is sufficiently large. 
for someφ ∈ (0, π/2), which is independent of h, δ, ρ, and S. Then, the sequence {v
for all S > 0. Therefore, the problem (2.1) has at least one solutionv, and the sequence {v
h } h has a subsequence that converges tov in H 1 π . Proof. Recalling the estimate (2.4), we have
for each v h ∈ V h , where j 0 and j 1 are arbitrary indices and
owing to (2.9) and δ ≤ c 0 h, which implies
for v h ∈ V h . Therefore, owing to the equations (2.10), (4.2), (4.5), and (4.6),
for arbitrary index j 0 . Hence, the assumption (4.3) implies the desired estimate (4.4). Combining (4.4) with Lemma 2.1, we can obtain W 1,∞ -boundedness of the discrete minimizers, which yields the global optimization (1.1).
Numerical examples
In this section, some numerical examples are presented. Since the problems (2.6) and (2.7) are optimization problems in finite-dimensional spaces, we can apply various numerical algorithms to solve them. We solve the problem (2.6) only for simplicity. The algorithm we choose is the quasi-Newton method with the Broyden-Fletcher-Goldfarb-Shannon (BFGS) formula [18] . We stop the quasi-Newton iteration if the functional E h,δ,ρ satisfies
as a function defined on R N . Note that the quasi-Newton method computes not only global minimizers but also local minimizers. Thus, the following numerical results are merely local minimizers. We regard the one whose energy is less than any of the others as the global minimizer.
Sinusoidal obstacle
We choose ψ 1 (x) = 0.03 sin(24πx) as an obstacle. We consider the two pairs of physical parameters as shown in Table 1 . Moreover, we set h = δ = 1/N and ρ = h/100 for N = 100, 200, 400 as discretization parameters. Then, we obtain six typical examples of local minimizers, as plotted in Figure 5 . In addition to these local minimizers, some combinations can be local minimizers, as well. Note that the combination must not be a global minimizer in most cases. We show the energy for each parameter and each local minimizer in Table 2 . For Parameter 2, the global minimizer is Type F, which adheres to the obstacle everywhere. This is because the adhesion coefficient γ is much larger than other parameters. For Parameter 1, the global minimizer is not the trivial case (Type A nor Type F) but is a non-trivial one, Type B. Although we could not find parameters for which Type C or Type D is the global minimizer, those examples would be quite exciting if they exist.
Almost singular obstacle
We next choose Table 2 : Energy for each parameter and local minimizer. In each cell, the first row is the value when N = 100, the second is for N = 200, and the third is for N = 400. The bold letters describe the global minimizers.
as an obstacle, which is smooth but has a sharp peak at x = 1/2. We consider three pairs of parameters as given in Table 3 . Moreover, we set h = δ = 1/N and ρ = h/1000 for N = 100, 200, 400 as discretization parameters. Then, we obtain four types of local minimizers, as plotted in Figure 6 . It is quite remarkable that there exists a local minimizer, such as Type D, that appears to have singularity. Furthermore, the W 1,∞ -seminorm of such a solution appears to be proportional to N (Table 4) . We do not know why this phenomenon occurs. However, we imagine that there exists a curve that is a critical point of E h,δ,ρ and that contains a loop, and that the "singular" solution corresponds to the looped curve. We show the energy for each parameter and each local minimizer in Table 5 . We observe the local minimizer of Type B. If γ is large, then the solution tends to adhere to the obstacle. Thus, the "skirt" of the solution becomes narrower when the value of γ becomes larger (Figure 7 ). In addition, when γ is small, the skirt is wide. Thus, there exists no local minimizer of Type B if γ is small to some degree ( Table 5 : Energy for each parameter and local minimizer. In each cell, the first row is the value when N = 100, the second for N = 200, and the third for N = 400. The bold letters describe the global minimizers. The symbol × expresses non-existence of the local minimizers. 
Concluding remarks
One of the aims of this study is to prove that there exists at least one global minimizer of the functional E. However, we obtained only the existence result under the "bounded slope condition," as shown in Theorem 4.2. The existence of global solutions was shown only in the special case (Theorem 4.4). Moreover, as results of numerical experiments, we were able to find a "singular" local minimizer such as Type D in Figure 6 . If there exists a pair of parameters such that Type D is a global minimizer, then we can show that the problem (2.1) does not have solutions in general (Remark 5.1). Therefore, it is important and challenging to find such parameters or to show that (2.1) always has at least one solution. We leave these problems for future works.
