In this paper, we discuss the existence of periodic solutions for nonautonomous second-order damped delay differential equations with singular non-linearities, in presence of impulsive effects. Simple sufficient conditions are provided that enable us to obtain positive periodic solutions. Our approach is based on a variational method. Some recent results in the literature are extended.
Introduction
In this paper, we study the existence of positive T -periodic solutions of the following second-order damped differential delay equation u ′′ (t) + q(t)u ′ (t) + f (t, u(t − r)) = 0, t = t j , 0 < t < T,
under the impulsive conditions, ∆u ′ (t j ) = I j (u(t j )), j = 1, 2, ..., p,
where r ∈ R + * is a given constant, f : R × (0, +∞) → R is T -periodic in t, with T an arbitrary positive constant and f (t, .) is singular at 0; ∆u ′ (t j ) = u ′ (t
u ′ (t); t j , j = 1, 2, ..., p are the instants where the impulses occur and 0 = t 0 < t 1 < t 2 < ... < t p < t p+1 = T, t j+p+1 = t j + T ; I j (j = 1, 2, ..., p) are such that I j+p+1 ≡ I j . The functions q, f and I j satisfy some assumptions specified below.
The theory of impulsive differential equations describes evolution processes in which their states change abruptly at certain moment of time. Such processes are naturally seen in control theory (George et al., 2000; Jiang and Lu, 2007) , population dynamics (Nenov, 1999) , biotechnology and medicine (Choisy et al., 2006; Gao et al., 2006) . For an introduction of the basic theory of impulsive differential equations, we quote Bainov and Simeonov, 1989; Lakshmikantham et al., 1989; Samoilenko and Perestyuk, 1995 and the references therein. For a second-order differential equation u ′′ = f (t, u, u ′ ), one usually considers impulses in the position u and the velocity u ′ . However, in the motion of spacecraft, one has to consider instantaneous impulses depending on the position that results in jump discontinuities in velocity, but with no change in the position (Carter, 2000; Prado, 2005; Liu and Yan, 2014) .
To study the solvability of impulsive differential equations, various methods have been used: fixed point theorems (Chen et al., 2007; Abdel-Rady et al., 2012) , topological degree theory (Qian and Li, 2005; Saker and Alzabut, 2007) , lower and upper solution method with monotone iterative technique (Liu, 1997; Chen and Sun, 2006) and variational method (Nieto and O'Regan, 2007; Tian et al., 2009; Chen and Li, 2010; Zhang and Li, 2010) . The periodic boundary value problems (PBVP for short) associated to impulsive differential equations, which are involved in various fields of applied mathematics, have become an important field of investigation in recent years (Liu, 2009; Sun and Chen, 2009; Sun et al., 2013) , many authors have used a variational method and critical point theory to study the existence and multiplicity of solutions for damped boundary value problems with or without singularity (Wu et al., 2008; Nieto, 2010; Liu and Yan, 2014; Li et al., 2015) , for PBVP with delay see (Guo and Yu, 2005; Shu and Xu, 2006) . But, this method has rarely been used for damped PBVP associated to delay differential equations.
In this work, we shall improve the result in (Li et al., 2015) ; and obtain a new result. This paper is organised as follows. In Section 2, we give some necessary preliminaries further. In Section 3, we show the existence of at least one positive T -periodic solution of problem (1) and (2) , followed by an example.
Preliminaries
In order to obtain the existence of T -periodic solutions of problem (1) and (2), we use variational approach based on the following version of the mountain pass theorem.
Theorem 1 (Mawhin and Willem, 1989, p.92) : Let X be a Banach space and ϕ ∈ C 1 (X, R). Assume that there exist u 0 ∈ X, u 1 ∈ X, and a bounded open neighbourhood Ω of u 0 such that u 1 ∈ X/Ω and
If ϕ satisfies the Palais-Smale condition, then c is a critical value of ϕ and c > max (ϕ (u 0 ) , ϕ (u 1 )) .
Throughout this work we consider the following notations.
is the classical Lebesgue space of measurable functions u : I → R such that: for 1 ≤ s < ∞, |u(.)| s is integrable, and for u ∈ L s (I), we define its norm by
for s = ∞, there exists a constant C > 0 such that |u(t)| ≤ C a.e t ∈ I, and for u ∈ L ∞ (I) we define its norm by,
Let u ∞ = sup {|u(t)| ; t ∈ I} denote the norm of u ∈ C(I), the space of real-valued continuous functions. T , u r denotes the function u r (t) := u(t − r) for all t ∈ R. From an elementary result in analysis, we have, if u is a T -periodic function, then
The presence of impulses requires accuracy of the concept of solution for (1) and (2).
Remark 1: for u ∈ H 2 (0, T ), we have that u and u ′ are absolutely continuous and
In this case, the one-sided derivatives u
As a consequence, we introduce the following definition.
Definition 1: We say that u ∈ C(I) is a T-periodic solutions of (1) and (2) if for every
.., p, exist, and impulsive conditions (2) and boundary T-periodic conditions hold.
Main result
We consider (1) and (2) under the following assumptions,
ii lim ζ→0 + f (t, ζ) = −∞, for almost every t in I and lim ζ→0 + F (t, ζ) = +∞ for almost every t in I, where
exists and is nonnegative. (H2) i q is scalar continuous T −periodic function with zero mean value,
iii I j is a bounded continuous function such that, max
, and from (H2)(iii), there exist two constants m, M such that, for all u ∈ R, m < I j (u) ≤ M < 0, for every j = 1, 2, ..., p. Proof: To prove this result, we use a variational approach based on mountain pass theorem (see theorem 1) and we proceed in five steps.
Step 1: Modification of the problem.
To avoid the singularity point 0, we introduce the function f β : I × R → R, for β ∈ (0, 1)
and the corresponding modified problem,
Multiply
Integrating the product of (6) by v ∈ H 1 T on I, we obtain
So, from (7) , we can define the energy functional associated to (5) ,
where
dω is the antiderivative of f β . By (H1), and (H2), Φ β is well defined on H 1 T , and it is continuous and differentiable, whose derivative is the functional Φ ′ β (u), given by,
moreover, the critical points of Φ β are weak solutions of (5).
To find the critical points of Φ β , we use Mountain Pass theorem (see theorem 1).
Step 2: The functional Φ β satisfies the Palais-Smale condition. Indeed, let {u n } n∈N be a sequence in H 1 T such that {Φ β (u n )} n∈N is bounded and Φ ′ β (u n ) converges to 0 as n → +∞; i.e. there exist a constant c 1 > 0 and a sequence {ε n } n∈N ⊂ R + with ε n → 0 as n → +∞ such that, for n large enough and for every
and,
We will show that {u n } is bounded in H 1 T . Taking v ≡ 1 in (11), we obtain, for n large enough,
So that,
Let I 1,n := {t ∈ I; f β (t, u n (t − r)) ≥ 0} , and I 2,n := {t ∈ I; f β (t, u n (t − r)) < 0} .
It follows from (12) that for n large enough,
Hence, there exists c 3 > 0 such that:
On the other hand, if we take, in (11) , v(t) = w n (t) := u n (t) − u n , where u n is the main value of u n over the interval I, we get (taking into account (13)),
where c 4 is a positive constant. Consequently, using the Poincaré-Wirtinger inequality for zero mean functions in the space H 1 T , we get the existence of
Suppose, now, that
Since (14) holds, we have, passing to subsequence if necessary, that either M n : = max u n → +∞ as n → +∞, or m n : = min u n → −∞ as n → +∞ 1 Assume that the first possibility occurs. By (H2), we have
Where K β (t) := sup {f β (t, ζ); 0 < ζ < +∞} and t 1 , t 2 are such that
On the other hand, using the Hölder inequality, we have
From (10) and (14), we deduce that χ is bounded, this contradicts (15) .
2 Assume that the second possibility occurs, i.e. m n → −∞ as n → +∞. We replace M n by −m n in the above arguments, and we also arrive at a contradiction. Therefore Φ β satisfies the Palais-Smale condition.
Now, we proceed to show that Φ β has a mountain pass geometry. Let define the set Ω by,
Step 3: There exists d > 0 such that inf u∈∂Ω Φ β (u) ≥ −d. Indeed, for u ∈ ∂Ω, ∃t u ∈ (0, T ) such that inf t∈I u(t) = u(t u ) = 1, so there exists 1 ≤ i ≤ p such that t i ≤ t u < t i+1 . By the T -periodicity of u, u ′ , F β and I j , we have
thus, applying triangular inequality to u r − 1 L 2 , and by (3), we have,
and Poincaré inequality implies,
This shows that
For u ∈ ∂Ω, it is easy to verify the fact that u → +∞ is equivalent to u
Therefore, u is bounded in L 2 (I), which is a contradiction. Hence,
We infer that Φ β is coercive, and so it has a minimising sequence, the weak lower semicontinuity of Φ β yields
It follows that there exists
Step 4: There exists β 0 ∈ (0, 1) such that for every β ∈ (0, β 0 ) , any solution u of (5) with
Assume on the contrary that there are sequences {β n } n∈N and {u n } n∈N such that
So, if we denote by h βn (t) := e Q(t) f βn (t, u n (t − r), we have
thus, by (H2), we have
Since Φ βn (u n ) ≥ −d, it follows that there must exist two constants R 1 and R 2 , with 0 < R 1 < R 2 , such that
otherwise, u n would tend uniformly to 0 or +∞, and in this case, Φ βn (u n ) would go to −∞, (because of (H2) (ii) and u
2 n be such that, for n large enough
Multiplying the differential equation u 
It is clear that
Since q is bounded and u ′ n L ∞ ≤ c 8 , then J is bounded. Moreover, we have
Consequently, J 1 is bounded. On the other hand, we have
thus,
The assumption (H1) (iv) implies that
It follows from (H1) (ii) that J 1 is not bounded. This is a contradiction. Consequently, there exists β 0 ∈ (0, 1) such that for every β ∈ (0, β 0 ) , any solution u of (5) with Φ β (u) ≥ −d satisfies min u ≥ β 0 so by (4), u is a solution of problem (1) and (2).
Step 5: Φ β has a mountain-pass geometry, for all β ≤ β 0 , where β 0 is defined in step 4.
Indeed, from (H1) (ii), we can choose β ∈ (0, β 0 ] such that f (t, β) < 0, uniformly in t ∈ I,
This implies that,
By (H1) (ii) , there exists β ∈ (0, β 0 ] such that,
Also, using (H1) (iv) and (H2) , we can find R, sufficiently large such that R > 1 and,
Since Ω is a neighbourhood of R, 0 / ∈ Ω and,
We are in the situation of the mountain-pass theorem (see Theorem 1).
Step 2 and step 5 imply that Φ β has a critical point u β such that
where Γ := η ∈ C [0, 1] ; H 1 T ; η(0) = 0, η(1) = R . Now since by step 3 inf u∈∂Ω Φ β (u) ≥ −d, it follows from step 4 that u β is a solution of problem (1) and (2). This completes the proof of the main result.
Example 1: We consider the following problem    u ′′ (t) + q(t)u ′ (t) + f (t, u(t − r)) = 0, t = t j , 0 < t < 2π u(0) − u(2π) = u ′ (0) − u ′ (2π) = 0, ∆u ′ (t j ) = I j (u(t j )), j = 1, 2.
where r ∈ R + * is a given constant, f (t, u(t − r)) := α (t) ln u(t − r) u(t − r) , 0 ≤ t < 2π, with α(t) = t if 0 ≤ t ≤ π 1 if π < t < 2π , I 1 (u(t 1 )) : = sin(u(t 1 )) − 2, I 2 (u(t 2 )) : = u(t 2 ) (u(t 2 )) 2 + 1 − 1, and q(t) = cos t.
The conditions (H 1 ) and (H 2 ) of Theorem 2 are satisfied, indeed, (H 1 ) i f : [0, 2π] × (0, +∞) → R; given by f (t, ζ) = α(t) ln ζ ζ is a Carathéodory function, 2π-periodic in t.
ii iv Since α(t) is 2π-periodic, then it is bounded, so, we have Then, the problem (19) has at least a positive 2π-periodic solution.
