Sequential simulation of parallel iterations and applications  by Tchuente, Maurice
Theoretical Computer Science 48 (1986) 135-144 
North-Holland 
135 
SEQUENTIAL  S IMULAT ION OF  PARALLEL  ITERAT IONS 
AND APPL ICAT IONS 
Maurice TCHUENTE 
D~partement deMath~.matiques, Service d'Informatique, Facultd des Sciences, BP 812, 
Yaoundd, Cameroun 
Communicated by D. Perrin 
Received February 1986 
Revised September 1986 
Abstract. We first show that he parallel evolution of a network of automata N can be sequentially 
simulated by another network N' whose local transition functions are the same as those of N. 
This result is used to unify and generalize some results on the dynamic behaviour of finite automata 
networks. 
R~sum~. Nous commenfons par montrer que toute ~volution parallele d'un r6seau d'automates 
N peut 6tre simni6e s~quentiellement parun autre r6seau N' ayant les m6mes fonctions locales 
de transition. Ce r~sultat est ensuite utilis~ pour unifier et g~n6raliser certains r~sultats ur la 
dynamique des r6seaux d'automates finis. 
1. Introduction 
A finite network of order n can be defined as a triple N = (G, X, F)  where 
• G = (V, U) is a directed graph of order n with V = {1, 2 , . . . ,  n} as set of vertices 
and U __q V x V as set of arcs: it represents the interconnection pattern; i.e., if the 
automaton (or cell) at node i can directly receive information from the automaton 
at node j, then (j, i) is an arc of G; 
• X is the finite, nonempty set of states that any automaton of the network can 
assume; 
• F is the global transition function: if F=(f~, . . .  ,fn), then f~ is the transition 
function of the automaton at node i; as a consequence, i f f~(x l , . . . ,  xn) depends 
on xj, then (j, i) must be an arc of G. 
The evolution of the network in time is as follows: if x = (x~, . . . ,  xn) is the configur- 
ation at time t and if the cell at node i is activated at time t, then its state at time 
t+ l  is x~=f~(x],... ,x,). 
The study of the dynamic behaviour of a network consists in analysing the iterative 
sequences {x'lr >i 0} where the transition from x ' to x ~+~ is obtained by the applica- 
tion of the local transition functions to a nonempty subset L of the cells. 
There are basically two modes of firing: parallel firing defined by L = {1, . . . ,  n} 
for any r, and sequential firing defined by L = {s}, s = r (modulo n). 
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Since the sequential iteration corresponding to F = ( f l , . . . ,  f ,)  is equivalent to 
the parallel iteration associated with the function F'  which is usually called the 




. Xn  
it follows 
f~(x l , . . . , x , )=f l (x l , . . . ,  x,) =y l ,  
! f~(x l , . . . ,  x , )  =f2(Yl, x2, • • •, x,) = Y2., 
f~(x l , . . . ,  x , )  =f~(Yl, • •., Y,-I, x i , . . . ,  x,), 
f "  (x l ,  . . . , Xn) = f , (y , ,  . . . , y,--1, X , ) ,  
that sequential iterations are just special cases of parallel iterations. 
Example 1.1. X = {0, 1}; F(x~,  x2) = (x~ + 1, x~ + x2) where the addition is taken 
modulo 2. 
Para l le l  f i r ing : 
x°=(_O, _l)->x' =(1,_ l )~x 2=(_0,_0)~x3=(_1, O)~x4=(O, 1)=x °. 
Sequent ia l  f i r ing:  
x°  = (0_, 1 ) - ,  (1, _1)-, = ( ! ,  x2 = (0, 0_)-, x3 = (_0, 0 ) - , .  • • 
(the cell which is activated is underlined). 
Since X" is finite, any parallel or sequential iterative sequence is ultimately 
periodic, i.e., there exist two integers P (the cycle length or period), and T (the 
transient length) such that 
x '+P=x"  if r>~T and x '+P~x"  if r<T.  
Our problem here is to compare the transient lengths and periods of iterative 
sequences generated under the sequential and parallel modes. 
For randomly chosen functions, the comparison of sequential and parallel iter- 
ations is a quite complicated problem; indeed, it may consist, for instance, of 
estimating the mean of T and P for all functions of n variables, and for the subclass 
of sequential transformations of n variables. Robert [13] has developed the concepts 
of Boolean distance and discrete derivatives as tools for the study of this problem 
for certain classes of iterations. 
Let us consider parallel and sequential iterative sequences within a class of 
networks, i.e., networks where the local transition functions belong to a given family 
of functions, examples of classes of networks are 
-monotone Boplean networks whose transition functions are characterized by 
(x~<<-y~ for 1~ < i<~ n implies f~(x) <~fj(y) for l<~j~ < n); 
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- Boolean threshold networks whose transition functions are of the form 
f~(x) = 11 if l<~j~. " a o • xj >! hi, 
t0 otherwise. 
Threshold functions appear in a great variety of models such as physics [9], neural 
networks [1], population dynamics [7, 12], and gradient methods for discrete 
optimization [ 11]. 
Since the Gauss-Seidel analogue of a monotone function is monotone, it follows 
that, as for randomly chosen functions, the maximum transient lengths and periods 
generated by monotone functions are shorter for the sequential mode than for the 
parallel mode. On the contrary, since the Gauss-Seidel analogue of a threshold 
function is not a threshold function, sequential iterations may generate sequences 
with periods and transient lengths longer than parallel iterations. We shall come 
back to this remark in the next section, after the proof of Proposition 2.2. 
2. The  s imulat ion  result 
The basic result for the comparison of iterative sequences generated under parallel 
and sequential evolutions is based on a simulation technique. 
Definition 2.1. A network N '= (G', Q', F') with G '= (V', U'), is said to simulate a 
network N = ((3, Q, F) with G = (V, U) if any evolution {Fr(X)l r~ >0} of N can 
be realized by N'. Formally, this means that there exist two mappings 
a:Q"-->Q'"' and fl:Q'"'->Q" 
such that, for any X ~ Q", 
{F'(X) lr>~O}={fl  o F,ro ,~(X) I r ~ 0 }. 
We shall say that the pair of functions (a, fl) establishes a morphism between 
the networks N and N'. A morphism technique has already been used by Goles 
and Martinez [6] to prove that multithreshold automata can be simulated by binary 
threshold structures. Robert and Tchuente [14] have applied a similar approach to 
show that the dynamic behaviour of a class of majority networks can be reduced 
to the binary case. 
The main result of this section is the following proposition. 
Proposition 2.2. Let N = ((3, Q, F) be a network of  size n. For any q >12, the parallel 
evolution of  the network N (q) = ((3, Q, F q) can be sequentially simulated by a network 
N¢q) = ( G(q), Q, F(q)) of  size nq, and with the same local transition functions as N. 
Proof. From the hypothesis, F:  Q"-, Q" is the transition function of N, and q is 
an integer greater than or equal to 2. Let us consider the function F(q): Q'~ -~ Q"q 
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defined by 
F(q)(X~, X2, . . . ,  Xq) = (F(Xq), F(X~), F(X2) , . . . ,  F(Xq_0), 
where X~ e Q" for i = 1 , . . . ,  q, and let us denote by N(q) = (G(q), Q, F(q)) the network 
associated with F(q). 
Structure of the interconnection network G<q) of Ntq) 
Let us denote G = (V, U) where V= {I,..., n} is the set of vertices of G, and 
U _ V x V is the set of arcs. Let us denote 
• V'= {(h, I), (h, 2),..., (h, n)]0~ h < q} with lexicographic ordering, and 
• U '= {[(h, i), (h + 1,j)] such that [i,j] e U} where the addition is computed rood q. 
It is easily seen that G(q)= (V', U'), is the interconnection structure of N~q) (see 
Fig. I for an illustration). 
Sequential evolution of Ntq) 
Clearly, the sequential evolution associated with F<q) corresponds to the transfor- 
mation F~q) defined by 
F q)( X l ,  X2,..., Xq)= (P(Xq), F2( Xq), F3( X , ) ,  . . . , F"(  X , )  ). 
As a consequence, F~q)(X, X, . . . ,  X) = (F(X), F2(X), F3(X) , . . . ,  Fq(X)) for any 
X e Q". This shows that, for any parallel evolution {F'(X)  I r >~ 0} of N with starting 
point X e Q", there is a sequential evolution {Fq'(X)[r>~ 0} corresponding to the 
cells of N<q) numbered (q - 1, i), 1 <~ i ~ n. The mappings a and fl which establish 
a morphism between the networks (G, Q, F q) and (Gtq), Q, F(q)) are defined by 
a(X)=(X ,X , . . . ,X )  fo ranyXeQ"  
and 
f l(Xl, X2, . . . ,  Xq) = Xq where X~ e Q" for i = 1 , . . . ,  q. 
This ends the proof of the proposition [] 
As an immediate corollary to Proposition 2.2, we can state the following result. 
Corollary 2.3. Let q t> 1 be an integer and let us consider a parallel evolution of 
G 
(0,1) _(0,2).. (0,3). (0,4) 
(2,1)" -12,21--12,3)" "12,4) 
G(3) 
Fig. 1. 
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transient length T and period P, generated by a network N of size n. We can design 
a network N~q) with the same local transition functions which sequentially generates 
an iterative sequence of transient length T/  q and period P / gcd( P, q ), where god stands 
for the greatest common divisor. 
Proof. Let {X" = F ' (X )  I r >- 0} be the iterative sequence generated by N with starting 
point X ° = X ~ Q". If we denote 
yo = (X, X , . . . ,  X )  ~ Q"q and Y~ = (X  ~, X : , . . . ,  X q) ~ Q"q, 
then, from Proposition 2.2, the iterative sequence sequentially generated by Ntq) 
and with starting point yO is { Y'lr >-0}, where 
Y '+I=(F~(X1) , . . . ,  Frq(Xq)) for any r~>0. 
It is easily verified that this sequence is of transient length T/q  and period 
e/gcd(P,  q). [] 
Remark 2.4. The evolutions realized by N and N~q) in the preceding results are 
globally the same. The only difference is that 
(a) in N, the new state F(X)  of the network at time t+ 1 erases the state X 
assumed by the network at time t; 
(b) in the simulation performed by N(q), q consecutive states X r, X '+ I , . . . ,  X r+q-1 
of the network N are stored in N~q) at any given moment: the sequential iteration 
performed by Ntq) consists of progressively updating the oldest state X '  as a function 
of the most recent one, X "+q-~. This corresponds to the following diagram: 
( xr ,  x r+l, . . . , xr+q-l)-~ ( xr+q, X r+l, . . . , xr+q--1) .~ . . . 
successive activation fcells 
(0, i); l~i~n 
-.> (X  "+q, xr+q+l , . . . ,  xr+2q-l) .  
successive activation of evils 
(q-l,i),l~i~n 
Remark 2.5. In Corollary 2.3, if P and q are relatively prime (for instance, q = P - 1, 
q = P+ 1, or P odd and q = 2), then the iterative sequence sequentially generated 
by N(q) is of period P. Moreover, 
- if q = P + 1, then, in the proof of Proposition 2.2, 
Fq(x  r ) - -X  r+v+l=X r+l for r~  T, 
hence, the limit cycles of length P generated by N and Ntq) are the same; 
- if q = P -  1, then, in the proof of Proposition 2.2, 
Fq(xr )=x '+P- I=X r-1 for r>  T, 
hence, the limit cycles of length P generated by N and Ntq) are inverses of one 
another. 
Remark 2.6. The interconnection structure of N<q) is very particular. Indeed, it is 
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a q-partite graph, i.e., there is a partition of its vertices into q classes 
Ch={(h, 1),(h, 2), . . . ,(h,n)} h=0, . . . ,q -1 ,  
such that any arc joins a vertex of Ch to a vertex of Ch.l (the addition is performed 
modulo q). It is therefore obvious that, in general, by taking the transition functions 
of an arbitrary interconnection etwork of size n, we can obtain, with a sequential 
network of size nq, iterative sequences of periods and transient lengths greater than 
those generated in parallel with networks of size n. Such a situation occurs for 
sequential iterations on symmetric threshold networks where some diagonal 
coefficients ai~ are negative [9]. As we have already noticed in the introduction, this 
situation follows from the fact that the Gauss-Seidel analogue of a threshold function 
is not a threshold function. 
Remark 2.7. Some empirical observations as well as some partial results have been 
obtained by Robert [13] concerning sequential iterative sequences whose periods 
and transient lengths are smaller than those generated in parallel; it is important 
to note that Remark 2.4 does not invalidate these facts because in [13], comparisons 
are always performed on networks of the same size. 
3. Applications to threshold networks 
We are now going to use the proof of Proposition 2.2 in order to prove a result 
which unifies and generalizes most of the results published in the literature about 
the dynamics of symmetric threshold networks. 
Definition 3.1. (1) A network of automata is said to have a memory of length p if 
its state X t at time t, is a function of its states X t-~, X ' -2 , . . . ,  X t-p at the p preceding 
steps, i.e., X ~ = F(X t-l, Xt -2 , . . . ,  Xt-P). 
(2) A network of automata is said to be flexible if its transition function can 
change during time. For instance, a flexible threshold network of size n can be 
obtained by letting the threshold vector b = (b~, . . . ,  bn) vary during time. In a model 
of neural networks, such a variation may model the presence of external stimuli to 
the system. 
(3) A flexible network of automata is said to be time-periodic ofperiod (Fo,..., Fk) 
if the transition function applied at time t is/7, where r = t (modulo k + 1). 
The main result of this section is the following proposition. 
Proposition 3.2. Let the transition functions Fk, i = 0 , . . . ,  p, of a time-periodic binary 
threshold network N of size n and memory length p, be defined by 
Xt=Fk(Xt-1, X t -2 , . . . ,X  '-~) if t=k  (modulo p+l) ,  
Sequential simulation of parallel iterations 141 
Le., 
(10 i f  (A(k'l)" x t - l+A(k '2 )  " X t -2+"  " "+A(lgP) " X t -P ) i> Ibk ,  i' 
x: = otherwise, 
where the matrices A (k'h) are o f  order n x n. Then, i f  a~ h) = a)k-h'p+l-h) for  any i,j, k, h, 
then the period o f  any parallel iterative sequence defined on N divides p + 1. 
Proof (similar to the proof of Proposition 2.2). Let H be the function of {0, 1} n(p+l) 
into itself defined by 
H ( X , ,  . . . , Xp+,) = ( Fo( Xp+l), F , (X , ) , . . . ,  Fp( Xp) ) 
and let us denote F*=Fp o Fp-1 °" " • ° Fo. Clearly, if {X'=Fs(X ' - I ) I r>-O,  s= 
r (modulo p + 1)} is a parallel iterative sequence generated by the flexible network 
N with starting point X ° = X ~ Qn, and if we denote 
yO = (X, X , . . . ,  X)  ~ Qn(P+x) and y~ = (X ~, X2 , . . . ,  Xp+~) ~ Q~(p+l), 
then, from Proposition 2.2, the iterative sequence sequentially generated by H and 
with starting point yO is { Yr I r >i 0}, where 
Yr+~=(F*r (X~) , . . . , F* r (XP+I ) )  for anyr~>0. 
H is the transition function of a threshold network associated with a matrix whose 
structure is illustrated below for the case p = 4: 
A* ~-- 
The conditions 
0 A (°'4) A (°'3) A (°'2) A (°'1)" 
A (1'1) 0 A 0'4) A O'3) A 0"2) 
A (2"2) A (2'1) 0 A (2'4) A (2"3) 
A (3"3) A (3'2) A (3"1) 0 A (3"4) 
A (4"4) A (4'3) A (4'2) A (4'1) 0 
a~ h) = _j,n (-k-h'p+l-h) for any i,j, k, h 
(where the indices are computed modulo p + 1) mean that the matrix A* is symmetric. 
Since the diagonal elements of A* are zero, it follows from a theorem in [3, 5] 
that any sequential iterative sequence of H is convergent. On the other hand, one 
step of H is equivalent to p + 1 steps of N, hence, the period of the parallel iterative 
sequence 
{X" = Fr(X) I  r~>0, s = r (modulo p+l )}  
divides p+l .  [] 
Remark 3.3. In the particular case of networks with memory of length 1, this 
proposition says that, for 2-periodic flexible threshold networks where the matrices 
A {°) and A {1) (associated with Fo= (A ~°), b c°)) and F1 = (A {1), btl))) are transposes 
of one another, the parallel evolutions are of period one or two. This result has 
already been obtained by Pham Din Tao [ 11] in the particular case where b (°)= b ~). 
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Remark 3.4. In the particular case where the network is not flexible, i.e., Fo =/:1 = 
• - .=  Fp, the condition on the matrices A (°'1), A(°'2),..., A (°'p) associated with a 
threshold network with memory length p becomes  a(ij °'h) = a (O'p+l-h) ji , and Proposition 
3.2 says that the result obtained by Goles [8] remains valid if the thresholds are 
periodic of period p + 1. 
Remark 3.5. The proof of Proposition 3~1 is essentially based on the result proved 
by Goles and Olivos [8] and by Fogelman, Goles and Weisbuch [3] about the 
convergence of threshold networks with nonnegative diagonal entries. 
Remark 3.6. In [16], it is shown that a threshold network with a matrix which is 
nonnegative definite with respect o {-1, 1} cannot generate a parallel iterative 
sequence of period 2. 
This result, together with the inequality P <~ 2 established in [5] for the period of 
any parallel iteration on symmetric threshold networks, imply that any parallel 
evolution of a threshold network associated with a symmetric nonnegative definite 
matrix, is convergent, i.e., it is of period P = 1. 
In [9], Goles, Fogelman and Pellegrin have extended this result o block-sequential 
iterations, i.e., to iterations such that the cells activated simultaneously at one 
moment in time correspond to a periodic sequence 11, I2 , . . . ,  Is, where 11 u I2u 
• • - u Is is a partition of {1, 2 , . . . ,  n}. They have shown that such iterative schemes 
are always convergent for threshold networks associated with symmetric matrices 
such that, in the block decomposition corresponding to /1 • IEU- ' '  u/~, all the 
diagonal blocks Akk are  nonnegative definite matrices, i e., 
XtAkkX>~O for any vector x of order [Ik[. 
Since sequential iterations are particular cases of block-sequential iterations, the 
simulation technique introduced in the proof of the Proposition 2.2 shows that most 
of the results on the dynamic behaviour of symmetric threshold networks can be 
deduced from the theorem established in [9] on the convergence ofblock-sequential 
iterations. 
Remark 3.7. Let us cons ider  the Boo lean iteration 
10 i f  a lx ,~- lF  a2xn-2 + " • . + apx,_p >~ b, 
x,+l = otherwise, 
that has been introduced by Caianniello et al. [1] in order to model elementary 
dynamical properties of neurons, and extensively studied recently by Cosnard and 
Goles [2]. The construction of Proposition 2.2 shows that this iteration can be 
simulated sequentially by a uniform threshold network of size p + 1 defined as 
follows: 
- the cells are indexed by Z/ (p+I )Z ,  
- the interaction coefficient from cell j to cell i is ai-j (see Fig. 2 for an illustration)• 
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f - - -~  
~x ~ x-  a I : .~ , ,~ -vsA\ 
I , - . . t  "1"~ 
.,s . .  . a2  : . . . .  ). 
Fig. 2. 
As a consequence, all the conjectures presented in [2] on the iterative sequences 
generated by single neuronic equations can be reformulated in the context of 
sequential iterations on uniform threshold networks. 
Remark 3.8. Recently, Goles [10] has studied parallel iteration on threshold 
networks where any cell can assume a state belonging to {-1, 1} and whose matrix 
A is antisymmetric, i.e., a v =-a i i  for any i,j. Any result concerning the sequential 
evolution of such structures will induce a result on time-periodic flexible threshold 
networks whose matrices A (°) and A (1) are opposites of one another, i.e., A (°) = -A  (1). 
Remark 3.9. The results established here can clearly be extended to other classes 
of networks. For example, they can be used to generalize the results of Goles [8] 
on positive networks, where the local transition functions are defined by 
f~( X)  = f~( A( ' )X + b(')), 
where A <i) is a matrix of order p x p, b <° is a vector of order p, and f~ verifies 
<fi(u), u)I> 0 for any u. (<,) is the inner product). 
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