Pareto-based evolutionary multiobjective approach is adopted to optimize the functionals in the trace transform (TT) for extracting image features that are robust to noise and invariant to geometric deformations such as rotation, scale, and translation (RST). To this end, sample images with noise and with RST distortion are employed in the evolutionary optimization of the TT, which is termed evolutionary TT with noise (ETTN). Experimental studies on a fish image database and the Columbia COIL-20 image database show that the ETTN optimized on a few low-resolution images from the fish database can extract robust and RST invariant features from the standard images in the fish database as well as in the COIL-20 database. These results demonstrate that the proposed ETTN is very promising in that it is computationally efficient, invariant to RST deformation, robust to noise, and generalizable.
I. INTRODUCTION

I
N multiclass machine learning, invariant image identification is a challenging problem especially in the presence of noise and geometric deformations such as rotation, scale, and translation (RST). In contrast to image classification, image identification focuses on finding out the geometrically transformed versions of an image from a large number of different images. For example, a rotated version of a shark fish image is still considered as the same image, although it may look different from the original fish image. On the other hand, image identification is methodologically similar to image classification in that RST invariant image identification also consists of two main stages: feature extraction and classification. Naturally, robust and efficient feature extraction techniques can substantially enhance the identification performance.
Improving image feature extraction techniques has attracted increasing interest over the past few decades. For instance, the image moments method was developed for achieving geometric invariance [1] . Early work on image moments was undertaken by Hu [2] and much work has been geared toward improving the performance of image moments [3] - [5] . On the other hand, the Radon transform [6] was widely investigated for its ability in capturing the directional features of an image and robustness to zero mean white noise [7] . Tabbone et al. [8] presented a computationally efficient regionbased shape descriptor based on Radon transform and Fourier transform to construct a 1-D descriptor invariant to RST transformations. Furthermore, Hasegawa and Tabbone [9] presented a shape descriptor based on amplitude extraction and log-mapping to project shapes scaling and rotation onto a translation in the radial coordinate of the Radon space.
Trace transform (TT) can be seen as a more general case of Radon transform, which has been successfully applied to many image processing tasks such as image database retrieval [10] , texture classification [11] , insect footprint recognition [12] , and character recognition [13] . TT involves calculating functionals along straight lines crossing the image in different directions. It can be constructed in the same way as constructing Radon transform but using various functionals rather than using the line integral function only.
TT has received much attention in the field of image analysis and invariant feature extraction due to its effectiveness in producing multiple features that describe an image [10] , [11] . Kadyrov and Petrou [10] , [14] - [18] proposed the TT and a theory for invariant triple feature extraction. They derived different functionals for image database search invariant to RST transformation and robust to noise [10] . The same authors also constructed features invariant to affine distortions by choosing appropriate functionals in the transform [15] . In [16] , they dealt with occlusion and illumination changes by considering properties of other methods such as Fourier transform and median filter when constructing functionals in TT. In [17] and [18] , they extended their earlier work for image retrieval to achieve robustness to affine distortion as well as robustness to noise, occlusion, and illumination changes. The method was evaluated on a gray level fish image database and it was shown that the proposed TT outperforms the moment invariants developed by Flusser and Suk [19] . Srisuk et al. [20] reported a framework for invariant image retrieval by defining a weight matrix from the differences of the TTs using several trace functionals. This approach introduces better performance 2168-2267 c 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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in dealing with local texture as well as geometric distortions of planar objects. However, it is computationally expensive since multiple trace matrices need to be constructed for calculating the weight matrix. Siskovicova et al. [21] considered the autocorrelation function when constructing invariant triple features using TT. The combination of the trace functionals was selected empirically and applied to the original images to produce the invariant triple features for comparison with the distorted images using the Euclidean classifier. The recognition performance on gray-level images is poorer than that of the binary images with translation-distortion images and not robust to noise. A similar framework is developed by Turan et al. [22] for road sign recognition. Brasnett and Bober [23] proposed a multiresolution TT by subsampling the original transform to build an image identifier invariant to general image deformation and robust to blur, noise, and flip. The binary identifier is constructed from the TT by using two functionals and the magnitude of Fourier transform is obtained from each function. Then, the difference between the magnitude of the neighbor coefficients of each function is obtained to form two binary identifiers. At the end, the complete binary identifier is constructed and the distance between different identifiers is measured by a normalized Hamming distance for recognition. From all previously mentioned work, the choice of proper TT functionals is central to the efficiency and robustness of the transform. Most recently, research effort has been dedicated to selecting the optimal combinations of functionals in TT. In [24] and [25] , we used evolutionary algorithms to find the best combinations of the classical trace functionals, thereby reducing the computational cost while maintaining high identification performance for RST invariant image identification. Frias-Velazquez et al. [26] proposed a feature selection methodology based on Laguerre polynomials by minimizing the dependency among signatures from functionals of the classical TT and tested the method on vehicle identification. Although there was no significant increase in the identification rate compared to the classical trace functional [17] , the computational cost was reduced because only eight signatures were used instead of 22 in [17] . This paper presents a substantial extension of our preliminary work reported in [24] and [25] . New contributions of this paper are as follows. First, we demonstrate that noise must be deliberately injected into the sample images for evolutionary optimization of the TT to achieve image features that are robust not only to RST deformation, but also to noise. To empirically show the necessity of adding noise in the sample images to achieve robustness to noise, a separate set of experiments has been performed on evolutionary TT using sample images without noise, ETT for short. Our comparative results clearly indicate that image features extracted by ETT are sensitive to noise, although they are invariant to RST deformation, whilst those extracted by ETTN are robust to both noise and RST distortion. Second, we examine the generalization ability of the ETTN, which is critical for the ETTN to be applicable to a wide range of images without reperforming the evolutionary optimization. This can be considered as a kind of transfer learning [27] , which has become popular in recent years and shown to be very promising in improving learning performance when there is a lack of training data. We empirically prove that TTs optimized on a few low-resolution images from a fish database are able to extract robust and RST invariant features for standard images (having a higher resolution) in the fish database, as well as those in a completely different database, i.e., the Columbia COIL-20 database. These results make it evident that ETTN has a strong generalization ability, which is essential for the applicability of ETTN to real-world image feature extraction. Finally, we analyze the computational complexity of the canonical TT and the ETTN, which indicates that ETTN is computationally more efficient than the canonical TT.
It should be mentioned that large amount of research has been reported on extracting image features using evolutionary algorithms. One research methodology that is most relevant to this paper is evolutionary image feature extraction, typically using genetic programming (GP). Neshatian et al. [28] proposed a GP-based system to construct multiple features. Good features are selected according to the evaluation of its power to discriminate between the instances of different classes. In [29] , GP is used to extract domain-independent image features. These features are not necessarily similar to the human experts with domain knowledge, but can still perform similarly well. Generally, features extracted using evolutionary algorithms are more efficient to compute and perform reasonably well compared to manually constructed features (see [30] , [31] for example, and references cited therein).
For complex image analysis, in particular in the presence of noise, it remains a big challenge to build a robust image identification system [32] . Note that noisy data-driven modeling has undergone fast developments in computational intelligence due to its importance to tackle problems in various real world applications. As an example from real world applications, in [33] noisy data is constructed from an industrial iron blast furnace to train a neural network model using the model error and the network size as two objectives to be minimized. In [34] , a fuzzy neural model is constructed for turbo generator identification utilizing noisy data injected in the training pattern. These research findings might be instructive for dealing with noise in image processing using computational intelligence techniques.
Another challenge in image analysis is the requirement for a large number of training samples to build a good image identification model [35] . To address this problem, one-shot learning [35] , [36] has been suggested, aiming to replicate the ability of the human vision system to learn new objects from one or a few examples only. In [36] , the one-shot learning approach is adopted by using only two instances of each class to evolve image classifier via GP.
The remainder of this paper is organized as follows. A brief overview of TT algorithm is given in Section II. In Section III, the proposed evolutionary multiobjective TT will be described, including the main components of the evolutionary algorithm used in ETTN. In Section IV, experimental results are presented on two benchmark databases (Fish-94 database and COIL-20 database), followed by analysis of the computational complexity of ETTN and the canonical TT in Section V. The conclusion is discussed in Section VI. 
II. FEATURE CONSTRUCTION BY TT
Among several support region feature extraction approaches, i.e., local, region, and global [37] , global support region feature extraction methods have been found to be most promising and efficient due to their low computational complexity and strong robustness [38] . The TT [14] can represent an image in a different form by applying a finite functional along lines crossing the image pixels in different directions [10] can be used to form a unique identifier (feature) for the image [18] . Different triple features can be obtained by using different trace functionals T, diametric functionals D, and circus functionals C. Fig. 2 summarizes the main steps for triple feature construction.
Tables I-III depict a set of trace, diametric, and circus functionals, respectively. The functionals used in the TT and their combination will directly affect the robustness of the extracted features and the computational complexity of TT. References [24] and [25] have already shown that finding an optimal combination of functional used in TT can significantly enhance the invariance to RST distortions for image identification. In this paper, we will investigate the robustness of the extracted Trace features to noise and the applicability of the optimized TTs to different image databases. Therefore, in the next section we will introduce the evolutionary multiobjective algorithm used for optimizing the TT.
III. EVOLUTIONARY MULTIOBJECTIVE OPTIMIZATION OF TT
A. Multiobjective Optimization
Most real-world optimization problems have more than one objective to be optimized. More often than not, these objectives are conflicting with each other. Consequently, there is a set of solutions to multiobjective optimization problems rather than one single optimal solution.
Consider a multiobjective minimization problem having N f objectives, f 1 , f 2 , . . . , f N f . Let s 1 and s 2 are two solutions in a feasible solution set S consisting of N s solutions. Then solution s 1 is said to dominate solution s 2 
A solution s is called Pareto optimal if there is no other solutions that dominates s and the set of all Pareto optimal solutions is called the Pareto set. The image formed by the Pareto optimal solutions in the objective space is termed Pareto front [40] . Note that in solving many real-world problems, it is very hard, if not impossible to verify whether the nondominated solution set achieved by a multiobjective optimization algorithm is Pareto optimal or not. For the sake of simplicity, the nondominated solution set is often called Pareto set.
The Pareto-based approach has witnessed great success in evolutionary multiobjective optimization [41] , [42] as well as in evolutionary multiobjective learning [43] . Thus, it is natural to adopt the Pareto-based evolutionary approach to optimize the combination of functionals in the TT for extracting robust image features.
B. Multiobjective TT
In image identification, discrimination between different image classes is important for classification. More specifically, the variations of the features extracted from variants of the same image, measured by within-class variance, should be as small as possible. On the other hand, features extracted from different images, denoted by between-class variance, should be as large as possible to make it easy for classifiers to distinguish one image from others. Therefore, optimization of TT is concerned with two objectives, namely, maximization of the between-class variance and minimization of the within-class variance. This is a typical bi-objective optimization problem with two objectives being conflicting with each other. Note that additional objectives can be considered. For example, for applications where the computational time is critical, an objective can be included to find out the functionals that minimize the computational time. Another possible objective is robustness to noise. Although noise is considered in this paper, it is not explicitly handled as an objective. If robustness to noise is most important for some specific applications, an objective for robustness to noise can be included.
As discussed above, the two objectives in optimizing the TT are the minimization of the within-class variance (S w ) and the maximization of the between-class variance (S b ). For convenience, both objectives are formulated as minimization problems. To this end, f 2 is defined to be the inverse of S b with an addition of a small positive constant to avoid numerical problems. It is worth mentioning that this is not the only possible choice to convert a maximization problem into a minimization one. For example, we can also formulate the second objective as f 2 = C − S b , where C is a big positive constant. Based on the above discussions, the optimization of the TT can now be formulated as a bi-objective optimization problem
where is a small positive number to avoid division by zero, and the within-class variance S w and the between-class S b are defined by
where
where K is the number of classes, C k is the number of samples in class k, μ k is the mean of class k of triple features, jk is the jth triple features of class k, and μ is mean of all classes of triple features. Many multiobjective evolutionary algorithms (MOEAs) have been developed over the past two decades [41] . Here, we adopt the elitist nondominated sorting genetic algorithm (termed NSGA-II) [44] . NSGA-II has been adopted as it has been shown to be a very powerful and robust evolutionary algorithm for a wide range of multiobjective optimization problems, in particular when the number of objectives is lower than three. In addition, NSGA-II is computationally relatively efficient compared to many other counterparts such as the strength Pareto evolutionary algorithm (SPEA-2) [45] . Due to the above reasons, NSGA-II has been adopted for solving the bi-objective optimization problem studied in this paper.
In the following, the main components of the evolutionary multiobjective optimization of TT using NSGA-II are listed.
1) The chromosome encodes three integer parameters representing different trace functionals, namely, trace T, diametric D, and circus C.
2) The population is randomly initialized taking into account the range of each design variable. For instance, there are 14 trace functionals in Table I , T 0 -T 13 . Therefore, T varies from 0 to 13. Similarly, there are eight diametric functionals and six circus functionals (see Tables II and III) . Consequently, D and C take the value from 0 to 7 and from 0 to 5, respectively. Therefore, there are a total 672 possible configurations. It should be pointed out that many more functions can be used, which will lead to a much larger number of combinations. In addition, parameters in the TT such as sampling steps can also be optimized.
3) The fitness function consists of two objectives, f 1 and f 2 as defined in (1), which aim to minimize the withinclass variance S w and maximize the between-class variance S b , as defined in (2) [46]. 4) The selection operation is the same as the selection strategy suggested in NSGA-II [41] , which is composed of four main steps. First, combine the parent population with the offspring. Second, all individuals in the combined population are assigned a Pareto front number and a crowding distance [44] . Third, all individuals are then sorted according to the assigned Pareto front number in an ascending order and individuals having the same Pareto front number are sorted according to the crowding distance in a descending order. Finally, the top N p individuals, where N p is the population size, are selected and passed to the next generation. 5) Crossover and mutation operations are applied on the selected individuals to generate offspring. In this paper, we adopt uniform crossover and uniform mutation which allows parent chromosome to change at gene level instead of segment level. Crossover and mutation operations occur during the evolution with crossover probability P c and a mutation probability P m , respectively.
IV. EXPERIMENTAL RESULTS
The experiments presented in this section aim to examine the performance of the proposed evolutionary TT (ETT) with respect to its robustness to RST distortions and noise in images. To verify the generalization ability of the ETT, we are also keen to know whether the optimized ETT using low-resolution sample images from one database can perform well on images of higher-resolution from the same database and from other databases. To this end, we designed two sets of experiments based on two image databases, the Fish-94 database [10] and the Columbia COIL-20 database [47] . In the first setup, the sample images used in evolutionary optimization consist of five different images randomly chosen from the Fish-94 database, each class containing four images generated as follows. For convenience, we call the evolutionary TT using images in the first setup ETT, and the second setup ETTN. Therefore, there are 20 sample images in ETT and 15 images in ETTN. The NSGA-II is implemented using the Shark machine learning library [48] . Table IV lists the parameter setup for the evolutionary algorithm.
After 200 generations of evolution, a set of nondominated solutions are obtained from the two experiments, as depicted in Fig. 3(a) and (b) , respectively. As seen from the figure, there are six solutions in each Pareto-front of ETT and ETTN TABLE IV NSGA-II PARAMETERS SET-UP (dominated and infeasible solutions were eliminated). To test the performance of optimized TTs obtained by ETT and ETTN, we selected three solutions (marked by the numbers) from the Pareto front for each setup for image identification. As suggested in [43] , solutions around the knee point of the Pareto-front, for example, solutions 2 and 3 in Fig. 3 are selected for test as these solutions achieve the best trade-off between two objectives. Intuitively, solutions having a larger between-class variance ( f 2 ) are preferred if their within-class variance is adequately small to construct features that ease classification. Therefore, we selected an additional solution with a minimum f 2 , i.e., solution 1. In general, it is the user's preference to choose solutions from the Pareto-front, which is one of the main advantages of using multiobjective optimization over a single objective optimization. Solutions from ETT and ETTN corresponding to triple features are detailed in Table V. In the following, features extracted by ETT and ETTN will be applied to image identification.
A. Fish-94 Database
Fish database consists of 94 fish images [10] , which are shown in Fig. 4 . Several test objects are produced from each object in the database by performing a random RST, with and without noise being added. To compare ETT and ETTN with the traditional TT, we perform another set of experiments using a setup similar to [10] . It should be noted that the authors in [10] use TT for image database retrieval with the best five results as query results. We shall take only the first best results in [10] , which correspond to correct classification. Furthermore, features from the traditional TT used in [10] are normalized features that consist of a thousand triple features denoted by . In this paper, we create three pairs of features from the original triple features in Table V Table VI . Henceforth, triple features of the traditional TT will be denoted by TT .
In this paper, we use a simple k-Nearest Neighbor (k-NN) classifier with k = 1 and the Euclidean distance measure. For training purpose, a set of training images are used with a fivefold cross-validation. We generate for each image 44 , which correspond to the solutions around the knee point of the Pareto front.
The similarity measure used by Kadyrov and Petrou [10] involves scaling features obtained by the traditional TT so that it varies within the same range. Then, the absolute differences between the test sample and each of the objects in the database were computed.
1) Robustness to Scale (Fish-94 Database):
First, we test the robustness to scale using different scaling factors for each image in the Fish-94 database without involving other geometric transformation. We computed the classification accuracy for each approach according to the following equation:
Accuracy(%) = Number of correctly classified samples Number of all test samples × 100. Classification results from TT, ETT, and ETTN are shown in Table VII . We can see that TT performs reasonably well up to a scale level of 0.3, whereas both ETT and ETTN remain more stable.
2) Robustness to Additive Noise (Fish-94 Database):
To verify the robustness of the ETT and ETTN to additive noise, we considered two types of noise; Gaussian noise and salt and pepper noise. In both cases, noise is added to the whole image (i.e., on the object and the background), combined with random rotations and translations in addition to specific scaling factors from 1.0 to 0.3. The standard deviation of the zero-mean Gaussian varies from 2 to 10 with an increment by 2. We plot the classification accuracy over various scaling factors. Fig. 5 shows the percentage of the accuracy when the objects have been rotated and translated randomly and scaled in addition to the added Gaussian noise. From Fig. 5(a) , we can see that the classification accuracy degrades rapidly when the scaling factor is larger than 0.8 using the features extracted by the traditional TT. Fig. 5(b) indicates that the classification accuracy deteriorates using the features extracted by ETT, even when the noise level is low. By contrast, the classification accuracy shows a strong robustness to noise using the features extracted by ETTN [refer to Fig. 5(c) ]. Note that, although features extracted by TT and ETT exhibit a good accuracy when the images are not contaminated by noise, the speed of losing robustness becomes very quick when noise level is increased. For instance, Fig. 5(b) indicates that the features perform very well in response to RST deformation without noise, the classification accuracy rapidly falls to about 20% when a small level of noise was added. In contrast, features from ETTN demonstrate a better accuracy as high as 97.9% when the scaling factor is low.
Similarly, we test the robustness to salt and pepper noise where the noise is added to the whole image combined with random rotation and translation, and with a specific scaling factor from 1.0 to 0.3. We follow the same setup and noise level used in [10] . In particular, noise levels were chosen in such a way that when no RST transformations present, all objects could be identified correctly using the traditional TT. Fig. 6 shows sample images when salt and pepper noise is added to the whole image with noise density 1%, 3%, 5%, and 6%. It is obvious that adding noise to the whole image will result in a major distortion in the gray information as well as in the shape information of the object in addition to the fact that noise dominates many pixels along each tracing line computed in the transform while the object occupies a small area in the image. Fig. 7 shows the accuracy in percentage when the objects have been rotated and translated randomly, and scaled with a specific scaling factor from 1.0 to 0.3 with additive salt and pepper noise. Obviously, features extracted by the traditional TT show a relatively stable accuracy when no noise is present [see Fig. 7(a) ]. However, the performance decreases rapidly when the scaling factor decrease below 0.7, although the noise level is as low as 1% [see Fig. 7(a) ]. Also, the accuracy deteriorates more rapidly when the noise level increases. On the other hand, ETT features exhibit stronger robustness to RST without noise [see Fig. 7(b) ], with a slightly better robustness to noise up to level 2% with a classification accuracy around 60%, then it shows a rapid decrease of accuracy. Although features extracted by TT and ETT exhibit a very good accuracy without noise, their performance drastically degrades when the level of noise increases. For example, the top curve in Fig. 7(b) shows that the classification performance is robust to RST deformation when noise level is zero. The accuracy starts to drop once noise is added. For ETTN, Fig. 7 (c) shows that features extracted by ETTN are less sensitive to the added noise.
B. COIL-20 Database
The Columbia COIL-20 database [47] consists of 20 distinctive objects, each having 72 3-D multiviews (5 • displacement). In this paper, we also use the original 20 front view only images to generate 2-D RST transformations and noisy images. Fig. 8 shows 20 original objects in the COIL-20 database used in the experiment. Note that the TTs used in this set of experiments are directly taken from Table VI, which are optimized using ETT and ETTN based on the low-resolution sample images generated from the fish database. The purpose of doing this is to check the generalization ability of the ETT and ETTN from one database to another without reperforming evolutionary optimization. To train new k-NN classifiers for the COIL-20 images, we generate samples in the same way as we did in the Fish-94 database, i.e., 24 rotated images, nine scaled images, and ten random translated images for each class with a fivefold cross-validation.
1) Robustness to Scale (COIL-20 Database):
In this experiment, images from COIL-20 database are transformed using a scaling factor varying from 1.0 to 0.3. Classification results listed in Table VIII indicate that, as expected, the triple features from ETT and ETTN exhibit excellent discrimination ability despite the fact that these features are extracted by the TTs optimized using low-resolution images in the fish database.
2) Robustness to Additive Noise (COIL-20 Database): To verify the robustness to noise, similar experiments were performed on the COIL-20 images. Both Gaussian noise and salt and pepper noise are added to the whole image, to which RST transformations are also performed using a random rotation and translation, and a predefined scaling factor. Fig. 9 depicts classification results in percentage on te RST transformed images with Gaussian noise being added using the features extracted by ETT and ETTN, respectively. It can be seen that ETTN exhibits better robustness to noise compared to ETT. Likewise, the robustness to salt and pepper noise is shown in Fig. 10 , where ETTN shows a better performance. Taking a closer look at trace functionals (T) in ETTN, one can notice that this functional is T 0 in all ETTN i , which is actually the Radon transform. This is consistent with the observations previous findings suggesting that Radon transform is robust to noise.
V. COMPUTATIONAL COMPLEXITY OF TT
The computational complexity of constructing triple features depends on several parameters. Among them, the number of different functionals utilized is dominating in the computation time although some functionals can be executed in parallel. The sampling frequency of pixels along each tracing line would also affect the computational complexity for construction of triple features. Table IX shows the parameters that are involved in calculating the computational cost of triple features using TT [10] (refer also to Figs. 1 and 2) . In this paper, the number of rotation angles n θ is set to 180 with a fixed step angle of 1 • . A more coarse sampling may be considered at the cost of the amount of information extracted from the image, i.e., the accuracy of the transform. Some functionals do not necessarily require 360 • as the tracing lines up to 180 • rotation is sufficient. Considering an image of N × N pixels, the largest number of sampling lines per rotation angle equals the number of pixels on the image diagonal, i.e., the maximum value of n ρ is equal to √ 2N with a step of a single pixel on the each line. This results in a trace matrix of size n θ × n ρ . Also, we consider that each pixel along the tracing line is sampled with a maximum number of points n t equal to the number of pixels on the diagonal of the image, i.e., √ 2N. Therefore, we can calculate the sampling rates (n θ , n ρ , and n t ) for a given image. Note that the pixel locations on each tracing line are computed in advance and stored in a file.
To compute the TT, there are n t samples on each n ρ lines for every n θ rotation (refer to Table IX) 
From the above analysis, we can conclude that calculating the Trace functionals has a computational complexity of at most 180N 2 N T . In our approach, only T 0 as the trace functional is used in ETTN, which is the summation line of image pixels (i.e., Radon transform). The complexity of Radon transform is O(N 2 n θ ) [8] , [49] . Therefore N T = 1, and the computational complexity of ETTN equals to O(N 2 n θ ). Moreover, there are only a few triple features in ETTN, while TT needs a thousand triple features calculated using n t = n p = n θ = 10 2 The computational efficiency of the evolutionary optimization of the TT was enhanced using three strategies in this paper. First, the sampling parameters and pixel locations that form each tracing line in the image were computed offline, which significantly reduces the computational time. Second, due to the symmetry of the Trace functionals, the transform is performed over the range of 0 ≤ θ ≤ π , instead of from 0 ≤ θ ≤ 2π . Finally, while the traditional TT needs a large number of triple features, which must be manually chosen, the proposed method requires only a very small number of triple features owing to the optimized trace functions that can extract distinctive features that are robust to a wide range of geometrical transformations as well as different types and levels of additive noise. The estimate the computational time for obtaining each triple feature in ETT and ETTN, e.g., solutions s 1 , s 2 , and s 3 in Table V , we performed ten runs for each solution using a standard PC with Intel Core 2 Duo E8500 3.1GHz processor and 3 GB of RAM. Table X lists the average computational time in seconds for the three solutions. As we can see, all the triple feature used in this paper take about 1-3 s to calculate.
VI. CONCLUSION
In this paper, we exploited the Pareto optimality approach to optimize the functionals used in the TT for extracting image features that are robust to RST distortions in the presence of noise. The between-class variance and within-class variance in feature distribution in a 2-D space are used as two objectives to be optimized using the NSGA-II. To investigate the effectiveness of generating features that are robust not only to RST transformations but also to noise, two slightly different approaches have been adopted. The first approach performs evolutionary optimization of the TTs using low-resolution images with RST distortions only (termed ETT), whilst the other uses low-resolution RST images with additive noise (ETTN). Experimental results on two image databases demonstrated that both ETT and ETTN can extract features robust to RST deformation. However, robustness to noise can be gleaned only if the TTs are optimized when the sample images used in the evolutionary optimization are also subject to noise. This is consistent with the findings in evolutionary robust optimization [50] , which suggest that robust optimal solutions can be obtained by injecting noise in evaluating the fitness of candidate designs. It was also shown that the ETT and ETTN exhibit good generalization ability, as the TTs optimized using lowresolution images from one image database can perform well on images of a higher resolution from the same database, and from a different database having very different objects in the images as well.
Future work includes the test of the ETTN on more image datasets to verify its generalization ability. In this paper, the k-NN classifier was used for comparing the performance of the extracted trace features, which performed fairly poorly when the noise level increases. We will design more effective classifiers, e.g., classifier ensembles that can take advantage of the multiple features extracted by ETTN. We expect that such classifier ensembles will significantly improve the classification performance in the presence of strong noise.
Another line of future research is to apply the Pareto approach to other image feature extraction methods, such as hierarchical feature extraction for image reconstruction [51] , image decomposition [52] , and image fusion [53] . We expect that the Pareto approach can not only offer new opportunities for further improvement of the performance of these algorithms, but also provide a new perspective on techniques for image processing.
