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Abstract
We extract new parton distribution functions (PDFs) of the proton by global analysis of hard
scattering data in the general-mass framework of perturbative quantum chromodynamics. Our
analysis includes new theoretical developments together with the most recent collider data from
deep-inelastic scattering, vector boson production, and single-inclusive jet production. Due to the
difficulty in fitting both the DØ Run-IIW lepton asymmetry data and some fixed-target DIS data,
we present two families of PDFs, CT10 and CT10W, without and with these high-luminosity W
lepton asymmetry data included in the global analysis. With both sets of PDFs, we study theoretical
predictions and uncertainties for a diverse selection of processes at the Fermilab Tevatron and the
CERN Large Hadron Collider.
PACS numbers: 12.15.Ji, 12.38 Cy, 13.85.Qk
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1. INTRODUCTION
Parton distribution functions (PDFs) of the proton are essential for making theoretical
predictions, and potentially obtaining breakthrough physics results, from experiments at
high-energy hadron colliders such as the Fermilab Tevatron and the CERN Large Hadron
Collider (LHC). An accurate determination of PDFs, and their corresponding uncertainties,
from the global analysis is therefore crucial. There have been continuous efforts on this
front by several groups [1–5]. In this paper, we describe several theoretical advancements in
the global QCD analysis that was used to produce the previous CTEQ6.6 [6] and CT09 [3]
PDFs, and also present a study of the impact on the PDFs by new precision collider data.
We begin by summarizing the principal changes in the theoretical treatment.
First, we now treat the systematic uncertainty associated with the overall normalization
factor in each of the data sets in the same manner that all other systematic error param-
eters are handled. Since the log-likelihood is an approximately quadratic function of the
normalization parameters, their best-fit values can be computed algebraically for any values
of the other fitting parameters. This development simplifies the fitting procedure, since
explicit numerical minimization of the experimental normalizations is no longer required. It
improves the estimate of uncertainties, expanding them slightly, by allowing the estimated
normalizations to vary during the process of finding the most extreme acceptable fits.
Second, we now compute χ2, which measures the consistency between a given set of PDFs
and the data, using weight 1 for all experiments (with just one exception to be discussed
below). In the previous CTEQ fits, weights larger than 1 were applied to some data sets to
disallow bad fits to these sets, especially in the course of defining eigenvector PDF sets that
delimit the uncertainty. That goal is now handled by adding an extra contribution to the
total χ2, to guarantee the quality of fit to each individual data set and halt the displacement
along any eigenvector early, if necessary, to prevent one or more individual data sets from
being badly described.
Third, we use more flexible PDF parametrizations for some parton flavors (d, s, and g) at
the initial scale µ = 1.3GeV in order to reduce parametrization dependence. This increases
the uncertainty in the strange quark and gluon distributions in kinematical regions where
the constraints from the data are still limited. In total, the CT10 PDF parametrizations
include 26 free parameters, expanded from 22 used in the CTEQ6.6 analysis.
Besides these theoretical advancements, the CT10 analysis includes new precise experi-
mental data in every major category of scattering processes: deep-inelastic scattering (DIS),
vector boson production (VBP), and single-inclusive jet production. In Ref. [3], we com-
pared the Tevatron Run-II single-inclusive jet production data [7, 8] with the Run-I jet data
sets [9, 10] and examined their impact. In addition to these Run-I and Run-II jet data sets,
the CT10 analysis includes other recent data from HERA and Tevatron experiments. The
HERA-1 “combined” data set on e±p DIS [4], developed by a collaboration between the H1
and ZEUS experiments, has replaced eleven original independent HERA-1 data sets. We
also include data on the rapidity distribution of Z0 production, which has been measured at
the Tevatron by both the CDF [11] and DØ [12] collaborations. Finally, we consider data
on the measurement of the Tevatron Run-II W lepton asymmetry, Aℓ(yℓ): the asymmetry
in the rapidity distribution yℓ of the charged lepton ℓ from W boson decay [13–15]. These
data are sensitive to the flavor content of the proton, especially to the ratio of down- and
up-quark PDFs, d(x)/u(x).
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The high-luminosity Run-II lepton asymmetry data by the DØ Collaboration [14, 15]
play a special role in this study. While being precise, they run into disagreement with some
previous data sets; and in addition, they exhibit some tension among themselves. Because
of these disagreements, we present results from two different PDF fits: CT10, in which the
DØ data on Aℓ are ignored; and CT10W, in which these data are emphasized by moderately
increasing their χ2 weights, which suffices for getting an acceptable fit to these data sets.
Another aspect of this paper consists of a study of the quality of the fit to the various data
sets. This study aims to quantify the degree of consistency of constraints imposed on the
PDFs by different sets of experiments, in order to establish the extent of the PDF uncertainty
allowed by the experimental measurements. Similar questions have been recently addressed
by an examination of χ2 contributions provided by the individual experiments [3, 16], using
techniques discussed in Refs. [17, 18]. Here, we explore the quality of fit issues with the
help of a function S defined in Eq. 2, which is convenient for comparing the goodness-of-
fit among data sets containing different numbers of data points N . Using this function,
we demonstrate that non-negligible tensions between the fitted data sets (also noticed in
Ref. [18]) persist regardless of the number of PDF parameters introduced in the global fit.
The organization of the paper is as follows. Sec. 2 discusses the new features in CT10
theoretical treatment in more detail. Sec. 3 overviews the newly included data sets. Sec.
4 discusses the impact of the combined HERA-1 data. Sec. 5 examines the DØ Run-II
lepton asymmetry data. Sec. 6 compares the PDFs obtained from the CT10 and CT10W
global fits. Sec. 7 examines the quality of the fits to each data set in terms of the statistical
variable S defined in this Section. Sec. 8 presents typical applications of the new PDFs to
collider physics, such as jet pair production at the Tevatron, electroweak and Higgs boson
production at the Tevatron and LHC, and various processes beyond the Standard Model.
Sec. 9 presents our conclusions. Finally, the appendix contains a detailed comparison of
the CT10 fits with the HERA-1 DIS data in various x,Q regions. We also comment on the
agreement of the combined HERA-1 data set with the next-to-leading order (NLO) DGLAP
evolution of CT10 distributions in the probed region of x and Q.
2. THEORETICAL DEVELOPMENTS
We implemented several new features in the global analysis procedures, as compared to
the CTEQ6.6 [6] and CT09 [3] studies.
In the new fits, the normalization uncertainty in each experiment is handled just like any
other systematic error parameter. Under a reasonable assumption that the normalization
errors obey quasi-Gaussian statistics, the normalization choice that minimizes χ2 can be
determined algebraically, by following the approach in Refs. [19, 20]. This revision simplifies
the fitting procedure, by eliminating the need to assign an explicit search parameter (up
to 30-40 extra MINUIT [21] parameters in total) to each normalization factor during the
numerical minimization. At the same time, it improves the estimate of PDF uncertainties, by
correctly allowing the normalization factors to vary, as the total log-likelihood χ2 is explored
along each eigenvector direction to determine uncertainty limits. In previous CTEQ analyses,
the normalizations were frozen during that exploration, so that this upgrade results in a small
increase in the final estimated uncertainty range. (We have checked that the normalization
shifts found in the fits, both for the central fit and the eigenvector uncertainty sets, lie within
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a reasonable range, when compared to the published normalization uncertainty of each data
set.)
At the initial scale µ0 = 1.3GeV for DGLAP evolution [22–24], both CT10 and CTEQ6.6
sets assume the same functional form for valence quark PDFs:
qv(x, µ0) = q(x, µ0)− q¯(x, µ0) = a0 xa1 (1− x)a2 exp(a3x + a4x2 + a5
√
x), (1)
where q = u or d. While all parameters a1,...,a5 are varied freely in CT10, the coefficient
a5 for d(x) was set to zero in CTEQ6.6; consequently, the CT10 down-quark PDF is more
flexible at large x than that of CTEQ6.6. (The coefficients a2,. . . ,a5 for uv(x) and dv(x) are
taken to be independent. The a1 values, expected to be close to 0.5 based on Regge theory,
are set equal to each other.)
For the gluon, CTEQ6.6 also used the form (1) with a5 = 0. The same form is employed
in CT10, multiplied by an additional factor exp(−a6x−a7) to allow for extra freedom of the
gluon at small x. This extra term is not required for getting the best fit to the current data,
since it reduces the minimum χ2 by only 6 units. Rather, it allows us to better explore the
uncertainty in the small-x region, where the current data provide little constraint on g(x, µ).
For strangeness PDF, CTEQ6.6 used an ad hoc prescription designed to avoid fits in
which the ratio of strange to non-strange sea quark PDFs, Rs = (s(x)+ s¯(x))/(u¯(x)+ d¯(x)),
was counterintuitively large at x <∼ 10−2, where this ratio is not constrained by the current
data [6]. In CT10, s(x, µ0) is given by a more flexible form (1) with a4 = 0. The desire to
impose reasonable expectations on Rs in the x → 0 is handled in CT10 by adding a soft
constraint (a χ2 penalty term) such that solutions with Rs outside of the range 0.4-1 are
disfavored at x below 10−3. (The same power-law behavior was assumed for u¯(x), d¯(x), and
s¯(x) in the limit x→ 0, based on Regge theory; with the same coefficient for u¯ and d¯, so that
u¯(x)/d¯(x) → 1 and s¯(x)/d¯(x) → Rs = const as x → 0.) For simplicity, an assumption of
symmetry between the strangeness and anti-strangeness PDFs was made, s(x, µ) = s¯(x, µ),
similarly to CTEQ6.6.
When computing the χ2 measure of consistency between the PDFs and the data in CT10,
we follow the usual CTEQ analysis approach [19, 25] of requiring agreement at the confi-
dence level (CL) of about 90% with each experiment included in the fit, for each final PDF
eigenvector set provided to compute the PDF uncertainty. This is achieved, on average, by
defining an upper bound on the excursion of the global χ2 from its minimum value, chosen
so as to keep the χ2 function of each individual experiment within the 90% CL computed
(for the number of data points in this experiment [20]). In addition to this overall toler-
ance condition, CTEQ6.6 and the earlier fits assigned weights greater than 1 to some data
sets—particularly those with a small number of points—to ensure that the fits to those data
sets remained acceptable for all of the eigenvector sets that define the uncertainty range.
The procedure for the choice of weights was time-consuming and varied depending on the
selection of experiments and “tensions” between them. It might also give some experiments
with extra weights an undue influence on the best fit.
In the CT10 fit, we introduce a different approach, which reaches the same objective of
enforcing the 90% CL agreement with all experiments in a more efficient way. Each data
set is assigned weight 1 in CT10, with the exception of the DØ Run-II lepton asymmetry
data. We define a variable
Sn =
√
2χ2(Nn)−
√
2Nn − 1 (2)
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for each data set n with Nn data points. On statistical grounds explained in Sec. 7, Sn
is expected to be well approximated by a standard normal distribution (with a mean of
zero, variance of 1, and negligible skewness), independently of the number of points Nn for
Nn > 10. Thus, in an ideal situation, it is easy to assign a confidence level to each excursion
of Sn from its central value, for all practical Nn. For example, a 90% CL excursion in the
n-th experiment would correspond to Sn ≈ 1.3, cf. Fig. 15.
In reality, the distribution of Sn values is broader than a Gaussian of unit variance even
in the best fit (cf. Sec. 7), due to some incompatibility between the different data sets. For
this reason, in the experiments that have χ2n > Nn already in the best fit, we compute Sn
by dividing the χ2 value by its best-fit value, to bring the Sn distribution in close agreement
with the standard normal distribution. We then add a penalty term to the log-likelihood
function χ2 (which also includes the usual χ2 contributions from the individual data points,
of the type shown in Eq. (4)) to exclude solutions with improbable positive Sn values.
The specific penalty term we chose is
P =
∑
n
S kn θ(Sn). (3)
It applies only to experiments with Sn > 0, as indicated by the theta function θ(Sn).
Individual Sn values are raised to power k = 16, selected so that P is negligible in most
of the allowed parameter region, but grows rapidly when a 90% CL boundary for some
experiment (corresponding to Sn = 1.3 for this experiment) is reached.
The final PDF uncertainty shows little dependence on the exact form of P , provided that
it is small in the bulk of the allowed region and grows rapidly near the 90% CL boundaries.
The penalty term warrants that none of the alternative eigenvector PDFs disagrees strongly
with any individual data set within the estimated PDF uncertainty range. Because of the
large power law k, it can quickly halt the displacement along any eigenvector direction,
owing to the 90% CL criterion.
The procedure described captures the idea of preserving the 90% CL agreement among the
data sets [5, 19, 25] explicitly and automatically, while still retaining most of the original
importance of the criterion based on the global χ2. In particular, we find that the Sn
penalties are important for about half of the final eigenvector sets. They guarantee that
data sets with small numbers of data points are not ignored in a large global fit, even in
situations when a significant increase in χ2 of a specific small data set is misconstrued as a
harmless minor change in the global χ2. (The two-part structure of χ2 loosely resembles a
bicameral legislature such as the US Congress, where votes in the House are proportional to
population—data points in our case—while votes in the Senate represent specific entities—
experiments or data sets in our case.)
The CT10 and CT10W central fits and their eigenvector uncertainty sets were computed
using QCD parameters αs(MZ) = 0.118 (evolved by numerically solving the RG differential
equation at two loops with the HOPPET program [26]), mc = 1.3GeV and mb = 4.75GeV.
The value chosen for αs(mZ) is close to the world average value, which is constrained most
strongly by electroweak precision experiments that are not directly included in the PDF
fitting. In addition to the eigenvector PDF sets for this central αs(MZ) value, the CT10(W)
distributions [27] provide several PDFs for alternative αs(MZ) values in the interval 0.113-
0.123. Those can be used to evaluate the combined uncertainty due to the PDFs and αs(MZ)
in any physical process of interest, by following a convenient procedure that is spelled out and
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derived in Ref. [28]. The procedure is to add the PDF and αs uncertainties in quadrature,
which is sufficient for evaluating the combined uncertainty, including the full correlation
between the PDFs and αs.
Our choice of the input charm mass mc = 1.3 GeV is based on a mild preference for that
value in χ2 for the global fit. (The charm mass behaves as phenomenological parameter
in the PDF fit at NLO — in part because it plays a role in approximating phase space
effects.) A systematic study of the allowed range for mc and mb will be undertaken in a
future publication.
The calculations at NLO accuracy in various processes in this and previous CTEQ anal-
yses [3, 6, 28] are summarized as follows. The NLO terms are included directly for DIS and
VBP processes. To speed up the calculations, inclusive jets and the W lepton asymmetry
are calculated using a lookup table which gives the ratio NLO/LO 1 separately for each data
point. This table depends only very weakly on the parameters for the input PDFs. The
table is updated in the course of the fitting, and we check its agreement with the final run
of the fitting to be sure that the calculation is accurate at NLO. The method is therefore
just a calculational convenience, not an approximation. That is, there is an effective NLO
calculation for every inclusive jet and Aℓ data point used in the fitting. To be clear, the
same PDFs and 2-loop αs are used in both the numerator and denominator for the table.
The lookup table just summarizes the effects of the NLO corrections to the matrix elements
for each data point.
3. OVERVIEW OF NEW DATA SETS
In the past two years, several new precise data sets became available, expanding the scope
of the earlier data used in the previous CTEQ6.6 and CT09 analyses.
The H1 and ZEUS collaborations at the HERA ep collider released a joint data set [4]
that combines results from eleven measurements in neutral-current (NC) and charged-current
(CC) deep inelastic scattering (DIS) processes at HERA-1. In our previous analyses, which
included the HERA results as separate data sets, each one was handled independently from
the other ten sets, and the correlations between systematic errors in the distinct data sets
were neglected. Since many systematic factors are common to both experiments and affect
all results in a correlated way, Ref. [4] presents the HERA-1 DIS results as a single data set,
with all 114 correlated systematic effects shared by each data point. The combined data set
has a reduced total systematic uncertainty, as a result of cross calibration between H1 and
ZEUS measurements. When the combined HERA-1 data set is used, we observe a reduction
in the PDF uncertainty, compared to a counterpart fit based on the separate HERA-1 data
sets. We shall discuss the impact of the combined HERA-1 data in Sec. 4.
New data on the asymmetry in the rapidity distribution of the charged lepton from W
boson decay, measured in pp¯ collisions at
√
s = 1.96TeV, have been published by both
the CDF and DØ Collaborations. The lower luminosity CDF Run-I [29] and Run-II [13]
data agree well with the other data sets used in the global analysis. The high-luminosity
1 The contribution from next-to-next-leading-logarithm(NNLL) resummation at small transverse momenta
of W bosons is added into the NLO term for the case of Aℓ.
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DØ Run-II data [14, 15] conflict with some of the fixed-target DIS experiments. Since
the DØ Run-II W lepton asymmetry data show significant tension with respect to the
other data — and to some extent with themselves— we produce two separate fits: CT10,
from which the DØ W lepton asymmetry sets are excluded; and CT10W, in which they
are included. The fits to the Aℓ data are presented in Sec. 5, and the resulting PDFs are
compared in Sec. 6.
Measurements by the CDF [11] and DØ [12] collaborations of the rapidity distribution
for Z0 bosons at the Tevatron are also included in this analysis. The DØ measurement
with integrated luminosity of 0.4 fb−1 agrees very well with the theory prediction, with
χ2 = 16 (15) for 28 data points in the CT10 (CT10W) fit. The agreement with the (more
precise) CDF data at 2.1 fb−1 is slightly worse, with χ2 = 41(34) for 28 data points. The
CDF data show a slight preference for CT10W over CT10. Comparisons of these data sets
with the NLO theoretical predictions based on CT10 and CT10W PDFs are shown in Fig. 9.
Overall, the impact of the Z rapidity data sets on the best fit is quite mild.
The analyses presented here also include Run-II inclusive jet data from CDF and DØ [7,
8], present in the CT09 analysis [3], but not in CTEQ6.6. In total, the CT10 (CT10W) fit
is based on 29 (31) data sets with a total of 2753 (2798) data points.
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Figure 1: Comparison of CT10 NLO predictions for reduced cross sections in e+p (left) and e−p
(right) neutral-current DIS with the combined HERA-1 data [4], with correlated systematic shifts
included.
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Figure 2: Distribution of systematic parameters λα of the combined HERA-1 data set in the CT10
best fit (CT10.00).
4. IMPACT OF THE COMBINED HERA-1 DATA
The combined H1/ZEUS data set for DIS at HERA-1 [4] is included in our analysis,
together with the estimates of the correlated experimental uncertainties provided by the
HERA experiments [30]. When comparing each experimental value Dk with the respective
theory value Tk({a}) (dependent on PDF parameters {a}), we account for the possible
systematic shifts in the data, as estimated by the correlation matrix βkα. There are Nλ =114
independent sources of experimental systematic uncertainties, quantified by the parameters
λα that should obey the standard normal distribution. The contribution of the combined
HERA-1 set to the log-likelihood function χ2 is given by
χ2({a}, {λ}) =
N∑
k=1
1
s2k
(
Dk − Tk({a})−
Nλ∑
α=1
λαβkα
)2
+
Nλ∑
α=1
λ2α, (4)
where N is the total number of points, and sk =
√
s2
k,stat + s
2
k,uncor sys is the total uncor-
related error on the measurement Dk, equal to the statistical and uncorrelated systematic
errors on Dk added in quadrature. Minimization of χ
2 with respect to the systematic pa-
rameters λα is realized algebraically [19, 20].
Both the CT10 and CT10W central fits, designated as CT10.00 and CT10W.00 respec-
tively, show acceptable agreement with the combined H1/ZEUS set of reduced DIS cross
sections. For the rest of this section, we discuss the CT10 fit. The outcome of the CT10W fit
is very similar; figures comparing the CT10W fit to the combined HERA data are available
at [27]. For the HERA-1 sample, we obtain χ2 ≈ 680 for the N = 579 points that pass
our kinematical cuts for the DIS data: Q > 2 GeV and W > 3.5 GeV. A comparison of
theory predictions with the NC e+p and e−p data is shown in Fig. 1. Apart from some
excessive scatter of the NC e±p data around theory predictions, which results in a slightly
higher-than-ideal value of χ2/N = 1.18, NLO theory describes the overall data well, without
obvious systematic discrepancies.
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The data points shown in Fig. 1 include systematic shifts bringing the theoretical and
experimental values in closer agreement, by allowing the systematic parameters λα to take
their most optimal values within the bounds allowed by the correlation matrix βkα. As
expected, the best-fit values of λα are distributed consistently with the standard normal
distribution. Their contribution
∑
α λ
2
α ≈ 65 to χ2 in Eq. (4) is better than the expected
value of 114.
The histogram of λα values obtained in the best CT10 fit (CT10.00) is shown in Fig. 2,
with an overlaid standard normal distribution. The histogram is clearly compatible with its
stated Gaussian behavior. With many eigenvector sets, one observes 1-2 values at (±)2-3σ,
but such large displacements are not persistent.
The overall agreement with the combined HERA-1 data is slightly worse than with the
separate HERA-1 data sets, as a consequence of some increase in χ2/N for the NC data at
x < 0.001 and x > 0.1. To investigate the origin of this increase, we compare the CT10 fit
to an alternative fit, in which the combined HERA-1 set is replaced by the eleven separate
HERA DIS data sets, and with the rest of the inputs kept identical to those in the CT10
fit. In this “alternative CT10 fit”, each HERA-1 data set contributes a χ2 term of the same
form as in Eq. (4), but with independent correlation matrices βkα and systematic parameters
{λα} in each measurement.
The Appendix examines the contributions of the individual data points to χ2 in the
CT10 and alternative CT10 fits and finds them to be consistent with random point-to-
point fluctuations of the combined data in the small-x and large-x ranges. The fluctuations
are somewhat irregular and larger than normally expected. Their spread widens upon the
combination of the data sets. Thus, this analysis does not reveal significant systematic
differences between the NLO QCD theory and the full sample of the HERA-1 DIS data. In
the same spirit, we demonstrate in the appendix that the HERA-1 set is compatible with
the NLO DGLAP evolution of CT10 PDFs, whether those PDFs are fitted to the whole DIS
sample, or only to a specially selected subsample of it with points at large x and Q.
Modifications induced by the combination of HERA-1 sets are illustrated by figures com-
paring the PDFs in the CT10 and alternative CT10 fits. Figs. 3(a,b) show error bands for
(a) the gluon and (b) the charm quark, as a function of Bjorken x at µ = 2 GeV. These PDFs
are chosen because they exhibit the largest changes upon the combination of the HERA-1
sets. The modifications in the bottom quark are comparable to those in gluon and charm,
while the changes for other flavors are smaller.
The error bands in Figs. 3(a,b) represent the asymmetric positive and negative uncer-
tainties of the PDFs fa(x, µ) ≡ f , computed as [31]
δ+f =
√√√√ Na∑
i=1
[
max
(
f
(+)
i − f0, f (−)i − f0, 0
)]2
,
δ−f =
√√√√ Na∑
i=1
[
max
(
f0 − f (+)i , f0 − f (−)i , 0
)]2
, (5)
in terms of f0, the best-fit (central) PDF value, and f
±
i , the PDFs for positive and negative
variations of the PDF parameters along the i-th eigenvector direction in the Na-dimensional
PDF parameter space. The red solid band corresponds to the combined HERA set, and the
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Figure 3: Impact of the combination of HERA-1 data sets on the PDFs uncertainties:
g(x, µ), c(x, µ), µ = 2 GeV.
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Figure 4: Ratios of CT10 PDFs (fitted to the combined HERA data set) to the alternative CT10
PDFs (fitted to the separate HERA data sets), for µ = 2 and 85 GeV.
blue hatched band corresponds to the separate sets. The uncertainties are shown as ratios
to the central PDFs in their respective fits,
∆(+)f(x) =
f0 + δ
+f
f0
; ∆(−)f(x) =
f0 − δ−f
f0
. (6)
The impact of the HERA-1 data on the uncertainties of the gluon and charm PDFs is quite
clear in the small-x region, starting from x = 10−3 and going down to x = 10−5, where
we observe contraction of the error bands. In the large x region, the error bands for the
combined and separate HERA data sets are almost coincident.
Ratios of the PDFs in the central PDF sets of the CT10 and alternative CT10 fits are
shown in Figs. 4(a) and (b), at µ = 2 GeV and 85 GeV. At µ = 2 GeV (Fig. 4(a)), the
effect of the new data is again most evident in the behavior of the gluon and charm PDFs
at x below 10−2. These PDFs are suppressed by up to 10% upon the combination of the
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Collider/observable σ
(
pp
(−) → (W± → ℓνℓ)X
)
σ
(
pp
(−) → (Z0 → ℓℓ¯)X
) σ(pp(−)→(W±→ℓνℓ)X)
σ
(
pp
(−)
(Z0→ℓℓ¯)X
)
Tevatron,
√
s = 1.96 TeV +2.6% +2.5% −0.05%
LHC,
√
s = 7 TeV +0.7% +0.7% −0.02%
LHC,
√
s = 14 TeV −0.5% −0.5% −0.07%
Table I: Percent changes in CT10 total cross sections for inclusive W± and Z0 boson production
at the Tevatron Run-II and LHC, caused by the replacement of separate HERA-1 cross sections by
the combined HERA data set.
HERA sets. In addition, one observes a suppression of the strange (anti-)quark PDF, which,
however, is small compared to the large PDF uncertainty associated with this flavor. The
light-quark PDFs are slightly enhanced at small x , while at medium to large x region,
down-quark PDF becomes smaller and up-quark PDF remains about the same.
Fig. 4(b) shows how these ratios are impacted by the DGLAP evolution to µ = 85 GeV.
Some suppression persists in the gluon PDF at x < 0.01, but this is diminished by the singlet
evolution, which also suppresses the ratios for all quarks in the same x region. At medium
to large x, the features of PDFs are similar to those at µ = 2 GeV described above.
All the differences observed between the PDFs using the combined and the separate
HERA data sets are fully contained in the respective error bands, so no tension between
the best-fit solutions of the two fits is evident. The resulting changes in predictions for
collider observables, with the exception of those sensitive to gluon or heavy-quark scattering
at x < 0.01 and small momentum scales, are thus expected to be mild.
As an illustration, Table I shows the changes, due to the combination of the HERA sets,
in inclusive W and Z boson production cross sections at the Tevatron and LHC, as well as
in their ratios, computed at NLO in αs in accordance with the settings discussed in Sec. 8.
The largest observed change is an increase of 2.5% in the W and Z cross sections in the
Tevatron Run-II. Changes in the LHC cross sections are about 0.7% at most. These changes
are well correlated in the W and Z scattering processes, so that the ratio of the W and
Z cross sections, shown in the last column of the table, changes (decreases) marginally by
0.02-0.07%.
5. W LEPTON ASYMMETRY IN THE GLOBAL PDF ANALYSIS
The interest in the Tevatron W boson charge asymmetry Aℓ originated in the late 1980’s
[32, 33], when its measurement was proposed in order to resolve a controversy between
constraints on the ratio of up and down quark PDFs, d(x, µ)/u(x, µ), obtained from DIS on
hydrogen and deuterium targets. At the time, a discrepancy between the d/u values derived
from DIS data by BCDMS [34, 35], EMC [36], and, to some extent, SLAC [37] limited the
accuracy of predictions of W and Z boson observables in the early Tevatron runs, notably
σ(W )/σ(Z), ΓW/ΓZ , and MW . A more precise measurement of proton and deuteron DIS
cross sections by NMC [38] was found to be in better agreement with BCDMS than with
EMC. Several theoretical [39, 40] and experimental [41, 42] factors were also identified that
could cause the discrepancy and, in the long run, limit the accuracy of determination of the
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d/u ratio from the DIS cross sections. So, when CDF measured Aℓ [29] and found it to agree
with the PDFs fitted to the BCDMS+NMC data and disagree with the PDFs fitted to the
EMC data, the controversy was generally assumed to be resolved in favor of BCDMS and
NMC. The combination of the BCDMS, NMC, and CDF Aℓ data sets has been used since
then as a self-consistent input by MRSA [43], CTEQ3 [44], and subsequent global analyses.
This status quo has been challenged recently by high-luminosity measurements of W
charge asymmetry in electron and muon channels by DØ [14, 15]. The DØ data disagree
significantly with NLO theoretical predictions based on CTEQ6.1 and 6.6 PDFs [14, 15].
They disagree even more with the PDFs produced by the other groups [45]. When the
DØ Aℓ data are included in our global fit, they show significant tension with the NMC ratio
F d2 (x,Q)/F
p
2 (x,Q), BCDMS F
d
2 (x,Q), and CDF Run I Aℓ, but are generally compatible
with the other data sets – not unexpectedly, since it is mostly the above three sets that
probe the same PDF ratio d/u. In addition, there appears to be some disagreement among
the subsets of the DØ Aℓ data themselves, as will be discussed below.
To understand how the W charge asymmetry data can seriously contradict some PDF
sets in spite of the agreement of these PDFs with other precise measurements, note that
Aℓ(y) is very sensitive to the average slope of d(x,MW )/u(x,MW ) in the relevant kinematic
region [32, 33]. Small differences between the slopes of distinct PDF sets can significantly
change the behavior of Aℓ; see, for instance, Figs. 2 and 19 of Ref. [44]. It is therefore not
surprising that the existing PDF sets, while being compatible with the available fixed-target
DIS cross sections, can vary drastically in their predictions for Aℓ.
The emerged discord in W asymmetry measurements poses a dilemma for our global
analysis. On one hand, W boson production is not affected by hard-to-control uncertainties
typical for DIS on a deuterium target. Several factors beyond the leading-power perturba-
tive QCD affect deuterium DIS cross sections at x > 0.1, including target-mass, dynamical
higher-twist, and nuclear binding effects [46]. (No nuclear corrections to the deuteron DIS
data are included in this analysis.) In principle, these factors themselves need to be deter-
mined from the DIS data, increasing the uncertainty in the resulting PDFs. In practice, their
impact is minimized by the selection cuts imposed on the DIS data included in the global
analysis. Even with the safeguards, the large-x quark PDFs may have residual sensitivity
to these uncertainties beyond the leading-twist QCD [46, 47].
On the other hand, the fixed-target DIS experiments continue to provide significant con-
straints on the PDFs both at intermediate and large x [16] and cannot be discarded without
increasing the PDF uncertainties; nor are the tensions between the subsets of the Aℓ data
fully understood yet. Until these issues are clarified, our provisional solution is to present
two separate sets of PDFs, CT10 without the DØ Run-II Aℓ data, and CT10W with them,
in order to explore possible implications for collider experiments sensitive to the d/u ratio.
5.1. Detailed comparison to DØ lepton asymmetry data
The Tevatron charge asymmetry studied here is constructed from rapidity distributions,
dσ/dyℓ, of the charged lepton ℓ = e or µ from the decay of the W boson:
Aℓ(yℓ) =
dσ(pp¯→ (W+ → ℓ+νℓ)X)/dyℓ − dσ(pp¯→ (W− → ℓ−ν¯ℓ)X)/dyℓ
dσ(pp¯→ (W+ → ℓ+νℓ)X)/dyℓ + dσ(pp¯→ (W− → ℓ−ν¯ℓ)X)/dyℓ . (7)
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Bin ℓ Cut Points χ2 (CT10) χ2 (w=1) χ2 (CT10W)
1 e pℓT > 25 GeV 12 79.5 37.2 25.3
2 e 25 < pℓT < 35 GeV 12 20.7 20.3 25.5
3 e pℓT > 35 GeV 12 91.4 41.7 26.5
4 µ pℓT > 20 GeV 9 8.3 10.8 13.5
Table II: χ2 of DØ Run-II W lepton asymmetry data in representative PDF fits.
These distributions are observed directly; selection cuts are usually imposed on trans-
verse momentum pℓT of ℓ in various bins to emphasize the sensitivity of this distribution
to d(x, µ)/u(x, µ) in different ranges of x [13].
We compute Aℓ(yℓ) using the program ResBos [48–50], which returns fully differential
cross sections for both decay leptons at NLO and, in addition, performs next-to-next-to-
leading-logarithm (NNLL) resummation at small transverse momenta of W bosons. The
Aℓ(yℓ) distributions with cuts on p
ℓ
T have some sensitivity to the resummed and NNLO
corrections [45, 49], which can reach a few percent at the largest values of yℓ accessible
at the Tevatron. We examined the magnitude of these corrections and found them to be
unimportant in comparison to the current experimental errors.2
Any fit that agrees with the Run-II Aℓ must sacrifice some of the agreement with the
Run-I Aℓ data and some DIS experiments, as both are probing similar PDF kinematics. To
obtain a reasonable χ2 in the CT10W fit, we find it necessary to increase the χ2 weight of
the DØ Run-II Aℓ data, as we did, e.g., for a special PDF set (CTEQ4HJ) for high ET
jets from the Tevatron in 1995 [51]. From the sample of DØ muon Aℓ, only one bin, with
pµT > 20 GeV, has reasonable χ
2 when fitted together with the electron Aℓ data; the χ
2
values in the muon bins with 20 < pµT < 35 GeV and p
µ
T > 35 GeV stay above 15 for 9 data
points for all combinations of the weights tried. The CT10W fit therefore includes three
electron peT bins and the compatible muon p
µ
T bin, as shown in Table II.
3 The impact of the
weights on the χ2 values for the DØ Run-II Aℓ data is also shown in this table.
The table demonstrates that the CT10 PDFs, obtained without the DØ Aℓ data, disagree
strongly with bins 1 and 3 of Aℓ. In the next column, taken from a fit that includes the
DØ Aℓ data with weight w = 1, the χ
2 values in bins 1 and 3 are still rather poor.
Because the number of DØ Aℓ data points is small, this fit tends to ignore them when they
conflict with the other high-statistics data sets. To emphasize the four most compatible
Aℓ data sets, the χ
2 function of the CT10W fit, shown in the rightmost column, includes
their contributions with weights (5,2,5,2). The weights make χ2 values in this column more
acceptable, even though still not entirely perfect.
A measure of the tension between DØ Aℓ and the other data sets can be obtained by
2 The sensitivity to NNLO effects was examined by redoing the calculation for Aℓ(yℓ) after adding the exact
α2s correction for W bosons produced with non-zero transverse momentum. This correction captures a
large part of the full NNLO effect. The changes in the results were found to be small and comparable to
the difference between the exact NLO and NNLO Aℓ values found in Ref. [45].
3 The missing transverse energy 6ET is required to be larger than 25 GeV in the electron asymmetry data,
and 20 GeV in the muon data.
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examining the increase in the total χ2 for the other data sets, after the DØ Aℓ data are
included. The resulting increase is 67, so the CT10W fit can be considered acceptable within
the CT10 analysis based on the 90% global tolerance criterion. Of the total increase in χ2
of 67 units, 33 units are contributed by the NMC F d2 /F
p
2 ratio data [52]. The other major
source of conflict comes from the BCDMS deuterium data [35], with an increase in χ2 of 19.
Also significantly worse is the fit to the CDF Run-I W lepton asymmetry data [29], with
an increase of χ2 by 5, for only 11 data points. Aside from those three sets, all other sets
accommodate CT10 and CT10W equally well.
The DØ Run-II W lepton asymmetry data sets also appear to have considerable tension
among themselves. For example, the fit to pℓT bin 2 is worse in CT10W than in CT10.
Agreement of the individual DØ Aℓ data points with NLO theoretical predictions based
on CTEQ6.6, CT10, and CT10W PDF’s is illustrated by Figs. 5-8, for the cuts on pℓT and 6ET
specified in the figures. In the case of the electron asymmetry shown in Fig. 5, CT10 central
values and PDF uncertainties are similar to those obtained with CTEQ6.6, except for the
large-rapidity region (|y| > 2) in the bin peT > 35 GeV, where CT10 predicts a somewhat
smaller PDF uncertainty. It is obvious that the CT10 prediction does not describe the Ae
data better than CTEQ6.6. (Note again that these data are not included in the CT10 fit.).
In contrast, the CT10W prediction in Fig. 6, obtained upon including the DØ Run-II
Aℓ data, agrees with these data much better. Most noticeably, the PDF uncertainty band
of the CT10W set is narrower than that of CTEQ6.6 or CT10. As we will see in the next
section, this reflects significant reduction in the uncertainty of the (slope of the) d/u ratio,
once the Aℓ data are included to constrain it.
Figs. 7 and 8 are similar to Figs. 5 and 6, but show the DØ Run-II muon charge
asymmetry. In the pµT > 20 GeV bin, the agreement of the CT10W.00 prediction with
the data is actually slightly worse than that of the best-fit CTEQ6.6 set (CTEQ6.6M)
and CT10.00 predictions. All three theoretical predictions (CTEQ6.6, CT10, and CT10W)
disagree with the data in the other two pµT bins. Taken together, Figs. 7 and 8 suggest that
only one pµT bin of the muon asymmetry data can be accommodated in the fit.
Figure 9 compares NLO theoretical predictions for rapidity (y) distributions of Z bosons
with the experimental data by CDF Run-II [11] and DØ Run-II [12]. Both CT10 and
CT10W sets give similar predictions and are in good agreement with the data. Among the
two experimental measurements, the more precise CDF Run-II Z rapidity data (in the lower
inset) appear to be closer to the CT10W prediction at |y| > 2 than to the CT10 prediction,
i.e., to mildly favor the trend suggested by the latest Ae data. CDF has published the
systematic uncertainties of their measurement. Those are included in our fit and produce
additional correlated shifts of the data toward the theoretical values; however, the lower
inset of Fig. 9 shows these data without such shifts. With the systematic shifts included,
the agreement between NLO theory and CDF Run-II Z y data is even better than is seen
in Fig. 9.
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Figure 5: Comparison of the CT10 and CTEQ6.6 predictions with the DØ Run-II data for the
electron charge asymmetry Ae(ye) for an integrated luminosity of 0.75 fb
−1 [14] .
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Figure 6: Same as Fig. 5, for the CT10W PDFs.
17
µy
0 0.5 1 1.5 2 2.5 3
) µ
 
(y
µ
A
-0.8
-0.6
-0.4
-0.2
0
0.2
 > 20 GeVµ
T
p
=1.96 TeVS+X   ν ±µ → ± W→pp
 > 20 GeVνTE
)-1D0 muon data (4.9 fb
CT10 (Solid band)
CTEQ6.6 (Hatched band)
µy
0 0.5 1 1.5 2 2.5 3
) µ
 
(y
µ
A
-0.8
-0.6
-0.4
-0.2
0
0.2
 < 35 GeVµ
T
20 GeV < p
=1.96 TeVS+X   ν ±µ → ± W→pp
 > 20 GeVνTE
)-1D0 muon data (4.9 fb
CT10 (Solid band)
CTEQ6.6 (Hatched band)
µy
0 0.5 1 1.5 2 2.5 3
) µ
 
(y
µ
A
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
 > 35 GeVµ
T
p
=1.96 TeVS+X   ν ±µ → ± W→pp
 > 20 GeVνTE
)-1D0 muon data (4.9 fb
CT10 (Solid band)
CTEQ6.6 (Hatched band)
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Figure 8: Same as Fig. 7, for the CT10W PDFs.
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Figure 9: Ratios of the NLO rapidity distributions for Z boson production, relative to the
CTEQ10.00 prediction, at the Tevatron Run-II.
6. COMPARISON OF CTEQ6.6, CT10, AND CT10W PDF SETS
Figure 10 shows the best-fit PDFs and uncertainty ranges of the gluon distribution
in CTEQ6.6 and CT10 eigenvector PDF sets, relatively to the CTEQ6.6 best-fit PDF,
CTEQ6.6M. The two error bands are similar, except at small x, where the more flexible
parametrization of the CT10 gluon PDF allows for a wider uncertainty. The CT10 un-
certainty range can be larger than that of CTEQ6.6, because the additional constraints
from new experimental data are offset by the combined effect of allowing the experimental
normalization factors to vary during eigenvector set searches, the increased freedom in the
parametrizations, and the change to weight 1 for every data set, as discussed in Sec. 2.
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Figure 11 compares u(x, µ) from the CTEQ6.6 and CT10 sets. Again, CT10 lies within
the 90% CL range derived from CTEQ6.6. However, u(x, µ) has increased to a value close
to the CTEQ6.6 estimated upper limit at x ∼ 0.02, even at scale µ = 100GeV, again as a
result of modifications discussed in Sec. 2. (No such increase is observed in d(x, µ), which
undergoes qualitatively similar changes in other aspects.)
Comparison of CT10 with CTEQ6.6 distributions for strange (anti-) quarks (s(x, µ) =
s¯(x, µ)) is shown in Fig. 12. Here the CT10 central fit again lies well inside the CTEQ6.6
uncertainty estimate; however, the CT10 uncertainty on strangeness is much larger than in
CTEQ6.6, as a result of the more flexible parametrization assumed in CT10.
Figure 13 compares the best-fit PDFs and uncertainty ranges for the u and d quark PDFs
in the CT10 and CT10W sets. (The PDFs for the gluon and sea quarks (not shown) are more
or less the same in the two sets). The PDFs are compared at scale µ = 2 GeV, but the pattern
of their differences persists at larger scales as well. The up quark distribution of CT10W is
smaller than that of CT10 at x of about 0.2 and above, whereas the down quark distribution
is larger in this x region. These two changes are induced by the inclusion of the DØ Run-II
Aℓ data. While the uncertainties on u and d PDFs themselves do not change much between
CT10 and CT10W, the d/u ratio for CT10W, shown in Fig. 14, has a markedly different
slope at x > 0.01 and reduced uncertainty, as compared to CT10. Clearly, the precise Aℓ
data has important implications for the large-x d/u ratio and observables sensitive to it.
Figure 10: Comparisons of the CTEQ6.6 and CT10 best-fit gluon PDFs and their uncertainties
at µ = 2 GeV (left) and 100 GeV (right). The best-fit CTEQ6.6 gluon distribution is used as a
reference. The CTEQ6.6 (CT10) best-fit PDFs and uncertainties are indicated by solid curves and
hatched bands, while those of CT10 are indicated by dashed curves and dotted bands.
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Figure 11: Similar to Fig. 10, but for the u quark.
Figure 12: Similar for Fig. 10, but for the s = s¯ quark.
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Figure 13: Comparisons of the CT10 and CT10W u-quark (left) and d-quark (right) best-fit PDFs,
and their uncertainties, for scales of 2 GeV (left) and 100 GeV (right). The best-fit CT10 distri-
butions are used as a reference. The CT10 best-fit PDFs and PDF uncertainties are indicated by
solid curves and hatched bands, while those of the CT10W set are indicated by dashed curves and
dotted bands.
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Figure 14: The d/u ratio for CT10 (left) and CT10W (right) versus that for CTEQ6.6, at scale
µ = 85 GeV.
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7. QUALITY OF FITS TO INDIVIDUAL DATA SETS
We will now address the consistency of the CT10(W) global fits with each of the 29 (31)
data sets included in the fit. This issue can be explored with several techniques employed
by one of us (J. P.) recently in Refs. [16–18]. All these approaches require to redo the global
fit after introducing special features, such as variable χ2 weights for the individual data sets,
or a special eigenvector basis in the PDF parameter space.
Alternatively, one might assess the consistency between various data sets directly from
the best fit, by studying the χ2 values for each individual experiment. In a sample of Nexp
experiments with Nn data points each, χ
2
n values will be smaller than their most probable
values, Nn, in some experiments, and larger than Nn in other experiments. Comparison
of observed frequencies of χ2n with the expected probabilities would reveal how well the
experiments are fit in their ensemble; and it is more informative than just the global χ2 for
all experiments. For example, the frequency distribution can help one to identify experiments
that are fitted too well or too poorly, even if the global χ2 is excellent.
Such a comparison can be done with the χ2n frequencies directly, but it requires an inte-
gration of several χ2(Nn) distributions with non-identical degrees of freedom, Nn. A faster
method uses a secondary statistical distribution S derived from the χ2 distribution, such
that S closely resembles some standard distribution and is maximally independent of Nn.
Several distributions of this kind are known to exist (see, e.g., Ref. [53], and references
therein), with one of the simplest ones attributed to R. A. Fisher [54]. Fisher’s approximation
shows that the function S in Eq. 2 (with the subscript n ignored) closely follows the standard
normal distribution even for small values of N . The theoretical distribution for χ2(N) at
N → ∞ is approximately Gaussian with the mean and standard deviation of N ± √2N ,
which implies that the distribution for S approaches a Gaussian one with the mean 0 and
standard deviation 1. The utility of S comes from the fact that its Gaussian approximation
is already quite accurate for N as small as 10, and it becomes symmetric (not skewed in
either direction) faster than the χ2 distribution itself (whose skewness is not neglible for up
to N ≈ 30).4 The S values can thus be used to compare the fit quality among experiments
with varying numbers of data points, in a simple manner that avoids lengthier calculations
based on the direct analysis of χ2.
The accuracy of the Gaussian approximation for S is demonstrated by Fig. 15. Here we
plot contours of the constant cumulative probability in the plane of N and S. The lines
correspond to S values for the cumulative probability ranging from 1% to 99%, for each
given N . Note that the three solid curves, which contain the middle 68% of the distribution,
lie very close to S = −1, 0, and +1. This is entirely expected to happen for the Gaussian
limit N → ∞; but it is seen here to be a good approximation even down to N ≈ 10. For
our purposes, the important curves in Fig. 15 are the top three, which contain cumulative
probabilities of 90, 95, and 99%—e.g., the chance of exceeding the value S = 1.3, 1.6 and
2.4, are 10%, 5%, 1%, respectively, for the whole range of N that appears in PDF fitting.
The left side of Fig. 16 shows a histogram of the S-values for the 29 data sets included
4 At N → ∞, the skewness parameter of the S(N) distribution is asymptotically four times smaller than
that of the χ2(N) distribution.
24
Figure 15: Values of S corresponding to cumulative probability p = 1 (bottom), 5, 10, 16, 32, 50,
68, 84, 90, 95, and 99% (top). The three solid curves contain the middle 68% of the distribution.
in the CT10 best fit. The smooth bell curve is a Gaussian distribution with mean 0 and
variance 1. The observed histogram is compatible with a zero mean, but its variance is
larger than unity; it would agree better with a Gaussian with the standard deviation of 2
or 3. This indicates some tension between the experiments, of the magnitude compatible
with the findings in other recent studies [16, 18]. It has been observed, for example, that
discrepancies between contributions to χ2 from individual experiments, which are expected
to obey the standard normal distribution, in fact follow a wider normal distribution, with a
variance of about 2 [16]. It is also interesting to note that such level of discrepancy appears
to be independent of the flexibility of the PDF parametrizations. The right-hand side of
Fig. 16 shows a histogram of the S parameter in a fit with a much more flexible Chebyshev
parametrization, which triples the number of the total parameters compared to the CT10
parametrization. In this fit, the S distribution still preserves the overall, too wide, shape
and does not eliminate the two most-outlying points. (The outlying point on the right is the
NMC proton DIS data. The outlying point on the left is the CCFR F3 data.) The analysis
of the S distribution leads us to believe that non-negligible tensions do exist between the
subsets of the current global hadronic data, regardless of the number of free parameters in
the PDFs, and contrary to the existing claims of the opposite [2].2
2 By this measure, similar tensions between the experiments appear to exist in the NNPDF2.0 analysis
[2]. The overall χ2=1.27 of that analysis is larger than our 1.1. The S parameter distribution of the
NNPDF2.0 fit, computed from the breakdown of the χ2 values over experiments in Tables 1 and 10 of
Ref. [2], is significantly broader than the expected normal distribution.
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Figure 16: Distribution of the S parameter across the 29 data sets used in CT10. The left-hand side
is the CT10 fit; the right-hand side uses a more flexible parametrization with 71 free parameters.
8. APPLICATIONS TO TEVATRON AND LHC PHYSICS
In this section, we examine the impact of the CT10(W) parton distribution functions
on the production of W , Z, top quark, Higgs boson and representative new physics signals
at the Tevatron Run-II and the LHC. The processes selected are important for benchmark
measurements of the Standard Model parameters or illustrate typical patterns of the PDF
dependence in new physics searches, as discussed in some detail in the published CTEQ6.6
paper [6]. In addition, we also comment on a recently published measurement of DØ Run-II
dijet invariant mass distribution [55].
8.1. W and Z Physics
Figure 17 shows the PDF uncertainty bands for the rapidity distributions dσ/dy in in-
clusive W± and Z boson production at the LHC (
√
s = 7 and 14 TeV), calculated at
NNLL+NLO using a QT resummation program ResBos [48–50] and CT10 (green solid fill),
CT10W (blue skew-hatched fill), and CTEQ6.6 (red vertical fill) PDF eigenvector sets. Each
cross section is normalized to the corresponding cross section for the CTEQ6.6M PDF. The
CT10 and CT10W central predictions are similar to those of CTEQ6.6, but have slightly
larger PDF uncertainties for the reasons explained in Sec. 2.
Figure 18 shows the uncertainty bands of three PDF sets for the ratio
(dσ(W±)/dy)/(dσ(Z)/dy) of the W± and Z production cross sections in the upper two
subfigures, and for the ratio (dσ(W+)/dy)/(dσ(W−)/dy) of W+ and W− production cross
sections in the lower two subfigures. The ratios obtained with CT10W are smaller than the
CTEQ6.6 and CT10 ratios at large rapidities (y > 2− 3), and they are slightly larger than
the CTEQ6.6 and CT10 ratios at small rapidities. For the ratio of the rapidity distributions
of W++W− and Z, both CT10 and CT10W sets predict larger PDF uncertainties than
does CTEQ6.6, in the region where the rapidity y of the boson is less than about 3. This
is a result of the more flexible parametrization of the strange (anti-strange) quark PDF
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employed in the CT10 and CT10W PDFs. However, for the ratio of W+ to W−, the CT10
predictions provide a slightly smaller PDF uncertainty than does CTEQ6.6, and CT10W
has an even smaller uncertainty. The latter is a result of the inclusion of the DØ Run-II
W lepton asymmetry data, which reduces the uncertainty in d/u, especially in the large x
region.
Finally, we examine PDF-driven correlations between the total cross sections for the W
boson and the Z boson at the Tevatron Run-II and the LHC. Following the method described
in Ref. [6], we show tolerance ellipses for various cross sections of W+, W− and Z bosons,
calculated at NLO in QCD, unless specified otherwise.
Figure 19 shows the comparison between W+ and W− total cross sections at the LHC.
Compared to CT10, the CT10W set predicts slightly smaller W+ total cross sections and
larger W− cross sections (with the latter increased by 1-2%). The correlation between
CT10(W) W+ andW− cross sections is relaxed somewhat compared to CTEQ6.6, reflecting
larger flexibility of the CT10(W) input parametrizations.
Fig. 20 shows the W± and Z total cross sections at the Tevatron Run-II and the LHC.
At the Tevatron, the CT10 and CT10W cross sections are larger by 1% than the respective
CTEQ6.6 cross sections for both W± and Z, which is within the PDF uncertainty ellipse
for either PDF set. Also, the CT10 and CT10W ratios of W± and Z cross sections at
the Tevatron are the same as that for CTEQ6.6. However, while the central CT10(W)
cross sections at the LHC also agree with their CTEQ6.6 counterparts within the PDF
uncertainties, there is a noticeable difference between the CT10(W) and CTEQ6.6 ratios
of W± and Z cross sections. In addition, the PDF uncertainties of the W± and Z cross
sections are less correlated in the case of CT10(W), as a result of additional freedom in the
CT10(W) strangeness PDF.
8.2. Other Significant Processes
To illustrate the impact of the CT10(W) PDFs on hadron collider phenomenology, we
compare the total cross sections of some selected processes at the Tevatron Run-II and
the LHC (at center-of-mass energies 7 TeV, 10 TeV and 14 TeV). The processes include
the production of W+, W−, and Z bosons, also discussed above; top-quark (tt¯) pairs; single
top-quark in s and t channels; Standard Model (SM) Higgs boson via gluon fusion (gg → H ,
with Higgs boson mass being 120 GeV, 160 GeV or 250 GeV) [56]; SM Higgs boson via weak
gauge boson fusion (V V → H) [57]; associated production of SM Higgs boson and a weak
gauge boson (HW+, HW− and HZ); “sequential” heavy weak bosons, W ′+ and Z ′, with
masses 300 GeV or 600 GeV; and a 200 GeV charged Higgs boson via cs¯→ H+, as predicted
by the two-Higgs-doublet model. (The couplings of W ′ and Z ′ bosons to fermions are taken
to be the same as those in the Standard Model.)
Fig. 21 shows the ratios of the NLO total cross sections, obtained using CT10 and CT10W
PDFs, to those obtained using CTEQ6.6 PDFs. For most of the cross sections, CT10 and
CT10W sets provide similar predictions and uncertainties, which are also in good agreement
with those from CTEQ6.6 (i.e., well within the PDF uncertainty band). At the LHC,
the PDF uncertainties in CT10 and CT10W predictions for some processes are larger than
those in CTEQ6.6 predictions, reflecting the changes in the framework of the fit discussed
in Sec. 2. At the Tevatron, the CT10(W) PDF uncertainties tend to be about the same as
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Figure 17: Ratios of NLO rapidity distributions ofW boson production and of Z boson production,
relative to the corresponding ratios in the CTEQ6.6 best fit, at the LHC.
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Figure 18: CT10, CT10W, and CTEQ6.6 PDF uncertainty bands for the ratios
(dσ(W±)/dy)/(dσ(Z)/dy) (upper two subfigures) and (dσ(W+)/dy)/(dσ(W−)/dy) (lower two sub-
figures), at the LHC energies 7 and 14 TeV.
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Figure 19: Total cross sections for inclusive W+ and W− boson production at the LHC, obtained
with the recent CTEQ PDFs and shown with their PDF uncertainty ellipses.
those for CTEQ6.6, with a notable exception of tt¯ production cross sections, which have a
smaller PDF uncertainty with the CT10W set, because of stricter constraints on the up-
and down-quark PDFs at the relevant x values.
Another notable change is in theW ′+ (600 GeV) production cross section at the Tevatron,
which is enhanced with CT10W PDFs as a result of the increase in the large-x down quark
PDF driven by the Aℓ data. At the 14 TeV LHC, the total cross sections of W and Z
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Figure 20: Total cross sections for inclusive W± and Z production at the Tevatron Run-II and the
LHC, obtained with the recent CTEQ PDFs and shown with their PDF uncertainty ellipses.
bosons decrease, while those of Z ′ and HW− increase. The decrease in the central value
of the cs¯ → H+ cross section in CT10 and CT10W predictions is due to the decrease in
the strange quark PDF at the relevant x values; however, its uncertainty also increases with
CT10 or CT10W, as compared to the predictions based on the CTEQ6.6 PDFs.
8.3. Dijet Invariant Mass Distributions
Recently, the DØ Collaboration reported their measurement of the dijet invariant mass
distribution [55], in which a comparison was made to an NLO theory calculation (with
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Figure 21: Ratios of NLO total cross sections obtained using CT10 and CT10W to those using
CTEQ6.6M PDFs, in various scattering processes at the Tevatron Run-II and LHC.
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FastNLO code [58]) using the CTEQ6.6M PDF set, with both the renormalization and
factorization scales set equal to the average of the transverse momentum of the jet pair,
〈pT 〉 ≡ (pjet 1T + pjet 2T )/2. In Fig. 2 of [55], it appears that the predictions using the
CTEQ6.6M PDFs cannot describe the data in the large dijet invariant mass region. Below,
we shall examine the above analysis with a different choice of the hard scale, 〈pT 〉/2 rather
than 〈pT 〉, which is approximately equal to the scale used in our theoretical cross sections for
the Tevatron Run-I and Run-II inclusive jet data. The reason for examining the predictions
with this choice of the scale is that the high-x gluon distribution in our global fits is primarily
determined by the Tevatron inclusive jet data. At NLO, the size of the predicted jet cross
sections, and thus the size of the gluon distribution determined, depends tangibly on the
assumed renormalization and factorization scales [59]. The gluon distribution in this x region
would have been different, had the average transverse momentum of the dijet pair been used
in the global fit. Of course, both scales are equally valid for the dijet cross section evaluation,
but it is important to understand any differences generated by the use of one scale for the
 (GeV)JJM
200 400 600 800 1000 1200 1400
 
JJ
/d
M
σ
R
at
io
 o
f d
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
 < 0.4
max
 |y|
Scale = 0.5 average pT of jets
CTEQ6.6 / CT10.00
CT10 / CT10.00
CT10W / CT10.00
 (GeV)JJM
200 400 600 800 1000 1200 1400
 
JJ
/d
M
σ
R
at
io
 o
f d
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
 < 0.8
max
0.4 < |y|
Scale = 0.5 average pT of jets
CTEQ6.6 / CT10.00
CT10 / CT10.00
CT10W / CT10.00
 (GeV)JJM
200 400 600 800 1000 1200 1400
 
JJ
/d
M
σ
R
at
io
 o
f d
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
 < 1.2
max
0.8 < |y|
Scale = 0.5 average pT of jets
CTEQ6.6 / CT10.00
CT10 / CT10.00
CT10W / CT10.00
 (GeV)JJM
200 400 600 800 1000 1200 1400
 
JJ
/d
M
σ
R
at
io
 o
f d
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
 < 1.6
max
1.2 < |y|
Scale = 0.5 average pT of jets
CTEQ6.6 / CT10.00
CT10 / CT10.00
CT10W / CT10.00
 (GeV)JJM
200 400 600 800 1000 1200 1400
 
JJ
/d
M
σ
R
at
io
 o
f d
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
 < 2.0
max
1.6 < |y|
Scale = 0.5 average pT of jets
CTEQ6.6 / CT10.00
CT10 / CT10.00
CT10W / CT10.00
 (GeV)JJM
200 400 600 800 1000 1200 1400
 
JJ
/d
M
σ
R
at
io
 o
f d
0.5
1
1.5
2
2.5
 < 2.4
max
2.0 < |y|
Scale = 0.5 average pT of jets
CTEQ6.6 / CT10.00
CT10 / CT10.00
CT10W / CT10.00
Figure 22: Comparison of DØ Run-II data for dijet invariant mass distributions [55] with NLO
theoretical predictions and their PDF uncertainties for CTEQ6.6 (black), CT10 (red) and CT10W
(blue) PDFs. The cross sections are normalized to theoretical predictions based on the best-fit
CT10.00 PDF set.
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the PDF determination and another for the evaluation of the dijet cross section.5 Such scale
uncertainties form a part of theoretical uncertainties arising in PDF determination.
Fig. 22 shows the NLO dijet invariant mass distributions at the Tevatron Run-II,
dσ/dMjj, for CTEQ6.6 (black), CT10 (red) and CT10W (blue) PDFs, normalized to
dσ/dMjj for the CT10.00 PDF, and including the PDF uncertainties. The cross sections are
computed in bins of |y|max = max(|yjet 1|, |yjet 2|), with the renormalization and factoriza-
tion scales chosen to be 〈pT 〉/2. The DØ data, with statistical and total systematic errors
added in quadrature, are also shown. We find that with this choice of the scale, all three
PDF sets are in better agreement with the data than the conclusions of the DØ paper [55]
indicate, although an overall systematic shift, of order of the systematic shifts observed in
the CT09 study of the related single-inclusive jet distributions [3], may further improve the
agreement. As shown in the figure, the predictions for the central fits of CT10 and CT10W
PDFs are close to each other and closer to the data than CTEQ6.6.
The extent of the CTEQ6.6, CT10, and CT10W PDF uncertainty bands in this ratio
is larger, by a factor of two, than those derived from the MSTW2008 PDFs. As a result,
the MSTW2008 predictions are within our error bands, although the reverse is not true.6
The PDF error bands for large dijet masses are not symmetric; the upper side has more
variation than the lower side. The asymmetry arises because dijet production at large
Mjj and |y|max is dominated by quark-quark or quark-antiquark scatterings, with a smaller
contribution from gluon-quark scattering. Since the quark distributions are relatively better
determined at medium to large x values, the differential cross section of the dijet invariant
mass distribution cannot become too small. (The quark-gluon scattering process can only
increase the cross sections.)
9. CONCLUSIONS
With the LHC is reporting its first cross sections, it becomes even more important to
provide the best tools necessary for accurate predictions and comparisons to those cross
sections. We have produced two new PDF sets, CT10 and CT10W, intended for comparisons
to data at the Tevatron and LHC. The two PDF sets include new data, primarily the
DIS combined data sets from HERA [4], the rapidity distribution of Z0 production at the
Tevatron, and the Tevatron Run-II W lepton asymmetry data from the DØ Collaboration,
as well as several improvements to the global fitting procedure. The latter includes more
flexible PDF parametrizations, the treatment of experimental normalizations in the same
manner as other systematic uncertainties, the removal of weights associated with the data
sets (except for theW lepton asymmetry data in the case of CT10W), and a more dynamical
determination of the allowed tolerance along each eigenvector direction.
Due to the difficulty in fitting both the Tevatron Run-IIW lepton asymmetry data and the
other data sets in the global analysis (primarily, the deuteron/proton DIS cross section ratio
from the NMC experiment), we have produced two new families of PDFs, CT10 and CT10W.
5 The two processes are clearly related, and consist basically of the same events.
6 This observation is consistent with the analysis of the dijet invariant mass distribution of CDF Run-II
data [55], which also shows a sizable uncertainty band using CTEQ6.6 PDFs.
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CT10 is obtained without using the DØ Run-II W lepton asymmetry data, while CT10W
contains those high-luminosity data with added weights to ensure reasonable agreement.
The resulting predictions for LHC benchmark cross sections, at both 7 TeV and 14 TeV, are
generally consistent with those from the older CTEQ6.6 PDFs, in some cases with a slightly
larger uncertainty band. The latter is a result of the greater flexibility included in this new
generation of global fits. Most noticeable differences in various cross sections, such as the
charged Higgs boson and extra heavy gauge boson production, are induced by changes in the
strange-quark PDF, the gluon PDF in the small-x region, and the up-quark and down-quark
PDFs in the medium to large x region.
As compared to the CTEQ6.6 prediction, both CT10 and CT10W predict a smaller
PDF induced uncertainty in the total cross section for the top-quark pair production at the
Tevatron Run-II. No large differences are observed for LHC predictions between the CT10
and CT10W PDF sets, except in those observables that are sensitive to the ratio of down-
quark to up-quark PDFs. One example is the ratio of the rapidity distributions of the W−
and W+ bosons produced at the LHC.
In summary, the CT10 and CT10W sets are based on the most up-to-date information
about the PDFs available from global hadronic experiments. There are 26 free parameters
in both new PDF sets; thus, there are 26 eigenvector directions and a total of 52 error
PDFs for both CT10 and CT10W. The CT10 and CT10W PDF error sets, along with the
accompanying αs error sets, allow for a complete calculation of the combined PDF+αs un-
certainties for any observable [28]. To support calculations for heavy-quark production in
the fixed-flavor-number factorization scheme, we provide additional PDF sets CT10(W).3F
and CT10(W).4F, obtained from the best-fit CT10.00 and CT10W PDF sets by QCD evo-
lution with three and four active quark flavors. All the relevant PDF sets discussed in this
paper are available as a part of the LHAPDF library [60] and from our website [27].
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x range CT10.00, comb. CT10-like, sep. CTEQ6.6M
N χ2/N N χ2/N N χ2/N
<0.001 63 1.19 68 0.81 68 0.84
0.001-0.1 298 0.94 485 0.92 485 0.92
>0.1 150 1.43 257 1.26 257 1.25
Table III: Numbers of data points (N) and χ2/N found in the CT10 best fit to the combined
(CT10.00) and separate (CT10-like) HERA-1 data sets, as well as in the CTEQ6.6M fit.
Appendix: Agreement of QCD theory with the combined HERA-1 data
In this Appendix, we provide additional details on the comparison of CT10 predictions
with the combined HERA data, and the origin of the increase in χ2 that is observed when
the independent HERA data sets are combined. The χ2/N values in the intervals x < 0.001,
0.001 < x < 0.1, and x > 0.1, found in the CT10 best fit to the combined (CT10.00)
and separate (CT10-like) HERA-1 data sets, as well as in the CTEQ6.6M fit, are listed in
Table III. At x < 0.001, χ2/N is about 1.19 for the combined HERA-1 set, vs. 0.81-0.84 in
the fits to the separate sets. At x > 0.1, where irregular scatter is obvious in the plots of
both e+p and e−p NC sets (cf. Fig. 1), χ2/N is increased upon the combination of the data
sets from 1.25 to 1.43.
To see if these increases in χ2 may be caused by systematic discrepancies, we plot his-
tograms of relative frequencies of χ2 residuals for each data point k = 1, ...N ,
∆k = δ
2
k sign(δk), (8)
with
δk =
Tk({abest-fit})−Dk +
∑Nλ
α λα,best-fitβkα
sk
, (9)
in each x range listed in Table III, and in notations of Sec. 4. In an excellent fit, the residuals
∆k follow a standard normal distribution, with a mean of zero and a unit standard devia-
tion. A non-zero mean observed in the actual ∆k distribution would indicate a systematic
discrepancy affecting the whole histogrammed set of points; on the other hand, a smaller or
larger than normal width may be due to incorrectly estimated random effects (see Appendix
B.2 in Ref. [20]).
Distributions of the residuals for the best fits to the combined and separate HERA-1 sets
are plotted in Fig. 23. At 0.001 < x < 0.1 (central figure), frequencies of the residuals agree
well with the standard distribution, regardless of whether the HERA-1 sets are separate or
combined. At x < 0.001, the mean of the residual distribution remains consistent with zero
upon the combination of the data sets, while the width of the distribution increases. The
residual distribution at x > 0.1 also widens and changes the shape, with more residuals
having small negative values or large positive (outlying) values, as compared to the fit to
the separate sets. Neither of these patterns indicates systematic deviations of the data from
NLO QCD theory. On the other hand, the histograms are suggestive of significant point-to-
point random fluctuations in the NC DIS data at x < 0.001 and x > 0.1, which appear to
be exacerbated when the systematic uncertainties are reduced through the combination of
the data sets.
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Figure 23: Comparison of relative frequency distributions of residuals ∆k defined in Eq. (9) for
neutral current HERA data at in the CT10 fits to the combined HERA set (solid lines) and separate
HERA data sets (dashed lines), at x < 0.001 (upper figure), 0.001 < x < 0.1 (middle figure) and
x > 0.1 (lower figure).
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Figure 24: Comparison of the HERA data for reduced DIS cross sections at small Ags values with
the CT10 fit (blue) and two fits with Acut = 1.5 (red).
An alternative perspective is provided by dependence on a “geometric scaling” variable
Ags ≡ Q2xλ (with λ = 0.3), which may reveal disagreements with the NLO QCD framework
in the region of small x and Q.7 The Ags parameter has been studied in recent NNPDF1.2
and 2.0 global analyses to seek possible deviations from NLO DGLAP factorization due to
saturation or related small-x phenomena [63, 64]. In the region Ags < Acut = 0.5 − 1.5,
Refs. [63, 64] found a systematic disagreement between the Q dependence of the measured
DIS cross sections and the prediction based on the NLO DGLAP evolution of their PDFs,
7 Ags is proportional to the variable τ = Q
2/Q2(x) arising in some saturation models [61, 62].
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Figure 25: The breakdown of χ2data values for the combined HERA data over the Ags ranges in the
CT10 fit and two fits with Acut = 1.5.
according to a pattern consistent with saturation effects. This discrepancy is not expected
to be remedied by NNLO corrections, as those include large logarithms requiring all-order
summation in the small-x region. If confirmed, it will profoundly affect our understanding
of high-energy QCD and various phenomenological applications.
The disagreement stated by NNPDF is not significant (below 1σ) if the data at small
Ags are included in the fit. However, it becomes significant at the level of 2σ or more if the
small-Ags data are excluded while determining the PDFs (so that the PDFs are fitted only
to the large-Ags data, for which the DGLAP factorization is presumably valid), but included
at the end, when comparing the full data sample to the resulting theoretical cross sections.
We repeated a part of the NNPDF study in the region Q ≥ 2 GeV, where our data are
selected. Our goal is to find out if any deviations exist in the included Q region, where
higher-order corrections are known to be mild, and with the full general-mass treatment of
heavy quarks. (The NNPDF analysis is realized in the zero-mass approximation and also
includes DIS data in the less safe region
√
2 GeV < Q < 2 GeV.) Besides the CT10 fit,
several additional fits were performed only to the data at Ags > Acut = 0.5− 1.5, and using
several parametrizations of the gluon PDF at x < 10−3 to estimate the sensitivity to the
initial parametrization choice. 8 While the outcomes of these fits bear some similarity to
those by NNPDF, the spread of the outcomes appears to be too wide to corroborate the
existence of the deviations.
In more detail, some fits with the imposed Acut constraints produce systematic deficits in
theoretical cross sections at Ags below 1.0, in a pattern that is similar to that observed by
NNPDF. Since the largest discrepancies are observed in the fits to the data above Acut = 1.5,
we focus on two representative fits with this Acut value for the rest of the discussion. Fig. 24
compares the CT10 fit and two fits with Acut = 1.5 to a subset of HERA data at small x
8 In this exercise, we did not estimate the full uncertainty due to the parametrization dependence. Obviously
it is larger than the (already significant) differences between the Acut fits that are explicitly presented.
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and Q. The theoretical predictions in this figure are shifted toward the data by the amounts
found from the correlation matrix for experimental systematic errors. All three fits agree
well with the data at large x and Q, but downward deviations of the Acut fits emerge at
Ags < 0.5, corresponding to the lowest Q values in the upper four x bins in Fig. 24.
Fig. 25 shows the breakdown of χ2 contributions from the data points, given by the first
term (without
∑
λ2α) in Eq. (4), by various ranges of Ags. In the fitted region Ags ≥ 1.5, the
Acut fits result in χ
2 that is the same or slightly better (by no more than 10-15 units) than
the total χ2 observed in the CT10 fit, χ2 = 608 for 525 data points and 114 systematic error
parameters. In the interval 1.0 < Acut < 1.5, the Acut fits agree closely with the data, as
well as with the CT10 fit. At Ags < 1.0, the CT10 fit results in an essentially ideal value of
χ2/N ≈ 1, while the deficit in the predictions of the Acut fits increases their χ2 considerably.
The magnitude of the deficits varies by large amounts between the Acut fits, with their χ
2
taking any values between 1 and 2.5 in the Ags < 1.0 region. Similar distributions of χ
2 vs.
Ags are obtained if only the data that “causally connected” by the DGLAP evolution [63]
are included; see the equivalent of Fig. 25 for this case on the CT10 website [27].
It is interesting to compare the breakdown of our χ2 values in Fig. 25 with that in two
NNPDF2.0 fits without and with the Ags > 1.5 cut, taken from Fig. 8 in Ref. [64]. Note
again that the Q cuts assumed by CT10 and NNPDF2.0 (and the data samples included)
are slightly different. The quality of the fits obtained by the two groups is comparable, with
χ2/N = 1.18 (1.14) for the combined HERA-1 data in the CT10 fit (NNPDF2.0 fit [2]).
In the CT10 fit, both the small-Ags and large-Ags ranges, Ags < 1.5 and Ags > 3.0, are
fitted very well (χ2/N ≈ 1), while somewhat higher-than-ideal χ2/N ≈ 1.5 is observed at
1.5 < Ags < 3.0. In the NNPDF2.0 fit, the region Ags > 6.0 has a lower χ
2/N ≈ 0.9 than
in the CT10 fit, but the quality of the fit progressively deteriorates, as Ags decreases, and
gets worse than that in the CT10 fit at Ags < 1.5. With the Ags cut placed at 1.5, the
NNPDF fit significantly disagrees with the data in the whole excluded region Ags < 1.5,
with χ2/N > 1.7; some deterioration of χ2 is also observed in the borderline region of the
fitted data, 1.5 < Ags < 3.0. In our analysis, the CT10 fit and Acut = 1.5 fits are very close
for all Ags above 1.0, with more pronounced differences showing up only at Acut < 1.0.
Taken together, the results of the two groups suggest instability of the outcomes of the
Acut fits outside of the fitted region of the DIS data. Indeed, all examined fits, without
or with the cuts, produce close results when describing the fitted data; but their small
differences in the fitted region cause significant differences outside of it.
Several features of the Acut fits may contribute to the instability. Backward DGLAP
evolution from a high µ scale to lower scales requires to know accurately the x and Q
derivatives of the PDFs, given that very distinct shapes of the PDFs at the low scale may
correspond to close shapes of the PDFs at the high scale. With the data at the smallest x
and Q excluded, the Acut fit loses sensitivity to the derivatives in the x region where the
PDFs are varying rapidly. Extrapolation from the fitted region, with only a limited lever
arm in x and Q available for it, may be inaccurate at the smallest Ags values considered.
The Acut fits do not fully evaluate the experimental systematic parameters λα, some
of which affect mostly small x and Q values and are excluded from the fit by the Acut
condition. While wrong estimation of experimental systematics may not explain all observed
discrepancies, the systematic effects shift the data (or theory) predictions at small Ags in
approximately the same way as the Acut fits do and, hence, require careful consideration.
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