Towards hole-spin qubits in Si pMOSFETs within a planar CMOS foundry
  technology by Bellentani, L. et al.
Towards hole-spin qubits in Si pMOSFETs within a planar CMOS foundry technology
L. Bellentani1, M. Bina2, S. Bonen3, A. Secchi1, A. Bertoni1,
S. Voinigescu3, A. Padovani2, L. Larcher2, and F. Troiani1
1S3, Istituto Nanoscienze-CNR, Modena, Italy
2Applied Materials - MDLx Italy R&D, Reggio Emilia, Italy and
3Edward S. Rogers Snr. Department of Electrical and Computer Engineering, University of Toronto, Toronto, Canada
(Dated: June 10, 2021)
Hole spins in semiconductor quantum dots represent a viable route for the implementation of
electrically controlled qubits. In particular, the qubit implementation based on Si pMOSFETs offers
great potentialities in terms of integration with the control electronics and long-term scalability.
Moreover, the future down scaling of these devices will possibly improve the performance of both
the classical (control) and quantum components of such monolithically integrated circuits. Here we
use a multi-scale approach to simulate a hole-spin qubit in a down scaled Si-channel pMOSFET,
whose structure is based on a commercial 22nm fully-depleted silicon-on-insulator device. Our
calculations show the formation of well defined hole quantum dots within the Si channel, and the
possibility of a general electrical control, with Rabi frequencies of the order of 100 MHz for realistic
field values. Our calculations demonstrate the crucial role of the channel aspect ratio, and the
presence of a favorable parameter range for the qubit manipulation.
I. INTRODUCTION
Localized spins in semiconductors were early recog-
nized as one of the most promising means for the en-
coding and manipulation of quantum information [1]. In
the last decade, this approach has gained a renewed in-
terest, thanks to the high degree of control achieved on
the single- and few-particle states in Si [2] and Ge quan-
tum dots [3]. Within this platform, all the fundamental
criteria for the implementation of quantum computation
have been recently met, from high-fidelity one- [4–6] and
two-qubit gates [7–9], to qubit read out [10–12] and co-
herent spin transfer [13, 14]. Crucially, carrier spins in Si
and Ge benefit from long coherence times [15], thanks to
the limited impact of hyperfine interactions, which repre-
sent instead an ubiquitous source of decoherence in III-V
compounds. Besides, Si and Ge represent key materials
in modern electronics, and thus provide a common plat-
form for integrating qubits and control circuits [16–18].
As regards scalability, a fundamental advantage of
the semiconductor-based approach would be represented
by the use of homogeneous building blocks for realiz-
ing both the quantum (qubits) and classical (control
electronics) components of the hardware. This route
has been undertaken with the implementation of com-
plementary metal–oxide–semiconductor (CMOS) qubits,
obtained by suitably modifying transistors currently fab-
ricated in foundry processes [12, 16, 19–21]. In particular,
hole spins in group-IV materials offer strong spin-orbit
coupling, which enables the all-electric qubit manipula-
tion, thus avoiding the introduction in the circuit design
of elements that are incompatible with the industrial fab-
rication processes [3, 19, 22–26].
One of the key challenges in this direction is to find a
trade-off amongst the conflicting requirements of operat-
ing the qubits at milli-Kelvin temperatures, in order to
enhance the coherence times, and the control electronics
at higher temperatures (at least 1−4 K), in order to allow
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FIG. 1. (a) Schematics of the simulated pMOSFET FDSOI
transistor. (b) Composition and geometry of the high-κ metal
gate stack. Top (c), side (d), and front (e) views of the device;
in the latter we highlight the non-uniform Gaussian doping
profile in the source and drain.
a sufficiently fast removal of the dissipated power [27–31].
In this respect, a crucial role might be played by the qubit
implementation in down scaled MOSFETs, which would
improve the efficiency of the control and read-out elec-
tronics, and enhance, with the quantum confinement, the
temperatures and frequencies at which the qubits can be
operated.
In this paper, we perform a multi-scale simulation of
fully depleted silicon on insulator pMOSFETs, which
represents a down scaled version of 22 nm commercial
























to account for the material properties, doping profile,
and electrical parameters in the device, and to derive
realistic profiles for the confining potential in the low-
temperature regime. The hole states are then computed
within a 6 bands k · p approach, in order to derive the
quantities that define the properties and functionalities
of the spin qubit. Our simulations show that the con-
sidered device geometry allows the formation of a well
defined quantum dot, entirely localized at the center of
the Si channel. Besides, the application to the top gate
of different voltage pulses enables the implementation of
spin-qubit rotations around all three axes of the Bloch
sphere, with Rabi frequencies of the order of 102 MHz.
We determine the dependence of such Rabi frequencies
on the orientation of the static magnetic field, and find a
trade-off between optimizing longitudinal and transverse
rotations. Finally, we identify the optimal aspect ratio of
the Si channel, which corresponds to the occurrence of a
clear transition in the ground state properties.
The paper is organized as follows. Section II is de-
voted to the modeling of the scaled pMOSFET and to
the calculation of the confining potentials. In Sec. III
we characterize the hole states in terms of spatial sym-
metry and localization in the device, band mixing, and
interlevel spacing. The dependence of the Rabi frequen-
cies on the magnetic field (intensity and orientation) and
on the geometry of the silicon channel are discussed in
Sec. IV and Sec. V, respectively. The conclusions are
drawn in Sec. VI, while further details on the method
are provided in the Appendices A-D.
II. THE SILICON PMOSFET
The devices we consider [Fig. 1(a)] represent scaled
pMOSFET versions of those already fabricated in
the GlobalFoundries 22nm Fully-depleted Silicon-on-
insulator (FDSOI) process [32]. The possibility of mono-
lithic integration between qubits and high-fidelity read-
out circuitry at 2 K in production 22nm FDSOI CMOS
technology has been recently demonstrated [21]. The fur-
ther scaling of the transistor minimum feature size rep-
resents a precondition for operating the qubits at high
temperatures and control frequencies.
The quantum dot is formed in the thin undoped semi-
conductor film below the top gate. The shallow trench
isolation oxides on the two sides of the Si channel (y di-
rection) and the top-gate and buried oxides (z direction)
form almost infinite potential barrier wells with dimen-
sions W = 10 nm and H = 5 nm, respectively [panel (d)].
The confinement along the x direction results from the
combined effect of the top- and back-gate voltages (VG
and VB), of the nitride spacers and of the non-uniform
p-type doping in the source/drain (S/D) regions.
More in detail, the high-κ metal gate stacks (length
LG = 10 nm) consists of 1 nm SiO2 interfacial layer and
1.5 nm HfO2; the metal contact on top is simulated by a
TiN interface with a 4.57 eV work function. The stack is
separated from the S/D contacts (length Ls = 10 nm) by
3 nm Si3N4 spacers [panels (b,c)]. The S/D regions are
simulated by realistic non-uniform p-type doping distri-
butions, consisting of a Gaussian profile along the z direc-
tion, a uniform profile (with a Gaussian edge) along the
x direction, and a peak of the acceptor doping concen-
tration of -1020 cm-3. The Si channel (with n-type donor
concentration of 1015 cm-3) is thus formed between the
top gate and the (20 nm thick) SiO2 buried oxide, and
delimited by the S/D doped regions [see panel (e)].
The simulation of this device is carried out by a multi-
scale approach [33–36]. Geometry and composition of the
device are estimated from Ref. 32, on the basis of scal-
ing laws. The device is simulated with the simulation
software Ginestra®. This allows us to determine the
three-dimensional potential energy profile that confines
the holes and defines the quantum dot, starting from the
device geometry and material properties, through a self-
consistent description of charge transport (see Appendix
A). Crucially, the software Ginestra®has the capability
to simulate the device physics at the temperature T =
2 K.
A representative example of confining potentials U(r)
generated in the pMOS for different values of the top gate
potential VG and a channel width W = 10 nm is reported
in Fig. 2. At zero drain-source bias and for a back-gate
voltage VB = 0.5 V, a hole quantum dot is clearly formed
in the Si channel, as a combined effect of the band offsets
at the Si/SiO2 interfaces and of the electrostatic poten-
tial induced by the gates. In particular, the band offset


































FIG. 2. Confining potential U(r) induced by the top and
back gates along the symmetry axes of the silicon channel:
(a) y = z = 0 nm, (b) x= z = 0 nm, and (c) x= y = 0 nm. In
(a) the shaded areas (|x| ≥ 4.98 nm) correspond to the source
and drain regions, while the dotted lines delimit the region
below the nitride spacers (7.96 nm≥ |x| ≥ 4.98 nm). In (b)
and (c) the shaded areas identify the SiO2 regions (|y| ≥ 5 nm
and |z| ≥ 2.5 nm, respectively). The device temperature in
the simulation is T = 2 K.
3
ers in the y and z directions [panels (b,c)]. The applied
voltage induces a potential gradient along z, which tends
to localize the holes close to the top gate. The potential
profile is qualitatively different (much smoother) along
the channel direction (x). Here, the top gate induces a
central minimum, separated from the doped source/drain
regions by two tunnelling barriers. The depth of the min-
imum increases for decreasing values of the gate voltage
VG, which can be varied within a significant range of val-
ues, thus allowing the tuning of the qubit properties (see
below). The formation of a well-defined quantum dot in
the center of Si channel is obtained for VG . −0.3 V.
However, in order to remain safely within the required
confinement regime, we focus hereafter on more negative
values of the gate voltage. Further details on the TCAD
simulations are reported in Appendix A.
III. HOLE STATES
The confining potential U(r) generated by the TCAD
simulations represents the starting point for the calcu-
lation of the hole eigenstates, which is performed by
diagonalizing a 6 band Lüttinger-Kohn envelope func-
tion Hamiltonian Hk·p [37] (see Appendix B). The hole
eigenstates, which at zero magnetic field form degenerate















































FIG. 3. Map of the confining potential U(r) at y = 0 nm,
for different values of the gate potential (VG = −0.8 V and
VG = −0.6 V in the top and bottom panels, respectively).
The black contour lines show the charge density ρ1,ξ(r) =
|〈r|1, ξ〉|2, corresponding to the hole ground states at zero
magnetic field, from a value of 0.1 (outer line) to 0.95 (inner
line), with an incremental step of 0.05 (all in a.u.).
Here, the index m ≥ 1 specifies the doublet and ξ =⇑
,⇓ the individual eigenstate. The eigenstates are ex-
panded on a basis of band-orbital states specified by
the indexes n and b. The band index, b ≡ (J,M),
distinguishes between heavy-hole (3/2,±3/2), light-hole
(3/2,±1/2), and split-off (1/2,±1/2) bands. The orbital
index \ ≡ (nx, ny, nz) specifies a set of 3D harmonic os-
cillator states, on which the envelope functions are ex-
panded.
The qubit initialization and manipulation requires
the application of a static magnetic field B =
B(cos θ cosφ, cos θ sinφ, sin θ), whose coupling with the
confined holes is described by a Hamiltonian HB , which
includes the Zeeman (HB,Z), the paramagnetic (HB,P ),
and the diamagnetic term (HB,D) (see Appendix B). The
field removes the degeneracy within each Kramers dou-
blet and thus defines unambiguously the pair of eigen-
states |m, ξ〉, which depend on the field orientation (θ,
φ) and intensity (B).
In the remainder of this section, we discuss the prop-
erties of the hole states for a prototypical scaled pMOS
device with channel width W = 10 nm. The depencence
of the hole properties on the channel width are discussed
in Sec. V.
A. Quantum dot formation
The actual formation of a hole quantum dot implies
the three-dimensional localization within the Si channel
of (at least) the hole ground states |1, ξ〉 (ξ =⇑,⇓), which
is indeed achieved in the considered case (Fig. 3).
In order to quantify the degree of localization for the
lowest hole eigenstates, we compute their penetration
probabilities in the oxide barriers (ROx), in the entire
source/drain region (RSD), and specifically below the
nitride spacers (RNS ⊂ RSD). For the generic region R




dr |〈r|m, ξ〉|2 . (2)
These probabilities are independent of ξ =⇑,⇓ at zero
magnetic field, and display a negligible dependence on B
in the considered range of field values. Their values are
at most of the order of 1% for the states belonging to
the ground doublet (Table I), and only slightly larger for
the first eight excited states (not reported here). Most
of the leakage takes place along the x direction, towards
the source and drain, in particular in the region below
the nitride spacers. The hole confinement is stronger in
the y and z directions, where the large band offset be-
tween Si and SiO2 limits the leakage probabilities to less
than 0.2%. The comparison between the probabilities
corresponding to different values of VG shows a clear de-
pendence of p(RSD) and p(RNS) on the top-gate voltage,
which has instead a limited impact on the p(ROx).
The energy separation ∆ between the ground and the
first excited doublet quantifies the strength of the quan-
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VG [V] p(RSD)[%] p(RNS) [%] p(RyOx) [%] p(R
z
Ox) [%]
-0.8 0.91 0.77 0.01 0.19








-0.8 86.44 11.57 1.99
-0.6 83.14 14.56 2.30
VG [V] 〈σyz〉 〈σzx〉 〈σxy〉 〈σr〉
-0.8 0.9655 0.9670 0.8548 0.8870
-0.6 0.9550 0.9692 0.8894 0.9289
TABLE I. Characterization of the hole ground state in terms
of wave-function localization, symmetries, and band occu-
pation (upper, middle, and lower panels, respectively). In
particular, the penetration probabilities refer to the regions:
of the source-drain (RSD, corresponding to 10 nm≥ |x| ≥
4.98 nm), below the nitride spacers (RNS , 7.96 nm≥ |x| ≥
4.98 nm), of the oxides that confine the holes along the
y (RyOx, 8.4 nm≥ |y| ≥ 5.04 nm) and z directions (R
z
ox,
3.5 nm≥ |z| ≥ 2.5 nm).
tum confinement in the dot and thus provides an estimate
of the highest temperature at which its effects can be ob-
served. Here, such gap is given by ∆ = 6.58 (6.95) meV
at VG = −0.8 (−0.6) V, which corresponds to a temper-
ature of T = ∆/kB = 76.358 (80.651) K. Overall, this
shows the possibility of obtaining well defined quantum
dots within the present geometry, with strongly confined
hole states.
B. Band mixing
The mixing between the subbands affects a number
of relevant properties of the hole qubit, and represents
a prerequisite for its manipulation by means of electric
fields [38]. In order to quantify such mixing, we refer in













which give the weights, for the hole eigenstate |m, ξ〉, of
the heavy-hole (χ = hh), light-hole (χ = lh), and split-
off bands (χ = so). In the weak-field limit, where the
magnetic field does not induce a significant mixing be-
tween states belonging to different doublets, one has that
Pχm,⇑ = P
χ
m,⇓, and these probabilities are independent of
the field orientation (while this is not the case for the
individual-band probabilities pbm,ξ).
In all the considered cases, the ground state presents a
largely heavy-hole character, but also a significant oc-
cupation of the light-hole subbands, corresponding to
values of plh1,ξ larger than 10%, as reported in Table I.
This results from the fact that the strength of the ver-
tical (z) confinement is comparable to that in the x
and (especially) y directions (see Fig. 2). The split-off
band presents a limited weight (pso1,ξ . 2%). However,
it provides an indirect coupling between the heavy- and
light-hole subbands, which significantly affects their oc-
cupation probabilities. Its inclusion in the calculation is
thus required in order to get an accurate description of
the hole eigenstates. In particular, this applies to the
Rabi frequencies, which are extremely sensitive to small
changes in the mixing between the heavy and light holes
(see Sec. IV).
C. Wave function symmetry
One additional feature plays a role in the manipula-
tion of the hole-spin qubit, namely the symmetry of the
ground-state wave function. As shown in Fig. 3, the
charge density in the ground state is asymmetric in the
z direction (the hole is attracted towards the top gate)
and approximately symmetric along the x and y axes.
A more precise and quantitative characterization of the
eigenstate symmetry is obtained by computing the ex-
pectation values of the operators σαβ , which implement
a reflection of the wave function envelope in the αβ plane
(αβ = xy, yz, zx), and σr, which implements a spatial
inversion (r→−r). Their expectation values can be di-
rectly deduced from the symmetry properties of the basis
states, and are given by:















The expectation values of the symmetry operators intro-
duced above are between −1 and +1, where the extremal
values denote that the hole eigenstate has a complete odd
or even symmetry, respectively. An intermediate value
signals that the hole eigenstate is an admixture of odd
and even orbital states.
The ground state is only approximately symmetric in
all directions (Table I). In fact, non-negligible deviations
of the expectation values from 1 are obtained, especially
for σxy and σr. The value of 〈σxy〉 decreases for decreas-
ing values of VG, thus reflecting the relative relevance in
the z-confinement of the oxide barriers (which are sym-
metric) and of the gate voltage (approximately antisym-
metric). The smaller deviations from 1 of 〈σyz〉 and 〈σzx〉
result from the light-hole component of the ground state,
and are due to the band-mixing (off-diagonal) terms in
Hk·p. In general, a lower degree of symmetry of the hole
ground state and/or in the spatial profile of the manip-
ulating electric fields represents a potential advantage in
terms of qubit manipulation capabilities, for it reduces
the symmetry-related selection rules that have to be ful-
filled in order to induce the desired transitions [39].
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IV. LARMOR AND RABI FREQUENCIES
The static magnetic field B plays a fundamental role
in the initialization and manipulation of the hole-spin
qubit. In fact, it opens a gap between the two (other-
wise degenerate) ground states |1,⇑〉 and |1,⇓〉, and thus




(E1,⇑ − E1,⇓) , (6)
at which the spin manipulation has to be performed by
means of oscillating fields. Besides, it affects the band
mixing in the ground states, and creates the possibility of
inducing transitions between them through electric fields.
Within the present geometry, the spin-qubit manipula-
tion is performed by means of time-dependent voltages
applied to the top gate (Fig. 1). In order to assess the
possibility of implementing arbitrary single-qubit gates,
we compute hereafter the Rabi frequencies, correspond-
ing to unitary transformations that are either diagonal
or off-diagonal in the eigenstate basis.
Transverse rotations are here identified with unitary
transformations exp(−iϕXσX/2), where σX is the first
Pauli matrix (expressed in the {|1,⇓〉, |1,⇑〉} basis), and
allow transitions between the qubit eigenstates. Physi-
cally, such rotations are implemented by a resonant ac





|〈1,⇑|δU |1,⇓〉| , (7)
where δU(r) = UVG+δVG(r)−UVG(r) is the difference be-
tween the confining potentials corresponding to the gate
voltages VG + δVG and VG.
Longitudinal rotations correspond to unitary transfor-
mations exp(−iϕZσZ/2), and modify the relative phase
of the qubit eigenstates. Physically, this is obtained by
modulating the energy gap between the two basis states
through a dc voltage δVG. The corresponding Rabi fre-




|〈1,⇑|δU |1,⇑〉 − 〈1,⇓|δU |1,⇓〉| . (8)
In general, it is not possible to selectively turn on,
through the time-dependent voltage, either the diagonal
(ξ = ξ′) or the off-diagonal elements (ξ 6= ξ′) of the differ-
ential potential matrix 〈1, ξ|δU |1, ξ′〉. However, the mod-
ulation of the diagonal elements can be neglected while
considering rotations around the X axis, because it takes
place at a frequency fL  fZR and thus averages to zero
during the ac voltage pulse (in the spirit of the rotat-
ing wave approximation). Analogously, the off-diagonal
elements of δU don’t affect the rotations around the Z
axis, because they are much smaller than the difference






















































FIG. 4. Rabi frequencies (a) fXR and (b) f
Z
R as a function of
the magnetic field intensity B (θ = 45◦ and φ = 0◦). Rabi
frequencies (c) fXR and (d) f
Z
R as a function of ∆SO, ranging
from 0.044 eV (its actual value in Si, blue squares) to 1 eV
(B = 1 T, VG = −0.8 V). The limit ∆SO = ∞ (dotted lines)
corresponds to calculations performed without including the
split-off band.
A. Dependence of the Rabi frequencies on the
magnetic-field intensity
The electric field cannot directly couple two states that
are conjugated by time-reversal symmetry, as is the case
for |1,⇑〉 and |1,⇓〉 in the zero-field limit (see Appendix
C). In order for fXR to take a finite value, the static mag-
netic field must thus mix states belonging to different
Kramers doublets [38]. Such mixing is induced by the
different components of the magnetic-field Hamiltonian,
and results in a linear dependence on the field intensity
for both fXR and f
Z
R . Here, in particular, both Rabi fre-
quencies increase with a rate of 45 MHz/T at B = 1 T,
for a non-optimal orientation of the static magnetic field
[Fig. 4 (a,b)]. This demonstrates the possibility of effi-
ciently manipulating the hole-spin qubits within the pla-
nar FDSOI geometry and, more specifically, in the Si
scaled pMOSFET structure that we are considering.
In the present geometry, all the introduced magnetic-
Hamiltonian terms and bands contribute significantly to
the values of the Rabi frequencies. In fact, the values
of both fXR and f
Z
R obtained with the inclusion of the
split-off band are at least twice as large as those ob-
tained within a four-band approach. The four-band case
can be considered as the limit of the six-band case for
∆SO → ∞; by artificially increasing ∆SO in the six-
band calculations, we see that the Rabi frequencies tend
to those obtained from the four-band calculations [Fig. 4
(c,d)]. The difference between the Rabi frequencies does













































































FIG. 5. Dependence of the Rabi frequencies fXR (upper panel)
and fXR (middle), and of f
XZ
R (lower panel) on the orienta-
tion of the static magnetic field. The plotted quantities are
computed by means of the g-matrix formalism (VG = −0.8 V,
δVG = 10 mV, and B = 1 T).
band to the Rabi frequencies, but rather from the en-
hanced mixing that this band induces between light and
heavy holes (Appendix C). The contribution that comes
from the sum of the paramagnetic and diamagnetic terms
in the Hamiltonian is comparable, for both fXR and f
Z
R ,
to the value obtained with the Zeeman term alone (not
shown).
B. Dependence of the Larmor and Rabi
frequencies on the magnetic-field orientation
The multiband calculations show that the Larmor fre-
quency varies linearly with the field intensity. In such
a regime, the single hole can be formally described as a
two-level system within the so-called g-matrix formalism
[20, 40], which we use in the following to illustrate the de-
pendence of the qubit properties on the field orientation,
and to interpolate the results of the k · p calculations.
In the present case, the g matrix can be approximately
written in a diagonal form (see Appendix D), and the
effective qubit Hamiltonian reads:
H = 1
2
µB(gxBxσX + gyByσY + gzBzσZ) . (9)
Here, the coordinate axes x, y, and z can be identified
respectively with the directions [110], [110], and [001],
|ξ〉 ≡ |1, ξ〉 (ξ =⇑,⇓) are with the hole eigenstates ob-
tained for a magnetic field along the z direction, and the
g factors depend on the gate voltage VG. From the above
qubit Hamiltonian, it follows that the Larmor frequency










where g∗ is the effective g factor and b = B/B =
(bx, by, bz) = (sin θ cosφ, sin θ sinφ, cos θ) is the unit vec-
tor that defines the field orientation. The Larmor fre-
quency is thus maximum (minimum) for a magnetic field
aligned in the direction of the largest (smallest) gα.
The degree of anisotropy of the g tensor results from
the interplay of band mixing and magnetic Hamiltonian,
including all the magnetic terms. In fact, while purely
hh states in the presence of a Zeeman term alone would
give gx = gy = 0 and gz =−6κ= 2.57, here we find that
gz is almost twice that value, and gx and gy differ from
zero (Table II). The predominant hh character of the hole
ground state and the presence of a small lh contribution
(see Table I) characterize all the considered values of the
top-gate voltage, which however allows a certain degree
of tunability of the band mixing, and thus of the gα.
In fact, decreasing values of VG increase the strength of
the vertical (z) confinement (relative to that in the xy
plane), and thus the weight of the hh subbands. This,
in turn, results in an increase of gz and in a decrease of
gx and gy. Besides, we note that the Larmor frequency
is mostly determined by the Zeeman Hamiltonian for a
predominant in-plane component of the magnetic field,
while the paramagnetic Hamiltonian contributes mostly
when B aligns to the z direction.
The Rabi frequencies can be derived from the g-tensor
and its derivative with respect to the gate potential, ĝ′ =












|(ĝb) · (ĝ′b)| . (12)
Our calculations show that the perturbation of the con-
fining potential associated with the time-dependent volt-
ages essentially preserves the symmetry of the unper-
turbed Hamiltonian. As a result, ĝ′ shares with ĝ the
7







-0.6 1.342 1.700 4.074 0.553 1.192 -1.209










-0.6 57.1◦ 83.8 MHz 57.3◦ 83.4 MHz
-0.8 59.9◦ 84.3 MHz 57.3◦ 88.3 MHz
TABLE II. Upper panel: Values of the principal g factors
computed for two different values of the top-gate voltage VG.
Lower panel: Maxima of the Rabi frequency fXR (f
Z
R ), and
values of the angle θ that correspond to their maxima (min-
ima). The magnetic-field intensity is B = 1 T.
principal axes, and the derivative of the g matrix with
respect to VG can be reduced to that of the principal g
factors, whose values are reported in Table II. Formally,





αbα. From a physical point of
view, it implies that the hole manipulation can only occur
through the g-tensor magnetic resonance, while the iso-
Zeeman contribution to the spin-electric coupling van-
ishes.
The dependence of the Rabi frequencies on the orienta-
tion of the magnetic field can be derived from the above
equations, once the terms gα and g
′
α have been obtained
through the k·p calculations. We start by noting that the
Rabi frequency fXR necessarily vanishes if the magnetic
field is aligned along one of the principal axes. In fact,
in this case, the vector ĝb is parallel to ĝ′b, and the cross
product in Eq. (11) vanishes. The overall dependence of
fXR on θ and φ is reported in Fig. 5, and is qualitatively
similar to that obtained in different geometries [38]. The
maxima of the Rabi frequency are contained in the yz
plane (φ = 90◦), for which one can derive an analytical
expression (Appendix D). The optimal field orientation
is given by [41]:












The values of θXR,max and f
X
R,max obtained in the present
geometry are reported in Table II. The field orientation
along the xz planes is in general less favorable. In any
case, the expressions of the optimal angle and of the max-
imum for φ = 0◦ are obtained respectively from Eq. (13)
and Eq. (14) by replacing y with x in the subscripts.
The dependence of the Rabi frequency fZR on the mag-
netic field orientation is significantly different from that
of fXR . In fact, the field orientations that maximize f
X
R
yield vanishing values of fRZ , and viceversa (Fig. 5). More
specifically, as can be readily seen from Eq. 12, the op-
timal field direction coincides with the coordinate axis







In the present device geometry, this can either coincide
with y or z, depending on the top-gate voltage (Table II).
In any case, the optimal value of φ is 90◦, as in the case of
fXR . Given the analytical expression for the dependence
of fZR on the angle θ (Appendix D), one can also derive
a simple expression for the angle at which fZR vanishes,
namely
tan θZR,min = ±
√∣∣gzg′z/gyg′y∣∣ . (16)
As in the case of fXR , the expression for φ = 0
◦ (xz plane)
can be derived from the one above by replacing y with x.
Overall, the optimal orientation of the magnetic field is
one that allows the implementation of both X and Z ro-
tations at a reasonably high Rabi frequency. Given that
fXR and f
Z
R clearly cannot be maximized by the same field
orientation, one needs to identify a trade-off by maximiz-
ing a suitable figure of merit, which accounts for both
rotations. A simple and yet significant option is repre-














































10 15 20 25 30 35 40
W [nm]
FIG. 6. (a) Energy splitting between the ground and first
excited doublets as a function of the channel width W , at zero
magnetic field and for VG = −0.6 V. Occupation probabilities
of the (b) lh band, (c) hh and so bands in the ground state
in the weak-field limit (B = 10−2 T, with θ = 0◦).
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If one identifies 1/fXR and 1/f
Z
R with the duration of re-
spectively X and Z rotations, then 1/fXZR corresponds to
the time required for sequentially implementing the two
operations. The full dependence of fXZR on the magnetic
field orientation is reported in the bottom panel of Fig. 5.
In general, its maximization is obtained for a magnetic
field that lies in the yz plane, for values of θ between
the ones that maximize fXR and f
Z
R . In spite of the dif-
ferent angular dependencies of the two Rabi frequencies,
an overall optimization can thus lead to a satisfactory
trade-off. As detailed in the following section, the opti-
mal orientation varies as a function of the channel width.
V. EFFECT OF THE CHANNEL WIDTH
The size of the devices, and specifically that of the Si
channel, plays a crucial role in many respects. Smaller
devices have the potential to induce a stronger quantum
confinement. This results in larger energy gaps between
the Kramers doublets at zero field, and thus allows in
principle to use larger magnetic fields, to work at higher
Larmor frequencies, and possibly at higher temperatures.
However, a change in the quantum confinement also af-
fects the band mixing within the hole eigenstates, and
this unavoidably affects all the properties that have been
discussed so far. In this respect, a relevant role is also
played by the relative strength of the spatial confinement
along the different directions. Hereafter, we focus on this
latter aspect, and specifically consider the dependence of
the hole properties on the width W of the Si channel, a
parameter that can be varied in the present pMOSFETs.
A. Energy gap and band mixing
We start by considering the dependence of the band
mixing and of the energy gaps on the channel width
W , which we vary from 10 to 40 nm. The gap ∆E be-
tween the ground (|1, ξ〉) and first excited (|2, ξ〉) doublets
varies non-monotonically with W , but remains above the
value of 5 meV, corresponding to a temperature of about
60 K, in the whole considered range [Fig. 6(a)]. The two
turning points in such dependence correspond to tran-
sitions or avoided level crossings involving the ground
or the first excited doublets. In fact, the minimum (at
Wa ≈ 12 nm) is coincides with a non-monotonic variation
of the band-occupation probabilities for the ground state
[Fig. 6(b,c)]: the occupation probability p1,ξhh reaches
its maximum value, while it monotonically decreases for
higher values of W . The opposite occurs with p1,ξlh . The
maximum of ∆E (for Wb ≈ 20 nm) coincides instead with
a transition in the excited doublet, which is reflected in




























FIG. 7. Dependence on the channel width W of (a) the
g factors and (b) their derivatives with respect to VG, for
VG = −0.6 V. The dotted line in panel (a) gives the values of
gz obtained by neglecting the paramagnetic and diamagnetic
contributions in the Hamiltonian (HB = HB,Z).
B. Larmor and Rabi frequencies
The dependence of the band mixing on the channel
width is reflected on the g factors, and thus on the Lar-
mor and Rabi frequencies, which can be expressed in
terms of the quantities gα and g
′
α. Strong variations of
all these parameters show up at W = Wa (Fig. 7). In
particular, the relative change between gz and gy result
in strong variations of the optical angle θXR,max (see Eq.
13), which approaches the value of 90◦ where gy under-
goes a sign change. Also, the optimal field orientation
for the Z rotations varies from one in-plane axis to the
other, due to the different dependence of g′x and g
′
y on
the channel width [panel (b)].
The channel width significantly affects also the depen-
dence of the Rabi frequencies on the magnetic field ori-
entation (Fig. 8). The values of all the maxima (fXR,max,
fZR,max, f
XZ
R,max) display a non-monotonic dependence on
W , and present a maximum for W = Wa, i.e. for
a channel width that is slightly larger than its length
LQ = 10 nm. As the width approaches the value of




do θZR,max and θ
XZ
R,max. Therefore, unlike what happens
at larger and smaller values of W , the field orientations
that allow large values of one Rabi frequency don’t cor-
respond to vanishingly small values of the other one.
The present analysis leaves aside the role of decoher-
ence, whose specific features in these particular devices
are still unknown. In particular, the low-frequency elec-
trical noise might cause dephasing by inducing random
modulations of the energy gap between the logical states
|1,⇑〉 and |1,⇓〉. The dependence of the qubit coupling to
such environment on the device geometry and field orien-












































FIG. 8. Dependence on the magnetic field orientation of the
Rabi frequencies (a) fXR , (b) f
Z
R , and (c) f
XZ
R for different val-
ues of the channel width W , for VG = −0.6 V, δVG = 10 mV,
B = 1 T, and φ = 90◦. The plots include both the results
derived from the g-matrix approach (solid lines) and the nu-
merical results obtained directly from the k · p calculations
(symbols).
fZR . If this were the case, the above analysis should be
complemented with that of the qubit-environment cou-
pling, and fXZR should be replaced by a novel and more
comprehensive figure of merit, able of identifying optimal
operation points [43].
VI. CONCLUSION
In conclusion, we have investigated the possibility of
generating hole-spin qubits in a downscaled Si pMOS-
FET, derived from 22nm Fully-Depleted Silicon-on-
Insulator CMOS foundry technology. We find that these
devices indeed allow the formation of well-defined quan-
tum dots, for a realistic set of values of the applied
(sub-threshold) gate voltages. Besides, the application
of time-dependent voltages to the top gate allows one
to perform qubit rotations around two orthogonal axes,
with Rabi frequencies of the order of 102 MHz (at 1 T).
Despite the fact that the two rotations display comple-
mentary dependencies on the magnetic field orientation,
good trade-offs have been identified, demonstrating the
possibility of efficiently implementing the two qubit ro-
tations within the same geometry. All the relevant quan-
tities display a strong and non-monotonic dependence
on the relative strength of the spatial confinement along
the in-plane directions (length and width of the Si chan-
nel). In particular, for a channel width that is slightly
larger than its length, a clear transition is observed in the
ground-state properties, and is accompanied by a strong
increase in the values of the maximal Rabi frequencies,
which are obtained in the same range of magnetic field
orientations.
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APPENDIX A: TCAD SIMULATIONS
The confining potential U(r), has been computed with
the TCAD software Ginestra®, a novel multiphysics and
multiscale Material-Device Simulation Platform, which
establishes a functional link between material properties
and device electrical performances. Ginestra®relies on
a kinetic Monte-Carlo engine and a solid physical de-
scription of the most relevant charge-transport (drift-
diffusion, thermoionic emission at the interface between
two media and generation/recombination rates) and ma-
terial modifications mechanisms (degradation, polariza-
tion, phase change, and more) occurring during device
operation. Accounting for the material properties, dop-
ing profile, and electrical parameters, the confining po-
tential has been computed in the whole device and then
extracted on the region of interest relative to the Si chan-
nel under the gate stack (see Fig. 2). The software
computes the electrostatic potential by solving the Pois-
son and charge continuity equations, accounting for lo-
cal electric fields, temperature and material parameters.
One major advantage in using Ginestra®is related to the
capability to solve electrostatic equations even in a very
low-temperature regime, reaching convergence in numeri-
cal calculations down to 1K and below, which is the range
of temperatures involved in this study. Another impor-
tant feature of the Ginestra®software, lies in the capa-
bility of accounting for a discrete description of defects
which may be present in the gate stack or in other insu-
lating regions of the device and represent an important
contribution to electrostatics and transport modification
(trap-assisted-tunneling). As a matter of fact, noise, vari-
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ability and reliability are generated by the presence of un-
wanted and unavoidable defects, which may influence the
electrical properties of the device, including the quantum
confining potential.
APPENDIX B: MULTIBAND CALCULATION OF
THE HOLE STATES
The hole states are obtained by diagonalizing a 6 band
Lüttinger-Kohn envelope function Hamiltonian Hk·p,
which accounts for the coupling between the heavy-hole
(J = |M | = 3/2), light-hole (J = 3/2, |M | = 1/2), and






































the Hamiltonian reads [37]:
Hk·p =












































0 P + ∆SO

, (B1)
where ∆SO = 44 meV is the spin-orbit parameter in Si,






























3γ3(kx − iky)kz . (B5)
The presence of a confinement potential, resulting both
from the band offset in the heterostructure and from the
voltage applied to the top- and back-gates in the pMOS-
FET, is accounted for by adding the potential function
U(r) to all the diagonal elements in Hk·p.
The presence of a static magnetic field is accounted for
by the Hamiltonian term HB . This includes the Zeeman-
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2(κ+ 1)Bz − 1√2 (κ+ 1)B
∗












φ (2κ+ 1)Bφ −(2κ+ 1)Bz

,(B6)
where Bφ = Bx + iBy. Besides, we include the paramag-
netic (HB,P ) and the diamagnetic (HB,D) contributions.
These come from the substitution kα → kα+ e~Aα, where
A = − 12r × B is the vector potential associated with
the external magnetic field. The paramagnetic and dia-
magnetic Hamiltonians collect, respectively, the terms of
order 1 and 2 in the magnetic field B.
After the substitution of k → −i∇ in Hk·p and HB ,
one obtains a differential Schrödinger equation, which
we diagonalize in the basis |n, J,M〉, where |n〉 =
|nx, ny, nz〉 are the eigenstates of a three-dimensional
harmonic oscillator with mass m0/γ1 and optimized val-
ues of the angular frequencies ωα.
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APPENDIX C: RABI FREQUENCIES
For the sake of the following discussion, it is convenient




|ψbm,ξ〉 ⊗ |b〉 , (C1)
where |ψbm,ξ〉 are the unnormalized and (in general) non-
mutually orthogonal envelope functions of the hole eigen-
state corresponding to the band b = (J,M). At zero
magnetic field, the two eigenstates |m, ξ〉 that belong to
the m-th doublet are one the time-reversal conjugate of
the other: |m,⇑〉 = Θ|m,⇓〉 and |m,⇓〉 = −Θ|m,⇑〉.




Since the potential operator is diagonal with respect to
the band index, one can always express the overall Rabi
frequency as the algebraic sum of six contributions, each








From the above Eqs. (C1-C2) it follows that fXR vanishes
identically in the zero-field limit, because the contribu-
tions (J,M) and (J,−M) cancel each other.
Along the same lines, one can show that also fZR van-
ishes identically in the zero-field limit. In fact, from Eq.







〈ψb1,⇑|δU |ψb1,⇑〉 − 〈ψb1,⇓|δU |ψb1,⇓〉
)∣∣∣∣∣ (C4)
it follows that the terms corresponding to ξ =⇑ and ξ =⇓,
for each (J,M), cancel each other.
Finally, the above Eqs. (C3-C4) allow one to esti-
mate the direct contribution of each band to the Rabi
frequencies. In particular, the direct contribution of the
split-off band is given by the terms in that correspond to
b = (1/2,±1/2). The indirect contribution of the split-
off bands results instead from their effect on the mixing
between the light- and heavy-hole bands in the ground
states.
APPENDIX D: LARMOR AND RABI
FREQUENCIES IN THE g-MATRIX FORMALISM




µBσ · ĝ(VG) ·B , (D1)
where σ is the vector formed by the Pauli matrices. The
g tensor depends on the confinement potential and thus
(crucially) also on the top-gate voltage VG. It can be de-





Re[〈⇓|Mx|⇑〉] Re[〈⇓|My|⇑〉] Re[〈⇓|Mz|⇑〉]Im[〈⇓|Mx|⇑〉] Im[〈⇓|My|⇑〉] Im[〈⇓|Mz|⇑〉]
〈⇑|Mx|⇑〉 〈⇑|My|⇑〉 〈⇑|Mz|⇑〉
 .
The components Mχ = ∂HB/∂Bχ and the Pauli matrices
are defined with respect to an arbitrary chosen reference
frame and basis of hole states {| ⇑〉, | ⇓〉} (belonging to
the zero-field ground doublet). For small amplitudes of
the oscillating gate potential (|δVG|  |VG|), the first





[ĝ(VG + δVG)− ĝ(VG)] . (D2)
With respect to the so-called principal magnetic axes
and for a suitable pair of qubit basis states, the g ma-
trix can be written in a diagonal form. Our calculations
show that the principal magnetic axes approximately co-
incide with the crystallographic directions [110], [110],
and [001], which coincide here with the coordinate axes
x, y, and z. The principal g factors are derived by diag-
onalizing the symmetric Zeeman tensor Ĝ = tĝ · ĝ, which
is derived from the field-induced splitting for 6 different
field orientations [20, 38]. The eigenvectors of Ĝ identify
the principal magnetic axes (at a given gate voltage),
while the eigenvalues provide the moduli (but not the
sign) of the principal g factors [44]. Here, for the calcu-
lations performed for B = 1 T and VG = −0.6, −0.8 V,
we find that the principal magnetic axes deviate from the
crystallographic ones [110] (x), [110] (y), and [001] (z) by
no more than 10−3 rad, and can thus be identified with
such axes.
The effective Hamiltonian can thus be expressed in
terms of the g factors gx, gy, and gz [Eq. (9)], and the
reference states |⇑〉 and |⇓〉 correspond to the qubit eigen-
states for a weak B field, oriented along the z axis. The
general expressions given in Eqs. (11-12) can be simpli-
fied by assuming that the field lies along one of the coor-
dinate planes. In particular, for φ = 90◦ (yz plane), the





|gyg′z − gzg′y|| sin θ cos θ|√
g2y sin
2 θ + g2z cos
2 θ
. (D3)
The derivative of the above fXR with respect to θ vanishes
for cos2 θ = |gx|/|gx + gz|, hence the condition given in
Eq. (13).
One can proceed along the same lines for the Rabi
frequency fZR . For φ = 90





|gyg′y sin2 θ + gzg′z cos2 θ|√
g2x sin




The angles corresponding to the maximum and to the
zero are readily found from Eq. (D4). The equations
that describe the dependence of fXR and f
Z
R on the field
orientation in the xz plane are derived from the above
ones by replacing gy and g
′
y with gx and g
′
x, respectively.
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