We study the asymptotics of the extended Moran model as the total population size N tends to infinity. Two convergence results are provided, the first result leading to discrete-time limiting coalescent processes and the second result leading to continuous-time limiting coalescent processes. The limiting coalescent processes allow for multiple mergers of ancestral lineages (Λ-coalescent). It is furthermore verified that any continuous time Λ-coalescent (with Λ any probability distribution) can arise in the limit. Typical examples of extended Moran models are discussed, with an emphasis on models being in the domain of attraction of beta coalescents or Λ-coalescents with Λ being log infinitely divisible.
Introduction
Cannings models [4, 5] are population models with non-overlapping generations and fixed population size N ∈ N := {1, 2, . . .}. These models are characterized by a family of random variables ν i (t), t ∈ Z := {. . . , −1, 0, 1, . . .}, i ∈ {1, . . . , N }, where ν i (t) denotes the number of offspring of individual i of generation t. It is assumed that for each generation t ∈ Z the offspring variables ν 1 (t), . . . , ν N (t) are exchangeable. We consider a particular subclass of Cannings population models in which in each generation t ∈ Z only one of the N individuals is allowed to have more than 1 offspring. More precisely, our model is defined in terms of a family of random variables U N (t), t ∈ Z, each taking values in {0, . . . , N }, as follows. For t ∈ Z and i ∈ {1, . . . , N } define Now let ν 1 (t), . . . , ν N (t) be a random permutation of µ 1 (t), . . . , µ N (t). For each fixed t ∈ Z the random variables ν 1 (t), . . . , ν N (t) are then exchangeable and we interpret ν i (t) as the number of offspring of individual i of generation t of a corresponding exchangeable Cannings model. It is assumed that, for each fixed N ∈ N, the random variables U N (t), t ∈ Z, are independent and identically distributed. We write ν i := ν i (0) and U N := U N (0) for convenience. The most celebrated example is the standard Moran model (see [16] or [7, p. 636 ]) corresponding to U N ≡ 2, in which one randomly selected individual has two offspring, one other randomly selected individual has no offspring and all the other N − 2 individuals have exactly one offspring. For U N ≡ 1 (and, by definition, as well for U N ≡ 0) we obtain the trivial model in which every individual has exactly one offspring. For U N ≡ N one randomly chosen individual is the parent of all the N children of the next generation. Eldon and Wakeley [6] focus on a model where U N takes the value 2 (standard Moran model) with high probability and a value of order N (corresponding to a large reproduction event) with complementary probability. Extended Moran models are briefly mentioned by Birkner and Blath [2] and Lessard [13] , and are a bit further analyzed in [9] . The main goal of this paper is to provide further insight in this subclass of Cannings models, in particular in the behavior of the model as the total population size N tends to infinity. Typically, for large population size, the ancestry of a sample of size n taken from some generation is well approximated by an n-coalescent with multiple collisions (Proposition 3.1 and Theorem 3.3), and essentially any such coalescent with multiple collisions can arise in the limit (Proposition 3.4). Similar results are known for related but different Cannings population models, for example models based on particular sampling schemes [22] and models based on certain conditioning procedures [9] . Our results heavily gain from the theory on Cannings models and from coalescent theory [15] . The paper is organized as follows. In Section 2 results are presented which hold for arbitrary but fixed population size N . The main Section 3 presents asymptotic results as the total population size N tends to infinity. Further examples are discussed in Section 4. As a side effect we provide in the appendix (Section 5) exact and asymptotic formulas for the total rates of arbitrary beta coalescents. We use the notation (x) k := x(x − 1) · · · (x − k + 1), x ∈ R, k ∈ N 0 , for the descending factorials, with the convention that (x) 0 := 1. Throughout the article B(., .) denotes the beta function and β(a, b) the beta distribution with parameters a, b ∈ (0, ∞). We furthermore write X d = Q if the random variable X has distribution Q.
Offspring, descendants, and ancestors
We start with expressing the joint offspring distribution of (ν 1 , . . . , ν N ) in terms of U N . Obviously, P(ν 1 = 1, . . . , ν N = 1) = P(U N ∈ {0, 1}). It is furthermore readily checked that
whenever there exists one index k ∈ {1, . . . , N } such that j k ∈ {2, . . . , N }, j l ∈ {0, 1} for all l ∈ {1, . . . , N } \ {k} and j 1 + · · · + j N = N . The marginal distribution of ν i , i ∈ {1, . . . , N }, is therefore given by
Let us briefly consider the model forwards in time. Take a sample of n ∈ {0, . . . , N } individuals from generation 0 and, for t ∈ N 0 , let X t denote the number of descendants of these n individuals t generations forwards in time. It is well known ([9, Example 2.2]) that the process X := (X t ) t∈N0 , called the forward process, is a time-homogeneous Markov chain with state space {0, . . . , N }, initial state X 0 = n. If U N ≥ 1 almost surely, then X has transition probabilities
(1) If P(U N = 0) > 0, then on the right hand side in (1) each U N has to be replaced by max(U N , 1). For our purposes it is more important to analyze the model backwards in time. Take a sample of n ∈ {1, . . . , N } individuals from generation 0, and for each t ∈ N 0 define a random equivalence relation R t = (N ) R (n) t such that, by definition, (i, j) ∈ R t if and only if the individuals i and j of the sample have a common parent t generations backwards in time. Since it is assumed that the random variables U N (t), t ∈ Z, are independent and identically distributed, the socalled ancestral process (R (n) t ) t∈N0 is a time-homogeneous Markov chain with state space E n , the set of equivalence relations on {1, . . . , n}. If the ancestral process is in a state ξ ∈ E n with i := |ξ| blocks, then the process moves to any equivalence relation η ∈ E n , which is obtained from ξ by merging exactly i − j + 1 ≥ 2 blocks of ξ (⇒ |η| = j), with probability
|η| = j ∈ {1, . . . , i − 1}, and the process stays in the state ξ with probability
From (2) and (3) it is readily checked that the backward process (Y
, which counts the number of ancestors, is a Markov chain with state space {1, . . . , n} and transition probabilities
in agreement with [9, Section 2] . In particular, the backward process moves from a state i ≥ 2 to the state 1 with transition probability
The extended Moran model has therefore coalescence probability c N :
Note that c N is the probability that two individuals, chosen at random from some generation, have a common parent. Depending on the choice of U N , the effective population size N e := 1/c N can be of very different nature. For example, if U N ≡ N , then N e = 1 for all N . On the other hand, since c N ≤ P(U N ≥ 2), N e can grow arbitrarily fast with N , namely when the probability P(U N ≥ 2) tends to 0 extremely fast as N → ∞.
Asymptotic results
In this section we are interested in the behavior of the model if the total population size N tends to infinity. It will turn out that, under mild conditions, the ancestral process of the extended Moran model can be approximated by a coalescent process with multiple collisions (Λ-coalescent). For fundamental information on Λ-coalescents we refer the reader to the papers of Pitman [18] , Sagitov [19] , and Schweinsberg [21] . For n ∈ N let n denote the restriction from E, the set of all equivalence relations on N, to E n . As in Definition 2.1 of [9] , we say that the considered population model is in the domain of attraction of a continuous-time coalescent process Π = (Π t ) t∈[0,∞) , if, for each sample size n ∈ N, the time-scaled ancestral process (R
Analogously, we say that the considered population model is in the domain of attraction of a discrete-time coalescent process (Π t ) t∈N0 , if, for each sample size n ∈ N, the ancestral process (R (n) t ) t∈N0 weakly converges to ( n • Π t ) t∈N0 as N → ∞. Remark. The measure Λ in Proposition 3.1 satisfies Λ({0}) = 0 and
Proof. The convergence U N /N → U in distribution as N → ∞ is equivalent to the convergence of all the moments 
Comparing with
Examples. Let U be a random variable taking values in [0, 1].
Suppose that
Thus, U N /N → U almost surely and Proposition 3.1 is applicable whenever E(U ) > 0.
2. Suppose that for each N ∈ N, conditional on U , U N has a binomial distribution with parameters N and U . Then,
where the S(k, l) are the Stirling numbers of the second kind. Since 0 ≤ U N /N ≤ 1, this convergence of moments is equivalent to the convergence U N /N → U in distribution as N → ∞. Again, Proposition 3.1 is applicable whenever E(U ) > 0. A canonical such sequence U 1 , U 2 , . . . of random variables can be constructed as follows. Let W 1 , W 2 , . . . be independent random variables (and independent of U ) and suppose that each W n is uniformly distributed on Obviously, there exist extended Moran models (take for example U N ≡ 2, the standard Moran model) satisfying U N /N → 0 in distribution as N → ∞. Proposition 3.1 is then not applicable. It turns out that in this situation, one has to compare the factorial moments E((U N ) k ) for k ≥ 2 with E((U N ) 2 ). We start with the following basic but fundamental observation.
Lemma 3.2
The following four conditions are equivalent. 
Thus, U N /N → 0 in probability which implies (i). Therefore, the first three conditions are equivalent. Thus, it remains to verify that (iv) is equivalent to lim N →∞ E((U N /N ) 2 ) = 0. But this is clear, since the coalescence probability c N satisfies
We are now able to formulate the following theorem.
exist, then the extended Moran model is in the domain of attraction of a continuous-time Λ-coalescent, where Λ is a probability measure on [0, 1] uniquely determined via its moments
Remarks. 1. If φ 1 (3) = 0, then Λ = δ 0 is the Dirac measure at 0, so in this case the limiting coalescent is the Kingman coalescent [12] . 2. Condition (4) has the following probabilistic interpretation (see also the proof of Lemma 3.1 in [15] ): Let X N be a sort of size biased random variable with distribution
for all k ∈ N, and, hence, equivalent to the convergence X N /N → X in distribution for some random variable X taking values in [0, 1] with moments E(X k ) = φ 1 (k + 2), k ∈ N. The probability measure Λ occurring in Theorem 3.3 is the distribution of X.
A typical model which does not satisfy E(U N ) → ∞ is given as follows. For each N ∈ N let V N be a random variable having a beta distribution with parameters 1 and N . Define
Proof. (of Theorem 3.3) By Lemma 3.2, the assumption U N /N → 0 in distribution is equivalent to lim N →∞ c N = 0. In particular, under this condition, the extended Moran model cannot be in the domain of attraction of a discrete-time limiting coalescent. For k ∈ {2, 3 . . .} we have
Moreover, by definition, simultaneous multiple collisions do not occur in the extended Moran model, and, therefore, as also explained in the proof of Proposition 3.1, a potential limiting process can only allow for multiple collisions of ancestral lineages. It remains to apply well known convergence theorems from coalescent theory (see, for example, [15, Theorem 2
.1]). 2
It is natural to ask if any Λ-coalescent (with Λ being any probability measure on [0, 1]) can occur as a limiting process in Theorem 3.3. The following proposition answers this question positively. Proof. We essentially exploit the construction of a Cannings population model provided on p. 40 in [14] . Fix the probability measure Λ on [0, 1], let X be a random variable with distribution Λ, and let Π = (Π t ) t≥0 be a continuoustime Λ-coalescent. The basic idea (see Case 1 below) is to define U N to be the number of particles involved in the first collision event of the restricted coalescent ( N • Π t ) t≥0 . For N ∈ N and j ∈ {1, . . . , N − 1} we need to introduce
. . , N }, and the total rates
of the Λ-coalescent (see, for example, [18, Eqs. (4) and (6)]). Note that λ 2 = λ 22 = 1. It is readily checked that for arbitrary but fixed x ∈ (0, 1] the expression
Λ({0}) = 0. In the following it is assumed without loss of generality that N ≥ 2. Let ξ ∈ E N be an equivalence relation having j := |ξ| < N equivalence classes (blocks) and having exactly one block of size greater than 1. The restricted coalescent ( N • Π t ) t≥0 jumps at its first jump time
for all k ∈ {2, . . . , N } and all ξ ∈ E k with j := |ξ| < k and such that ξ has exactly one block of size greater than 1. There exists the following alternative representation of (5) 
The right-hand sides in (5) and (6) coincide, in particular for j = 1, which yields
In particular, for k ∈ {2, 3, . . .} and all N ≥ k, the quantity
does not depend on N . In order to finish the proof, two cases are distinguished.
Thus (see also Lemma 3.2), the conditions of Theorem 3.3 are satisfied with
In other words, we define an extended Moran model for which the number of offspring U N coincides pathwise with the size µ 1 (N ) of the largest block of the state of the restricted Λ-coalescent ( N • Π t ) t≥0 after its first jump. By (8) , the limiting continuous-time coalescent arising in Theorem 3.3 has characterizing measure Λ. Note that U N has distribution
For further properties of U N we refer the reader to the following remark and the examples thereafter.
Case 2. Suppose that Λ({0}) = 0 and that
Again, by (8), the limiting continuous-time coalescent arising in Theorem 3.3 has characterizing measure Λ. 2
Remark. (Further properties of U N ) By (9), the random variable U N := µ 1 (N ) constructed in Case 1 of the previous proof has mean
By (7), the higher factorial moments of U N are
Alternatively, (10) can be also deduced directly from (9) . From (10) it follows in particular that the model has coalescence probability c 
Formulas for the total rates λ N , N ∈ N, are provided in the appendix (Section 5). In order to determine the behavior of the distribution (11) for large N three cases need to be distinguished.
Case (i): If a < 2, then it follows from (11) and Corollary 5.1 that U N → U in distribution, where U is a random variable taking the value j ∈ {2, 3, . . .} with probability
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The distribution of U (shifted by 1) occurs in a similar context in [10, p. 225] . Using (17) , it is easily seen that U is heavy tailed with P(U > j) = Γ(a + j − 1)/(Γ(a)Γ(j + 1)), j ∈ N, and P(U > j) ∼ 1/(j 2−a Γ(a)) as j → ∞. Note that
It is remarkable that the distribution of U does not depend on the parameter b.
Case (ii)
where U is beta distributed with parameters a − 2 and b.
Case (iii): If a = 2, then, by the remark after the proof of Proposition 3.4,
.
This asymptotics of the mean and the variance of U N however does not provide direct information on the limiting behavior of U N as N → ∞. Clearly, E((U N ) 2 )/(N ) 2 = 1/λ N → 0 as N → ∞, or, equivalently (see Lemma 3.2), U N /N → 0 in distribution as N → ∞. Based on the formula
for the distribution function of U N , it follows that
where U is uniformly distributed on the unit interval. Note that the latter convergence does not depend on the parameter b > 0. Two additional convergence results for U N are now provided for the situation when a = 2.
Corollary 3.5 If both N and b tend to infinity such that b/N → for some constant
. .} with normalizing constant c := log(1 + 1/ ) − 1/(1 + ), so L has a logarithmic distribution conditioned on being larger than 1.
2πx as x → ∞, it is readily checked that
where the last equality follows from (20) in the appendix. Thus,
For fixed parameter b we may also look at the thinned random variable
, which is as well intuitively clear since α N ∼ α/N is small for large N , so the binomial thinning V N = α N U N causes V N to have high mass at 0. The following lemma shows that conditioning V N to be not equal to 0 leads to a proper discrete limiting distribution.
Corollary 3.6 Let a = 2, fix α ∈ (0, ∞) and let α 1 , α 2 , . . . ∈ (0, 1) such that N α N → α as N → ∞. Then, the random variable V N := α N U N , conditional on V N > 0, converges in distribution as N → ∞ to q := (q 1 , q 2 , . . .), where q j := r j /r with r j := (α j /j!)
Proof. Conditional on U N , V N has a binomial distribution with parameters U N and α N . Therefore, for all j ∈ N 0 ,
Note that the last sum is finite since E((U N ) j+k ) = 0 for k > N − j. Since
follows from (12) that
and that
Note that
Moreover,
In particular,
Remark. 
. . , N }, and
as N → ∞. Moreover, the coalescence probability is given by
where
For arbitrary but fixed x ∈ (0, 1] the expression below the last integral is nondecreasing in N with limit 1/x 2 . Thus, by the monotone convergence theorem, θ N → (0,1] x −2 Λ(dx), which can be finite or infinite.
and, by (14) , c N → 0. Thus, the sequence (U N ) N ∈N satisfies the conditions of Theorem 3.3. If Λ has positive mass a := Λ({0}) ∈ (0, 1] at zero, then decompose Λ = aδ 0 + (1−a)Λ 0 , where Λ 0 is a probability measure having no mass at zero, and replace ν by ν(dx) := x −2 Λ 0 (dx) and the measure ν N in (13) by
. Then everything works in the same manner leading to
which diverges due to the fraction occurring after the constant a, for example whenever 
, and, hence, mean E(V N ) = p N (− log p N )/(1 − p N ) and higher moments
,
For N ≥ 2, the corresponding extended Moran model has coalescence probability
The distribution of U N is therefore related to the incomplete beta function and does not seem to simplify further. By construction, this extended Moran model is in the domain of attraction of the Bolthausen-Sznitman coalescent.
Further examples
Examples of extended Moran models are now studied which do not coincide with the constructions provided in Section 3, but nevertheless satisfy the assumptions of Theorem 3.3. 
, and it follows that
If, for example, P(A N ) = N −γ for some constant γ ∈ (0, ∞), then
Three cases are distinguished.
for all k ∈ {2, 3, . . .}. By Theorem 3.3, the extended Moran model is in the domain of attraction of a continuous-time Λ-coalescent with Λ(dx) := x 2 ν(dx) and ν(dx) := P V (dx)/E(V 2 ), where P V denotes the distribution of V .
and for k ∈ {3, 4, . . .} it follows that
By Theorem 3.3, the model is in the domain of attraction of a continuous-time Λ-coalescent with
The model is hence in the domain of attraction of the Kingman coalescent.
Remarks. 1. Eldon and Wakeley [6, Eq. (7)] study the particular model in which P(A N ) = N −γ for some constant γ ∈ (1, ∞) and V ≡ ψ is equal to a given constant ψ ∈ [0, 1]. 2. The asymptotics of the model in the previous example depends on how fast the probabilities P(A N ) tend to zero. For example, if P(A N ) = λ −N for some constant λ ∈ (0, ∞), then, by (15) 
Thus, φ 1 (3) = 0 and the model is in the domain of attraction of the Kingman coalescent. Intuitively, since P(A N ) tends to zero very fast, extreme reproduction events are very rare. For large N the standard Moran model dominates leading to the Kingman coalescent. In contrast, if P(A N ) tends slowly to 0, say P(A N ) = (log N ) −β for some constant β > 0, then, by (15) ,
We are hence essentially in the same situation as in Case 1 of the previous example. The model is in the domain of attraction of a continuous-time Λ-coalescent with Λ defined as in Case 1 of the previous example. 
We are therefore in principle in the situation of Theorem 3.3. We now discuss some particular choices for V N .
(i) Let (p N ) N ∈N be a sequence of real numbers satisfying 0 < p N ≤ 1 for all
Thus, φ 1 (3) = 0 and, by the remark after Theorem 3.3, the model is in the domain of attraction of the Kingman coalescent.
(ii) Suppose that V N is beta distributed with parameters a N , b N > 0. Then 
In particular, V N → 0 in distribution as N → ∞. Let X N be the second order size-biased of V N . For some more information on size-biasing and its relation to renewal processes we refer the reader to [1] and [17] . We have
where X denotes the second order size-biased of W .
By Theorem 3.3, choosing U N as just described, we are led to a continuous-time Λ-coalescent, with Λ being the distribution of X. Note that Λ({0}) = 0.
(iv) Consider the previous case (iii) and assume in addition that Z is infinitely divisible, or, equivalently, that W = e −Z is log infinitely divisible. Then, φ(η) = e −γψ(η) for all η ∈ [0, ∞), where γ > 0 and ψ is some Laplace exponent. Note that ψ(0) = 0 and that ψ is completely monotone on (0, ∞). Let us distinguish two cases. a) Suppose first that Z is compound Poisson, so W is log compound Poisson. Then ψ(η) = 1 − h(η), where h is completely monotone with h(0) = 1 and h(∞) := lim η→∞ h(η) = 0. Thus, φ(∞) := lim η→∞ φ(η) = e −γ meaning that W has an atom at 1 with P(W = 1) = e −γ . In this case, we have
where g(η) := h(η + 2)/h(2) is completely monotone with g(0) = 1 and g(∞) = 0. We therefore obtain a log compound Poisson Λ-coalescent whose moment function of X d = Λ is compound Poisson with rate γh(2) and jump height Laplace transform g. Note that Λ({1}) = e −γh(2) > 0. b) Suppose now that Z is infinitely divisible but not in the compound Poisson class (any such Z is classically obtained as a weak limit of a compound Poisson sequence). Then, φ(η) = e −γψ(η) for all η ∈ [0, ∞), where the Laplace exponent ψ satisfies ψ(∞) = ∞. Then W has no more an atom at 1. In this latter case
where ψ(η) := ψ(η + 2) − ψ(2) is a new Laplace exponent. Note that ψ(0) = 1, ψ(∞) = ∞, and that ψ is completely monotone. We get a log infinitely divisible Λ-coalescent whose moment function of X d = Λ is log infinitely divisible as before, but not in the compound Poisson class. Note that Λ has no atom at 1. In order to give a concrete example suppose that X d = β(a, b) is beta distributed with parameters a, b > 0. It is known [11] that X is log infinitely divisible. If a > 2 and b > 0, the β(a, b)-coalescent can be produced as described above
In (iii) and (iv) we exhibited sequences U N satisfying U N /N → 0 in distribution as N → ∞ as a result of the law of V N being a mixture of δ 0 and the law of some (0, 1]-valued random variable W N . In (iv) we were led to Λ-coalescents with Λ being log infinitely divisible. Let us now present a special family of log infinitely divisible coalescents for which U N = V N N with the property V N → 0 in distribution as N → ∞, but without V N having mass at 0.
(v) Fix γ ∈ (0, ∞) and let (α N ) N ∈N be a sequence of positive real numbers satisfying α N → 0 as N → ∞. Suppose that − log V N is gamma distributed with shape parameter γ and scale parameter α N , so − log V N has density x →
. .}. By Theorem 3.3, the model is in the domain of attraction of a continuous-time Λ-coalescent with Λ being a loggamma distribution with parameters γ and 2 of the form
This example can be extended as follows. Suppose that V N has moments
, where ψ is the Laplace exponent of some infinitely divisible distribution on (0, ∞). Note that − log V N is infinitely divisible, since it is distributed as Z 1 , where (Z t ) t≥0 := (X Yt ) t≥0 is the subordinator obtained by subordinating the subordinator (X t ) t≥0 with Laplace exponent ψ to the gamma subordinator (Y t ) t≥0 with parameters γ and α N . Suppose that ψ(η) > 0 for all η > 0. We have E(V x k−2 Λ(dx) = (ψ(2)/ψ(k)) γ , k ∈ {2, 3, . . .}. If X is a random variable with distribution Λ, then X has moments E(X k ) = (ψ(2)/ψ(k + 2)) γ = (1 +ψ(k)) −γ , k ∈ N 0 , whereψ(η) := ψ(η + 2)/ψ(2) − 1, η ∈ [0, ∞). In particular, − log X is infinitely divisible since the derivative ofψ is completely monotone. For example, if ψ(η) = η α for some constant α ∈ (0, 1], then [0, 1] x k−2 Λ(dx) = (2/k) αγ , k ∈ {2, 3, . . .} and Λ is the log-gamma distribution with parameters αγ and 2.
Appendix
In this appendix we provide exact and asymptotic formulas for the total rates λ N , N ∈ N, for the Λ-coalescent with Λ = β(a, b) being the beta distribution with arbitrary parameters a, b > 0. These formulas provide further insight not only in the structure of beta coalescents in general but also in the extended Moran model constructed in the proof of Proposition 3.4, since this model has effective population size N e = λ N .
Recall that all Λ-coalescents satisfy the consistency relation λ k+1 −λ k = kλ k+1,2 , k ∈ N. Therefore, for the β(a, b)-coalescent, we obtain 
provided that a ∈ {1, 2}. The particular cases a ∈ {1, 2} need to be handled separately. For a = 1, (a − 2)(a − 1) for 2 < a < ∞.
In particular lim N →∞ λ N = ∞ if and only if a ≤ 2.
Remark. In particular, for the β(2−α, α)-coalescent with parameter α ∈ (0, 2), which is the subject of particular studies in the literature, the total rates satisfy λ N ∼ N α /Γ(α + 1) → ∞ as N → ∞.
Proof. For a ∈ {1, 2}, (21) follows from (19) , (20) and Ψ(N ) ∼ log N , N → ∞.
If a ∈ {1, 2}, then apply the formula Γ(N + c) ∼ N c Γ(N ), N → ∞, c ∈ R, to the two gamma functions having N in their argument on the right hand side in (18) .
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