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Abstract
Jungck’s [G. Jungck, Compatible mappings and common fixed points, Int. J. Math. Math. Sci. 9
(1986) 771–779] notion of compatible mappings is further extended and used to prove some common
fixed point theorems for weakly compatible non-self mappings in complete convex metric spaces. We
improve on the method of proof used by Rhoades [B.E. Rhoades, A fixed point theorem for non-self
set-valued mappings, Int. J. Math. Math. Sci. 20 (1997) 9–12] and Ahmed and Rhoades [A. Ahmed,
B.E. Rhoades, Some common fixed point theorems for compatible mappings, Indian J. Pure Appl.
Math. 32 (2001) 1247–1254] and obtain generalization of some known results. In particular, a theo-
rem by Rhoades [B.E. Rhoades, A fixed point theorem for non-self set-valued mappings, Int. J. Math.
Math. Sci. 20 (1997) 9–12] is generalized and improved.
 2005 Elsevier Inc. All rights reserved.
Keywords: Common fixed point; Metrically convex metric space
1. Introduction
Let (X,d) be a complete metric space and CB(X) be the set of all non-empty closed
bounded subsets of X. Denote by H the Hausdorff metric induced by the metric d and for
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D(x,A) = inf{d(x, y): y ∈ A}.
Following the Banach contraction principle, Nadler [18] and Markin [17] first initiated
the study of fixed point theorems for multi-valued contraction self-mappings. Assad and
Kirk [4] first studied fixed point theorems for multi-valued contraction non-self mappings
in a complete metrically convex metric space (X,d), using the fact that if K is any non-
empty closed subset of X, then for each x ∈ K and y /∈ K there exists a point z ∈ ∂K (the
boundary of K) such that
d(x, z) + d(z, y) = d(x, y).
Jungck [11] initiated a study of common fixed points of commuting maps. Further,
Jungck [12] made a generalization of commuting maps by introducing the notion of com-
patible mappings. That notion, as well as its generalization, has proved useful in fixed point
theory (see, e.g., [13–16,19]).
Several authors have proved some fixed point or common fixed point theorems for self-
mappings (see, e.g., [5,17–20,23,24]), as well as for non-self mappings (see, e.g., [1–4,
6–10,21,22,24,25]). For applications some theorems on non-self mappings, cf. [2,25].
Recently Rhoades [22] gave a multi-valued version of his result [21] and ´Ciric´’s result
[6] for single-valued mappings. He proved the following theorem.
Theorem 1.1 (Rhoades [22]). Let (X,d) be a complete and metrically convex metric space
and K be a non-empty closed subset of X. If a mapping F :K → CB(X) satisfies the
following condition:
H(Fx,Fy) hmax
{
d(x, y)
a
,D(x,Fx),D(y,Fy),
D(x,Fy) + D(y,Fx)
a + h
}
(1.1)
for all x, y in K ⊆ X, where
0 < h <
−1 + √5
2
, a  1 + 2h
2
1 + h,
and Fx ⊆ K for each x ∈ ∂K , then F has a fixed point.
Generalizing the concept of compatible mappings, Pathak introduced the following no-
tion of weak compatibility.
Definition 1.1 (Pathak [19, Definition 3]). Two self mappings F and T of a metric space
(X,d) are T -weak compatible iff the following limits exist and satisfy:
(i) limn d(T Fxn,FT xn) limn d(FT xn,Fxn), and
(ii) limn d(T Fxn,T xn) limn d(FT xn,Fxn),
whenever {xn} is a sequence in X such that T xn → t , Fxn → t for some t in X.
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T -weak compatible if T Fx ∈ CB(X) for all x ∈ X and the following limits exist and
satisfy:
(i) limn H(T Fxn,FT xn) limn H(FT xn,Fxn), and
(ii) limn D(T Fxn,T xn) limn H(FT xn,Fxn),
whenever {xn} is a sequence in X such that Fxn → A ∈ CB(X) and T xn → t ∈ A.
Pathak [19] used Definition 1.2 to prove a coincidence point theorem (Theorem 2). We
modify Definition 1.2 and prove some common fixed point theorems. We give a definition
of weakly compatibility without hypotheses that T Fx ∈ CB(X) and A ∈ CB(X). Also,
mappings F :K → CB(X) and T :K → X are not necessarily self-mappings.
Definition 1.3. Let K be a non-empty subset of a metric space (X,d). Mappings F :K →
CB(X) and T :K → X are said to be weakly compatible on K if, for any sequences {xn}
and {yn} in K such that T xn ∈ K , Fxn ∩ K = ∅, the following limits exist and satisfy:
(i) lim supn→∞ D(Tyn,FT xn) lim supn→∞ H(FT xn,Fxn), and
(ii) lim supn→∞ d(T yn,T xn) lim supn→∞ H(FT xn,Fxn),
whenever yn ∈ Fxn ∩ K and limn d(yn, T xn) = 0.
Note that if F :X → X and T :X → X are self-mappings of X and lim sup is replaced
by lim, then Definition 1.3 reduces to Definition 1.1 of Pathak [19]. It is known [19] that
two compatible mappings are weakly compatible. Example 1 in [19] shows that the con-
verse is not true.
The purpose of this paper is to generalize the theorem of Rhoades [22] to common fixed
point theorems for weakly compatible multi-valued mappings F,G :K → CB(X) and a
single-valued mapping T :K → X satisfying the condition (2.1) below, analogous to (1.1),
but now with 0 < h < 2/3. To accomplish that, we improve on the method of proof used
by Rhoades [22] and Ahmed and Rhoades [2].
2. Results
Theorem 2.1. Let (X,d) be a complete and metrically convex metric space and K be a
non-empty closed subset of X. Let mappings F,G :K → CB(X) and T :K → X satisfy
the following condition:
H(Fx,Gy)
 hmax
{
d(T x,T y)
a
,D(T x,Fx),D(Ty,Gy),
D(T x,Gy) + D(Ty,Fx)
a + h
}
(2.1)
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0 < h <
2
3
, a  1 + 2h
2
1 + h,
and
(i) ∂K ⊆ TK , FK ∩ K ⊆ TK , GK ∩ K ⊆ TK ,
(ii) T x ∈ ∂K ⇒ Fx ⊆ K and Gx ⊆ K ,
(iii) {F,T } and {G,T } are weakly compatible mappings, and
(iv) T is continuous on K .
Then there exists a point z in K such that z = T z ∈ Fz ∩ Gz.
Proof. If F(K) ⊆ K , G(K) ⊆ K and T (K) ⊆ K , then theorem holds without the hy-
pothesis of convexity of X and under a contractive condition for F,G and T , weaker then
condition (2.1). The proof in that instance is much simpler, since Cases 2 and 3 do not
occur. We will give a proof under the hypotheses that each of the mappings F , G and T is
not necessarily a self-mapping.
Let x ∈ ∂K be arbitrary. We construct three sequences: {xn} ⊆ K , {zn} ⊆ K and {yn} ⊆
FK ∪ GK in the following way. Set z0 = x. Since z0 ∈ ∂K and ∂K ⊆ TK , there exists a
point x0 ∈ K such that T x0 = z0. From the implication T x0 ∈ ∂K ⇒ Fx0 ⊆ K and (i), we
conclude that there exists x1 ∈ K such that T x1 ∈ Fx0 ⊆ K . Set z1 = y1 = T x1. Let c be
any real number such that
1 < c and ch = t < 2
3
(2.2)
(for instance, c = 2/3−h). Since y1 ∈ Fx0 ∈ CB(X), from Nadler [18] there exists a point
y2 ∈ Gx1 such that
d(y1, y2) cH(Fx0,Gx1).
If y2 ∈ K , then y2 ∈ GK ∩ K . Thus from (i), y2 ∈ TK and so there is a point x2 ∈ K
such that T x2 = y2 = z2 ∈ Gx1.
If y2 /∈ K , then by z2 we denote a point in ∂K such that d(y1, z2) + d(z2, y2) =
d(y1, y2). Since z2 ∈ ∂K and ∂K ⊆ TK , there is a point x2 ∈ K such that T x2 = z2.
There are two possibilities:
d(z2, y2)
1
2
d(y1, y2),
or
d(z2, y1) <
1
2
d(y1, y2).
If the first possibility occurs, then we choose a point y3 ∈ Fx2 ⊆ K such that
d(y2, y3) cH(Gx1,Fx2). (2.3)
Since Fx2 ∈ FK ∩ K , from (i) there is a point x3 ∈ K such that T x3 = y3.
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can choose a point y3 ∈ Gx2 ⊆ K such that
d(y1, y3) cH(Fx0,Gx2). (2.4)
Since y3 ∈ GK ∩ K ⊆ TK , there is a point x3 ∈ K such that T x3 = y3.
Continuing in this manner we construct three sequences: {xn} ⊆ K , {yn} ⊆ FK ∪ GK
and {zn} ⊆ K ∩ TK such that:
(i) yn ∈ Fxn−1, or yn ∈ Gxn−1,
(ii) zn = T xn ∈ K ,
(iii) yn = zn if and only if yn ∈ K , and in this case yn+1 satisfies the following condition:
yn+1 ∈ Fxn and d(yn, yn+1) cH(Gxn−1,Fxn), if yn ∈ Gxn−1, or
yn+1 ∈ Gxn and d(yn, yn+1) cH(Fxn−1,Gxn), if yn ∈ Fxn−1,
(iv) yn = zn whenever yn /∈ K and then zn ∈ ∂K is such that
d(yn−1, zn) + d(zn, yn) = d(yn−1, yn)
and
(iv′) if d(zn, yn) d(yn−1, yn)/2, then:
if yn ∈ Fxn−1, then yn+1 ∈ Gxn and d(yn, yn+1) cH(Fxn−1,Gxn), or,
if yn ∈ Gxn−1, then yn+1 ∈ Fxn and d(yn, yn+1) cH(Gxn−1,Fxn),
(iv′′) if d(yn−1, zn) < d(yn−1, yn)/2, then:
if yn ∈ Fxn−1, then yn−1 ∈ Gxn−2 and yn+1 ∈ Fxn is such that
d(yn−1, yn+1) cH(Gxn−2,Fxn), or,
if yn ∈ Gxn−1, then yn−1 ∈ Fxn−2 and yn+1 ∈ Gxn is such that
d(yn−1, yn+1) cH(Fxn−2,Gxn).
Observation 2.1. If zn = yn, i.e., if zn ∈ ∂K and zn /∈ FK ∪ GK , then zn+1 = yn+1 ∈ K .
This implies that also zn−1 = yn−1 ∈ K , since otherwise zn−1 ∈ ∂K , which then implies
zn = yn ∈ Fxn−1 ⊆ K , or zn = yn ∈ Gxn−1 ⊆ K .
Now we wish to estimate d(zn, zn+1). If d(zn, zn+1) = 0 for some n, then it is easy
to show that zn+k = zn for all k  1. So we suppose that d(zn, zn+1) > 0 for all n. From
Observation 2.1 we conclude that there are three possibilities.
Case 1. Let zn = yn ∈ K and zn+1 = yn+1 ∈ K . Suppose, without loss of generality, that
zn = yn = T xn ∈ Fxn−1. Then zn+1 = yn+1 ∈ Gxn, zn−1 = T xn−1 (observe that not nec-
essarily is zn−1 = yn−1) and points yn and yn+1 are such that
d(yn, yn+1) cH(Fxn−1,Gxn).
Then from (2.1) and (2.2),
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 t max
{
d(T xn−1, T xn)
a
,D(T xn−1,Fxn−1),D(T xn,Gxn),
D(T xn−1,Gxn) + D(T xn,Fxn−1)
a + h
}
 t max
{
d(zn−1, zn)
a
, d(zn−1, zn), d(zn, zn+1),
d(zn−1, zn+1)
a + h
}
. (2.5)
Note that, if (2.1) holds for some h1 > 0, then it also holds for any h; h1  h < 2/3.
Thus we may suppose that 3/5 h < 2/3, which implies that 8/15 > 2h2/(1+h) 9/20.
Then 1/a < 3/4 and 1/(a + h) < 1/2. Thus from (2.1),
H(Fx,Gy) hmax
{
3d(T x,T y)
4
,D(T x,Fx),D(Ty,Gy),
D(T x,Gy) + D(Ty,Fx)
2
}
. (2.6)
From (2.5),
d(yn, yn+1) t max
{
d(zn−1, zn), d(zn, zn+1),
d(zn−1, zn) + d(zn, zn+1)
2
}
 t max
{
d(zn−1, zn), d(zn, zn+1)
}
.
Hence, as zn = yn, zn+1 = yn+1 and t < 2/3,
d(yn, yn+1) td(zn−1, zn). (2.7)
Note that (2.7) holds whenever yn = zn, without regard to yn+1 = zn+1, or yn+1 = zn+1.
From (2.7) immediately follows
d(zn, zn+1) td(zn−1, zn). (2.8)
Case 2. Let zn = yn ∈ K , but zn+1 = yn+1 /∈ K . Then zn+1 ∈ ∂K is such that d(yn, zn+1)+
d(zn+1, yn+1) = d(yn, yn+1). Thus d(zn, zn+1) = d(yn, zn+1) < d(yn, yn+1), and from
(2.7),
d(zn, zn+1) td(zn−1, zn). (2.9)
Case 3. Let zn = yn. Then zn ∈ ∂K , zn+1 = yn+1, zn−1 = yn−1 and
d(yn−1, zn) + d(zn, yn) = d(yn−1, yn). (2.10)
If we assume that d(zn, zn+1) d(yn−1, yn), then from (2.7),
d(zn, zn+1) td(zn−2, zn−1). (2.11)
Suppose now that
d(zn, zn+1) > d(yn−1, yn). (2.12)
From (2.10) there are two possibilities:
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1
2
d(yn−1, yn), or (2.13)
d(zn, yn−1) <
1
2
d(yn−1, yn). (2.14)
(3a) Suppose that (2.13) holds and, without loss of generality, assume that yn ∈ Fxn−1.
Then zn−1 = yn−1 = T xn−1 ∈ Gxn−2, yn = zn = T xn and, by construction of {yn} (see
(iv′)), it follows that zn+1 = yn+1 = T xn+1 ∈ Gxn, is such that
d(yn, yn+1) cH(Fxn−1,Gxn).
From (2.6) and (2.2),
d(yn, yn+1) cH(Fxn−1,Gxn)
 t max
{
d(T xn−1, T xn),D(T xn−1,Fxn−1),D(T xn,Gxn),
D(T xn−1,Gxn) + D(T xn,Fxn−1)
2
}
 t max
{
d(yn−1, zn), d(yn−1, yn), d(zn, zn+1),
d(yn−1, zn+1) + d(zn, yn)
2
}
. (2.15)
Since from (2.10) and (2.12),
d(yn−1,zn) < d(yn−1, yn) < d(zn, zn+1),
d(yn−1, zn+1) + d(zn, yn) d(zn, yn) + d(yn−1, zn) + d(zn, zn+1)
= d(yn−1, yn) + d(zn, zn+1) < 2d(zn, zn+1),
from (2.15),
d(yn, yn+1) td(zn, zn+1). (2.16)
Since zn+1 = yn+1, from (2.13), (2.16) and (2.7),
d(zn, zn+1) d(zn, yn) + d(yn, yn+1) 12d(yn−1, yn) + td(zn, zn+1)
 1
2
td(zn−2, zn−1) + 23d(zn, zn+1).
Hence
d(zn, zn+1)
3
2
td(zn−2, zn−1). (2.17)
Similarly, if yn ∈ Gxn−1, then one can show that (2.17) holds.
(3b) Consider now the second possibility; i.e., the case when (2.14) holds. We may as-
sume, without loss of generality, that yn ∈ Fxn−1. Then yn−1 ∈ Gxn−2 and by the construc-
tion of {yn} (see (iv′′)), zn+1 = yn+1 ∈ Fxn is such that d(yn−1, yn+1) cH(Gxn−2,Fxn).
From (2.6),
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 t max
{
3d(T xn−2, T xn)
4
,D(T xn−2,Gxn−2),D(T xn,Fxn),
D(T xn−2,Fxn) + D(T xn,Gxn−2)
2
}
 t max
{
3d(zn−2, zn)
4
, d(zn−2, zn−1), d(zn, zn+1),
d(zn−2, yn+1) + d(zn, yn−1)
2
}
. (2.18)
Since yn−1 = zn−1, from (2.14) and (2.7),
d(zn, yn−1) <
1
2
d(yn−1, yn)
1
2
td(zn−2, zn−1) <
1
3
d(zn−2, zn−1),
d(zn−2, zn) d(zn−2, zn−1) + d(yn−1, zn) < 43d(zn−2, zn−1),
d(zn−2, yn+1) d(zn−2, yn−1) + d(yn−1, yn+1).
Thus from (2.18),
d(yn−1, yn+1) t max
{
d(zn−2, zn−1), d(zn, zn+1),
2
3
d(zn−2, zn−1) + 12d(yn−1, yn+1)
}
. (2.19)
If we suppose that d(yn−1, yn+1) > t max{d(zn−2, zn−1), d(zn, zn+1)}, then from (2.19),
d(yn−1, yn+1) t
[
2
3
d(zn−2, zn−1) + 12d(yn−1, yn+1)
]
 2
3
td(zn−2, zn−1) + 13d(yn−1, yn+1)
and hence
d(yn−1,yn+1) td(zn−2, zn−1),
a contradiction. Thus,
d(yn−1, yn+1) t max
{
d(zn−2, zn−1), d(zn, zn+1)
}
. (2.20)
Using the triangle inequality, (2.14), (2.20) and (2.7),
d(zn, zn+1) d(yn−1,zn) + d(yn−1, yn+1)
 1
2
d(yn−1, yn) + d(yn−1, yn+1)
 1
2
td(zn−2, zn−1) + t max
{
d(zn−2, zn−1), d(zn, zn+1)
}
 1 td(zn−2, zn−1) + td(zn−2, zn−1) + 2d(zn, zn+1).2 3
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d(zn, zn+1)
3
2
td(zn−2, zn−1). (2.21)
Similarly, if yn ∈ Gxn−1, then (2.21) holds.
From (2.11), (2.17) and (2.21) we see that in Case 3,
d(zn, zn+1)
3
2
td(zn−2, zn−1) (2.22)
for all n 2.
From (2.8), (2.9) and (2.22) we conclude that in each of considered case, for all n 2,
d(zn, zn+1)
3
2
t max
{
d(zn−2, zn−1), d(zn−1, zn)
}
.
Now proceeding on the lines of ´Ciric´ [6] and using the fact that 3t/2 < 1, it can be
shown that the sequence {zn} is a Cauchy and hence converges to some point z ∈ K . Also,
as d(yn, yn+1) d(zn, zn+1), it follows that yn → z as n → ∞. For each yn denote by Yn
one of the subsets Fxn−1, or Gxn−1 which contains yn. Then H(Yn,Yn+1) hd(zn−1, zn)
(see (2.7) and (2.16)), or H(Yn−1, Yn+1) hmax{d(zn−2, zn−1), d(zn−1, zn)} (see (2.20)).
Since {zn} is a Cauchy sequence, it follows that {Yn} is a Cauchy sequence in the complete
metric space (CB(X),H ). Thus limn→∞ Yn = Y for some Y ∈ CB(X). Now we have
D(z,Y ) d(z, yn) + H(Yn,Y ) → 0 as n → ∞ (2.23)
and hence z ∈ Y .
By construction of {yn}, at least one of the subsequences {yn(j)} and {yn(k)}, defined by
yn(j) ∈ Fxn(j)−1 ∩K and yn(k) ∈ Gxn(k)−1 ∩K , respectively, is infinite. Suppose, without
loss of generality, that {yn(j)} is infinite. For convenience, denote yn(j), xn(j) and xn(j)−1
as yj , xj and xj−1, respectively.
Since T xn = zn ∈ K , T T xj and FT xj−1 are well defined. Set
Lj = D(Tyj ,FT xj−1), Rj = H(FT xj−1,Fxj−1).
Since yj ∈ Fxj−1, yj+1 ∈ Gxj (note that not necessarily yj+1 ∈ K). Then from (2.6),
Rj H(Yj ,Yj+1) + H(FT xj−1,Gxj )
H(Yj ,Yj+1) + hmax
{
d(T T xj−1, T xj ), d(T T xj−1, T yj ) + Lj ,D(T xj ,Gxj ),
D(T T xj−1,Gxj ) + D(T xj ,FT xj−1)
}
. (2.24)
Hence, as T xj = yj ∈ Fxj−1, yj+1 ∈ Gxj and Lj  d(T yj , yj ) + Rj ,
Rj H(Yj ,Yj+1) + 23 max
{
d(T T xj−1, yj ), d(T T xj−1, T yj ) + d(T yj , yj ) + Rj ,
d(yj , yj+1), d(T T xj−1, yj+1) + Rj
}
.
Hence
Rj  3H(Yj ,Yj+1)
+ 2(d(T T xj−1, yj ) + d(T T xj−1, T yj ) + d(T yj , yj )
+ d(yj , yj+1) + d(T T xj−1, yj+1)
)
.
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quence {Rj } is bounded. Thus lim supn Rj exists. Since F and T are weakly compatible,
and as T xj−1 = zj−1 ∈ K , yj ∈ Fxj−1 ∩ K and limn d(yj , T xj−1) = 0, from (i) and (ii)
in Definition 1.3,
lim sup
j→∞
Lj  lim sup
j→∞
Rj , (2.25)
lim sup
j→∞
d(T yj , T xj−1) lim sup
j→∞
Rj . (2.26)
Denoting lim supj→∞ Rj as R and taking the upper limit in (2.24), by (2.25) and (2.26)
we get R  2 max{R,R,0,R}/3. Hence R = 0. Then from (2.26), d(T z, z) = 0. Thus
z = T z.
From (2.6), as yj ∈ Fxj−1,
D(yj ,Gz)H(Fxj−1,Gz)
 hmax
{
d(T xj−1, z),D(T xj−1,Fxj−1),D(z,Gz),
D(T xj−1,Gz) + D(z,Fxj−1)
}
.
Taking the limit as j → ∞, and using (2.23),
D(z,Gz) 2
3
max
{
0,0,D(z,Gz),D(z,Gz) + 0}.
Hence D(z,Gz) = 0. Since Gz is closed, z ∈ Gz. From (2.1),
D(Fz, z)H(Fz,Gz) hmax
{
0,D(z,Fz),0,0 + D(z,Fz)}
and hence D(z,Fz) = 0. This implies z ∈ Fz, as Fz is closed. Thus
z = T z ∈ Fz ∩ Gz. 
We now prove a common fixed point theorem for continuous multi-valued and single-
valued mappings which satisfy the strict inequality (2.1) with h = 1. We need the following
definition.
Definition 2.1. Let K is a non-empty subset of a metric space (X,d). A mapping F :K →
CB(X) is said to be continuous if F : (K,d) → (CB(X),H) is continuous.
Theorem 2.2. Let (X,d) be a complete and metrically convex metric space and K a non-
empty compact subset of X. Let F,G :K → CB(X) and T :K → X be continuous non-self
mappings satisfying
H(Fx,Gy) <
2
3
max
{
3
4
d(T x,T y),D(T x,Fx),D(Ty,Gy),
D(T x,Gy) + D(Ty,Fx)
2
}
(2.27)
for all x, y ∈ K for which the right-hand side is positive. If the conditions (i)–(iii) of The-
orem 2.1 hold, then there exists a point z in K such that T z ∈ Fz ∩ Gz.
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R(x, y) = max
{
3
4
d(T x,T y),D(T x,Fx),D(Ty,Gy),
D(T x,Gy) + D(Ty,Fx)
2
}
.
Since F , G and T are continuous, R(x, y) and H(Fx,Gy) are continuous on K ×K . We
show that R(x, y) = 0 for some x, y ∈ K . Suppose, to the contrary, that R(x, y) > 0 for
each (x, y) ∈ K × K . Then the real-valued function
f (x, y) = H(Fx,Gy)
R(x, y)
is well defined. Since K × K is compact, there exists some (x0, y0) ∈ K × K such that
h = f (x0, y0) = max
{
f (x, y): (x, y) ∈ K × K}.
By (2.27), h < 2/3. Since H(Fx,Gy) f (x0, y0)R(x, y) for all x, y ∈ K , it follows that
H(Fx,Gy) hmax
{
3d(T x,T y)
4
,D(T x,Fx),D(Ty,Gy),
D(T x,Gy) + D(Ty,Fx)
2
}
,
where h < 2/3. From Theorem 2.1 there is a point z ∈ K such that z = T z ∈ Fz ∩ Gz.
Then R(z, z) = 0. Thus, our assumption that R(x, y) > 0 for all x, y in K is wrong. Let
z,u ∈ K be such that R(z,u) = 0. Then T z = T u, T z ∈ Fz and T u ∈ Gu. If we suppose
that T z /∈ Gz, then R(z, z) = D(T z,Gz) > 0. So from (2.27),
D(T z,Gz)H(Fz,Gz)
<
2
3
max
{
0,0,D(T z,Gz),D(T z,Gz) + 0},
a contradiction. Thus T z ∈ Gz. Therefore,
T z ∈ Fz ∩ Gz. 
In Theorem 2.1, if we set T = id (id: the identity mapping) and G = F , we obtain the
following corollary, which generalizes the Rhoades result in [22].
Corollary 2.3. Let (X,d) be a complete and metrically convex metric space and K a non-
empty closed subset of X. Let F :K → CB(X) be a non-self mapping satisfying
H(Fx,Fy) hmax
{
d(x, y)
a
,D(x,Fx),D(y,Fy),
D(x,Fy) + D(y,Fx)
a + h
}
,
for all x, y ∈ K , where 0 < h < 2/3, a  1 + 2h2/(1 + h).
If Fx ⊆ K for each x ∈ ∂K , then F has a fixed point.
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