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Abstract— The conventional interference cancel-
lation receiver is subject to performance degra-
dation due to incorrect decisions on interference
subtracted from the received signal. This paper
aims at deriving algorithms to improve the perfor-
mance of interference cancellation and channel es-
timation in an uncoded asynchronous DS-CDMA
system with orthogonal modulation. Two soft can-
cellation schemes, one based on maximum a poste-
rior (MAP), the other based on nonlinear minimum
mean square error (MMSE) criterion are presented
and proved to be superior to the conventional PIC
scheme with minor increase in complexity. Further-
more, the best system performance (2dB gain in a
21-user system) is observed when the derived soft
information is also used for channel estimation.
I. Introduction
The system under study is an uncoded asynchronous DS-
CDMA system with orthogonal signalling formats. The
transmitted chip sequence from a particular user is the
concatenation of one of M possible Walsh sequences (rep-
resenting the transmitted symbol) and a long scrambling
code. The Walsh (Hadamard) code is employed for com-
bining the advantages of spreading and coding to achieve
improved performance for spread spectrum (CDMA) sys-
tems. Due to the orthogonality of its codewords, it allows
for initial noncoherent detection when channel information
is not available.
A CDMA cellular communication system is inherently
interference limited. This is due to the difficulty of main-
taining orthogonality on the reverse link between code
channels used by independent mobile stations, which trans-
mit asynchronously. This form of interference limits the
uplink capacity severely. Very significant capacity gains
can be achieved if multiuser interference can be reduced,
or if joint detection of all users is employed. The aperiodic
nature of the long scrambling codes employed in this work
precludes the use of linear multiuser detection schemes
like linear MMSE detector and decorrelator, etc. due to
high computational complexity. Nonlinear cancellation al-
gorithms for M -ary orthogonal modulation in DS-CDMA
systems were proposed in several papers. For instance,
parallel and successive interference cancellation were pre-
sented in [1, 2]. The interference is estimated and sub-
tracted from the received signal before detection is done.
Iterative schemes for demodulating M-ary orthogonal sig-
nalling formats in DS-CDMA systems were proposed in
[3,4], using nonlinear MMSE and PIC, respectively. Time-
varying Rayleigh fading channel is assumed in those papers,
necessitating channel estimation for effective interference
cancellation.
The conventional interference cancellation receiver is
subject to performance degradation due to incorrect deci-
sions on interference that are subtracted from the received
signal. To prevent error propagation from the decision
feedback, soft interference cancellation was proposed, e.g.,
in [5,6] for convolutionally coded systems. In this case, the
soft information is readily available from the soft-output
channel decoder. For uncoded systems, the soft informa-
tion has to be derived by some other means. This paper
aims at deriving soft interference cancellation algorithms to
improve the performance of an orthogonal modulated asyn-
chronous DS-CDMA system without convolutional coding.
We then further extend the use of derived soft information
for channel estimation.
II. System Model and PIC Algorithm
Fig. 1 shows the signal path for the user k.
The kth user jth transmitted symbol is denoted by
ik(j) ∈ {1, 2, · · · ,M}, and is mapped into wk(j) ∈
{w1,w2, · · · ,wm, · · · ,wM}, which is one of the M orthog-
onal signal alternatives. The Walsh codeword wk(j) ∈
{+1,−1}M , is then repetition encoded into sk(j) ∈
{+1,−1}N so that each bit of the Walsh codeword is
spread (repetition coded) into Nc = N/M chips, and each
Walsh symbol is represented by N chips. The Walsh se-
quence sk(j) is then scrambled (randomized) by a scram-
bling code unique to each user to form the transmitted
chip sequence ak(j) = Ck(j)sk(j) ∈ {+1,−1}N where
Ck(j) ∈ {−1, 0,+1}N×N is a diagonal matrix whose di-
agonal elements correspond to the scrambling code for the
kth user’s jth symbol. The purpose of scrambling is to sepa-
rate users. In this paper, we focus on the use of long codes,
e.g., the scrambling code differs from symbol to symbol.
The baseband signal is formed by pulse amplitude mod-
ulating ak(j) with a unit-energy rectangular chip waveform
ψ(t). The baseband signal is then multiplied with a carrier
and transmitted over a Rayleigh fading channel with Lk re-
solvable paths, having time-varying complex channel gains
hk,1(t), hk,2(t), . . . , hk,Lk(t) and delays τk,1, τk,2, . . . , τk,Lk .
The received signal is the sum of K users’ signals plus ad-
ditive white complex Gaussian noise n(t). The received
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Fig. 1. Block diagram of the transmitter.
vector corresponding to the kth user’s jth symbol after fre-
quency down-conversion and chip matched filtering is de-
noted as r(k, j) and can be written in vector form as
r(k, j) = A(k, j)h(j) + n(k, j)
= Xk(j)hk(j) + ISI(k, j) + MAI(k, j) + n(k, j) ∈ CNk (1)
where the columns of the matrix A(k, j) are essentially
delayed versions of the transmitted chip sequences ak(j)
for k = 1, 2, · · · ,K, one column per path. The length
of the processing window Nk, is larger than the symbol
interval N to account for the asynchronous and multi-
path nature of the channel. The columns are weighted
together by h(j), whose elements are the path gains of all
users’ paths. The received vector r(k, j) can be written as
the sum of four terms: the signal of interest Xk(j)hk(j),
the intersymbol interference (ISI), the multiple access in-
terference (MAI), and the noise represented by n(k, j),
which is a vector of complex Gaussian noise samples with
zero mean and variance N0. The columns of the ma-
trix Xk(j) are essentially the shifted versions of the chips
due to the kth user’s jth symbol, one column per path
(the shift is determined by the path delay). The vector
hk(j) = [hk,1(jT ) hk,2(jT ) · · · hk,l(jT ) · · · hk,Lk(jT )]T
corresponds to the channel gains of the kth user’s paths, it
is a part of h(j).
The task of the receiver is to detect the information bits
from all users, i.e., detect ik(j) for k = 1, 2, . . . ,K given
the observation r(k, j). The decision on the kth user’s jth
symbol, is found as
iˆk(j) = arg max
m∈{1,2,··· ,M}
zk(m)
where zk(m) is the decision statistic from symbol matched
filter or multiuser detector (interference canceler in our
case), based on the condition that the mth Walsh sym-
bol is transmitted from user k. The conventional matched
filter based single user receiver has poor performance in
multiuser environment. Parallel interference cancellation
(PIC) was proposed, e.g., in [3] to compensate for the ef-
fect of MAI. The basic principle is that once the transmit-
ted signals are estimated for all the users at the previous
iteration, interference can be removed by subtracting the
estimated signals of the interfering users from the received
signal r(k, j) to form a new signal vector r′(k, j) for de-
modulating the signal transmitted from user k, i.e.,
r′(k, j) = r(k, j)− Aˆ(k, j)hˆ(j) + Xˆk(j)hˆk(j)
where r′(k, j) ∈ CNk denotes the interference canceled ver-
sion of r(k, j) after subtracting the contributions from all
the other users using decision feedback at the previous
stage. The vector Aˆ(k, j)hˆ(j) represents the estimated
contribution from all the users calculated by using the es-
timated data matrix Aˆ(k, j) and channel vector hˆ(j). The
vector Xˆk(j)hˆk(j) is the estimated contribution from all
paths of user k. The soft decision with PIC is formed as
zk(m) = Re{hˆ∗k(j)X∗k,mr′(k, j)} (2)
where Xk,m =
[
xk,1,m xk,2,m · · · xk,Lk ,m
]
, and xk,l,m
denotes the transmitted chip sequence due to the kth user’s
jth symbol from the lth path based on the hypothesis that
the mth Walsh symbol is transmitted.
III. Soft Interference Cancellation
In this section, we present soft PIC and channel esti-
mation (CE) algorithms. The rationale is that the hard
cancellation and CE tends to increase the interference and
propagate errors with incorrect decision feedback; while
with soft cancellation and CE, the soft estimate of an er-
roneously estimated symbol usually has small value, and
does not make much contribution to the feedback, there-
fore error propagation is avoided.
A. Soft PIC based on MAP algorithm
A posteriori log-likelihood ratio (LLR) for a transmitted
+1 and a transmitted −1 in the bit sequence {wnk (j)} given
received vector r(k, j) is defined as [7]
λ(wnk (j)) = ln
f(wnk (j) = +1|r)
f(wnk (j) = −1|r)
= ln
f(r|wnk (j) = +1)P (wnk (j) = +1)
f(r|wnk (j) = −1)P (wnk (j) = −1)
= ln
f(r|wnk (j) = +1)
f(r|wnk (j) = −1)
(3)
= ln
∑
m:wnk (j)=+1
f(r|wm)∑
m:wnk (j)=−1
f(r|wm) ≈ ln
maxm:wnk (j)=+1 f(r|wm)
maxm:wnk (j)=−1 f(r|wm)
(4)
where wnk (j) denotes the n
th bit of the codeword wk(j).
Equation (3) holds since bits +1 and −1, are equally
probable, i.e., P (wnk (j) = +1) = P (w
n
k (j) = −1), for
n = 1, · · · ,M . We denote m : wnk (j) = ±1 as the set
of Walsh codes {wm} that correspond to the code bit
wnk (j) = ±1. In the above equation, r can be replaced
by its interference canceled version r′k for better perfor-
mance. In case of perfect cancellation, r′k only contains
the contribution from the kth user plus original additive
Gaussian noise n ∈ CNk with PDF n ∼ CN (0, N0INk),
i.e., r′k = Xkhk + n. Therefore,
f(r′k|wm) =
1
(piN0)Nk
exp
(
−‖r
′
k −Xk,mhk‖2
N0
)
λ(wnk ) ≈ ln
maxm:wn
k
=+1 f(r
′
k|wm)
maxm:wn
k
=−1 f(r′k |wm)
=
2
N0
Re
{
h∗kX
+∗r′k − h∗kX−∗r′k
}
(5)
In (5), X+ denotes the Xk,m that corresponds to
maxm:wnk (j)=+1 f(r|sm), and X− is defined similarly. Com-
paring (5) with (2), one can see that the added complexity
by deriving soft values rather than making hard decisions
is minor. Once the LLR value is derived, the soft estimate
(expected value given the received observation) for each bit
of the Walsh codeword can be computed as
E[w
n
k (j)|r] = (+1)× P{wnk (j) = +1|r}
+ (−1)× P{wnk (j) = −1|r}
= (+1)
eλ(w
n
k (j))
1 + eλ(w
n
k (j))
+ (−1) e
−λ(wnk (j))
1 + e−λ(w
n
k (j))
= tanh{λ(wnk (j))/2} (6)
The soft estimate E [s
q
k| r] for each Walsh chip sqk, q =
1, · · · , N is derived by spreading (repetition encoding) the
soft bit of Walsh codeword E[wnk (j)|r], n = 1, · · · ,M . The
repetition factor is N/M . When E(sk|r), the soft estimate
of the transmitted sequence is available, we can carry out
soft cancellation. The new vector after soft cancellation
and decision statistic with MAP-PIC can be expressed as
r′k = r− E[y|r] + E[Xk|r]hˆk
zMAPk (m) = Re{hˆ∗kX∗k,mr′k} (7)
where E[y|r] = E[A|r]hˆ, and the columns of E[A|r],
E[Xk|r] are derived by scrambling E[sk|r] with Ck and
compensating with path delays.
B. Soft PIC based on nonlinear MMSE estimation
Nonlinear MMSE interference cancellation (NMIC) in
DS-CDMA systems with BPSK and M-ary orthogonal
modulation was proposed in [4], a multistage MMSE linear
interference canceler that minimizes the power of residual
cancellation error for each user was proposed to mitigate
the effect of incorrect cancellation. The algorithm was orig-
inally derived for a single path asynchronous channel. Here,
we extend its application to the multipath environments,
and derive a logarithmic version of the NMIC algorithm
which is suitable for practical implementation.
The composite received signal vector can be modeled as
the sum of signals from different users, i.e., r = r1 + r2 +
· · ·+rK +n. Minimizing the residual error for the kth user
is equivalent to minimizing E{‖rk − rˆk(yk)‖2}, where yk
is the matched filter (coherent version in our case) output
in vector form for the kth user, it is a sufficient statistic
for rk. The solution to this nonlinear MMSE estimation
problem is the conditional mean estimate
rˆk = E{rk|yk} =
M∑
m=1
bk,mXk,mhk
bk,m = P [ik(j) = m|yk ]
From the above equation, one can see that the MMSE es-
timate of rk is a weighted sum of all the M orthogonal
signals. The interference canceled vector is obtained as
r′k = r−
∑
i6=k
rˆi = Xkhk + rc + n = Xkhk + w
where rc stands for cancellation residual, and the vector w
is defined as w = rc + n. The m
th element of yk, denoted
by yk,m is formed by
yk,m = (Xk,mhˆk)
∗r′k ≈ (8){∑Lk
l=1 ‖xk,l,mhk,l‖2 +
∑Lk
l=1(xk,l,mhk,l)
∗w if ik(j) = m,∑Lk
l=1(xk,l,mhk,l)
∗w if ik(j) 6= m.
=
{
NPk + w if ik(j) = m,
w if ik(j) 6= m.
(9)
where Pk =
∑Lk
l=1 |hk,l|2 stands for the instantaneous
(and time-varying) received power for the kth user and
w =
∑L
l=1(xk,l,mhk,l)
∗w stands for the noise plus resid-
ual interference component in the decision statistic. Pro-
vided that the processing gain and the number of users
are large, we can model w as complex Gaussian random
variable w ∼ CN (0, σ2w). The approximation in (8) is
due to the facts that perfect channel estimation is as-
sumed so that hˆk = hk and that the autocorrelation of
the same user’s scrambling codes is assumed to approx-
imate delta function so that the cross-correlation terms
(xk,i,mhk,i)
∗xk,j,mhk,j , i 6= j approximate zero and can
be omitted.
The conditional pdf is thus
f(yk|ik(j) = m)
=
1
(piσ2w)
M
exp

−|yk,m −NPk|2σ2w −
M∑
j=1
j 6=m
|yk,j |2
σ2w


=
1
(piσ2w)
M
exp

−N2P 2k + 2NPk Re{yk,m}
σ2w
−
M∑
j=1
|yk,j |2
σ2w


(10)
Note that
f [ik(j) = m|yk ] = f [yk|ik(j) = m] · P [ik(j) = m]
f [yk]
f [yk] =
M∑
q=1
P [ik(j) = q] · f [yk|ik(j) = q]
P [ik(j) = 1] = · · · = P [ik(j) = M ] = 1
M
and combine the above equations with (10), yielding
bk,m = P [ik(j) = m|yk] = f [yk|ik(j) = m]∑M
q=1 f [yk|ik(j) = q]
=
exp
[
−N2P 2k
σ2w
]
· exp
[
2NPk Re{yk,m}
σ2w
]
exp
[
−N2P 2k
σ2w
]
·∑Mq=1 exp [ 2NPk Re{yk,q}σ2w
]
=
exp
[
2NPk Re{yk,m}/σ2w
]
∑M
q=1 exp [2NPk Re{yk,q}/σ2w]
(11)
If rc = 0, i.e., the cancellation residual is neglected
by assuming perfect cancellation, the noise plus inter-
ference variance can be approximated as σ2w ≈ σ2n =
N
∑Lk
l=1 |hk,l|2N0 = PkNN0, leading to the solution
bk,m =
exp
[
2NPk Re{yk,m}
σ2n
]
∑M
q=1 exp
[
2NPk Re{yk,q}
σ2n
] = exp
[
2NPk Re{yk,m}
PkNN0
]
∑M
q=1 exp
[
2NPk Re{yk,q}
PkNN0
]
=
exp[2 Re{yk,m}/N0]∑M
q=1 exp[2 Re{yk,q}/N0]
(12)
Unfortunately, we found out that direct implementation
of (12) leads to a numerically unstable algorithm, which
was not pointed out in [4]. The problem can be tackled
by performing the MMSE estimation in the log domain,
similar to the idea presented in [8] for iterative decoding.
With Log-NMIC algorithm, the coefficient bk,m associated
with each orthogonal component is calculated as
bk,m = e
2 Re{yk,m}
N0
−max∗
“
2 Re{yk,1}
N0
,··· ,
2 Re{yk,M}
N0
”
(13)
where the function max∗() is defined as
max∗(x, y) = ln(ex + ey) = max(x, y) + ln(1 + e−|x−y|)
which is max operation compensated with a correction
term ln(1 + e−|x−y|). Also
max∗(x, y, z) = max∗[max∗(x, y), z]
The NMIC algorithm can be expressed as
rˆi = E{ri|yi} =
M∑
m=1
bi,mXi,mhi; r
′
k = r−
∑
i6=k
rˆi;
zNMICk (m) = Re{yk} = Re{hˆ∗kX∗k,mr′k} (14)
The above scheme assumes perfect cancellation and zero
cross-correlation which is not the case in practice and leads
to suboptimal solution. Now, we derive an adaptive algo-
rithm [4] that takes the imperfect cancellation and non-zero
cross-correlation into account and adaptively estimates the
noise plus interference variance σ2w. We know that
E[‖yk‖2] =
M∑
q=1
E[|yk,q |2] = N2 E[P 2k ] +Mσ2w
Therefore
σ2w =
E[‖yk‖2]−N2 E[P 2k ]
M
The performance of NMIC algorithm can be improved if
σ2n in (12) is replaced by σˆ
2
w , which is adaptively estimated
by averaging
‖yk‖
2−N2P 2k
M
over the whole block of symbols.
This leads to adaptive Log-NMIC algorithm
bk,m = e
2 Re{yk,m}
σˆ2w/NPk
−max∗
„
2 Re{yk,1}
σˆ2w/NPk
,··· ,
2 Re{yk,M}
σˆ2w/NPk
«
(15)
C. Soft channel estimation
The soft linear MMSE estimate (approximate version) of
h is formulated as
hˆsoft = Pˆ
∗
E[A
∗|r](E[A|r]PˆE[A∗|r] +N0I)−1r (16)
where P = E[hh∗] = diag(P¯1,1, P¯1,2, · · · , P¯k,l, · · · , P¯K,LK ),
and P¯k,l is the average received power from the k
th user’s
lth path. E[A|r] is soft estimate of A derived based
on (6) for MAP-PIC as explained in Section III-A. For
the NMIC algorithm, we replace (6) with E[wnk (j)|r] =∑M
m=1 bk,mw
n
m. The rest of the derivation is the same.
If E[A|r] is not available, we replace it with Aˆ in equa-
tion (16), leading to the hard version of the LMMSE chan-
nel estimator which is used in the conventional PIC
hˆhard = Pˆ
∗Aˆ∗(AˆPˆAˆ∗ +N0I)
−1r (17)
IV. Numerical Results
In our simulations, each user transmits one of M = 8
Walsh codes spread to a total length of N = 64 chips.
The effective spreading of the system is N/ log2M = 64/3
chips per bit. Different users are separated by different
scrambling codes Ck(j) which are random, and differ from
symbol to symbol. Channels are independent Rayleigh
fading channels with the classical “bath tub” power spec-
trum. That is, the channel gain hk,l(t) is a complex
circular Gaussian process with autocorrelation function
E[h∗k,l(t)hk,l(t + τ)] = Pk,lJ0(2pifdτ) where fd is the max-
imum Doppler frequency, J0(x) is the zeroth order Bessel
function of the first kind. The Doppler shifts on each of
the multipath components are due to the relative motion
between the base station and mobile units. Here, the nor-
malized Doppler frequency is assumed to be fdT = 0.01.
The number of users is K = 21, which means a fully loaded
system. The simulation results are averaged over random
distributions of fading, noise, delay, and scrambling code
through numerous Monte-Carlo runs.
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Fig. 2. Performance of different IC schemes. The curves are plotted
for the 7th stage IC.
For simplicity, the simulated system is assumed to be
chip-synchronous, i.e., all path delays are assumed to be
multiples of Tc. However, the system is asynchronous on
the symbol level. Perfect slow power control is assumed
in the sense that P¯k =
∑Lk
l=1 P¯k,l, the average received
power, is equal for all users. The channel coefficients are
normalized so that each user has unity gain, i.e., P¯k =∑Lk
l=1 P¯k,l = 1. The number of multipath channels Lk is
set to be 3, (Lk = L = 3) for all k.
The noncoherent matched filter [3] is used for the first
stage of the PIC scheme to account for the fact that channel
estimates are not yet available at the initial stage. In the
following stages, both interference cancellation and channel
estimation are carried out in decision directed mode using
the detected data from the previous iteration.
The conventional PIC and the proposed soft PIC algo-
rithms are compared numerically in Fig. 2. As indicated
by the figure, the soft cancellation alone yields limited per-
formance improvement, while the gain is much more ob-
vious when the soft channel estimation is performed in
conjunction with soft cancellation. Among the two soft
PIC algorithms, the adaptive Log-NMIC performs slightly
better than the MAP-PIC at low SNR; however, their per-
formance is essentially the same in high SNR region, both
achieve up to a 2dB gain compared to the conventional
PIC in a 21-user system. The performance of non-adaptive
NMIC is inferior to adaptive NMIC as well as MAP-PIC,
and is not shown here.
Fig. 3 shows the convergence property of the conven-
tional and soft PIC scheme (the MAP version). They both
take 6 or 7 iterations to converge. The gain at each itera-
tion becomes bigger as the SNR increases; the gap between
them increases as the iteration goes on. The conclusion is
that we need to perform enough stages and maintain a suf-
ficiently high SNR to be able to fully benefit from the soft
cancellation and soft channel estimation processes.
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Fig. 3. Convergence property of IC schemes. Topmost curve repre-
sents the noncoherent first stage and the second curve from top
represents the first stage IC, the bottommost curve represents the
7th stage IC.
V. Conclusions
In this paper, two soft cancellation schemes, one based
on the MAP criterion, the other based on the nonlinear
MMSE estimation are presented for an orthogonal mod-
ulated asynchronous DS-CDMA system without convolu-
tional coding. Simulation results show that they achieve
superior performance compared to the conventional PIC
using hard decision feedback and that the soft information
should be used for both interference cancellation and chan-
nel estimation in order to achieve the utmost performance.
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