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Polygon transformations based on taking the apices of similar tri-
angles constructed on the sides of an initial polygon are analyzed
as well as the limit polygons obtained by iteratively applying such
transformations. In contrast to other approaches, this is done with
respect to two construction parameters representing a base angle
and an apex perpendicular subdivision ratio. Furthermore, a com-
bined transformation leading to circulant Hermitian matrices is
proposed, which eliminates the rotational effect of the basic trans-
formation. A ﬁnite set of characteristic parameter subdomains is
derived forwhich the sequence converges to speciﬁceigenpolygons.
Otherwise, limit polygons turn out to be linear combinations of up
to three eigenpolygons. This leads to a full classiﬁcation of circu-
lantHermitian similar triangles based polygon transformations and
their limit polygons. As a byproduct classical results as Napoleon’s
theorem and the Petr–Douglas–Neumann theorem can be easily
deduced.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Due to its geometric appeal and the underlying algebraic structures the transformation of a polygon
based on similar triangles constructed on each side of the polygon has fascinated mathematicians
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over a century [1]. By taking the apices of the similar triangles, one obtains a new polygon with
the same number n of vertices. Central results are for example Napoleon’s theorem [2,3], where an
arbitrary triangle is transformed within one step into an equilateral triangle, or the theorem given
by Petr [4], Douglas [5], and Neumann [6]. The latter is based on n − 2 transformation steps using
isosceles triangles with different apex angles taken from {2kπ/n | k = 1, . . . , n − 1} in each step and
results in a regular or star shaped polygon. These particular polygons, known as eigenpolygons or
fundamental polygons, play an important role since they build a natural basis for analyzing linear
polygon transformations based on circulant matrices [7].
As can be shown, the transformation schemes given by these two theorems use angles, which
force speciﬁc eigenvalues to become zero, hence, eliminating successively all except the remain-
ing eigenpolygons. The decomposition of a polygon into its eigenpolygons scaled by the associated
eigenvalues also plays a fundamental role in analyzing polygon sequences obtained by iteratively
applying the same transformation. Here, limit polygons depend on the dominant eigenvalues as is
proven in [8] giving also the possible types of asymptotical behavior of such sequences of transformed
polygons. In [9] it is shown that iteratively constructing isosceles triangles with base angle θ on the
sides of a polygon yields a sequence of polygons, which tends to a regular n-gon if π/(2n) < θ <
3π/(2n).
An alternative approach for analyzing sequences of polygons inscribed in a circle based on non-
negativematrices andMarkov chains is given in [10]. Transformations are based on taking subdivision
points on the sides of a polygon and backprojecting them on the initial circle and the results are used
in order to study the limit behavior of two iterative triangle transformations based on inscribed circles.
In contrast to previous approaches the authors analyzed in [7] limit polygons of the sequences
obtained by iteratively applying polygon transformations based on isosceles triangles with respect to
the base angle θ ∈ (0,π/2). This led to a full classiﬁcation of limit polygons extending the results of
[9] and yielded amore precise description of the periodic behavior by giving speciﬁc rotation angles if
compared to [8]. Following this parameter based approach, polygon transformations based on similar
triangles are analyzed in this paper for polygons with an arbitrary number n 3 of vertices. This is
done by using not only a given base angle θ ∈ (0,π/2), as in the case of isosceles triangles, but also a
subdivision ratio λ ∈ (0, 1) deﬁning the apex perpendicular.
In Section 2 the matrix representation of the linear transformation is derived with respect to the
construction parameters θ and λ. Furthermore, a combined transformation represented by a circulant
Hermitian matrix is deﬁned, which eliminates the rotational effect of the basic transformation. In
Section 3 it is shown that the theorems of Napoleon and Petr–Douglas–Neumann can be naturally
deduced by ﬁnding the roots of an explicit representation of the eigenvalues and that there are no
other parameter combinations leading to equivalent construction schemes. Additionally, eigenpoly-
gons, their basic properties, and the decomposition of polygons into eigenpolygons are described.
Sequences of transformedpolygons are analyzed in Section4. Explicit representations of theparameter
subdomains are derived, for which the sequence converges to speciﬁc eigenpolygons. Furthermore,
parameter sets of eigenvalue intersections are extracted, for which linear combinations of up to three
eigenpolygons occur as limit polygons. This leads to a full classiﬁcation of similar triangle based
transformations with respect to the construction parameters and the resulting limit polygons. Section
5 summarizes the results obtained and points out the applicability of such transformations in mesh
smoothing.
2. Polygon transformations based on similar triangles
Let z(0) = (z(0)0 , . . . , z(0)n−1)t ∈ Cn denote an arbitrary polygon in the complex plane with n 3
vertices z(0)μ using zero-based indicesμ ∈ {0, . . . , n − 1} and sides z(0)μ z(0)(μ+1)mod n oriented according
to the order of vertices given by the vector z(0). The basic idea is to transform such a polygon by
constructing equally oriented similar triangles on each side and taking the apices of these triangles
which leads to a new polygon with n vertices. In order to analyze this kind of transformation, two
parameters λ and θ are introduced, which uniquely deﬁne the similar triangles.
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Fig.1. Initialpolygon z(0) (black),G− transformedpolygon z(1/2) = M−z(0) (blue), andG+ transformedpolygon z(1) = M+z(1/2)
= Mz(0) (red).
Here λ ∈ (0, 1) represents the subdivision ratio used for all sides. At each subdivision vertex
λz(0)μ + (1 − λ)z(0)(μ+1)mod n a perpendicular is constructed to the right of the directed side on which
the apex z
(1/2)
(μ+1)mod n is chosen in such away that the triangle side z(0)μ z
(1/2)
(μ+1)mod n and the polygon side
z(0)μ z
(0)
(μ+1)mod n enclose a predeﬁned angle θ ∈ (0,π/2). Since the associated height is deﬁned by the
length of the side times (1 − λ) tan θ , it holds that the apex is given by
z
(1/2)
(μ+1)mod n = wz(0)μ + (1 − w)z(0)(μ+1)mod n, (1)
with the complex weight w := λ + i(1 − λ) tan θ depending on the parameters θ and λ.
Hence, the linear transformation G− mapping the polygon z(0) to the associated polygon z(1/2) of
apices can be represented by the (n × n)-matrixM− with entries
(M−)μ,ν :=
⎧⎨⎩
1 − w if μ = ν ,
w if μ = (ν + 1)mod n,
0 otherwise,
using zero-based indices μ, ν ∈ {0, . . . , n − 1}. That is z(1/2) = M−z(0).
This is depicted in Fig. 1 usingλ = 1/3 and θ = π/4. Starting from the initial polygonwith vertices
z(0)μ ,marked by a black drawn through line, the construction is performed according to (1). This leads to
the polygon of apices z
(1/2)
μ marked by a blue drawn through line. In both cases only some sides of the
polygon are depicted in order to simplify the ﬁgure. Gray arcs indicate angles θ and the perpendiculars
subdivide the polygon sides in a ratio of (1 − λ) : λ.
Due to its construction, the transformation G− has a rotational effect as will be shown later. There-
fore, a second transformation named G+ using the same construction parameters but with ﬂipped
similar triangles is applied in order to eliminate this effect. The resulting polygon with vertices z(1)μ is
marked by a red drawn through line. The representation of the vertices z(1)μ can be derived analogously
to (1) and is given by
z(1)μ = (1 − w¯)z(1/2)μ + w¯z(1/2)(μ+1)mod n, (2)
where w¯ denotes the conjugate complex of w. Hence, the matrix representation M+ of the transfor-
mation G+ is given by
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(M+)μ,ν :=
⎧⎨⎩
1 − w¯ if μ = ν ,
w¯ if ν = (μ + 1)mod n,
0 otherwise,
with z(1) = M+z(1/2). In Fig. 1 the transformation maps the blue polygon with vertices z(1/2)μ to the
red polygon with vertices z(1)μ . As can be seen, the subdivision ratio is interchanged and the base angle
θ is positioned at the end of the side with respect to the orientation.
The resulting combined transformation G := G+ ◦ G− and its matrix representation M will be
deﬁned and analyzed in the following. In Fig. 1 it directly maps the polygon z(0) marked black to the
polygon z(1) marked red.
Deﬁnition 2.1. For θ ∈ (0,π/2), λ ∈ (0, 1), and
w := λ + i(1 − λ) tan θ
let G denote the polygon transformation z(1) = Mz(0) deﬁned by the matrix
(M)μ,ν :=
⎧⎪⎪⎨⎪⎪⎩
|1 − w|2 + |w|2 if μ = ν ,
w(1 − w¯) if μ = (ν + 1)mod n,
w¯(1 − w) if ν = (μ + 1)mod n,
0 otherwise,
(3)
where μ, ν ∈ {0, . . . , n − 1}.
The entries of M can be easily derived by multiplying M− and M+ using that ww¯ = |w|2. Due to
the geometric construction M− as well as M+ are circulant and adjoint matrices, and, as a product of
two circulant matrices, M = M−M+ = M+M− is circulant and according to (3) Hermitian. Further-
more, each row and column of the matrices M, M−, and M+ sum up to one, which implies that all
transformations preserve the centroid, that is,
1
n
n−1∑
μ=0
z(0)μ =
1
n
n−1∑
μ=0
z(1/2)μ =
1
n
n−1∑
μ=0
z(1)μ ,
which can be shown by inserting the representations (1) and (2) and rearranging the sum in order to
collect the coefﬁcients of each vertex.
3. Eigenvalues and eigenpolygon decomposition
The transformation G will be analyzed using the eigenpolygon decomposition and the eigenvalues
ofM according to [7]. SinceM is circulant its eigenvectors are the columns of the unitary n × n Fourier
matrix F with entries (F)μ,ν := rμ·ν/√n, μ, ν ∈ {0, . . . , n − 1}, and r := exp(2π i/n) denoting a
complex root of unity [11]. This also leads to the following result.
Lemma 3.1. The eigenvalues of the transformation matrix M given by Deﬁnition 2.1 are
ηk :=
∣∣∣1 − w¯ + rkw¯∣∣∣2 = |1 − w|2 + |w|2 + 2Re (rkw¯(1 − w)) , (4)
with k ∈ {0, . . . , n − 1}.
Proof. The eigenvalues of an arbitrary circulant matrix C can be computed by multiplying
√
nF with
the transposed ﬁrst row of C [11]. Hence (4) can be obtained by simplifying ηk = ∑n−1ν=0 rk·ν(M)0,ν or
alternatively in preparation of following results by multiplying the eigenvalues
η
(−)
k =
n−1∑
ν=0
rk·ν(M−)0,ν = rk·0(1 − w) + rk·(n−1)w,
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η
(+)
k =
n−1∑
ν=0
rk·ν(M+)0,ν = rk·0(1 − w¯) + rk·1w¯
of the circulantmatricesM− andM+ having the same eigenvectors. Due to rk = rk(n−1) it follows that
η
(−)
k = η(+)k , which implies that the eigenvalues ofM are given by
ηk = η(+)k η(−)k = η(+)k η(+)k =
∣∣∣1 − w¯ + rkw¯∣∣∣2.
The second representationofηk givenby the right hand side of (4) followsby expandingηk = η(+)k η(−)k
and using uu¯ = |u|2 and u + u¯ = 2Re u. 
In contrast to the complex eigenvalues of M− and M+, the eigenvalues of M according to the
representation (4) are real valued and positive. Furthermore, it holds that η0 = 1 for all λ ∈ (0, 1)
and θ ∈ (0,π/2). The eigenvalues of a circulant polygon transformation matrix play a central role as
has been shown in [7], which will be summarized brieﬂy. Let D denote the diagonal matrix of the
eigenvalues ηk and let F
∗ denote the conjugate transpose of F . The polygon z() obtained by iteratively
applying  times the transformation is given by
z() = Mz(0) = (FDF∗)z(0) = FDF∗z(0),
which leads to the representation
z() = Mz(0) =
n−1∑
k=0
ηkvk (5)
of z() as a linear combination of the eigenpolygons
vk :=
(
F∗z(0)
)
k√
n
(
r0·k, . . . , r(n−1)·k
)t
.
Here, the eigenpolygons vk represent the vectors of the decomposition of the initial polygon z
(0) with
respect to the orthonormal basis given by the columns of the Fourier matrix F . Due to the coefﬁcient
(F∗z(0))k in the deﬁnition of vk the eigenpolygons depend on the initial polygon z(0) and degenerate
to the zero vector if the associated coefﬁcients becomes zero. Otherwise, due to (vk)μ = rμk(vk)0 the
eigenpolygons vk are n-gons with the following properties [7]:
1. The eigenpolygon vk is similar to the polygon obtained by successively connecting counterclock-
wise each kth root of unity.
2. The eigenpolygon vk is a g-fold traversed (n/g)-gon, that is, each vertex has the multiplicity g,
where g := gcd(n, k) denotes the greatest common divisor of the two natural numbers n and k.
3. The eigenpolygon vk is a k-fold traversed convex regular (n/k)-gon, if and only if k = gcd(n, k).
In particular v0 is a degenerated polygon representing n times the centroid of z
(0) and v1 a counter-
clockwise oriented regular n-gon. This is depicted in Fig. 2 showing the decomposition z(0) = ∑n−1k=0 vk
of random n-gons in the case of n ∈ {5, 6}. Here, the ﬁrst three vertices have been colored red, green,
and blue respectively in order to denote the orientation.
The eigenpolygons are from left to right the centroid v0, the counterclockwise oriented regular n-
gon v1, and ﬁnally the clockwise oriented regular n-gon vn−1. Between them only star shaped n-gons
occur if n is a prime number. Otherwise, folded polygons with multiple vertices exist as can be seen
in the case of n = 6 containing two double traversed triangles of opposite orientation and a segment
with vertex multiplicity three.
Special cases occur if an eigenvalue becomes zero, since in this case one step of the transformation
eliminates the associated eigenpolygon in the decomposition of z(1) = Mz(0). In order to classify
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Fig. 2. Decomposition of a random 5-gon (upper) and 6-gon (lower) into its eigenpolygons vk .
these cases, the roots of the eigenvalue functions with respect to the transformation parameters are
determined.
Lemma 3.2. For θ ∈ (0,π/2), λ ∈ (0, 1), the eigenvalue ηk is strictly positive, i.e. ηk > 0, if and only if
k ∈ {0, . . . , n/2}. Otherwise ηk has exactly one isolated root at λ = 1/2, θ = π(2k − n)/(2n).
Proof. Sinceη0 = 1hasno root itwill beassumed thatk ∈ {1, . . . , n − 1}. According to representation
(4) the eigenvalue ηk is positive and its roots are given by the solutions of
1 − w¯ + rkw¯ = 0 ⇔ w¯ = 1
1 − rk =
1
2
(
1 + i cot πk
n
)
.
Using w¯ = λ − i(1 − λ) tan θ yields λ = 1/2 and
θ = − arctan
(
cot
πk
n
)
= −
(
π
2
− πk
n
)
= π(2k − n)
2n
.
Due to θ ∈ (0,π/2) this implies k ∈ {n/2 + 1, . . . , n − 1} as stated by the lemma. 
Since η
(−)
k = η(+)k and ηk = η(+)k η(−)k , the roots given by Lemma 3.2 also hold forM− andM+. The
special case n = 3 and the choice λ = 1/2 and θ = π/6 in order to obtain η2 = 0 and η0 = η1 = 1
represents Napoleon’s theorem [2]. In that case, one step of the transformation sufﬁces to regularize
an arbitrary triangle, since the eigenpolygon v2 is eliminated by the transformation. This is the only
case where for an arbitrary initial n-gon one step leads to a regular n-gon, since according to Lemma
3.2 for n > 3 there is no parameter constellation, where all eigenvalues except η0 and η1 or ηn−1
vanish. Circulantmatrices can also be used in order to derive relations concerning the area of Napoleon
triangles as has been shown in [12].
Nevertheless, all except one of the distorting eigenpolygons vk can be successively eliminated by
applying n − 2 different transformations with parameters λ = 1/2 and θ = π(2k − n)/(2n), where
k ∈ {1, . . . , n − 1}, which is the result of the well known Petr–Douglas–Neumann theorem [4,5,6].
Since there is only one root for each eigenvalue this choice of the parameters is unique. However,
the construction depends on the orientation of the initial triangle, which leads to an inner and outer
construction, as has also been shown in [13] by using circulant matrices.
4. Sequences of transformed polygons
In the following, the behavior of the polygon z() will be analyzed with respect to the parameters λ
andθ if tends to inﬁnity. According to thedecomposition (5) this dependson thedominant eigenvalue
ηk . In order to classify parameter domains of dominant eigenvalues, the according intersection lines
are determined ﬁrst.
Lemma 4.1. For θ ∈ (0,π/2), λ ∈ (0, 1), the eigenvalues ηk, ηm with k, m ∈ {0, . . . , n − 1} and k /= m
intersect only if (k + m)mod n /= 0. In that case ηk = ηm only holds along the parameter line
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λk,m(θ) := sin θ
(
sin θ + cot
(
π
n
(k + m)
)
cos θ
)
, (6)
where θ ∈ (0,π/2) and 0 < λk,m(θ) < 1. Furthermore, the eigenvalues only intersect pairwise.
Proof. According to (4) the eigenvalues are positive real valued. Therefore, eigenvalue intersection
parameters canbeobtainedbyﬁnding the roots of thedifference functionηk − ηm, hence the solutions
of
Re
(
(rk − rm)w¯(1 − w)
)
= Re
(
(rk − rm)(w¯ − |w|2)
)
= 0. (7)
Due to
rk − rm = −2 sin
(
π
n
(k − m)
)(
sin
(
π
n
(k + m)
)
− i cos
(
π
n
(k + m)
))
︸ ︷︷ ︸
=:u1
and
w¯ − |w|2 = (1 − λ)
((
λ − (1 − λ) tan2 θ
)
− i tan θ
)
︸ ︷︷ ︸
=:u2
.
Eq. (7) simpliﬁes to
−2 sin
(
π
n
(k − m)
)
(1 − λ)Re(u1u2) = 0.
Since (k − m) ∈ {−(n − 1), . . . , (n − 1)} \ {0} and λ ∈ (0, 1), the factors preceding Re(u1u2) are
nonzero. Therefore, the solutions are characterized by Re(u1u2) = 0, which is
sin
(
π
n
(k + m)
) (
λ − (1 − λ) tan2 θ
)
− cos
(
π
n
(k + m)
)
tan θ = 0.
In the case of (k + m)mod n = 0 this equation reduces to ±tan θ = 0, which has no solution for
θ ∈ (0,π/2). Otherwise, rearranging the terms leads to the equation
λ(1 + tan2 θ) − tan2 θ = cot
(
π
n
(k + m)
)
tan θ.
Since the left side is linear in λ, the following explicit representation of the intersection line of the
eigenvalues ηk and ηm can be derived
λ = 1
1 + tan2 θ tan θ
(
tan θ + cot
(
π
n
(k + m)
))
,
which simpliﬁes to (6).
The eigenvalues intersect only pairwise since there is no index triple k, m, j ∈ {0, . . . , n − 1} with
k < m < j fulﬁlling (k + m)mod n = μ and (k + j)mod n = μ where μ ∈ {1, . . . , n − 1}. 
Due to the sum of indices in the representation (6) and the periodicity of the cotangent function
all index pairs k, m ∈ {0, . . . , n − 1} with (k + m)mod n = μ share the same line of intersection
parameters, which can be written as λ0,μ(θ). Furthermore, since k /= m, k + m /= n there are only
n − 1 distinct parameter lines with μ ∈ {1, . . . , n − 1}.
The left side of Fig. 3 depicts the intersection lines λ0,μ in the case of n ∈ {5, 6}. The representation
(6) and the monotonicity of the cotangent function imply that the intersection lines do not intersect
each other. Furthermore, it holds that limθ→0 λ0,μ(θ) = 0 and limθ→π/2 λ0,μ(θ) = 1. Hence, the pa-
rameter lines (6) lead to anatural partition of the parameter domain. In Fig. 3, the resulting subdomains
are colored according to the dominant eigenvalues. As can be seen, there is a change at each second
intersection line, which leads to the following partition.
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Fig. 3. Domains of dominant eigenvalues ηk and intersection lines λ0,μ (left) and eigenvaluemeshes (right) in the case of n = 5
(upper) and n = 6 (lower).
Deﬁnition 4.1. A partition of the parameter domain
D := {(θ , λ) | θ ∈ (0,π/2), λ ∈ (0, 1)}
into subdomains Dk and eigenvalue intersection sets Sk is given by
D =
⎛⎝n/2⋃
k=0
Dk
⎞⎠ ∪
⎛⎝n/2−1⋃
k=0
Sk
⎞⎠ , (8)
with
Dk := {(θ , λ) | θ ∈ (0,π/2), λk(θ) < λ < λ¯k(θ)},
Sk := {(θ , λ) | θ ∈ (0,π/2), λ = λk,k+1(θ)} ∩ D,
where
λk(θ) :=
{
0 if k = n/2,
max
(
0, λ0,2k+1(θ)
)
otherwise
and
λ¯k(θ) :=
{
1 if k = 0,
min
(
1, λ0,2k−1(θ)
)
otherwise.
Here, · denotes rounding towards zero.
The following lemma conﬁrms the assumption of the pattern in which the dominant eigenvalue
changes, as has been used in the partition of the parameter domain according to Deﬁnition 4.1.
Lemma 4.2. For the parameter choice (θ , λ) ∈ Dk, k ∈ {0, . . . , n/2}, it holds that ηk > ηm for all m ∈{0, . . . , n − 1} \ {k}. In the case of (θ , λ) ∈ Sk, k ∈ {0, . . . , n/2 − 1}, it holds that ηk = ηk+1 > ηm
for all m ∈ {0, . . . , n − 1} \ {k, k + 1}.
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Fig. 4. Scaled polygons z
()
s for different iteration numbers  and construction parameters (θ , λ) ∈ D.
Proof. In [7] it has been shown for the eigenvalues η
(+)
k of the transformation M+ and parameters
in D̂ := {(θ , λ) | θ ∈ (0,π/2), λ = 1/2} that for (θ , λ) ∈ D̂ ∩ Dk , k ∈ {0, . . . , n/2}, it holds that
η
(+)
k > η
(+)
m for allm ∈ {0, . . . , n − 1} \ {k}. Since the eigenvalue functions ηk = |η(+)k |2 are contin-
uous on Dk and according to Lemma 4.1 do not intersect each other within Dk , this dominance pattern
also holds for ηk if (θ , λ) ∈ Dk as stated by the lemma.
According to Lemma 4.1 the eigenvalues ηk and ηk+1 intersect for parameters (θ , λ) ∈ Sk , k ∈{0, . . . , n/2 − 1}. Since these eigenvalues are continuous on D and dominant in the neighboring
domains Dk and Dk+1, they are also dominant in Sk . Furthermore, since eigenvalues intersect only
pairwise, there is no other ηm, m ∈ {0, . . . , n − 1} \ {k, k + 1} with ηm = ηk+1 = ηm, which proves
the second part of Lemma 4.2. 
Due to the decomposition (5), the dominant eigenvalue determines the behavior of the polygon
z() = Mz(0) if  tends to inﬁnity. This is depicted in Fig. 4, which shows the resulting polygons
for some iteration steps . Here, the 6-gon depicted on the lower left of Fig. 2 has been used as
initial polygon. For each domain Dk or set Sk in the decomposition (8) of D one parameter pair (θ , λ)
has been chosen. All polygons have been scaled with respect to their centroids by (1/ηmax)
, where
ηmax := maxk∈{0,...,n−1} ηk denotes the maximal eigenvalue.
In the case of (θ , λ) ∈ Dk , k ∈ {0, . . . , n/2}, the polygons are depicted in the same color as
the associated parameter domains on the lower left of Fig. 3. As can be seen, for (θ , λ) ∈ D0 the
polygon degenerates to its centroid (red), whereas in the case of (θ , λ) ∈ D1 it becomes a counter-
clockwise oriented regular 6-gon (blue). These limit ﬁgures, as well as the polygons resulting from
(θ , λ) being element of D2 and D3 (green and yellow) can also be found in the decomposition of
z(0) according to Fig. 2. For (θ , λ) ∈ Sk , k ∈ {0, . . . , n/2 − 1} (marked black), the resulting limit
polygons are linear combinations of the neighboring eigenpolygons as will be stated by the following
theorem.
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Theorem 4.1. For  ∈ N0 let
z()s := v0 +
1
ηmax
(z() − v0) = v0 +
n−1∑
k=1
(
ηk
ηmax
)
vk, (9)
denote the polygon z() = Mz(0) scaled with respect to the centroid v0 by the inverse of the th power of
the maximal eigenvalue. Then z() tends to
z(∞)s :=
⎧⎪⎪⎨⎪⎪⎩
v0 if (θ , λ) ∈ D0,
v0 + vk if (θ , λ) ∈ Dk, k ∈ {1, . . . , n/2},
v0 + v1 if (θ , λ) ∈ S0,
v0 + vk + vk+1 if (θ , λ) ∈ Sk, k ∈ {1, . . . , n/2 − 1},
(10)
that is z
(∞)
s = lim→∞ z()s .
Proof. The representation (10) will be shown by analyzing the eigenvalue quotients ρk := ηk/ηmax ∈[0, 1], k ∈ {1, . . . , n − 1}, in the sum on the right hand side of (9), which is implied by (5) and η0 = 1.
In the case of ηmax = ηk it holds that ρk = 1. Hence, the associated eigenpolygon vk is kept unscaled
in the sum. Otherwise ρk < 1 implies that ρ

k vk tends to the zero vector if  tends to inﬁnity. Hence,
the limit of the sum on the right hand side of (9) is given by the sum of the eigenpolygons belonging
to the maximal eigenvalues. The latter are given by Lemma 4.2. 
It should be noticed that in the case k = 0 the maximal eigenvalue is given by η0 = 1. Hence for
(θ , λ) ∈ D0 ∪ S0 it holds that z()s = z(). In particular the unscaled sequence of polygons z() degen-
erates for parameter pairs in D0, converges to a bounded polygon in S0 and diverges otherwise. Never-
theless, the transformationhas a regularizing effect, since the behavior depends on the dominant term.
Theorem 4.1 also demonstrates the advantage of combining the basic transformations M− and
M+. Since all eigenvalues of M = M+M− are positive, each step of the transformation has only a
scaling effect with respect to the eigenpolygons and their associated eigenvalues. Hence scaling with
(1/ηmax)
 leads to a converging sequence of polygons z
()
s . In contrast, the eigenvalues ofM+ andM−
respectively are complex valued which implies that one step of the transformation not only scales
each eigenpolygon according to the absolute value of its associated eigenvalue, but also rotates it by an
angle given by the argument of the eigenvalue. Nevertheless, as has been shown in [7] for the special
case λ = 1/2, there exist 2n converging subsequences where the limit polygons for odd and even 
differ only in a cyclic shift of indices, but not in geometry.
For the presented combined transformation, special cases occur if either one or more of the eigen-
polygons in the representation (10) of the limit polygon are zero vectors, that is the according coefﬁ-
cients of the representation of the initial polygon z(0) with respect to the Fourier polygons are zero, or
transformation parameters are used for which an eigenvalue ηk becomes zero.
For example, let z(0) be a clockwise oriented regular n-gon, λ = 1/2, and θ = (n − 2)π/(2n) be
half the interior angle of the regular n-gon. Due to symmetry reasons, the apices of the isosceles
triangles constructed in the ﬁrst substep G− all coincidewith the centroid of z(0) resulting in z() = v0
for  ∈ N. This can also be seen by the eigenvaluesηk = csc2(π/n) sin2((1 + k)π/n) ofM. Since z(0) is
a linear combination of the ﬁrst and last column of the Fouriermatrix F , one step of the transformation
eliminates the associated eigenpolygon bn−1 since ηn−1 = 0.
It should also be noticed that the eigenpolygons bk , k ∈ {n/2 + 1, . . . , n}, are not contained in
the limit polygons given by (10). However, due to symmetry reasons these eigenpolygons occur as limit
polygons if the similar triangles are constructed to the left of each side.
5. Conclusion
Limit polygons obtained by successively applying linear transformations based on similar triangles
have been analyzed. Using the theory of circulant matrices it is a simple fact that the limit polygon
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depends on the dominant eigenvalues and the associated eigenpolygons. Furthermore, speciﬁc angles
are known,which lead to special conﬁgurations likeNapoleon’s theoremor the results of Petr, Douglas,
and Neumann.
Nevertheless, to the authors’ knowledge, there has never been a systematic analysis and full clas-
siﬁcation of the limit ﬁgures obtained by iteratively applying the same transformation based on two
construction parameters θ and λ deﬁning the transformation. In doing so, it has been shown that spe-
ciﬁc eigenpolygons and linear combinations of up to three eigenpolygonsmay occur as limit polygons.
The classic theorems of Napoleon as well as Petr–Douglas–Neumann are naturally deduced as special
cases in the choice of parameters and number of transformation steps. Furthermore, it follows that
these results based on isosceles triangles are unique with respect to their construction and the choice
of parameters.
Additionally, a combined transformation has been proposed which eliminates the rotational effect
of theoriginal similar trianglesbased transformation. It combines twostepsof the same transformation
scheme using ﬂipped similar triangles in the second substep, which results in a circulant Hermitian
transformation matrix with positive eigenvalues. This is of particular interest in applications based
on such transformations. For example, the authors proposed an element oriented mesh smoothing
method based on successively applying the combined transformation to the polygonal bounded ele-
ments of triangular and mixed element surface meshes [14,15]. Due to the regularizing effect of the
transformation this yields elements of better quality. The same approach also applies to tetrahedral
meshes, since tetrahedra regularizing transformations also exist [16].
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