Abstract-Despite the latest improvements in the microarray technology, many developments are needed particularly in the image processing stage. Some hardware implementations of microarray image processing have been proposed and proved to be a promising alternative to the currently available software systems. However, the main drawback is the unsuitable addressing of the quantification of the gene spots which depend on many assumptions. It is our aim in this paper to present a new Image Reconstruction algorithm using Cellular Neural Network, which solves the Navier-Stokes equation. This algorithm offers a robust method to estimate the background signal within the gene spot region. Quantitative comparisons are carried out, between our approach and some available methods in terms of objective standpoint. It is shown that the proposed algorithm gives highly accurate and realistic measurements in a fully automated manner, and also, in a remarkably efficient time.
I. INTRODUCTION
DNA microarray is a remarkably successful high throughput technology for functional genomics [26] . Microarrays allow researchers to collect quantitative data about the expression level of many thousands of genes in a single experiment. Therefore, it offers a deep understanding of genes interaction and regulation. However, microarray is still far from perfect and needs improvements in all the main stages of the microarray process, including image analysis.
Although microarray technology has been engineered to a fine tolerance, there exists high signal variability through the surface of the microarray image, see Fig. 1 . Due to this imperfection in the microarray production, many types of noise, biological and systematic [13] , contaminate the resulting image. Thus, it is a challenging issue how to address the microarray data quality effectively. Although, the image analysis stage significantly affects the identification of differentially expressed gene [16] , the researchers tend to focus their efforts on tackling the challenges of gene expression ratios as rendered from the microarray images [8] . Much less work has been dedicated to the analysis of the image itself [13] , [29] Generally, analyzing the microarray image complies with the following steps [27] : 1) the filtering stage used to reduce the noise; 2) the gridding stage used for the individual localization of the spots' location; 3) the segmentation stage used to classify the pixels into either foreground or background categories; and finally, 4) quantification of the underlying genes. The currently available software packages [1] , [2] , [12] , for image analysis, depend on manual, semiautomated or fully automated methods, which consume a lot of processing time. For instance, ScanAlyze [12] software requires the operator to take as much as 14 steps [4] . Many of these steps have to be repeated several times. Therefore, in order not to lose the advantages of the parallelism of the microarray technology, a hardware implementation of microarray image analysis is an auspicious alternative to these tools. Furthermore, the hardware utilization should process the image to get, highly accurate and realistic data in a fully automated manner in a remarkably efficient time.
In order to overcome the image processing bottleneck, the authors in [25] proposed a hardware architecture to analyze the microarray image. In particular, Arena et al. [3] used Cellular Neural Networks (CNN) and analogic (analog and logical) signal dedicated CPU called CNN universal machine. Their algorithm facilitates the parallel nature of the CNN to achieve the required tasks. However, there are two limitations for above mentioned approaches, which are: 1) the operator has to define, in advance, a specific set of threshold values in order to address the intensity analysis. Therefore, the analysis depends on a particular hypothesis about the underlying question of the experiment; 2) in these methods, the absence of background noise and other artifacts, in the output of the segmentation stage, is assumed, which is not necessarily true. Accordingly, the image analysis stage should have a specific background determination process that can analyze the inherent variation between the gene and the background signals within any proposed hardware framework.
The CNN [10] , [11] framework provides a flexible framework to describe spatiotemporal dynamics in discrete space.
In particular, it allows for efficient VLSI implementation of analogue, array-computing structures. Such devices possess a huge processing power that can be employed to solve numerically expensive problems. The CNN representation of a Partial Differential Equation (PDE) is a spatially discrete dynamical system which is qualitatively equivalent to the original, spatially continuous system. Both systems operate in continuous time and values of state variables, interactions and parameters are all continuous.
In this paper, a new methodology for DNA microarray image reconstruction is proposed. The idea is to use a practical CNN approximation to the Navier-Stokes Equation (NSE), describing the fluid velocity in the incompressible fluid, to get an exemplary approximation of the background in the gene spot region. The theoretical basis of this approach is based on the study of Bertozzi et al. in [6] . Bertozzi et al. highlighted the remarkable similarity between the steam function and image intensity. Therefore, they suggested the applicability of NSE solution for inpainting (reconstruction) purpose. A CNN is an analogic processor array that allows the application of local strategy, with less computational complexity, to meet the task requirements. It is important to note that using local information leads to a robust and reliable algorithm in some application such as microarray image reconstruction, as we will see later. Due to its architecture, the two-dimensional CNN array is widely used to solve image processing and pattern recognition problems. Furthermore, the parallelism of this structure allows one to perform the most computationally expensive image analysis tasks faster than classical CPU-based computer. Subtracting this reconstructed background from the original should lead to a more accurate quantification of genes' signals. The proposed methodology is compared against the currently available approach, which is utilized in some available systems commonly used by biologists to analyze images, such as GenePix . Furthermore, the comparison is done between our results and those from Bertalmio's method [5] as well as CNNIR [28] method.
II. EXISTING TECHNIQUES
Regardless of the microarray image analysis methodologies that have been followed, all of them deal with the same basic principles. For example, features' location and the classification of the pixels into foreground and background signals need to be carried out. Then, the median of the gene spot and the median of the background pixels are taken to be foreground and background representatives. Assuming that there is a little variation within the gene and background regions, the background median is subtracted from the foreground, and the result is summarized as a log2 ratio.
Unfortunately, this is not necessarily true. For instance, many problems can exist such as missing or partial gene spots, shape inconsistencies, and background variation such as the scratch and the variation of the background illuminations around the presented genes.
What is needed is a more specific background determination process that can account for the inherent variation between the gene and background regions. One of the first techniques applied specifically to reconstruct microarray images is the proposal of O'Neill et al. [20] . In particular, a gene area is replaced selecting pixels, most similar to the known border, from a known background region. Most recently, Zineddin et al. [28] proposed a cellular neural network algorithm to predict the pixels' values in the reconstructed area based on the boundary information. The underlying assumption is that the similarity with the given border intensities guarantees the transition of the local background structures through the new region. However, the algorithm in [28] has a parameter which should be specified based on the image surface. In addition, the algorithm utilizes one layer boundary information to fill the reconstructed area, and it is interesting to improve the inpainting method by employing a bigger layer information.
III. A NOVEL TECHNIQUE

A. Description
In this paper, we have proposed CNN approximation to the Navier-Stokes equation for Image Reconstruction (CNN-NSIR); a novel CNN analogic algorithm that removes gene spot regions from a microarray image surface. The removal of these regions leads to more accurate background estimation, which can be used to yield yet more realistic genes' signal. Techniques such as O'Neill's work in the spatial domain exclusively and essentially utilize the gene border pixels as a reference values to produce appropriate pixel mappings. Although this approach works well, such brute force methods are typically expensive with respect to execution time. However, if we can utilize the locally spatial information integrated with a hardware implementation, we can overcome this limitation. Suppose we have a subset Ω ∈ D where we would like to modify the gray-level of I based on the information of I from the surrounding region D\Ω. Ω is the reconstructed region. The modified region I * , the solution, will have equal values as I in D\Ω. Finding the appropriate I * is the reconstruction problem.
The Bertalmio et al. [5] approach attempts to mimic techniques as used by skilled artists to perform inpainting manually. Therefore, it works on the principle of a PDE isotropic diffusion model. Using a mask to specify the area to be inpainted, the algorithm fills in these areas by propagating the information of the border region along a level line (isophotes). Isophotes are level lines of equal graylevels. Mathematically, the direction of the isophotes can be interpreted as ∇ ⊥ I where ∇ ⊥ = (−∂ y , ∂ x ), the direction of the smallest change. Next the smoothness could be interpreted as ∆I, where ∆ is the usual Laplace operator. Generally, ∆I will extract edge and noise in an image.
In order to mimic the idea of artistic inpainting, we should propagate ∆I in the direction of ∇ ⊥ I from the boundary of the reconstructed area δ Ω. Consequently, the solution criterion for the inpainting problem I * satisfies (∇ ⊥ I * .∇∆I * = 0), and it is equal to I on δ Ω, the boundary of Ω.
However, microarray images contain thousands of regions requiring such reconstructions and are, therefore, computationally expensive to examine with the highlighted technique. In an attempt to overcome the problem Oliveira et al. [19] aimed to produce similar results to [5] albeit quicker, although the approach loses something in the translation.
In [6] , the authors introduce an inpainting approach which is based on ideas from classical fluid dynamics to propagate isophote lines continuously from the border into the reconstructed region. The underlying assumption is to think of the image intensity as a 'stream function' for a two-dimensional incompressible flow. The Laplacian of the image intensity plays the role of the vorticity of the fluid; it is propagated into the inpainted area by a vector field defined by the stream function. The method is directly based on the Navier-Stokes equations for fluid dynamics, which has the immediate advantage of well-developed theoretical and numerical results.
The basic equation for Incompressible Newtonian flow is ∂ v ∂t
where v is the velocity vector, p is the pressure and µ is the viscosity. For 2-dimensional flows, introduce a stream function Ψ, where
In image processing terms, we have the counterpart to the vorticity-stream function
where ∆I = ω is the vorticity, and ∇ ⊥ I = v is the direction of the isophotes. g(.) accounts for anisotropic diffusion (or edge preserving diffusion).
B. Designing the templates
Again, let Ω be a small area to be reconstructed (inpainted) and let ∂ Ω be its boundary. The small size of the gene spot, Ω, allows the ability to use isotropic diffusion in order to propagate information from one or two layers of pixels from the boundary of the gene spot ∂ Ω into Ω. Therefore, approximating inpainting procedure has been achieved.
As a basic framework, let us consider a two-dimensional M ×N CNN array in which the cell dynamics is described by the following nonlinear ordinary differential equation with linear and nonlinear terms:
where
, u i j and y i j are the state, input and output voltages of the specific CNN cell, respectively. The state and output vary in time, the input is static (time-independent). In all the following template, h is the uniform grid size and R is the value of the state resistor in a CNN cell. In addition, we assume that a CNN array which, when started from a specified initial condition, converges to a steady state and the transient remains bounded (i.e. the cells do not saturate).
The first derivative (I x ) can be directly mapped onto the CNN array resulting in the following simple template (DERx: X(0) = ORIGINAL IMAGE, BC = ZF):
Using the same manner, the first derivative (−I y ) can be directly mapped onto the CNN array resulting in the following simple template (DERy − : X(0) = ORIGINAL IMAGE, BC = ZF):
The linear isotropic diffusion equation can be directly mapped onto the CNN array resulting in the following simple template [11] (DIFFUS:
There are considerable number of methods for numerical integration. One of the best known techniques is The Newton-Côtes method, which is based on a polynomial interpolation on equally-spaced points. This method can be transformed into integration rules using polynomials of any order, giving an error that decreases faster and faster with the number of points being used as higher-order polynomials are chosen [17] . In the light of Luchini's work [17] and by applying closed Newton-Côtes formula (Simpson's rule). Numerically, we can compute the integration over x (or y) axis, based on the spatial information, using the following template ( 
Finally, a CNN approximation of the NSE (2) can be created using a two-layer CNN, see the solution of NSE for incompressible fluids [15] . With the developed rational in Figure 2 . Reconstructed images using CNN-NSIR algorithm [15] , we can evaluate v in the Equation (1) using the CNN template (8) for u component (those for the v component can be generated analogously).(NSE:
Remark 1: All derived templates have been tuned to be stable in the gray-scale area (the linear area in the output function, see [9, Chapter 6] ). Therefore, the output of any specific operation, after a specific transient time elapsed, would be either states value or output value.
C. The pseudo-code of CNN-NSIR
In order to overcome this drawback, a CNN algorithm is proposed. A pseudo-code of CNN-NSIR can be found in Algorithm 1.
Essentially, the proposed algorithm takes a mask Ω and the input image I. Note that in this algorithm we deal with each channel separately, thus, we should consider I as either the Cy 5 or Cy 3 image. The mask is an image that marks the spot regions with pixels of value '1'. The first step in the algorithm is to add a layer of two pixels thick. This layer guarantees the elimination of the effect of the direct spot boundary pixels. In the segmentation result, the boundary pixels usually contain overlapping information from the spot and the background signal, and thus, it is not a good representative of the background signal in the local area. Fig. 2 presents a sample-reconstructed region.
IV. DISCUSSION
A. Notes about the algorithms
Due to the high signal variability that exists across the microarray surface, when working directly with the raw microarray information, propagating the information of the border region ∂ Ω along a level line (isophotes) would be impotent. Therefore, rather than using the raw image, it is suggested that producing a smoothed version of the image data would not only be advantageous, but more effective in terms of the overall goal. In our algorithm, DIFFUS template has been used as smoothing operator. Although, this isotropic diffusion template causes blurring effects, it can achieve the required refining result by calculating the regions (local) average intensities.
Anisotropic diffusion would be a better alternative for the diffusion operator, not only as smoothing operator (Algorithm 1 line 3) but in evaluating NSE as well. However, the anisotropic diffusion models require a noise-level estimate K that determines the magnitude of the edges to be conserved during the smoothing process. K could be set according to the priori knowledge about the noise statistics or could be estimated from the absolute gradient histogram [7] , [21] . But, in a locally connected parallel processing architecture would be very difficult to calculate these values. Thus, other approaches should be followed to achieve this target. Rekeczky et al. [22] proposed a possible method to estimate the noise-level roughly as the minimum of the maximal local variations at nodes of the coarse-grid model.
To evaluate the outcome of the proposed approach, the results have been compared to the output images that are produced by two algorithms, which is dedicated specifically for reconstructing (inpainting) image. These two algorithms are Bertamio's method [5] and CNNIR method [28] . Although the isotropic diffusion operator has been applied as a first step in Bertalmio's algorithm (and anisotropic diffusion thereafter), yet, the microarray characteristics cause a very long settling time. CNNIR method uses the information of one bit thickness layer to reconstruct the spot's area. CNNIR is remarkably faster than CNN-NSIR, but even so it causes more spots to be considered as a bad region, therefore, omitting them from later analyzes.
B. Dataset Characteristics
The images used in this paper are derived from the human gen1 clone set data. These experiments were designed to contrast the effects of two cancer inhibiting drugs (PolyIC and LPS) over two different cell lines. One cell line represents the control (untreated), and the other the treatment (HeLa) line over a series of several time points. In total, there are 47 distinct slides with the corresponding GenePix results present. Each slide consists of 24 gene blocks with each block containing 32 columns and 12 rows of gene spots. The gene spots in the first row of each odd-numbered block are known as the Lucidea ScoreCard [24] and consist of a set of 32 pre-defined genes that can be used to test various experiment characteristics.
C. Evaluation
In order to quantify the performance capabilities of our technique, a quality measure is required to allow the judgment of how the estimated background affects the quantification of the gene spot. For this purpose, a systematic objective method, which is based on the descriptive statistic Interclass Correlation Coefficient (ICC) measures [14] , is used in order to comparing the results produced by different techniques. The rational is justified as follows.
The set of 32 pre-defined genes is used in the comparison process. Using these controls, we build our analysis based on the following assumptions: 1) the better the reconstruction, the higher the correlation within the same control should be (minimum σ 2 e ); 2) the better the reconstruction, the lower the correlation between the genes within the array should be (maximum σ 2 g ); and 3) the better the reconstruction, the higher the ICC value should be.
In order to compare the proposed algorithm with commonly used median background estimation, we estimated the reliability of each method for each experiment using components of the variance model Y i j = g i + e i j , where Y i j is the log expression ratio for the i spot and j replicate. The error variance component σ 2 e , associated with e i j , represents the reproducibility of the method. The variance component σ 2 g , associated with g i , represents the true spot-to-spot (geneto-gene) variability. Then intraclass correlation Coefficient (ICC) represents the reliability of the method [18] . ICC is used as a measure of reproducibility over a measure such as the error variance or its square root σ e alone, because it guards against algorithms that produce ratio estimates all shrunk to a central value.
The variance component, which is the error within-gene and between replicates, is estimated byσ 2
where n a is the number of replicate arrays, n g is the number of genes, andȲ i. = ∑ n a j=1 Y i j /n a The between-gene variance component is estimated Figure 3 presents the estimated variance components and ICC for the dataset images and on average. The reliabilities of all methods are high, with CNN-NSIR method appearing on average to be more reliable than the other methods. Note that even the within-spot variabilityσ 2 e (the noise) is notably smaller for CNN-NSIR method, though the between-spot variability (the signal) is bigger for CNNIR method.
Using operator independent algorithm limits our ability of discrimination between the spots that needed background correction from the ones that do not. However, this will give better insight about the robustness of the implemented methodology. In our analysis, every signal less than 100 is considered to be a bad reading, and consequently, omitted from the analysis. Figure 4 gives more detailed plots about the data. Figure  4 -(a) shows that not only the range of the signal has been changed due to the reconstruction algorithm application, but the average values have been changed as well. The distribution of the signals after applying the reconstruction methods 
V. CONCLUSION
We have presented a novel image reconstruction framework that attempts to improve the quantification results of the microarray image. Specifically, the framework consists of several components that process a microarray image based on a given Mask (could be the output of any automated segmentation process) without human intervention. Cellular Neural Network Image Reconstruction CNN-NSIR, Algorithm 1, offers the following advantages over current implementations: 1) the proposed algorithm achieves the reconstruction of the microarray in a simple yet robust approach; 2) The algorithm is an operator-free method, it takes only the raw data and a Mask as input; 3) The algorithm can be applied on CNN-UM [23] , thus, it allows the researchers to process the image itself and get the quantitative data for further analysis not only in efficient time, but also in remarkably high accuracy; and 4) as it has been mentioned earlier, the potential of the algorithm is demonstrated using direct comparisons between our proposed approach with other methods such as Bertalmio's method, CNNIR method and median background estimation method.
