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Kugelpackungen sind nu¨tzliche Modelle fu¨r die Struktur verschiedener Systeme, die
in der Physik, Chemie und den Ingenieurwissenschaften untersucht werden. Sie die-
nen beispielsweise dazu, atomare und granulare Systeme, aber auch poro¨se Mate-
rialien zu modellieren.
Dabei kommen verschiedene Fragen auf, z. B.:
• Wie ha¨ngt die Packungsdichte von der Radienverteilung der Kugeln und der
Packungsstruktur ab bzw. wie erreicht man die optimale Packungsdichte?
• Wie vera¨ndert sich die Packungsstruktur und dementsprechend die Eigenschaf-
ten der modellierten Materialien, wenn man die Packung verdichtet?
Der erste Teil dieser Arbeit bescha¨ftigt sich mit dem Problem der optimalen Packungs-
dichte von zufa¨llig dichten Packungen. Es wird ein Optimierungsalgorithmus vorge-
stellt, der aus einer vorgegebenen Klasse von Radienverteilungen diejenige bestimmt,
fu¨r die die Packungsdichte maximal wird, unter der Voraussetzung, dass die Kugeln
zufa¨llig angeordnet sind und keine kristallinen Strukturen bilden.
Die Packungsstruktur kann durch verschiedene statistische Gro¨ßen charakterisiert
werden, die im zweiten Teil dieser Arbeit vorgestellt werden. Dabei wird die Abha¨ngig
dieser Gro¨ßen von der Packungsdichte und der Radienverteilung untersucht.
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1.2 Simulation von Kugelpackungen
Die Eigenschaften von Kugelpackungen sind natu¨rlich abha¨ngig vom Verfahren, mit
dem sie erzeugt werden. Fu¨r die Simulation von Kugelpackungen wurden verschie-
dene Algorithmen entwickelt. Am bekanntesten sind wohl Sedimentations- und sog.
”
collective rearrangement“-Algorithmen.
Der Sedimentationsalgorithmus [46] simuliert eine Packung durch
”
Fallenlassen“ von
Kugeln in einen Container, a¨hnlich dem realen Packungsprozess. Er liefert Packun-
gen mit einer relativ geringen Dichte und einer schwachen vertikalen Anisotropie.
Solche Packungen sollen in dieser Arbeit nicht betrachtet werden.
Die Ergebnisse dieser Arbeit basieren auf Packungen, die mit dem sog. Force-Biased-
Algorithmus [45, 46, 65, 66] simuliert wurden. Dieser Algorithmus geho¨rt zur Gruppe
der
”
collective rearrangement“-Algorithmen und liefert sehr dichte isotrope Packun-
gen. Er basiert auf dem klassischen Algorithmus zur Erzeugung monodisperser Ku-
gelpackungen, der von Jodrey und Tory [46] vorgestellt wurde. Dieser Algorithmus
wurde so erweitert, dass es damit mo¨glich ist, Packungen mit beliebigen Durchmes-
serverteilungen zu simulieren.
Die Ausgangskonfiguration ist eine Menge von N Kugeln b(xi, ri) mit Zentren xi, die
in einem Wu¨rfel mit periodischen Randbedingungen gleichma¨ßig verteilt sind. Die
Radien ri werden entsprechend einer vorgegeben Radienverteilung gewa¨hlt. Diese
zufa¨llig verteilten Kugeln ko¨nnen sich natu¨rlich u¨berlappen. Der Algorithmus ver-
sucht nun, die U¨berlappungen zu reduzieren, indem u¨berlappende Kugeln auseinan-
dergezogen und die Radien nach und nach verkleinert werden. In diesem Algorithmus
ist also nur die Anfangskonfiguration zufa¨llig, das weitere Verfahren ist vollkommen
deterministisch.






‖xj − xi‖ , (1.1)
wobei pij eine gegebene Potentialfunktion ist, ρ ein Skalierungsfaktor und
1ij =
 0, b(xi, ri) ∩ b(xj, rj) = ∅1, sonst. (1.2)
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Die neue Position der i-ten Kugel ergibt sich dann aus






In jedem Schritt des Algorithmus’ wird solch eine Verschiebung der Kugeln entspre-
chend (1.3) durchgefu¨hrt. Zusa¨tzlich werden alle Kugeln etwas verkleinert, wobei
die urspru¨nglichen Radienverha¨ltnisse aber erhalten bleiben. Dieser Vorgang wird
so oft wiederholt, bis alle U¨berlappungen verschwunden sind.
Die Wahl der Potentialfunktion pij ist entscheidend fu¨r die Effizienz des Algorith-
mus’. Fu¨r die Simulation von Packungen gleich großer Kugeln genu¨gt es, die Po-
tentialfunktion proportional zum Volumen des u¨berschnittenen Bereichs der u¨ber-
lappenden Kugeln i und j zu wa¨hlen. Dieses Potential ist jedoch nicht effektiv fu¨r
Radienverteilungen mit großen Unterschieden zwischen den verschiedenen Radien.








wobei di und dj die momentanen Durchmesser der u¨berlappenden Kugeln sind. Es
garantiert eine gewisse Stabilita¨t der Positionen der großen Kugeln [16]. Bei der








Es ist bekannt, dass in dichten, ungeordneten Packungen gleich großer harter Ku-
geln eine obere Grenze fu¨r die Packungsdichte existiert, die ungefa¨hr bei 0,64 liegt.
Besteht eine Packung aber aus verschieden großen Kugeln, ko¨nnen wesentlich ho¨he-
re Packungsdichten erreicht werden. Das ist leicht vorstellbar: Fu¨gt man in eine
Packung von gleich großen Kugeln entsprechend kleinere Kugeln ein, ko¨nnen mit
diesen kleinen Kugeln Lu¨cken zwischen den gro¨ßeren gefu¨llt werden. Nach die-
sem Prinzip wird z.B. die sogenannte Apollonische Packung konstruiert: In jeden
Zwischenraum wird die gro¨ßtmo¨gliche Kugel eingefu¨gt, die in diesen Zwischenraum
passt. Wenn man diesen Vorgang unendlich oft wiederholt, ist irgendwann der ge-
samte Raum mit Kugeln gefu¨llt, d.h., man erha¨lt eine Packung mit Dichte 1. Eine
solche Packung ist fu¨r die Praxis natu¨rlich nicht relevant.
Da viele reale Strukturen durch zufa¨llige Kugelpackungen modelliert werden ko¨nnen,
ergibt sich die Frage, welche Radienverteilungen mo¨glichst dichte zufa¨llige Packun-
gen liefern. Dabei mu¨ssen gewisse Vorgaben entsprechend der praktischen Aufga-
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benstellung beru¨cksichtigt werden. Zum Beispiel ko¨nnte die Aufgabe sein, eine Le-
gierung aus bestimmten Elementen herzustellen. Dann sind die Atomradien der
einzelnen Elemente bekannt und die Legierung wird durch eine Packung von Kugeln
der entsprechenden Gro¨ßen modelliert. Interessant ist dabei, wie die Zusammenset-
zung sein muss, damit die Dichte des Materials so groß wie mo¨glich ist. Eine andere
Herangehensweise betrachtet die Kugeln als Poren. Wenn man weiss, dass in einem
untersuchten poro¨sen Material die Porengro¨ßen einer bestimmten Verteilung folgen,
ko¨nnte man sich fragen, wie die Parameter der Porengro¨ßenverteilung vera¨ndert
werden mu¨ssen, um eine mo¨glichst große Porosita¨t zu erreichen.
Gegeben ist also eine Klasse von Radienverteilungen, die von bestimmten Parame-
tern abha¨ngen. Es soll nun bestimmt werden, wie diese Parameter gewa¨hlt werden
mu¨ssen, um eine maximale Packungsdichte zu erhalten, wenn man unendlich viele
Kugeln mit der entsprechenden Radienverteilung zufa¨llig dicht packt.
Die Radienverteilung kann zum Beispiel eine diskrete Verteilung von Radien r1, ..., rm
mit zugeho¨rigen Ha¨ufigkeiten h1, ..., hm sein. Dabei kann man verschiedene Problem-
stellungen betrachten: Es ko¨nnen sowohl die Radien als auch die Ha¨ufigkeiten va-
riabel sein, es ko¨nnen aber auch gewisse Radien ri gegeben und die zugeho¨rigen
optimalen Ha¨ufigkeiten hi gesucht sein oder umgekehrt. Insgesamt sind dann n Pa-
rameter ϑ1, ..., ϑn unbekannt bzw. nicht festgelegt. Die Radienverteilung der Kugeln
kann aber auch einer stetigen Verteilung (z.B. Normal-, Lognormal- oder Exponen-
tialverteilung) mit den Parametern ϑ1, ..., ϑn folgen. In allen Fa¨llen kann die Wahl
der Parameter fu¨r die Radienverteilung die Packungsdichte deutlich beeinflussen.
Dies fu¨hrt zu folgendem Optimierungsproblem:
Die Zielfunktion f(ϑ1, ..., ϑn) ist die Dichte einer Packung aus Kugeln mit der durch
ϑ1, ..., ϑn definierten Radienverteilung. Gesucht sind das Maximum der Funktion f
und die zugeho¨rigen Werte ϑ01, ..., ϑ
0




n eventuell noch spezielle Ne-
benbedingungen erfu¨llen mu¨ssen. Eine besondere Schwierigkeit besteht darin, dass
es fu¨r die Funktion f keine explizite Berechnungsvorschrift gibt und wenig u¨ber sie
bekannt ist. Da der Wert von f nur durch Simulationen bestimmt werden kann,
erha¨lt man nur Scha¨tzungen ihrer Werte, die zufa¨lligen Schwankungen unterliegen,
und es gibt keine Informationen u¨ber Glattheit, Ableitungen und lokale Extrema
der Funktion f . Dazu kommt, dass die numerische Bestimmung der Funktionswerte
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von f sehr aufwa¨nding ist.
Ein Optimierungsalgorithmus, der fu¨r genau solche Probleme entwickelt wurde, ist
der sogenannte Simplex-Algorithmus von Nelder und Mead [70]. Dieser Algorithmus
wird im Rahmen dieser Arbeit an das Problem der Bestimmung der maximalen
Packungsdichte angepasst. Er wird fu¨r verschiedene Radienverteilungen getestet,
hauptsa¨chlich fu¨r diskrete Verteilungen mit 2 bzw. 5 verschiedenen Radien und fu¨r
die Potenzverteilung. Die Ergebnisse dieser Untersuchungen werden in Abschnitt
1.4 vorgestellt. Es zeigt sich, dass der Optimierungsalgorithmus in allen Fa¨llen sehr
gute Ergebnisse liefert.
Der Wert der Funktion f , d.h. die Packungsdichte, wird mit Hilfe von Simulationen
bestimmt. Dazu wird jeweils eine dichte Kugelpackung mit der entsprechenden Radi-
enverteilung mit dem in Kapitel 1 vorgestellten Force-Biased-Algorithmus simuliert
und ihre Dichte berechnet.
2.2 Der Optimierungsalgorithmus
In der Regel ist es schwierig, eine Funktion zu maximieren, u¨ber deren Eigenschaften
(z.B. Glattheit, Ableitungen) wenig bekannt bzw. wenn die Berechnung der Funkti-
onswerte sehr aufwa¨ndig ist. Ein heuristisches Optimierungsverfahren, das fu¨r solche
Fa¨lle sehr gut geeignet ist, ist der sogenannte Simplex-Algorithmus, der von Nel-
der und Mead [70] entwickelt und von Neddermeijer u.a. [69] und Gilli & Winker
[34] speziell fu¨r Zielfunktionen erweitert wurde, die nur durch Simulation bestimmt
werden ko¨nnen.
Gegeben ist eine Zielfunktion f(ϑ1, ..., ϑn) mit n Variablen, die maximiert werden
soll. Ausgegangen wird von einem Startsimplex mit n+1 Knoten, diese n+1 Punkte
mu¨ssen als Startwerte gegeben sein. Bei der Suche nach den optimalen Parametern
der Zielfunktion werden immer neue Simplizes gebildet. Die Simplizes passen sich
dabei dem lokalen Verhalten der Zielfunktion an: Sie sind langgestreckt entlang lan-
ger, ansteigender
”
Ebenen“, a¨ndern ihre Richtung, wenn sie einen Bereich mit hohen
Zielfunktionswerten u¨berqueren und ziehen sich in der Umgebung eines Maximums
zusammen.
In den Abbildungen 2.1 - 2.3 wird die Verwendung des Simplex am Beispiel n = 2
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illustriert. In diesem Fall ist das Simplex ein Dreieck mit den Eckpunkten x1, x2
und x3.
Zuna¨chst bestimmt man die Funktionswerte an den n+1 Simplexknoten x1, ..., xn+1
und ordnet sie so, dass fu¨r die entsprechenden Funktionswerte gilt: f(x1) ≥ ... ≥
f(xn+1). Basierend auf dieser Ordnung wird nun ein neues Simplex adjazent zum
alten konstruiert, das na¨her an der optimalen Lo¨sung liegt. Dazu wird der Simplex-
Knoten mit dem schlechtesten Funktionswert xn+1 durch einen neuen Testpunkt xR
ersetzt, der bestimmt wird durch
xR = (1 + α)x− αxn+1, (2.1)
wobei x der Mittelpunkt der Punkte x1, ..., xn ist und α eine positive Konstante, die
sog. Reflexionskonstante. Diesen Schritt kann man sich vorstellen als Spiegelung des
Simplex an der Ebene, die durch seine n besten Knoten verla¨uft (siehe Abb. 2.2),
deshalb nennt man die Bestimmung von xR auch Reflexion. Wenn xR besser ist als
der bisher beste Punkt x1 (d.h., wenn f(xR) > f(x1)), wird versucht, die Suche nach
dem maximalen Funktionswert in Richtung xR auszudehnen. Dieser Vorgang wird
als Expansion bezeichnet. Man erha¨lt wieder einen neuen Punkt xE mit
xE = γxR + (1− γ)x. (2.2)
Dabei ist γ der Expansionskoeffizient. Er berechnet sich aus
γ =
||xE − x||
||xR − x|| (2.3)
und ist immer gro¨ßer als Eins.
Ist xE besser als xR, ersetzt man den schlechtesten Punkt des aktuellen Simplex
(xn+1) durch xE, sonst durch xR. Bei einer glatten Funktion bedeutet eine fehlge-
schlagene Expansion (f(xE) < f(xR)), dass an dieser Stelle gerade ein ”
Ru¨cken“
u¨berquert wurde, dessen Scheitel zwischen xR und xE liegt.
Der Reflexionspunkt xR wird auch dann als neuer Simplexknoten gewa¨hlt, wenn er
eine Verbesserung im Vergleich zum zweitschlechtesten Punkt xn darstellt. Wenn
dagegen der Zielfunktionswert an der Stelle xR nur besser als f(xn+1) ist, versucht
man, nur ein Stu¨ck in Richtung xR zu gehen. Dieser Schritt heisst Kontraktion,
da das Simplex dadurch verkleinert wird. Durch die Kontraktion gelangt man zum
Punkt xI mit
xI = βxn+1 + (1− β)x. (2.4)
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Der Kontraktionskoeffizient β liegt zwischen 0 und 1 und wird bestimmt durch
β =
||xI − x||
||xn+1 − x|| . (2.5)
xI wird zum neuen Simplexknoten, außer wenn
f(xI) < max(f(xn+1, f(xR)), (2.6)
d.h., wenn durch die Kontraktion keine Verbesserung des Zielfunktionswertes mehr
erreicht wird. In diesem Fall wird das Simplex verkleinert, indem alle Eckpunkte des
Simplex in Richtung des aktuellen Maximums bewegt werden, d.h., alle xi werden
ersetzt durch (xi + x1)/2 (siehe Abb. 2.3).
Bei glatten Funktionen kommt es zu einer Verkleinerung des Simplex, wenn ein loka-
les Maximum gefunden wurde. Ist wie im Fall der Packungsdichte die Bestimmung
der Zielfunktion jedoch nur durch Simulationen mo¨glich, unterliegt der gescha¨tzte
Zielfunktionswert zufa¨lligen Schwankungen. So ko¨nnen zufa¨llige lokale Maxima ent-
stehen, die von der wirklichen optimalen Lo¨sung weit entfernt sind. Es kann nun pas-
sieren, dass der Simplex-Algorithmus bei einem solchen zufa¨lligen lokalen Maximum
abbricht und nicht die gesuchte maximale Dichte liefert. Deshalb ist es in diesem
Fall sinnvoll, den Simplex-Algorithmus durch ein Verfahren zu verfeinern, das dieses
vorzeitige Abbrechen des Algorithmus’ verhindert. Neddermeijer u. a. [69] und Gilli
& Winker [34] schlugen vor, dafu¨r das sogenannte Threshold-Accepting-Verfahren
(TA) zu verwenden.
Threshold accepting ist ein lokales Suchverfahren, das von Dueck und Scheuer [26]
entwickelt wurde. Wie der Name schon sagt, wird ein Schwellenwert (threshold)
τ eingefu¨hrt, der dazu dient, lokale Maxima zu u¨berwinden. Dies wird erreicht,
indem auch Lo¨sungen als
”
Fortschritt“ akzeptiert werden, die nicht um mehr als τ
schlechter sind als die aktuelle Lo¨sung.
Implementiert wird das klassische TA-Verfahren wie folgt: Zuna¨chst wird eine be-
stimmte Anzahl von Iterationsrunden nR festgelegt und eine beliebige mo¨gliche
Lo¨sung als Startwert gewa¨hlt. In jeder Iterationsrunde wird das lokale Verhalten
der Zielfunktion in der Umgebung des Startwertes untersucht. In einer vorgegebe-
nen Anzahl nS von Schritten wird dabei jeweils (lokal) nach einer besseren Lo¨sung
gesucht, wobei ein beliebiges Suchverfahren verwendet werden kann. Nach jedem
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Abbildung 2.1: Bestimmung der Optimierungsrichtung im zweidimensionalen Fall
Abbildung 2.2: Reflexion, Expansion bzw. Kontraktion im zweidimensionalen Fall
Abbildung 2.3: Verkleinerung des Simplex in der Umgebung eines lokalen Maximums
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Schritt wird die beste gefundene Lo¨sung als Startwert fu¨r den na¨chsten Schritt ge-
nommen, wenn die neue Lo¨sung nicht um mehr als τ schlechter ist als die Lo¨sung aus
dem vorhergehenden Schritt. Der Schwellenwert τ wird in jeder Runde verkleinert
und sollte in der letzten Runde gleich Null sein. Altho¨fer & Koschnick [1] zeigten,
dass dieser Algorithmus fast sicher gegen eine Lo¨sung nahe dem globalen Maximum
konvergiert, wenn die Anzahl der Iterationen gegen∞ geht. Die Komplexita¨t wa¨chst
dabei linear mit der Anzahl der Iterationsschritte und ist außerdem abha¨ngig von
der Komplexita¨t des Algorithmus’, der zur Bestimmung der Zielfunktion angewendet
wird.
Da bei Problemen wie der Bestimmung der optimalen Packungsdichte der Zielfunkti-
onswert nur mit relativ großem Aufwand durch Simulationen bestimmt werden kann,
sollte der verwendete Optimierungsalgorithmus mit mo¨glichst wenigen Berechnun-
gen von Funktionswerten auskommen. In solchen Fa¨llen ist es sinnvoll, entsprechende
Suchkriterien zu verwenden, um die Anzahl von mo¨glichen besseren Lo¨sungen ein-
zuschra¨nken. Fu¨r ein a¨hnliches Problem wurde von Gilli & Winker [34] vorgeschla-
gen, die Idee des Simplex-Algorithmus’ von Nelder und Mead mit dem Threshold-
Accepting-Verfahren zu verbinden. Anstatt den Zielfunktionswert an jeweils nur
einem Punkt zu betrachten, wird dabei der Threshold-Accepting-Algorithmus auf
ein Simplex angewandt.
Das Verfahren besteht aus zwei Methoden, die abha¨ngig von einer gegebenen Wahr-
scheinlichkeit p ausgewa¨hlt werden: Die erste Methode, die mit Wahrscheinlichkeit p
ausgefu¨hrt wird, ist ein zufa¨lliges Verschieben des Simplex im Parameterraum, wo-
bei La¨nge und Richtung der Verschiebung zufa¨llig gewa¨hlt werden. Die neue Lo¨sung
wird akzeptiert, wenn der Zielfunktionswert am besten Knoten des neuen Simplex
nicht um mehr als τ schlechter ist als der gro¨ßte Wert der Zielfunktion an den Knoten
des alten Simplex. Die zweite Methode wird mit Wahrscheinlichkeit 1−p ausgefu¨hrt
und ist ein Simplex-Suchschritt wie oben beschrieben. Allerdings wird im Gegensatz
zum klassischen Simplexalgorithmus, wo ein Punkt (xR, xE oder xI) nur dann als
neuer Simplex-Knoten akzeptiert wird, wenn dort der Zielfunktionswert gro¨ßer als
an den zu vergleichenden Punkten ist, der neu konstruierte Punkt auch dann neu-
er Simplex-Knoten, wenn sein Zielfunktionswert nicht um mehr als τ kleiner ist
als der zu vergleichende Wert. D.h., beim Nelder-Mead-Simplex-Algorithmus mit
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Threshold-Accepting kann das Simplex zeitweise auch in eine Richtung
”
wandern“,
wo der Zielfunktionswert geringfu¨gig schlechter wird.
Der gesamte Optimierungsalgorithmus ist im Folgenden dargestellt:
Algorithmus Threshold Accepting
Schritt 1: Lege nR, nS und eine Folge von Schwellenwerten τr, r = 1, ..., nR fest.
Schritt 2: Generiere ein Startsimplex, wobei xalt der Simplexknoten mit dem
maximalen Zielfunktionswert ist.
Schritt 3: Fu¨r jede Runde r (r = 1, ..., nR)
Fu¨r jeden Schritt s (s = 1, ..., nS)
Erzeuge eine Zufallszahl u ∈ [0, 1]
Wenn u < p
Zufa¨llige Verschiebung des Simplex
xneu - Knoten des neuen Simplex mit maximalem
Funktionswert
Wenn f(xneu) > f(xalt)− τr: Setze xalt = xneu
Sonst
Fu¨hre einen Simplex-Suchschritt aus
xneu - Knoten des neuen Simplex mit maximalem
Funktionswert
Setze xalt = xneu
Simplex-Suchschritt mit TA
Schritt 1: Konstruiere Knoten x1, ..., xn+1 des Startsimplex
Schritt 2: Sortiere die Knoten so, dass f(x1) ≥ ... ≥ f(xn+1)
Schritt 3: Wenn f(xR) > f(x1)− τr
Wenn f(xE) > f(xR)− τr: Setze x∗ = xE
Sonst: Setze x∗ = xR
Sonst
Wenn f(xR) > f(xn)− τr: Setze x∗ = xR
Sonst
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Wenn f(xR) > f(xn+1)− τr
Wenn f(xI) > f(xn+1)− τr: Setze x∗ = xI
Sonst: xi = (xi + x1)/2, i = 1, ..., n+ 1 (Simplex
verkleinern)
Sonst: Simplex verkleinern
Wenn das Simplex nicht verkleinert wurde: Setze xn+1 = x
∗ (Ersetze
den schlechtesten Knoten durch x∗)
Die Wahrscheinlichkeit p fu¨r eine zufa¨llige Verschiebung des Simplex wurde, wie
in [34] empfohlen, fu¨r alle durchgefu¨hrten Rechnungen auf 0,15 gesetzt.
2.3 Anwendung des Simplexalgorithmus’ von Nel-
der & Mead zur Bestimmung der optimalen
Packungsdichte
Im Folgenden soll nun der beschriebene Optimierungsalgorithmus an das Problem
der Bestimmung der optimalen Dichte von Kugelpackungen angepasst werden. Der
Wert der Zielfunktion f , d.h. im hier betrachteten Anwendungsfall die Packungs-
dichte, wird mit Hilfe des Force-Biased-Algorithmus’ durch Simulationen bestimmt.
Fu¨r eine Simulation wird die Radienverteilung der Kugeln vorgegeben, entweder
durch Spezifikation der Parameter fu¨r eine spezielle Verteilungsfunktion oder durch
Angabe der Kugelradien ri und der zugeho¨rigen Ha¨ufigkeiten hi. Die berechne-
te Packungsdichte f unterliegt natu¨rlich zufa¨lligen Schwankungen. Deshalb wird
der Nelder-Mead-Simplexalgorithmus wie oben beschrieben durch das Threshold-
Accepting-Verfahren modifiziert: Fu¨r jede Berechnung von f werden mehrere (l)
Simulationen durchgefu¨hrt und der approximierte Wert der Zielfunktion f˜ als Mit-
telwert f aller Ergebnisse bestimmt. Die Anzahl l der Simulationen wird in jeder
der nR Runden neu festgelegt: In der ersten Runde sollte l klein sein, damit die
Rechenzeit mo¨glichst nicht zu groß wird. f ist dann eine rauhe Approximation des
Zielfunktionswertes. Ist die Varianz der so bestimmten Zielfunktionswerte groß, muss
der Schwellenwert τ ebenfalls entsprechend groß gewa¨hlt werden. In den na¨chsten
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Runden wird l erho¨ht. Damit ergibt sich eine genauere Scha¨tzung fu¨r f , und τ kann
verringert werden.
Die Folge der Schwellenwerte τr, r = 1, ..., nR, sollte proportional zur Varianz der
Zielfunktionswerte sein, die wiederum von der Anzahl der Wiederholungen Rr der
Simulationen abha¨ngt, aus denen der approximierte Zielfunktionswert gebildet wird.
Der funktionale Zusammenhang zwischen Varianz und Anzahl der Wiederholungen
wird anhand von empirischen Scha¨tzungen der Varianz σˆfRk fu¨r verschiedene Wie-




an die empirischen Daten angepasst. Fu¨r das Problem der optimalen Packungsdich-
te wurden dazu Varianzen von Simulationen mit verschiedenen Radienverteilungen
(monodisperse und bidisperse Packungen, potenz- und normalverteilte Radien) be-
trachtet, wobei sich zeigte, dass sich die Varianzen der Packungsdichte bei gleichem
Rk fu¨r die verschiedenen Radienverteilungen nur geringfu¨gig unterscheiden. Es er-
gaben sich so Scha¨tzungen von α = 0, 00075 und β = −0, 6166.
Fu¨r einen gegebenen Wert Rr von Simulationswiederholungen kann der Schwellen-




Der Proportionalita¨tsfaktor γ wird wie in [34] auf 2 gesetzt.
Bei der Optimierung der Packungsdichte ist weiterhin zu beachten, dass fu¨r die
Parameter oft bestimmte Bedingungen eingehalten werden mu¨ssen. Zum Beispiel
mu¨ssen die Radien immer gro¨ßer Null sein und manchmal darf auch ein gewis-
ser maximaler Radius nicht u¨berschritten werden. Der Simplexalgorithmus beachtet
solche Einschra¨nkungen aber im allgemeinen nicht, sondern die Simplexknoten sind
beliebige Punkte im Rn. Wenn das Simplex nun also u¨ber eine solche vorgegebene
Grenze hinauswandert, muss es entsprechend modifiziert werden. Dafu¨r gibt es ver-
schiedene Mo¨glichkeiten: Man kann beispielsweise das gesamte Simplex verschieben.
Richtung und Betrag der Verschiebung ko¨nnen dabei zufa¨llig sein, sollten aber so
gewa¨hlt werden, dass alle Knoten des neuen Simplex die gestellten Bedingungen
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erfu¨llen. Eine andere Mo¨glichkeit ist es, den Knoten, der außerhalb des Definiti-
onsbereichs liegt, auf die Grenze des Definitionsbereiches (oder einen Punkt in der
Na¨he, der alle Bedingungen erfu¨llt) zu verschieben. Dieses Verfahren hat den Vorteil,
dass, wenn das Maximum nahe der Grenze liegt, dort weiter gesucht wird, und dass
man nicht wie nach einer zufa¨lligen Verschiebung die Suche an einer anderen Stelle
neu beginnt. Entsprechend hat sich auch in den betrachteten Anwendungsbeispielen
gezeigt, dass es sinnvoll ist, die zweite Methode zu verwenden, da diese mit weniger
Rechenaufwand zu nahezu dem selben Ergebnis fu¨hrt wie die erste.
Die Rechenzeit fu¨r den Optimierungsalgorithmus ist, außer von nR und nS, abha¨ngig
von der Anzahl der Freiheitsgrade der Radienverteilung und der Komplexita¨t des
Simulationsalgorithmus’. In jedem Schritt muss mindestens zweimal die Packungs-
dichte bestimmt werden, na¨mlich bei der Reflexion und bei der Expansion oder
Kontraktion. Wird das Simplex dann noch verkleinert, entstehen n neue Knoten,
fu¨r die wiederum der Zielfunktionswert bestimmt werden muss. Wird das Simplex
verschoben, muss der Wert von f sogar fu¨r n+ 1 Punkte neu berechnet werden. Es
muss also in jedem Schritt des Optimierungsalgorithmus’ mindestens zweimal und
maximal n + 2 mal die Packungsdichte bestimmt werden, d.h., es sind mindestens
2nS
∑nR
m=1 lm und maximal nS(n+ 2)
∑nR
m=1 lm Simulationen no¨tig, wobei lm die fu¨r
jede Runde festgelegte Anzahl von Simulationen ist, aus denen jeweils die mittlere
Packungsdichte f gebildet wird.
Die Rechenzeit fu¨r eine Simulation ha¨ngt stark von der Anzahl der Kugeln und von
der Anzahl der ausgefu¨hrten Iterationsschritte ab. Es hat sich als sinnvoll erwiesen,
fu¨r die Optimierung zuerst Kugelpackungen aus relativ wenigen Kugeln (100-1000)
simuliert mit relativ wenigen (ca. 1000) Iterationen des Force-Biased-Algorithmus
zu benutzen und dann durch Simulation mit mehr Kugeln und Iterationen (z.B.
jeweils 10000) zu u¨berpru¨fen, ob die gefundene Lo¨sung wirklich eine Verbesserung
im Vergleich zum Startwert darstellt. In den durchgefu¨hrten Testrechnungen war
dies fast immer der Fall. Wichtig ist nur, dass die Bedingungen (Anzahl der Kugeln
und Iterationen und sonstige Parameter des Simulationsalgorithmus’) fu¨r alle fu¨r die
Optimierung verwendeten Kugelpackungen gleich sind. Je nach gewa¨hlter Anzahl
der Runden und Schritte sollte evtl. der Optimierungsalgorithmus mit der neuen
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Lo¨sung als Startwert nochmals ausgefu¨hrt werden, solange, bis sich die Lo¨sung nicht
mehr verbessert. Es zeigte sich, dass dies bei drei Runden mit jeweils zehn Schritten
oft schon nach 2-3 Starts der Fall war, insbesondere bei relativ einfachen Problemen
mit bis zu drei Freiheitsgraden. Bei mehr Variablen, wie z.B. der Bestimmung der




In der Literatur schon oft untersucht wurden Packungen von Kugeln mit zwei ver-
schiedenen Radien, siehe z.B. [20, 23, 50, 67, 79, 97, 103]. Es ist bekannt, dass fu¨r
solche Packungen eine ho¨here Dichte erreicht werden kann als fu¨r monodisperse
Packungen. Die Dichte bidisperser Kugelpackungen ist abha¨ngig von zwei Parame-
tern: dem Verha¨ltnis Rs/Rl zwischen dem Radius der kleinen und dem der großen
Kugeln und dem Volumenanteil vl der großen Kugeln (bzw. analog dem entspre-









mit al der Anzahl der großen und as der Anzahl der kleinen Kugeln in der Packung.
Im Allgemeinen kann man davon ausgehen, dass die Packungsdichte mit abnehmen-
dem Radienverha¨ltnis Rs/Rl zunimmt. Je kleiner das Radienverha¨ltnis ist, um so
besser ko¨nnen die Lo¨cher zwischen den großen Kugeln durch kleine ausgefu¨llt wer-
den. Außerdem ist eine dichte Packung von kleinen Kugeln um eine große dichter, als
wenn man große Kugeln um eine kleine packt, da im zweiten Fall wesentlich gro¨ße-
re Zwischenra¨ume entstehen. Bedenkt man dies, kommt man zu dem Schluss, dass
eine gro¨ßere Packungsdichte durch eine ho¨here Konzentration von kleinen Kugeln
erreicht werden kann. Allerdings sollte der Anteil der kleinen Kugeln wiederum nicht
zu groß sein, da man dann eine fast monodisperse Packung von kleinen Kugeln (mit
nur wenigen eingeschlossenen großen Kugeln) erha¨lt, was wieder zu einer Abnahme
der Packungsdichte fu¨hrt. Das zeigt sich in den typischen dachfo¨rmigen Kurven, die
man erha¨lt, wenn man die Packungsdichte als Funktion des Volumenanteils vl der
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großen Kugeln darstellt (siehe Abb. 2.4). Solche Kurven wurden schon oft sowohl ex-
perimentell mit realen Kugeln als auch durch Computersimulationen bestimmt (z.B.
in [20, 31, 79, 97, 107]) und ergaben sich auch fu¨r die mit dem hier verwendeten
Force-Biased-Algorithmus simulierten Packungen. Betrachtet man diese Kurven fu¨r
verschiedene Radienverha¨ltnisse, ist auch erkennbar, dass die Packungsdichte bei
gleichbleibendem vl mit abnehmendem Radienverha¨ltnis wa¨chst. Clarke & Wiley
[20] formulierten folgende theoretische Annahme: Wenn das Verha¨ltnis Rs/Rl gegen
Null strebt und der Anteil der großen bzw. kleinen Kugeln optimal gewa¨hlt wird,
ergibt sich eine zufa¨llige dichte Packung von großen Kugeln mit zufa¨lligen dichten
Packungen von kleinen Kugeln in den Zwischenra¨umen. Unter der Annahme, dass
eine zufa¨llige dichte monodisperse Packung eine Packungsdichte von etwa 0,64 errei-
chen kann [9, 14, 16, 96, 19, 45, 55, 78, 82], erha¨lt man so theoretisch eine maximale
Packungsdichte von ≈ 0, 64+0, 64(1−0, 64) ≈ 0, 87 bei einem Volumenanteil großer
Kugeln von vl ≈ 0, 64/0, 87 ≈ 0, 73.
Es ist also schon sehr viel u¨ber das Verhalten der Dichte bidisperser Kugelpackungen
in Abha¨ngigkeit vom Radienverha¨ltnis und vom Anteil großer bzw. kleiner Kugeln
bekannt. Deshalb wurde dieses Beispiel als Testbeispiel gewa¨hlt, um zu sehen, ob der
hier vorgestellte Optimierungsalgorithmus die schon bekannten Ergebnisse besta¨tigt
und somit richtig funktioniert.
Abha¨ngigkeit der Packungsdichte vom Volumenanteil der großen Kugeln
Wie Abb. 2.4 zeigt, ergeben sich fu¨r simulierte bidisperse Kugelpackungen mit den
Radienverha¨ltnissen 0,5, 0,3, 0,25 und 0,2 jeweils die typischen dachfo¨rmigen Kur-
ven fu¨r die Packungsdichte in Abha¨ngigkeit von vl. Alle diese Kurven besitzen ein
Maximum fu¨r vl zwischen 0,7 und 0,8.
Es wird nun untersucht, ob der zur Optimierung der Packungsdichte verwendete mo-
difizierte Simplexalgorithmus in der Lage ist, diese Maxima zu finden. Dabei ergeben
sich bei einem Startwert von vl = 0, 2 bzw. dem daraus konstruierten Startsimplex
mit Koten bei vl = 0, 2 und 0,3 die in Tabelle 1.1 vorgestellten Ergebnisse.
Diese Resultate sind in Abb. 2.4 als Punkte dargestellt. Man kann erkennen, dass
der Optimierungsalgorithmus in jedem Fall ein Ergebnis nahe der optimalen Lo¨sung
liefert, besonders dort, wo das Maximum deutlich ausgepra¨gt ist. Bei den flacher ver-
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Abbildung 2.4: Dichte von simulierten bidispersen Kugelpackungen in Abha¨ngigkeit
vom Volumenanteil der großen Kugeln: — Rs/Rl = 0, 2, – – – Rs/Rl = 0, 25, - - - -
Rs/Rl = 0, 3, – - – - – Rs/Rl = 0, 5. Die Punkte markieren die mit dem Simplexal-
gorithmus gefundenen Maxima, wobei als Startwert vl = 0, 2 gewa¨hlt wurde. Die
Lo¨sungen des Simplexalgorithmus’ stimmen wie erwartet mit den wirklichen Ma-
xima u¨berein. Die Bestimmung der Maxima mit dem Simplexalgorithmus beno¨tigt






Tabelle 2.1: Ergebnisse der Optimierung der Packungsdichte bezu¨glich der Volumen-
anteile großer Kugeln bei einem Startwert von vl = 0, 2
laufenden Kurven fu¨r Rs/Rl = 0, 3 und Rs/Rl = 0, 5 bricht der Simplexalgorithmus
offenbar etwas zu fru¨h ab, da die Verbesserung, die bei einer weiteren Vergro¨ßerung
von vl erreicht wu¨rde, nur noch minimal ist und aufgrund von zufa¨lligen Schwankun-
gen der simulierten Packungsdichte womo¨glich nicht mehr erkannt wird. Man ko¨nnte
diese Lo¨sung als untere Grenze fu¨r den Bereich, in dem die optimale Lo¨sung liegt,
betrachten. Eine obere Grenze kann man durch nochmaliges Starten des Optimie-
rungsalgorithmus mit einem Startwert gro¨ßer als 0,8 erhalten. Beispielsweise liefert
der Algorithmus mit einem Startsimplex mit Knoten bei vl = 0, 8 und 0,9, dass fu¨r
Rs/Rl = 0, 3 eine optimale Packungsdichte bei vl = 0, 76 und fu¨r Rs/Rl = 0, 5 bei
vl = 0, 75 erreicht wird. Der optimale Volumenanteil großer Kugeln liegt also fu¨r
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Rs/Rl = 0, 3 zwischen vl = 0, 62 und vl = 0, 76 und fu¨r Rs/Rl = 0, 5 zwischen
vl = 0, 63 und vl = 0, 75, wobei sich die Packungsdichten in diesem Bereich nur sehr
geringfu¨gig a¨ndern, wie man in Abb. 2.4 erkennen kann, und damit ein absolutes
Maximum schwierig zu bestimmen ist.
Abha¨ngigkeit der Packungsdichte vom Radienverha¨ltnis
Im Folgenden soll bestimmt werden, wie groß fu¨r gewisse fest vorgegebene Volumen-
anteile großer Kugeln vl das optimale Radienverha¨ltnis ist. Betrachtet werden dazu
Volumenanteile vl von 0,1, 0,5 und 0,75. Der Optimierungsalgorithmus ergibt, dass
die Dichte maximal ist, wenn das Radienverha¨ltnis Rs/Rl zwischen 0,12 und 0,17
liegt.
Abbildung 2.5: Dichte von simulierten Kugelpackungen in Abha¨ngigkeit vom Radi-
enverha¨ltnis fu¨r verschiedene Volumenanteile vl großer Kugeln: — vl = 0, 75, – – –
vl = 0, 5 und - - - vl = 0, 1. Die Punkte repra¨sentieren die mit dem Simplexalgorith-
mus als optimal ermittelten Werte.
Die Lo¨sungen fu¨r die jeweiligen Volumenanteile sind in Abb. 2.5 dargestellt. An den
zum Vergleich dargestellten Kurven der simulierten Werte fu¨r die verschiedenen Ra-
dienverha¨ltnisse ist deutlich zu erkennen, dass die Dichte fu¨r kleinere Radienverha¨lt-
nisse wieder abnimmt. Das widerspricht vielen Modellen in der Literatur, z.B. in
[20, 101, 102], bei denen angenommen wird, dass die Packungsdichte fu¨r Rs/Rl → 0
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immer weiter wa¨chst. Diese Abnahme der Dichte fu¨r sehr kleine Radienverha¨ltnisse
kann verschiedene Ursachen haben. In [23] wurden zwei Effekte vorgestellt, die dies
bewirken ko¨nnen: Zum einen gibt es dort, wo kleine und große Kugeln zusammen-
stoßen, einen sogenannten Wandeffekt. Da die kleinen Kugeln sehr viel kleiner als
die großen sind, ist es bei der Anlagerung von kleinen an große Kugeln fast so, als
wu¨rden die kleinen Kugeln an eine ebene Wand gepackt.
Dadurch entstehen gro¨ßere Zwischenra¨ume als bei einer Anlagerung von Kugeln
an eine gewo¨lbte Fla¨che. Der zweite Effekt, der mit Sicherheit auftritt, wenn mehr
kleine Kugeln im System vorhanden sind, als in die Zwischenra¨ume zwischen den
großen Kugeln passen, ist das Verkeilen von kleinen Kugeln zwischen den großen.
Dadurch werden die großen Kugeln teilweise auseinandergedru¨ckt und es entstehen
gro¨ßere Zwischenra¨ume, was natu¨rlich zu einer Abnahme der Packungsdichte fu¨hrt.
Inwiefern diese Effekte die Packungsdichte in den hier betrachteten Packungen be-
einflussen bzw. ob es noch weitere Ursachen fu¨r die Abnahme der Packungsdichte
bei sehr kleinen Radienverha¨ltnissen gibt, kann nur durch eine Untersuchung der
Packungsstruktur herausgefunden werden.
Abha¨ngigkeit der Packungsdichte von Radien- und Volumenverha¨ltnis
Bisher wurden nur Optimierungsprobleme mit einem Freiheitsgrad untersucht. Da-
bei wurde jeweils nur fu¨r einen fest vorgegebenen Volumenanteil oder fu¨r ein festes
Radienverha¨ltnis die optimale Lo¨sung gesucht. Nun ist die Frage, fu¨r welches Radi-
enverha¨ltnis und welchen Volumenanteil großer Kugeln die Packungsdichte maximal
wird, wenn beide variabel sind. Gesucht sind also die Bedingungen fu¨r die maxima-
le Packungsdichte bidisperser Kugelpackungen. Man betrachtet in diesem Fall ein
Optimierungsproblem mit zwei Freiheitsgraden, dem Radienverha¨ltnis und dem Vo-
lumenanteil.
Der modifizierte Simplexalgorithmus ergibt, dass die maximale Dichte bei einem Ra-
dienverha¨ltnis von Rs/Rl = 0, 14 und einem Volumenanteil großer Kugeln von vl =
0, 75 erreicht wird. Abb. 2.6 zeigt das Verhalten der Packungsdichte in Abha¨ngig-
keit von Rs/Rl und vl bei Simulationen von Kugelpackungen mit dem Force-Biased-
Algorithmus. Man kann erkennen, dass Packungen mit Rs/Rl = 0, 14 und vl = 0, 75
tatsa¨chlich zu denen mit der ho¨chsten Packungsdichte geho¨ren. Der hier bestimm-
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te optimale Volumenanteil großer Kugeln entspricht damit ungefa¨hr den in der
Literatur, z.B. [20, 102], angebenen Werten. Das optimale Radienverha¨ltnis von
Rs/Rl = 0, 14 widerspricht dagegen den Annahmen in [20, 102], nach denen die
Packungsdichte mit sinkendem Rs/Rl zunimmt und fu¨r Rs/Rl → 0 maximal wird.
Abbildung 2.6: Verhalten der Packungsdichte bei Variation des Radienverha¨ltnisses
und des Volumenanteils der großen Kugeln. Das Maximum liegt offenbar im Be-
reich von vl zwischen 0,7 und 0,8 bei einem Radienverha¨ltnis zwischen 0,1 und
0,15. Der Punkt repra¨sentiert das mit dem hier vorgestellten, auf dem Force-
Biased-Algorithmus basierenden, Optimierungsalgorithmus gefundene Maximum bei
Rs/Rl = 0, 14 und vl = 0, 75.
Abbildung 2.7: Packung von 10000 Kugeln mit vl = 0, 75 und Rs/Rl = 0, 14.
In Abb. 2.7 ist eine simulierte Kugelpackung mit den durch den Simplexalgorithmus
als optimal gefundenen Parametern dargestellt. Die abgebildete Packung besitzt ei-
ne Dichte von 0,79. Je nach Packungsalgorithmus und -parametern (z.B. Potential,
Anzahl der Iterationsschritte, Startdichte) kann die maximale Dichte variieren. Test-
simulationen und Ergebnisse in der Literatur, z.B. [20, 23, 79, 97, 101, 102, 107],
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zeigen jedoch, dass sich das Verhalten in Abha¨ngigkeit von Rs/Rl und vl i.a. nicht
a¨ndert, solange die Simulationsparameter beibehalten werden. D.h., die maximale
Dichte kann durch die Wahl anderer Simulationsparameter oder mit einem anderen
Simulationsverfahren mo¨glicherweise noch gro¨ßer werden als 0,79, aber das Maxi-
mum wird vermutlich immer mit den Parametern im Bereich von vl ≈ 0, 75 und
Rs/Rl ≈ 0, 14 erreicht werden.
2.4.2 Optimierung fu¨nfkomponentiger Systeme
In den Werkstoffwissenschaften werden Packungen von harten Kugeln beispielsweise
benutzt, um die Strukturen verschiedener Materialien zu modellieren. Eine spezielle
Anwendung ist die Modellierung von metallischen Legierungen [40], wobei die Ku-
geln Metallatome darstellen. Ziel ist es in diesem Fall, Legierungen zu finden, die
massive metallische Gla¨ser bilden ko¨nnen.
Zufa¨llige dichte Kugelpackungen sind aus mehreren Gru¨nden als Modelle fu¨r metal-
lische Schmelzen und Gla¨ser interessant [40], u.a.:
• Es gibt Argumente dafu¨r, dass eine dichte Packung von (kugelfo¨rmigen) Ato-
men ein charakteristisches Merkmal von amorphen metallischen Legierungen
ist [28, 27, 83, 60].
• Es ist momentan nicht mo¨glich, Strukturmodelle fu¨r mehrkomponentige me-
tallische Legierungen durch empirische Methoden zu erstellen [40].
Da man davon ausgeht, dass Legierungen, die durch zufa¨llige dichte Hartkugel-
packungen mit besonders hoher Dichte modelliert werden ko¨nnen, eine bessere Fa¨hig-
keit zu Glasbildung haben als solche mit geringerer Dichte [40], ist man daran
interessiert herauszufinden, unter welchen Bedingungen die dichtesten Packungen
entstehen.
Engami [27] formulierte vier Bedingungen, die die Bildung von massiven metal-
lische Gla¨sern fo¨rdern, wovon zwei wiederum mit dem Problem der maximalen
Packungsdichte verbunden sind: die A¨nderung der Verha¨ltnisse der Atomradien und
die Erho¨hung der Anzahl an verschiedenen Elementen.
Zusammengefasst ergibt sich folgende Aufgabenstellung:
2.4 Fallstudien 22
Optimiere zufa¨llige dichte Packungen harter Kugeln bezu¨glich ihrer Packungsdichte,
wobei die Kugelradien den Radien vorgegebener Atome entsprechen, die jeweiligen
Anteile aber variabel sind, und bestimme die Radienverteilung von Packungen mit
hoher Dichte.
Das Ergebnis liefert dann mo¨gliche Kandidaten fu¨r neue massive metallische Gla¨ser
(wobei natu¨rlich auch noch andere Kriterien fu¨r die Glasbildung erfu¨llt sein mu¨ssen,
siehe [27, 40]).
In Zusammenarbeit mit dem IFW Dresden wurden Legierungen untersucht, die aus
fu¨nf Komponenten mit den jeweiligen Atomradien RA, RB, RC , RD und RE be-
stehen. Die Optimierung eines solchen fu¨nfkomponentigen Systems ist ein Problem
mit vier Freiheitsgraden, na¨mlich den Anteilen der jeweiligen Komponenten iA, iB,
iC und iD an der Gesamtzahl der Atome, wobei wobei fu¨r den Anteil der fu¨nften
Komponente iE gilt: iE = 1−(iA+iB+iC+iD). Die Komplexita¨t des Problems wird
durch die Vorgabe von festen Atomradien entsprechend der einbezogenen Kompo-
nenten bereits deutlich reduziert. Die fu¨r die hier untersuchten Systeme verwendeten
Radien und zugeho¨rige Metalle sind in Tabelle 2.2 angegeben.
Atomradius Elemente
124-125 Fe, Ni, Cr, Co
143-146 Nb, Ta, Al, Au, Ag, Ti
158-164 Hf, Mg, Zr, Pm, Nd
178-181 Dy, Tb, Ho, Gd, Y, Sm
198-215 Ca, Eu, Sr, Ba
Tabelle 2.2: Ausgewa¨hlte Metallatomradien (aus [83]).
Gegeben sind also 5 Radien (proportional zu den Radien der Metallatome): RA =
0, 125, RB = 0, 145, RC = 0, 16, RD = 0, 18 und RE = 0, 2. Gesucht werden die
Startwerte Ergebnisse
iA iB iC iD iE p iA iB iC iD iE p
36,8 30,2 6,3 4,7 33,0 0,657 36,8 30,2 6,3 4,7 33,0 0,657
30 15 10 15 30 0,655 37,77 11,11 2,24 11,11 37,77 0,657
10 20 40 20 10 0,650 53,91 1,73 2,82 7,18 34,36 0,660
20 20 20 20 20 0,653 41,52 16,44 16,44 15,58 10,02 0,655
Tabelle 2.3: Startwerte und Ergebnisse der Optimierung eines fu¨nfkomponentigen
Systems mit den fest vorgegebenen Radien RA = 0, 125, RB = 0, 145, RC = 0, 16,
RD = 0, 18 und RE = 0, 2 (iA-iE hier jeweils in %).
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Abbildung 2.8: Radienverteilungen, mit denen der Nelder-Mead-Simplexalgorithmus
gestartet wurde. Die ho¨chsten Packungsdichten werden auch hier schon mit konvexen
Radienverteilungen (SW 1 und 2) erreicht, die niedrigste dagegen mit einer konkaven
Verteilung (3).
Abbildung 2.9: Mit dem Nelder-Mead-Simplexalgorithmus fu¨r die verschiedenen
Startwerte bestimmte Radienverteilungen mit ho¨chsten Packungsdichten
Anteile iA, iB, iC , iD und iE der Kugeln der jeweiligen Sorte, so dass eine mo¨glichst
hohe Packungsdichte φ = f(iA, iB, iC , iD, iE) erreicht wird. Man ko¨nnte natu¨rlich
nach der optimalen Lo¨sung suchen, indem man verschiedene Kombinationen von
iA bis iE ausprobiert. Das ist allerdings bei einem Problem mit 4 Freiheitsgraden
sehr aufwa¨ndig, weshalb dies ein typisches Beispiel ist, bei dem die Anwendung des
Simplexalgorithmus’ sinnvoll ist.
Der Optimierungsalgorithmus wurde mit vier verschiedenen Ausgangsradienvertei-
lungen (siehe Abb. 2.8) gestartet. Die Startwerte, die Optimierungsergebnisse und
die damit erreichten Dichten sind in Tabelle 2.3 dargestellt. Aus einem Startwert
wird ein Punkt PS ∈ R4 gebildet mit PS = (iA, iB, iC , iD). Der Punkt PS bildet einen
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Knoten des Startsimplex fu¨r den Optimierungsalgorithmus. Entsprechend dem vor-
liegenden Problem mit vier Freiheitsgraden muss das Startsimplex jedoch aus fu¨nf
Knoten bestehen. Als weitere Simplexknoten werden deshalb vier beliebige Punkte
Pk = (iAk , iBk , iCk , iDk), = 1, ..., 4 gewa¨hlt, die die Voraussetzung iAk + iBk + iCk +
iDk < 1, k = 1, ...4, erfu¨llen. Die mit der ersten Startkonfiguration erreichte Dichte
ist mit 0,657 bereits relativ groß und bildet vermutlich ein lokales Maximum, so dass
der Simplex-Algorithmus hier keine bessere Lo¨sung findet. Fu¨r die anderen Start-
werte aber werden bessere Packungen gefunden (siehe Tabelle 2.3). Man beobachtet
eine moderate Verbesserung (von 0,655 auf 0,657) bei einer konvexen Anfangsver-
teilung (Zeile 2 in Tabelle 2.3), wa¨hrend in der Umgebung der Anfangsverteilung
mit gleicher Konzentration aller Komponenten nur ein schwaches lokales Maximum
mit einer maximalen Dichte von 0,655 zu existieren scheint. Besonders stark ist die
Verbesserung, wenn die Ausgangsverteilung konkav ist (dritter Fall). Hier erho¨ht
sich die Packungsdichte durch das Optimierungsverfahren von 0,650 auf 0,660. Es
zeigt sich, dass alle Packungen mit einer sehr großen Dichte eine konvexe Radien-
verteilung aufweisen (siehe Abbildung 2.9). Diese konvexe Verteilung ist qualitativ
a¨hnlich zur Radienverteilung von Zr-basierten massiven amorphen metallischen Le-
gierungen [84].
Ein vergleichbares Ergebnis wurde u¨brigens auch mit einem zufa¨lligen Suchverfah-
ren gefunden: Es wurden jeweils fu¨nf Zufallszahlen generiert, die den Anteil der zur
entsprechenden Komponente geho¨renden Atome an der Gesamtzahl darstellen. So
wurde eine zufa¨llige Radienverteilung fu¨r ein fu¨nfkomponentiges System erzeugt.
Mit Hilfe des Force-Biased-Algorithmus’ wurde dann eine Kugelpackung mit dieser
Radienverteilung simuliert und ihre Dichte bestimmt. Es wurden 50 verschiedene
Radienverteilungen getestet, wobei die Dichte zwischen 0,645 und 0,66 variierte.
Die beste zufa¨llig erreichte Dichte entspricht also der maximalen Dichte, die mit
dem Nelder-Mead-Simplexalgorithmus gefunden wurde. D.h., das Ergebnis der Op-
timierung mit dem Nelder-Mead-Simplexalgorithmus besta¨tigt, dass bereits mit dem
zufa¨lligen Suchverfahren ein lokales Maximum gefunden wurde. Der Vorteil des Sim-
plexalgorithmus’ ist jedoch, dass man eindeutige Abbruchkriterien festlegen kann,
die bestimmen, wann ein lokales Maximum gefunden wurde. Das ist bei einer zufa¨lli-
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gen Suche nicht mo¨glich und man weiß nie, ob man nun gerade zufa¨llig die optimale
Lo¨sung gefunden hat oder ob es noch eine deutlich bessere Lo¨sung gibt bzw. in
welcher Richtung man diese bessere Lo¨sung suchen muss.
Im Falle der Optimierung eines fu¨nfkomponentigen Systems kommt man allerdings
mit beiden Verfahren zu der Erkenntnis, dass die Packungsdichte wesentlich vom
Typ der Radienverteilung abha¨ngt: Am dichtesten sind die Packungen, die eine
konvexe Radienverteilung aufweisen, d.h. Packungen mit einem hohen Anteil von
großen und kleinen Kugeln und einem relativ geringen Anteil von Kugeln mittlerer
Gro¨ße.
2.4.3 Potenzverteilte Radien
Eine andere Anwendung fu¨r Hartkugelpackungen ist die Simulation poro¨ser Mate-
rialien. Hierbei entsprechen die Kugeln den Poren und die Zwischenra¨ume bilden das
feste Material. Ein interessantes Anwendungsgebiet, das u. a. im Rahmen des DFG-
Projektes
”
Computersimulation und Optimierung nanoskaliger poro¨ser Strukturen
mit sehr niedrigen Dielektrizita¨tskonstanten“ bearbeitet wurde, ist die Entwicklung
von leistungsfa¨higen Halbleiterbauelementen.
Die Leistungsfa¨higkeit mikroelektronischer Bauelemente, insbesondere von Mikro-
prozessoren, wird zunehmend durch die Signalverzo¨gerung im Bereich der on-chip-
Verdrahtung bestimmt. Eine Verringerung dieser Signalverzo¨gerung kann durch die
Entwicklung isolierender Schichtmaterialien mit niedriger Dielektrizita¨tskonstante k
erreicht werden [54, 58, 106]. Das klassische Schichtmaterial ist Siliziumdioxid, das
eine Dielektrizita¨tskonstante von k ≈ 4 besitzt. Angestrebt ist die Entwicklung von
Materialien mit k < 1, 5. Nach dem heutigen Erkenntnisstand mu¨ssen Materialien
mit k < 2 poro¨s sein [54, 58, 106]. Deshalb ist eine Mo¨glichkeit, bessere Schicht-
materialien zu entwickeln, Poren mit einer Gro¨ße im nm-Bereich in das Material
einzufu¨gen. Der dadurch erreichte ho¨here Volumenanteil der Poren fu¨hrt zu einer
niedrigeren Dielektrizita¨tskonstante k, wobei allerdings beachtet werden muss, dass
dadurch auch die mechanische Stabilita¨t des Materials geringer wird. In Zusammen-
arbeit mit dem IFW Dresden wurde im Rahmen des oben genannten DFG-Projektes
versucht, eine optimale Porenverteilung zu finden.
In [39] wurde die Struktur von nanoporo¨sem Silizium mit k = 2, 1 untersucht und
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Abbildung 2.10: TEM-Bild einer Probe von nanoporo¨sem Silizium (aus [39])
durch Computersimulation modelliert. Das TEM-Bild (Abb. 2.10) des untersuchten
Materials zeigt, dass die Poren i. a. kugelfo¨rmig sind. Mit Hilfe eines Bildverarbei-
tungsprogramms wurde die Gro¨ßenverteilung der Poren bestimmt, siehe Abb. 2.11
Dabei wurde aber vermutlich die Anzahl der großen Poren u¨berscha¨tzt, weil das
Verfahren nicht zwischen einzelnen großen Poren und Agglomeraten von verbunde-
nen Poren unterscheidet. Die Anzahl der kleinen Poren dagegen wurde aufgrund der
begrenzten Auflo¨sung des Mikroskops sicher unterscha¨tzt.
Zusa¨tzlich zur Untersuchung der Porengro¨ßen durch Bildverarbeitung wurde die
Kleinwinkelstreuung betrachtet. Die Ergebnisse beider Verfahren weisen darauf hin,
dass die Porenradien in einem begrenzten Intervall liegen und potenzverteilt mit





)a, Rmin ≤ r ≤ Rmax
0, sonst
(2.10)
wobei c eine Normierungskonstante ist und die anderen Parameter durch Anpassung
an die empirische Verteilung als Rmin = 1 nm, Rmax = 6 nm und a = −3.6 bestimmt
wurden.
Die experimentellen Ergebnisse zeigen also, dass ein Modell von kugelfo¨rmigen Po-
ren mit potenzverteilten Radien gut als Strukturmodell fu¨r nanoporo¨ses Silizium
geeignet ist. Hinsichtlich der offenbar zufa¨lligen geometrischen Anordnung [39] und
unter der Annahme einer homogenen Verteilung der Poren ist es auch hier sinnvoll,
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Abbildung 2.11: Histogramm der Porendurchmesser fu¨r die untersuchte Probe von
nanoporo¨sem Silizium (aus [39]). Wenn man davon ausgeht, dass die Anzahl der
kleinen Poren aufgrund der begrenzten Auflo¨sung des Mikroskops unterscha¨tzt wur-
de, kann man mo¨glicherweise annehmen, dass die Porendurchmesser potenzverteilt
sind.
ein System von zufa¨llig gepackten harten Kugeln zu verwenden.
Man mo¨chte nun wissen, fu¨r welche Parameter Rmin, Rmax und a eine maximale
Porosita¨t, d.h. in diesem Fall wiederum eine maximale Packungsdichte der Kugeln,
erreicht wird. In [39] wurde durch eine Reihe von Simulationen herausgefunden, dass
man bei einem festen Radienverha¨ltnis von Rmax/Rmin = 10 eine maximale Poro-
sita¨t von 0.73 fu¨r a = −3, 3 erha¨lt. Eine solche Verteilung der Porenradien wu¨rde
zu einem Material mit einer Dielektrizita¨tskonstante von k = 1, 9 fu¨hren [39]. Fu¨r
dasselbe Radienverha¨ltnis liefert der Nelder-Mead-Simplex-Algorithmus mit TA bei
einem Startwert von a = −5 als optimale Lo¨sung a = −3, 2, also nahezu das gleiche
Ergebnis. Auch mit anderen Startwerten fu¨hrt der Optimierungsalgorithmus fu¨r a
zu Ergebnissen um -3. Eine Realisierung einer solchen Porenstruktur mit potenz-
verteilten Radien und a = −3, 2 sowie Rmax/Rmin = 10 ist in Abb. 2.12 dargestellt.
Bisher wurde nur der Einfluss des Exponenten a untersucht. Variiert man nun auch
noch das Verha¨ltnis zwischen minimalem und maximalem Radius (wobei zu beachten
ist, dass Rmin > 0 sein muss), ergibt sich mit dem modifizierte Simplexalgorithmus
eine maximale Packungsdichte von 0,744 fu¨r Rmax/Rmin = 10, 8 und a = −3.1. Dass
die Radien Rmin und Rmax beliebig variabel sind, ist natu¨rlich nur eine theoretische
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Abbildung 2.12: Simulierte Porenstruktur mit potenzverteilten Porenradien mit a =
−3, 2 und Rmax/Rmin = 10
Annahme. In der Praxis mu¨ssen bei der Wahl der Radien na¨mlich i.a. bestimmte Ein-
schra¨nkungen beachtet werden. Beispielsweise sollte bei poro¨sen low-k-Dielektrika
der maximale Radius der Poren eine bestimmte Gro¨ße nicht u¨berschreiten. So gilt
z.B. fu¨r das in [39] vorgestellte Modell Rmax/Rmin < 10 nm. Falls ein Simplexkno-
ten entsteht, der diese Bedingung verletzt, wird, wie in Abschnitt 1.3 beschrieben,
der maximale Radius entsprechend verkleinert. Außerdem wird der minimale Ra-
dius immer auf 1 gesetzt, wenn die Bedingung Rmin > 0 nicht erfu¨llt ist. Bezieht
man diese Randbedingung in die Optimierung ein, erha¨lt man als optimale Werte
Rmax/Rmin = 9, 5 und a = −3.1. Damit konnte mit dem Force-Biased-Algorithmus
eine Kugelpackung mit einer Dichte von 0,734 simuliert werden.
Es wurde bereits in [39] gezeigt, dass die Porosita¨t von nanoporo¨sem Silizium durch
eine A¨nderung der Porengro¨ßenverteilung weiter erho¨ht werden kann. Der hier ver-
wendete Optimierungsalgorithmus besta¨tigt dieses Ergebnis, hat jedoch den Vorteil,
dass auch bei der Variation weiterer Parameter recht schnell eine optimale Lo¨sung
gefunden werden kann. Das wu¨rde ansonsten, wenn man wie in [39] verschiedenste
Parameterkombinationen testen mu¨sste, einen erheblichen zusa¨tzlichen Rechenauf-
wand bedeuten.
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2.5 Diskussion: Der mit TAmodifizierte Simplexal-
gorithmus und andere heuristische Mo¨glich-
keiten der Optimierung von Hartkugelpackun-
gen
Der Simplex-Algorithmus von Nelder und Mead wurde durch das Threshold-Accepting-
Verfahren verfeinert und auf das Problem der Bestimmung der maximalen Packungs-
dichte bei gegebenen Klassen von Radienverteilungen angewandt. Zur Anpassung an
spezielle Aufgabenstellungen wurden verschiedene Modifikationen des urspru¨ngli-
chen Algorithmus’ vorgenommen, die dazu dienen, zufa¨llige lokale Maxima zu u¨ber-
winden, den Rechenaufwand mo¨glichst gering zu halten und spezielle zusa¨tzliche
Bedingungen wie z.B. R > 0 einzubeziehen. Damit der Optimierungsalgorithmus
nicht bei zufa¨lligen lokalen Maxima abbricht, wurde, zusa¨tzlich zur Einfu¨hrung eines
Schwellenwertes τ fu¨r das Threshold-Accepting-Verfahren, in jedem Schritt der Wert
der Zielfunktion als mittlere Dichte von l simulierten Kugelpackungen bestimmt. Die
Anzahl der Simulationen wurde in jeder Iterationsrunde erho¨ht, wodurch die zufa¨lli-
gen Schwankungen der gescha¨tzten Zielfunktion abnehmen und τ verringert werden
kann. Zur Beachtung spezieller Nebenbedingungen wurde das Simplex entsprechend
modifiziert, wenn eine dieser Bedingungen verletzt wurde.
Vergleichsdaten lieferten andere heuristische Optimierungsverfahren wie sukzessives
Testen verschiedener Parameterwerte bzw. Kombinationen davon oder ein zufa¨lliges
Suchverfahren. Es stellte sich heraus, dass der modifizierte Simplexalgorithmus sehr
gute Ergebnisse liefert, die mit den Ergebnissen der heuristischen Optimierung u¨ber-
einstimmen. Dabei ist der Rechenaufwand des Simplexalgorithmus’ in vielen Fa¨llen
wesentlich geringer, da ausgehend von einem Startwert nur in der Richtung gesucht
wird, wo der Zielfunktionswert (also die Packungsdichte) besser wird. Dagegen hat
man bei zufa¨lliger Suche und auch beim sukzessiven Testen keine Information u¨ber
die beste Suchrichtung und fu¨hrt so viele Simulationen durch, die eigentlich unno¨tig
sind, was den Rechenaufwand dieser Verfahren natu¨rlich deutlich erho¨ht.
Je nach Wahl der Simulationsparameter kann jede einzelne Simulation einer Kugel-
packung eine beachtliche Rechenzeit erfordern. Damit ist aber auch der Simplexalgo-
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rithmus, besonders bei Problemen mit vielen Freiheitsgraden, oft sehr aufwa¨ndig, da
in jedem Schritt mehrere Simulationen durchgefu¨hrt werden mu¨ssen. Hier kann die
Rechenzeit verringert werden, indem die Simulationen mit weniger Kugeln und evtl.
auch weniger Iterationsschritten des Simulationsalgorithmus’ durchgefu¨hrt werden,
wobei darauf zu achten ist, dass diese Parameter innerhalb eines Durchlaufs des Op-
timierungsalgorithmus’ nicht vera¨ndert werden. Dann bleiben offenbar die Verha¨lt-
nisse der resultierenden Packungsdichten ungefa¨hr genauso wie bei aufwa¨ndigeren
Simulationen mit mehr Kugeln und Iterationsschritten. Das zeigen jedenfalls die
hier vorgestellten Testbeispiele, fu¨r die der Simplexalgorithmus auch mit den etwas





Packungen gleich großer harter Kugeln werden als Modelle fu¨r verschiedene Systeme
in der Physik, Chemie und den Ingenieurwissenschaften verwendet. Sie repra¨sentie-
ren beispielsweise die Struktur atomarer und granularer Systeme und ko¨nnen u.a.
auch dazu benutzt werden, Phasenu¨berga¨nge zu simulieren, die z.B. beim Gefrieren
von Flu¨ssigkeiten oder bei der Glasbildung auftreten [10, 41, 75, 77, 98].
Die Struktur solcher Packungen ha¨ngt sehr stark von der Packungsdichte φ ab. Da-
bei ko¨nnen oft schon kleine A¨nderungen der Packungsdichte mit erheblichen Struk-
tura¨nderungen verbunden sein.
Bekannt ist, dass ungeordnete (nicht kristalline) Packungen maximal eine Dichte von
etwa 0,64 erreichen ko¨nnen. Dies wurde schon oft sowohl experimentell mit realen
Kugeln [9, 14, 96, 55, 82] als auch durch Simulationen [16, 19, 45, 78] untersucht.
Die dichtesten monodispersen Kugelpackungen sind kristallin, typische Beispiele
sind die FCC- (face centered cubic) und die HCP- (hexagonal closest packed) Struk-
tur, siehe Abb. 3.1. Solche dichtesten Kugelpackungen erha¨lt man, indem man Ku-
geln in einer Ebene so dicht wie mo¨glich packt und dann diese dichtest gepackte
Ebenen u¨bereinanderstapelt, siehe Abb. 3.2. Man startet mit einer hexagonalen
zweidimensionalen A-Ebene; darauf kommt eine B-Ebene, und zwar so, dass das
Zentrum einer Kugel der B-Ebene genau zwischen drei Kugeln der A-Ebene liegt.
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Fu¨r die dritte Ebene gibt es zwei Mo¨glichkeiten: Sie kann so gelegt werden, wie
mit der roten Kugel in Abb. 3.2 begonnen, oder aber so wie mit der gru¨nen Kugel
gezeigt. Die rote Kugel liegt genau u¨ber einem Atom der A-Ebene. Wenn man ausge-
hend von dieser Kugel die dritte Ebene baut, erha¨lt man also wieder eine A-Ebene.
Setzt man das periodisch fort, erha¨lt man die Stapelfolge ABABABABA... Die Ku-
gelpackung, die dadurch entsteht, hat eine HCP-Struktur. Die gru¨ne Kugel liegt
dagegen weder u¨ber der A- noch u¨ber der B-Ebene. Mit dieser Anordnung entsteht
also eine neue Ebene, die C-Ebene, und damit eine Stapelfolge ABCABCABC..., die
zu einer FCC-Struktur fu¨hrt. Sowohl bei HCP- als auch bei FCC-Strukturen betra¨gt




2 ≈ 0, 7405, eine ho¨here Dichte kann fu¨r monodisperse
Kugelpackungen nicht erreicht werden.
a) b)
Abbildung 3.1: a) FCC-, b) HCP-Gitter
Packungen mit einer Dichte zwischen 0,64 und 0,74 weisen vermutlich schon kristal-
line Bereiche auf, sind aber teilweise noch zufa¨llig gepackt bzw. enthalten zufa¨llige
Sto¨rungen der kristallinen Packungsstruktur.
Aus physikalischer Sicht charakterisieren A¨nderungen der Packungsstruktur Pha-
senu¨berga¨nge: Eine Dichte φ < 0, 494 ist typisch fu¨r die flu¨ssige Phase, die bei
φ = 0, 494 instabil wird. Eine zunehmende Packungsdichte kann zu Kristallisati-
on fu¨hren oder die Flu¨ssigkeit wird sehr stark abgeku¨hlt und geht bei φ ≈ 0, 494
in einen festen amorphen Zustand u¨ber. Amorphe, also nicht kristalline Packungen
ko¨nnen vermutlich nicht viel dichter als etwa 0,64 werden.
In dieser Arbeit soll mit Hilfe statistischer Methoden untersucht werden, wie sich
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Abbildung 3.2: Stapelfolgen fu¨r dichteste Kugelpackungen (Quelle:
http://www.tf.uni-kiel.de/matwis/amat/mw1 ge/kap 3/backbone/r3 3 2.html).
die Struktur von mit dem Force-biased-Algorithmus simulierten Packungen gleich
großer Kugeln mit zunehmender Dichte a¨ndert, wobei hier besonders der U¨bergang
von amorphen, also ungeordneten Systemen zu kristallinen Packungen im Vorder-
grund stehen soll. Dabei wird sich zeigen, dass sich die Struktur der untersuchten
Packungen mit zunehmender Verdichtung einer FCC-Struktur anna¨hert. Es wird
vorausgesetzt, dass alle betrachteten Kugelpackungen als Realisierungen des glei-
chen Modells aufgefasst werden ko¨nnen.
3.1.1 Methoden
Um festzustellen, wo genau der U¨bergang von ungeordneten zu geordneten, kristal-
linen Packungen stattfindet, ist es wichtig, Ordnungscharakteristiken zu finden, die
schon auf kleine kristalline Bereiche in der Packung empfindlich reagieren.
Klassische Methoden zur Strukturanalyse in der Physik sind der Strukturfaktor bzw.
die Paarkorrelationsfunktion. Eine weitere bekannte Methode ist die Betrachtung der
Orientierungen der Bindungen zwischen benachbarten Kugeln, was z.B. zur Defini-
tion der Ordnungscharakteristik Q6 fu¨hrt [6, 52, 61, 87, 95, 98]. Dabei werden die
Bindungsvektoren durch die Kugelfunktionen 6. Ordnung Y6m charakterisiert. Das
Maß Q6 reagiert besonders empfindlich auf FCC-Kristalle im System.
Eine andere Methode ist die Mosaikstatistik, die mit den Arbeiten von Bernal
[13, 14] u¨ber Voronoi-Polyeder begann. Basis der Mosaikstatistik ist die sog. Voronoi-
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Zerlegung (siehe Anhang B), wobei jede Voronoi-Zelle genau eine Kugel entha¨lt. Me-
trische und topologische Parameter des zu einer Kugel geho¨renden Voronoi-Polyeders
reflektieren dabei geometrische Eigenschaften der na¨chsten Nachbarschaft dieser Ku-
gel. Beispielsweise kann die Anzahl der Nachbarn einer Kugel so definiert werden,
dass sie der Anzahl der Seitenfla¨chen ihres Voronoi-Polyeders entspricht, und das
Volumen einer Voronoi-Zelle kann verwendet werden, um eine lokale Dichte zu defi-
nieren [29, 77, 86].
Dual zur Voronoi-Zerlegung wird die Delaunay-Zerlegung definiert, siehe z.B. [22,
57, 68]. Darauf basierend fu¨hrte Medvedev [56] die sog. Voronoi-Delaunay-Methode
zur Strukturcharakterisierung von atomaren Systemen ein. Ein Delaunay-Simplex
ist ein Tetraeder, dessen Eckpunkte von vier benachbarten Kugelmittelpunkten ge-
bildet werden. Die Formen dieser Simplizes spielen eine wichtige Rolle in der Struk-
turcharakterisierung. In dieser Arbeit werden verschiedene Maße betrachtet und wei-
terentwickelt, die zur Klassifizierung der Simplexformen verwendet werden ko¨nnen.
In [57] wurden Maße basierend auf den Kantenla¨ngen der Simplizes vorgestellt.
Noch genauer ko¨nnen die Simplexformen aber durch Anwendung von Methoden der
Formstatistik charakterisiert werden, wie sie auch in [4, 51] verwendet wurden. Bei-
de Methoden sollen im Folgenden im Hinblick darauf verglichen werden, wie gut
sie Simplizes einer bestimmten Form identifizieren, deren ra¨umliche Verteilung im
System wertvolle Strukturinformationen liefert.
Unabha¨ngig von der Mosaikstatistik gibt es weitere Methoden, bei denen ebenfalls
Eigenschaften der typischen Kugel betrachtet werden (sog. Palmsche Gro¨ßen, zur
Definition siehe Anhang A). Dazu geho¨ren die lokale Bindungsorientierung, d.h. das
mittlere Q6 gebildet aus den Orientierungen der Bindungen jeweils einer Kugel zu
ihren Nachbarn, und der Translationsordnungsparameter T [53, 95].
Neben der Paarkorrelationsfunktion als Gro¨ße zweiter Ordnung wurde in [81] eine
Gro¨ße dritter Ordnung T (r) eingefu¨hrt, die hier verwendet werden soll, um die
Lagebeziehung zwischen jeweils drei Kugeln zu untersuchen.
Die verschiedenen Ordnungscharakteristiken reagieren unterschiedlich stark auf fei-
ne strukturelle Unterschiede in Kugelpackungen. Manche a¨ndern sich kontinuierlich
mit zunehmender Verdichtung einer Packung, andere weisen deutliche, zum Teil
sprunghafte A¨nderungen auf, vermutlich wenn sich kristalline Strukturen bilden.
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Ziel dieser Arbeit ist es, zu zeigen, welche Ordnungscharakteristiken geeignet sind,





Abbildung 3.3: Serie von monodispersen Packungen harter Kugeln: a) 0,64, b) 0,65,
c) 0,654, d) 0,66, e) 0,67, f) 0,71. Jede Packung besteht aus 10000 Kugeln. Die
Ordnung in den Packungen wa¨chst offensichtlich mit zunehmender Dichte.
Untersucht werden Packungen bestehend aus 10000 Kugeln mit Dichten zwischen
0,62 und 0,72. Dabei wird besonders der Bereich zwischen 0,64 und 0,66 betrachtet,
also der Bereich kurz nach dem U¨berschreiten der kritischen Dichte fu¨r ungeordnete
Packungen. Hier treten erste kristalline Bereiche auf und eine gute Ordnungscha-
rakteristik sollte darauf entsprechend reagieren. Um die Ergebnisse vergleichen zu
ko¨nnen, werden die Kugelpackungen so skaliert, dass alle Kugeln den Durchmesser
Eins haben.
Abb. 3.3 zeigt eine Serie solcher Packungen. Sie wurden mit dem Force-Biased-
Algorithmus simuliert, wobei das Ergebnis einer Simulation jeweils als Ausgangs-
konfiguration fu¨r die na¨chste Simulation verwendet wurde. Dabei wurden die Ku-
gelradien der neuen Ausgangskonfiguration so vergro¨ßert, dass wieder eine Packung
mit u¨berlappenden Kugeln entstand, und der Packungsalgorithmus wurde damit
neu gestartet. Dieses Verfahren fu¨hrte zu einer immer sta¨rkeren Verdichtung der
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Packung. Bisher konnten so Packungsdichten bis zu 0,72 erreicht werden. Physi-
kalisch ko¨nnen solche Packungen beispielsweise als Modelle fu¨r metallische Gla¨ser
verwendet werden oder sie ko¨nnen die Struktura¨nderungen eines granularen Systems
wa¨hrend fortschreitender Verdichtung, z.B. durch Vibration und Druck, darstellen.
Wie Abb. 3.3 zeigt, ist die Packung mit einer Dichte von φ = 0, 64 offenbar noch
vo¨llig ungeordnet. Bei einer Dichte von φ = 0, 65 erha¨lt man auch noch eine ziemlich
ungeordnete Packung, aber einige linear angeordnete Reihen von Kugeln sind bereits
zu erkennen. Bei φ = 0, 654 sind deutlich kristalline Regionen erkennbar, was sich bei
φ = 0, 66 noch versta¨rkt. Die sehr dichten Packungen sind nahezu kristallin. Bei einer
Dichte von φ = 0, 67 treten zwar noch viele Defekte auf, aber bei φ = 0, 70 ergibt sich
eine fast perfekte Kristallstruktur. Die wesentlichen strukturellen Vera¨nderungen, in
diesem Fall der U¨bergang von amorphen zu kristallinen Packungen, scheinen also in
dem relativ engen Intervall 0,64-0,66 stattzufinden.
Es wird davon ausgegangen, dass die hier untersuchten Kugelpackungen
”
maximal
ungeordnete“ Packungen darstellen. Es ist schwierig, eine mathematisch eindeu-
tige Bedingung fu¨r den Begriff
”
maximale Unordnung“ zu formulieren, aber seine
physikalische Bedeutung kann man sich so vorstellen: Packungen der gleichen Dichte
ko¨nnen ganz verschiedene Strukturen haben. Es ist bekannt, dass schon eine Packung
mit einer Dichte gro¨ßer als 0,495 kristalline Bereiche enthalten kann. Andererseits
ko¨nnen Packungen bis zu einer Dichte von etwa 0,64 vo¨llig ungeordnet sein. Die
Struktur einer simulierten Packung ha¨ngt vom Simulationsverfahren ab, sowohl vom
Packungsalgorithmus als auch von den gewa¨hlten Parametern [100, 105]. Wa¨hrend
eine schnelle Verdichtung einer urspru¨nglich zufa¨lligen Konfiguration von Kugeln zu
”
blockierten“ ungeordneten Packungen (siehe z.B. [24, 92]) fu¨hrt, ermo¨glicht eine
langsame Verdichtung das Auftreten von kristallinen Bereichen
Die hier betrachteten Packungen mit einer Dichte bis 0,64 enthalten offenbar keine
erkennbaren Kristallstrukturen (diese ko¨nnte man auf jeden Fall anhand verschie-
dener Ordnungscharakteristiken, z.B. der Paarkorrelationsfunktion, nachweisen). In
diesem Sinne ko¨nnen diese Packungen als maximal ungeordnet bezeichnet werden.
Solche Packungen ko¨nnen auch leicht experimentell erzeugt werden, siehe z.B. [9].
Packungen mit ho¨herer Dichte ko¨nnen wahrscheinlich nicht ohne kristalline Teil-
strukturen gebildet werden. Die kristallinen Cluster, die sich bei Dichten zwischen
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0,64 und 0,66 bilden, sind zufa¨llig in den Packungen verteilt. Die noch dichteren
Packungen (φ ≥ 0, 67) besitzen offenbar eine vollsta¨ndig kristalline Struktur und
die Unordnung in diesen Packungen ergibt sich durch zahlreiche Defekte im Kri-
stall. Man kann davon ausgehen, dass die maximale Unordnung bei solchen hohen
Dichten nur auf diese Weise realisiert werden kann.
Im Folgenden werden also Packungen untersucht, bei denen man davon ausgehen
kann, dass sie die maximal mo¨gliche Unordnung bei einer bestimmten Dichte auf-
weisen, unabha¨ngig von physikalischen Prozessen oder Simulationsalgorithmen, die
zu ihrer Erzeugung verwendet wurden.
3.2 Bindungsorientierung
Eine in der Physik und Chemie oft verwendete Methode zur Strukturbeschreibung
von Kugelpackungen bzw. atomaren Systemen ist die Betrachtung der Bindungs-
winkel, siehe z.B. [30, 32, 99, 104]. Dazu wird der Mittelpunkt jeder Kugel mit den
Mittelpunkten der benachbarten Kugeln verbunden und der eingeschlossene Winkel
zwischen jeweils zwei dieser Bindungen ermittelt. Die Nachbarn einer Kugel ko¨nnen
dabei auf verschiedene Weise definiert werden. Beispielsweise ko¨nnen alle Kugeln als
Nachbarn betrachtet werden, die von der zentralen Kugel einen Abstand haben, der
kleiner als ein bestimmter maximaler Wert ist. Dieser maximale Abstand kann zum
Beispiel der Wert r sein, bei dem die Paarkorrelationsfunktion das erste lokale Mini-
mum annimmt. Eine andere Mo¨glichkeit, die Nachbarschaft einer Kugel festzulegen,
ist die Verwendung der Delaunay-Triangulation oder des Voronoi-Mosaiks. Dabei
werden alle Kugeln als Nachbarn betrachtet, die durch eine Kante der Delaunay-
Triangulation miteinander verbunden sind, oder a¨quivalent dazu, die zu benachbar-
ten Voronoi-Zellen geho¨ren. Dies ist wohl der natu¨rlichere Ansatz, weshalb fu¨r alle
Berechnungen in dieser Arbeit diese Methode verwendet wurde.
Betrachtet werden jeweils zwei Bindungen j und k zwischen benachbarten Kugeln
und der von ihnen eingeschlossene Winkel γjk. Die Verteilung dieser Bindungswin-
kel reagiert deutlich auf die Struktur der Packung: Wa¨hrend in einer ungeordneten
Packung verschiedenste Winkel zwischen 0 und pi vorkommen, treten bei kristallinen
Strukturen jeweils nur bestimmte Bindungswinkel auf. Im kristallinen Fall ist die
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Winkelverteilung diskret mit großen Werten bei den fu¨r die jeweilige Kristallstruktur
typischen Bindungswinkeln. Auf diese Weise gibt die Verteilung der Bindungswin-
kel Auskunft u¨ber den Grad der Ordnung einer Kugelpackung. Noch besser ist es
natu¨rlich, wenn die Ordnung in einem System durch skalare Gro¨ßen beschrieben
werden kann. Solche Maße ko¨nnen nun auf Basis der Winkelverteilung definiert wer-
den. Als Hilfmittel verwendet man dazu Funktionen f(γjk), die bei einem Winkel
γjk nahe einem fu¨r bestimmte kristalline Strukturen typischen Bindungswinkel Ex-
tremwerte annehmen.
Dichte Kugelpackungen sind beispielsweise gepra¨gt durch FCC- und HCP-Strukturen.
In der Physik interessiert man sich außerdem oft dafu¨r, ob in einem System ikosa-
edrische Cluster auftreten. Deshalb ist es natu¨rlich sinnvoll, eine Funktion f(γjk) zu
wa¨hlen, die mo¨glichst empfindlich auf diese Strukturen reagiert.
Es hat sich gezeigt, dass fu¨r das Erkennen von ikosaedrischen und kristallinen Struk-





6 − 315(cos γjk)4 + 105(cos γjk)2 − 5)
sehr gut geeignet ist: Es besitzt lokale Maxima bei denWinkeln γjk = 0





pi, pi), siehe Abb. 3.4. Deshalb sei im Folgenden f(γjk) = P6(cos γjk).
Da in Ikosaedern nur Bindungswinkel von 63◦ und 116◦ auftreten, erha¨lt man in
diesem Fall immer positive und relativ große Werte fu¨r P6. In FCC-Strukturen kom-
men Bindungswinkel von 60◦ und 120◦ und, zu einem geringeren Anteil, von 90◦ vor.
Hier wird P6 nur bei Winkeln von 90
◦ negativ, sonst nimmt es maximale Werte an.
Auch bei HCP-Strukturen u¨berwiegen Bindungswinkel von 60◦ und 120◦, es treten
aber auch Winkel von 90◦, 109,47◦ und 146,44◦ auf, denen kleinere Werte von P6
entsprechen.
D.h., ist der Mittelwert von P6 u¨ber alle Bindungswinkel einer Packung groß, ist
das ein Indiz dafu¨r, dass eine gut geordnete Packung, wahrscheinlich u¨berwiegend
mit einer FCC-Struktur, vorliegt. Bestimmt man also P6 fu¨r alle Winkel zwischen
je zwei Bindungen einer Packung (auch wenn die Bindungen nicht zur selben Kugel











als Maß fu¨r den Grad der Ordnung der Packung dienen. Normalerweise ist bei diesem
Verfahren eine Randkorrektur no¨tig. Da aber die in dieser Arbeit betrachteten Ku-
gelpackungen, die mit dem Force-Biased-Algorithmus simuliert wurden, periodische
Randbedinungen aufweisen, erfolgt hier auch die Berechnung der Bindungsorientie-
rung periodisch.
Abbildung 3.4: Legendre-Polynom 6. Ordnung P6(cos γ).
PW6 ist sehr groß fu¨r ikosaedrische Cluster, da hier nur positive Werte fu¨r P6(cos γjk)
angenommen werden, die nahe an lokalen Maxima liegen. Auch fu¨r FCC-Strukturen
ist PW6 relativ groß, da in diesem Fall u¨berwiegend Winkel von 60
◦ und 120◦ auftre-
ten, fu¨r die P6(cos γjk) maximale Werte annimmt.
In ungeordneten Systemen dagegen kommen verschiedene zufa¨llige Bindungswinkel
zwischen 0 und pi vor, so dass in diesem Fall der Wert von PW6 fu¨r W → R3 gegen
0 geht.
Eine andere Vorgehensweise, die Bindungen zwischen den Kugeln einer Packung
zu betrachten, die zum gleichen Ergebnis fu¨hrt, aber mit weniger Rechenaufwand
verbunden ist, ist die folgende: Anstelle der Bindungswinkel betrachtet man die
Orientierung der Bindungsvektoren zwischen benachbarten Kugeln bezu¨glich eines
beliebigen Bezugssystems. In ungeordneten Systemen werden die Orientierungen
der Bindungsvektoren vo¨llig zufa¨llig sein, wa¨hrend in kristallinen Systemen nur be-
stimmte Orientierungen auftreten werden. Auf Basis dieser Bindungsorientierungen
ko¨nnen skalare Maße definiert werden, die den Grad der Ordnung des Systems bzw.
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als Ordnungsmaß bezu¨glich der Bindungsorientierung eingefu¨hrt, das besonders gut
auf ikosaedrische und FCC-Strukturen reagiert. Es basiert auf den Kugelfunktionen
6. Ordnung Y6m, wobei θj der Polar- und ϕj der Azimutwinkel der j-ten Bindung
und Nb(W ) die Anzahl aller Bindungen in W ist. Wie im Anhang gezeigt, besteht
folgende Beziehung zwischen Q6(W ) und P
W
6 :
Q6(W ) = |PW6 |
1
2 . (3.3)
Unter der Voraussetzung, dass die Kugelmittelpunkte einen stationa¨ren Punktpro-




Im Fall einer zufa¨lligen Packung ist Q6(W ) proportional zu 1/
√
Nb(W ) [94]. Da fu¨r
W → R3 die Anzahl der Bindungen gegen unendlich geht, ist in diesem Fall also
Q6 = 0. (3.5)
Q6 wird dagegen gro¨ßer, wenn kristalline Strukturen im System vorhanden sind und
ist maximal fu¨r eine perfekte FCC-Struktur (Qfcc6 = 0.57452 [94]). Q6 ist also ein
globales Maß, das den Anteil der FCC-Kristalle in einer Kugelpackung widerspiegelt.
Anstelle des globalen Maßes Q6 kann auch ein lokales Maß Q6,lokal definiert wer-
den, welches die Bindungsorientierungen fu¨r jede Kugel einzeln untersucht. D.h.,
Q6,lokal beruht auf der Betrachtung der Ordnung in der Umgebung einer typischen
Kugel und ist somit eine Palmsche Gro¨ße.
Jeder Kugel (d.h. jedem Kugelmittelpunkt) wird dabei das lokale Maß fu¨r die Bin-
dungsorientierung Q6,lokal als Marke zugeordnet, in dessen Berechnung jeweils nur

















wobei nib die Anzahl der na¨chsten Nachbarn der i-ten Kugel ist. Es entsteht also
ein markierter Punktprozess Ψ = {[xn;mn]}, wobei xi der Kugelmittelpunkt der
i-ten Kugel ist und die Marke mi = Q6,lokal(i). Die Verteilung der lokalen Bin-
dungsorientierung entspricht somit der Markenverteilung von Ψ und Q6,lokal ist der
Erwartungswert im Sinne der Palmschen Verteilung, d.h. das mittlere Maß der Bin-
























Dabei ist N(W ) die Anzahl der Kugeln in W .
Erfahrungsgema¨ß reagiert diese lokale Ordnungscharakteristik sensibler auf kleine
kristalline Regionen als das globale Maß. Sie kann deshalb verwendet werden, um
gut geordnete Bereiche von zufa¨llig gepackten zu differenzieren. Q6,lokal ist außerdem
in der Lage, ikosaedrische Cluster zu erkennen, die zwar keine kristalline Packung
bilden ko¨nnen, aber lokal eine sehr gute Ordnung und auch eine sehr große Dichte
aufweisen. Aufgrund seiner Definition ist Q6,lokal maximal fu¨r solche ikosaedrischen
Strukturen, siehe Tabelle 3.1. Die Suche nach ikosaedrischen Clustern ist fu¨r die-






Tabelle 3.1: Q6,lokal fu¨r FCC-, HCP- und Ikosaeder-Strukturen
Bei der Analyse von Kugelpackungen verschiedener Dichte fa¨llt auf, dass im Allge-
meinen Q6 ≤ Q6,lokal ist.
Gleichheit gilt dann, wenn eine perfekte Kristallstruktur (wie beispielsweise FCC)
vorliegt. In diesem Fall sind Anzahl und Richtungen der Bindungen fu¨r alle Kugeln
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gleich. Wenn also N(W ) die Anzahl der Kugeln in einem Fenster W und nb die








































 12 = Q6(W )
In einer zufa¨lligen (ungeordneten) Packung gilt das i.a. nicht. Der Unterschied zwi-
schen dem lokalen und dem globalen Maß ergibt sich aus der Form von P6 und der
Beziehung (3.3): Sei P i6 der Mittelwert der P6 aller Winkel zwischen den Bindungen
der i-ten Kugel. P6 schwankt um 0 und damit ist das globale Maß P
W
6 klein. Trotz-
dem ko¨nnen lokal gut geordnete Cluster auftreten. Dadurch erha¨lt man fu¨r einige
Kugeln große Werte von P i6 und somit besitzt auch der mit den Q6,lokal(i) markierte
Punktprozess der Kugelmittelpunkte einige große Marken, und damit einen großen
Markenmittelwert.
Das Gesetz der großen Zahlen besagt: Mit zunehmendem Stichprobenumfang strebt
der Stichprobenmittelwert gegen den Erwartungswert. Die Standardabweichung des
Mittelwertes ist dabei um so kleiner, je kleiner die Standardabweichung der Grund-
gesamtheit und je gro¨ßer der Stichprobenumfang n ist. Es gilt: Fu¨r Folgen von iid
Zufallsvariablen X1, ..., Xn aus der gleichen Grundgesamtheit sind die Mittelwerte





mit σ gleich der Standardabweichung der Grundgesamtheit.
Betrachtet man Q6(W ) =
(∣∣PW6 ∣∣) 12 oder vereinfacht Q6(W )2 = |PW6 | ist der Stich-
probenumfang n = Nb(W )
2. Gemittelt wird u¨ber die Werte von P6 fu¨r alle Nb(W )
2
Bindungswinkel. Die Standardabweichung von Q6(W )
2 ist damit proportional zu
1/Nb(W ), also umso kleiner, je mehr Bindungen im Beobachtungsfenster liegen.
Der Unterschied zwischen der lokalen und der globalen Gro¨ße besteht darin, dass
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Stichproben von Kugelpackungen in verschieden großen FensternW betrachtet wer-
den. Im globalen Fall ist W groß und die Verteilung der Mittelwerte fu¨r mehrere
solche Stichproben besitzt eine kleine Streuung. Lokal dagegen werden nur kleine
Stichproben untersucht, d.h., man bildet jeweils Mittelwerte von P6 fu¨r nur wenige
Bindungen und die Verteilung dieser Mittelwerte besitzt somit eine vergleichsweise
große Streuung.
Fu¨r eine vo¨llig ungeordnete Packung gilt E(PW6 ) = 0 [94]. Wegen der Betragsbildung
in (3.3) sind alle gescha¨tzten Q6(W )
2 gro¨ßer oder gleich Null, d.h. die Verteilung der
Q6(W )
2 ist deutlich asymmetrisch. Wegen der gro¨ßeren Streuung im lokalen Fall ist
die Standardabweichung von Q6(W )
2 lokal gro¨ßer als global, d.h., mit hoher Wahr-
scheinlichkeit nimmt Q6(W )
2 lokal gro¨ßere Werte an als global. Damit ist natu¨rlich
auch der Erwartungswert Q6,lokal der lokalen Gro¨ßen gro¨ßer als Q6.
Bei gut geordneten Packungen dagegen ist Q6(W )
2 = |PW6 | > 0, wobei der ge-
naue Wert abha¨ngig von der vorherrschenden Struktur ist. Je besser die Ordnung,
umso gro¨ßer ist |PW6 | und umso klarer ist die Symmetrie der Verteilung der |PW6 |
ausgepra¨gt. Damit liegt bei entsprechend großen Stichproben von gut geordneten
Packungen der Mittelwert der lokalen |P i6|-Werte nahe bei dem globalen |PW6 |.
Je gro¨ßer die Unordnung wird, umso kleiner ist PW6 . Dadurch geht die Symmetrie
in der Verteilung der |PW6 | immer mehr verloren. Die Wahrscheinlichkeit, dass das
gescha¨tzte Q26 gro¨ßere Werte als der Erwartungswert von |PW6 | annimmt, nimmt
dadurch zu und ist wegen der gro¨ßeren Streuung bei kleineren Stichproben (lokal)
gro¨ßer als bei einer gro¨ßeren (globalen) Stichprobe. Das bedeutet, dass Q6,lokal(W )
mit zunehmender Ordnung zuna¨chst deutlich schneller wa¨chst als das globale Maß
Q6. Das lokale Maß reagiert somit empfindlicher als das globale auf leichte Struk-
tura¨nderungen, besonders auf kleine Bereiche mit guter Ordnung bzw. auf kristalline
Strukturen um eine einzelne Kugel.
3.2.1 Entwicklung der Bindungsorientierung in den simu-
lierten Packungen
Die Verteilungen der lokalen Werte der Bindungsorientierung der einzelnen Kugeln
fu¨r verschieden dichte, mit dem Force-Biased-Algorithmus simulierten Kugelpackun-
gen sind in Abb. 3.5 dargestellt. Es ist zu erkennen, dass die mittlere lokale Bin-
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Abbildung 3.5: Entwicklung der Verteilung der lokalen Bindungsorientierung der i-
ten Kugel Q6,lokal(i) mit zunehmender Dichte: unten - 0.62 (—), 0.63 (- - -), 0.64 (–
– –), Mitte - 0.654 (—), 0.66 (- - -), 0.67 (– – –), oben - 0.68 (– – –), 0.7 (- - -), 0.72
(—).
3.2 Bindungsorientierung 45
Abbildung 3.6: Entwicklung vonQ6,lokal(W ) (- - -) undQ6(W ) (—) mit zunehmender
Dichte. Q6,lokal wa¨chst nahezu linear, wa¨hrend bei dem globalen Q6 ein Knick bei
einer Dichte von ≈ 0, 65 zu beobachten ist.
dungsorientierung Q6,lokal(W ) mit zunehmender Packungsdichte gro¨ßer wird. Die
Verteilung wird dabei schmaler, d.h., die Varianz nimmt ab. Bei Dichten um 0,7
erscheint eine
”
Schulter“ neben dem hauptsa¨chlichen Maximum. Das weist auf eine
Struktura¨nderung hin, die mo¨glicherweise mit dem Auftreten von großen kristalli-
nen Bereichen verbunden ist, wo sowohl FCC- als auch HCP-Strukturen vorkommen
ko¨nnen. Mit weiterer Verdichtung verschwindet diese Schulter wieder, es entwickelt
sich eine gleichma¨ßige kristalline Struktur, die vermutlich der FCC-Struktur ent-
spricht.
In Abb. 3.6 ist die Entwicklung des globalenQ6(W ) und des lokalen MaßesQ6,lokal(W )
mit zunehmender Dichte monodisperser Kugelpackungen und damit zunehmender
Kristallisation dargestellt. Man sieht, dass Q6,lokal nahezu linear wa¨chst, wa¨hrend
das globale Q6 zuna¨chst etwa konstant bleibt, aber ab einer Dichte von etwa 0,65
deutlich ansteigt. Der Knick der Kurve von Q6 bei 0,65 ist wahrscheinlich ein Hin-
weis darauf, dass spa¨testens bei dieser Dichte die Kugeln nicht mehr vo¨llig zufa¨llig
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gepackt sind, sondern dass in Packungen mit dieser oder ho¨herer Dichte auf jeden
Fall gro¨ßere gut geordnete Bereiche mit kristallinen Strukturen auftreten.
3.3 Translationsordnung
Eine andere Ordnungscharakteristik ist der Translationsordnungsparameter T , der
von Torquato u.a. eingefu¨hrt wurde, siehe [92]. T entha¨lt Informationen u¨ber die
Absta¨nde von Kugeln im betrachteten System im Vergleich zur Lage der Kugeln bei
einer perfekten FCC-Struktur. Dabei wird die mittlere Besetzung du¨nner Schalen
konzentrisch um eine Kugel verglichen mit der mittleren Besetzung der selben Scha-
len bei einer FCC-Struktur und beim idealem Gas (d.h. bei vo¨llig zufa¨lliger Lage
der Kugeln).
Sei Φ = {xn} ein stationa¨rer Punktprozess mit Intensita¨t λ. Geht man davon aus,
dass die Kugelmittelpunkte einer simulierten Packung eine Realisierung von Φ bil-
den, kann das Maß T mit Hilfe der K-Funktion beschrieben werden. Bekanntlich ist
λK(r) die mittlere Anzahl von Punkten in einer Kugel mit dem Radius r um einen
typischen Punkt. Es seinen nun ri1 der innere und ri2 der a¨ußere Radius der i-ten
Schale. Dann gilt fu¨r die mittlere Besetzung ni der i-ten Schale um den typischen
Punkt
ni = λ(K(ri2)−K(ri1)). (3.9)




pi(r3 − r3K), (3.10)
wobei rK der Kugelradius ist. Wenn man davon ausgeht, dass der innere Radius der




i=1(K(ri2)−K(ri1))− 43pi(r3i2 − r3i1)∑n
i=1(Kfcc(ri2)−Kfcc(ri1))− 43pi(r3i2 − r3i1)
. (3.11)
Sind die Kugeln zufa¨llig angeordnet, bilden die Kugelmittelpunkte einen Poisson-
Prozess. In diesem Fall ist K(ri2)−K(ri1) = 43pi(r3i2 − r3i1) und damit T = 0. Bilden
die Kugeln in einer Packung jedoch eine perfekte FCC-Struktur, ist T = 1.
Das ist auch in Abbildung 3.7 zu erkennen: Bei Packungen mit geringer Dichte ist
die Translationsordnung T relativ klein, wa¨hrend sie mit zunehmender Verdichtung
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Abbildung 3.7: Entwicklung der Translationsordnung T mit zunehmender Packungs-
dichte.
gegen 1 strebt. Das besta¨tigt die Vermutung, dass die untersuchten Packungen mit
großer Dichte eine FCC-a¨hnliche Struktur aufweisen, wa¨hrend Packungen mit ge-
ringer Dichte ungeordnet sind. Der Anstieg von T mit zunehmender Verdichtung
der Packungen ist dabei nahezu linear. Damit ist allerdings nicht zu erkennen, bei
welcher Dichte die Bildung kristalliner Strukturen beginnt. Das liegt daran, dass T
genau wie Q6,lokal eine Palmsche Gro¨ße ist und somit ebenfalls empfindlich auf lokal
gut geordnete Strukturen reagiert, die auch in weniger dichten Packungen manchmal
zufa¨llig auftreten ko¨nnen.
Im Folgenden werden weitere Maße vorgestellt, die weniger empfindlich auf solche
lokalen Strukturen reagieren, dadurch aber besser geeignet sind, um festzustellen, bei
welcher Dichte der U¨bergang von amorphen zu kristallinen Packungen stattfindet.
3.4 Paarkorrelationsfunktion
Eine vor allem aus der physikalischen Literatur bekannte Charakteristik ist die Paar-
korrelationsfunktion g(r). Mit Hilfe von technischen Gera¨ten ist es mo¨glich, die Paar-
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korrelationsfunktion von Partikelmittelpunkten (Atome, Moleku¨le,...) bzw. mit ihr
verwandte Gro¨ßen zu bestimmen.
Aus mathematischer Sicht handelt es sich bei der Paarkorrelationsfunktion um ei-







Es gilt: g(r) ≥ 0 fu¨r alle r und fu¨r die Paarkorrelationsfunktion von mischenden
Punktprozessen limr→∞ g(r) = 1. Die Form der Paarkorrelationsfunktion ha¨ngt
stark von den Eigenschaften des untersuchten Punktprozesses ab. Große Werte von
g(r) bzw. Werte vonK(r) gro¨ßer als bdr
d weisen auf ein ha¨ufiges Auftreten von Punk-
tepaaren mit dem Abstand r hin; kleine Werte dagegen kennzeichnen Absta¨nde,
die sehr selten vorkommen. Es ist g(r) = 0, wenn der Zwischenpunktabstand r
unmo¨glich ist. Fu¨r Packungen von gleich großen Kugeln mit dem Durchmesser 1,
die sich nicht u¨berlappen, bedeutet das:
g(r) = 0, wenn r < 1.
Der Abstand r = 1 wird als Hardcore-Abstand bezeichnet. An der Stelle r = 1
weist die Paarkorrelationsfunktion fu¨r dichte Packungen harter Kugeln ein deutli-
ches Maximum auf. Dies ist plausibel, da die Mittelpunkte zweier Kugeln, die sich
beru¨hren, genau den Abstand 1 haben. Je dichter eine Packung ist, um so mehr Paa-
re von Kugeln, die direkt aneinanderstoßen, gibt es, und dementsprechend besitzt
g(r) in dichten Packungen eine δ-Komponente bei r = 1. Außerdem findet man fu¨r
Packungen mit kristalliner Struktur Maxima bei den fu¨r die jeweilige Kristallstruk-




3, 2 usw. Die Auspra¨gung dieser
Maxima gibt Auskunft daru¨ber, wie gut die Ordnung in der betrachteten Packung
ist; mit zunehmender Dichte und damit fortschreitender Kristallisation kann man
eine entsprechende Versta¨rkung der Maxima beobachten. Diese Entwicklung ist in
Abbildung 3.8 dargestellt. Es sind deutliche Unterschiede zwischen den drei Gruppen
von Packungen erkennbar: In ungeordneten Packungen (unten) treten nur Maxima
bei r = 1, r =
√
3 und r = 2 auf. In den Packungen der zweiten Gruppe (Mitte)
kann man bereits kristalline Bereiche vermuten, was sich in der Ausbildung weiterer
Maxima, insbesondere einem bei r =
√
2, a¨ußert. In der Gruppe der sehr dichten
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Packungen (oben) sind die
”
kristallinen” Maxima sehr stark ausgepra¨gt, wa¨hrend
g(r) fu¨r andere r nahezu Null ist. Das weist auf eine sehr gute Ordnung in diesen
Packungen hin. Das Auftreten der Maxima bei solchen r, die den Absta¨nden der
Gitterpunkte in einem FCC-Gitter entsprechen, la¨sst vermuten, dass es sich wie
angenommen um Packungen mit einer leicht gesto¨rten FCC-Struktur handelt.
Abbildung 3.8: Paarkorrelationsfunktionen fu¨r Packungen gleich großer Kugeln mit
zunehmender Dichte: unten - 0.62 (—), 0.63 (- - -), 0.64 (– – –), Mitte - 0.654 (—),
0.66 (- - -), 0.67 (– – –), oben - 0.68 (– – –), 0.7 (- - -), 0.72 (—).
3.5 Korrelation zwischen Tripeln von Kugeln
Die K-Funktion und andere Standardgro¨ßen wie Paarkorrelationsfunktion und In-
tensita¨t basieren darauf, dass Punkte bzw. Punktepaare in einem Gebiet geza¨hlt
werden. Es handelt sich dabei also um Gro¨ßen erster oder zweiter Ordnung.
Es ist bekannt, dass solche Gro¨ßen die Verteilung eines Punktprozesses nicht vollsta¨ndig
beschreiben. Baddeley & Silverman [11] konstruierten beispielsweise einen Punkt-
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prozess, der dieselbe K-Funktion wie ein homogener Poisson-Prozess hat, sich aber
ansonsten wesentlich von einem Poisson-Prozess unterscheidet.
Abha¨ngig von speziellen Fragestellungen wurden nun verschiedene Gro¨ßen dritter
Ordnung eingefu¨hrt, siehe z.B. [36, 37, 62]. Fu¨r stationa¨re Punktprozesse schlugen
Schladitz & Baddeley [81] vor, die mittlere Anzahl T (r) von Punktetripeln mit maxi-
malem Abstand r zwischen je zwei dieser Punkte pro Einheitsvolumen zu betrachten.
Analog dazu kann T (r) definiert werden als mittlere Anzahl von Punktepaaren mit
Abstand kleiner oder gleich r in einer Kugel mit Radius r um den typischen Punkt.
Diese zweite Definition von T (r) benutzt das Konzept der reduzierten Palmschen







clr(x, y), r ≥ 0. (3.13)
Dabei ist λ die Intensita¨t von Φ, E!o der Erwartungswert bezu¨glich der reduzierten
Palmschen Verteilung P !o des stationa¨ren Punktprozesses Φ im Ursprung o und
clr(x, y) =
 1, 0 < ||x− y|| ≤ r,0, sonst (3.14)
eine Indikatorfunktion, die anzeigt, ob x und y Punkte mit Abstand kleiner oder
gleich r sind.
Gescha¨tzt wird T (r) durch Za¨hlen von Punktetripeln in einem konvexen Fenster
W ⊆ R3. Zu beachten ist dabei, dass fu¨r Punkte am Rand vonW viele Nachbarn mit
Abstand kleiner r außerhalb des betrachteten Gebietes liegen. Es gibt verschiedene
Methoden, solche Randeffekte zu korrigieren, siehe [81]. Eine Mo¨glichkeit ist die sog.
Translationskorrektur. Dabei werden fehlende Tripel ausgeglichen, indem man jedem
beobachteten Tripel ein Gewicht zuordnet, das der Wahrscheinlichkeit entspricht,






clr(x, y)clr(x, z)clr(y, z)k(x, y, z), (3.15)
wobei |W | das Volumen des Beobachtungsfensters und k eine Gewichtsfunktion ist.
Eine geeignete Wahl von k fu¨hrt zu einem erwartungstreuem Scha¨tzer fu¨r λ3T (r).
Sei Wx das um x verschobene Fenster W . In [81] wurde gezeigt, dass (3.15) ein
erwartungstreuer Scha¨tzer ist, wenn
k(x, y, z) =
|W |
|Wx ∩Wy ∩Wz| . (3.16)
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Abbildung 3.9: T (r) fu¨r Packungen mit Dichten zwischen 0.62 und 0.72: unten - 0.62
(—), 0.63 (- - -), 0.64 (– – –), Mitte - 0.654 (—), 0.66 (- - -), 0.67 (– – –), oben -
0.68 (– – –), 0.7 (- - -), 0.72 (—).
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clr(x, y)clr(x, z)clr(y, z)
1{|Wx ∩Wy ∩Wz| 6= 0}
|Wx ∩Wy ∩Wz| (3.17)
Dieser Scha¨tzer ist erwartungstreu fu¨r alle r, fu¨r die gilt: |Wx∩Wy∩Wz| 6= 0 fu¨r alle
Tripel x, y, z ∈ W mit Abstand kleiner r. Ist W quaderfo¨rmig, ist diese Bedingung
erfu¨llt, wenn alle Kanten von W la¨nger als r sind.
Um einen Scha¨tzer fu¨r T (r) zu erhalten, teilt man λ̂3Tt(r) durch
λˆ3 =
Φ(W )(Φ(W )− 1)(Φ(W )− 2)




Φ(W )(Φ(W )− 1)(Φ(W )− 2)λ
3Tt(r). (3.19)
Abbildung 3.10: Entwicklung von T (1.1) (– – –) und T (1.5) (—) mit zunehmender
Dichte.
Wie im letzten Abschnitt gezeigt, reagiert bereits die Paarkorrelationsfunktion stark
auf Struktura¨nderungen wa¨hrend der Verdichtung von Kugelpackungen. Es ist an-
zunehmen, dass diese Struktura¨nderungen auch anhand von T (r) deutlich werden.
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Scha¨tzt man T (r) fu¨r die Kugelmittelpunkte von Packungen verschiedener Dich-
te (wobei hier die Kugeldurchmesser wiederum gleich Eins sind), fa¨llt tatsa¨chlich
folgendes auf: Die Form von T (r) unterscheidet sich deutlich fu¨r Packungen mit
niedriger und hoher Dichte: Bei kleiner Dichte ist ein kontinuierlicher Anstieg von
T (r) mit wachsendem r zu beobachten, wa¨hrend bei hohen Dichten Spru¨nge auftre-





usw. Wie Abb. 3.9 zeigt, passiert das nicht nur bei den besonders hohen Dich-
ten (u¨ber 0,7), sondern eine erste Entwicklung in diese Richtung kann schon bei
Packungen mit einer Dichte von ≈ 0, 65 beobachtet werden. Das weist darauf hin,
dass wahrscheinlich auch in solchen Packungen schon kristalline Bereiche auftreten.
Um T (r) mit skalaren Ordungscharakteristiken vergleichen zu ko¨nnen, kann die Ent-
wicklung von T (r) fu¨r spezielle r mit zunehmender Verdichtung von Kugelpackun-





3, ...) erwarten. Aufgrund von numerischen Effekten in den simulierten
Packungen ist es sinnvoll, etwas gro¨ßere r zu verwenden. Deshalb werden hier T (1, 1)
und T (1, 5) genauer untersucht.
Abb. 3.10 zeigt, dass T (1, 1) mit zunehmender Packungsdichte monoton wa¨chst.
Bei einer Dichte von φ ≈ 0, 65 ist ein Knick in der Kurve zu beobachten, nach dem
der Anstieg von T (1, 1) offensichtlich gro¨ßer wird. Bei T (1, 5) ist dieser Knick noch
deutlicher ausgepra¨gt. T (1, 5) nimmt zuna¨chst sogar ab, beginnt dann aber ab φ ≈
0, 65 stark anzusteigen. Diese im Vergleich zu T (1, 1) wesentlich sta¨rkere Reaktion
von T (1, 5) auf Struktura¨nderungen ist wohl damit zu erkla¨ren, dass Kugeltripel,
in denen Mittelpunktabsta¨nde von
√
2 auftreten, meist an kristalline Strukturen
gebunden sind und seltener zufa¨llig vorkommen als Tripel von Kugeln in direktem
Kontakt.
T (r) ist also eine Gro¨ße, die sehr sensibel auf Struktura¨nderungen in Kugelpackun-
gen reagiert. Besonders T (1, 5) zeigt deutlich, wann bei der Verdichtung von Ku-
gelpackungen die Kristallisation beginnt. Damit ist T (r) und besonders T (1, 5) eine
gut zur Strukturuntersuchung von Kugelpackungen geeignete Gro¨ße.
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3.6 Mosaikstatistik
3.6.1 Eigenschaften des Voronoi-Mosaiks
Die Voronoi-Zerlegung ist ein bekanntes Mittel zur Charakterisierung der geome-
trischen Anordnung von harten Kugeln, siehe z.B. [2, 18, 33, 56, 76]. Das Voronoi-
Mosaik hat die Eigenschaft, dass jede seiner Zellen genau eine Kugel der zu unter-
suchenden Packung entha¨lt.
Abbildung 3.11: Verteilung der Anzahl der Seitenfla¨chen pro Voronoi-Zelle fu¨r
Packungen mit den Dichten 0.62 (unten), 0.654 und 0.72 (oben)
Nu¨tzliche Eigenschaften der Voronoi-Zerlegung, die Auskunft u¨ber die Struktur einer
Kugelpackung geben, sind verschiedene Palmsche Gro¨ßen, wie die Wahrscheinlich-
keiten p(f) fu¨r das Auftreten einer Zelle mit f Seitenfla¨chen und die mittlere Anzahl
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von Seitenfla¨chen f einer Zelle, die gleichzeitig die mittlere Anzahl von Nachbarn n
einer Kugel repra¨sentiert. Es ist bekannt, dass in FCC- und HCP-Strukturen f = 14
gilt [33].
Abbildung 3.12: Entwicklung der mittleren Anzahl von Seitenfla¨chen der Voronoi-
Zellen f (—) und der mittleren Kontaktzahl c (- - -) bei der Verdichtung von Ku-
gelpackungen.
Abb. 3.11 zeigt die Wahrscheinlichkeitsverteilungen der Anzahl von Voronoi-Seitenfla¨-
chen fu¨r verschieden dichte Kugelpackungen. Es ist zu erkennen, dass die Streuung
mit wachsender Dichte abnimmt. Das deutet auf eine bessere Ordnung in dichten
Packungen hin: In einer kristallinen Struktur haben alle Kugeln die gleiche Anzahl
von Nachbarn, wa¨hrend die Anzahl von Nachbarn je Kugel umso sta¨rker schwankt,
je gro¨ßer die Unordnung in der Packung ist.
In Abb. 3.12 ist zu sehen, dass die mittlere Anzahl von Seitenfla¨chen je Voronoi-
Zelle mit wachsender Dichte abnimmt und gegen 14 konvergiert. Das entspricht der
Annahme, dass sich in den hier untersuchten Kugelpackungen mit zunehmender
Verdichtung mo¨glicherweise eine FCC-Struktur entwickelt. Die Kurve fu¨r f verla¨uft
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allerdings nahezu linear. Sie zeigt also keine plo¨tzlichen Struktura¨nderungen an, wie
z.B. den Beginn der Kristallisation bei einer Dichte zwischen 0,64 und 0,66, und ist
damit nicht geeignet, um verschiedene Kristallisationsphasen zu unterscheiden.
Die mittlere Anzahl der Voronoi-Fla¨chen f ist eng verwandt mit der mittleren Kon-
taktzahl c, die angibt, wie viele ihrer Nachbarn eine Kugel direkt beru¨hrt. Bei deren
Bestimmung fu¨r simulierte Kugelpackungen sto¨ßt man allerdings auf ein numerisches
Problem: Die Kugeln in den simulierten Packungen beru¨hren sich meist nicht exakt,
sondern es treten kleine Zwischenra¨ume oder leichte U¨berlappungen auf. Das Pro-
blem wird durch die Einfu¨hrung eines Toleranzparameters ε gelo¨st [16]: Haben zwei
Kugeln einen Abstand kleiner als ε, gelten sie als in direktem Kontakt. Wie in [16]
wurde fu¨r ε 1% des Radius’ gewa¨hlt. In Abb. 3.12 ist zu erkennen, dass die mittlere
Kontaktzahl mit zunehmender Packungsdichte nahezu linear wa¨chst und genau wie
f keine besonders auffa¨lligen Reaktionen auf plo¨tzliche Struktura¨nderungen zeigt.
Sowohl f als auch c sind also nicht geeignet, um Struktura¨nderungen wa¨hrend
der Verdichtung von Kugelpackungen zu untersuchen. Man kann zwar eine gewis-
se Vera¨nderung mit zunehmender Dichte erkennen, jedoch nicht, wann plo¨tzliche,
deutliche Struktura¨nderungen auftreten.
3.6.2 Delaunay-Simplizes - Untersuchung der Lage von vier
benachbarten Kugeln
Auch wenn die Voronoi-Zerlegung eine ga¨ngige Methode ist, um die Struktur von
Kugelpackungen zu untersuchen, hat sie doch einige Nachteile: Im Voronoi-Sinne
haben die verschiedenen Kugeln unterschiedlich viele Nachbarn, wobei unklar ist,
wie stark der Einfluss jedes einzelnen Nachbarn ist. Außerdem variiert die Form der
Voronoi-Zellen, d.h., die Anzahlen der Seitenfla¨chen und Kanten ko¨nnen verschieden
sein. Das fu¨hrte zu der Idee, die zur Voronoi-Zerlegung duale Delaunay-Zerlegung
zu verwenden, deren Kanten die Mittelpunkte benachbarter Kugeln verbinden.
Durch die Delaunay-Zerlegung entstehen die sog. Delaunay-Simplizes, wobei jeder
Delaunay-Simplex ein Tetraeder mit vier benachbarten Kugelnmittelpunkten als
Eckpunkten ist. Die Form eines solchen Tetraeders entha¨lt lokale Informationen u¨ber
die Beziehung dieser vier benachbarten Kugeln. Da Delaunay-Simplizes immer Te-
traeder sind, ist es leicht mo¨glich, ihre Formen zu vergleichen. Kristalline Strukturen
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(z.B. FCC-, HCP-Konfigurationen) sind durch wenige bestimmte Tetraederformen
gekennzeichnet, wa¨hrend in zufa¨lligen Packungen verschiedenste Tetraederformen
auftreten ko¨nnen. Packungen oder Teile einer Packung mit einer bestimmten Struk-
tur ko¨nnen somit anhand von bestimmten Delaunay-Simplex-Formen identifiziert
werden.
Kristalline Strukturen wie FCC und HCP bestehen aus drei Arten von Delaunay-
Simplizes [56]: perfekte Tetraeder (T), Viertel-Oktaeder (Q) und nahezu quadra-
tische Simplizes (K). Die Hauptkonfiguration, die die Mittelpunkte benachbarter
Kugeln in dichten Kugelpackungen bilden, besteht aus perfekten Tetraedern (Abb.
3.13a). Bei FCC- und HCP-Anordnung treten ferner Oktaeder-Konfigurationen auf,
die in vier a¨hnliche Simplizes (Viertel-Oktaeder) geteilt werden (Abb. 3.13b). Dabei
hat jeder dieser vier Simplizes fu¨nf gleich lange Kanten und eine Kante, die
√
2-mal
so lang ist wie die anderen. Wenn vier Kugeln nahezu in einer Ebene liegen, entsteht
schließlich eine weitere Simplex-Art, das Quadrat. Dabei sind zwei Kanten
√
2-mal
so lang wie die anderen vier.
a) b)
Abbildung 3.13: a) Perfekter Tetraeder, b) Oktaeder and Viertel-Oktaeder (fett)
Anhand dieser fu¨r kristalline Strukturen typischen Simplex-Formen ko¨nnen aussa-
gekra¨ftige Ordnungscharakteristiken gebildet werden. So definierte Medvedev [56]
Maße basierend auf den Kantenla¨ngen der Delaunay-Simplizes. Noch genauere Er-
gebnisse erha¨lt man durch Anwendung von Methoden der Formstatistik, wie sie
schon kurz in [4] und [51] vorgestellt wurden.
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Tetraedermaße basierend auf den Kantenla¨ngen
In [56] wird die Abweichung eines Tetraeders von bestimmten Simplexformen mit
Hilfe der Kantenla¨ngen bestimmt.







wobei ei, ej die Kantenla¨ngen der i-ten und j-ten Kante und e¯ die mittlere Kan-
tenla¨nge des Simplexes sind. Die 15 im Nenner ist die Anzahl der mo¨glichen Paare
der sechs Simplex-Kanten.
Nur fu¨r perfekte Tetraeder ist T = 0. Weiterhin ist T ≈ 0, 05 fu¨r Viertel-Oktaeder.
Allerdings gilt dieser Wert auch fu¨r andere Tetraederformen.











wobei die m-te Kante die la¨ngste ist, also in einem Viertel-Oktaeder diejenige, die
√
2-mal so lang ist wie die anderen. Fu¨r perfekte Viertel-Oktaeder ist Q = 0,
wa¨hrend es fu¨r alle anderen Simplexformen gro¨ßere Werte annimmt, z.B. fu¨r perfekte
Tetraeder etwa 0,029.
















Es gilt K = 0, wenn der untersuchte Simplex ein Quadrat ist.
Dieses Maß ist allerdings nicht eindeutig: Es gibt na¨mlich auch Simplexformen,
die deutlich von einem Quadrat abweichen, fu¨r die trotzdem K = 0 ist. Das sind
Tetraeder, deren Seitenfla¨chen ein gleichseitiges und drei gleichschenklige Dreiecke
bilden, wobei zwei Kanten etwa
√
2-mal la¨nger sind als die anderen vier.
Um einen Delaunay-Simplex einer bestimmten Form zuordnen zu ko¨nnen, wurden
in [3] bestimmte Kriterien festgelegt. Demnach werden Simplizes mit Werten fu¨r T,
Q bzw. K kleiner als Tmax = 0, 018, Qmax = 0, 013 bzw. Kmax = 0, 007 der ent-
sprechenden Simplex-Struktur zugeordnet. Fu¨r T und Q fu¨hrt das zu einer guten
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Abbildung 3.14: Verteilungen von T und Q fu¨r Packungen mit Dichten zwischen
0.62 und 0.72: unten - 0.62 (—), 0.63 (- - -), 0.64 (– – –), Mitte - 0.654 (—), 0.66 (-
- -), 0.67 (– – –), oben - 0.68 (– – –), 0.7 (- - -), 0.72 (—)
Scha¨tzung der Anzahl von perfekten Tetraedern und Viertel-Oktaedern im unter-
suchten System. Die Anzahl der Quadrate wird auf diese Weise aber vermutlich
u¨berscha¨tzt, da das Maß K zum Teil fa¨lschlicherweise Simplizes als Quadrate iden-
tifiziert, die eine ganz andere Form haben.
Da jedoch in FCC- und HCP-Strukturen nur perfekte Tetraeder und Viertel-Oktaeder
eine Rolle spielen und andere Ordnungscharakteristiken schon darauf hindeuten,
dass die in dieser Arbeit untersuchten dichten Packungen nahezu eine FCC-Struktur
aufweisen, sollen hier nur die Maße T und Q genauer betrachtet werden.
Abb. 3.14 zeigt die Entwicklung der Verteilungen von T und Q mit wachsender
Packungsdichte. In beiden Verteilungen entstehen mit zunehmender Verdichtung
zwei Maxima, eins bei dem perfekten Tetraedern entsprechenden Wert, das andere
bei dem Wert fu¨r Viertel-Oktaeder. Das deutet sich schon bei geringer Dichte an
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und wird besonders deutlich ab einer Dichte von 0,67.
Das erste Maximum in der Verteilung von T repra¨sentiert die perfekten Tetraeder,
das zweite hauptsa¨chlich Viertel-Oktaeder, fu¨r Q ist es umgekehrt. Man kann erken-
nen, dass in den dichten Packungen fast ausschließlich diese beiden Simplexformen
auftreten (bzw. Formen, die nur leicht davon abweichen). Das besta¨tigt wiederum
die Vermutung der FCC-Struktur.
Abb. 3.14 zeigt, dass die Verteilungen von T und Q empfindlich auf Struktura¨nde-
rungen reagieren.
Eine skalare Gro¨ße zur Charakterisierung von Verteilungen ist z.B. der Mittelwert.
Abb. 3.15 zeigt, dass dieser fu¨r T ein Minimum bei 0,65 und fu¨r Q bei 0,67 annimt.
Zumindest das mittlere T erkennt also den Beginn der Kristallisation, wa¨hrend
der Mittelwert von Q offenbar erst spa¨ter reagiert, wenn schon gro¨ßere kristalline
Bereiche ausgepra¨gt sind.
Abbildung 3.15: Entwicklung des Mittelwertes von T (—) und Q (- - -) mit zuneh-
mender Dichte
Als weitere skalare Gro¨ße fu¨r die Charakterisierung dieser Verteilungen wird der Me-
dian verwendet, wobei sich zeigt, dass der Median von T genau wie der Mittelwert
sehr gut auf plo¨tzliche Struktura¨nderungen reagiert. In Abb. 3.16 ist zu erkennen,
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dass der Median von Q mit zunehmender Dichte kleiner wird und gegen 0 strebt,
wa¨hrend der Median von T bis zu einer Dichte von etwa 0,65 abnimmt und dann
plo¨tzlich stark wa¨chst. Dieses Verhalten ist eng mit dem Prozess der Kristallisation
verbunden: Mit wachsender Dichte steigt der Grad der Ordnung in der Packung und
es entwickeln sich mehr und mehr nahezu regelma¨ßige Tetraeder. Das fu¨hrt u¨ber-
wiegend zu sinkenden Werten fu¨r T und Q. Mit weiterer Verdichtung mu¨ssen sich
kristalline Bereiche entwickeln, wodurch offenbar die Anzahl der Viertel-Oktaeder
zunimmt. In einer FCC-Struktur gibt es schließlich doppelt so viele Viertel-Oktaeder
wie perfekte Tetraeder. Der Median wird dann natu¨rlich von den Viertel-Oktaedern
dominiert, was fu¨r den Q-Median zu einer Konvergenz gegen Null fu¨hrt, da zwei
Drittel der Q-Werte gleich Null sind, und zu wachsenden Werten fu¨r den T-Median,
der fu¨r eine perfekte FCC-Struktur etwa 0,05 ist, d.h. gleich dem T-Wert fu¨r ein
Viertel-Oktaeder.
Abbildung 3.16: Entwicklung der Mediane von T (—) undQ (- - -) mit zunehmender
Dichte
Es zeigt sich also, dass besonders der Median von T sehr empfindlich auf Struk-
tura¨nderungen wa¨hrend der Verdichtung von Kugelpackungen reagiert. Der Knick
bei einer Dichte von ungefa¨hr 0,65 weist darauf hin, dass bei dieser Dichte eine
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Struktura¨nderung stattfindet, na¨mlich der U¨bergang von einer amorphen zu einer
kristallinen Packung.
Eine andere mit T und Q verbundene Ordnungscharakteristik, die ebenfalls sehr
stark auf den Beginn der Kristallisation reagiert, wurde in [5] eingefu¨hrt. Dort wird
das Verha¨ltnis T/Q der Anteile von perfekten Tetraedern und Viertel-Oktaedern
im System betrachtet, wobei die Zuordnung unter Verwendung der oben genann-
ten Grenzwerte Tb und Qb erfolgt. Die Kurve von T/Q in Abha¨ngigkeit von der
Packungsdichte zeigt einen scharfen Peak bei einer Dichte von rund 0,645. Dieser
Wert wurde somit als maximale Packungsdichte interpretiert, die eine dichte amor-
phe Packung annehmen kann [5].
Untersuchung der Simplex-Formen durch Procrustes-Analyse
1. Grundlagen des Verfahrens
Die bisher vorgestellten Tetraedermaße beruhen nur auf der Betrachtung der Sei-
tenla¨ngen der Delaunay-Simplizes. Eine genauere Differenzierung der Simplex-For-
men ist mo¨glich, indem man Methoden der Formstatistik benutzt. Zum Versta¨ndnis
sollen hier nur die wichtigsten theoretischen Grundlagen dargelegt werden, ausfu¨hr-
liche Informationen dazu findet man z.B. in [25, 85].
Im allta¨glichen Gebrauch benutzt man den Begriff
”
Form“ gewo¨hnlich zur Beschrei-
bung der Erscheinung eines Objektes. Entsprechend intuitiv ist die Definition des
Formbegriffes von Kendall [47], der unter der Form eines Objektes alle geometrischen
Informationen versteht, die erhalten bleiben, nachdem Ortsinformationen, Skalie-
rung und Rotationseffekte eliminiert wurden.
Jedes Objekt kann durch eine gewisse Anzahl markanter Punkte beschrieben wer-
den, den sog. Landmarken. In unserem Fall sind das die Eckpunkte der Delaunay-
Simplizes. Jede Landmarke besitzt eine Markierung, d.h. einen Namen oder eine ihr
zugeordnete Zahl, die beim Vergleich von zwei Objekten bestimmt, welche Paare von
Landmarken zusammengeho¨ren. Hier liegt eine Schwierigkeit bei der Formstatistik
fu¨r Delaunay-Simplizes: Ihre Eckpunkte sind nicht markiert, man muss also erst noch
eine Markierung einfu¨hren, indem man die Eckpunkte nummeriert. Dabei ko¨nnen
verschiedene Nummerierungen zu unterschiedlichen Ergebnissen der Formstatistik
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fu¨hren. Eine Lo¨sung fu¨r dieses Problem wird im na¨chsten Abschnitt erla¨utert.
Fu¨r eine Konfigurationsmatrix X eines Objektes, also der k × m-Matrix, die die
kartesischen Koordinaten der k m-dimensionalen Landmarken des Objektes entha¨lt,
ist die Menge der Euklidischen A¨hnlichkeitstransformationen definiert als die Menge
der verschobenen, rotierten und isotropisch reskalierten X, d.h.
{βXΓ + 1kγT : β ∈ R+,Γ ∈ SO(m), γ ∈ Rm}, (3.23)
wobei β die Skalierung, Γ eine Rotationsmatrix, γ ein Translationsvektor und 1k der
k-dimensionale Vetor von Einsen ist. Zwei Objekte haben die gleiche Form, wenn
sie durch eine Euklidische A¨hnlichkeits-transformation ineinander u¨berfu¨hrt werden
ko¨nnen.
Bei der Procrustes-Analyse werden nun zwei Objekte verglichen, indem eins von
ihnen solange verschoben, rotiert und skaliert wird, bis es so gut wie mo¨glich in das
andere passt. Im m-dimensionalen Fall kann dies wie folgt realisiert werden:
Gegeben ist eine Konfiguration X von k m-dimensionalen Landmarken. Die Form
von X ergibt sich durch Herausfiltern aller A¨hnlichkeitstransformationen:
Zuna¨chst werden die Translationen elimiert, was man durch Multiplikation mit einer
geeigneten Matrix erreicht, wie beispielsweise bei der Helmert-Transformation, bei
der X mit der sog. Helmert-Untermatrix multipliziert wird.
Die Helmert-Matrix ist eine orthogonale k × k-Matrix. Daraus wird die Helmert-
Untermatrix gebildet, deren i-te Zeile definiert ist durch
Hi = [ hi ... hi −ihi 0 ... 0 ], hi = −1/
√
i(i+ 1), (3.24)
wobei hi i-mal wiederholt wird.
Die transformierten Landmarken erha¨lt man dann durch
XH = HX. (3.25)
Die geometrische Interpretation dieser Transformation ist in [25] ausfu¨hrlich erla¨utert.
Nach dem Eliminieren von Ortsinformationen durch die Helmert-Transformation
muss nun der Einfluss von Gro¨ßeneffekten ausgeschlossen werden. Das erreicht man,
indem man die Matrix XH der transformierten Landmarken durch ihre Gro¨ße divi-











Sie ist invariant unter Translation und Skalierung der urspru¨nglichen Konfiguration
X.
Der Begriff Vor-Form [47] stammt daher, dass noch ein Schritt bis zur Bestimmung
der Form no¨tig ist, na¨mlich die Elimination der Rotation. Alle rotierten Versio-
nen der Vor-Form bilden eine A¨quivalenzklasse [X], die als Form von X bezeichnet
wird und all die geometrischen Informationen u¨ber X entha¨lt, die invariant unter
Translation, Rotation und Skalierung sind.
Fu¨r die Beschreibung von Formunterschieden zwischen zwei Objekten wurden ver-
schiedene Distanzen zwischen zwei Formen definiert, beispielsweise die Procrustes-
Distanz.
Fu¨r die Bestimmung der Procrustes-Distanz betrachtet man zwei Konfigurationsma-
trizen X1 und X2 von k Punkten im Rm mit Vor-Formen Z1 und Z2. Man minimiert
u¨ber Rotationen und Skalierung, um die kleinste Euklidische Entfernung zwischen
Z1 und Z2 zu finden. Das liefert:
Definition 1 Die volle Procrustes-Distanz zwischen zwei Konfigurationen X1
und X2 ist
dF (X1, X2) = inf
Γ∈SO(m),β∈R
||Z2 − βZ1Γ|| (3.28)
mit Zi = HXi/||HXi||, i = 1, 2.
Nach [47] bestimmt man das optimale β und Γ wie folgt:
Es ist
d2F = infΓ∈SO(m),β Spur{(Z2 − βZ1Γ)T (Z2 − βZ1Γ)}
= infΓ∈SO(m),β Spur{ZT2 Z2 − β(Z1Γ)TZ2 − βZ2Z1Γ + β2(Z1Γ)TZ1Γ}
= infΓ∈SO(m),β Spur{ZT2 Z2 − β(ZT2 Z1Γ)T − βZT2 Z1Γ + β2Z1ΓΓTZT1 }
= infΓ∈SO(m),β(||Z2||2 + β2||Z1||2 − 2βSpur(ZT2 Z1Γ))
= infβ(||Z2||2 + β2||Z1||2 − 2β supΓ∈SO(m) Spur(ZT2 Z1Γ))
Durch die Eliminierung der Skalierung gilt: ||Z1|| = ||Z2|| = 1.
Gesucht ist nun supΓ∈SO(m) Spur(Z
T
2 Z1Γ). Dazu betrachtet man zuna¨chst die Sin-
gula¨rwertzerlegung von ZT2 Z1, die gegeben ist durch
ZT2 Z1 = V ΛU
T (3.29)
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mit U, V ∈ SO(m) und Λ = diag(λ1, ..., λm), λ1 ≥ ... ≥ |λm| ≥ 0, wobei die λi die
Wurzeln der Eigenwerte von ZT1 Z2Z
T
2 Z1 bzw. die Singula¨rwerte von Z
T
2 Z1 sind. λm
ist genau dann negativ, wenn det(ZT1 Z2) < 0 ist.
Es gilt
−2β supΓ∈SO(m) Spur(ZT2 Z1Γ)
= −2β supΓ∈SO(m) Spur(V ΛUTΓ)
= −2β supΓ∈SO(m) Spur(V UTΓΛ)




Horn [42] zeigte, dass die Menge der Diagonalelemente von R ∈ SO(m) eine kom-
pakte, konvexe Menge mit Extrempunkten {(±1, ...,±1)} mit einer geraden Anzahl
von negativen Koordinaten ist.
Das Supremum wird somit erreicht, wenn rii = 1, i = 1, ...,m. Damit ist
d2F (X1, X2) = inf
β














Damit erha¨lt man fu¨r die volle Procrustes-Distanz zwischen X1 und X2




Anstelle der vollen Procrustes-Distanz dF kann auch die Procrustes-Distanz d als
Maß fu¨r Formunterschiede verwendet werden, die aufgefasst werden kann als der
kleinste Winkel zwischen den Vektoren Z1 und Z2 u¨ber alle Rotationen dieser beiden
Vektoren (fu¨r die genaue Definition siehe [25]). Es gilt:













Da aufgrund der Normierung bei der Definition von Z in (3.27) 0 ≤ ∑mi=1 λi ≤ 1
gilt, ist 0 ≤ d ≤ pi
2
.
2. Anwendung auf die Formanalyse von Delaunay-Simplizes
Die Procrustes-Distanz soll nun verwendet werden, um die Formen der zu einer
Kugelpackung geho¨renden Delaunay-Simplizes zu untersuchen. Dabei wird wieder-
um nach perfekten Tetraedern und Viertel-Oktaedern gesucht, also den typischen
Simplizes fu¨r kristalline Strukturen. Dazu wird fu¨r jeden Delaunay-Simplex die
Procrustes-Distanz d(T ) zu einem perfekten Tetraeder und die Distanz d(Q) zu
einem Viertel-Oktaeder bestimmt.
Man wa¨hlt als X1 eine Konfiguration von Landmarken bestehend aus den Eckpunk-



















X2 besteht entsprechend aus den Eckpunkten des zu untersuchenden Delaunay-
Simplexes. Dabei sto¨ßt man allerdings auf folgendes Problem: Die Reihenfolge, in der
die Eckpunkte eines Delaunay-Simplexes gegeben sind, ist zuna¨chst beliebig. Bei der
Bestimmung der Procrustes-Distanz mit dem oben beschriebenen Verfahren muss
jedoch die Reihenfolge der Landmarken x1, ..., x4 beachtet werden. So haben zwei
eigentlich gleiche Tetraeder eine Procrustes-Distanz gro¨ßer 0, wenn ihre Eckpunkte
unterschiedlich nummeriert sind, d.h., es werden Formunterschiede festgestellt, die
in Wirklichkeit nicht existieren. Die Eckpunkte der Simplizes mu¨ssen also in einer
bestimmten Reihenfolge nummeriert sein. Eine Mo¨glichkeit, dieses Problem zu lo¨sen,
ist, einfach alle mo¨glichen Permutationen der Eckpunkte des Simplexes X2 zu testen
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und die minimale Procrustes-Distanz zu XT bzw. XQ, die sich dabei ergibt, als
Wert fu¨r d(T ) bzw. d(Q) zu nehmen. Das ist allerdings recht aufwa¨ndig. Um den
Rechenaufwand zu reduzieren, wird hier eine Heuristik verwendet, die die Eckpunkte
der Delaunay-Simplizes zuna¨chst sortiert, so dass die zu vergleichenden Tetraeder
so a¨hnlich wie mo¨glich sind. Dazu werden die Absta¨nde zwischen den Eckpunkten
bestimmt und die zwei Punkte p1 und p2 ausgewa¨hlt, die den gro¨ßten Abstand haben.
Wenn mehrere Punktepaare mit maximalem Abstand existieren sollten, spielt es
keine Rolle, welches Paar als p1 und p2 gewa¨hlt wird. Als na¨chstes sucht man den
Punkt p3 mit dem gro¨ßten Abstand von p2. Die Matrix X2 ergibt sich entsprechend
aus X2 = (p1|p2|p3|p4). Die oben angegebene Matrix XQ ist bereits nach diesem
Verfahren sortiert; bei XT ist die Reihenfolge dagegen egal, da bei einem perfekten
Tetraeder alle Seiten gleich lang sind.
Fu¨r alle Delaunay-Simplizes einer Kugelpackung wird nun eine solche Konfiguration
X2 erzeugt und mit (3.32) die Procrustes-Distanz d(T ) bzw. d(Q) zwischen XT bzw.
XQ und X2 bestimmt. Fu¨r jeden Simplex erha¨lt man so Werte, die seine Abweichung
von einem perfekten Tetraeder bzw. von einem Viertel-Oktaeder charakterisieren.
Die Procrustes-Distanz zwischen einem perfektem Tetraeder und einem Viertel-
Oktaeder betra¨gt etwa 0,27. Abb. 3.17 zeigt die Verteilungen von d(T ) und d(Q) fu¨r
Kugelpackungen verschiedener Dichte. Auch hier kann man mit zunehmender Dichte
wieder die Entwicklung von zwei Maxima beobachten. Dabei repa¨sentiert wiederum
das erste Maximum der Verteilung von d(T ) die perfekten Tetraeder und das zweite
die Viertel-Oktaeder, bei d(Q) ist es umgekehrt.
Noch deutlicher als bei den auf den Seitenla¨ngen basierenden Tetraedermaßen T und
Q ist hier zu erkennen, dass in den dichten, nahezu kristallinen Packungen doppelt
so viele Viertel-Oktaeder auftreten wie perfekte Tetraeder. U¨berhaupt kann durch
die Procrustes-Analyse genauer zwischen verschiedenen Simplexformen unterschie-
den werden, als wenn man nur die Verha¨ltnisse der Kantenla¨ngen betrachtet. Die
Abbildungen 3.18 und 3.19 zeigen, dass Tetraeder mit dem gleichen Wert von T
bzw. Q viele mo¨gliche Werte von d(T ) bzw. d(Q) annehmen ko¨nnen. D.h., es gibt
viele Tetraeder, bei denen die Verha¨ltnisse der Kantenla¨ngen a¨hnlich sind, die aber
trotzdem verschiedene Formen haben.
Es ist also nicht, wie man vielleicht zuna¨chst erwartet ha¨tte, T proportional zu
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a) b)
Abbildung 3.17: Verteilungen von a) d(T ) und b) d(Q) fu¨r Packungen mit Dichten
zwischen 0.62 und 0.72: unten - 0.62 (—), 0.63 (- - -), 0.64 (– – –), Mitte - 0.654
(—), 0.66 (- - -), 0.67 (– – –), oben - 0.68 (– – –), 0.7 (- - -), 0.72 (—)
d(T ) und Q proportional zu d(Q). Diese Proportionalita¨t gilt nur fu¨r kleine T und
d(T ) bzw. kleine Q und d(Q), da das Maß T nur fu¨r perfekte Tetraeder bzw. Q
nur fu¨r Viertel-Oktaeder eindeutig ist. Bei gro¨ßeren T oder Q kann ein bestimmter
Wert aber verschiedene Tetraederformen repra¨sentieren, die unterschiedlich große
Procrustes-Distanzen zu den
”
perfekten“ Formen haben ko¨nnen. Abbildung 3.18
zeigt beispielsweise, dass die Variabilita¨t der Tetraederformen bei gleicher Kan-
tenla¨nge mit zunehmender Abweichung vom perfekten Tetraeder polynomial wa¨chst.
Insbesondere ist das Maß K nicht eindeutig: Es kann einerseits ein Quadrat cha-
rakterisieren. Es gibt aber auch Tetraeder mit kleinem Maß K, die nicht einmal
anna¨hernd ein Quadrat sind, na¨mlich diejenigen, deren Seitenfla¨chen ein gleichsei-
tiges und drei gleichschenklige Dreiecke bilden, wobei zwei Kanten etwa
√
2-mal
la¨nger sind als die anderen vier. Solche Simplizes sind einem perfekten Tetraeder
oder einem Viertel-Oktaeder natu¨rlich a¨hnlicher als ein Quadrat und haben so eine
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wesentlich kleinere Procrustes-Distanz zu diesen
”
perfekten“ Formen. Dagegen er-
kennt man nahezu quadratische Simplizes an sehr großen Werten fu¨r d(T ) und d(Q)
bzw. daran, dass d(K) = 0 ist, was definitiv nur fu¨r Quadrate der Fall ist.
Auch fu¨r die Maße d(T ) und d(Q) kann wieder die Entwicklung von Mittelwert und
Median mit zunehmender Dichte betrachtet werden, siehe Abb. 3.20. Wie bei T und
Q ist auch hier eine kontinuierliche Verringerung von Mittelwert und Median von
d(Q) zu beobachten. Median und Mittelwert von d(T ) besitzen dagegen wiederum
ein Minimum, welches fu¨r den Mittelwert bei einer Dichte von etwa 0,66 liegt und
fu¨r den Median sogar schon zwischen 0,64 und 0,65 auftritt, also genau dort, wo der
Beginn der Kristallisation vermutet wird.
3.7 Zusammenfassung
In diesem Kapitel wurden strukturelle Unterschiede in Packungen von gleich großen
harten Kugeln mit verschiedener Packungsdichte untersucht. Dazu wurden mit dem
Force-Biased-Algorithmus simulierte Packungen mit Dichten zwischen 0,62 und 0,72
betrachtet. In diesem Dichte-Bereich findet offensichtlich ein U¨bergang von amor-
phen zu kristallinen Packungen statt. Packungen mit einer Dichte unter dem kri-
tischen Wert von 0,64 sind ungeordnet, nicht kristallin. Im Intervall zwischen 0,64
und 0,66 treten erhebliche strukturelle Vera¨nderungen auf: Wa¨hrend bei 0,64 noch
keine Ordnung erkennbar ist, sind bei 0,66 schon kristalline Regionen zu finden. Bei
einer Dichte von 0,67 ergibt sich schon ein fast komplettes Kristall, wenn auch mit
erheblichen Defekten, die dann nach und nach mit zunehmender Dichte verschwin-
den.
In dieser Arbeit wurden verschiedene Ordnungscharakteristiken dahingehend unter-
sucht, wie sie auf solche Struktura¨nderungen reagieren. Besonders interessant dabei
ist, welche Maße in der Lage sind, verschiedene Stadien der Kristallisation zu unter-
scheiden. Es zeigt sich, dass alle hier betrachteten Ordnungscharakteristiken in der
Lage sind, gewisse strukturelle Unterschiede zwischen ungeordneten und kristallinen
Packungen zu erkennen. Allerdings sind nicht alle empfindlich genug, um anzuzeigen,
wo der U¨bergang von ungeordneten zu kristallinen Packungen stattfindet.
Betrachtet wurden sowohl klassische Charakteristiken wie Paarkorrelationsfunktion,
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Abbildung 3.18: Zusammenhang zwischen T und d(T )




Abbildung 3.20: Entwicklung von a) Mittelwert und b) Median von d(T ) (—) und
d(Q) (– – –) mit zunehmender Packungsdichte φ.
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Eigenschaften des Voronoi-Mosaiks und die Bindungsorientierung, als auch die Gro¨ße
dritter Ordnung T (r) und Maße, die die Form der aus den Kugelmittelpunkten
gebildeten Delaunay-Simplizes beschreiben.
Dabei wurde deutlich, dass die Translationsordnung T , die lokale Bindungsorien-
tierung Q6,lokal und verschiedene Voronoi-Gro¨ßen nicht von Bedeutung sind, wenn
es darum geht, einzelne Stadien der Kristallisation zu unterscheiden. Diese Gro¨ßen
a¨ndern sich zwar kontinuierlich mit zunehmender Dichte, aber es sind keine Spru¨nge
oder deutliche Anstiegsa¨nderungen zu erkennen, die einen Phasenu¨bergang anzeigen
wu¨rden.
Dagegen weisen das globale Q6, T (1, 1) und besonders T (1, 5) einen deutlichen Knick
bei einer Dichte zwischen 0,64 und 0,66 auf. Das Verhalten dieser Ordnungscharak-
teristiken deutet darauf hin, dass im Bereich von φ zwischen 0,64 und 0,66 erhebliche
strukturelle Vera¨nderungen stattfinden, im Zuge derer sich erste kristalline Bereiche
entwickeln. Das ist auch an der Funktion T (r) zu erkennen. Diese Funktion weist fu¨r
sehr dichte Packungen Spru¨nge bei den fu¨r FCC-Strukturen typischen Mittelpunkt-




3, ... auf. Auch bei geringeren Dichten, etwa ab 0,65
kann man bereits Knicke bei diesen r-Werten erkennen, die sich mit zunehmender
Dichte immer weiter versta¨rken. Die mit diesen Ordnungscharakteristiken erzielten
Ergebnisse entsprechen also der bisherigen Erkenntnis, dass die Dichte einer zufa¨lli-
gen, ungeordneten Kugelpackung nicht wesentlich gro¨ßer als 0,64 werden kann und
sich bei weiterer Verdichtung kristalline Strukturen entwickeln.
Auch die Paarkorrelationsfunktion erkennt Strukturvera¨nderungen zwischen 0,64
und 0,66. Das erste Anzeichen, ein Maximum bei r =
√
2, erscheint bei einer Dichte
von 0,654. Andere kristalline Maxima treten jedoch erst ab einer Dichte von etwa
0,67 auf, wachsen dann aber sehr stark.
Sehr gut fu¨r die Unterscheidung verschiedener Phasen bei der Verdichtung von Ku-
gelpackungen sind die Form-Maße T und Q bzw. d(T ) und d(Q) fu¨r Delaunay-
Simplizes geeignet. An ihren Verteilungen ist zu erkennen, dass mit zunehmender
Dichte die Delaunay-Simplizes in einer Packung vermehrt die Form von perfekten
Tetraedern oder Viertel-Oktaedern annehmen. Das sind genau die Simplizes, die
natu¨rliche Strukturelemente der Kristallstrukturen FCC und HCP bilden. Beson-
ders die Mediane von T bzw. d(T ) reagieren empfindlich auf das Auftreten erster
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kristalliner Strukturen, was durch ein deutliches Minimum bei einer Dichte zwischen
0,64 und 0,65 angezeigt wird.
Es gibt also eine Reihe von Ordnungscharakteristiken, die besta¨tigen, dass bei mit
dem Force-Biased-Algorithmus simulierten Kugelpackungen die Dichte einer unge-
ordneten Packung einen bestimmten Wert zwischen 0,64 und 0,65 nicht u¨berschrei-
tet. In Packungen mit ho¨herer Dichte treten offenbar immer kristalline Bereiche auf.
Die hier vorgestellten Ordnungscharakteristiken zeigen, dass sich in mit dem Force-
Biased Algortihmus simulierten Packungen mit zunehmender Verdichtung immer
sta¨rker FCC-Strukturen ausbilden, die letztendlich die dichtesten monodispersen
Kugelpackungen u¨berhaupt bilden.
Da die hier betrachteten simulierten Packungen, wie in Abschnitt 3.1.2 dargelegt,
als
”
maximal ungeordnet“ charakterisiert werden ko¨nnen, kann man vermuten, dass
fu¨r Kugelpackungen, unabha¨ngig davon, mit welchem Algorithmus sie simuliert oder
ob sie experimentell erzeugt werden, gilt: Ungeordnete Packungen ko¨nnen maximal
eine Dichte zwischen 0,64 und 0,65 erreichen, fu¨r eine weitere Verdichtung ist stets
die Bildung kristalliner Strukturen no¨tig.
Auch wenn lokale Maße wie Q6,lokal nicht geeignet sind, um Phasenu¨berga¨nge wie
den Beginn der Kristallisation zu identifizieren, ko¨nnen sie doch hilfreich fu¨r die
Strukturuntersuchung sein. Sie sind in der Lage, gut geordnete Cluster innerhalb
einer Packung zu finden, die auf die globalen Maße unter Umsta¨nden kaum Auswir-
kungen haben. Verwendet man sowohl globale als auch lokale Maße, kann man also
einerseits den Grad der Ordnung der gesamten Packung bestimmen, aber mit Hilfe
der lokalen Gro¨ßen auch feststellen, wo kleinere gut geordnete Bereiche liegen. Dies
soll im folgenden Kapitel bei der Untersuchung von bidispersen Kugelpackungen





Polydisperse Kugelpackungen dienen beispielsweise als Modelle fu¨r Keramik- und
Sintermaterialien, amorphe Metalle und verschiedene poro¨se Materialien. In der
Festko¨rperchemie werden sie u. a. verwendet, um Verbundformationen fu¨r inorgani-
sche Materialien zu untersuchen [43]. In anderen Arbeiten stellen die Kugeln Atome
dar und man benutzt Kugelpackungen fu¨r die Beschreibung von metallischen Le-
gierungen [38] oder zur Analyse mo¨glicher Kristallstrukturen [63, 64]. Viele solcher
Anwendungen erfordern eine Analyse der geometrischen und topologischen Eigen-
schaften polydisperser Kugelstrukturen, die die Eigenschaften der entsprechenden
Materialien erheblich beeinflussen ko¨nnen.
Seit den fru¨hen Arbeiten von Bernal, Finney und Stillinger wurde eine Reihe von
Arbeiten u¨ber die statistische Analyse zufa¨lliger Kugelpackungen vero¨ffentlicht, sie-
he z.B. [7, 8, 12, 15, 16, 20, 29, 31, 35, 72, 73, 80, 88, 97, 107]. Zuna¨chst wurde die
Packungsdichte φ untersucht, besonders die Beziehung zwischen Radienverteilung
und maximaler Dichte [31, 97, 107]. Die zweite Charakteristik von großem Interesse
ist die Koordinationszahl, die z.B. in [12, 16, 35, 59, 72] betrachtet wurde.
Solche Untersuchungen werden auch in dieser Arbeit durchgefu¨hrt, basierend auf
Kugelpackungen, die mit dem Force-Biased-Algorithmus erzeugt wurden. Außer-
dem werden die Kovarianz und die Paarkorrelationsfunktion betrachtet. Beide sind
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experimentell bestimmbar und ko¨nnen deshalb wichtig fu¨r eine Modellwahl sein.
Weiterhin interessant ist die Mosaikstatistik: Im polydispersen Fall liefert eine Ver-
allgemeinerung der Voronoi-Zerlegung, die sog. Laguerre-Zerlegung, Informationen
u¨ber die Topologie von Kugelpackungen. Diese Informationen ermo¨glichen beispiels-
weise Aussagen u¨ber die Eigenschaften der Mikrostruktur von Feststoffen, die oft
mit mechanischen oder elektrischen Eigenschaften verbunden sind, aber in der Praxis
schlecht gemessen werden ko¨nnen, weshalb ihr Verhalten fu¨r verschiedene Modelle
interessant ist.
Diese Arbeit konzentriert sich auf drei Klassen von Radienverteilungen: bidisper-
se, normal- und potenzverteilte Radien. Betrachtet werden wieder mit dem Force-
Biased-Algorithmus simulierte Packungen mit 10000 Kugeln. Die Erfahrung hat
gezeigt, dass mit dieser Anzahl von Kugeln statistisch stabile Ergebnisse erreicht
werden ko¨nnen.
4.2 Packungsdichten
Bei bidispersen Kugelpackungen ist, wie schon in Kapitel 1 gezeigt, die Packungs-
dichte φ abha¨ngig vom in (2.9) definierten Volumenanteil der großen Kugeln vl und
von dem Verha¨ltnis
ρ = R2/R1 (R2 ≥ R1) (4.1)
zwischen dem Radius der großen und dem der kleinen Kugeln. Fu¨r alle ρ erreicht
die Packungsdichte ihr Maximum bei vl zwischen 0,7 und 0,8, d.h., wenn die großen
Kugeln 70% bis 80% des Gesamtvolumens einnehmen. Fu¨r ein festes vl wa¨chst φ
mit zunehmendem ρ.
In [20, 102] werden Modelle fu¨r die Packungsdichte von bidispersen Packungen vor-
gestellt, die davon ausgehen, dass φ fu¨r ρ → ∞ stetig wa¨chst, in den mit dem
Force-Biased-Algorithmus simulierten Packungen nimmt φ allerdings ab einem Ra-
dienverha¨ltnis von ρ ≈ 7 wieder ab. Ursachen dafu¨r sind vermutlich die in [23]
vorgestellten Effekte: der Wandeffekt beim Anlagern von kleinen Kugeln an eine
große und das Verkeilen von kleinen Kugeln zwischen den großen.
Da die maximale Packungsdichte bei vl ≈ 0, 75 erreicht wird, werden im Folgenden
nur bidisperse Packungen mit vl = 0, 75 betrachtet, obwohl die statistischen Gro¨ßen
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natu¨rlich auch vom Volumenanteil großer Kugeln abha¨ngen, siehe z.B. [72, 73, 93].





)−a, Rmin ≤ r ≤ Rmax
0, sonst
(4.2)
wobei c eine Normalisierungskonstante ist. Die Kugelradien liegen in dem endlichen
Intervall [Rmin, Rmax].
Im Wesentlichen wird hier das Verha¨ltnis % = Rmax/Rmin betrachtet. Es hat einen
erheblichen Einfluss auf die Packungsdichte: Ist das Intervall [Rmin, Rmax] klein, sind
die Kugeln nahezu gleich groß und die Packungsdichte entspricht ungefa¨hr derje-
nigen einer monodispersen Packung. Ist % dagegen groß, kann man eine ho¨here
Packungsdichte erwarten. In praktischen Anwendungen mu¨ssen jedoch meist be-
stimmte Grenzen fu¨r Rmin und Rmax beachtet werden, wie z.B. die maximale Po-
rengro¨ße oder gegebene maximale und minimale Partikelgro¨ßen. Der Einfluss des
Exponenten a wurde in Kapitel 1 und in [39] untersucht und wird im Folgenden
nicht betrachtet. Fu¨r a wird der Wert 3,3 gewa¨hlt, der in [39] als der optimale Wert
gefunden wurde, bei dem fu¨r Rmin = 1 und Rmax = 10 die Packungsdichte maximal
wird.
Es zeigt sich, dass bei festem a = 3, 3 und % zwischen 5 und 10 die Packungsdichte
der simulierten Packungen zwischen 0,701 und 0,743 liegt. Je gro¨ßer die Variabilita¨t
der Radien, d.h., je gro¨ßer %, um so gro¨ßer ist φ (siehe Abbildung 4.5a). Dies ent-
spricht den Beobachtungen im bidispersen Fall.









mit dem Mittelwert µ und der Varianz σ2, wird der Einfluss des Variationskoeffizien-
ten η = σ/µ untersucht. Auch hier ist zu beobachten, dass zunehmende Variabilita¨t
zu einer ho¨heren Packungsdichte fu¨hrt, siehe Abbildung 4.5b.
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4.3 Kovarianz
Die Kovarianz C(r) [90], manchmal auch als Zweipunktwahrscheinlichkeit bezeich-
net [91], ist eine bekannte Kenngro¨ße in der Theorie der zufa¨lligen Mengen und kann
verwendet werden, um die Vereinigungsmenge aller Kugeln einer Packung zu charak-
terisieren. C(r) ist die Wahrscheinlichkeit, dass zwei zufa¨llige Punkte mit Abstand
r in der Vereinigungsmenge X aller Kugeln liegen. Die Kovarianz ist gegeben durch
C(r) = P(o ∈ X, r ∈ X) (4.4)
fu¨r r ∈ R3 mit ||r|| = r. Es gilt
C(r) = P(o /∈ X, r /∈ X) + 2φ− 1 = P(o ∈ X 	 Bˇ) (4.5)
mit B = {o, r} und Bˇ = −B. C(r) ist also der Volumenanteil der Menge X erodiert
durch B = {o, r}.








wobei F die Fourier-Transformation ist, die fu¨r eine integrierbare Funktion f : Rd →






f(x)e−i〈x,ω〉dx, ω ∈ Rd (4.7)
und F die inverse Fourier-Transformation, die definiert ist wie F , wobei −i durch i
ersetzt wird. Eine Diskretisierung der Gleichung (4.6) liefert einen Scha¨tzer fu¨r die
Kovarianz.
Da man im Falle der mit dem Force-Biased-Algorithmus simulierten Kugelpackun-
gen davon ausgehen kann, dass X isotrop und stationa¨r ist, ha¨ngt C(r) nur von der
La¨nge r = ||r|| ab und damit gilt
C(r) = C(ru), (4.8)
wobei u ein beliebiger Einheitsvektor ist.
Es ist bekannt, dass C(r) die folgenden Eigenschaften hat:
C(0) = φ (4.9)
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und, wenn X mischend ist,
C(∞) = φ2. (4.10)
Außerdem ist die Ableitung von C(r) an der Stelle r = 0, C ′(0), proportional zur
spezifischen Oberfla¨che SV , siehe [91, 90].
Die Abbildung 4.1 zeigt die gescha¨tzten Kovarianzfunktionen fu¨r verschiedene Ku-
gelpackungen. Hier und auch im folgenden Abschnitt ist r wie folgt skaliert: r = 1
entspricht im monodispersen Fall dem Kugeldurchmesser, im bidispersen Fall 2R2,
bei der Normalverteilung µ und bei der PotenzverteilungRmin. Wie erwartet sind alle
C(r) fu¨r r = 0 gleich φ und schwanken fu¨r große r um φ2. Die Art der Schwankun-
gen wird durch die jeweilige Radienverteilung bestimmt und reflektieren bevorzugte
lokale Anordnungen von Kugeln in den Packungen. Im monodispersen Fall sind die
Schwankungen am sta¨rksten ausgepra¨gt, siehe auch Abb. 5.6 in [91]. Bei verschieden
großen Kugeln sind die Schwankungen geringer und manchmal kaum wahrnehmbar.
4.4 Paarkorrelationsfunktion
Die Paarkorrelationsfunktion g(r) ist eine klassische Charakteristik fu¨r homogene
Punktprozesse, wie sie von den Mittelpunkten der Kugeln einer Packung gebil-
det werden. Die Abbildung 4.2 zeigt die Paarkorrelationsfunktionen fu¨r simulierte
Packungen mit den oben beschriebenen Radienverteilungen. Man erkennt, dass die
Radienverteilung und die Packungsdichte einen großen Einfluss auf die Form von
g(r) haben.
Die Paarkorrelationsfunktion fu¨r die dichte zufa¨llige Packung gleich großer Kugeln
mit einer Dichte von 0,64 (siehe Abbildung 3.8) hat die bekannte Form mit Ma-
xima bei r gleich dem Kugeldurchmesser d,
√
3d, 2d usw. Bei r = d tritt eine
δ-Komponente auf, die durch direkte Kontakte zwischen Kugeln entsteht.
Auch fu¨r bidisperse Packungen ko¨nnen mehrere Maxima bzw. δ-Komponenten der
Paarkorrelationsfunktion beobachtet werden, siehe Abbildung 4.2a. Sie entstehen
durch Kugelpaare mit den Radien (R1, R1), (R1, R2) und (R2, R2). Durch direkte
Kontakte zwischen den Kugeln weist die Paarkorrelationsfunktion δ-Komponenten
bei 2R1, R1+R2 und, wenn ρ nicht zu groß ist, bei 2R2 auf. Die Beziehungen zwischen
den verschieden großen Kugeln ko¨nnen genauer durch die partiellen Paarkorrelati-
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Abbildung 4.1: Kovarianz C(r) fu¨r Kugelpackungen mit verschiedenen Radienvertei-
lungen. Die Marken an der rechten Seite repra¨sentieren die zugeho¨rigen Grenzwerte
φ2.
onsfunktionen gij(r) visualisiert werden [21]. Dabei werden jeweils nur Kugelpaare
betrachtet, bei denen eine Kugel vom Typ i und die andere vom Typ j ist, wobei der
Typ einer Kugel von ihrem Radius bestimmt wird: Typ 1 bedeutet, die Kugel hat
den Radius R1, der Radius einer Kugel vom Typ 2 ist entsprechend R2. Abbildung
4.3 zeigt die partiellen Paarkorrelationsfunktionen fu¨r eine bidisperse Packung mit
ρ = 2. Offensichtlich entsteht das erste Maximum von g(r) nur durch Paare kleiner
Kugeln, das zweite durch Paare mit einer großen und einer kleinen Kugel und das
dritte hauptsa¨chlich durch Paare großer Kugeln.
Abbildung 4.2a zeigt außerdem, dass mit zunehmendem ρ = R2/R1 der Einfluss
von Paaren kleiner Kugeln wa¨chst. Zusa¨tzlich zu den Maxima bei 2R1 und R1+R2
erscheint fu¨r ρ = 4 ein weiteres Maximum bei r = 4R1, wa¨hrend das Maximum bei





Abbildung 4.2: Paarkorrelationsfunktionen fu¨r a) bidisperse Packungen (vl = 0, 75),
wobei in allen Fa¨llen R2 = 0, 5 (- - - ρ = 2, — ρ = 4, – – – ρ = 5), b) Potenzverteilung
mit a = 3, 3 (— % = 5, - - - % = 9), c) Normalverteilung (— η = 0, 28, - - - η = 0, 1).
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Abbildung 4.3: Partielle Paarkorrelationsfunktionen gij(r) fu¨r eine bidisperse Ku-
gelpackung mit ρ = 2 und vl = 0, 75: Kugelpaare mit (R1,R1) (—), (R1,R2) (– - –)
und (R2,R2) (– – –). Die graue Linie stellt die Gesamtpaarkorrelationsfunktion dar.
großen Kugeln gibt, dafu¨r aber Cluster von kleinen Kugeln. Bei ρ = 5 verschwindet
der Einfluss der großen Kugeln auf die Form der Paarkorrelationsfunktion fast vo¨llig.
In diesem Fall treten nur Maxima bei 2R1 and 4R1 auf. Es ist zu beachten, dass hier
nur Packungen mit vl = 0, 75 betrachtet werden, natu¨rlich ko¨nnen die Ergebnisse
fu¨r andere Volumenanteile abweichen.
Fu¨r die betrachteten stetigen Radienverteilungen fu¨hrt die Mischung der Kugeln ver-
schiedener Radien in der Packung zu dem Effekt, dass g(r) keine sehr ausgepra¨gten
Maxima hat. Insbesondere fu¨r die Potenzverteilung hat g(r) die Form wie die Paar-
korrelationsfunktion eines Soft-core-Punktprozesses [89], siehe Abbildung 4.2b. Im
Falle der Normalverteilung, Abbildung 4.2c, treten Maxima bei r = µ, r = 2µ
usw. auf, zumindest fu¨r einen kleinen Variationskoeffizienten η. Das ist plausibel,
da solche Packungen mit einer sehr geringen Radienvariabilita¨t einer monodispersen
Packung sehr a¨hnlich sind.
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4.5 Koordinationszahl
Ein fundamentaler topologischer Parameter einer Kugelpackung ist die Koordinati-
onszahl c, d.h. die Anzahl der direkten Kontakte der typischen Kugel zu ihren Nach-
barn. Es ist bekannt, dass die Koordinationszahl von der Packungsdichte und der
Radienverteilung abha¨ngig ist. Fu¨r reale Packungen gleich großer Kugeln bestimm-
ten Bernal et al. [12] die mittlere Koordinationszahl als c = 6, 4 fu¨r eine zufa¨llige
dichte Packung mit φ = 0, 62 und c = 5, 5 fu¨r eine zufa¨llige lockere Packung mit
φ = 0, 6. Gotoh und Finney [35] gaben eine mittlere Koordinationszahl von 6 fu¨r
eine ungeordnete Packung mit φ = 0, 64 an.
Bei Packungen, die mit dem Force-Biased-Algorithmus simuliert wurden, wird die
Bestimmung der Koordinationszahl dadurch erschwert, dass die Kugeln in solch einer
Packung gewo¨hnlich nicht genau in Kontakt sind. Um dieses Problem zu umgehen,
wird wieder ein Toleranzparameter ε eingefu¨hrt [16] und alle Kugeln mit einem
Abstand kleiner als ε werden als in direktem Kontakt betrachtet. Wie in [16] wird
ε auch im Folgenden als 1% des mittleren Radius’ festgelegt.
Fu¨r eine mit dem Force-Biased-Algorithmus simulierte Packung gleich großer Ku-
geln mit Dichte 0,64 wurde c gescha¨tzt als 6,13, also kleiner als in [12] aber gro¨ßer als
in [16]. Fu¨r die anderen untersuchten Radienverteilungen sind die mittleren Koor-
dinationszahlen generell kleiner, siehe Tabelle 4.1. Im bidispersen Fall und im Falle
der Potenzverteilung fu¨hrt ein gro¨ßeres Verha¨ltnis R2/R1 bzw. Rmax/Rmin zu einer
kleineren Koordinationszahl. Analog dazu nimmt bei normalverteilten Radien die
Koordinationszahl mit zunehmendem Variotionskoeffizient η ab.
Abbildung 4.4 zeigt, dass im bidispersen Fall die Verteilung der Koordinationszahlen
der einzelnen Kugeln zwei Maxima aufweist. Das erste Maximum wird hauptsa¨chlich
von den kleinen Kugeln gepra¨gt, was der Erwartung entspricht, dass kleine Kugeln
auch kleinere Koordinationszahlen haben. Das zweite Maximum repra¨sentiert erwar-
tungsgema¨ß die ho¨heren Koordinationszahlen der großen Kugeln. Die Auspra¨gung
der Maxima ha¨ngt natu¨rlich deutlich vom Volumenanteil der großen bzw. kleinen
Kugeln ab.
Die Abbildungen 4.6 und 4.7 zeigen die Verteilungen der Koordinationszahlen fu¨r
stetige Radienverteilungen. Dabei sind auch die Anteile der Kugeln verschiedener




Abbildung 4.4: Verteilung der Koordinationszahlen fu¨r bidisperse Kugelpackungen
mit vl = 0, 75: a) ρ = 2, b) ρ = 4. Kleine Kugeln werden durch die dunkelgrauen
Balken repra¨sentiert, große Kugeln durch die hellgrauen. Durch den gleichbleiben-
den Volumenanteil ist die Anzahl der großen Kugeln in Packungen mit gro¨ßerem ρ
geringer.
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gleich große Kugeln 6.14
bidispers, ρ = 2, vl = 0.75 5.81 6.60 7.48 8.26
bidispers, ρ = 4, vl = 0.75 5.41 8.10 14.46 21.86
Potenzverteilung, % = 5 5.83 7.27 9.50 12.26
Potenzverteilung, % = 9 5.64 8.27 13.69 21.56
Normalverteilung, η = 0.1 6.14 6.20 6.26 6.32
Normalverteilung, η = 0.28 5.82 6.32 6.76 7.16
dass kleine Koordinationszahlen vorwiegend bei kleinen Kugeln auftreten (weiss und
hellgrau), wa¨hrend große Kugeln hauptsa¨chlich große Koordinationszahlen haben
(schwarz). Fu¨r die Normalverteilung mit Variationskoeffizient η = 0, 28 kann man
erkennen, dass es relativ viele Kugeln mit einer sehr kleinen Koordinationszahl (0
oder 1) gibt. Das wird hauptsa¨chlich durch sehr kleine Kugeln verursacht, die frei in




Bei allen untersuchten Kugelpackungen kann man beobachten, dass eine zunehmen-
de Streuung der Kugelradien zu einer abnehmenden mittleren Koordinationszahl
fu¨hrt (Abbildung 4.5).
Im bidispersen Fall unterscheiden sich die mittleren Koordinationszahlen der bei-
den Kugelarten deutlich, aber auch bei stetigen Radienverteilungen kann man eine
Abha¨ngigkeit der mittleren Koordinationszahl c vom Kugelradius R beobachten,
siehe Abbildung 4.14. Man kann erkennen, dass, wie erwartet, die mittlere Koordi-
nationszahl mit zunehmender Kugelgro¨ße wa¨chst. U¨berraschenderweise scheint die-
ser Anstieg nahezu linear zu sein und nur fu¨r sehr große Kugeln ein parabolisches
Verhalten zu zeigen. Solch ein parabolisches Verhalten wa¨re eigentlich zu erwarten,
da die Anzahl der kleinen Kugeln, die direkten Kontakt zu einer großen Referenzku-




Abbildung 4.5: Entwicklung der Packungsdichte φ (—) und der mittleren Koordi-
nationszahl c (– – –) fu¨r verschiedene Radienverteilungen: a) Potenzverteilung mit
a = 3, 3, b) Normalverteilung. In allen Fa¨llen nimmt die mittlere Koordinationszahl
mit zunehmender Variabilita¨t der Radien ab.
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untersuchten Packungen eine große Kugel auch große Nachbarn haben, die die An-
lagerung von vielen kleinen Kugeln verhindern. Das fu¨hrt offenbar zu dem linearen
Anstieg von c.
Wie bereits erwa¨hnt, kann man eine Abnahme der globalen mittleren Koordinati-
onszahl c mit zunehmender Streuung der Radien beobachten. Intuitiv ha¨tte man
jedoch erwartet, dass die Koordinationszahl dem Anstieg der Packungsdichte mit
zunehmender Variabilita¨t der Radien folgt. Mo¨glicherweise ist das Verfahren der
Mittelwertbildung fu¨r dieses Resultat verantwortlich. Im Normalfall bekommt jede
Kugel das gleiche Gewicht, d.h., kleine Kugeln werden im selben Maße einbezogen
wie große. Es ko¨nnte sinnvoll sein, die Kugeln zu wichten und gewichtete mittlere






wobei N die Anzahl der Kugeln in der Packung ist, ci die Koordinationszahl der i-
ten Kugel und wi das entsprechende Gewicht. Die Gewichte sollten die Kugelgro¨ßen
widerspiegeln, geeignet sind also z.B. Radius, Oberfla¨che oder Volumen. Von beson-
derem Interesse, z.B. in der chemischen Anwendung, die in [43] beschrieben wird, ist
die Wichtung nach der Oberfla¨che, wobei die wi die Kugeloberfla¨chen sind. In die-
sem Fall wird cw von den Kontakten der großen Kugeln dominiert und der Einfluss
der Oberfla¨che einer Kugel auf ihre Koordinationszahl sta¨rker respektiert. Tabelle
4.1 zeigt, dass die gewichteten Koordinationszahlen wie erwartet mit zunehmender




Abbildung 4.6: Verteilung der Koordinationszahlen in Abha¨ngigkeit von den Kugel-




Abbildung 4.7: Verteilung der Koordinationszahlen in Abha¨ngigkeit von den Kugel-
radien bei potenzverteilten Radien mit a = 3, 3: a) % = 5, b) % = 9.
4.6 Mosaikstatistik - Verallgemeinerung des Voronoi-Mosaiks 89
4.6 Mosaikstatistik - Verallgemeinerung des
Voronoi-Mosaiks
Auch fu¨r beliebige Radienverteilungen kann ein raumfu¨llendes System konvexer Zel-
len konstruiert werden, so dass jede Zelle genau eine Kugel entha¨lt und damit
die Geometrie der Kugelpackung durch geometrische Eigenschaften der Zellen be-
schrieben werden kann. Bei einer monodispersen Packung wird dafu¨r die Voronoi-
Zerlegung genutzt, wie in Abschnitt 3.6 beschrieben. Fu¨r polydisperse Packungen ist
die Voronoi-Zerlegung bezu¨glich der Kugelmittelpunkte nicht geeignet, denn in die-
sem Fall ko¨nnen Voronoi-Zellen Kugeln schneiden und Zellen von sich beru¨hrenden
Kugeln sind nicht unbedingt benachbart. Besser ist es deshalb, eine Verallgemeine-
rung der Voronoi-Zerlegung zu verwenden, die wie folgt definiert wird:
Es sei A = {K1, ..., Kn} eine Menge von n (2 ≤ n < ∞) Kugeln, die sogenannte
Erzeugendenmenge der Zerlegung. Wie beim Voronoi-Mosaik soll jeder Punkt p ei-
nes Raumes S mindestens einer Kugel Ki nach einer bestimmten Regel zugeordnet
werden. Diese Zuordnung kann als eine Abbildung δ von S×A auf {0, 1} beschrieben
werden mit
δ(p,Ki) =
1, wenn p Ki zugeordnet wird,0, sonst. (4.12)
δ wird als Zuordnungsregel bezeichnet. Im normalen Voronoi-Mosaik gilt
δ(p,Ki) =
1, wenn ||x− xi|| ≤ ||x− xj|| fu¨r j ∈ N, j 6= i,0, sonst, (4.13)
wobei x und xi die Ortsvektoren von p bzw. des Mittelpunktes der Kugel Ki sind.
Unter der Zuordnungsregel δ ist
V (Ki) = {p : δ(p,Ki) = 1, p ∈ S} (4.14)
die Menge von Punkten, die der Kugel Ki zugeordnet werden und
e(Ki, Kj) = {p : δ(p,Ki) = δ(p,Kj) = 1, p ∈ S}, i 6= j (4.15)
die Menge von Punkten, die sowohl Ki als auch Kj zugeordnet werden.
Die Zuordnungsregel δ soll die folgenden beiden Bedingungen erfu¨llen:
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1. Jeder Punkt p in S wird mindestens einem Element von A zugeordnet.




V (Ki) = S, (4.16)
d.h., die Menge V(A, δ, S) = {V (K1), ..., V (Kn)} bildet eine Zerlegung des Raumes
S, die als verallgemeinerte Voronoi-Zerlegung, erzeugt von der Erzeugendenmenge
A mit Zuordnungsregel δ im Raum S, bezeichnet wird.
Um eine verallgemeinerte Voronoi-Zerelgung fu¨r eine Menge von Kugeln zu bilden,
muss noch die Entfernung eines Punktes p von einer Kugel Ki definiert werden.
Dafu¨r gibt es verschiedene Ansa¨tze. In [44] wurde die Distanz
d(p,Ki) = ||x− xi||2 −R2i (4.17)
eingefu¨hrt, wobei x der Ortsvektor des Punktes p, xi Ortsvektor des Mittelpunktes
der Kugel Ki und Ri Kugelradius ist. Wenn der Punkt p außerhalb der Kugel Ki
liegt, ist
√
d(p,Ki) die Entfernung des Punktes p zu dem Punkt pi auf der Kugelo-
berfla¨che, fu¨r den ppi tangential zu Ki ist. Unter Verwendung der Distanz d(p,Ki)
gilt fu¨r die Zuordnungsregel
δ(p,Ki) =
1, wenn d(p,Ki) ≤ d(p,Kj) fu¨r j ∈ N, j 6= i,0, sonst. (4.18)
Eine verallgemeinerte Voronoi-Zerlegung mit dieser Zuordnungsregel wird als La-
guerre-Zerlegung bezeichnet [74]. Fu¨r monodisperse Packungen ergibt sich auf diese
Weise wieder die Voronoi-Zerlegung. Bei der Laguerre-Zerlegung bleiben allerdings
auch fu¨r polydisperse Kugelpackungen die wesentlichen Eigenschaften der Voronoi-
Zerlegung erhalten: Die Zellen sind konvexe Polyeder, jede Zelle entha¨lt genau eine
Kugel und die Zellen von Kugeln, die sich beru¨hren, haben eine gemeinsame Seiten-
fla¨che. Natu¨rlich haben i.a. große Kugeln gro¨ßere Zellen als kleine Kugeln. Abbildung
4.8 zeigt die Laguerre-Zerlegung einer bidispersen Kugelpackung.
Folgende Charakteristiken der Laguerre-Zerlegung sind nu¨tzlich fu¨r die Analyse von
Hartkugelpackungen [33, 56]: die Ha¨ufigkeit p(f) fu¨r das Auftreten von Zellen mit
f Seitenfla¨chen, die mittlere Anzahl von Seitenfla¨chen je Zelle f und die mittlere
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Abbildung 4.8: Laguerre-Zerlegung einer bidispersen Packung von 1000 Kugeln.
Kantenzahl n je Fla¨che. Fu¨r die Beziehung zwischen der Kantenzahl je Fla¨che und
der Anzahl der Seitenfla¨chen einer Zelle gilt die bekannte Euler-Formel [91, 90]: Fu¨r
jede Zelle mit f Seitenfla¨chen kann die Anzahl der Kanten einer Fla¨che bestimmt
werden durch
n(f) = 6− 12
f
. (4.19)
Die Eigenschaften der Laguerre-Zerlegung ha¨ngen stark von der Radienverteilung
der Kugeln ab. Im monodispersen Fall gibt es vorwiegend 4-,5- und 6-seitige Fla¨chen
[56], die Verteilung p(f) ist unimodal, wobei sich die Streuung mit zunehmender
Packungsdichte verringert, und die mittlere Anzahl der Voronoi-Fla¨chen nimmt mit
wachsender Packungsdichte ab bis zu einem minimalen Wert von 14, der der durch-
schnittlichen Anzahl von Nachbarn einer Kugel in einer FCC- oder HCP-Struktur
entspricht [33, 56].
Im bidispersen Fall ist es interessant, beide Kugelarten getrennt zu betrachten. Dies
fu¨hrt zu den bedingten Charakteristiken pi(f), fi und ni (i = 1, 2), wobei z.B.
ni die mittlere Kantenzahl pro Fla¨che fu¨r die Zellen ist, die zu den Kugeln mit
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dem Radius Ri geho¨ren, pi(f) die Wahrscheinlichkeit fu¨r das Auftreten von Zellen
mit f Fla¨chen um eine Kugel mit dem Radius Ri und fi die entsprechende mittlere
Anzahl von Laguerre-Fla¨chen. In [33] wurde die Abha¨ngigkeit dieser Gro¨ßen von der
Packungsdichte untersucht. Es wurde gezeigt, dass die Eigenschaften von p(f) und
pi(f) stark von der Packungsdichte abha¨ngen. Wenn die Packung nicht sehr dicht ist,
ist keine Korrelation zwischen den Kugelgro¨ßen und den Gro¨ßen der Laguerre-Zellen
zu erkennen. Deshalb bleiben einige Eigenschaften von monodispersen Packungen
erhalten, beispielsweise ist die Verteilung p(f) fu¨r eine bidisperse Packung mit kleiner
Packungsdichte ebenfalls unimodal. In dichten Packungen ha¨ngt dagegen die Gro¨ße
der Laguerre-Zellen stark vom Kugelradius ab. Da kleine Kugeln in kleineren Zellen
liegen als große und damit auch weniger Nachbarn haben, ko¨nnen sich die partiellen
Verteilungen pi(f) der Seitenzahlen der beiden Kugelarten erheblich unterscheiden.
Deshalb hat p(f) bei einer hohen Packungsdichte zwei Maxima: das erste geho¨rt zu
den kleinen, das zweite zu den großen Kugeln, siehe Abbildung 4.9. p(f) verha¨lt sich
also a¨hnlich wie die Verteilung der Koordinationszahlen (Abbildung 4.4).
In dichten bidispersen Packungen gilt fu¨r die partiellen mittleren Anzahlen der
Laguerre-Fla¨chen je Zelle f1 ≤ f2. Die totale durchschnittliche Zahl der Laguerre-
Fla¨chen, fu¨r die gilt
f = m1f1 +m2f2, (4.20)
wobei mi gleich dem Anteil der Kugeln mit Radius Ri ist, kann fu¨r bidisperse
Packungen kleiner als 14 sein, wie in [33] angegeben und in Tabelle 4.2 gezeigt.
Tabelle 4.2: Charakteristiken der Laguerre-Zerlegungen von simulierten bidispersen
Kugelpackungen
ρ f1 f2 f n1 n2 n
2 10.803 21.029 13.526 4.672 5.175 4.806
4 10.898 51.019 12.756 4.709 5.637 4.752
Es gibt eine enge Beziehung zwischen den Mittelwerten f , f1 und f2 und dem Radi-
enverha¨ltnis ρ. Tabelle 4.2 zeigt die Ergebnisse fu¨r ρ = 2 und 4. Es gibt erhebliche
Unterschiede zwischen den partiellen mittleren Seitenzahlen f2 fu¨r die großen Ku-
geln. f2 ist gro¨ßer bei einem gro¨ßeren Radienverha¨ltnis, da große Kugeln um so mehr
Nachbarn haben, je gro¨ßer ρ ist. Offensichtlich ist f kleiner als 14 und nimmt sogar
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mit zunehmendem Radienverha¨ltnis ab. Das stimmt mit den Beobachtungen fu¨r die
mittlere Koordinationszahl c u¨berein.
Interessant ist die Beziehung zwischen den beiden unterschiedlichen Nachbarschafts-
definitionen
”
Nachbar in Kontakt“ (c-Nachbarn) und
”
Nachbar im Laguerre-Sinne“
(f -Nachbarn). Die Anzahl der c-Nachbarn ist immer deutlich kleiner als die Anzahl
der f -Nachbarn. Abbildung 4.10 zeigt die Beziehung fu¨r den monodispersen Fall und
fu¨r eine bidisperse Packung mit ρ = 2. Es gibt eine große Variabilita¨t von f und
c und es ist kein funktionaler Zusammenhang zwischen den beiden Gro¨ßen zu er-
kennen. Im bidispersen Fall kann eine Bimodalita¨t beobachtet werden, entsprechend
denen in den Abbildungen 4.4 und 4.9.
Bei der Analyse von Packungen mit stetigen Radienverteilungen, und zwar Potenz-
und Normalverteilung, mit den Mitteln der Laguerre-Zerlegung erha¨lt man folgende
Ergebnisse:
Die Ha¨ufigkeitsverteilung p(f) von Zellen mit f Seitenfla¨chen zeigt deutliche Unter-
schiede zwischen bidispersen Packungen und Packungen mit potenz- oder Normal-
verteilten Radien. Fu¨r die stetigen Verteilungen sind die Verteilungen der Anzahlen
der Laguerre-Fla¨chen glatter und unimodal, wie in Abbildung 4.11 gezeigt. Diese
Abbildung zeigt auch, dass p(f) die Unterschiede zwischen verschiedenen stetigen
Radienverteilungen reflektiert: Das Maximum von p(f) tritt bei Potenzverteilungen
bei kleineren f auf (bei f = 9) als bei Normalverteilungen (um f = 14). Außerdem
haben bei der Potenzverteilung, wie bei dieser Verteilung zu erwarten war, einige
Zellen sehr viele Seitenfla¨chen. Diese Zellen geho¨ren zu sehr großen Kugeln. Im Falle
der Normalverteilung ist die Verteilung p(f) symmetrischer. Das liegt daran, dass
die meisten Kugeln einen Radius nahe dem Mittelwert µ haben, aber einige sehr
klein bzw. sehr groß sind und entsprechend Laguerre-Zellen mit einer sehr kleinen
bzw. sehr großen Seitenanzahl haben. Die Abbildung 4.11 zeigt, dass im Fall einer
Normalverteilung die Streuung von p(f) der Streuung der Radien folgt.
Wa¨hrend die Verteilungen der Anzahl der Laguerre-Fla¨chen je Zelle stark von der
Radienverteilung abha¨ngen, zeigen die mittlere Anzahl der Laguerre-Fla¨chen f und
die mittlere Kantenzahl je Fla¨che n ein a¨hnliches Verhalten wie im bidispersen Fall.
Auch hier sinkt die mittlere Fla¨chenzahl sowohl fu¨r Potenz- als auch fu¨r Normal-
verteilung mit zunehmender Variabilita¨t der Radien. Das selbe gilt fu¨r die mittlere
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Kantenzahl, siehe Tabelle 4.3 und Abbildungen 4.12 und 4.13. f ist wieder, zumin-
dest in den Fa¨llen gro¨ßerer Variabilita¨t der Radien, kleiner als 14. Nur fu¨r Nor-
malverteilungen mit einem sehr kleinen Variationskoeffizient η ist f gro¨ßer als 14.
Das liegt daran, dass durch den kleinen Variationskoeffizient die Eigenschaften der
Packung a¨hnlich denen einer monodispersen Packung sind, fu¨r die f ≥ 14 gilt.
Es kann gezeigt werden, dass f nicht kleiner als 5 und n nicht kleiner als 3 werden
ko¨nnen:
Man betrachte einen Ausschnitt aus einer polydispersen Kugelpackung bestehend
aus einer großen Kugel und ihren kleineren Nachbarn. Jede dieser Kugeln liegt in
einer Laguerre-Zelle. Es seien fgroß die Anzahl der Laguerre-Fla¨chen der Zelle, in






die Summe der Laguerre-Fla¨chen der Zellen aller kleinen Nachbarkugeln. Die Anzahl
der Nachbarn der großen Kugel ist dementsprechend gleich fgroß, so dass fu¨r diesen





Ist der Unterschied zwischen den Radien der großen und kleinen Kugeln gering,
d.h., Rgroß ≈ Rklein, gilt wie im monodispersen Fall fu¨r alle i Nachbarkugeln fgroß ≈
fklein(i). Ist dagegen Rgroß > Rklein fu¨r alle i Nachbarkugeln, ist i.a. auch fgroß >
fklein(i) (es sei denn, eine kleine Kugel ist von sehr vielen noch kleineren umgeben,
dann kann ein neuer Ausschnitt aus der Kugelpackung so gewa¨hlt werden, dass
er aus dieser Kugel und ihren Nachbarn besteht; dieser neue Ausschnitt hat dann
ebenfalls die hier beschriebenen Eigenschaften).
Fu¨r den Fall Rgroß ≈ Rklein gilt:

















Also nimmt f mit zunehmender Radienvariabilita¨t ab, und wegen (4.19) gilt das
gleiche auch fu¨r n.
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Unendlich große Radienvariabilita¨t kann man sich so vorstellen, dass der Radienun-
terschied der Kugeln so groß ist, dass die große Kugel von unendlich vielen kleinen
Kugeln umgeben ist, d.h., fgroß → ∞. Da eine Zelle, die eine Kugel entha¨lt, min-
destens ein Tetraeder sein muss, d.h., ist die Anzahl der Seitenfla¨chen einer kleinen











































Tabelle 4.3: Charakteristiken der Laguerre-Zerlegungen von simulierten Kugel-







Wie im bidispersen Fall ko¨nnen auch fu¨r Packungen mit stetigen Radienverteilungen
partielle Charakteristiken bestimmt werden, die die Abha¨ngigkeit der Zellcharakte-
ristiken von der Kugelgro¨ße reflektieren. Tabelle 4.2 zeigt z.B., dass im bidisper-
sen Fall die partiellen mittleren Kantenzahlen je Laguerre-Fla¨che fu¨r die gro¨ßeren
Kugeln ho¨her sind. Das gleiche kann fu¨r die mittlere Kantenzahl n in Abha¨ngig-
keit vom Kugelradius R fu¨r potenz- und normalverteilte Radien beobachtet werden,
wie in Abbildung 4.15 gezeigt. In allen Fa¨llen ist offensichtlich, dass n mit zuneh-
mendem Kugelradius wa¨chst, was dem Verhalten der mittleren Koordinationszahl
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c entspricht. Fu¨r die stetigen Radienverteilungen ist im Gegensatz zum bidispersen
Fall eine gewisse Abha¨ngigkeit zwischen den Koordinationszahlen c und den Seiten-
anzahlen der Laguerre-Zellen f zu erkennen. Abbildung 4.16 zeigt diese Beziehung
fu¨r zwei Beispiele. Es besteht ein nahezu linearer Zusammenhang zwischen c und f ,
ungefa¨hr
f = 1.3c+ 6.
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a)
b)
Abbildung 4.9: Verteilung der Anzahl der Seitenfla¨chen der Laguerre-Polyeder f
fu¨r bidisperse Kugelpackungen mit vl = 0, 75: a) ρ = 2, b) ρ = 4. Kleine Kugeln
werden durch die dunkelgrauen Balken repra¨sentiert, große Kugeln durch die hell-
grauen. Durch den gleichbleibenden Volumenanteil ist die Anzahl der großen Kugeln
in Packungen mit gro¨ßerem ρ geringer.
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a)
b)
Abbildung 4.10: Beziehung zwischen c und f : a) monodisperse Packung, b) bidi-
sperse Packung mit ρ = 2 und vl = 0, 75.
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a)
b)
Abbildung 4.11: Verteilung der Anzahl der Seitenfla¨chen der Laguerre-Polyeder f fu¨r
Kugelpackungen mit stetigen Radienverteilungen: a) Potenzverteilung mit a = 3, 3
(— % = 9, - - - % = 5), b) Normalverteilung (— η = 0, 1, - - - η = 0, 28).
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Abbildung 4.12: Entwicklung der mittleren Seitenzahl f (—) und der mittleren Kan-
tenzahl n (– – –) fu¨r potenzverteilte Radien mit a = 3, 3 und zunehmendem Verha¨lt-
nis % = Rmax/Rmin.
Abbildung 4.13: Entwicklung der mittleren Seitenzahl f (—) und der mittleren Kan-
tenzahl n (– – –) fu¨r normalverteilte Radien mit zunehmendem Variationskoeffizient
η.
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a)
b)
Abbildung 4.14: Abha¨ngigkeit der mittleren Koordinationszahl c und der mittleren
Anzahl der Seitenfla¨chen je Laguerre-Zelle f vom KugelradiusR: a) Potenzverteilung
mit a = 3, 3 (% = 5: – – – c, – - – f , % = 9: — c, - - - f), b) Normalverteilung (η = 0, 1:
– – – c, – - – f , η = 0, 28: — c, - - - f). In allen Fa¨llen wachsen c und f nahezu
linear mit zunehmendem Radius.
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a)
b)
Abbildung 4.15: Abha¨ngigkeit der mittleren Kantenzahl n je Laguerre-Zelle vom
Kugelradius R: a) Potenzverteilung mit a = 3, 3: – – – % = 5, — % = 9, b) Normal-
verteilung: – – – η = 0, 1, — η = 0, 28.
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a)
b)
Abbildung 4.16: Beziehung zwischen c und f : a) Potenzverteilung mit a = 3, 3 und
% = 5, b) Normalverteilung mit η = 0, 1.
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4.7 Lokale kristalline Konfigurationen
Eine sehr interessante Frage ist die nach der Existenz lokaler kristalliner Konfi-
gurationen in bidispersen Kugelpackungen. Dazu sollen hier Packungen betrachtet
werden, die deutlich mehr kleine Kugeln als große enthalten. Es wird untersucht,
wie Gruppen kleiner Kugeln in den Zwischenra¨umen der großen Kugeln angeordnet
sind. Um die Ergebnisse besser vergleichen zu ko¨nnen, werden die Packungen so
skaliert, dass jeweils R1 = 1 und R2 = ρ ist. Gesucht werden kleine ”
kristalline “
Kugeln, die zwei Bedingungen erfu¨llen:
1. Sie haben im Sinne der Laguerre-Zerlegung nur kleine Kugeln als Nachbarn.
2. Die Lage dieser Nachbarn relativ zur Referenzkugel entspricht ungefa¨hr der
Lage der Nachbarn im kristallinen Fall.
Die zweite Bedingung wird mit Hilfe einiger in Kapitel 2 vorgestellter lokaler Gro¨ßen
u¨berpru¨ft. Dabei soll gelten:
1. Die Anzahl f der Nachbarn im Laguerre-Sinne soll der Anzahl der Nachbarn
einer Kugel in einer kristallinen Struktur entsprechen, im Fall von FCC- und
HCP-Strukturen ist sie 14. Abbildung 3.11 zeigt, dass fu¨r die dichteste der
in Kapitel 2 untersuchten monodispersen Packungen, die nahezu kristallin ist,
die meisten Voronoi-Zellen zwischen 13 und 15 Seitenfla¨chen haben. Deshalb
soll als eine Bedingung fu¨r kristalline Kugeln gelten, dass 13 ≤ f ≤ 15 ist.
2. Die lokale Bindungsorientierung Q6,lokal soll gro¨ßer als 0,4 sein. Wie schon in
Kapitel 2 erwa¨hnt, nimmt Q6,lokal in perfekten Kristallen große Werte an, z.B.
0,574524 in FCC- und 0,484784 in HCP-Kristallen. Abbildung 3.6 zeigt, dass
fu¨r die dichtesten monodispersen Packungen, die u¨berwiegend kristallin sind,
im Mittel Q6,lokal > 0, 4 ist.
Abbildung 4.17 zeigt die ra¨umliche Verteilung kleiner Kugeln, die diese Kriterien
erfu¨llen in einem wu¨rfelfo¨rmigen Container mit insgesamt 10000 Kugeln fu¨r dichte
bidisperse Packungen mit ρ = 4 bzw. ρ = 5. Die Gesamtzahl kleiner Kugeln ist
9537 bzw. 9746, 2% bzw. 4,9% davon haben nur kleine Nachbarn und 0,1% bzw.
0,5% erfu¨llen die oben genannten Kriterien fu¨r Kristallinita¨t. Es ist plausibel, dass
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in der Packung mit dem gro¨ßeren Radienverha¨ltnis (ρ = 5) mehr kristalline Kugeln
gefunden werden, da es in diesem Fall gro¨ßere Kugelzwischenra¨ume gibt. Man kann
erkennen, dass die kristallinen Kugeln zufa¨llig im Raum verteilt sind. Es gibt nur
wenige Cluster solcher Kugeln, meist bilden nur einzelne Kugeln mit ihren Nachbarn
eine kristalline Konfiguration, es entstehen aber keine gro¨ßeren kristallinen Bereiche.
Bereits Abbildung 4.17b la¨sst vermuten, dass sich das mit zunehmendem Radien-
verha¨ltnis ρ a¨ndert: Je gro¨ßer ρ wird, um so mehr kleine Kugeln passen in einen
Zwischenraum zwischen den großen Kugeln und ko¨nnen dort kristalline Cluster bil-
den.
a) b)
Abbildung 4.17: Ra¨umliche Verteilung kristalliner Kugeln mit vl = 0, 75: a) ρ = 4,
b) ρ = 5.
4.8 Zusammenfassung
Dieses Kapitel gibt eine Beschreibung der geometrischen Eigenschaften von unge-
ordneten Kugelpackungen, die mit verschiedenen statistischen Methoden analysiert
werden. Drei verschiedene Strukturen werden betrachtet: bidisperse, potenzverteilte
und normalverteilte Radien. Der Vergleich grundlegender geometrischer Charakte-
ristiken wie Kovarianz, Paarkorrelationsfunktion und Koordinationszahl zeigt, dass
diese Charakteristiken sehr verschiedene Formen annehmen ko¨nnen, die eng mit
der Radienverteilung verbunden sind. Die geometrische Analyse polydisperser Ku-
gelpackungen kann verfeinert werden durch auf der Laguerre-Zerlegung basieren-
den Charakteristiken, die eine quantitative Beschreibung der verschiedenen lokalen
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Anordnungen von Kugeln beispielsweise durch die Anzahl von Seitenfla¨chen der
Laguerre-Zellen und der Kanten je Laguerre-Fla¨che ermo¨glichen.
Die Zerlegungscharakteristiken ko¨nnen beispielsweise bei der Analyse poro¨ser Mate-
rialien eingesetzt werden. Die Entwicklung der Fla¨chen- und Kantenzahl mit Schwan-
kungen der Kugelgro¨ße kann z.B. fu¨r die Charakterisierung poro¨ser Strukturen von
Kornpackungen, wie bei chemischer Filtration oder poro¨sem Gestein, eingesetzt wer-
den. Die auf ra¨umlichen Zerlegungen basierenden Charakteristiken ermo¨glichen bei-
spielsweise, lokale Defekte zu entdecken, was sehr wichtig fu¨r bruchmechanische
Analysen ist.
Die beiden topologischen Charakteristiken c (Anzahl der Kugeln in direktem Kon-
takt) und f (Anzahl der Laguerre-Nachbarn) sind nur schwach korelliert, es gibt i.a.
keinen funktionalen Zusammenhang zwischen ihnen. Sie beschreiben also verschie-
dene topologische Aspekte von Kugelpackungen.
Auch in bidispersen Packungen ko¨nnen lokal kristalline Bereiche auftreten, gebildet
von kleinen Kugeln in den Zwischenra¨umen zwischen großen. Um solche lokalen kri-





Die in dieser Arbeit vorgestellten Ordnungscharakteristiken fu¨r monodisperse Ku-
gelpackungen basieren auf der Untersuchung der ra¨umlichen Lage von Punkten, die
den Kugeln zugeordnet werden. Das ko¨nnen z.B. die Kugelmittelpunkte sein oder die
Eckpunkte des entsprechenden Voronoi-Mosaiks. In jedem Fall bilden diese Punk-
te eine Realisierung eines dreidimensionalen Punktprozesses und ko¨nnen somit mit
Mitteln der Punktprozessstatistik untersucht werden. Die wichtigsten Begriffe und
Definitionen zu Punktprozessen sollen deshalb hier kurz vorgestellt werden. Eine
ausfu¨hrliche Darstellung findet man beispielsweise in [48, 90].
A.1 Grundlegende Definitionen
Ein Punktprozess im Rd ist eine Zufallsvariable, die Werte in einem messbaren Raum
[N,N ] annimmt, wobei N die Familie aller Folgen ϕ = {xn} von Punkten des Rd ist,
die zwei Regularita¨tsbedingungen erfu¨llen:
(i) Die Folge ϕ ist lokal endlich (jede beschra¨nkte Teilmenge des Rd entha¨lt nur eine
endliche Anzahl von Punkten aus ϕ).
(ii) ϕ ist einfach, d.h., xi 6= xj, wenn i 6= j.
Die σ-Algebra N ist definiert als die kleinste σ-Algebra auf N, fu¨r die alle Abbil-
dungen ϕ 7−→ ϕ(B) messbar sind (B ist dabei eine beschra¨nkte Borel-Menge und
ϕ(B) sind die Punkte von ϕ, die in B liegen).
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Formal ist ein Punktprozess Φ also eine messbare Abbildung von einem Wahrschein-
lichkeitsraum [Ω,A,P] in [N,N ].
Punktprozesse ko¨nnen einerseits als zufa¨llige Mengen diskreter Punkte, andererseits
als zufa¨lliges Maß, dass die Anzahl der Punkte in einem ra¨umlichen Bereich za¨hlt,
betrachtet werden. Entsprechend gibt es zwei verschiedene Notationen:
x ∈ Φ bedeutet: Ein Punkt x geho¨rt zu der zufa¨lligen Folge ϕ.
Φ(B) = n heisst, dass die Menge B n Punkte von Φ entha¨lt.
Ein Punktprozess erzeugt eine Verteilung auf [N,N ], die Verteilung P von Φ. Diese
Verteilung wird bestimmt durch die Wahrscheinlichkeiten
P (Y ) = P(Φ ∈ Y ) = P({ω ∈ Ω : Φ(ω) ∈ Y }) (A.1)
fu¨r Y ∈ N .
Ein Punktprozess Φ bzw. seine Verteilung P heißt stationa¨r, wenn seine charakte-
ristischen Gro¨ßen translationsinvariant sind, d.h., wenn die Prozesse Φ = {xn} und
Φx = {xn + x} fu¨r alle x ∈ Rd dieselbe Verteilung haben.
Analog dazu wird der Begriff Isotropie definiert: Φ ist isotrop, wenn seine Charac-
teristiken rotationsinvariant sind, d.h., wenn Φ und rΦ fu¨r jede Rotation r um den
Ursprung dieselbe Verteilung haben.
Ist ein Punktprozess stationa¨r und isotrop, heißt er bewegungsinvariant, d.h., Φ hat
fu¨r alle Euklidischen Transformationen m in Rd dieselbe Verteilung wie mΦ.
Eine charakteristische Gro¨ße analog zum Mittelwert einer reellwertigen Zufallsva-
riable ist das Intensita¨tsmaß Λ von Φ. Es ist definiert als
Λ(B) = E(Φ(B)) =
∫
ϕ(B)P (dϕ) (A.2)
fu¨r Borel-Mengen B. Λ(B) ist damit die mittlere Anzahl von Punkten in B. Wenn
Φ stationa¨r ist, vereinfacht sich das Intensita¨tsmaß zu
Λ(B) = λνd(B), (A.3)
wobei λ eine nichtnegative Konstante ist, die Intensita¨t von Φ genannt wird und als
mittlere Anzahl von Punkten von Φ je Volumeneinheit interpretiert werden kann.
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Aus einem Punktprozess wird ein markierter Punktprozess, indem man jedem Punkt
eine charakteristische Gro¨ße, die Marke, zuordnet. Ein markierter Punktprozess auf
Rd ist somit eine zufa¨llige Folge Ψ = {[xn;mn]}, deren Punkte xn einen (nicht mar-
kierten) Punktprozess im Rd bilden und mn sind die den Punkten xn zugeordneten
Marken. Die Marken geho¨ren zu einem gegebenen Markenraum M mit σ-Algebra
M.
Man kann einen markierten Punktprozess als normalen Punktprozess im Rd ×M
interpretieren. Fu¨r eine Borelmenge B und L ∈ M wird die Anzahl der Punkte
von Ψ in B mit Marken in L bezeichnet durch Ψ(B × L). Es gibt allerdings eine
Besonderheit: Euklidische Transformationen eines markierten Punktprozesses wer-
den definiert als Transformationen, die die Punkte verschieben, die Marken aber
unvera¨ndert lassen. Ein markierter Punktprozess heißt stationa¨r, wenn fu¨r alle Ver-
schiebungen x der transformierte Prozess dieselbe Verteilung hat wie der Ausgangs-
prozess, und bewegungsinvariant, wenn dies fu¨r alle Euklidischen Transformationen
gilt.
Das Intensita¨tsmaß Λ ist definiert als
Λ(B × L) = E(Ψ(B × L)). (A.8)
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fu¨r jede nichtnegative messbare Funktion f auf Rd ×M.












mit λL als mittlere Anzahl von Punkten von Ψ je Einheitsvolumen, deren Marken
zu L geho¨ren.
A.3 Palmsche Gro¨ßen
Einige Ordnungscharakteristiken fu¨r Kugelpackungen ko¨nnen als sogenannte Palm-
sche Gro¨ßen interpretiert werden. Deshalb soll hier auch kurz auf die Definition
dieses Begriffes eingegangen werden.
Palmsche Gro¨ßen ha¨ngen mit der sog. Palmschen Verteilung zusammen, deren ex-
akte Definition komplizierte mathematische Hilfsmittel erfordert. Fu¨r das grobe
Versta¨ndnis dieser Gro¨ßen genu¨gt folgende Betrachtungsweise:
Gegeben sei eine Funktion f(Φ), die einem Punktprozess Φ eine reelle Zahl zuordnet,
beispielsweise die Anzahl der Punkte, die vom Ursprung o einen Abstand kleiner als
r haben. Mit Hilfe dieser Funktion wird nun jedem Punkt x ∈ Φ eine Marke mf (x)
zugeordnet durch
mf (x) = f(Φ−x), (A.12)
wobei Φ = {x1, x2, ...} und Φ−x = {x1−x, x2−x, ...} der verschobene Punktprozess
ist, so dass x in o liegt. So entsteht ein markierter Punktprozess. Dieser markierte
Punktprozess sei stationa¨r und die mittlere Marke mf = Eo(f(Φ)) endlich. Bei
der mittleren Marke handelt es sich dabei um einen Erwartungswert im Sinne der
Palmschen Verteilung. Wegen des Bezuges auf den Nullpunkt wird u¨blicherweise das
Symbol Eo verwendet.
Anschaulich gesprochen ist Eo(f(Φ)) der bedingte Erwartungswert von f(Φ) unter
der Bedingung, dass ein Punkt des Punktprozesses im Ursprung liegt. Allerdings
kann diese Definition mathematisch nicht als korrekt gelten, da fu¨r einen stationa¨ren
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Punktprozess die Wahrscheinlichkeit der Bedingung gleich Null ist. Deshalb wird
Eof(Φ) im allgemeinen als Erwartungswert von f(Φ) fu¨r den ”typischen“ Punktes
des Punktprozesses bezeichnet.
Mathematische Definition der Palmschen Verteilung
Sei Φ ein stationa¨rer Punktprozess mit endlicher Intensita¨t λ > 0. Die Palmsche




1Y (ϕ− x)P (dϕ)/(λνd(B)), Y ∈ N . (A.13)
Dabei ist B eine beliebige Borel-Menge mit positivem Volumen.
Die Definition kann so verstanden werden, dass jedem Punkt x aus Φ die Marke 1
oder 0 zugeordnet wird, je nachdem, ob Φ−x zu Y geho¨rt oder nicht. Das Ergebnis
ist ein stationa¨rer Punktprozess mit Markenverteilung M . Po(Y ) ist gegeben durch
Po(Y ) =M({1}) = λ{1}
λ
, (A.14)
wobei λ{1} die Intensita¨t der Punkte von Φ mit Marke 1 ist. Die mittlere Anzahl der
Punkte in B mit Marke 1 ist also λ{1}νd(B). Damit ist Po(Y ) unabha¨ngig von der
Wahl der Menge B.





Die reduzierte Palmsche Verteilung beschreibt die Verteilung von Φ \ {o} unter der
Bedingung, dass ein Punkt aus Φ in o liegt:
P !o(Y ) =
∫ ∑
x∈ϕ∩B
1Y ((ϕ− x) \ {o})P (dϕ)/(λνd(B)), Y ∈ N . (A.16)
Palmsche Verteilung fu¨r markierte Punktprozesse
Sei Ψ ein stationa¨rer markierter Punktprozess, L ∈ M. Die Palmsche Verteilung




Pmo (Y )M(dm)/M(L). (A.17)
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Dabei ist Pmo (Y ) die Wahrscheinlichkeit von Y unter der Bedingung, dass Ψ in
o einen Punkt mit Marke m besitzt. PL kann interpretiert werden als bedingte
Verteilung von Ψ unter der Bedingung, dass Ψ in o einen Punkt mit Marke in L
besitzt.
Fu¨r die Markenverteilung selbst gilt:
M(L) = Po(m(o) ∈ L). (A.18)
Anhang B
Voronoi- und Delaunay-Zerlegung
Wichtige Hilfsmittel bei der Untersuchung von Nachbarschaftsbeziehungen der Ku-
geln in einer Packung sind die Voronoi- und die Delaunay-Zerlegung. Hier soll nur ein
kurzer U¨berblick u¨ber die wichtigsten Definitionen gegeben werden. Eine ausfu¨hrli-
che Beschreibung findet man beispielsweise in [74].
Eine d-dimensionale Voronoi-Zerlegung bezu¨glich eines lokal endlichen Systems ϕ
aus Punkten im Rd, z.B. den Mittelpunkten der Kugeln einer Packung, kann wie folgt
definiert werden: Fu¨r fast alle Punkte x ∈ Rd gibt es einen eindeutig bestimmten
na¨chsten Punkt n(x), der zu ϕ geho¨rt. Die Voronoi-Zelle T (y) eines Punktes y aus
ϕ ist definiert durch
T (y) = {x ∈ Rd : n(x) = y}. (B.1)
Alle T (y) sind offene konvexe Polyeder, wobei einige unbeschra¨nkt sein ko¨nnen. Sind
alle T (y) beschra¨nkt, bilden sie eine Zerlegung des Rd, die Voronoi-Zerlegung V(ϕ)
bezu¨glich ϕ.
Im dreidimensionalen Fall, der fu¨r die Strukturanalyse von Kugelpackungen interes-
sant ist, besteht die Oberfla¨che eines Voronoi-Polyeders aus Ebenenstu¨cken, den sog.
Voronoi-Fla¨chen. Die Grenzen dieser Voronoi-Fla¨chen sind bilden Liniensegmente,
die sog. Voronoi-Kanten. Jede Voronoi-Kante wird von zwei Punkten begrenzt, den
Voronoi-Knoten.
Fu¨r die meisten dreidimensionalen Punktmuster entstehen Voronoi-Zerlegungen, bei
denen jeder Voronoi-Knoten zu genau vier Zellen geho¨rt. In diesem Fall kann eine
weitere Zerlegung definiert werden, die Delaunay-Zerlegung D(ϕ). Sie wird konstru-
iert, indem jeweils zwei Punkte miteinander verbunden werden, deren Voronoi-Zellen
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eine gemeinsame Fla¨che besitzen. Diese Verbindungen bilden im dreidimensionalen
Fall Kanten von Tetraedern. Auch diese Tetraeder sind disjunkt und bilden wieder-
um eine Zerlegung des R3.
Im Falle von Kugelpackungen ko¨nnen Kugeln, deren Mittelpunkte zum gleichen
Delaunay-Tetraeder geho¨ren, als benachbart angesehen werden. Dies wird beispiels-
weise bei der Bestimmung der Bindungswinkel zwischen benachbarten Kugeln ge-
nutzt. Außerdem wird in Abschnitt 2.7.2 gezeigt, dass die Form dieser Tetraeder




basierende Maße fu¨r die
Bindungsorientierung
Von Steinhardt u.a. [87] wurden die Maße Ql eingefu¨hrt, die den Grad der Ordnung
einer Kugelpackung bezu¨glich ihrer Bindungsorientierungen angeben. Sie basieren
auf den Kugelfunktionen l-ter Ordnung Ylm.
Fu¨r eine Stichprobe einer Kugelpackung in einem Fenster W wird Ql wie folgt
gescha¨tzt: Es seien rk die Bindungsvektoren zwischen benachbarten Kugeln und
rˆk die zugeho¨rigen Einheitsvektoren. Die Orientierungen dieser Vektoren bezu¨glich
eines beliebigen Bezugssystems sind eindeutig durch die Polar- und Azimutwinkel
θk und ϕk bestimmt. Jedem Bindungsvektor werden die Werte der Kugelfunktionen
Ylm zugeordnet:
Qlm(rˆij) = Ylm(θij, ϕij). (C.1)
Die Kugelfunktionen l-ter Ordnung Ylm sind folgendermaßen definiert: Die komple-
xen Kugelfunktionen Y ml (θ, ϕ) (siehe z.B. [17]) sind der Winkelanteil der Lo¨sung der
Laplaceschen Differentialgleichung in Kugelkoordinaten, na¨mlich



















l (x), m < 0.
(C.3)
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Aus den komplexen Funktionen Y ml werden die reellen Funktionen Ylm gebildet durch
Ylm =

Y 0l , m = 0
1√
2







l − (−1)|m|Y −|m|l ), m < 0.
(C.4)
Die Orientierung einer Bindung wird durch die Gro¨ße Qlm aus (C.1) charakterisiert.







gebildet, wobei Nb die Anzahl der Bindungen in der Stichprobe ist und rˆk der Vektor
der k-ten Bindung. Dabei ist zu beachten, dass die Gro¨ßen Qlm von einem beliebig
gewa¨hlten Bezugssystem abha¨ngig sind, d.h., je nach Wahl des Bezugssystems erha¨lt











gebildet werden [91, 94, 87]. Diese Umformung basiert auf dem folgendem Additi-
onstheorem fu¨r Kugelfunktionen (siehe z.B. [71]):
Zwei Vektoren r und r′ mit den Kugelkoordinaten (r, θ, ϕ) und (r′, θ′, ϕ′) schließen







′, ϕ′)Ylm(θ, ϕ), (C.7)





(1− 2tz + t2)− 12 t−n−1dt.
Das Legendre-Polynom Pl(cos γ) ist nur abha¨ngig vom eingeschlossenen Winkel γ
zwischen den Vektoren r und r′ und nicht mehr von der Wahl des Bezugssystems.
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wobei Qklm = Ylm(θk, ϕk) ist mit θk und ϕk als Koordinaten der k-ten Bindung und
γkk′ der Winkel zwischen Bindung k und Bindung k
′. Damit ist Q2l gleich dem Betrag
des Mittelwertes der Werte von Pl(cos(γ)), wobei fu¨r γ die Winkel zwischen allen
Paaren von Bindungsvektoren der Stichprobe betrachtet werden, auch die Winkel
zwischen den Vektoren, die nicht im selben Punkt beginnen. Man betrachtet damit
alle in der Packung auftretenden Bindungswinkel, die vo¨llig unabha¨ngig von der
Wahl eines Bezugssystems sind. Ql ist somit ein Maß, das genau wie E(Pl) die
Verteilung dieser Bindungswinkel charakterisiert.
Symbolverzeichnis
B beschra¨nkte Borel-Menge
bd Volumen der Einheitskugel im Rd
c Koordinationszahl
c mittlere Koordinationszahl
cw gewichtete mittlere Koordinationszahl
C(·) Kovarianz
d(T ) Procrustes-Distanz eines Delaunay-Simplexes zum perfekten Tetra-
eder
d(Q) Procrustes-Distanz eines Delaunay-Simplexes zum Viertel-
Oktaeder
dF (X1, X2) volle Procrustes-Distanz zwischen X1 und X2
E Erwartungswert
E!o Erwartungswert bezu¨glich der Palmschen Verteilung
E!o Erwartungswert bezu¨glich der reduzierten Palmschen Verteilung
f Anzahl der Seitenfla¨chen einer Voronoi-Zelle
f mittlere Anzahl der Seitenfla¨chen einer Voronoi-Zelle






mi Anteil der Kugeln mit Radius Ri
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n mittlere Kantenzahl je Voronoi-Fla¨che
N Menge aller einfachen und lokal endlichen Punktfolgen
N(W ) Anzahl der Kugeln im Beobachtungsfenster W
Nb(W ) Anzahl der Bindungen im Beobachtungsfenster W




P !o reduzierte Palmsche Verteilung
PL Palmsche Verteilung bezu¨glich der Markenmenge L
P6(·) Legendre-Polynom 6. Ordnung
PW6 Mittelwert der P6(cos γ) fu¨r alle Bindungswinkel im Beobachtungs-
fenster W
R Kugelradius
Rmin minimaler Radius in polydispersen Packungen
Rmax maximaler Radius in polydispersen Packungen
Rs Radius der kleinen Kugeln in bidispersen Packungen
Rl Radius der großen Kugeln in bidispersen Packungen
T Translationsordnungsmaß
T (r) mittlere Anzahl von Punktetripeln mit maximalem Abstand r
T, Q, K Tetraedermaße basierend auf den Kantenla¨ngen
vl Volumenanteil der großen Kugeln in bidispersen Packungen
W Beobachtungsfenster
xE Expansionspunkt des Simplexalgorithmus’
xR Reflexionspunkt des Simplexalgorithmus’
xR Kontraktionspunkt des Simplexalgorithmus’
X Konfigurationsmatrix eines Objektes
XH Matrix der Helmert-transformierten Landmarken
XT Konfiguration von Landmarken aus den Eckpunkten eines perfekten
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XQ Konfiguration von Landmarken aus den Eckpunkten eines Viertel-
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Ylm Kugelfunktionen l-ter Ordnung
Z Vor-Form der Konfiguration X
γjk Bindungswinkel zwischen j-ter und k-ter Kugel
ε Toleranzparameter
η Variationskoeffizient bei Normalverteilung
λ Intensita¨t eines Punktprozesses
νd d-dimensionales Lebesgue-Maß
θj Polarwinkel der j-ten Bindung
ϕ Folge von Punkten des Rd
ϕj Azimutwinkel der j-ten Bindung
ρ Verha¨ltnis zwischen großem und kleinem Radius in bidispersen
Packungen
% Verha¨ltnis zwischen gro¨ßtem und kleinstem Radius in Packungen
mit potenzverteilten Radien
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