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Abstract
A gradient-based image analysis technique is applied to a class of non-Fourier stimuli. To create the stimuli, n translating sine
waves with identical spatial and temporal frequencies, but separated by 2p=n radians, are spatially randomly sampled to produce a
Pn stimulus. For nP 2, the stimuli are non-Fourier. Local image gradients are represented in the form of a gradient plot, a histogram
which shows the frequency of ranges of temporal gradient/spatial gradient pairs occurring. It is shown that the gradient plots
contain features, oriented in gradient space, which indicate correct non-Fourier velocity. As n increases, so too does the complexity
of the gradient plots, a ﬁnding which may account for the concomitant decrease in perceived coherent motion [Vision Res 37 (1997)
1459]. This paper demonstrates that the gradient plot and associated velocity plots are a useful way of assessing gradient-based
motion information. Compared to the traditional Fourier based approach, gradient-based analysis can lead to diﬀerent judgement
of the motion information available to standard models of low-level motion processing.
 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
A ﬁrst-order motion stimulus is one in which motion
is deﬁned by a translation of either luminance or colour.
In a second-order motion stimulus, motion is deﬁned by
a translation of second-order image statistics such as
texture (Cavanagh & Mather, 1989). Such stimuli are
believed to prove problematic to standard models of
low-level motion analysis, particularly when they in-
volve the translation of a modulation of some property
(i.e. contrast) of a random texture (Benton & Johnston,
1997; Chubb & Sperling, 1988). The motion in such
stimuli is however readily perceived by human observ-
ers. The predominant view of second-order motion pro-
cessing (Baker, 1999; Chubb, Olzak, &Derrington, 2001)
is that the stimulus is subject to spatio-temporal ﬁlter-
ing followed by some non-linearity prior to standard
motion analysis. The latter is commonly conceptualised
as some correlational, energy or gradient-based pro-
cess. The preprocessing non-linearity eﬀectively converts
second-order motion into ﬁrst-order motion so that the
motion can readily be analysed by standard computa-
tional techniques.
Recently, using a novel gradient-based image analysis
technique, Benton and Johnston (2001) showed that the
information specifying the velocity or direction in a
number of second-order stimuli was directly available to
standard gradient-based computational models without
recourse to any preprocessing non-linearity. Benton and
Johnston argue that their ﬁnding largely obviates the
necessity of proposing a non-linear second-order chan-
nel.
In the present paper the analysis of Benton and
Johnston (2001) is extended to cover an important class
of second-order or ‘‘non-Fourier’’ stimuli ﬁrst described
by Taub, Victor, and Conte (1997). The stimuli were
originally devised to probe the form of the proposed
preprocessing non-linearity. Previous work has shown
that a elaborated gradient model can successfully ac-
count for the perception of motion direction in this class
of stimuli (Benton, Johnston, McOwan, & Victor,
2001b). It is not however clear whether this detection of
motion is based upon some complex property of the
model or whether the motion of these stimuli is directly
speciﬁed in local image gradients. Additionally, the
output of the computational model was assessed only in
terms of overall direction. It is not clear what patterns of
*Tel.: +44-117-928-8542; fax: +44-117-928-8588.
E-mail address: chris.benton@bristol.ac.uk (C.P. Benton).
0042-6989/02/$ - see front matter  2002 Elsevier Science Ltd. All rights reserved.
PII: S0042-6989 (02 )00328-0
Vision Research 42 (2002) 2869–2877
www.elsevier.com/locate/visres
local velocities may be derived from the stimuli. These
issues are investigated by producing a characterisation
of the stimuli in terms of their raw gradient measures.
More generally, this also serves to test whether the
gradient analysis technique can provide a useful char-
acterisation of the motion information available within
these image sequences.
The gradient-based analysis described by Benton and
Johnston (2001) is radically diﬀerent from the previous
modelling approaches using elaborated gradient models
(Benton, Johnston, & McOwan, 2000; Benton et al.,
2001b; Johnston, Benton, & McOwan, 1999a; Johnston
& Cliﬀord, 1995a; Johnston, McOwan, & Buxton,
1992). In the latter the emphasis has been to produce a
speciﬁc instantiation of a gradient model that can pro-
vide a robust velocity response. Typically the models
employ large numbers of spatio-temporal ﬁlters the
outputs of which are combined as part of a truncated
Taylor series expansion. The extension of the modelling
approach from space–time images to space–space–time
sequences necessitated further computational complex-
ity with the introduction of oriented ﬁlters, inverse ve-
locity measures and the incorporation of measures of
local spatial structure. The ﬁnal extraction of velocity
uses calculations that involve projections of oriented
measures onto sine and cosine functions (Benton et al.,
2000; Johnston & Cliﬀord, 1995b; Johnston, McOwan,
& Benton, 1999b; Johnston et al., 1992).
The analysis technique presented by Benton and
Johnston (2001) is not an attempt to provide a robust
instantiation of a gradient model. It is a computational
analysis that plots the local gradient-based measures
present in an image sequence. Where the image can
readily be diﬀerentiated analytically then no ﬁltering
operations are applied to the image sequences. Spatial
and temporal derivatives are simply calculated by dif-
ferentiating the image function. In the case of translat-
ing noise modulations (such as those investigated in the
present study), local derivatives are calculated by ap-
plying a diﬀerentiated Gaussian ﬁlter to the image (see
below) to derive a single measure of spatial gradient and
a single measure of temporal gradient at each point in
the image. The advantage of this approach is that it
allows a characterisation of the local gradient-based
velocity information that is not tied to any one partic-
ular gradient model. It can therefore allow one to assess
the information available to the class of gradient models
rather than to a single instantiation of that class.
2. A class of non-Fourier stimuli
For present purposes (and for reasons that will be-
come obvious) the non-Fourier stimuli described by
Taub et al. (1997) are termed ‘‘sampled phase shift’’
stimuli. The stimuli are of the form
Iðx; y; tÞ ¼ I0½1þ Pnðx; y; tÞ; ð1Þ
where
Pnðx; y; tÞ ¼ cos½ky þ xt þ ð2p=nÞRðx; yÞ þ /: ð2Þ
I0 is mean luminance, k is spatial frequency, x is tem-
poral frequency, / is the initial phase shift and Rðx; yÞ is
a function that takes a random integer value, h, (where
06 h6 n 1 and nP 1) at each position (x; y).
Perhaps the simplest way to understand how one may
construct these stimuli is to think in terms of sampling a
number of phase shifted translating sine waves. Fig. 1
Fig. 1. Figure showing the construction of a P2 stimulus. Single frames from two translating sine waves are shown in (a) and (b). They have identical
spatial and temporal frequencies but are separated from one another by a half cycle phase diﬀerence. A binary noise pattern (c) is used to select
between the two sine waves. A light pixel selects the uppermost sine wave (a), a dark pixel selects the lowermost sine wave (b). The result of this
operation is shown (d), a single frame from a P2 stimulus.
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shows how one can construct a single frame of the P2
stimulus. In Fig. 1(a) and (b) are single frames from two
translating sine waves separated from one another by
half a cycle. A binary valued noise ﬁeld (c) is used to
select from the two sine waves to construct the ﬁnal
stimulus (d). A light pixel (value h ¼ 1) selects from the
top one of the two sine waves (a), a dark pixel (h ¼ 0)
selects from the bottom sine wave (b). To construct the
P3 stimulus one generates a noise ﬁeld containing three
values of h, (0, 1 and 2) each of which selects one of
three sine waves which are separated from one another
by a third of a cycle. Note that there is no spatial
modulation within noise checks (the constituent sine
waves are sampled with the same coarseness as the
noise). Additionally the width of the noise checks shown
in Fig. 1 is four times greater than the height, the same
aspect ratio used by Taub et al. (1997).
The P1 stimulus is simply a translating sine wave––a
ﬁrst-order stimulus with motion deﬁned by a translation
of luminance. In the P2 stimulus, motion is deﬁned by a
translation of noise contrast (the variation in contrast is
evident in Fig. 1(d)). However for n > 2 these stimuli are
neither modulations of luminance nor of contrast. They
are instead modulations of noise structure with no
variation in expected luminance or expected contrast
over the images. Similar complex manipulations of noise
structure have also been used to probe non-linearities in
texture perception (Benton & Johnston, 1999; Chubb,
Econopouly, & Landy, 1994; Chubb & Nam, 1999). The
Pn stimuli are particularly interesting because they re-
quire a non-linearity of polynomial order n to introduce
a ﬁrst-order distortion product into the signal. This
potentially makes them a powerful tool for estimating
the form of an early non-linearity (Taub et al., 1997).
Taub et al. (1997) showed that subjects could readily
perceive motion for P2 but that as n increased motion
was less readily perceived. No consistent motion percept
was elicited by the P5 stimulus. Based on their psycho-
physical data, Taub et al. estimate that an asymmetric
compressive non-linearity can account for their psy-
chophysical data. They conclude that their results sup-
port the notion of a single non-linear pathway for the
processing of both ﬁrst- and second-order motion (al-
though see Lu & Sperling, 2001 for counter-arguments).
3. Image analysis
Local velocities present in the images are investigated
using a standard gradient model technique. Gradient
models work upon the principle that diﬀerentiation of
an image followed by ﬁltering is equivalent to applying
the diﬀerentiated ﬁlter to the image (Bracewell, 1965).
Input sequences are convolved with spatially and tem-
porally diﬀerentiated versions of the ﬁlter kernel, a
Gaussian in space (circularly symmetric) and time with
standard deviation of two pixels spatially and two
frames temporally. For the spatially diﬀerentiated ﬁlter,
the direction in which partial diﬀerentiation is applied is
in the direction of stimulus motion.
Input sequences consisted of 128 frames with each
frame containing 128 128 pixels. Purely for ease of
description 128 frames is taken as 1 s whilst 128 pixels is
taken to be 1. Stimulus spatial frequency (k––see Eq.
(2)) was 1 cycle per degree, whilst temporal frequency
(x) was varied between 0.25 and 16 Hz. The initial phase
shift (/) was randomised. Noise checks were four pixels
high and 16 pixels across (see Fig. 1(d)). Direction of
stimulus motion was upwards and each noise sample
was freshly generated. Each sequence was ﬁltered with
diﬀerential of Gaussian ﬁlters (described above) to
produce a temporally diﬀerentiated image sequence and
a spatially diﬀerentiated image sequence. Filters mea-
sured 29 29 pixels by 29 frames. After ﬁltering, the
output sequences measured 100 100 pixels and were
potentially 100 frames long. However, for each input
sequence only 1 output frame (the ﬁrst in each output
sequence) was generated. The ﬁgures presented below
are drawn from data taken from 250 instantiations of
each stimulus. For each stimulus Pn at a particular
spatial and temporal frequency there are therefore 2.5
million pairs of temporal and spatial derivatives.
It should be emphasised that the image analysis
technique presented here takes only a single spatial de-
rivative in the direction of stimulus motion. A biologi-
cally motivated instantiation of a gradient model would
have to take derivatives at a number of orientations. The
approach described here simply attempts to examine the
gradient-based motion information that a potential
gradient-based algorithm might use to extract the mo-
tion in these stimuli.
3.1. Gradient plots
Gradient plots for stimuli P2–P5 with temporal fre-
quencies of 4 Hz are shown in Fig. 2. These plots were
created as follows. The ranges )8.8 to 8.8 (for the spatial
gradients) and )4.4 to 4.4 (for the temporal gradients)
were each divided into 896 bins to produce a grid of over
800 thousand bins, each bin signifying a small range of
spatial and temporal gradients. Using the data from a
set of stimulus instantiations, a frequency plot showing
the numbers of temporal gradient/spatial gradient pairs
falling into each of the bins can then be constructed. The
ranges were chosen so that the plots contain the largest
and smallest gradients present in the gradient data. The
number of bins was chosen mainly for cosmetic reasons.
It provides good sampling for the size and resolution of
the images.
The four images shown in Fig. 2 are therefore es-
sentially two dimensional histograms with height coded
by image brightness. The numbers of instances per bin
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have been log compressed (actually log10½1þ n where n
is the number of instances falling into a particular bin)
and then scaled to ﬁll the maximum available luminance
range. The log scaling allows the complex structure
within the plots to be readily visible and prevents the
images being dominated by their brightest points.
In the gradient plots the axes are not shown explicitly
but run through the centre each plot with spatial gra-
dient increasing from left to right and temporal gradient
increasing from bottom to top. The maximum temporal
gradient in the images is given by the stimulus temporal
frequency whereas the maximum spatial gradient is
much higher and is primarily driven by the sharp edges
between noise elements.
A major feature in the gradient plot of the P2 stimulus
(see Fig. 2(a)) is the rightwards tilted line running
through the centre of the plot. Lines through the origin
of a gradient plot are iso-velocity lines because all the
points on that line have the same ratio of temporal
gradient to spatial gradient. The line is marked by peaks
at either end. In all P2 gradient plots examined, these
peaks form the highest parts of the gradient plot and fall
on the iso-velocity line indicating the correct non-Fou-
rier velocity. A similar feature exists in all the other
gradient plots shown in Fig. 2. However as one moves
from P2 to P5, there is less of a tendency for the points on
the ends of the line to be the highest parts of the gradient
plots. These observations are conﬁrmed by the data
presented in Table 1. This table shows the velocities
indicated by the highest point in gradients plots over a
number of stimulus temporal frequencies. Where the
velocity indicated by the highest point in the plot does
not closely match the stimulus velocity, then a velocity
signalled by a lesser peak is also given. The relative
height of the peak is also marked.
The gradient plots and the analysis presented in Table
1 show that there is a major feature in the local gradient-
based velocity information that correctly signals the
velocity of non-Fourier motion. It is not however clear
from the plots how this feature aﬀects the pattern of the
gradient-based velocity measures taken from the stim-
ulus. This is because points in the gradient plot encode
both the velocity signalled by the local gradients and the
magnitude of those gradients. In the velocity and re-
sidual velocity plots described below, gradient magni-
tude information is discarded and polar plots are
Fig. 2. Gradient plots of P2 (top left), P3 (top right), P4 (bottom left), and P5 (bottom right) stimuli. See text for details.
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constructed solely from the gradient-based velocity in-
formation.
3.2. Velocity plots
The velocity plots described in this section can be
viewed simply as a compression of the information
present in the gradient plots. For each temporal gradi-
ent/spatial gradient pair velocity is represented as an
angle by taking the arctan of the ratio of the temporal
gradient to the spatial gradient as shown in Fig. 3. From
the velocity plots, velocity can therefore be calculated by
taking the tan of the angle h (see Fig. 3). Positive ve-
locities (ﬁrst and third quadrants) indicate motion in the
direction of stimulus motion. Negative velocities (second
and fourth quadrants) indicate motion in the opposite
direction. The process of creating a velocity plot is akin
to simply dividing a gradient plot into thin wedges ra-
diating from the centre and then counting the number of
temporal gradient/spatial gradient pairs falling into each
wedge shaped segment. Furthermore, representing ve-
locity as an angle is useful because it allows one to
readily represent a potentially inﬁnite range of velocities.
To form the velocity plot, the 360 range is split into
quarter degree bins and the number of local velocity
measures falling into each bin is counted.
This approach allows the local velocities distributed
within the image to be presented in the form of a polar
plot with the frequency of velocities (expressed in angle
form) plotted radially. Angles in the ﬁrst and third
quadrants indicate motion in the direction of stimulus
motion, angles in the second and fourth quadrants in-
dicate reversed motion. Results for the Pn stimulus (Eq.
(2)) for n from 2 to 5 are shown in Fig. 4. The velocity of
non-Fourier motion within the stimuli was 4/s, corre-
sponding to angles of 76 and 256 (angles separated by
180 represent the same velocity). As one can see from
the P2 and P3 stimuli, there is a clearly oriented feature
within the velocity plot which corresponds to this ve-
locity. In both of these stimuli, this is the strongest
feature within the plot. In the case of the P4 and P5
stimuli the pattern of results is more complex. The
largest spike in the velocity plot for the P4 stimulus ap-
pears at 149 and 329 corresponding to a speed of
)0.60/s. There is however also a wide spike indicating
motion of a similar speed in the opposite direction. It
could well be the case that these two motion signals
largely cancel one another out and that the predominant
velocity in the residual or global motion signal may
correctly indicate non-Fourier motion. This possibility
is investigated using the residual velocity plots described
below.
3.3. Residual velocity plots
The residual velocity plot is derived directly from the
velocity plot by letting opposite velocities (meaning
those with the same speed but opposite direction) cancel
one another out. It can therefore be thought of as a
representation of the global stimulus motion. In the
velocity plots, for any angle, h, an angle of h þ 180
indicates the same velocity whilst angles of 180 h and
360 h indicate the same speed but motion in the op-
posite direction to that of angle h. To examine the re-
sidual velocities in the images we create residual velocity
plots from the information shown in Fig. 4. If nh is the
number of measures falling into a bin centred around
angle h in the velocity plot, then ph is the radial distance
in the residual velocity plot at angle h and is calculated
as
Table 1
Velocities signalled by the highest peaks in the gradient plots for non-
Fourier stimuli P2–P5 over stimulus velocities from 0.25 to 16.0/s
Stimulus
velocity
P2 P3 P4 P5
0.25 0.25 0.25 )0.05 )0.29
0.25 (0.88) 0.25 (0.98)
0.5 0.50 0.50 )0.10 )0.09
0.50 (0.90) 0.49 (0.92)
1.0 1.00 0.99 )0.15 )0.20
1.00 (0.84) 0.99 (0.86)
2.0 1.99 )0.24 )0.41 0.27
1.99 (0.98) 1.99 (0.91) 1.97 (0.99)
4.0 3.99 3.98 3.99 0.73
3.94 (0.69)
8.0 7.79 7.95 )1.45 1.09
7.97 (0.97) 7.89 (0.75)
16.0 15.94 15.91 )3.31 15.78
15.94 (0.61)
Where these do not correspond closely to stimulus velocities, the
measured velocities and relative heights of the highest peaks that do
correspond to the stimulus velocities are also given (in italics). The
relative heights (shown in brackets) are given as a proportion of
maximum height within the gradient plot.
Fig. 3. The relationship between local temporal gradient and local
spatial gradient expressed as an angle. Velocity is given by the tan of h.
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ph ¼ ðnh þ nhþ180Þ  ðn180h þ n360hÞ: ð3Þ
If ph < 0 then we set ph to 0. This setting to zero for
negative values does not result in any loss of informa-
tion in our residual velocity plots because
p180h ¼ ½ðnh þ nhþ180Þ  ðn180h þ n360hÞ: ð4Þ
In other words, a negative value just indicates reversed
speed and is plotted at the appropriate angle in the plot.
Note that ph ¼ phþ180.
In the residual velocity plots shown in Fig. 5, the
largest spike, for all stimuli, occurs in the ﬁrst and third
quadrants, signalling motion in the direction of non-
Fourier motion. For stimuli up to and including P4, this
indicates the correct non-Fourier velocity.
3.4. Results
The various plots presented above provide represen-
tations of the gradient-based velocity information pre-
sent in the class of non-Fourier stimuli described by
Taub et al. (1997). The plots show that local gradient
combinations signalling non-Fourier velocity are pre-
sent, in a systematic manner, in gradient measures taken
directly from the stimuli. This information is potentially
available to gradient-based computational approaches
Fig. 4. Velocity plot for stimulus Pn from n ¼ 2 to 4. Angle indicates the arctan of velocity, radial distance indicates the number of occurrences per
quarter degree bin. Note that angles of 76 and 256 correspond to a velocity of 4/s, the speed of non-Fourier motion in the stimuli described.
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and presumably underlies the successful modelling of
detection of motion in this class of stimuli using one
particular gradient model (Benton et al., 2001b). The
gradient plots show however that the patterns of local
velocities present in the images are far from simple.
Nevertheless, there are some broad observations that
can be drawn from the analysis.
The P2 stimulus presents the simplest pattern of re-
sults. The inﬂuence of the orientated feature in the
gradient plot (Fig. 2(a)) indicating correct non-Fourier
velocity is clearly evident in both the velocity plot (Fig.
4(a)) and the residual velocity plot (Fig. 5(a)). The ma-
jority of velocity measures fall onto two lines through
the origin of the plots (see Fig. 4(a)). One of the lines
correctly signals non-Fourier velocity, the other signals
a small reversed motion. This observation is clearly
supported by the data described by Table 2 which shows
the results of a peak detection algorithm applied to the
residual velocity plot for the P2 stimulus. A similar
pattern of results has been found with contrast modu-
lations of static binary noise and psychophysical evi-
dence shows that stimuli of the type elicit both a
veridical (or close to veridical) non-Fourier motion
percept and slow reversed motion (Johnston et al.,
1999a). The reversed motion percept is also clearly vis-
ible in the P2 stimulus.
For the Pn stimulus, as n increases from 2 to 5, one
ﬁnds the complexity of the gradient plots, velocity plots
Fig. 5. Residual velocity plot for stimulus Pn from n ¼ 2 to 4. The data in this plot is calculated from that shown in the velocity plot (Fig. 4). See text
for details.
C.P. Benton / Vision Research 42 (2002) 2869–2877 2875
and residual velocity plots increases. The oriented fea-
ture indicating non-Fourier motion within the gradient
plots has correspondingly less inﬂuence in the velocity
and residual velocity plots. One might reasonably expect
that any model able to access the gradient-based infor-
mation shown in these plots should have greater diﬃ-
culty picking out the direction of non-Fourier motion
amongst the other local gradient-based velocities present
in the stimulus. Simulations have shown that a gradient-
based model (Benton et al., 2001b) can provide a qual-
itative account of the psychophysical data described by
Taub et al. (1997). As n increases, the tendency for the
model to indicate the correct direction of non-Fourier
motion decreases.
From inspection of the stimuli, it is evident that ve-
locity judgements can readily be made in the case of the
P2 stimulus but that this is far harder in the case of the P3
and P4 stimulus. The P2 stimulus has the appearance of
bands of low contrast translating over noise background
that itself appears to shift slowly in the opposite direc-
tion. The P3 and P4 stimuli appear to elicit both forwards
and reversed motion but there is no ready segmentation
of the image into coherent regions of diﬀerent velocities.
Interestingly, one of the three subjects reported by Taub
et al. (1997) consistently indicated reversed motion in
the P4 stimulus. One might propose that the subject was
responding to a reversed motion component evident in
the gradient analysis and using this as a cue to complete
the experimental task. In the non-linear account de-
scribed by Taub et al. there is no strong reason to pro-
pose that there should be any consistent reversed motion
in the stimulus.
The data presented here have been replicated with a
diﬀerent noise element size (4 4 pixels). The 1–4 aspect
ratio of the noise elements was employed in the current
study to match the studies of Taub et al. (1997) and
Benton et al. (2001b). A portion of the data has also
been replicated (Benton, Johnston, & McOwan, 2001a)
using a diﬀerent ﬁlter kernel, the Gaussian in space and
log time incorporated into the gradient model used by
Benton et al. (2001b). The observations reported above
appear to be robust.
4. Discussion
Members of a class of non-Fourier stimuli described
by Taub et al. (1997) were analysed by plotting local
spatial and temporal image gradients in the form of a
gradient plot. The analysis shows that information sig-
nalling non-Fourier velocity is directly present, in a
systematic manner, in the raw gradient-based measures.
The stimuli may be created by sampling n sine waves,
each separated by a phase diﬀerence of 2p=n radians.
Psychophysical investigation of these sampled phase
shift stimuli has shown that, as n increases, the direction
of non-Fourier motion is less readily detected (Taub
et al., 1997). This study describes an increase in gradient
plot complexity with increases in n. This increase in
complexity would make it harder for any particular
gradient-based algorithm to pick out the correct non-
Fourier motion in this stimulus (Benton et al., 2001b).
One might therefore propose that it is this increase in
motion complexity that underlies the decrease in direc-
tion discriminability in this class of stimuli.
The issue of which particular overall direction might
be indicated by a gradient model has not been ad-
dressed. This is because the direction indicated would
depend very much on the particular gradient model
employed. To illustrate with a simple example; if we
imagine two gradient-based models with identical ve-
locity extraction stages but diﬀerent perceptual decision
stages applied to the P2 stimulus. This stimulus contains
both forward motion (indicating non-Fourier motion),
and slow reversed motion. One model, which preferen-
tially weights slow motion, may indicate reversed mo-
tion overall. The other, which preferentially weights
faster motion, would indicate forward motion overall.
The point to note from the analysis is that the non-
Fourier velocity information can potentially be ex-
tracted directly from the gradient measures. The issue
then becomes one of what must be the form of a model
that can extract motion in a manner that accords to
human performance.
Psychophysical investigation of second-order motion
has concentrated largely on attempting to identify dif-
ferences in response to ﬁrst- and second-order motion.
The underlying (and rarely expressed) assumption is
that some single system that can detect both ﬁrst- and
second-order motion must detect them as if they were
the same. The implicit model lurking under this as-
sumption is the idea of a single non-linear channel for
both ﬁrst- and second-order motion. Such a mechanism
really would detect second-order motion as if it were
ﬁrst-order motion. Psychophysical diﬀerences between
the stimulus types therefore imply that the single non-
linear channel hypothesis is incorrect. This is true as
long as one can control for various stimulus diﬀerences
such as, for example, the presence of the carrier in the
second-order stimulus (Benton, Johnston, & McOwan,
Table 2
Results of a peak detection algorithm applied to residual velocity plots
for the P2 stimulus over a range of stimulus velocities
Stimulus
velocity
Peak forward
velocity
Peak reversed
velocity
0.25 0.25 )0.01
0.5 0.49 )0.01
1.0 0.99 )0.01
2.0 1.98 )0.03
4.0 3.94 )0.05
8.0 7.86 )0.10
16.0 16.35 )0.22
Velocities shown in bold represent global peaks.
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1997; Cropper & Johnston, 2001). The majority of
psychophysical studies therefore implicitly test between
two non-linear theories. In the ﬁrst, a single non-linear
channel detects both ﬁrst- and second-order motion. In
the second, a non-linear second-order channel exists in
addition to a linear ﬁrst-order channel.
In the gradient-based approach to second-order mo-
tion, psychophysical and neurophysiological diﬀerences
may well arise between ﬁrst- and second-order stimuli.
Diﬀerences would not necessarily mean that the two
stimulus types are processed by separate mechanisms. In
the gradient plot of a ﬁrst-order motion stimulus, all the
gradient pairs fall onto a single line through the origin.
This is clearly diﬀerent to the more complex distribution
of measures that one ﬁnds in a second-order stimulus.
Any psychophysical diﬀerences might simply reﬂect the
resolution of the more complex velocity ﬁeld of second-
order stimuli (for reviews of evidence from a non-linear
channel viewpoint see Baker, 1999 and Lu & Sperling,
2001).
5. Conclusions
Gradient-based analysis of sampled phase shift
stimuli shows that non-Fourier velocity is directly pre-
sent in the raw gradient measures. This information
is potentially available to gradient-based motion algo-
rithms. Furthermore, a decrease in psychophysical per-
formance is matched by an increase in the complexity of
the gradient plots. If gradient computations underlie
human motion processing one might reasonably pro-
pose that the increase in gradient ﬁeld complexity un-
derlies the reduction in psychophysical performance. If
this is the case then psychophysical and neurophysio-
logical diﬀerences between ﬁrst- and second-order
stimuli in general may simply reﬂect the diﬀerential
resolution of complexity. More generally, the results
demonstrate that the use of gradient plots, and analysis
of local gradients in terms the velocity and residual ve-
locity plots, can lead to a radically diﬀerent viewpoint
from the prevalent Fourier based view of motion pro-
cessing.
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