INTRODUCTION
In the broadest way, a systems-oriented attitude is characterized by particular sensitivities towards: (1) dynamic functioning as a transformation process of some type, whereby an input is acted upon to produce an output; and (2) organization as a multivariable complexity of subsystems which are linked to form the whole system. The functioning of the system is directly related to its organization. In fact, one might define a system as a whole which functions as it does because of the way its parts are organized.
By the term "computer music," I mean music that is produced by a hardware and software system that importantly includes a computer, but may also include other analog or digital synthesis equipment. The numerous possibilities for computer music system design, which result from the decreasing cost and consequent easy availability of computer system components, makes the question of what type of system to design an extremely compelling one. Specific answers to this question can be resolved only after much more research in psychoacoustics is completed and after composers have had a chance to work with equipment presently being built. There are, however, certain general considerations in system design that might be mentioned at this time. But before designing a system, which is essentially the work of creating an organization of software and hardware modules, it is essential to understand how the system is intended to function. The choices for functioning and their implications in organization are the subject of this brief essay.
THE FUNCTIONING OF THE SYSTEM
Let us take, as a model for generating sound, a version of the classical feedback system as drawn in Fig. 1 . The model contains: (1) an input, by means of which the composer controls the system; (2) a processing section, which uses the input to produce the output; (3) an output, which is the music as sound; and (4) a feedback loop, by means of which the actual output can be compared by the composer with what was expected.
I will first describe the model as it represents the performance of instrumental music, as a point of reference for the following discussion. The input is musical notation, a score. The processing section represents whatever is necessary to "transform" the input into sound, and in this context it might include social activities -such as getting to know performersas well as technical considerations. The output is the music as sound resulting from the performance. The feedback loop is the means by which the composer hears the music and compares it with what was expected. Since composers, especially unknown composers, often wait a long time before hearing their music, feedback, and consequently learning, is often delayed. The model represents sound generation with computer systems in two different ways: (1) the computer is used as a performer, or (2) the computer is used as a composer-performer. If the computer is used as a performer, nothing essential is changed from the traditional process of composing-then-performing instrumental music, although with computers the field of possibilities for sound construction and transformation is greatly expanded. The composer submits to the computer a previously composed score which the computer accepts as input data. The data is entered more slowly than it will be played back, but the computer "remembers" it and eventually plays it back at the correct tempo. Because the computer plays back automatically what it remembers, I shall call this procedure "memory automation." There are myriad examples of this way of working in the literature: Charles Dodge's Earth's Magnetic Field is one. It is not typical of Dodge's recent work, but it provides a dramatic example of this use of a computer. Not only were the pitches not composed by the computer, they were not composed by the composer. They were derived from a chart of the Kp indices* of the earth's magnetic field during 1961, and subsequently entered into the computer to be realized as sound. The composition is the result of a translation from one medium to another, reminiscent of Villa Lobos' piano piece New York Skyline for which the pitches were determined according to the levels of the building tops in a picture of the New York skyline. Dodge's translation was much more demanding, since it involved the manipulation and programming of the machines that performed his score and the composing of all the qualities in the music that were not indicated by the chart, such as the organization of the pitch scheme and the timbres.
A realtime interactive version of a memory automation system is the Conductor Program, developed by Max Mathews at Bell Telephone Laboratories. A realtime interactive system has an output that is virtually immediate in response to its input, making it possible to regulate the system during operation.
The Conductor Program functions in three stages: (1) pitches and durations are entered note by note via a keyboard; (2) other characteristics of the notes, such as dynamics, attacks and phrasing, are entered and adjusted line by line; then (3) all the voices are played back together, and a performer, using various input devices, "conducts" the performance by controlling overall dynamics, tempos and balance. The primary characteristic of this type of system is that it has been designed to remember and play back specific data but to vary its playback in certain respects according to realtime inputs from a performer.
Memory automation, whereby a composer specifies data that is remembered and played back, is distinct from "process automation," whereby a composer specifies a process which automatically generates data. At least in the sense that it generates data from previously input rules, a process automation system could be said to "compose." And if the data it produced were unpredictable, the system would produce surprises and take on a "personality" of its own. One early example of this type of procedure is Lejaren Hiller's experimentation which resulted in the Illiac Suite (1957). Hiller used the "Monte Carlo" method, a generate-and-test procedure wherein many random numbers were generated and then judged, and accepted or rejected, according to specific criteria. The numbers were used to represent pitches, among other musical attributes, and the criteria for their acceptance included the following rules: no tritones; the melody had to start and end on middle C; and the range of the melody from its lowest to its highest note could not exceed one octave. Once a note was accepted, it was placed in a note list which was eventually printed out and transcribed by hand into musical notation to be played with traditional instruments.
In a non-realtime system, feedback has a cognitive value. The composer learns from the feedback, but to correct the output, the input must be changed and processed again from the beginning. What the composer learns from one performance is applied to the next one. This is true of Hiller's procedures in the 50's, and also true of instrumental music composition and performance and the use of the computer as a performer. In fact, it is true of any situation where composition and performance do not occur simultaneously. But when the music is output as sound while the composing is taking place, the composer is able to regulate the music as it is being composed. In realtime interactive systems, feedback has a regulatory as well as a cognitive function, and, depending upon the nature of the system -whether it is a memory or process automation system --either the performance or the composition is regulated.
One example of a realtime interactive process automation system is my composition Echoes (1972). In a performance of Echoes, an instrumentalist plays into a microphone from a score which consists of precise pitches but which allows for flexibility in *The Kp index, measured 8 times per day, represents the changes in Earth's magnetic field. -Ed.
articulation, rhythm and speed. The sounds are delayed for a few seconds, then transformed in pitch and timbre and sent to one of several loudspeakers placed around the performance space, from which they are heard as distant echoes of what had originally been played. The specific character of each transformation and the specific loudspeaker from which an echo will be heard cannot be predicted because the information which determines those processes is in effect random. The sounds are an ambience, an environment, within which the instrumentalist continues to play and to make performance decisions. The performer's input is a primary control for the system, but the system gives back something extra, i.e. the random transformations of the input, with which the performer interacts.
An earlier example of this type of system is the SalMar Construction, first designed and built in 1970 by Salvatore Martirano in collaboration with several engineers at the University of Illinois. It consists of a console which contains digital and analog electronics and a control panel, and twenty-four loudspeakers arranged throughout a performance space. Four separate programs of independently or interactively changing sounds are generated, and each program travels separately in automated routings through the arrangement of loudspeakers. Martirano performs at the control panel which contains more than 200 touch-sensitive switches. The system continuously and automatically generates new data, which it assembles in varying patterns. The data is then used to give each sound a different timbre, pitch, envelope, and loudness, so that every aspect of the sound, including its spatial routing, is determined by the automatically generated data. Martirano's performance is a manipulation of the process in interaction with what it produces, adjusting such parameters as range of variation, speed, octave placement, tuning system, and routing, as well as manual override functions such as stop, cycle, hold, and continue.
Process automation systems pose a problem in conceptualizing composition as a separate activity because such systems are generating new compositional data simultaneously with its performance. Further, every performance will be different in its specifics. The music produced by these systems is identified more by the nature of its process than by its details. Since the details of process automation music will vary from performance to performance, one's attention shifts from the details for the process itself and to the system which produces the process. Designing the system thus comes into focus as the first act of composition. It brings Yeats' words to mind: "How can we know the dancer from the dance?" The system and the musical process it produces are related as organization is related to functioning.
Composing with a realtime interactive process automation system is an experience significantly different from traditional composing. To the degree that a process automation system is active and unpredictable in its output, it produces something in addition to what was input. Thus, the composer "learns" by receiving new information in the form of automatically generated data, and the composer's regulation of the system's output occurs in an environment of interaction and learning. This is different from typical instrumental improvisation in that an improviser specifies and performs data in reaction to another improviser, but here the composer specifies and performs control strategies rather than data. In the same way that control of the machine that manufactures the product is more powerful than direct control over the details of the product, control strategies are more powerful than data specifications. The difference between instrumental improvisation and control strategy interaction is, then, primarily that of one's position in a control heirarchy, but it is true that in both cases the performer must act and react in realtime. This is a fundamentally new way of functioning for a composer. It demands performance skill and performance-oriented thinking, and it raises questions as to how well a composer can deal with realtime problems. Traditional methods of composing offer more leisurely and thoughtful access to detail, but they do not offer realtime control over composition. Indeed, it might be appropriate to ask if realtime control over composition and detailed specification of data are in fact mutually exclusive procedures. One perspective of the problem will be further elaborated in a later discussion of heirarchical organization, but the point is that regardless of the particular attributes of any hardware system, composers cannot think fast enough to specify controls in realtime for quickly changing variables. Thus, aspects of every realtime system will have to be automated. But must the automation be in the nature of a process? I have presented memory automation and process automation as antipodal concepts, and as an overall description of different approaches to composition, it probably is a justifiable presentation, but it is also true that in any one system both memory and process automation subsystems may be equally participant. Memory automation subsystems could be part of a realtime composing system in the form of stored functions or other specified-in-detail "building blocks" which are assembled in realtime by a composer, a procedure somewhat akin to Earle Brown's practice of "assembling" a composition during performance. That type of procedure -subsystems specified in detail and later assembled -can easily approach a substantial multivariable complexity and unpredictability.
The unpredictability with which a system operates can be measured by the extent to which the input is reflected in the output. Since unpredictability may result either from complexity or randomness in the functioning of subsystems, distinctions between memory and process automation may be less important than the idea associated earlier with process automation systems -that if an output is unpredictable, i.e. if it reflects something "added" to the input, the composer composes by interaction with an automated system. "Unpredictable," to be sure, does not mean that the output from the system has no connection with the input, because all parts of the system function interactively, and if the input becomes noninfluential in shaping the output, the input will lose its meaning. And the overall point is that the use of computers in intelligent composing systems offers a methodology for composing that is substantively new and potentially beneficial.
The means by which the composer interacts with the system is also important. The nature of a particular input device and its associated performance gesture is a determinant in the functioning of the system. There is a great variety of devices and gestures that might be considered. Playing keyboards or footpedals, waving one's hands in front of a television camera, communicating brainwave activity via attachments to one's head, dancing in a costume with mercury switches attached to it, moving within a capacitance field, for examples, are all possible inputs. The choice of input is important to system functioning in two respects: (1) each particular device suggests certain performance skills; and (2) the devices and the gestures used to perform them have psychological, artistic and social connotations that can influence the nature of the information conveyed by the performance. The potential flexibility in system design that derives from choice of input and, also, choice of a meaning for the input, might be clarified by the following comparison with a piano. Although pianos can be performed by striking the casing, strumming or plucking the strings directly, vibrating the strings in sympathy with another sound, and perhaps in other unorthodox ways, the normal input to the piano is via the keys. A pianist normally plays keys. The key triggers a mechanism that strikes a string. Thus, there is one input device and it always functions in the same way. With computer systems, any appropriate input device may be used and the input can function as a control for any aspect of the system within the context of the design of the system. From a systemorganization point of view, it is the processing section that determines how an input will affect the system in producing an output, and so from that point of view the processing section more than the other components defines the way the system will function.
THE ORGANIZATION OF THE PROCESSING SECTION
The organization of the processing section can be described as a hierarchy. A hierarchy is a multilevel system of subsystems, a series of boxes within boxes, where each box contains several smaller boxes. It is the nature of hierarchies that each subsystem communicates with subsystems at other levels only through adjacent levels above or below. Whatever the character of the individual subsystems, however they are organized and function, and regardless of whether they are synchronized or non-synchronized, their relationships with other subsystems are determined by their position in the hierarchy. And beyond a generalized description of hierarchical organization, we might differentiate between control hierarchies and structural hierarchies. In control hierarchies, the vertical alignments of levels function as channels for communication and influence, so that one level "causes" events to occur at a lower level. Structural hierarchies are simply additive rankings from the many and/or fast at the lowest level to the few and/or slow at the highest level. An example of a structural hierarchy might be the organization of a book as many letters, fewer words, fewer sentences, fewer paragraphs, fewer chapters, etc. In a control hierarchy, we assume that changes occur because of control, and we have a ranking of controls from the lowest level to the highest, with each ascending level exerting more influence over a larger number of lower-level controls.
Sounds change simultaneously at many speeds, and thus can be described as structural hierarchies. The fastest changes occur in the millisecond range, what I call "audio-time," and give us information about pitch, timbre, loudness, and location, among other things. Slower changes, in the range of large fractions of a second to many seconds, which I call "conscious-time," give us information about melodies or successions of sounds. We perceive audio-time changes and draw conclusions about them, but we are not consciously aware from listening to the sounds what structural aspects of the sounds give us our impresssions. But we are aware of the nature of the changes in conscious-timein fact, musical training usually includes a conscious recognition and writing down of those changes as melodies, harmonies and rhythms, in dictation exercises. There is yet a slower rate of change, occurring in what I would call "longterm-time," in which the changes occur so slowly that we do not have a sense of connection between events. The hierarchy as it applies to analog electronic music is usually resolved into two levels, audio-time and conscious-time, or what Donald Buchla calls "sound" and "structure." The resolution could be more finely drawn, as it often is in computer systems, from individual partials within a spectrum, for example, to single sounds, to groupings of sounds and to larger groupings. The particular definition of a hierarchy will depend upon the exigencies of a particular musical idea and soundgenerating technique and therefore will vary from composer to composer and from composition to composition. Further, the choice of which soundgenerating technique to use will affect the entire system, since every method contains a built-in set of variables in terms of which the sound can be controlled. The implications of the choice can be stated in the context of a comparison between two techniques: additive synthesis and John Chowning's technique for sine wave frequency modulation.
Additive synthesis defines a sound as a discrete specturm, a spectrum composed of separate sine wave components which are usually controlled in terms of their frequencies, amplitudes and phases. This calls for a vast store of data. If a spectrum consists of, say, the modest number of fourteen sine waves, and each sine wave needs separate amplitude and frequency data specified eight times per second, we will have a total of 224 separately controllable variables per second. Since the variables are numerous, they are weak. A variable is "weak" or "powerful" to the extent that it causes significant change. Weak variables offer the potential for a detailed specification of sound, but they do not permit realtime specification by a composer because no composer can specify great amounts of data quickly enough.
The significant advantage of sine wave frequency modulation is that timbral aspects of sound can be controlled through two powerful variables. In frequency modulation, the frequency of one waveform is modulated according to the instantaneous amplitude changes of the other. If the frequency of both signals is in the audio range, audible partials will be added to the spectrum of the modulated signal. The frequency relationships between the component partials in the modulated spectrum will depend upon the ratio of modulated to modulating frequencies. The number of partials present in the spectrum will depend upon the ratio of amplitude to frequency of the modulating waveform. That ratio is called the Modulation Index. Thus, by varying the ratio between the two frequencies we vary the nature of the modulated spectrum, and by varying the Modulation Index we vary the number of partials in the spectrum. Significant change is achieved with extremely efficient means. However, because all the frequencies of the partials are in fixed relationships with the ratio of the modulated to modulating frequencies, and all the amplitudes are in fixed relationships with the Modulation Index, all the partials will change as a group. This technique offers powerful variables, but it does not offer detailed access to sound.
There is much to be said for choosing a soundgenerating method which offers powerful variables.
The changes that best define and illuminate a musical composition are found neither at the lowest nor the highest levels of the hierarchy, but somewhere in between. As the music evolves, we consciously perceive neither individual impulses, which move too fast, nor the overall form of the composition, which moves too slowly. The music is communicated in conscioustime, where we are aware of our awareness of change. Change at this one level is a meaningful representation of the whole hierarchy, and powerful variables are thought of as offering direct access to this level. One of the attractions of analog synthesizers is that sound generation, which occurs at the lowest level of the hierarchy, is automatic, as it is with acoustic instruments, allowing the composer to compose "music" rather than "sound."
Yet the situation is not so simple. An easy acceptance of variables at one level, to the relative exclusion of concern for other levels, might lead a composer, without being aware of it, to compose sounds which do not contain the microchanges that convey qualities such as "warmth." And since computer techniques offer composers the unique potential of composing sound as well as music, it would be ignoring one of the principal advantages of the medium not to deal effectively with making good sounds. There is, then, an argument for weak variables that offer detailed access to sound and consequently which make possible a greater variety of timbre. But even frequency modulation techniques can become complex with additional variables such as frequency deviation, vibrato, random elements in the waveform, and, in some cases, the number of variables in frequency modulation might approach that of additive synthesis. From the composer's point of view, the problem is one of dealing with the maximum complexity that realtime will allow -or not composing in realtime. If realtime is considered desirable, the answer to realtime complexity is automation, and automation is achieved by the linking of subsystems throughout the hierarchy.
Subsystems may be combined "additively" or "interactively." An additive combination consists of component processes which add together in constituting the whole. The components may be seen as independently variable, as are the sine waves in additive synthesis, but at the same time they "cooperate" in the shaping of a particular totality. An interactive relationship between subsystems has one subsystem changing proportionally with some aspect of another. One sine wave might modulate another, for example. In an interactive relationship, we refer to the modulating signal as a control and the modulated signal as a variable. Controls and variables, on the one hand, and processes which are additive, on the other, can occur at any level of the structural hierarchy. The fabric of the system is made up of all the additively and interactively related subsystems throughout the hierarchy, and the dynamics of the system are determined by their functioning in relation to one another.
THE REORGANIZATION AND FUNCTIONING OF THE SYSTEM
A hierarchy is specialized because connections are limited to occur only between adjacent subsystems. In contrast, a reticulated system, in which any subsystem can connect with any other subsystem, is general-purpose. In the functioning of systems, specialized systems are defined, i.e. extracted, from general-purpose systems. One example of this process in computer music is the composing of a "score" with Music V.
Music V, a computer program for direct digital synthesis of sound developed by Max Mathews at BellTelephone Laboratories, is organized as a modular system of building blocks which are conceptually similar to the modules of analog systems. The basic modules are called "unit generators," and include functions such as OSC, an "oscillator" which generates a waveform by calling a stored function, AD2, a twoinput adder, and RAN, a random function generator. There are many other unit generators, and any number of them may be connected together to make an "instrument." One simple instrument might be two oscillators whose outputs are combined in a twoinput adder. A different instrument might be based on frequency modulation. Since each instrument can consist of any number of unit generators which can be connected in a variety of ways, and since each unit generator requires different frequency, amplitude or other data, the instruments can vary widely in their complexity and operation. The instruments play discrete sounds called "notes." A note is specified by an instrument definition, a set of instructions for the unit generators in the instrument, a starting time, and a duration. The complete listing of all the instruments, their data, their starting times, and their durations, is called a "score." Creating a score consists of choosing certain connections from all the possible connections and deciding upon data for the unit generators involved, which will function at different speeds. Thus, a specialized hierarchy is formed from a general-purpose reticulated system. Complexity derives from a multivariable system of subsystems which are affecting and changing each other through their various relationships. But there is another dimension to complexity. It derives from a system's ability to reorganize. By "reorganization," I mean a changing of the connections between subsystems. We might differentiate between three types of systems: (1) mechanistic, fixed logic systems, such as oscillators or random number generators, which produce an output that does not vary according to continual input, but which might or might not be initialized, i.e. turned on or preset; (2) the cybernetic system, which pursues the accomplishment of a goal via feedback to the composer and the continual regulation of variables; and (3) self-organizing systems, where feedback functions not only as a basis for the regulation of variables but also as a basis for changing the connections between subsystems. It should be noted, however parenthetically, that when reorganization occurs and controls are routed to different variables, the meanings of the controls change. Therefore, taking optimization into account, the controls themselves will have to change accordingly.
An example of a realtime interactive generalpurpose system with reorganization capabilities is Donald Buchla's Series 500 Electric Music Box. It consists of a console which contains performance and other input devices, a computer, a gating matrix and a system of analog modules. Control voltage waveforms are defined by the composer and routed from the computer to any other module via the matrix. Their values and their triggers may be controlled by any of the performance devices. Thus, a composer may specify a system of differentiated variables, connect them in any way, and decide which among them will be performed. But the Series 500 also contains a program called "Patch," by means of which the connections between modules may be defined at first, stored on cassette, and redefined in realtime. This is a distinguishing feature of the system, in that it provides for a complexity of system functioning that would not otherwise be possible.
The process of changing organization might be graphically conceptualized as a "reorganization spiral," shown in Fig. 2 , wherein a hierarchy is extracted from a reticulated system only to dissolve again and be reconstructed again. 
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