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1. INTRODUCTION 
Let R be an open, connected subset of R* (n 3 2), X a Brownian motion 
in Rn starting at a point x in R, and r the first time X leaves R: 
T(W) = inf{t > 0: X,(w) 6 R}. 
Several basic methods are available for the study of such exit times. For 
example, if the region R has a Green’s function G(x, y) and this is appropriately 
normalized, then the expectation of 7 as a function of the starting point x is 
given by 
Ezr = 
I 
G(x, y) dy. 
R 
(See [20, p. 3091.) Or from a slightly different point of view, V(X) = Ez7 is, 
under certain conditions, the unique solution of Poisson’s equation da = -2 
in R vanishing at the boundary. (See, for example, [13, p. 681.) 
However, in many problems of interest, the region R is so large that E,T is 
infinite. Even if finite, information about other moments E%+’ may be needed. 
For such problems, the classical methods are not always satisfactory. 
Here we present a new approach to the study of exit times that yields informa- 
tion about E,J~ for all positive real p. 
Let 0 < p < 00. We shall write ,112 EL” if E,-Plz is finite for some x E R and, 
hence, for all x E R. (See (3.13) below.) 
We show (Theorem 3.1) that 
# E LP 
if and only if there is a function u harmonic in R such that 
(1.1) 
lxI”<u(x), x E R. 
* This research was supported in part by the National Science Foundation undei 
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That is, 71/a ELM if and only if 1 x IP has a harmonic majorant in R. In fact, 
if u is the least harmonic majorant of 1 x 1 p in R, then 
c,,,,Ez(~~ + I x W2 < u(x) < Cp.n&(~~ + I x 12)p’z, XER. (1.3) 
Throughout the paper c and C denote positive real numbers not necessarily 
the same from one use to the next. In (1.3) their choice depends only on p and it 
and, for the optimal choice, 
k-5 Cp,n = lim c,,, = 1. n-m 
This implies (Theorem 3.4) that if ~‘1~ E LP and U&Z) = U&X, y) is the least 
harmonic majorant of [ z IP in the region R x RN-n, then 
E/j2 = jim N-“‘2~N(~, 0), XER. 
In Section 3, in addition to proving these and related results, we describe 
several simple applications. 
In Section 4, we study the two-dimensional problem from the point of view 
of Hardy spaces. Recall that a function F analytic in the open unit disk D of the 
complex plane is in HP if and only if 
is finite. Now suppose that R = F(D) where F is analytic and univalent in D. 
Then (Theorem 4.1) the exit time 7 of R satisfies 
This result can be extended in several directions (see Theorems 4.2 and 4.3). 
Here is one consequence. Suppose thatF and G are analytic in D with F(D) A G(D) 
nonempty and, for almost all 6, the radial limit of G at efe exists and belongs to 
the complement of the range of F. Then 
GEH’ ~FEH”. 
In fact, much more is true; see Theorem 4.4. 
I am grateful to a number of persons who responded with interest to this 
work as sketched in [6] and various talks. In particular, I thank Albert Baemstein 
for his proof, included here with his kind permission, that the optimal choice 
of the constant in (4.11) is cP = 1, Lowell Hansen for pointing out his related 
paper [17], and Christer Bore11 for bringing inequality (4.3) and his paper [4] to 
my attention. 
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2. PRELIMINARIES 
Let X = {X, , 0 < t < co} be a Brownian motion in R” (n 3 1) starting 
at x: X, is a Bore1 measurable function from some fixed measurable space 
(Q, &‘) to R”, X has continuous paths t + Xt(w), and there is a measure P, 
on CZ! such that, relative to P, , X has independent increments, P,(X,, = x) = 1, 
and, for all s 3 0, t > 0, and all Bore1 sets B of Rn, 
P,(Xs+t - X, E B) = (2~rt)-~‘~ S, e-l~12/2t dy. 
Integration over Q with respect to P, will be denoted by E, . 
In this section, let 7 be any stopping time of X: 7 is a function from 52 to 
[0, co] satisfying 
where JCJ~ is the smallest u-field with respect to which X, is measurable for all 
O<s<t. 
By the continuity of the paths of X, the first time X leaves a closed set of R” 
is a stopping time of X. The first time X leaves a region R is the limit of an 
increasing sequence of such stopping times so it too must be a stopping time. 
The maximal function of X up to r is defined by 
Our first result extends Theorem 7.2 of [7] to higher dimensions and is basic 
to what follows. Perhaps the biggest surprise is (2.4): the constants in the 
inequality (2.3) converge to unity as n+ co. 
THEOREM 2.1. Let Q, be a continuous nondecreasing function from [0, 001 to 
[0, co] with Q(O) = 0 and 
@(W < c@@), h > 0. (2.1) 
I f  T is a stopping time of X, then 
cE,@([m + 1 x 12p2) < E3c@(x*7) < c-w+ + I x 12F2) (2.2) 
with the choice of c and C depending only on @ and n. In particular, if 0 < P < a, 
then 
c9JZz(n7 + I x j2)p/2 d -4(X*,)p d Ce.$Jn7 + 1 x 12F2. (2.3) 
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For the optimal choice of the constants in (2.3), 
(2.4) 
and the convergence is uniform for p in bounded subintervals of (0, 00). 
In contrast to (2.4), it is possible (and easy) to construct a function @ satisfying 
the conditions of the theorem for which the optimal choices of c and C in (2.2) 
do not approach unity as tt -+ 00. 
The following proof differs some from each of the two earlier proofs of (2.2) 
for the case n = 1 and x = 0 [7,5] and makes possible the deduction of (2.4). 
We shall need the following lemma; see [5] for the proof. 
LEMMA 2.1. Suppose that f  and g are nonnegative measurable functions on a 
probability space and /3 > 1, 6 > 0, E > 0 are’ real numbers uch that 
qg 2 B&f < 64 < qg > 4, A > 0. (2.5) 
Let y and r] be real numbers atisfying 
WY e Yw), W-l4 < VW, h > 0. (2.6) 
Finally, suppose that YE < 1. Then 
E@(g) < mu - r+lqf). (2.7) 
The existence of y  and 4 satisfying (2.6) is assured by the growth condition 
(2.1). 
ProofofTheorem2.1. Let/3>1andO<6<,9-l.Then 
satisfies 
R&3,6) = sup P,(X,* > S--l@ - l)(n + I x ]z)l/z) 
ER" 
Pz(x*, > /3A, [?w + I x 12]1’2 < ah) < R&3,6) P&X*, > A), x > 0. (24 
Furthermore, 
2% R,(B, 6) = 0, (2.9) 
;E R&3,6) = 0. (2.10) 
These facts, which we prove below, imply the right-hand side of (2.2): Fix /I 
and choose S small enough so that E = R&I, S) < y-l; this is possible by (2.9). 
Then, by (2.8) and Lemma 2.1, the right-hand side of (2.2) must hold with 
c = y?(l - &‘. 
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The left-hand side of (2.2) is implied similarly by the following facts: I f  /I > 1 
and 0 < S2 < $ - 1, then 
satisfies 
P,([nT 
L,(p, S) = sup P,(X*, < [S2(p2 - 1)-l (n + I x 12)11’“) 
4 T 1 1 x I”]“” > /?A, x*, e Sh) e L(B, 6) Pe(bT 
l$pn(B,S> = 0, 
liiL,(& 6) = 0. 
1 x 12]1’2 > A), 
h > 0, (2.11) 
(2.12) 
(2.13) 
If  @(A) = hr, then y  = /I= and 7 = S--P. So, in this case 
Both /I and S may be chosen large, subject to 0 < S < /3 - 1, so that /3/S is 
near 1; accordingly 
lif+yp C,,, < 1. 
Similarly, lim sup c& < 1 and, since c,,, < C,,, , (2.4) follows. The estimates 
used in this argument show that the convergence is uniform for p in bounded 
subintervals of (0, co). 
We now prove statements (2.8) through (2.13). These proofs become quite 
simple in the special case x = 0. 
Proof of (2.8). For 1 x I > Sh, the set on the left-hand side of (2.8) is empty 
and the inequality holds trivially. So suppose that / x / < SX and a = n-l(S2X2 - 
1 x 1”) is nonnegative. There are two cases: (i) 1 x I < h and (ii) j x 1 > A. 
(i) Let I x 1 < X and p be the stopping time of X defined by 
p = inf{t > 0: j XrAt j > A}. 
By the continuity of the Brownian paths, 1 X, / = h on the set (FL < 03) = 
(X7* > A}. Therefore 
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By the strong Markov property of Brownian motion [20], the last probability 
equals 
Po(x*, > (j3 - 1)h) P@(P < co) < p&X*, > @ - 1)h) p&X*, > h) 
where b = n-WP >, a. By a simple scaling argument, 
Po(x*, > (fi - 1)h) = Pa(x*, > S-1(/3 - 1) ?W) 
< w-t 8). 
This implies (2.8) in this case. 
(ii) Now suppose that 1 x 1 > h. Then P,(X*, > /\) > P,(/ X0 1 > X) = 1. 
Also, with y = xa-1/2, where we may suppose without loss of generality that a, 
defined above, is strictly positive, 
= P,(X*, > w&z + ( y py2) 
< 4lGB, 6). 
This completes the proof of (2.8). 
Proof of (2.11). If 1 x / > ah, then, as above, the inequality holds trivially; 
so suppose 1 x 1 < SX. Here let a = n-r(P - 1 x Ia) and b = n-1(/3YP - 1 x 1”). 
Necessarily, b > 0; also, a 2 0 if I x 1 < h. 
(i) Let 1 x / < )\. Then 
P&?zT + 1 x j2]1’2 > p, x*, G Sh) = Pz(T > 6, x*, <- 22) 
G P,(T > a, asl& I xt I d aA). 
Thefamily{X,-XX,,a<t<b} is independent of X, and {T > a} so the 
last probability is no greater than 
,“,!JA pzy& I Y + xt - xl I G w PA, > 4 ’ 
= ,su& P,(x,*_a ,< w P&T > Q). ” 
By Anderson’s theorem [I], this expression is no greater than 
Po(X,*_a < Sh) P*(T > a) = Po(X*, < [S2(p - 1)-l n]1/2) P,(T > a) 
< &I(/% 6) p,([nT + 1 x I"]"" > A). 
Therefore, (2.11) holds in this case. 
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(ii) Now suppose that / x / > h. Then 
P&m + I x yy  > A) = 1 
and, withy = xb-li2, the left-hand side of (2.11) is equal to 
This completes the proof of (2.11). 
Proof of (2.9) and (2.10). These follow at once from the estimate 
R&l, S) < (&-e)n/2, (2.14) 
wheree=6-2(8-1)2>1.Let5=.+l,j2andO<ol<5-1n/2~~.Then 
(e”lxtl”, t > 0} is a nonnegative submartingale so, using an inequality of Doob 
[9, p. 3531, we have that 
P,(x*, > S-l@ - l)(n + I x I”)““) = P,(x*, > (0[)1’2) 
= Pz( sup enlXtlz > eoLec) (2.15) 
osts1 
But I XI I2 has the noncentral chi-square distribution so that 
E,ealX112 = (1 - 2a)-nl2 eal~l~/Cl-2a) 
< (1 - 2&-1)-n’s 
(2.16) 
where the inequality can be proved easily by keeping in mind that 5 = n + 1 x j2, 
taking logarithms of both sides, and differentiating with respect to 1 x 12. Now let 
01 = nf-l(l - e-l)/2 in (2.15) and (2.16) to obtain 
P=(X*, > (@)l12) < (fk-e)n12. 
Proof of (2.12). Since P,(X, = x) = 1, 
P,(x,* < [q/32 - l)-I(?2 + 1 x j”)]l/“) = 0 
unless 1 x I2 < 8*(p2 - l)-l(ti + / x 1”) or, equivalently, 
S2(/3” - I)-l(n + 1 x I”) G &/(~a - 62 - 1). 
Therefore, by Anderson’s theorem [l], 
-UP, 8) < Po(I XI I < P/(182 - a2 - 1)l”“) 
and the right-hand side approaches P,(I Xl / = 0) = 0 as 6 - 0. 
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Proof of (2.13). Let 8 = S*@P - 1)-r and 5 = II + / x j2. Then, by 
Chebyshev’s inequality 
p,(X*, < (Wi) < P%.(l Xl I2 < 06) 
< PA I Xl I2 - 6 I 3 (1 - W) 
< 2(5 + I x I”) 5-‘(1 - q2 
< 2n-l(1 - @-a. 
This implies (2.13) d an completes the proof of Theorem 2 1. 
THEOREM 2.2. Let X be a Brow&an motion in Rn start@ at x and 7 a stopping 
timeofX.IfO <p < cqthen 
En(X*,)p G c,,JL I X, Ip (2.17) 
proaided either (i) n 3 3 and P,(, < 00) = 1, OY (ii) n = 2 and E, log 7 < 00. 
The choke of the constant in (2.17) depends only onp and n; for the optimal choice, 
$2 Cg,n = 1 (2.18) 
and the convergace is uniform for p in bounded subintervals of (0, a)). 
Proof. (i) Let n 3 3 and Pz(, < cc) = 1. Then, for 0 < 6 < 1 and 
A > 0, 
P,(X*, > A) ,( (1 - @--2)--1Pz(I x, I > 8h) (2.19) 
as we show below. Therefore, if @ is the function of Theorem 2.1, then 
E#(X*J = fin PG(X*T > A) d@(X) 
< (; - iW2)-l E,@(V 1 X, I) 
d 41 - @-2)-’ &@(I X, I), 
(2.20) 
where 6 and 7 satisfy (2.6). Letting @(A) = hp and Anen = p/(p f  n - 2), 
we obtain (2.17) with the choice 
C p,n = (1 + w + e-1)7 e = p/(n - 2). 
As n -+ m, this c9,* ---t 1 so, for the optimal choice, (2.18) follows. 
To prove (2.19), we use the,stopping time 
p = inf{t > 0: 1 XTAt I > X}. 
Note that (X*, > A) = (p < 03) and, on this set, p < T and 1 X, f  > h. 
Also, let 
p(x, Y) = P,(l X, j < r for some t 3 0). 
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Then (for example, see [IO, p. 1191). 
fJ(% I) = WI x lY29 O<r<lxl. 
Using these facts and the strong Markov property, we have 
P,(X*, > A, / X, I < 6X) < P&d < 00, I X,,, I < Sh for some t 3 0) 
=s f~<m) P(Xw P w dPz 
,( 8n--2Pz(p < CQ) 
= 8+2P,(X*, > A). 
Therefore, 
P,(x*, > A) < 8n--2Pz(X*, > A) + Pz(l x, I > Sh), 
which implies (2.19). 
(ii) Let n = 2 and E, log 7 < CO. Then, by Theorem 2.1, 
E, log(1 + X*,) < CE, log(1 + [2-r + 1 x I”]““) 
< co. 
(2.21) 
To prove (2.17) we may assume that E, / X, 1~’ < co. For 01 > 0, let fW be the 
function subharmonic in R2 defined by fJz) = max{-or, p log / x I}. Then 
{fa(X,), t 3 0} is a submartingale [lo], hence {jJX&, t 3 O> is also a sub- 
martingale. By (2.21), the latter submartingale is uniformly integrable so 
CL91 or Pm 
h&L) G &c(L(-5) I 4, t 3 0. 
Therefore, 
exp f,(X,,d G exp &(.f~K) I 4) 
< Edexpf,(XJ I 41, 
and E,[expf,(X,,,)] < E,[expf,(X,)]. Using the Lebesgue dominated con- 
vergence theorem, we take the limit as 01+ co to get 
-% I -Lt I * < -% I ;k; Ip> t > 0. (2.22) 
Applying an L2-maximal inequality [9] to the submartingale (1 XTht IP12, t 2 0} 
and using (2.22), we obtain 
E,(X*Jp = E&q I &At I”‘“)” 
tao 
< 4 sup I%( I X,nt I ,‘2)2 
00 
<4-%/X,l”. 
This completes the proof of Theorem 2.2. 
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3. EXIT TIMES OF BROWNIAN MOTION IN Rn 
Assume now, as in the Introduction, that T is the first time X leaves R: 
7 = inf{t > 0: X, $ R}. 
Recall that R is a region of R” (n > 2) and X is a Brownian motion in R” 
starting at a point x in R. Also, assume always that 0 < p < CO. 
THEOREM 3.1. The exit time r of the region R satis$es 
7112 EL” (3.1) 
if and only if there is a function u harmonic in R such that 
I x.lP B U(X), XER. (3.2) 
In fact, ;f IL is the least harmonic majorant of 1 x / 2, in R, then 
c,,,E& + I x 12)9’2 < ~(2) < Cg,nEs(n~ + I x lz)e/2, XE R. (3.3) 
The choice of the constants depends only on p and n. For the optimal choice, cZSn = 
cm = 1, 
t+$ cg,n = lim C,,, = 1, n+m (3.4) 
and the convergence is uniform for p in bounded s&intervals of (0, CO). 
Remark 3.1. If r1j2 EL”, then 
44 =J%I-KIP (3.5) 
is the least harmonic majorant of 1 x 12, in R. 
This fact, however, is not always of much help. The following simple suffi- 
cient condition for a function u to be the least harmonic majorant is sometimes 
more helpful in applications. 
THEOREM 3.2. Zf u is continuous on the closure of R with u(x) = 1 x I’, x E aR, 
and is harmonic iti R with 
c~x~“-ccu(x)~cIxI”+c, XER, (3.6) 
then II is the least harmonic majorant of 1 x 111 in R. 
The following is also sometimes helpful. 
192 D. L. BURKHOLDER 
THEOREM 3.3. If u is continuous on the closure of R with u(x) = 0, x E aR, 
and is harmonic in R with 
then r112 C$ L”. 
0 <u(x) <cjxlp+c, x E R, (3.7) 
Before we prove these theorems, we illustrate their use by a simple application. 
APPLICATION. If0 < 01 < n,let 
R, = {x E R”: x # 0,O < 8 < CY} 
where 0 is the angle between x and (1, O,..., 0). Let T, be the corresponding exit 
time. 
If  12 = 2, everything is particularly easy: Let pal < n/2. Then 
u(x) = 1 3.” 1 p cos pejcos pa 
satisfies the conditions of Theorem 3.2 with R = R, . Therefore, by Theorem 
3.1, ~:/a EL” and, in fact, by (3.3) 
Ecl,o)(2T, + I)@ W l/cospol. 
On the other hand, ifpa = r/2, then U(X) = 1 x j g cos p0 satisfies the conditions 
of Theorem 3.3 with R = Rm so 7if2 $ LP. Therefore, 
(3.8) 
In particular, for R, , the critical value is p = +. 
Now suppose that n > 3. Here, also, it is possible to find suitable functions u 
that are harmonic in R, and of the form 
u(x) = 1 x I”h(0). (3.9) 
Define F by F(t) = h(B) where t = (1 - cos 0)/2. I f  Laplace’s equation AU = 0 
is to hold in R, , then it is necessary that F satisfy the hypergeometric differential 
equation 
t(l - t) F”(t) + [c - (u + b + l)t] F’(t) - &F(t) = 0 
with a = -p, b = p + n - 2, and c = (n - 1)/2. The hypergeometric 
function 
F(a, b; c; t) = C ___ m w7c @)k p 
I;=o (4 k! 
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satisfies this differential equation for ) t 1 < 1, where (a)e = 1, (a)r = a, 
(u)~ = a(u + 1) ,... . (See [14, p. 561.) C onversely, if h is defined on [0, m) by 
n(e) = q-p, p + 78 - 2; (n - 1)/2; (1 - ws 8)/2), 
then it is easy to check by differentiation that u defined by (3.9) with this h 
is harmonic in R, and satisfies u( 1, O,..., 0) = 1. It is also not hard to show that h 
has at least one zero in (0, v). Let ~9,,~ denote the smallest such zero. If  
0 < a < Op., , then 
44 = I * lpWY44 
satisfies the conditions of Theorem 3.2 with R = R, . Therefore, by Theorem 
3.1, ,+Lp and 
%o,....o) (m,. + 1)“/2 M l/h(a). 
I f  a = 8,,, , then U(X) = / x j%(8) satisfies the condition of Theorem 3.3 with 
R = Rm so ri12 $LP. Therefore, 
7:12EL9 *a < B,,, . (3.10) 
The mapping p -+ B,,, is strictly decreasing from (0, co) onto (0, rr) with 
e l,n = ~12. Furthermore, for p # 1, 8,,, is strictly monotone in 71: 
op.% 4 74 as n t ~0 if O<p<l, 
e,,, t 74 as n t 00 if p>l. 
Equivalently, the inverse mapping 
a + Pa,, = sup{P: a < e,,,) 
is strictly decreasing from (0, ?r) onto (0, co) withp,,, = 1 if a = 42, 
and 
Pa.n f 00 as n t a if 0 < a < ~12, 
Pa.,J.O asnta if 1212 < a < 7r, 
7, li2EL’ ep < parsn. (3.11) 
Note that for a near rr, 7a is the hitting time of a thin circular cone. But no matter 
how thin, the cone is hit fairly soon in the sense that ~ii” E LP for some p > 0. 
We shall now prove the theorems stated above. We shall use repeatedly that 
1 x 1~ is subharmonic in R* (n 3 2) for all p > 0. In fact, if x # 0, then, 
for all real p, 
dIxIP=p(p+n-2)lxlp-2 
and this is positive for p > 0 and n >, 2. 
607/26/a-7 
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Proof of Theorem 3.1. Suppose that u is harmonic in R and satisfies (3.2). 
Then u satisfies the left-hand side of (3.3), as we now show, so 7112 EL”. Fix 
xcRandletR,CR,C ... be bounded regions containing x and with union R 
such that the closure of Rj is contained in Rj+l . Let or < 7s < ‘** be the corre- 
sponding exit times. Then, for all w E Q, TV -+ T(W) as j -+ CCI. Applying 
Theorem 2.2 to the bounded stopping time 7j A t and then using (3.2), we 
obtain 
~%(X,*14~ < cE, I -J&At Ip 
< 4&Kid 
Since u is harmonic and bounded in R$+, , {u(XTjAt), t 3 0} is a martingale [IO] 
and, since martingales have constant expectations [9], 
Therefore, 
E~u(&~A~) = Ezu(X,) = u(x). 
E&f;At)P e C&-17) U(X) 
where c~,, (2.17) denotes the constant in (2.17). Now letting t -+ CO, i -+ CO, 
and using the left-hand side of (2.3) we obtain the left-hand side of (3.3) with 
~9.J3.3) > c,,n(2.3)/c,,n(2.17). (3.12) 
Note that the existence of a harmonic majorant of j x Iv in R implies that 
E@J2 is finite for all x E R. We now show that the finiteness of Ezrp12 for some 
x E R implies the existence of such a harmonic majorant so 
E 27 PIa < CQ for some x E R 9 Ez@fz < co for all x E R. (3.13) 
Let R, C R, C -+- and r1 & r2 < *** be as above; define 
ui(x> = E, I XTj Ip, xeRi. 
By results of Kakutani and Doob (see [lo]), uj is harmonic in Rj . Since 1 x /D 
is subharmonic and R, is bounded, { j XTtAt IP, t > 0} is a bounded submartingale 
[lo]. Therefore, by Doob’s optional sampling theorem (see [22]), 
so the limit u(x) = limj,, U,(X) exists and, by (2.3) 
1 x 1~ < u(x) G E,(X,*)* < cE&w + I x 12)p12, XER. 
By our assumption that E,+‘f2 is finite for some x E R and Harnack’s theorem 
[lg, p. 331, u is harmonic in R. Any smaller harmonic function must also satisfy 
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the right-hand side of (3.3). Note that the optimal choice of C&3.3) satisfies 
C,,,(3.3) G C,,,(2.3). (3.14) 
Therefore, (3,4) holds and the convergence is uniform for p in bounded sub- 
intervals of (0, co) by (2.4), (2.18), (3.12), and (3.14). 
To see that ca,, = C,,, = 1, simply apply Doob’s optional sampling theorem 
to the martingale (1 X, \a - nt - 1 x 12, t >, 0} to obtain, for x E Rj , 
q(x) = E, I -Kj I2 = E&j + I x I”)- E&T + I x I”). 
This completes the proof of Theorem 3.1. 
Proof of Remurk 3.1. Let +I2 ELP. Then, for all 3c E R, Pz(7 < 00) = 1, 
which implies that 
P&z x7, = X,) = 1. 
Also, by (2.3), sup 1 Xf 19 < (X*,)9 E L1. Therefore, by the dominated conver- 
gence theorem, 
u(x) = ;.;ix uj(x) = &i E, I XT, 19 = E, I X, 19 
for all x E R. Now suppose that er is also harmonic in R and satisfies (3.2). We 
shall show that u(x) < w(x). Fix x E R and choose j large enough so that x E R, . 
Then, by (3.2), 
Uj(x) = Ez I XT, I9 G &d-K,)* 
By optional sampling, E,er(X,J = W(X). Therefore, U(X) = lim u,(x) < V(X). 
Proof of Theorem 3.2. Suppose that u is a function satisfying the conditions 
of the theorem. Then, by the left-hand side of (3.6), the harmonic function 
(u(x) + c)/c majorizes 1 x 19 in R. Therefore, by Theorem 3.1, $I2 ELP. Let 
x IZ R, c R, C a*- and TV < 72 < ... be as above. Then, again by optional 
sampling, u(x) = E&(X,). By (3.6), 
SUP I ~(-c,,l Q w*,j9 + c, j 
so, since 7112 ELP, the basic inequality (2.3) implies here that the sequence 
{~(x,,)} is dominated by an integrable function. Therefore, by the Lebesgue 
dominated convergence theorem and the continuity and boundary conditions 
satisfied by u, 
u(x) = j$i E&(X,,) = l+(X,) = E, I X, 19. 
Consequently, by Remark 3.1, u is the least harmonic majorant of ) x 19 in R. 
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Proof of Theorem 3.3. Suppose there is a function u satisfying the conditions 
of the theorem but G/2 E Lp. Then, by the basic inequality (2.3), X*, EL”. 
Using the methods of the above proof, we have 
0 < u(x) = $c E,u(X,J = E,u(X,) = 0, XER. 
This is a contradiction so &a 4 LB. 
Remark 3.2. It is clear from the proofs of the last two theorems that the 
boundary conditions on u can be relaxed. For example, in Theorem 3.3, the 
convergence of u to 0 at the boundary can be replaced by the condition 
P,(l$l u(X,) = 0) = 1 
for some x E R. 
It is possible to take advantage of the fact that, in the inequality (3.3) of 
Theorem 3.1, the constants converge to unity as n increases. This is because 
the original exit-time problem is equivalent to an exit-time problem in higher 
dimensions. 
Let 7 and R C R” have the same meaning as above. Let N be a positive 
integer greater than n and consider the region R, = R x RN-” of R” and its 
exit time rN . A Brownian motion in RN has the form (X, Y) where X is a 
Brownian motion in Rn, Y is a Brownian motion in RNen, and X and Y are 
independent. Therefore, 7N has the same distribution as T: if (x, y) E RN , then 
Pkc,Y,(~N > 4 = Pz(T > A), A > 0. (3.15) 
Suppose that r1/2 ELP. Then E(E,o)~N ‘I2 = Ez+)/2 is finite so, by Remark 3.1, 
there is a least harmonic majorant u,,, of j * [P in R,., . 
THEOREM 3.4. If  $I2 ELP, then 
Ez42 = lim N-p12uN(x, 0) XER. N-tm (3.16) 
Proof. By (3.3) and (3.15) 
c~,~EJ~ + 1 x 12/N)p/2 G N-“12u~(x, 0) < Cp,d&(~ + I X 12/N)p’2* 
Using (3.4) and the dominated convergence theorem, we obtain (3.16). 
The following theorems generalize the first three theorems of this section and 
have similar proofs. As in Section 2, let @ be a continuous, nondecreasing 
function from [0, co] into [0, co] with G(O) = 0 and @(2X) < c@(X), h > 0. 
Also, we no longer have to assume n > 2 and here allow n 2 1. 
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THEOREM 3.5. Suppose that @(I x I) is subharmonic in the region R and 
@p(G) E L1. Then a function u harmonic in R exists such that 
@(I x I) G w XER, (3.17) 
and the least such harmonic majorant satis$es 
The choice of C depends only on @ and tt. 
THEOREM 3.6. Suppose that Y is harmonic in R and satisfies (3.17). If either 
n 3 3 OY [@( 1 x I)]” is subhannoti in R for some 0 < (Y < 1, then 
c&@([nT + I x 1211’“) d qg, XER. (3.19) 
The choice of c depends only on CD and n. 
In the following two theorems, assume that @ satisfies an additional condition: 
@(co) = 00. Then 
THEOREM 3.7. Suppose that @(I x I) is subharmonic in R and either n > 3 or 
[@(I x I)]” is subharmonic in R for some 0 < ol < 1. If u is continuous on the closure 
of R with u(x) = @(I x I), x E aR, and is harmonic in R with 
@I x I) - c G u(x) G f-(1 * I) + c-7 XER, 
then u is the least harmonic majorant of @(I x 1) in R. 
THEOREM 3.8. If  u is continuous on the closure of R with U(X) = 0, x E aR, 
and is harmonic in R with 
0 < u(x) < c@(l x I) + c, XER, 
then @(Al/“) +! L1. 
4. EXIT TIMES OF BROWNIAN MOTION IN C 
The two-dimensional problem can be studied from a slightly different point 
of view, one that not only gives additional information about exit times but also 
leads to some new results for classical Hp. 
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In this section, R is a region of the complex plane, B is a complex Brownian 
motion starting at a point b in R, and r is the first time B leaves R: T = inf{t > 0: 
B, 4 R}. I f  F is a function analytic in the open unit disk D, let 
IIF llHp = o”<Fl [In I F(reis)lp dm(B)]l’* 
where m is normalized Lebesgue measure on (0,29r): dm(0) = d0/2r. Through- 
out this section, 0 < p < 00. 
THEOREM 4.1. Suppose that R is the range of a function F analytic and 
univalent in D with F(0) = b. Then 
~~~~(27 + 1 b I”)“‘” d II F llj$ < &%(27 + I b I”)“‘“. (4.1) 
In particular, 
T~/~EL*-FEH~. (4.2) 
By the Riemann mapping theorem, the region R is the range F(D) of such a 
function F if R is simply connected and has a nondegenerate boundary in the 
extended complex plane. 
In (4.1), as elsewhere in this section, the choice of the positive real numbers 
cP and C, depends only on p. 
Here is a simple application of Theorem 4.1. Fix 0 < ti < VT and let R be the 
set of all complex numbers reie satisfying r > 0 and / 0 j < CL. Then R and 
F(z) = [(l + x)/(1 - z)]*“/” satisfy the conditions of Theorem 4.1 with b = 1. 
From the easy observation 
FEH”- 
s 
d” j  1 - ,it’ I--%Pdn &I < ~0 
and (4.2), we obtain 
which agrees with (3.8). Note that Brownian motion starting at b = 1 does not 
take much longer to hit (-co, 01, the complement of the region corresponding 
to 01 = rr, than it does to hit the larger parabolically shaped complement of the 
range of (1 - z)-~, z E D. In both cases, Gj2 ELP for p < 4 and P/z #LP for 
p > i. 
In general, if R is simply connected and has a nondegenerate boundary, then 
+I2 ELP for p < 4. This follows from Theorem 4.1 and the fact (for example, 
see [12, p. 501) that a function F analytic and univalent in D belongs to HP for 
p < Q. This also follows from the above application with the use of (4.4), 
below, relating the exit time 7 of R with the exit time 7S of the region R, obtained 
from R by circular symmetrization. 
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Symmetrizatim. Let R be any region of the complex plane containing the 
origin. Then R, is also a region containing the origin with the following proper- 
ties.Ifr>Oand{lx( =r}CR,then{lz\ =r}CR,.Ifr>Oand{lz] =Y}$!R, 
then 
R, n {I z 1 = Y} = {YP: I 0 I < a} 
where OL is chosen so that R, n {I z 1 = Y} and R n {I z 1 = Y} have the same 
circular Lebesgue measure. Then 
Po(T > 4 < Po(T, z=- 4, x > 0. (4.3) 
This inequality is implicit in the work of Haliste [15] and is generalized in 
recent work of Bore11 [4]. This, of course, implies that 
Ty E LP =k- P EL’. (4.4) 
Another approach to (4.4) can be based on an inequality for harmonic measure 
due to Baemstein [2]. His inequality, suitably translated, is 
Therefore, 
and (4.4) follows from Theorem 2.1. 
Replacing circular symmetrization by spherical symmetrization, we may apply 
the same method in higher dimensions. The n-space analog of (4.5) is an 
immediate consequence of recent results of Baernstein and Taylor [3]. Accord- 
ingly, we may again apply Theorem 2.1 to obtain (4.4) in R”. 
Note that if the symmetrized region R, satisfies R, C R, , where R, is defined 
in Section 3, then ri12 ELP + r:12 ELM z.- r112 EL*. Therefore, by (3.8) and 
(3.11), 
7112 E LP, P < Pm 3 (4.6) 
where we define p,., to be 7r/(2ol) if rz = 2. 
The right-hand side of (4.1) is true in a more general setting. 
THEOREM 4.2. Suppose that F: D + R, with F(0) = b, is analytic and @ 
is as in Theorem 2.1. Then 
sup s 
an~(( F(reie)l) dm@) < ~I$,@([27 + I b I”]““). 
0<2<1 0 
(4.7) 
The choke of c depends only on @. 
In particular, the right-hand side of (4.1) holds without the assumption of 
univalence. The left-hand side of (4.1) also holds more generally. 
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THEOREM 4.3. Suppose that G is analytic in D with G(a) E R for some a E D 
and, fw almost all 8, lim,,, G(reie) exists and belongs to the complement of R. Then 
GEH” z- .ll2 ELP (4.8) 
In fact, if G(0) = b E R, then 
+%(27 + I b I”)“‘” < II Gil;, . (4.9) 
An immediate consequence of Theorems 4.2 and 4.3 is the following result 
for analytic functions. 
THEOREM 4.4. Suppose that F and G are analytic in D with G(a) EF(D) for 
some a E D and, for almost all 0, lim,,, G(reis) exists and belongs to the complement 
of F(D). Then 
GEH” +FEH”. (4.10) 
In fact, ifF(0) = G(O), then 
IIFll,, < ~11 Gil,, . (4.11) 
A special case of (4.10), in which F is univalent, is implicit in the work of 
Hansen [17]. 
Proof. I f  F is constant, (4.10) is trivially true and (4.11) follows from the 
subharmonicity of 1 G(z)lp. I f  F is nonconstant, let R denote the region F(D) 
and 7 the first exit time of R. By (4.8) 
Now, keeping (3.13) in mind, apply Theorem 4.2 to obtain 
r112 E Lp 3 FE Hp. 
Therefore, (4.10) holds and, if F(0) = G(O), so does (4.11). 
The relation between F and G in Theorem 4.4 is a kind of subordination of F 
to G. Simple examples show, however, that it neither implies nor is implied by 
the subordination of F to G in the classical sense (for which definition, see [12, 
p. lo]). But there is some similarity between the two notions and this similarity 
suggests the question: In (4.11), is the optimal choice of the constant cg = 1 ? 
Recently, Baernstein has shown that, indeed, this is the case; we give his proof 
below. 
A result of Helson and Sarason [19] and of Newman and Neuwirth [23] 
implies that there is no function GE Hli2 with G(0) = 1 such that, for almost 
all 0, lim,,, G(reie) exists and belongs to (-co, 01. This easily follows from 
Theorem 4.4: Compare any such function with F(z) = (1 + z)“/(l - z)~ I$ H1/2. 
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Note that (-co,01 is the complement of F(D) relative to C. Therefore, by 
(4.10), G 4 F/s, which is a contradiction. But a more general result is true by 
the same argument: There is no function G E Hl12 with G(0) = 1 such that, 
for almost all 8, lim,,, G(re@) exists and belongs to the parabolically shaped 
complement of the range of F(z) = (1 - z)-~. 
Proof of Theorem 4.1. Although this is an immediate consequence of 
Theorems 4.2 and 4.3, we give a direct proof using Theorem 3.1 and the fact 
(for example, see [12, p. 281) that F E HP if and only if 1 F(z)lp has a harmonic 
majorant in D. If such a majorant exists, there is a smallest such majorant o 
(the Poisson integral of 1 F(eie)JP) and w(0) = I/F II& . 
To prove the left-hand side of (4.1), we may suppose that FE Hp. Then v 
exists and the function u = w(F-I), where F-l is the inverse of F, is a harmonic 
majorant of / w (P in R: 
1 w ]p = / F(F-l(w))je < w(F-l(w)) = u(w). 
Therefore, by Theorem 3.1, 
c&427 + I b I”)“‘” < u(b) = u(F(0)) = o(O) = I(F I\$. 
To prove the right-hand side of (4.1), we may suppose that 71i2 ELP. Then 
by Remark 3.1, the least harmonic majorant I( of / w ( p in R exists. As a conse- 
quence, 1 F(z)lp has the harmonic majorant u(F) in D: 1 F(z)(P < u(F(z)). 
Therefore, the least harmonic majorant w of I F(z)lp in D exists and satisfies 
w < u(F). Accordingly, by Theorem 3.1, 
11 F II;9 = w(0) < u(F(0)) = u(b) < C&,(27 + 1 b I”)“‘“. 
Proof of Theorem 4.2. We may assume that F is not constant. Then, by 
Levy’s observation of the conformal invariance of Brownian motion (see [21, 
p. 1091). there exist two complex Brownian motions 2 and W defined on the same 
probability space, 2 starting at 0 and W starting at b = F(O), such that 
where p = inf(s: I Z, / = l} and 
BW = Ls I W212 dt, Ofs<p. 
With probability 1, /l is a strictly increasing continuous function on [0, ~1. 
Let Y = ,3(p) and 
a = inf{t > 0: W, + R}. 
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Then r and u have the same distribution. Also, with probability 1, v  < CT: Let 
t = /3(s); then 
t<v-s<p*F(Z,)ER* W,ER. 
Now let 0 < Y < 1 and pr = inf{s: 1 Z,I = r}. The random variable Z+ is 
uniformly distributed on the circle 1 a 1 = r. Therefore, 
I 
‘= @(I F(reie)l) &n(d) = E@(j F(ZJ) 
0 
G -Wo;:;u I F(ZJ I ) 
. 
= m=& I wt I) 
\ 
< E@(w*,). 
By Theorem 2.1, 
E@( w*,> < cE@([2a + 1 b 12-p). (4.12) 
Since 0 and r have the same distribution, the right-hand side of (4.12) is equal 
to the right-hand side of (4.7). This completes the proof of the theorem. 
Note that here it is not necessary to assume that @(I w I) is subharmonic. 
Proof of Theorem 4.3. Fix a E D satisfying G(a) E R and set b = G(a). We 
shall prove that 
c&,(27 + ) b I”)“‘” < ((1 + I a I)/(1 - I a I>) II G II$ , (4.13) 
which implies (4.8) and (4.9). To prove (4.13), we suppose that G E HP. Define v, 
a map from D onto D, by 
y(z) = (a - z)/(l - az) 
and F: D + C by F(z) = G(v(z)). Then F(0) = b and, if 71 is the least harmonic 
majorant of I G(z)19 in D, then j F(z)jp is majorized by the harmonic function 
~(v(z)) in D so, by Harnack’s inequality, 
1 +tai llFIl~,~~(~(O))=~(a)~ l-,a, 4N=~w,a, ’ +a 11 G I/$ . (4.14) 
Using our assumption about the radial limits of G and the fact that HP functions 
have nontangential limits, we can conclude that, for almost all 8, the non- 
tangential limit of F at eie exists and belongs to the complement of R. But non- 
tangential limits imply Brownian limits [ll]. Therefore, using the notation of 
the previous proof, we see that, with probability 1, the limits 
limF(Z,) = ljm W, 
S’W + 
s<u t<v 
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exist and belong to the complement of R. Accordingly, u < v  so here, by 
Theorem 2.1, 
Since 1 F IPP is a bounded subharmonic function on (1 2 1 < r}, 0 < Y < 1, the 
process {I F(Zw,,)Ip/2, 0 < s < co} is a uniformly bounded submartingale with 
limit I F(Z,J Pp. By Doob’s L2-maximal inequality, 
< 4 sup E IF(Z,,)l” 
o<r<1 
= 4 II F I& . 
In view of (4.14), this completes the proof of (4.13), hence, of Theorem 4.3. 
As we have noted above, Theorem 4.4 is an immediate consequence of 
Theorems 4.2 and 4.3. We now present Baernstein’s recent proof that cp = 1 
in (4.11). 
Let F and G be related as in Theorem 4.4 with F(0) = G(0). To show that 
II~II,~ < II G lI,,n , (4.15) 
we may assume that F is nonconstant and G E HP. Let R be the region F(D). 
Then, as we show below, there is a harmonic major-ant u of I w 1~ in R such that 
@W)) G II G ll;v - (4.16) 
The inequality (4.15) is an immediate consequence since, for all 0 < r < 1, 
lo2ff ( F(re@)lp dm(e) < i2ff u(F(re’@)) &n(d) 
= #(F(O)) = u(G(0)). 
To prove (4.16), let G(0) E RI C R, C **a be a sequence of bounded regions 
with union R such that the closure of Rj is contained in Rj+, . Also, let aRj be 
smooth enough so there exists a function uj harmonic in R, , continuous on 
RjuaRj,andwithu,(w)=(~IP,wEaR~.SuchachoiceofR,CR~C...is 
always possible. Extend Uj to all of C by setting U,(W) = 1 w IP for w 4 Rj . Then 
Uj is continuous and subharmonic in C. Fixj and let A, be the set of all 8 E [0,27r) 
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such that G(reis) $ Rj and let B, be the complement of A, relative to [0,2~). 
The condition on G implies that m(B,) + 0 as Y  + 1. Therefore, since 
uj(G(reiS)) = j G(r.@)jp for 0 E A, , we have 
~j(G(0)) < $” uj(G(Yd”)) h(O) 
Letting Y  -+ 1, we obtain 
uj(G(O>) G /I GIli, . (4.17) 
Now define u on R by U(W) = limjam Z+(W). The limit exists and majorizes 
1 w 1~ since 1 w 1 p < ui(w) < up(w) < .... By (4.17) and Harnack’s theorem, 
u is harmonic in R and satisfies (4.16). 
The same proof also gives the following: If  @ is a nonnegative continuous 
function on [0, co) such that @(I w 1) is subharmonic in C or, equivalently, such 
that @(et) is convex in t for t E R, then 
sup s’” @( 1 F(re@)l) d0 < sup law @( 1 G(reiS)I) de. 
o<r<1 0 o<r<1 0 
(4.18) 
Another proof of (4.15) and (4. IS) can be constructed using covering maps as 
Hansen has recently discovered. 
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