We observe that a probability distribution supported by N, induces a representation of real numbers in [0, 1) with digits in N. We first study the Hausdorff dimension of sets with prescribed digits with respect to these representations. Than we determine the prevalent frequency of digits and the Hausdorff dimension of sets with prescribed frequencies of digits. As examples we consider the geometric distribution, the Poisson distribution and the zeta distribution.
The Representations
Let p = (p i ) i∈N be a probability distribution supported by N, this means p i ∈ (0, 1) for all i ∈ N and p n 1 · · · p n j p n j+1 .
The limit in this expressions existence since the maps T n are contractions, moreover it is easy to see that: Proof. If n 1 < n 2 we have p n 1 +p n 1 ≤ p n 2 and hence
It follows that π p is injective. Moreover
This proves that π p is continuous with respect to d. to the probability distribution p. The entry of this sequence are the digits of x with respect to the representation, given by p.
Let us look at three examples. For the geometric distribution on N, given by p i = (1 − p)p i−1 with p ∈ (0, 1), we obtain
For the Poisson distribution on N given by
For the zeta distribution, given by p i = i −s /ζ(s) on N with s > 1, we find
As far as we know these representations of real numbers were not considered jet.
Prescribed digits
Let D ⊆ N a set of digits. We are intrusted in the set π p (D N ) of real numbers, which have only digits in D in their representation with respect to a probability distribution p on N.
It turns out that these sets have Lebesgue measure zero if D = N. Thus we study the Hausdorff dimension of these sets. Let us recall that the d-dimensional Hausdorff measure of a set B ⊆ R is given by
and the Hausdorff dimension of B is
We recommend [1] or [8] as an introduction to dimension theory. Using the notion of Hausdorff dimension, we obtain:
Proof. We have
This means that π p (D N ) is the attractor of the linear iterated function system {T i | i ∈ A} on [0, 1), see [3] for finite sets D and [2] for infinite sets. The system fullfills the strong open set condition
If A is finite, the result directly follows from the classical work of Moran [6] . If A is infinite it follows from theory of infinite iterated function systems see theorem 3.11 of [2] or [7] for a more general approach.
As a corollary, we obtain an analogon of Jarnik's [4] classical result on continued fractions. Proof. Since Hausdorff dimension is countable stable
In the following we consider D = {1, . . . , n} and Π p (n) = π p ({1, . . . , n} N ). If p is the geometric distribution with p ∈ (0, 1), we obtain dim H Π p (n) = d, where d is the solution of
We list the first digits of d for some n and p in the following table: n/p 0. (
hence the dimension attains all values in (0, 1) for p ∈ (0, 1) by continuity. Now let p be the Poisson distribution with λ > 0. We have dim H Π p (n) = d, where d is the solution of
We again list the first digits of d for some n and λ in a table:
n/λ 0.25 0. 
Frequency of digits
Let f p (x, n) be the frequency of the digit n ∈ N in the representation of x ∈ [0, 1), given by a probability distribution p, this means
if the limit exists. As expected we have Theorem 3.1 Let p be a probability distribution supported by N. For almost all x ∈ [0, 1) and all n ∈ N we habe f p (x, n) = p n .
Proof. Let σ : [0, 1) → [0, 1) be the piecewise linear expanding map, given by T −1 n on T n ([0, 1)) for n ∈ N. The measure p on N induces a Bernoulli measure b on N N . It is well known (and easy to prove) that this measure is ergodic with respect to the shift map s(n k ) = n k+1 on N N . We refer here to [5] or [9] for introduction to ergodic theory. The 
for almost all x ∈ [0, 1) with respect to ℓ. We have χ n (σ j (x)) = 1 if and only if
This theorem has the following immediate corollary, which reminds us on the classical theory of continued fractions:
Corollary 3.1 For almost all x the representation of x with respect to p is unbounded.
Now we consider subset of [0, 1) with prescribed frequencies of digits with respect to a representation given by p. Let q = (q i ) i∈N be a probability distribution on N, not necessary supported by N, this means q i ∈ [0, 1]. We define sets with frequencies of digits given by q in the following way
Recall that the entropy of q is
provided that the limit exists. Here we set q i log(q i ) = 0 if q i = 0. See [9] or [5] for an introduction to entropy theory. Moreover let
provided that the limit exists. This is the expectation of the information content of p with respect to p. With these notations we have Theorem 3.2 For all probability distributions p and q on N, where the first distribution is supported by N, we have
provided that H(q) and E(I p (q)) exists.
Proof. Let b be the Bernoulli measure, given by q on N N . Project this measure to [0, 1),
p . Note that by the law of large numbers we have µ(F (p, q)) = 1. 6
For x ∈ F (p, q) let I n 1 n 2 ...n k (x) be the interval of the form
provided that H(q) and E(I p (q)) exist. This implies that for all x ∈ F (p, q) As an example we consider the set of numbers F (p, q), which have equidistribution digits from {1, . . . , n} in their representation, given by p. In this case q is given by q i = 1/n for i = 1, . . . , n. Hence H(q) = log(n) and dim H F (p, q) = −n log(n)/ log(p 1 · · · p n )).
For the geometric distribution p, this gives dim H F (p, q) = log(n)/((1 − n) log(p) − log(1 − p), where p ∈ (0, 1). For the Poisson distribution p with λ > 1 we have dim H F (p, q) = log(n)/(λ − (n − 1) log(λ)/2 +
(n − i) log(i)) and for the zeta distribution p with s > 1 we obtain dim H F (p, q) = log(n)/(log(ζ(s)) + s n i=1 log(i)/n).
