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Evolutionary rates vary vastly across intraspecific genes and the de-
terminants of these rates is of central concern to the field of comparative
genomics. Tradition has held that preservation of protein function conserved
the sequence, however mounting evidence implicates the biophysical proper-
ties of proteins themselves as the elements that constrain sequence evolution.
Of these properties, the exposure of a residue to solvent is the most preva-
lent determinant of its evolutionary rate due to pressures to maintain proper
synthesis and folding of the structure. In this work, we have developed a
model that considers the microenvironment of a residue in the estimation of
its evolutionary rate. By working within the structural context of a protein’s
residues, we show that our model is better able to capture the overall evo-
lutionary trends affecting conservation of both the coding sequences and the
protein structures from a genomic level down to individual genes.
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Chapter 1
Introduction
1.1 The Evolution of Coding Sequences
The field of molecular evolution examines how both genes and genomes
change over evolutionary time. Since the advent of fully sequenced genomes
and solved protein structures, researchers have found through comparative
analysis that some genetic sequences vary vastly from one another while oth-
ers have almost no determinate differences. Even in cases where compared
protein-coding sequences (genotypes) are nearly unrecognizable as related, the
resulting protein structures that they encode (phenotypes) are still essentially
the same. The challenge, then, has been to elucidate the mechanisms that
underly this sequence variation.
Related genes have diverged from some common ancestor over evolu-
tionary time and the average number of mutations that have occurred across
the gene during this time is the definition of evolutionary rate. Per-gene evo-
lutionary rates vary dramatically even within a single species and this rate
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variation is a trait that is universal to all species. Much work has already
been done to elucidate the factors that underly such evolutionary rate vari-
ations across whole genes. In terms of protein evolution, the metric that is
used is to assess the rate of change is sequence conservation with highly con-
served sequences being preserved though natural selection. Selection acting
among coding sequences has been found to occur at the nucleotide and amino-
acid levels, as well as during the synthesis of the nascent polypeptide during
translation and has been used to explain the rate variation among genes.
However, proteins themselves are not static entities and it is unrealistic
to assume that each site in a protein is equally mutable. Sites in the protein
that are strongly conserved experience less amino-acid changes, while sites
that are less conserved will accumulate amino-acid substitutions more rapidly.
While most protein sites evolve under purifying selection and are thus strongly
conserved, a small fraction of these sites are able to acquire substitutions
without detriment. Regions and sites in a protein are under different selective
pressures and the biophysical properties of a protein’s residues themselves have
been implicated in the selective pressures constraining coding sequences. In
this work, we investigate how the rate of coding sequence evolution among
sites is driven by both structural and mutational level processes.
1.1.1 Rate Variation Among Genes
While the coding sequences of proteins determine their three-dimensional
structures, the pressure to maintain proper folding and function causes the pro-
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tein structures themselves to be better conserved than their sequences [6, 17].
Even with distantly related homologous proteins, the structures remain very
similar and function is preserved even though the diverged sequences may
appear quite different. The classic view of protein evolution suggests that a
protein’s function should predict its evolutionary rate; however, protein func-
tion is a poor predictor overall and should only be considered on a case-by-case
basis [90].
Although the protein structure itself heavily constrains the coding se-
quence, selection also occurs during the synthesis of the nascent protein struc-
ture. In nearly every organism where data is available, expression level has
repeatedly been found to be a dominant predictor of evolutionary rate [32, 64,
67]. Highly expressed genes, measured by mRNA abundance, evolve at a rate
that is much slower than their lowly expressed counterparts. A high expres-
sion level increases the fitness costs related to protein synthesis, misfolding,
aggregation, and non-specific interactions [129, 117] due to the fitness require-
ments of large volume synthesis of highly expressed proteins. With all other
factors equivalent, a mutation in a highly expressed gene has a large fitness
cost simply due the number of copies of the protein, as mutations that lead to
misfolding, aggregation, and toxicity will be far more damaging to a cell than
with low level protein synthesis.
While it is tempting to implicate protein structure and function in con-
straining the evolutionary rates of highly expressed genes, the rate differences
have been found to occur between highly and lowly expressed paralogous genes,
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which share both of these features [30]. Instead, the reduced evolutionary rate
of highly expressed genes is hypothesized to occur due to selection against pro-
tein misfolding at the translational level. The mistranslation-induced protein-
misfolding hypothesis puts forth the notion that the majority of selection pres-
sure acting on coding sequences arises during translation to avoid the toxic
effects of mistranslated and misfolded proteins [32].
Selection against misfolding during translation requires translational
accuracy, robustness, and reliability, therefore slowing the rate of substitution.
Coding sequences must be translated with a lower error rate (accuracy) as
well as code for proteins that are more tolerant of errors (robustness) though
increased thermodynamic stability [32, 30, 115]. Furthermore, selection seems
to act toward sequences with reliable folding kinetics that reduce the risk of
error-free sequences becoming misfolded [32, 33]. Therefore, mutations that
affect the creation of the newly-forming protein during translation will have
an effect on the rate at which the coding sequence evolves.
1.1.2 Rate Variation Among Sites within Genes
The classic view of protein evolution was that amino acid sequence was
primarily constrained by the maintenance of protein function; more recently,
however, the biophysical properties of the residues themselves have been shown
to be a greater determinant of selective constraint. Factors such as interactions
between residues within the protein architecture and the accessibility of these
residues to their microenvironment play a much greater role in determining
4
sequence conservation.
One determinant of amino acid substitution rate is the accessibility
of a residue within the protein to the surrounding solvent. Buried residues
are less mutable than their solvent exposed counterparts [81, 41, 74], with
residues in the core of the protein evolving at a rate almost half that of those
on the surface [39]. The relative solvent accessibility (RSA) of a residue is
defined as the degree of surface area of a residue that can be traced by a
solvent molecule and is continuous metric ranging from 0 (completely buried)
to 1 (completely exposed) (Figure 1.1). A recent analysis by Franzosa and
Xia [39] demonstrated that the evolutionary rate of protein residues scale in a
near perfect linear fashion with their relative solvent accessibility (RSA). The
effects of residue burial on the rate of evolution is independent of both residue
hydrophobicity and secondary structure of a site [41, 39]. Thus, a mutation in
the core of the protein is much less likely to go to fixation as one on its surface
(Figure 1.2).
As surface residues are more mutable than those that are buried in the
core of the protein, it is reasonable to expect proteins with a larger propor-
tion of solvent exposed residues to evolve more rapidly in general. However,
the proportion of buried sites in a protein has a positive correlation with its
evolutionary rate and core size explains up to a tenth of this rate variation
[39, 10, 131]. The explanation for this paradox is that proteins with a large core
size benefit from increased overall stability of the structure, thereby alleviating
mutational constraints on their surface residues [39, 10]. The increased site
5
Buried Exposed
Figure 1.1: The relative solvent accssibility of a residue. The relative
solvent accessibliity (RSA) of a residue is a continuous metric defined as the degree
of surface area that is accessible to the solvent, normalized by the maximum area
observed across all residues of that type. Here, the RSA of buried residues (red)
and surface residues (blue) have been mapped onto the three-dimensional structure
of cystathionine gamma-lyase from the yeast S. cerevisiae.
variation on the surface of large core proteins is sufficient to account for their
increased evolutionary rate over the more thermodynamically fragile small core
proteins. However, regardless of the benefits of thermodynamic stability due
to a large core, the core residues of both large and small core proteins remain
equally conserved [39].
Most proteins function through interactions with other proteins, either
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through obligate interactions (where the protein is part of a larger complex
of proteins) or through transient interactions (where the protein briefly docks
to another to perform a task, i.e. signal transduction). For these protein
interactions to be successful, the residues that participate in the interface need
to be selected to work in concert. It follows, then, that residues that participate
in protein-protein interactions are conserved more strongly than those that do
not participate in an interface [107, 73, 57, 35]. Both the fraction of residues
involved in an interface [57] as well as selection against nonspecific protein-
protein interactions affect the evolutionary rate interface residues[26, 129],
with obligate interfaces constraining amino acid sequence more than transient
interfaces [73]. While participation in an interface reduces solvent accessibility
when two proteins are docked, Franzosa and Xia [39] showed that participation
in an interface introduces an additional selective pressure beyond a reduction in
RSA. Protein-protein interactions, therefore, impose an associated structural
constraint that is similar to yet independent of RSA.
While protein evolution has traditionally been thought to occur at the
amino acid level, the same selective pressures play out at the nucleotide level
with synonymous mutations. Frequently considered to be “silent”, selection on
synonymous sites occurs through the ribosomal machinery and mRNA working
in concert to produce a polypetide. Selection at the nucleotide level affects
codon bias, which in turn regulates both translational speed and accuracy.
Translational speed is tightly linked to tRNA abundance, as highly
abundant tRNA molecules are readily available to the ribosome during trans-
7
Mutation
Fixation Elimination
Figure 1.2: Effects of degree of burial on fixation. Here, a cartoon diagram
describes the results of two mutations types of mutations. Two similar resides,
shown as a white triangle, with one in the core of the gray protein and one on
the surface. When an amino acid substitution is made (shown as a red square)
in the core of the protein, the change disrupts the stability of the protein, causing
misfolding and elimination (right). The substitution for a surface residue causes no
such disruption, leading to fixation of the residue (left).
lation and therefore translated faster. Synonymous mutations that change
the codon to a rare tRNA molecule could cause the ribosomal machinery to
sputter and stall [60, 128], which then interferes with the folding kinetics of
the newly forming protein. Codon choice is therefore necessary to regulate
ribosomal translation speed though a supply and demand balance of tRNAs
to allow for proper folding of the protein [83, 60, 128, 20, 58].
The choice of codon can also affect translational accuracy as different
codons are known to have varying rates of error [63]. More accurate codons
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have a selective advantage over those with a higher error rate as they provide
greater assurance of translational accuracy; however, a trade-off between ac-
curacy and adaptation is highly dependent on the residue in question. For
sensitive residues, such as those located in the core of a protein, translational
accuracy is necessary to prevent errors in protein folding and elimination. Less
essential residues, such as those in a loop or disordered region of the protein
that have no specific function would not require such assurance for accurate
translation. Thus, translational accuracy and codon bias is directly linked
to structural selection and an association between optimal codons has been
shown for the rate, function, and solvent accessibility of the residues they
encode [32, 2, 101, 132, 111].
1.2 Modeling Coding Sequence Evolution
1.2.1 Evolutionary Rate
Evolutionary rate is defined as the average number of mutations ac-
cumulated by sites in diverging sequences over evolutionary time. Thus, if
the rate of evolution is constant throughout time, the distance between the
two sequences is a simple linear function of the time since divergence. How-
ever, such a simplistic function is applicable only to closely related sequences
and will underestimate the amount of incorporated changes between the se-
quences as the distance between them increases. A variable site could have
occurred through a single substitution or multiple substitutions. Sites that
9
appear to be similar could have arisen though independent yet parallel events,
converged after multiple substitutions, or changed to the original state through
back substitutions. In consequence, many of these changes may be obscured
as site substitutions occur throughout evolutionary time.
To accurately depict the underlying substitution process between se-
quences, it becomes necessary to model the changes from one evolutionary
unit to another using a probabilistic paradigm. What defines an evolutionary
unit? Such analyses can take place at three different levels: at the DNA level
using nucleotides, from a protein perspective using amino acids, or a combi-
nation of the two by using the triplets of coding sequences. While nucleotide
based methods are the most common, they ignore the heterogeneous patterns
inherent to the genetic code and are therefore unsuited to the analysis of cod-
ing sequences [95, 12]. Conversely, amino acid models omit the finer details
that are revealed by the coding triplet. Although they contain no physico-
chemical information about the amino acids they encode, codon models have
been shown to provide dramatically improved estimates over their amino acid
counterparts for coding sequences [94].
The inherent power of codon models lies in their ability to differenti-
ate mutations occurring at the nucleotide level (synonymous changes) versus
those that affect the amino acid sequence (nonsynonymous changes). Due to
the degeneracy of the genetic code, most mutations will be synonymous, or
“silent”, having no effect on the three dimensional structure of the protein.
Fewer mutations are nonsynonymous and express the expected change in phe-
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tNonsynonymous
transition
Ortholog 1:
Ortholog 2:
Ancestral Ortholog
Ortholog 1 Ortholog 2
Nonsynonymous
transversion
Synonymous
transition
Synonymous
transversion
...GATATTCATCCTTTC---GACATGTCGCCA...
...GATGTTCATCCGTTC---GACATGACGCCG...
... D  I  H  P  F --- D  M  S  P ...
... D  V  H  P  F --- D  M  T  P ...
Figure 1.3: The divergence of two orthologous sequences over evolution-
ary time. Evolutionary rate is defined as the average number of site substitutions
between sequences since divergence over time, t. Two types of coding sequence
mutations can be acquired during divergence, namely synonymous mutations (a
change in the coding sequence only) and nonysnoymous mutations (resulting in an
amino acid substitution downstream). The rates of nonsynonymous and synony-
mous change are derived from the alignments of orthologous sequences. Mutations
can also be classified as either transitions (A 
 G or C 
 T) or transversions
(purine 
 pyrimidine). Here, the types of substitutions are labeled on a pairwise
sequence alignment of two orthologs.
notype from divergence. Figure 1.3 demonstrates these two types of changes
that can occur between pairwise sets of codons. Such a distinction allows for
the comparison of phenotypic changes to the background genotypic ticking
of the evolutionary machinery through the use of the ratio between nonsyn-
onymous (dN) and synonymous (dS) substitution rates, which indicates the
selective pressures acting on the amino acid sequence [59, 53].
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ω = dN / dS
Purifying Selection Positive Selection
1
Figure 1.4: The ratio of nonsynonymous and synonymous substitution
rates. The ratio of the nonysnonymous (dN) and synonymous (dS) rates of change
is defined by ω = dN/dS and characterizes the selection acting on the protein
sequence. Synonymous mutations have been conventionally thought to be “silent”,
thus having no effect on the protein structure, and is used here as a normilization
factor. The ratio ω = dN/dS can be interpreted as an indicator of purifying selection
on the structure if it is less than one and positive selection if it is greater than one.
Here, synonymous (blue) and nonsynonymous (red) mutations have been mapped
onto an alignment of cystathionine gamma-lyase from the yeasts S. cerevisiae and
S. paradoxus.
1.2.2 Codon Models
In a codon model, the unit of evolution is the codon triplet rather than
a single nucleotide or amino acid. The substitution of one codon for another
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in a protein coding sequence is described by a random process which has no
memory, known as a Markov model. In such a process, as the coding sequence
changes through time, t, the probability of change from one codon to another
depends only on the current state of the sequence rather than any past states.
Models of codon substitutions are represented by a 61 x 61 matrix, Q = {Qij},
which defines the instantaneous rate of change from codon i to codon j for
each of the 61 sense codons. Stop codons are omitted from the matrix as
functional proteins are typically intolerant of such nonsense mutations.
Over some time t > 0, the probability of change from codon i to codon
j is given by the transition probability matrix P (t) = {pij(t)} = eQt, which is
solved using the differential equation dP (t)/dt = P (t)Q [21]. The calculation
of the transition probability matrix relates the model to the observed data
in that the substitution process runs through continuous time, t, over a tree
describing the phylogenetic relationships between sequence alignments. At
time t = 0, since no changes to the sequence have occurred, the matrix Q is
equal to the identity matrix I, a case where the diagonals Qii are all equal to
1 and all other elements Qij are 0 —representing no evolution. Conversely,
when t → ∞, the steady state frequencies for pij, or equilibrium, has been
reached.
The GY94 and MG94 Codon Models
The GY94 [42] and the MG94 [77] models were the first two codons
models introduced and both use the distinction between nonsynonymous and
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synonymous changes in their estimates. A simplified version of the GY94
model is defined as
Qij =

0, if more than one change
pij, if synonymous transversion
κpij, if synonymous transition
ωpij, if nonsynonymous transversion
ωκpij, if nonsynonymous transition
(1.1)
where κ is the transition/transversion rate ratio, ω is the nonsynonymous/synonymous
rate ratio, and pij is the equilibrium frequency of codon j. The parameters κ
and pij describe the mutational process occurring at the DNA level, while the
parameter ω describes nonsynonymous selection occurring at the protein level.
By contrast, the MG94 model is defined as
Qij =

0, if more than one change
αpijn , if synonymous substitution
βpijn , if nonsynonymous substitution
(1.2)
where α and β are defined as separate synonymous and nonsynonymous sub-
stitution rates, respectively. The equilibrium frequency pijn refers to the nu-
cleotide n of codon j. The two main differences between the models are (1)
the GY94 model corrects for transition/transversion bias through the use of
the parameter κ and (2) the GY94 model considers rates as proportional to
the frequency of codon j rather than proportional to the frequency of the nu-
cleotide n in codon j. Thus, the MG94 model has fewer parameters and is less
realistic, but is more computationally tractable and more reliable in smaller
samples where estimation of codon frequencies may be inaccurate [5].
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The General Time Reversible Model
The General Time Reversible Model (GTR) is the most comprehensive
nucleotide rate matrix that satisfies the assumption of time reversibility [103].
A nucleotide model describes substitutions acting at the DNA-level rather
than at the intermediary codon triplet and is useful for describing the mutation
process. In contrast to the 61 x 61 matrix that defines the possible sense codon
changes, a nucleotide model is a 4 x 4 matrix that defines changes between
the four different nucleotides. The GTR model is defined as
Q =

∗ αACpiC αAGpiG αATpiT
αACpiA ∗ αCGpiG αCTpiT
αAGpiA αCGdpiC ∗ αGTpiT
αATpiA αCTpiC αGTpiG ∗
 (1.3)
where the diagonals are placed so that the sum of the row is equal to 0. The
GTR model has four nucleotide frequency parameters, pii, that runs over the 4
nucleotides (A, G, C, and T). There are six substitution rate parameters, αij,
that define the rate of change from one nucleotide to another. As the GTR
model has more free parameters than all of the other nucleotide models, it
is able to describe the evolution of sequences more realistically than simpler
models.
1.2.3 Estimation of Parameters
As the parameters for any given model will vary based on the sequence
data, we estimate the values of the parameters for each individual data set
using maximum likelihood (ML). Under ML, parameter estimates are given
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by their likelihood function, L = P (D|P,M), which is the probability of the
observed data D given the values of the parameters P and the codon model
M . Using a set of aligned sequences and a phylogenetic tree for the species
in the alignment, ML will optimize the branch lengths of the tree as well
as the model parameters. The end result is a set of model parameters for
which the likelihood of the aligned sequences evolving at the estimated rates
is at its maximum. The values estimated by ML typically are close to the
average frequencies for the rate parameters in the model. The likelihood score
produced by ML can then be used to evaluate the fit of a particular model to
the actual data.
1.2.4 Hypothesis Testing
Although no model is a perfect reflection of reality, it becomes crucial
to use further inferences to determine which parameter estimates most accu-
rately describe the underlying evolutionary processes. We use two methods
of determining the better fitting model in this work: the likelihood ratio test
(LRT) and the Akaike information criterion (AIC) [1, 14].
The LRT compares nested hypotheses defined by the number of param-
eters in each model. The model with the greater number of parameters (HA)
will always fit at least as well as the “nested” model with fewer parameters
(H0). The differences in likelihoods between the models is given by the log-
likelihood ratio statistic, G = −2 ln(L(θ0|D)/L(θA|D)), where L(θ0|D) and
L(θA|D) are the likelihood scores of the null and alternative models given the
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data D, respectively. The test statistic G is approximated by a χ2 probability
distribution with degrees of freedom defined by the differences between the
number of free parameters in the models.
When multiple or non-nested models are compared, the AIC of each
model is calculated by AIC = 2k − 2 ln(L), where k is the number of free
parameters in the model and L is the log-likelihood score. Models are ranked
by their AIC with lower scores indicating a better goodness-of-fit of the model
and extra parameters inflicting a score penalty.
1.3 Significance
The evolution of protein coding sequences occurs at both the amino
acid and nucleotide levels within the context of proper protein structure and
folding. While rapid developments have been made in recent years to advance
our understanding of the evolutionary process from a molecular perspective,
there is still no unifying model to explain the importance of different effects
in shaping coding sequences. Describing the effects of the various mechanisms
affecting evolutionary rate is a major challenge in molecular evolution and is
one that requires increasingly realistic models that incorporate protein bio-
chemistry as well as nucleotide level mutational processes. The overarching
hypothesis of this work, then, is that protein evolution is driven by both struc-
tural and mutational level processes.
In the second chapter, we developed a simple model that combines
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protein structure with sequence evolution and apply it across the yeast genome.
We ask whether introducing a structural dependency into an evolutionary
model will provide substantially better rate estimates.
In the third chapter, we define nucleotide level processes in terms of
solvent accessibility and ask whether mutation biases are affected by protein
structure in increasingly diverged genomes.
In the final chapter, we turn our attention toward the evolutionary
mechanisms affecting individual genes. We ask what the contributions and
interactions of these mechanisms are in terms of protein structure.
Our methods present a unified statistical framework for comparing evo-
lutionary rates and effects for different proteins within the context of sol-
vent accessibility. We demonstrate that protein structure is an important tool
for comparative sequence analysis and can improve our understanding of the
molecular processes that drive sequence evolution.
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Chapter 2
Modeling coding-sequence
evolution within the context of
residue solvent accessibility
2.1 Background
Substitution patterns in protein-coding genes are shaped by the 3-
dimensional structure of the expressed proteins. To account for this influ-
ence of structure on sequence evolution, evolutionary biologists increasingly
aim to combine sequence analysis with structural information or to develop
models of sequence evolution that incorporate structural features of the ex-
pressed protein. Some authors calculate amino-acid substitution matrices as
a function of protein structure [81, 61] or correlate sequence variability in
alignments with structural features [74, 29]. Others subdivide proteins into
broad categories by solvent exposure (buried/exposed) or secondary structure
(α-helix, β-sheet, etc.) and then use standard maximum likelihood models of
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sequence evolution to infer evolutionary rates as a function of structural fea-
tures [105, 41, 10, 131, 39]. Some authors employ more complex methods that
allow for non-independence among sites, and use energy functions to model
how substitutions at one site influence substitutions at others [89, 92, 93, 91].
Finally, a few groups have attempted a variety of other approaches to link
sequence variability with protein structure [15, 25, 70, 18].
These various analyses differ in their specific results as well as in the
approaches taken. However, one pattern consistently emerges: Residues in
the core of the proteins are more conserved than on the surface. This finding
agrees with our understanding of protein biochemistry. Substitutions in the
core of a protein are more likely to disrupt fold stability than substitutions on
the surface and the loss of the structural integrity of a protein is frequently
the underlying cause of loss of function [127, 11]. Further, the observed rela-
tionship between residue buriedness and evolutionary conservation seems sur-
prisingly simple. When evolutionary rate is plotted as a function of relative
solvent accessibility, (RSA, a number between 0 and 1 measuring how exposed
a residue is to the solvent surrounding the protein), one finds a near-perfect lin-
ear relationship [39, 88]. Inspired by the observed linear relationship between
evolutionary conservation and RSA, we here take the standard Goldman-Yang
model of coding-sequence evolution (GY94, [42]) and introduce to it a depen-
dency of the model parameters on RSA. We find that the RSA-dependent
GY94 model provides a substantially better fit to yeast sequence data than
the standard, RSA-independent model. We further find that for several model
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parameters, a simple, linear dependency on RSA provides the best fit. In par-
ticular, the ratio of non-synonymous to synonymous evolutionary rates ω is
a linear, increasing function of RSA. Thus, we can characterize protein evo-
lutionary rates by the slope and intercept of the ω-RSA relationship rather
than by just a single ω value. We show that the slope and intercept of the
ω-RSA relationship vary among proteins with different structures or different
expression levels.
2.2 An RSA-dependent Markov model of cod-
ing sequence evolution
Previous works assessing the relationship between evolutionary rate
and RSA subdivided sites into groups with comparable RSA and then cal-
culated evolutionary rates separately for each group [39, 88]. This approach
yields a set of independent evolutionary-rate estimates that can be plotted
against representative RSA values for each group. While this approach has
provided valuable new insight, it is not satisfactory from a methodological
perspective. First, some model parameters (such as parameters describing the
nucleotide-level mutation process, e.g. the transition-transversion bias) could
be conserved among groups, yet they are estimated individually for each group.
Second, a consistent framework for hypothesis testing is lacking. For exam-
ple, in order to test whether evolutionary rates vary linearly with RSA, one
would have to do a regression analysis on the previously estimated rates. In
this regression analysis, sample size corresponds to the number of RSA groups
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rather than to the number of sites in the original data set. Consequently, the
P value resulting from the regression would likely be incorrect.
To resolve these shortcomings, we developed a variant of the GY94
model [42] in which model parameters are functions of RSA. We write the
infinitesimal generator Q = (Qij) of the Markov process describing the substi-
tution process as (for i 6= j)
Qij =

0, if more than one change
pij, if synonymous transversion
κ(r)pij, if synonymous transition
ω(r)pij, if nonsynonymous transversion
κ(r)ω(r)pij, if nonsynonymous transition
(2.1)
where κ is the ratio of transitions to transversions, ω is the ratio of the non-
synonymous to synonymous substitution rates, and r stands for the RSA of a
site. The indices i and j run over all 61 sense codons, and j is the frequency of
codon j. (We do not estimate site-specific codon frequencies). The finite-time
transition matrix is given by
P = exp[t(r)Q], (2.2)
where t corresponds to evolutionary time, in arbitrary units. The parameter
t measures the branch length in the phylogenetic tree; it is broadly related to
the rate of synonymous substitutions. On first glance, it might be surprising
that we allow t to vary with RSA. However, as we will see below, models with
site-dependent t fit the data better than models with a single t across all sites.
The reason for the improved fit is that RSA influences both amino acid level
processes and nucleotide-level processes.
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We implemented this model in the phylogenetic modeling language
HyPhy [84]. One problem we faced is that HyPhy does not allow a continu-
ous co-variable (such as r) in the model matrix. To overcome this technical
problem, we binned RSA values into n bins and represented all RSA values
within bin k by the bin mid-point, which we denote by rk. In this way, we
approximate a single matrix Q(r) that changes continuously with r by a set
of n discrete matrices Qk = Q(rk), with k = 1, . . . , n. HyPhy allows us to
simultaneously fit multiple discrete matrices, and it also allows us to share pa-
rameters among these matrices. In the limit of large n, our discretized model
converges to the model that is continuous in r.
Our model contains three fitted parameters: ω(r), κ(r), and t(r). For
each parameter, we considered three types of RSA dependency. First, a pa-
rameter can be constant, i.e., not actually depend on RSA. In this case, we
have ω(r) = ω0, κ(r) = κ0, or t(r) = t0. Second, a parameter can be a linear
function of RSA. In this case, we have ω(r) = ω0 + ω1r, κ(r) = κ0 + κ1r, or
t(r) = t0 + t1r. (But note that we actually only use n discrete RSA values rk,
because of the binning procedure). Finally, we can allow for separate ω, κ, and
t values in each bin. (We refer to this case as per-bin parameter estimation).
In this case, we fit n distinct ω values, one for each bin (which we refer to
as ωrk), and likewise for κ and t. Figure 2.1 illustrates the various modeling
choices for ω, κ, and t, in various combinations.
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Figure 2.1: Examples of RSA-dependent sequence-evolution models con-
sidered. All models have three parameters, evolutionary-rate ratio ω, branch length
t, and transition-transversion ratio κ. All three parameters can be estimated as an
individual value within each RSA bin (per-bin), as a linear function of RSA (linear),
or as a constant across all RSA values (constant). The examples here are illustrated
for n = 10 RSA bins. (A) All parameters are estimated per-bin. (B) ω is estimated
as a linear function, t is estimated per-bin, and κ is estimated as a constant. (C)
All parameters are estimated as a linear function.
2.3 A linear RSA dependency for all estimated
parameters provides the best model fit
We fitted our model to a data set of yeast sequences with available struc-
tural information. We identified 587 Saccharomyces cerevisiae genes with a
known ortholog in Saccharomyces paradoxus and with a representative struc-
ture in the Protein Data Bank (PDB). We calculated RSA for each site as
described in [10]. Unless noted otherwise, we used n = 20 evenly spaced RSA
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bins.
Since we considered three different functional forms of RSA dependence
(constant, linear, and per-bin) for each of the three parameters ω, κ, and t, we
had 27 possible models. We fit all these models to our data set and ranked them
by their Akaike Information Criterion (AIC [1, 14]). Results for all models are
shown in Table 2.1. The top-scoring model was one in which ω and t depended
linearly on RSA while κ was estimated per-bin. The differences in AIC were
quite substantial among models, and the top-scoring model was clearly better
than the next best model (in which all parameters were estimated as linear
functions).
In general, we found that all parameters varied significantly with RSA.
The top eight models did not contain a single model in which even one pa-
rameter was constant over RSA. This result shows that it is not sufficient to
just make ω a function of RSA, but that the transition-transversion bias κ
and branch length t also depend on RSA. Among the models with constant
parameters, models with constant t ranked the highest. Models with constant
ω consistently ranked the lowest. This result highlights the strong dependency
of amino-acid substitution patterns on RSA.
Whenever the transition-transversion bias κ was allowed to vary with
RSA, either linearly or per-bin, we found that it generally had a negative
slope (decreased with increasing RSA). The branch length t tended to have a
positive slope (increased with increasing RSA), unless κ was made constant,
in which case t assumed a negative slope (Table 2.1).
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Figure 2.2 shows ω as a function of RSA as estimated for the overall
best model (with linear ω and t and per-bin κ). We see that the estimates
from both models are highly consistent with each other, and that the per-bin
estimates strongly support a linear relationship between ω and RSA. To assess
the effect of the binning procedure on model estimation, we re-fitted the fully
linear model (with linear ω, κ, and t) using different numbers of bins, from
n = 4 to n = 20. Parameter estimates were nearly independent of n and varied
smoothly in n (Table 2.2). We obtained similar results when we used a model
with linear ω and t and per-bin κ.
Surprisingly, the log-likelihood did not vary smoothly in n (Table 2.2).
For example, we observed the overall best likelihood score for n = 11, while
n = 10 had a comparatively poor likelihood score. We believe that alias-
ing issues caused the discontinuity in likelihood scores. A sites RSA can be
high or low relative to the range of RSA values within a bin. After a small
change in the number of bins (for example, from n = 10 to n = 11), some
sites that previously had a relatively low RSA for their bin will now have a
relatively high RSA or vice versa. If those sites are particularly variable or
particularly conserved, the change in their location relative to the bin center
can substantially affect the quality of the model fit. For this reason, we do not
think that it is reasonable to select the number of bins based on the likelihood
score of the model. Instead, we opted for using a relatively large bin number
(n = 20), which more accurately approximates a smooth dependency of model
parameters on RSA.
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Table 2.1: Fitted models, in order of ascending AIC
ω t κ lnL df AIC t slope κ slope
linear linear per-bin -839713.86 24 1679476 + -
linear linear linear -839736.74 6 1679485 + -
per-bin linear per-bin -839701.37 42 1679487 + -
per-bin linear linear -839722.37 24 1679493 + -
linear per-bin linear -839723.27 24 1679495 + -
linear per-bin per-bin -839707.75 42 1679499 + -
per-bin per-bin linear -839710.08 42 1679504 + -
per-bin per-bin per-bin -839694.42 60 1679509 + -
linear constant linear -839757.23 5 1679524 0 -
per-bin constant linear -839740.64 23 1679527 0 -
linear constant per-bin -839742.62 23 1679531 0 -
per-bin constant per-bin -839727.25 41 1679537 0 -
linear linear constant -839825.99 5 1679662 - 0
per-bin linear constant -839809.70 23 1679665 - 0
linear per-bin constant -839817.06 23 1679680 - 0
per-bin per-bin constant -839800.41 41 1679683 - 0
linear constant constant -839867.98 4 1679744 0 0
per-bin constant constant -839856.43 22 1679757 0 0
constant linear per-bin -840468.84 23 1680984 + -
constant per-bin per-bin -840459.99 41 1681002 + -
constant per-bin linear -840479.14 23 1681004 + -
constant linear linear -840524.57 5 1681059 + -
constant linear constant -840697.41 4 1681403 + 0
constant per-bin constant -840688.35 22 1681421 + 0
constant constant linear -840738.77 4 1681486 0 -
constant constant constant -840740.37 3 1681487 0 0
constant constant per-bin -840726.86 22 1681498 0 0
2.4 GY94 model provides a better model-fit
than MG94 model
The GY94 model describes evolutionary rates using the two parameters
t and ω. An alternative model, the Muse-Gaut model (MG94 [77]), uses instead
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Table 2.2: Effect of the number of bins on parameter estimates
n ω0 ω1 t0 t1 κ0 κ1 lnL
4 0.1205 0.0106 0.7110 2.4706 -2.5487 5.3465 -839824.56
5 0.1208 0.0116 0.6967 2.4734 .2.5948 5.3547 -817178.82
6 0.1162 0.0135 0.7012 2.4828 -2.5361 5.3136 -839781.41
7 0.1149 0.0143 0.7034 2.4849 -2.5102 5.2976 -839764.54
8 0.1138 0.0148 0.7269 2.4805 -2.5336 5.2996 -839760.69
9 0.1123 0.0154 0.7062 2.4900 -2.4831 5.2759 -835407.29
10 0.1129 0.0156 0.7020 2.4898 -2.5003 5.2811 -839745.29
11 0.1132 0.0159 0.6742 2.4879 -2.4497 5.2669 -797981.33
12 0.1119 0.0161 0.6706 2.5007 -2.4451 5.2571 -837291.42
13 0.1110 0.0162 0.7114 2.4902 -2.4846 5.2703 -836692.33
14 0.1108 0.0164 0.6956 2.5005 -2.4632 5.2532 -837806.63
15 0.1115 0.0164 0.6959 2.4941 -2.4759 5.2653 -839684.07
16 0.1102 0.0167 0.7174 2.4897 -2.4858 5.2666 -839740.91
17 0.1098 0.0169 0.7146 2.4886 -2.4609 5.2562 -835852.76
18 0.1097 0.0170 0.7074 2.4942 -2.4652 5.2548 -839148.15
19 0.1100 0.0169 0.7038 2.4937 -2.4785 5.2627 -839318.45
20 0.1097 0.0171 0.7038 2.4943 -2.4732 5.2592 -839736.74
the parameters α and β. The parameter α in MG94 corresponds to t in GY94
and the parameter β in MG94 corresponds to tω in GY94. If we fit a model
without site variability (all parameters are constant across sites), the MG94
model and the GY94 model are identical. However, when we allow for site
variability, the two models become different. The GY94 model is usually set
up with a constant t and a variable ω [80, 125]. This set-up implicitly assumes
that the synonymous rate is constant across sites whereas the nonsynonymous
rate is variable. The MG94 model, on the other hand, has been used to
explicitly model both nonsynonymous and synonymous site variability [85].
Here, we have allowed both ω and t to vary with RSA, so we have
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Figure 2.2: Evolutionary-rate ratio increases linearly with RSA. The solid
line shows ω = dN/dS versus RSA as estimated by the best mdoel (linear ω, linear
t, and per-bin κ). The dots show the same for the best model with per-bin ω (which
has linear t and per-bin κ). Both models are consistent with each other and strongly
support a linear relationship between ω and RSA.
considered both nonsynonymous and synonymous rate variation. However, in
using the GY94 model, we have assumed that the two quantities that vary
linearly with RSA are the synonymous rate and the ratio of the nonsynony-
mous to synonymous rates. A priori, it is just as reasonable to assume that
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the synonymous rate α and the nonsynonymous rate β are linear functions of
RSA. In this case, the ratio ω = β/α would of course not be linear in RSA.
To assess whether the nonsynonymous rate β or the ratio ω = β/α is
linear in RSA, we fitted a model in which α and β were linear functions of
RSA. (κ was estimated per-bin). The resulting relationship of ω vs. RSA
was similar but not identical to the one observed for linear ω (Figure 2.3).
The log-likelihood score for this model fit was -839720.75, compared to a log-
likelihood score of -839713.86 for the model with linear ω. The two models are
not nested, so we cannot compare them using a likelihood ratio test. However,
they are comparable via AIC, and the model with linear ω was clearly better
(∆AIC = 14).
2.5 Effect of relative solvent accessibility on
synonymous and nonsynonymous substi-
tution rates
The previous subsections have shown that substitution rates at both
synonymous and nonsynonymous sites are affected by RSA, and that the ratio
ω = dN/dS changes linearly with RSA. If ω is linear in RSA and both dN and
dS vary with RSA, then we expect dN and dS individually to not be linear in
RSA.
The quantities dN and dS are not parameters that are estimated in
the model fit. Instead, they are derived quantities that we can calculate once
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Figure 2.3: Comparison of the GY94 and MG94 models. The solid line
shows ω = dN/dS versus RSA, as estimated by the GY94 model. The dashed line
shows the same for the MG94 model. Under the MG94 model, ω shows moderate
curvature. The GY94 model provides a better fit to the data (∆AIC = 14).
the model has been fit to the data. One complication in calculating dN and
dS arises, however: There are multiple definitions of these parameters. For
example, dS is defined as the number of synonymous differences divided by
the number of synonymous sites in the sequence. We obtain the number of
synonymous differences by summing over the elements in the matrix Q [123].
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The number of synonymous sites can be obtained in two different ways. First,
we can simply count the number of sites at which mutations can cause either
a synonymous or a nonsynonymous change. This method of counting gives us
the physical-sites definition of dS [9]. Second, we can weigh each site with the
probability that a synonymous mutation will occur at this site under the fitted
model. This method of counting sites gives us the mutational-opportunity
definition of dS [9]. The same two definitions exist for dN .
The mutational-opportunity and the physical-sites definitions gave nearly
identical results for dN (Figure 2.4A). In both cases, dN showed a strong in-
creasing rend with RSA, with a slight deviation from linearity for higher RSA
values. By contrast, the two definitions gave somewhat different results for
dS. Under the mutational-opportunity definition, dS was decreasing with
RSA, whereas under the physical-site definition it showed no obvious trend
(Figure 2.4B).
2.6 The effect of core size and expression level
on evolutionary rate
In yeast, the primary determinant of evolutionary rate is gene expres-
sion level [30, 31]. A second determinant is protein structure, measured either
by contact density [10] or by core size [39]. Thus, we investigated how the
slope and intercept of the linear function ω = ω0 + ω1r changed with protein
core size (measured by average RSA) and with gene expression level (measured
by mRNA abundance).
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Figure 2.4: Evolutionary rates dN and dS. (A) The nonsynonymous rate,
dN , correlates strongly with RSA under both the mutational-opportunity definition
and the physical-sites definition. (B) The synonymous rate, dS, shows a moderate
negative correlation with RSA under the mutational-opportunity definition and no
slope under the physical-sites definition. The fitted model had linear ω, linear t,
and per-bin κ.
Franzosa and Xia showed that the slope of ω changed with core size
while the intercept remained nearly unchanged. We repeated their analysis by
identifying the 33% largest and smallest cores and fitting a joint evolutionary
model to these proteins. We fitted one line for each κ and t but fitted two
separate lines for ω, one for the large-core proteins (ωlc = ωlc0 + ω
lc
1 r) and
one for the small-core proteins (ωsc = ωsc0 + ω
sc
1 r), as shown in Figure 2.5.
We found that small-core proteins displayed a smaller slope than large-core
proteins (ωsc1 = 0.082 vs. ω
lc
1 = 0.127). This difference in slopes was significant
(likelihood ratio test, P = 6.41 × 10−9). By contrast, the intercepts were
not significantly different (likelihood ratio test, P = 0.136), and we found
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(ωsc0 = ω
lc
0 = 0.018).
The two slopes we found were more similar to each other than the
ones found by Franzosa and Xia [39]. The main difference between our data
set and theirs was that we used more stringent criteria to match sequences
to structures. To verify that we could reproduce the results of Ref. [39], we
relaxed our criteria for alignment length to 70%, thereby increasing our dataset
to 870 sequence-structure pairs. For this larger data set, we found a similar
slope for large-core proteins as found before (ωlc0 = 0.124), but the slope for
small-core proteins was reduced (ωlc0 = 0.058). These slopes were consistent
with the findings of Ref. [39].
We carried out a similar analysis on high-expression and low-expression
genes, fitting a separate line to each group of proteins (ωhe = ωhe0 + ω
he
1 r for
high-expression genes, ωle = ωle0 + ω
le
1 r for low-expression genes). We found
a substantial difference in slope between these two groups of genes (ωhe0 =
0.047 vs. ωle0 = 0.164). The difference was significant (likelihood ratio test,
P = 1.75 × 10−62). We also found a difference in intercept (ωhe1 = 0.011 vs.
ωle1 = 0.023) and this difference was significant as well (likelihood ratio test,
P = 6.05×10−12). Similar results were found when we used codon adaptation
index as a proxy for gene expression level (data not shown).
Finally, we carried out a joint analysis of core size and expression level
by extracting four groups of proteins from our data set: proteins with (1) high
expression level and large core, (2) high expression level and small core, (3)
low expression level and large core, and (4) low expression level and small core.
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Figure 2.6 shows the resulting model fit. Clearly, expression level plays a larger
role in determining evolutionary rate than core size. However, the model with
core-size-dependent slope showed a better fit than a model in which the slope
depended only on expression level (likelihood ratio test, P = 5.33 × 10−4).
Surprisingly, the effect of core size on slope was reversed for high- and low-
expression genes. For high-expression genes, proteins with smaller core size
showed a larger slope in ω than did proteins with smaller core size, consistent
with prior results. by contrast, low-expression proteins with larger core size
showed a smaller slope than did proteins with smaller core size. However, this
unexpected pattern disappeared when we repeated the above analysis on our
expanded data set with 870 sequence-structure pairs. There, the large-core-
size proteins had the larger slope in all cases, consistent with prior results
(data not shown).
2.7 Discussion
We have developed a method that models the evolutionary rate of a
coding sequence within the context of the protein’s 3-dimensional structure.
Our method is a simple extension of the standard GY94 model, modified such
that all parameters are functions of relative solvent accessibility (RSA). We
have found that the evolutionary-rate ratio ω = dN/dS, the branch length t,
and the transition-transversion bias κ all depend on RSA. The overall best
fitting model had a linear relationship of ω and t with RSA, while κ showed
small deviations from strict linearity. In the second-best model, all parameters
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Figure 2.5: Dependency of ω = dN/dS on protein core size and expression
level. (A) Core size affects evolutionary rate on the surface of the protein but not in
the core. (B) Expression level affectes evolutionary rate both on the surface and in
the core. However, it has a bigger effect on the surface of the protein. In both figures,
the solid lines were estimated jointly from the data using a linear dependency of ω
on RSA. Points for indvidual bins are shown for illustration purposes only. They
were estimated using a per-bin model for ω. In the figures above, the dashed black
line represents the genome-wide trend, as shown in Figure 2.2, and is provided as a
reference.
had a linear relationship with RSA.
Our method presents a unified statistical framework for comparing
RSA-dependent model parameters among different groups of proteins. Us-
ing this framework, we have shown that protein core size affects only the slope
of ω as a function of RSA, but not the intercept. The most buried residues
have —on average —the same ω value regardless of protein core size. By
contrast, expression level affects ω for even the most buried residues.
We have found that the variation in ω with RSA is substantial; for the
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Figure 2.6: Joint analysis of the effects of both core size (small or large)
and expression level (high or low) on the relationship between ω = dN/dS
and RSA. Only the fitted lines are shown. Surprisingly, for low-expression genes,
small-core proteins evolve faster than large-core proteins. This relationship is re-
versed in a larger dataset obtained with less-stringent criteria (see text).
most exposed residues, ω was on average 5-10 times larger than it was for the
most buried residues. This observation highlights the importance of incorpo-
rating protein structure into models of coding-sequence evolution. Traditional
models of rate variation [125, 123, 86] cannot distinguish between rate vari-
ation caused by other factors (e.g., positive or negative selection on sites of
functional importance). As an obvious extension to the work presented here,
we can combine the present model with more traditional models of rate vari-
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ation among sites with similar RSA. This work has been presented in Ref.
[72].
Our findings here are broadly consistent with the findings of Franzosa
and Xia [39]. We have confirmed the linear relationship between dN/dS and
RSA in an independently derived data set; we have also confirmed that proteins
with larger core size show a faster increase of dN/dS with increasing RSA than
proteins with smaller core size. Our work goes beyond Franzosa and Xia’s
findings by demonstrating that the evolutionary rate of fully buried residues is
independent of protein core size, that expression level affects evolutionary rate
at all RSA values, and that the GY94 model provides a better fit than the
MG94 model when RSA-dependent evolutionary rates are considered. Our
work also suggests that nucleotide-level processes vary systematically with
protein structure.
In the joint analysis of core size and expression level, we made the un-
expected observation that the effect of core size on the slope of ω is reversed
for genes with low expression level. However, this observation disappeared in
a larger data set obtained under slightly less stringent criteria for matching
sequences to PDB structures. We can offer no good explanation for this ob-
servation. It could be a statistical fluke. The number of genes in each of the
four groups (low expression and small core size, low expression and large core
size, high expression and small core size, high expression and large core size)
is relatively small in this analysis, so a few unusual proteins could skew the
analysis. What exactly is the cause of this unexpected observation may have
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to be clarified in future analyses, either using expanded data sets —as more
structures become available —or using data from different organisms.
Our approach is conceptually related to other recent works attempting
to combine protein structure with sequence evolution [89, 92, 93, 91]. These
works imposed structural constraints on sequence evolution via sophisticated
energy functions describing how protein fold stability changes as amino acids
are replaced. In comparison, our approach is much more simplistic. However,
we believe that this simplicity has substantial benefits. First, our approach
is simple and fast. All the models we have used here can be fit within 1015
minutes on an off-the-shelf laptop. Second, our approach yields results that
can be interpreted easily. Instead of a single ω value per gene, we obtain two
values, an intercept and a slope. The intercept tells us to what extent selection
constrains the most buried residues; the slope tells us by how much selection
relaxes as we move towards more exposed residues. Third, our approach can
be implemented with relative ease in existing modeling frameworks such as
HyPhy [84].
Following Franzosa and Xia [39], we used a model that fit a single rate
ratio ω, regardless of which amino acids were substituted into which other ones.
A recent study has shown that such models can always be improved upon with
amino-acid dependent transition rates, even if amino acids are grouped into
exchangeability categories at random [28]. This finding is not entirely sur-
prising, considering that amino-acid substitution matrices have consistently
been found to depend substantially on the amino-acid identity (e.g. Refs.
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[24, 52, 114]). Therefore, it would be desirable to develop codon-level substi-
tution models that accurately capture this rate variation, without adding too
many additional parameters. Approaches that have been suggested include
automatically grouping amino acids into exchangeability categories [65, 27]
and decomposing amino-acid substitution rates into components correspond-
ing to biophysical properties of amino acids (LCAP model, Ref. [19]). Yet
substitution rates also depend on protein structure [81, 61, 41, 62], and thus
one would want to incorporate structure into these models as well. One study
developed a variant of the LCAP model where parameters were fit separately
to buried and exposed sites and found to be significantly different [18]. Since
we have seen here that substitution rates seem to depend continuously (and
linearly) on RSA, it might be worth it to investigate a variant of the LCAP
model in which rate parameters are linear functions of RSA. Such a model
would have the same number of parameters as the model in Ref. [18], but
would quite possibly provide a better fit to the data. Alternatively, one could
attempt to incorporate an RSA-dependence into models that automatically
group amino acids [65, 27].
We found that in our model, both t and varied with RSA. We believe
that this finding reflects the effect of selection on nucleotide-level processes.
First, equilibrium amino-acid frequencies vary with RSA [88, 87], and this vari-
ation will have some effect on equilibrium codon frequencies. Second, protein
structure also seems to exert a direct selection pressure on synonymous codon
choice [104, 60, 20, 58, 128, 132, 66], most likely through an interaction be-
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tween the translation process and protein folding. A more realistic model could
represent this relationship between protein structure and the nucleotide-level
substitution process more accurately, for example via a structure-dependent
variant of the FMutSel model [124] or by extending models such as the LCAP
model [18, 19] to contain structure-dependent terms for nucleotide-level pro-
cesses.
The challenge in developing any such models will be to make them
realistic yet sufficiently simple so they can be fit to moderately sized data
sets. An alternative, simpler strategy could be to calculate equilibrium codon
frequencies in an RSA-dependent manner. We considered calculating codon
frequencies per bin and found that doing so generally improved AIC scores
but did not eliminate the need for RSA-dependent t or , nor did it alter any
of our other results in a substantive way (not shown).
Our method requires a solved crystal structure to calculate RSA val-
ues. Although the Protein Data Bank (PDB) has been growing rapidly over
the past decade, the number of available structures is still small compared to
the number of available sequences. For example, many of the yeast sequences
we used in our analysis did not have a corresponding structure. For those
sequences, we relied on homologous protein structures solved in related organ-
ism. Homology mapping performs relatively well in predicting relative solvent
accessibility [132] but clearly it is not perfect. Further, certain proteins or
regions of proteins, such as membrane proteins or intrinsically disordered re-
gions, can usually not be crystalized. Thus, our method cannot be applied to
41
such proteins or regions of proteins.
Our method assumes that RSA remains constant throughout evolution.
Yet every amino-acid replacement will cause some distortion in the protein
structure [17], and RSA values at homologous sites will slowly diverge with
increasing sequence divergence [132]. In the future, if either the number of
available PDB structures increases drastically or if atom-level computational
modeling of protein structures becomes sufficiently reliable, we will able to
study how changes in structure correlate with evolutionary rate.
2.8 Methods
2.8.1 Homology mapping and categorization of genes
In order to construct a large data set of sequences with correspond-
ing structures, we obtained open reading frames (ORFs) of the yeast Saccha-
romyces cerevisiae from the Saccharomyces Genome Database [16] and aligned
them with orthologous Saccharomyces paradoxus sequences using MUSCLE
[36]. Each ORF was translated and searched against the Protein Data Bank
(PDB) [7] using the PSI-BLAST algorithm [4] and then paired with the struc-
tural chain with the lowest alignment E-value. To ensure that enough of the
yeast protein was represented in the chain and that the PDB structure was a
reasonable homology model, we only considered pairs with > 80% alignment
length and > 40% sequence identity for analysis. Our final data set had 587 se-
quencestructure pairs. A data set with relaxed criteria used > 70% alignment
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length and > 40% sequence identity. This data set had 870 sequencestructure
pairs.
The percent solvent-accessible surface area (ASA) for each aligned
residue was calculated using DSSP [54]. We obtained relative solvent accessi-
bility (RSA) by normalizing ASA values with the surface areas of an extended
Gly-X-Gly peptide [22].
2.8.2 Calculation of evolutionary rates
The codons from the yeast alignments were binned by the RSA value of
their respective residues, as described [39]. Protein core size was estimated by
the average RSA value over all residues in a protein. We considered a structure
to have a large core if its average RSA ranked within the bottom third of all
average RSA values and to have a small core if ranked within the top third of all
average RSA values [39]. Yeast expression data measured in mRNA abundance
per cell was obtained from [48]. Codon adaptation index (CAI), a measure
of the strength of codon usage bias, was used as an alternative for expression
level, since the latter may be biased by laboratory growth conditions of the
yeast cells [96]. Both expression level and CAI were ranked and divided into
thirds with the top third representing high-expression genes and the bottom
third low-expression genes.
We implemented the model described by Equation 2.1 in the HyPhy
batch language [84]. We estimated codon frequencies (pij) using F3×4 model.
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We calculated synonymous (dS) and nonsynonymous (dN) substitu-
tion rates according to the mutational-opportunity and the physical-sites def-
initions, as described [123, 9].
2.8.3 Statistical analysis
We used the Akaike information criterion (AIC) [1, 14] to rank models
by their quality of fit. For pairwise comparison of nested models, we also
carried out likelihood-ratio tests. All statistical analyses were performed using
the statistics software R [50].
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Chapter 3
Modeling the mutation rates of
coding-sequences under the
constraints of solvent
accessibility
3.1 Background
Substitution mutations occur when one nucleotide is replaced by an-
other and such changes are classified as either transitions (A
G, C
T) or
transversions (A
C, A
T, G
C, G
T). Although mutations are seen to
arise randomly through the DNA replication process, this randomness tends
not apply pragmatically at the molecular level as not all nucleotides are com-
paratively convertible. Since sequenced genomes have become available, transi-
tion mutations have been observed to occur far more frequently than transver-
sion mutations, despite the fact that there are more possible transversions
than transitions [40, 109, 110]. In models of nucleotide substitution, tran-
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sition/transversion bias is defined as the ratio between the overall rate of
transition changes (Ti) to the overall rate of transversion mutations (Tv). The
transition/transversion bias, although more pronounced in animal mitochon-
drial DNA (mtDNA) than in nuclear coding sequences, is a universal property
of DNA evolution [110]. Therefore, in order to understand the divergence of
species and the marks of natural selection, it becomes necessary to understand
and interpret the mutational biases that have arisen between species.
Mutation bias arises primarily through the biochemical structures of the
nucleotide bases and the properties of their chemical bonds in complementary
pairing. While purines must always pair with purines and pyrimidines with
pyrimidines, mutations occur when a disfavored tautomeric form of one of the
four bases is incorporated during DNA replication. Transitions arise through
purine-pyrimidine mispairs while transversions from purine-purine mispairs;
pyrimidine-pyrimidine mispairing does not occur [113, 110, 40]. Since mis-
pairings differ in their free energies of pairing and their abilities to incorporate
into a helical structure, in addition to transversion mutations necessitating a
base rotation for mispairing, transitions are favored over transversions starting
with the DNA structure [106, 99, 40].
If mutation bias is inherent to the process of DNA replication, why
does the transition/transversion rate ratio scale with the relative solvent ac-
cessibility (RSA) of a protein’s residues as seen in Chapter 2? When a substi-
tution mutation occurs in a protein coding region, there is a possibility of this
mutation resulting in an amino acid replacement downstream. Among point
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mutations that occur in the universal genetic code at the third position, only
3% of transition mutations result in a nonsynonymous substitution in compar-
ison to the 41% of transversions that cause amino acid replacements. At the
first and second positions, both transitions and transversions cause nonsynony-
mous changes in nearly all cases; however, transition mutations tend to cause
changes to amino acids with similar chemical properties [108]. Therefore, if
selection for protein stability acts to conserve the chemical composition of a
protein, transitions will be favored over transversions [43, 79]. Since destabi-
lizing mutations in the core of the protein will be more disruptive than those
on the surface, we would expect more transitions to occur in triplets that code
for buried residues.
At high levels of divergence, saturation of transition mutations causes
the appearance of an apparent equal transition to transversion ratio [13, 75,
23]. Table 3.1 shows the overall nucleotide and amino acid sequence divergence
as well as divergence times obtained from the literature for four pairwise align-
ments between model organisms (yeast: ∼5 MYA [56]; fly: ∼10-12 MYA [69];
mouse: ∼20 MYA [120]; worm: ∼80-110 MYA [47]). We believe that the
relationship between κ and solvent accessibility is related to the time since
divergence between the orthologous species in question.
To determine the effects of solvent accessibility on the nucleotide-level
substitution process, we chose to extend our analysis in Chapter 2 by using
a model that introduces structure-dependent terms for nucleotide-level pro-
cesses. Here, we find that the transition/transversion parameter is best mod-
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eled in the transition position in our RSA-dependent model in yeast. Further-
more, we find that estimating codon frequencies individually across the RSA
gradient increases the model performance substantially. Finally, we show that
the nucleotide-level parameters all vary with solvent accessibility in a manner
that is highly dependent on species.
Table 3.1: Overall nucleotide and amino acid sequence divergence
Species Divergence Time Nucleotide Divergence AA Divergence
Yeast ∼ 5 MYA 7.95% 3.03%
Fly ∼ 10-12 MYA 6.54% 3.78%
Mouse ∼ 20 MYA 7.24% 7.29%
Worm ∼ 80-110 MYA 21.16% 11.65%
3.2 An RSA-dependent General Time Reversible
model of coding-sequence evolution
Our work in Chapter 2 resulted in a statistical framework for assessing
the compatibility of RSA-dependent model parameters across different groups
of proteins. Such an approach has shown the linear relationship between RSA
and the two evolutionary rate parameters, protein selection (ω) and branch
length (t), to be directly accessible within the estimates of a codon model.
What is less clear from our prior analysis is how the nucleotide-level processes,
specifically described by the transition-transversion rate ratio κ, vary with
solvent accessibility. While our analysis indicates a dependency between RSA
and κ, it is unclear whether the relationship is one that can be described by
a linear function or if κ has a discrete value for each RSA division (modeled
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per RSA bin). Furthermore, κ is a ratio of the number of transitions to
transversions if modeled for transitions and the reciprocal if modeled at the
transversion position. However, the position of κ at either the transition or
transversion position has been inconsistent between previous methodology and
may affect the outcomes of future analyses [121, 84, 123, 122].
To determine the best way to model the mutation parameter κ, we
developed a variant of the General Time Reversible (GTR) [103] that has
been adapted to work with coding sequences through the addition of GY94
parameters. Under this model, there are 6 free parameters that describe the
instantaneous rate of change between the four types of nucleotides. We chose
this model as it provides the most general description of nucleotide changes
occurring during the mutational process. We use the standard continuous
time Markov chain description of coding sequence evolution. The transition
probability matrix for t > 0 is given by the matrix exponential eQt, where the
rate matrix Q = Qij describes the instantaneous rate of change from codon i
to codon j, for all i 6= j
Qij =

0, if more than one change
θij(r)pij, if synonymous change
ω(r)θij(r)pij, if nonsynonymous change
(3.1)
where ω is the ratio of the nonsynonymous to synonymous substitution rates
and r stands for the RSA of a site. The nucleotide-level mutation parame-
ters (such as the transition-transversion ratio, κ) are described by the matrix
θ, which is a component of our 61 x 61 matrix Q and represents the possible
nucleotide changes in each codon. The matrix θ defines four additional param-
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eters: TiN, which is the ratio of the rate of mutation between purine
purine
verses pyrimidine
pyrimidine; TvN, which is the rate ratio between Watson-
Crick paired nucleotides and unpaired nucleotides; TvP, the rate ratio between
A
T and G
C; and TvU, the rate ratio between A
C or G
T mutations
(refer to Figure 3.1). Equation 3.2 provides an example 4 x 4 matrix, θ, while
Equation 3.3 shows the each parameter in the inverse positions of those in
Equation 3.2.
θ =

∗ TvU κTiN TvNTvP
TvU ∗ TvN κ
κTiN TvN ∗ 1
TvNTvP κ 1 ∗
 (3.2)
θ =

∗ κTvN 1 κ
κTvN ∗ κTvP TiN
1 κTvP ∗ κTvNTvU
κ TiN κTvNTvU ∗
 (3.3)
For each parameter, we consider four types of RSA dependency, r. In
each of these examples, ρ is used as a example parameter for those found in
the model. First, a parameter can be estimated as a constant that does not
actually depend on RSA (ρ(r) = ρ0). Second, a parameter can be estimated
individually with each RSA division, or per-bin, resulting in n discrete RSA
values of rk, where k is the mid-point of the RSA bin. Third, a parameter
can be described by a linear function of RSA (ρ(r) = ρ0 + ρ1r). Finally, we
introduce a quadratic relationship with RSA, such that ρ(r) = ρar
2−ρbr+ρc.
Figure 3.2 provides examples of models with each of these parameter types.
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Figure 3.1: Combinations of base pairs for transitions and transversions.
Mutations can be classified as either transitions (A
G, C
T) or transversions
(purine
pyrimidine). The transition to transversion rate ratio is described by the
parameter κ. Transitions occur between similar bases and there are two possible
transition mutations. Transversions are exchanges of dissimilar nucleotides and the
four possible transitions mutations can be further categorized into the traditional
Watson-Crick paring bases or bases that do not pair in a DNA double helix.
3.3 The transition/transversion parameter, κ,
is best modeled in the transition position
The transition/transversion parameter κ describes the mutational pro-
cess and is modeled at either the transition or transversion position in the
substitution matrix. Typically a κ estimate at one position is the reciprocal
of the other and both positions provide equivalent model fits. However, the
introduction of RSA-dependent parameters removes this reciprocity between
the transition and transversion positions. To determine the best position in
which to model the κ parameter, we fitted our more general model to our data
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Figure 3.2: Examples of RSA-dependent nucleotide-level models con-
sidered. All models have five nucelotide-level parameters (transition-transversion
ratio, κ; transition type ratio, TiN; transversion type ratio, TvN; paired transversion
ratio, TvP and the unpaired transversion ratio, TvU), in addition to the linear para-
maters ω and t. All five parameters can be estimated as an individual value within
each RSA bin (per-bin), as a linear function of RSA, or as a constant across all
RSA values (constant). For TiN, we introduce an additional quadratic relationship
with RSA. The examples here are illustrated for n = 10 RSA bins. (A) The top
scoring model in yeast. κ and TvP are per-bin, TvN and TvN are linear, while TvN is
quadratic. (B) Here, κ is the only linear parameter. TvN and TvP are held constant,
while TiN and TvU vary per-bin. (C) Here, there is no RSA-dependency for TvN. κ
and TvU are constant, while TiN and TvP vary linearly with RSA.
set of 587 yeast sequence-structure pairs from the orthologs of Saccharomyces
cerevisiae and Saccharomyces paradoxus. The RSA for each site in the struc-
ture was calculated as previously described [39] and our n = 20 RSA bins were
spaced evenly as before.
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The parameters in our model corresponding to the RSA-dependent
GY94 model, ω, t, and κ, were all fitted as a linear function of RSA while
the nucleotide GTR parameters (TiN, TvN, TvP, and TvU) were all estimated
per-bin. The κ parameter was placed either in the transition or transversion
position in our model matrix. Each of the four nucleotide parameters was
placed in one of two possible positions: (1) TiN could refer either to a purine
or pyrimidine transition pair. (2) TvN was placed either at the positions be-
tween Watson-Crick paired nucleotides for transversions (referred to as paired)
or between nucleotides that do not pair in the traditional fashion (unpaired).
(3) TvP refers to transversion changes between either A
T or G
C for tradi-
tionally paired bases, while (4) TvU references unpaired transversion mutations
from either A
C or G
T. As a result, there were 32 possible model combi-
nations.
In general, the types of parameter combinations were distributed evenly
over the top 50% scoring models (Table 3.2). However, the best model as
shown by AIC is one that placed the mutation parameter κ in the transition
position of the matrix. Furthermore, κ transition models comprise the major-
ity of the top 25% scoring models, a result that heavily suggest modeling κ as
the ratio of transitions to transversions rather than vice versa. Amongst the
nucleotide parameters, models that place the transition parameter TiN in the
purine position universally score higher than their pyrimidine position coun-
terparts. The transversion parameter TvN provides a better score when placed
between non-Watson-Crick bases in the matrix while the paired transversion
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parameter TvP is more appropriate between G
C changes. The position of
the unpaired transversion parameter TvU had no effect on the model score as
the log-likelihood was equal between models when all other parameters were
the same. In such cases, only a minuscule change in the estimated t and κ
slopes could be detected.
As previously shown in Chapter 2, the transition-transversion bias κ
tended to have a negative slope with RSA. In addition to this, the branch
length t had a positive slope with RSA unless κ was made constant, in which
case it became negative. Here, the slopes of t and κ are dependent on the
position of the parameter κ in the model, with κ having a negative slope
for transitions and a positive slope for transversions. Inversely, t displays a
positive slope for transitions and a negative slope for transversions.
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Table 3.2: Fitted mutational model combinations, in order of ascending
AIC
κ TiN TvN TvP TvU lnL df AIC t slope κ slope
transition purine unpaired GC AC -839468.00 86 1679108 + -
transition purine unpaired GC GT -839468.00 86 1679108 + -
transversion purine unpaired GC AC -839470.41 86 1679113 - +
transversion purine unpaired GC GT -839470.41 86 1679113 - +
transition purine paired GC GT -839473.03 86 1679118 + -
transition purine paired AT GT -839473.03 86 1679118 + -
transition purine unpaired AT GT -839474.60 86 1679121 + -
transition purine unpaired AT AC -839474.60 86 1679121 + -
transversion purine paired GC GT -839475.76 86 1679124 - +
transversion purine paired AT GT -839475.76 86 1679124 - +
transversion purine unpaired AT AC -839475.97 86 1679124 - +
transversion purine unpaired AT GT -839475.97 86 1679124 - +
transition purine paired GC AC -839477.20 86 1679126 + -
transition purine paired AT AC -839477.20 86 1679126 + -
transversion purine paired GC AC -839478.46 86 1679129 - +
transversion purine paired AT AC -839478.46 86 1679129 - +
transversion pyrimidine unpaired GC GT -839497.52 86 1679167 - +
transversion pyrimidine unpaired GC AC -839497.52 86 1679167 - +
transversion pyrimidine unpaired AT GT -839502.47 86 1679177 - +
transversion pyrimidine unpaired AT AC -839502.47 86 1679177 - +
transversion pyrimidine paired AT GT -839503.18 86 1679178 - +
transversion pyrimidine paired GC GT -839503.18 86 1679178 - +
transition pyrimidine unpaired AT AC -839504.90 86 1679182 - -
transition pyrimidine unpaired AT GT -839504.90 86 1679182 - -
transition pyrimidine unpaired GC GT -839505.00 86 1679182 + -
transition pyrimidine unpaired GC AC -839505.00 86 1679182 + -
transition pyrimidine paired GC AC -839505.30 86 1679183 - -
transition pyrimidine paired AT AC -839505.30 86 1679183 - -
transversion pyrimidine paired AT AC -839505.77 86 1679184 - +
transversion pyrimidine paired GC AC -839505.77 86 1679184 - +
transition pyrimidine paired AT GT -839512.07 86 1679196 + -
transition pyrimidine paired GC GT -839512.07 86 1679196 + -
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3.4 Invidually estimated codon frequences in-
crease model performance over genomic
codon frequenices
In models of codon evolution, the indices i and j run over all of the
61 sense codons and the parameter pij is the frequency of codon j in the cod-
ing alignments. The codon frequencies pij are estimated empirically from the
sequence data from three sets of frequencies of the four types of nucleotides
at each of the three codon positions (the F3x4 model), which provides a rea-
sonable description of the data without sacrificing computational tractability.
In our previous analyses, codon frequencies were estimated from the concate-
nated ”genomic” sequence alignments for all the 587 yeast sequence-structure
pairs in our data set. These genomic codon frequencies were shared globally
across all RSA bins in our model.
Here, we repeat our above permutation analysis for the 32 combinations
of parameter locations using codon frequencies estimated individually for each
RSA bin. In comparison with the genomic codon frequency models, estimating
codon frequencies per RSA bin reduces the AIC score by nearly 36,000 in all
model permutations (Table 3.3). This provides strong evidence that codon
frequencies should be calculated individually for each RSA bin. Furthermore,
models that place the κ parameter in the transition position now dominate
the top scoring models in our analysis, which reenforces the conclusion that κ
should be modeled for transitions.
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Other changes of note between the genomic and individual codon fre-
quency model types are the disappearance of a clear division between the
purine and pyrimidine positions of TiN in the top scoring models. Although
models with a purine TiN parameter still outperform their pyrimidine coun-
terparts in general, superior performance of the purine models is no longer
a universal trait. The top scoring models now place the TvN parameter in
the paired position, while all other parameters between the two top scoring
models remain the same. Furthermore, the t and κ slopes for each model are
consistent whether genomic or individual codon frequencies are used.
3.5 Mutation parameters have varying rela-
tionships with solvent acessibility across
species
As the mutational mechanisms could vary across different species, we
chose to analyze the fit of various parameter types to pairwise alignments
of multiple species. To this end, we fitted our models to the previous data
set of the 587 yeast sequence-structure pairs in addition to the following or-
thologous species sets: 329 sequence-structure pairs between Mus musculus
and Rattus norvegicus ; 763 orthologous coding sequences between Drosophila
melanogaster and Drosophila erecta; and 425 Caenorhabditis elegans and Caenorhab-
ditis remanei orthologs. All models were estimated using individual codon
frequencies and parameter positions corresponding to the top scoring model
from Table 3.3 (κ: transition, TiN: purine, TvN: paired, TvP: GC, TvU: AC).
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Table 3.3: Fitted mutational model combinations for per-bin codon fre-
quencies, in order of ascending AIC
κ TiN TvN TvP TvU lnL df AIC t slope κ slope
transition purine paired GC AC -821527.48 86 1643227 + -
transition purine paired AT AC -821527.48 86 1643227 + -
transition purine unpaired GC GT -821553.35 86 1643279 + -
transition purine unpaired GC AC -821553.35 86 1643279 + -
transition purine unpaired AT AC -821565.87 86 1643304 + -
transition purine unpaired AT GT -821565.87 86 1643304 + -
transition purine paired AT GT -821582.94 86 1643338 + -
transition purine paired GC GT -821582.94 86 1643338 + -
transition pyrimidine paired AT GT -821586.91 86 1643346 - -
transition pyrimidine paired GC GT -821586.91 86 1643346 - -
transversion pyrimidine unpaired GC GT -821592.88 86 1643358 - +
transversion pyrimidine unpaired GC AC -821592.88 86 1643358 - +
transversion pyrimidine paired GC GT -821593.23 86 1643358 - +
transversion pyrimidine paired AT GT -821593.223 86 1643358 - +
transversion pyrimidine unpaired AT AC -821596.93 86 1643366 - +
transversion pyrimidine unpaired AT GT -821596.93 86 1643366 - +
transversion pyrimidine paired GC AC -821597.93 86 1643368 - +
transversion pyrimidine paired AT AC -821597.93 86 1643368 - +
transition pyrimidine unpaired AT GT -821606.56 86 1643385 - -
transition pyrimidine unpaired AT AC -821606.56 86 1643385 - -
transversion purine paired AT GT -821608.94 86 1643390 + -
transversion purine paired GC GT -821608.94 86 1643390 + -
transversion purine unpaired GC AC -821609.23 86 1643390 + +
transversion purine unpaired GC GT -821609.23 86 1643390 + +
transition pyrimidine unpaired GC AC -821613.84 86 1643400 - -
transition pyrimidine unpaired GC GT -821613.84 86 1643400 - -
transversion purine paired AT AC -821620.93 86 1643414 + +
transversion purine paired GC AC -821620.93 86 1643414 + +
transversion purine unpaired AT GT -821623.18 86 1643418 + -
transversion purine unpaired AT AC -821623.18 86 1643418 + -
transition pyrimidine paired AT AC -821630.04 86 1643432 - -
transition pyrimidine paired GC AC -821630.04 86 1643432 - -
The selection parameters ω and t were both modeled as a linear function of
RSA.
For the five mutation parameters in the model, we considered three dif-
58
ferent functional forms of RSA dependence (per-bin, constant, and linear) with
the exception of the parameter TiN, for which we also considered a quadratic
relationship. For all species (yeast, mouse, fly, and worm), we fit all of the
324 possible model combinations and ranked them by their AIC (Figure 3.3).
The top scoring models varied considerably between species, with yeast show-
ing the most sensitivity to model selection. In yeast, the top model differed
by an AIC of 21,091 from the lowest scoring model, while all other species
showed less of a discrepancy between the top- and bottom-scoring models
(mouse: ∆AIC = 71, fly: ∆AIC = 122, worm: ∆AIC = 137). In general,
there was not much difference between the top-scoring models in mouse and
worm as evaluated by AIC in spite of variation in parameters types (a change
of ∆AIC = 2 is considered a significant difference). In particular, it seems
that only two parameters are necessary for describing the mouse nucleotide-
level processes as most of the parameter types were constant. For yeast and
fly, however, the nucleotide process seems very sensitive to model selection as
AIC score increases very rapidly and there are very few models that require
parameter constants. Model selection, therefore, is dependent on the species
in question.
The per-bin permutation of the transition/transversion ratio κ con-
sistently ranks in the top-scoring models across species. For the two model
sensitive species, yeast and fly, the per-bin κ is a prerequisite to model fit and
displays a decreasing trend with RSA ((Figure 3.4). This result is consistent
with our previous analysis, where both t and κ varied with RSA with inverse
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trends to one another. In mouse and worm, both the per-bin and constant
models have equivalent AIC scores, implying that the κ is not dependent on
solvent accessibility in these species.
Interestingly, the transition rate ratio, TiN, displays a quadratic rela-
tionship with RSA in yeast, fly, and worm (Figure 3.5). The quadratic TiN
model is a universal trait of the top-scoring fly models and fit nearly perfectly
in all species but mouse. Such a result indicates that purine mutations are
much more prevalent than mutations between pyrimidines in the core of the
protein, a trend that reverses for the middle solvent exposed residues to in-
creases again for the outer most surface residues. In mouse, purine mutations
occur only slightly more than pyrimidine mutations with no influence from
solvent exposure.
The transversion rate ratio, TvN, decreases linearly with increasing sol-
vent exposure in yeast and fly (Figure 3.6). In these two species, exchanges
between A
T and G
C occur much more frequently in the core of the pro-
tein compared to the surface residues. Although the results are less clear in
mouse and worm, at no point in any of the species do any of the fall below 1,
indicating that A
T and G
C transversions are more prevalent over A
C
and G
T transversions in our data.
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Figure 3.3: Fitted models across species, in order of AIC. All parameters
have three possible relationships with RSA (per-bin, linear, and constant), with the
exception of TiN which has a fourth (quadratic). In total, there were 324 models
using these parameter combinations that were estimated for yeast, mouse, fly, and
worm. Here, the top 15 models are shown for each of the species and the ∆AIC
from the best model is indicated. A model which uses per-bin κ and quadratic TiN
parameter fits best in yeast and fly, while there is not much difference between the
top models for mouse and worm.
3.6 Discussion
We have extended the method developed in Chapter 2 to model DNA-
level mutational processes within the context of a protein’s 3-dimensional
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Figure 3.4: Dependency of varying κ parameters on RSA across species.
In yeast and fly, the transition-transversion rate ratio κ decreases with solvent ac-
cessiblity and should be estimated per-bin. For mouse and worm, κ shows almost
no relationship with RSA and all models fit equally as well. The numbers in paren-
theses are the differences between the top scoring model of a parameter type with
the overall top scoring model.
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Figure 3.5: The effects of RSA on several transition parameter types,
TiN, across species. While the transition rate ratio, TiN shows almost no rela-
tionship with solvent accessibility in mouse, both yeast and fly display a quadratic
relationship with RSA. A quadratic relationship with sovlent accessibility is also
apparent in worm, although a per-bin model fits equally as well. The numbers in
parentheses are the differences between the top scoring model of a parameter type
with the overall top scoring model.
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Figure 3.6: The relationship of transversion parameter types, TvN, with
RSA across species. For yeast and fly, the transversion rate ratio, TvN, shows
a negative linear relationship with solvent accessibility. RSA affects TvN individu-
ally per-bin in worm, while there appears to be no varying relationshiop between
transversion type and solvent accessibility in mouse. The numbers in parentheses
are the differences between the top scoring model of a parameter type with the
overall top scoring model.
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structure. Our method modifies the General Time Reversible (GTR) model by
introducing solvent dependent mutation parameters and provides for a more
accurate representation of the relationship between protein structure and mu-
tation bias. We have found that nucleotide-level mutational processes are
dependent on relative solvent accessibility (RSA), although this dependency
varies with the species in question. Thus, the selective pressure exerted by the
need for protein stability extends down to DNA-level processes.
We found that the transition/transversion bias parameter κ scales neg-
atively with RSA, although in general this relationship is best modeled indi-
vidually per RSA bin. Models which place κ in the transition position provide
a better fit when an RSA-dependency is introduced.
In addition, we found that the κ parameter has an RSA-dependent slope
that is opposite of that found with the branch length, t. For models in which κ
is located at the transition position, the slope of κ is negative and t is positive,
while the inverse is found for transversions. The transition/transversion bias
κ has been previously found to correlate negatively with sequence distance in
primates [126], and such a result may be due to saturation of transitions with
increasing divergence time.
Our findings show that the equilibrium codon frequencies, pij, also vary
with RSA as models with codon frequencies estimated per-bin fit significantly
better than using pooled genomic codon frequencies. Such a finding is reflective
of selection on codon choice by the protein structure. Previously, amino-acid
equilibrium frequencies have been found to vary with RSA [87, 88], and such
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variation should extend to the nucleotide level in equilibrium codon frequen-
cies.
Our results are consistent with the idea that selection for codon usage
is directly linked to the process of protein synthesis. Selection by the protein
structure on synonymous sites has been repeatedly demonstrated and most
likely occurs through and interaction between protein translation and folding
[104, 60, 20, 58, 128, 132, 66]. Due to the degeneracy of the genetic code, all
of the amino acids except for methionine and tryptophan are encoded by mul-
tiple codons, which can be divided into optimal and non-optimal categories.
Selection for translational accuracy and efficiency has been observed across
taxa and appears through bias in codon usage [51, 98, 100, 31, 101, 132]. Op-
timal codons are presumed to be translated much faster and more accurately
than non-optimal codons [2, 32]. Conversely, non-optimal codons can be used
to slow down protein synthesis.
The mistranslation-induced protein misfolding hypothesis postulates
that selection occurs for optimal codons at sites where errors in translation
are disruptive to the protein structure, leading to misfolding and aggregation
that is detrimental to the cell [32]. Optimal codons are therefore typically
associated with buried sites, where substitutions and translational errors are
more likely to be destabilizing to the protein structure [132]. Furthermore,
non-optimal codons have recently been found to be enriched in linker elements
such as α-helices and hydrogen-bonded turns, which connect the more rigidly
folding elements of a protein; such a result is seen to represent a balance be-
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tween time needed for folding versus prevention of aggregation [83]. If enrich-
ment of transitions in the core of the protein are seen to prevent destabilizing
nonsynonymous change, it remains to be seen how mutation bias parameters
associate with different structural elements within the protein itself.
Interestingly, we find that nucleotide level parameters have an RSA-
dependence even when using a per-bin codon model that does not explicitly
define such a dependence. Such a result indicates that selection at the nu-
cleotide level is not solely due to codon choice and that equilibrium codon
frequencies might not be fully descriptive in certain contexts.
In our model analysis between species, we determined that model choice
is highly dependent on the species in question. In yeast and fly, the transi-
tion bias κ is much higher in the core residues compared to surface residues;
however, this effect seems to disappear for mouse and worm, where model
choices provide nearly equivalent results. We believe this result to be an effect
of our choice in pairwise species comparisons. At high levels of divergence,
saturation of transition mutations causes the appearance of an apparent equal
transition to transversion ratio [13, 75, 23]. The relationship of κ with RSA in
our analysis is consistent with divergence times between our pairwise species,
as κ becomes almost constant with increasing divergence times.
Divergence time also seems to have an effect on the other mutation pa-
rameters in our model, with the relationships of both TiN and TvN with RSA
becoming less pronounced with increasing divergence time. Surprisingly, TiN
has a quadratic relationship with RSA, indicating that purine to purine tran-
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sitions occur much more frequently in the core of the protein, increasing again
somewhat for surface residues. While there is no solid mechanistic explanation
for such a trend, the quadratic relationship all but disappears in mouse and it
is unclear whether this trend will apply universally to mammals.
3.7 Methods
All analyses were conducted in the same manner as those presented
in Chapter 2. The additional data sets were obtained from the following lo-
cations: the 329 sequence-structure pairs between Mus musculus and Rattus
norvegicus were downloaded from Ensembl [38]; the 763 orthologous coding
sequences between Drosophila melanogaster and Drosophila erecta were ob-
tained from the Eisen Lab (http://rana.lbl.gov/drosophila/documents.html);
and the 425 Caenorhabditis elegans and Caenorhabditis remanei orthologs
were acquired from WormBase [45].
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Chapter 4
Assessing the correlates of
coding-sequence evolution in
individual genes
4.1 Background
Proteins evolve at vastly different rates even within the same species
[44, 71]. While some proteins are conserved even across great periods of di-
vergence (e.g., eukaryotic ribosomal and histone proteins), others are hardly
recognizable as orthologs even in closely related species [55, 78]. Intraspecific
rate variation of proteins has been found regardless of the species under study
and the question then becomes, what are the driving forces behind such rate
variation?
With the availability of reliable genomic and structural measurements
in many different species, molecular biologists are now able to assess the
mechanisms that shape coding sequences over evolutionary time. Previous
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studies focused on assessing the correlation of a singular genetic feature with
the evolutionary rate of a protein. For example, the evolutionary rate of a
protein has been found to correlate with expression level in yeast and verte-
brates through translational selection for optimal codon usage [82, 3, 31, 102].
The number of tissues in which a gene is expressed is also a correlate, as
broadly expressed housekeeping genes tend to evolve more slowly than tissue
specific genes [46, 34, 130, 116]. The composition of the protein structure it-
self plays a role in sequence conservation, as structures with a greater fraction
of buried sites have the benefit of greater stability and therefore can evolve
more rapidly [10, 11, 68, 131, 39]. Finally, synonymous substitution rates tie
together mutation and selection, with genes evolving slowly through substi-
tution bias at the third codon position, which in turn is correlated with GC
content [97, 37, 49, 118].
However, disentangling the relative contribution of these effects has
been difficult as many of these correlates tend to also correlate with one an-
other. Here, we focus on the properties of individual genes and the mech-
anisms behind their evolutionary rates within the context of the structural
constraint imposed by the solvent accessibility of their protein. We identified
features which constrain sequence evolution at the structural, translational,
and nucleotide levels and assess their effects on evolutionary rate using a mul-
tivariate statistical framework. We find that the expression level of a gene and
the core size of its protein impose additional constraints beyond that imposed
by solvent accessibility.
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4.2 Determinates of average evolutionary rate
across individual genes
To determine which properties predict the average evolutionary rate
of a gene, we constructed a data set of 284 coding sequence alignments of
mammalian orthologs curated from the Ensembl database. Each alignment
ranges from 10 to 36 representative mammalian species to provide sufficient
coverage to detect differences between the shorter individual gene sequences.
We calculated each of the rate parameters (ω, t, and κ) as an average across the
entire alignment using the standard GY94 model without an RSA dependency.
We refer to these parameter types as ωA, tA, and κA.
We collected several attributes that have been known to correlate sig-
nificantly with evolutionary rate in the literature and performed a multivariate
regression analysis to determine the dependency of the protein selection pa-
rameter ω on each of the attributes (Table 4.1). Here, we chose expression
level (measured in mRNA abundance) and expression breadth (the number of
human tissues in which the transcript is present) as measures of protein abun-
dance. The length of the transcript as well as its percent GC content were
chosen as attributes that represent the coding sequence, while the average rel-
ative solvent accessibility (RSA) of the protein was chosen to represent the
core size of the protein. The number of orthologs contained in each alignment
is also present in our linear model. Thus, our model contains attributes that
affect evolutionary rate from a structural, translational, and nucleotide-level
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perspective.
Table 4.1: Gene attributes and their definitions
Attribute Definition
Expression level The expression level measured in mRNA abundance.
Expression breadth The number of tissues in which the transcript is expressed.
Transcript length The length of the aligned transcripts in base pairs.
Average RSA The average RSA for all residues in the protein structure.
% GC Content The percent GC content in the aligned transcripts.
# of Orthologs The number of orthologs in the alignment.
We find that expression level, transcript length, percent GC content,
and the number of orthologs are all significant predictors of the selection act-
ing on the protein. Furthermore, our model accounts for 29% of the varia-
tion in evolutionary rate between the mammalian genes. As the expression
level of a gene increases, ωA decreases (β
Exp
1 = −0.031); thus, we find that
highly expressed genes evolve more slowly. We also find that the percent
GC content of a coding sequence scales negatively with is evolutionary rate
(βGC1 = −0.006), and thus genes with higher GC content will evolve slowly.
Our model also shows that longer genes will also evolve more slowly than
shorter genes (βTLen1 = −4.693× 10−7), while expression breadth and average
RSA were not significant predictors of evolutionary rate (Table 4.2).
As the number of orthologs was a significant predictor of evolutionary
rate in our model, we sought to determine if our results were an artifact of
the number of representative species in our alignments. We therefore repeated
our analysis for only those genes which had more than 30 mammalians species
represented in the alignment. In this case, the number of orthologs is no longer
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Table 4.2: Multivariate regression of gene attributes predicting average
evolutionary rate, ωA
Attribute Estimate Standard Error P-value
Expression level -0.031 0.007 5.410× 10−6
Expression breadth −5.930× 10−4 5.965× 10−4 0.320
Transcript length −4.693× 10−7 1.540× 10−7 0.003
Average RSA -0.142 0.179 0.429
% GC Content -0.006 0.001 3.260× 10−6
# of Orthologs -0.008 0.002 1.410× 10−6
significant in the regression model while expression level, transcript length, and
percent GC content all remain significant predictors of evolutionary rate (data
not shown). Thus, the above attributes affect evolutionary rate independently
of the number of orthologs used in the alignments.
4.3 Expression level and core size both impose
an additional selective constraint beyond
solvent accesibility
In the previous chapters, we estimated the ω parameter as a linear
function of relative solvent accessibility (RSA), which yields both a slope and
an intercept instead of an individual value. The intercept explains to what
extent completely buried residues are conserved, while the slope shows us by
how much selection is relaxed as we move toward the surface residues of the
protein. Thus, the slope parameter, ω1, is a measure of structural constraint
acting on the protein. Here, we ask whether there are different attributes that
affect genes that have a significant ω1 compared to those that do not.
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We fitted our RSA-dependent rate models to a data set consisting of
our 284 mammalian orthologs that were paired with a known structure in
the Protein Data Bank (PDB). We calculated the RSA for each site in the
proteins as described in Chapter 2. Our binning procedure used n = 10 evenly-
spaced RSA bins in contrast to our n = 20 bins in the previous chapters to
accommodate for the shorter individual sequences.
The two types of models we fitted for each alignment both used a
parameter shared across RSA bins for κ and t, while ω was fitted as a linear
function of RSA. However, in the first model we allowed ω1 to vary with RSA
while in the second one, the slope was held constant (ω1 = 0) across the
RSA bins. We then performed a likelihood ratio test of the model fits to
each gene and corrected the resulting P-values using the False Discovery Rate
(FDR) control. We found that of the 284 orthologous coding sequences in our
analysis, 160 had a significant ω1 compared to the other 124 genes which did
not.
Using these two slope and non-slope categories, we conducted a logis-
tic regression to determine which of our gene attributes could differentiate
between the two classes of genes. We find that the expression level and the
average RSA of a gene both are significant predictors of whether or not a gene
demonstrates a relationship of ω1 with RSA, while all other gene attributes
are not significant (Table 4.3). As the expression level of a gene increases, it is
less likely to have a significant ω1 (β
Exp
1 = −0.286); thus, for highly expressed
genes, expression level introduces an additional constraint over that imposed
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by solvent accessibility.
Table 4.3: Logistic regression of gene attributes predicting the presence
of an ω slope
Attribute Estimate Standard Error P-value
Expression level -0.287 0.108 0.008
Expression breadth -0.006 0.009 0.483
Transcript length −3.013× 10−6 2.410× 10−6 0.211
Average RSA -8.774 2.984 0.003
% GC Content -0.018 0.021 0.394
# of Orthologs 0.032 0.025 0.202
The average evolutionary rate, ωA, correlates strongly and positively
with the measure of structural constraint, ω1 (r = 0.554, P = 2.2 × 10−16).
Thus, as the average evolutionary rate of a gene increases, the constraint across
the residues from the core to the surface becomes more relaxed (Figure 4.1).
A similar trend is noted for the average RSA of a gene, with the prob-
ability of having a significant ω1 decreasing with increasing average RSA
(βavgRSA1 = −8.843). Proteins that have a low average RSA are described
as having a large core while small core proteins have a high average RSA;
therefore, large core proteins will have a greater evolutionary rate differential
between core and surface residues than proteins with a small core.
4.4 Expression level and GC content are both
predictors of structural constraint
To determine how other evolutionary effects might affect the measure of
overall structural constraint, ω1, we selected the 160 sequence-structure pairs
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Figure 4.1: The average evolutionary rate, ωA, vs. the structural con-
straint slope, ω1. Here, ωA is plotted against ω1 for the 160 genes that displayed a
significant ω1. The constraint imposed across solvent accessibilities is relaxed with
increasing average evolutionary rate of a gene.
with a significant ω1 for further analysis. Here, we conducted a multivariate
regression analysis using our selected gene attributes as explanatory variables
for ω1. We find that expression level and GC content are both significant
predictors of structural constraint (Table 4.4). Our linear model accounts for
13% of the variation in ω1.
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Table 4.4: Multivariate regression of gene attributes predicting structural
constraint, ω1
Attribute Estimate Standard Error P-value
Expression level -0.094 0.042 0.028
Expression breadth -0.001 0.003 0.723
Transcript length −1.636× 10−6 9.930× 10−7 0.102
Average RSA -0.440 1.015 0.665
% GC Content -0.014 0.007 0.032
# of Orthologs -0.017 0.008 0.039
For expression level, the surface residues in the protein become more
conserved as the protein becomes more highly expressed (βExp1 = −0.094). For
genes that are highly expressed, variation in ω1 is far reduced compared to
genes that are less abundant. Thus, we find that the surface residues of highly
expressed proteins are less variable than their lowly expressed counterparts
(Figure 4.2A).
We find a similar trend for percent GC content, with structural con-
straint across the protein increasing as GC content increases (βGC1 = −0.014).
For genes with a very high %GC content in their transcripts, ω1 becomes dras-
tically reduced and the surface residues of the protein become more constrained
(Figure 4.2B).
4.5 Discussion
We have applied a statistical framework that models the evolutionary
rates of individual genes in terms of the structural constraint imposed by the
relative solvent accessibility (RSA) of their protein structures. By control-
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Figure 4.2: The effects of expression level and %GC content on the struc-
tural constraint parameter, ω1. Both expression level and %GC content are sig-
nificant predictors of ω1 in our multivariate regression model. (A) Lowly expressed
genes have the most variation in ω1, while highly expressed genes have very little
variation in ω1. This shows that as expression level increases, so does the constraint
across the entire protein structure. (B) The 4 categories of %GC content are shown
with their ω1. As %GC content increases, the variation in ω1 decreases, indicating
that high GC content imposes constraint on the surface residues of a protein.
ling for structural effects and using multivariate statistical methods, we are
able to refine the contribution of various genetic properties in determining the
evolutionary rate of mammalian genes.
The results of the multivariate statistical methods are summarized in
Table ??. We have conducted a multivariate regression of gene attributes
in predicting the average evolutionary rate (vs. ωA), a logistic regression in
predicting the presence of an ω slope (ω1 or ω1 = 0), and a multivariate regres-
sion in predicting structural constraint (ω1). Here, significant gene attributes
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in predicting the types of ω rates are indicated by asterisks (∗), with an in-
creasing number of asterisks indicating greater significance. Non-significant
gene attributes are indicated with a dash (−).
Table 4.5: Summary of gene attributes and their significance in predicting
ω rates
Attribute vs. ωA ω1 or ω1 = 0 vs. ω1
Expression level ∗ ∗ ∗ ∗∗ ∗
Expression breadth − − −
Transcript length ∗∗ − −
Average RSA − ∗∗ −
% GC Content ∗ ∗ ∗ − ∗
# of Orthologs ∗ ∗ ∗ − ∗
We found that the average evolutionary rate of a gene, ωA, is sig-
nificantly predicted by is expression level, transcript length, and GC con-
tent. These results are broadly consistent with the findings in previous liter-
ature. Highly expressed genes have been repeatedly found to evolve slowly,
even when paralogous genes with similar structure and function are examined
[82, 3, 30, 31, 102]. Expression level is one of the most dominant correlates
of evolutionary rate and may explain up to 30% of the total rate variation in
yeast [30].
We also find that the evolutionary rate of a coding sequence decreases
with increasing percent GC content. GC content relates to evolutionary rate
though synonymous codon choice, specifically at the third codon position [76,
8] and while both codon bias and GC content are negatively correlated with
evolutionary rate, they are both positively correlated with one another [119].
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Both expression level and GC bias are associated with the maintenance of
translational speed and accuracy to prevent misfolding and aggregation of the
protein during synthesis [32].
Surprisingly, we found that genes with longer transcripts evolve more
slowly than shorter genes. Transcript length corresponds to the final size of the
folded protein and selection for shorter gene lengths should be expected from
previous studies [10, 112]. However, length has also been shown to inversely
relate with expression level [112] and might be an interacting term in our
model. Such a result is a caveat for controlling individual factors that might
relate and presents a challenge to even advanced statistical techniques.
When comparing genes with a significant omega slope, ω1, we find that
the two factors that differentiate between these groups are the expression level
and average RSA of a gene. The term ω1 is used as a measure of the change
in evolutionary rate between residues in the core of the protein and those on
the surface, and therefore is a measure of structural constraint imposed by
solvent accessibility. We have shown in Chapter 2 that there is a difference in
ω1 between both highly expressed genes and lowly expressed genes, as well as
between large core proteins (low average RSA) and small core proteins (high
average RSA). This result is consistent with our findings in Chapter 2, where
highly expressed genes and small core proteins evolve much faster than their
lowly expressed and large core counterparts. Core size and expression level
impose an additional constraint beyond just solvent accessibility, and in both
highly expressed genes and small core proteins, surface residues are evolving
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under nearly as much constraint as those imposed in the core of the protein.
We next asked how the slope of the relationship of evolutionary rate
across the solvent accessibility of the protein is affected by the predictor vari-
ables in our analysis. We find that both expression level and percent GC
content are significant predictors of ω1, with the overall structural constraint
across solvent accessibilities becoming reduced with increasing expression level
and %GC content. As both of these properties are directly linked to the trans-
lational process, it appears that selection for translational speed and accuracy
might be extending its effects to the protein structure itself. Thus, while sur-
face residues tend to be more variable than residues that are more buried in
the protein structure, translational selection is limiting their variability beyond
what would be expected from RSA alone.
While our method here presents a powerful technique for disentangling
the relative effects of evolutionary rate correlates, our models only explain
about a tenth of the variation in evolutionary rate while controlling for relative
solvent accessibility. Such techniques as presented here might be sensitive to
noise between the genetic features under study as well as incomplete data
coverage.
4.6 Methods
In order to construct a data set of individual genes with a large number
of representative species, we downloaded the open reading frames (ORFs) of
81
all 36 mammalian species in the Ensembl database [38] and created sequence-
structure pairs using Homo sapiens as the master ortholog with the methods
described in Chapter 2. This resulted in a data set of 284 individual mam-
malian genes, with orthologs of Homo sapiens ranging from 15 to 35 represen-
tative species.
Expression level in mRNA abundance and expression breadth in num-
ber of tissues were acquired for Homo sapiens from Ensembl’s BioMart. The
average relative solvent accessibility (RSA) was calculated using DSSP as in
Chapter 2 and averaged over the entire protein structure. Transcript length
and percent GC content were calculated directly from the Homo sapiens ORF
in each gene alignment. The number of orthologs is the number of species
represented in each alignment.
Multivariate and logistic regressions were conducted using the statisti-
cal software package R [50].
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Chapter 5
Conclusion
5.1 Contribution
While the sequences of proteins within a species change at dramati-
cally different rates, elucidating the mechanisms that drive this rate variation
have been a paramount challenge to the field of molecular biology. Of these
mechanisms, the biophysical properties of the proteins themselves have been
found to play a large role in determining sequence conservation. Specifically,
the degree of burial of a residue in a protein structure measured by its relative
solvent accessibility (RSA) is a dominant factor of sequence constraint. In this
work, we investigated how the rate of coding sequence evolution is driven by
both structural and mutational level processes using a framework that consid-
ers RSA of a protein’s residues. Our contributions to the field in this regard
are as follows.
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5.1.1 Consideration of protein structure provides for
better evolutionary rate estimates
In the second chapter, we asked whether consideration the structure of
a protein could more accurately describe its evolutionary rate. To this end, we
developed a model of sequence evolution that introduces an explicit structural
term representing the exposure of each residue in a protein to the solvent. Our
model is a variant of the GY94 codon model in which each parameter can be
defined as a function of the RSA of a residue. Using a data set that models
the genomic trends in yeast, we find that the evolutionary rate parameter ω
fits better as a linear function of RSA than if it were estimated independently
of solvent accessibility. We also show that the branch length t and transition-
transversion ratio κ also vary with RSA. Thus, we show that the evolutionary
rate of a protein is better characterized within a structural paradigm rather
than just as an average over a sequence.
5.1.2 Nucleotide-level processes are determinants of pro-
tein evolution
In the third chapter, we asked whether nucleotide-level mutational bi-
ases are affected by the structure of a protein. To answer this question, we
introduced model parameters that accurately model changes occurring at the
nucleotide-level as a function of a residue’s RSA. Using data sets that reflect
the genomic coding sequences of yeast, fly, mouse, and worm, we find that the
transition-transversion ratio κ changes with solvent accessibility in a manner
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that is highly dependent on the divergence time of the species under study.
We also show that mutational biases are important in their effects on protein
structure, but the precise mechanisms by which they act require further study.
Thus, we show that nucleotide-level processes are an essential determinant of
the amino acid composition of a protein in terms of its structure.
5.1.3 Individual determinants of evolutionary rate are
revealed with a structural paradigm
Finally, in the fourth chapter, we ask whether the linear relationship
between ω and RSA can be used to determine the effects of other genetic char-
acteristics on the evolutionary rate of a protein. To this aim, we applied our
structural paradigm to individual mammalian genes with numerous ortholo-
gous sequences. Using a curated set of evolutionary rate correlates, we show
that the core size and expression level of a protein impose an additional con-
straint beyond that of residue burial. Furthermore, we show that expression
level and nucleotide composition in terms of GC content will reduce the evo-
lutionary rate of a protein overall. Thus, we show that a structural paradigm
is an important tool for elucidating additional factors that constrain sequence
evolution.
5.2 Future
While the role of protein structure in determining its evolutionary rate
has been demonstrated throughout this work, much remains to be discovered
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in the future.
Our work is limited by the number of solved protein structures available
that can be incorporated with the primary sequence data. Techniques that
marry sequence and structure data in future evolutionary rate analyses will
flourish as advances in structural determination reveal more about the protein
landscape.
Protein structures themselves are not static entities and participate in
various functions within a living organism. Eventual approaches that integrate
structural information with biological function will paint a more vivid portrait
of the mechanisms that animate and construct the cellular infrastructure.
Finally, the results we present here are theoretical extrapolations taken
from the anecdotal narratives of a relatively small set of model organisms. In
the expedition for the primal universals of coding sequence evolution, empirical
experimentation —both in vitro and in silico —must plant the flag finally upon
the protein precipice.
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