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Abstract
This paper considers constrained linear systems with stochastic additive disturbances and noisy measurements transmitted over
a lossy communication channel. We propose a model predictive control (MPC) law that minimises a discounted cost subject to
a discounted expectation constraint. Sensor data is assumed to be lost with known probability, and data losses are accounted
for by expressing the predicted control policy as an affine function of future observations, which results in a convex optimal
control problem. An online constraint-tightening technique ensures recursive feasibility of the online optimisation problem and
satisfaction of the expectation constraint without imposing bounds on the distributions of the noise and disturbance inputs.
The discounted cost evaluated along trajectories of the closed loop system is shown to be bounded by the initial optimal
predicted cost. We also provide conditions under which the averaged undiscounted closed loop cost accumulated over an infinite
horizon is bounded. Numerical simulations are described to illustrate these results.
Key words: Model predictive control, output feedback, packet drops, chance constraints, convex optimisation.
1 Introduction
Applications of wireless sensor networks are becom-
ing omnipresent, for example in healthcare monitoring,
weather forecasting, autonomous driving, and building
management systems. These networks can be time-
varying and subject to congestion. Networked control
systems that rely on sensor signals transmitted over
communication channels must tolerate communication
delays and data losses. These pose additional challenges
for estimator and controller design, especially when
constraints need to be met.
A large body of work exists on control problems involv-
ing estimation with intermittent observations. This is
largely concerned with the Random Riccati Equation
[Wang and Guo, 1999], and the main issue addressed is
boundedness of the state estimation error covariance. In
Sinopoli et al. [2004], packet losses are modelled by an
independent and identically distributed (i.i.d.) Bernoulli
process and fundamental results are reported, such as
the existence and bounds on the critical value for the
arrival probability of the observation update and con-
1 A preliminary version of this paper was presented at the
21st IFAC World Congress, Berlin, Germany, July 12-17,
2020.
vergence properties of the algebraic Riccati equation for
Kalman filters with intermittent observations. This is
the basis of further work inKar et al. [2012] showing that
the estimation error covariance sequence Σ0,Σ1, . . . con-
verges in distribution to a unique invariant distribution
with finite mean Σ¯ when the observation arrival proba-
bility exceeds the critical value. In Shi et al. [2010], the
boundedness of the estimation error covariance is stud-
ied from a probabilistic perspective and bounds on the
probability of Σk  Σ¯ (henceforth denoted P{Σk  Σ¯})
are derived. A similar metric is used in Mo and Sinopoli
[2012] to study the boundedness of estimation error co-
variance. This work considers the tail distribution of
the trace of the estimation error covariance and the de-
cay rate of P{tr(Σk) > tr(Σ¯)} (where tr(·) denotes the
trace of a matrix) with packet losses being modelled by a
Markov process. For the case of Markovian packet losses,
it is possible to account for temporal correlation of com-
munication channel conditions, but the stability analysis
is more involved without an i.i.d. assumption [You et al.,
2011, Huang and Dey, 2007]. In contrast to the afore-
mentioned work focusing on limiting behaviours of esti-
mation error covariance,Huang and Bitmead [2015] pro-
vide a different perspective by analysing transient prop-
erties. This work considers an intermittent quantised
communication link and characterises the cumulative
probability distribution function of the escape time at
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which system states or state estimates first exit a given
compact set.
Problems involving constrained estimation and control
under intermittent and noisy observations, on the other
hand, have received less attention. In Ren et al. [2013],
the problem of minimising an average estimation error
covariance over a finite horizon is studied subject to an
energy constraint on the remote sensor. Leong and Dey
[2012] consider a similar problem subject to an average
transmission power constraint, while the probability of
packet losses at each time step is conditional on trans-
mission power. In Mishra et al. [2020], the problem of
controlling stable linear systems with Gaussian distur-
bances and measurement noises is considered subject to
hard input constraints, where both sensor and control
channels are unreliable. This work assumes that remote
sensors equipped with computing capabilities send state
estimates instead of raw sensor measurements, which
could be costly and unreasonable in certain situations.
Assuming sensor measurements will be lost with a
known probability according to a Bernoulli process,
this paper proposes an output-feedback MPC algo-
rithm to minimise a discounted cost subject to a dis-
counted expectation constraint. The system model
has additive disturbances and measurement noise
with probability distributions that are not assumed
to be known exactly and may not have bounded sup-
port. The discount setting is common to many control
problems [e.g. Bertsekas, 1995, Van Parys et al., 2013,
Kouvaritakis et al., 2003, Kamgarpour and Summers,
2017, Feinberg and Shwartz, 1999], and an appropri-
ate discounting factor can provide stability guarantees
[Postoyan et al., 2017]. Relative to our earlier work
in Yan et al. [2020], this paper includes additional re-
sults on discounting and stability and more extensive
numerical studies. The main contributions are as fol-
lows:
• The discounting factors ensure that both the cost
function and constraint are well defined without
bounds on the disturbance and measurement noise.
• Instead of choosing the future control policy as
pre-stabilising feedback with perturbations [e.g.
Cannon et al., 2011], we parameterise predicted con-
trol inputs as affine functions of future output mea-
surements and show that the problem of optimising
the associated feedback gains is convex. This allows
the distributions of future states to be controlled
explicitly even when output measurements are lost.
• We employ a constraint-tightening technique [Yan et al.,
2018] to guarantee recursive feasibility of online MPC
optimisation problems in this stochastic setting, and
we derive bounds on the discounted cost and con-
straint for the closed loop system.
• We show that an appropriate discounting factor leads
to a stochastic stability guarantee in closed loop under
reasonable assumptions.
• Different discounting factors in the cost and con-
straint, respectively, are considered. We show that a
cost discounting factor sufficiently close to 1 ensures
stochastic stability and provide additional insights
into the role of cost and constraint discounting factors.
The paper is organised as follows. The control problem
is described in Section 2, and the controller parameteri-
sation and implementation introduced in Section 3. We
compute predicted state and control sequences via their
first and second moments in Section 4. In Section 5, ter-
minal conditions and explicit expressions for the cost and
constraints are derived. Section 6 derives a closed loop
discounted cost bound and analyses constraint satisfac-
tion. The averaged undiscounted closed loop cost accu-
mulated over an infinite horizon is shown to be finite and
an explicit bound is given in Section 7. Sections 8 and 9
provide a numerical example and conclusions.
Notation: The n × n identity matrix is In×n, and the
n × m matrix with all elements equal to 1 is 1n×m.
The vectorised form of a matrix A = [a1 · · · an] is
vec(A) := [a⊤1 · · · a
⊤
n ]
⊤ and A ⊗ B is the Kronecker
product. The Euclidean norm is ‖x‖ and, for a matrix
Q, Q ≻ 0 (Q  0) indicates that Q is positive defi-
nite (semidefinite) and ‖x‖2Q := x
⊤Qx. The notation
limx→a− f(x) denotes the one-sided limit of f(x) as x
approaches a from the left and mat(x, [r, c]) denotes the
operation to reshape a vector x of appropriate length
into an r-by-c matrix.
2 Problem description
2.1 System model and feedback information
We assume a system with linear discrete time dynamics
xk+1 = Axk +Buk +Dwk, (1a)
yk = Cxk + vk, (1b)
zk = γkyk, (1c)
where xk ∈ Rnx , uk ∈ Rnu , yk ∈ Rny , zk ∈ Rny are the
state, control input, sensor measurement, and the mea-
surement information received by the controller respec-
tively. The disturbance, measurement noise and packet
loss sequences, {wk}
∞
k=0, {vk}
∞
k=0 and {γk}
∞
k=0, are as-
sumed to be i.i.d. with
E{wk} = 0, E{wkw
⊤
k } =: Σw  0,
E{vk} = 0, E{vkv
⊤
k } =: Σv ≻ 0,
P{γk = 0} = 1− λ, P{γk = 1} =: λ.
The variable γk ∈ {0, 1} indicates whether sensor data
at the kth sampling instant is received by the controller.
The information assumed available to the controller at
the kth time step consists of {ui}
k−1
i=0 , {(zi, γi)}
k
i=0, the
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initial mean E{x0} =: xˆ0, and model state covariance
E{(x0 − xˆ0)(x0 − xˆ0)⊤} =: Σ0.
We define the information sets
Ik := {Ik−1, (zk, γk)}, Uk := {Uk−1, uk},
for all k ≥ 0, where I−1 := {xˆ0,Σ0}, U−1 := { }. Finally,
we define conditional expectation operators as
Ek{·} := E{· | Uk−1, Ik−1}, E{·} := E0{·}.
Assumption 1 The pair (A,B) is stabilisable, and
(A,C) is detectable.
2.2 Optimal control problem
We consider the problem of minimising the discounted
sum of expected future values of ‖xk‖2Q + ‖uk‖
2
R, where
Q  0 and R ≻ 0. The minimisation is performed sub-
ject to a constraint on the discounted sum of second mo-
ments of an auxiliary output, defined for a given matrix
H by ξk = Hxk, so the optimal control problem is
minimise
∞∑
k=0
βk1E{‖xk‖
2
Q + ‖uk‖
2
R}
s.t.
∞∑
k=0
βk2E{‖Hxk‖
2} ≤ ǫ. (2)
Here β1 ∈ (0, 1) and β2 ∈ (0, 1) are discounting factors
and ǫ is a given bound on the infinite discounted sum
of second moments. For simplicity (and with the under-
standing that the general case of β1 6= β2 can be treated
similarly), we set β1 = β2 = β for the remainder of the
paper with the exception of Sections 7.2 and 8.
We will employ a receding horizon control law based on
a finite-horizon control policy in the form
ui|k = κi(θk,Uk+i−1, Ik+i) (3)
where ui|k for i = 0, 1, . . . is the prediction of uk+i at
time k, and θk is a vector of controller parameters at time
k. The dependence of κi(·) on the sets Uk+i−1 and Ik+i
ensures causality and the dependence on θk is chosen so
that the optimal parameter vector, denoted θ∗k, will be
the solution of a convex problem.
Assumption 2 (i) The probability, λ, of successfully re-
ceiving sensor measurements is known and time invari-
ant. (ii) When θ∗k is computed, (zk+i, γk+i) are unknown
for all i ≥ 0.
Thus θ∗k is computed online prior to the kth sampling
instant using knowledge of Uk−1 and Ik−1. However
(zk, γk) is known when the control law is implemented,
via
uk = κ0(θ
∗
k,Uk−1, Ik).
In order to address (2), we define an MPC optimisation
problem to be solved at time k as follows
θ∗k = argmin
θk
∞∑
i=0
βiEk{‖xi|k‖
2
Q + ‖ui|k‖
2
R}
s.t.
∞∑
i=0
βiEk{‖Hxi|k‖
2} ≤ µk.
(4)
Here µ0 = ǫ, and µk for k > 0 is chosen as described in
Section 6 to ensure that (4) is recursively feasible and
that the closed loop system satisfies the constraint in (2).
3 Controller parameterisation and implementa-
tion
3.1 Controller parameterisation
Consider the output feedback control law defined by an
observer and an affine feedback law:
xˆk = Ax˜k−1 +Buk−1, (5a)
x˜k = xˆk + γkM(yk − Cxˆk), (5b)
uk = Kx˜k + ck. (5c)
with xˆ0=E{x0}, where xˆk and x˜k are the prior estimate
and the posterior estimate of xk, respectively. A simplis-
tic parameterisation of the predicted control law κi(·) in
(3) could be obtained if the observer gain M and feed-
back gainK were fixed and the optimisation variables in
problem (4) were defined as θk = {c0|k, . . . , cN−1|k} for
some fixed N , with the predicted control sequence de-
fined as ui|k=Kx˜i|k+ci|k. Although this would require
a number of optimisation variables that grows only lin-
early with N , the parameters {c0|k, . . . , cN−1|k} consti-
tute an open loop control sequence that does not vary
with the future measurement noise and disturbance real-
isations. This is likely to provide poor performance and
small sets of feasible initial conditions when the proba-
bility of packet loss is non-zero.
By using a parameterisation that allows the dependence
of the predicted control sequence on future realisations of
model uncertainty to be optimised, the predicted prob-
ability distributions of states and control inputs can be
controlled explicitly. This provides flexibility to balance
conflicting requirements for performance and constraint
satisfaction. However, similarly to the case of predicted
control laws in which state feedback gains are decision
variables [Lo¨fberg, 2003, Goulart et al., 2006], the cost
and constraints of problem (4) are nonconvex if time-
varying gainsM ,K are considered as optimisation vari-
ables. On the other hand, if predicted control inputs
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are parameterised in terms of affine functions of the
future output measurements received by the controller
[Ben-Tal et al., 2006], then the dependence of the first
and second moments of predicted states and inputs on
controller parameters is convex. Moreover, by incorpo-
rating affine terms in the future innovation sequence, a
predicted control law with arbitrary linear dependence
of κi(·) on the received sensor measurements can be ob-
tained. This approach allows the future control sequence
to be optimised at every sampling instant, including
those at which information from sensors is lost.
We therefore express the i-step-ahead predicted control
input ui|k, for all i = 0, 1, . . ., as
ui|k=Kxˆi|k + ci|k + di|k, (6a)
di|k=γ0|kLi,0|k(y0|k−Cxˆ0|k)+γ1|kLi,1|k(y1|k−Cxˆ1|k)
+ · · ·+ γi|kLi,i|k(yi|k − Cxˆi|k), (6b)
xˆi+1|k=Axˆi|k +Bui|k + γi|kAM(yi|k − Cxˆi|k) (6c)
where ci|k = 0 and Li,j|k = 0 for all i ≥ N . Here γi|k
and yi|k are random variables, denoting the i-step-ahead
predicted packet loss and sensor measurement at time
k, respectively. Then, for all i = 0, 1, . . . the predicted
state estimate satisfies
xˆi+1|k = Φxˆi|k+B(ci|k+di|k)+γi|kAM(yi|k−Cxˆi|k) (7)
with Φ := A+BK. Since xi+1|k = Axi|k+Bui|k+Dwi|k,
the predicted estimation error evolves according to
xi+1|k− xˆi+1|k = Ψi|k(xi|k − xˆi|k)−γi|kAMvi|k+Dwi|k
(8)
where Ψi|k := A(I−γi|kMC). These relationships allow
the first and second moments of xi|k to be determined in
terms of the decision variable θk, which consists of the
parameters {c0|k, . . . , cN−1|k} and feedback gains L0,0|k,
{L1,0|k, L1,1|k}, . . . , {LN−1,0|k, . . . , LN−1,N−1|k}.
The gains K and M in the predicted control law (6a-
c) are fixed and chosen offline, satisfying the following
assumption.
Assumption 3 Gains K and M are chosen so that
ξi+1 = (A + BK)ξi is asymptotically stable and
ξi+1 = A(I − γiMC)ξi is mean-square stable (MSS)
[Kushner, 1971].
Remark 1 MatricesK andM exist satisfying Assump-
tion 3 if Assumption 1 holds and if the probability, λ,
of successfully receiving a sensor measurement is greater
than a critical value [e.g. Sinopoli et al., 2004]. Suitable
choices for K,M are the optimal gains for (4) in the ab-
sence of constraints, or the certainty equivalent LQ feed-
back gain for a problem with state and control weight-
ing matrices Q and R and the steady state Kalman filter
gain [Sinopoli et al., 2004]. Note that time-varying gains
Kk, Mk can be used within the framework of this paper,
provided the dependence on γk is known in advance.
3.2 Controller implementation
The control law is implemented as follows:
(i) Given Uk−1 and Ik−1, solve problem (4) for θ∗k.
(ii) Given γk and zk = γkyk:
(a) apply the control input
uk = Kxˆk + c
∗
0|k + γkL
∗
0,0|k(yk − Cxˆk),
(b) update the state estimate
xˆk+1 = Axˆk +Buk + γkAM(yk − Cxˆk).
Note that this receding horizon control law includes (5)
as a special case, since uk and xˆk+1 in step (ii) are equal
to their counterparts in (5) if (c∗0|k, L
∗
0,0|k) = (ck,KM).
4 Predicted state and control sequences
To simplify notation we express the predicted control
law in terms of vectorised sequences, with xk denot-
ing the vectorised true state sequence {xi|k}
N−1
i=0 , xˆk
the estimated state sequence {xˆi|k}
N−1
i=0 , uk the pre-
dicted control sequence {ui|k}
N−1
i=0 , ck the predicted
control perturbations {ci|k}
N−1
i=0 , wk the disturbance
sequence {wi|k}
N−1
i=0 , vk the sensor noise sequence
{vi|k}
N−1
i=0 , and ζk the future innovation sequence
{γi|k(yi|k − Cxˆi|k)}
N−1
i=0 at time k. For a given sequence
of matrices {Ψi|k}
N−1
i=0 and matrix B let
SΨ :=


I
Ψ0|k
...
0∏
i=N−2
Ψi|k


, T(Ψ,B) :=


0 · · · 0
B
...
. . .
1∏
i=N−2
Ψi|kB · · · B 0


,
SNΨ :=
0∏
i=N−1
Ψi|k , T
N
(Ψ,B) :=
[
1∏
i=N−1
Ψi|kB · · · B
]
,
where
n∏
i=m
Ψi|k := Ψm|k · · ·Ψn|k for m ≥ n, and define
Lk :=


L0,0|k
L1,0|k L1,1|k
...
...
. . .
LN−1,0|k LN−1,1|k · · · LN−1,N−1|k

 ,
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Γk := diag{γ0|k, . . . , γN−1|k} ⊗ Iny×ny ,
K := IN×N ⊗K,M := IN×N ⊗M andC := IN×N ⊗C.
Then from (8) we have
xk−xˆk = SΨ(xk−xˆk)−T(Ψ,A)MΓkvk+T(Ψ,D)wk (9)
while (7) and (6b) give
xˆk = SΦxˆk +T(Φ,B)(ck + Lkζk) +T(Φ,A)Mζk.
Here ζk = ΓkC(xk − xˆk) + Γkvk and SΦ, T(Φ,B) are
defined (analogously to SΨ, T(Ψ,B)) in terms of Φ and
B. Hence
xˆk=SΦxˆk+T(Φ,B)ck+(T(Φ,B)Lk+T(Φ,A)M)ζk,
(10a)
uk=Kxˆk+ck+Lkζk. (10b)
Clearly the predicted estimation error, state and con-
trol sequences in (9) and (10a,b) depend linearly on the
decision variables θk := (ck,Lk).
4.1 First and second moments of predicted sequences
In order to express the cost and constraints of prob-
lem (4) in terms of the parameterisation introduced in
Section 3.1, we derive in this section expressions for the
means and variances of predicted state and control se-
quences.
First consider the state xk of the plant in (1a) and the
state estimate update xˆk in step (ii) of the controller
implementation in Section 3.2. By assumption we have
E{x0} = xˆ0 and E{wk} = 0, E{vk} = 0 for all k ≥ 0,
and hence the update of state estimates xˆk in step (ii)(b)
ensures that
Ek{xk} = xˆk (11)
for all k ≥ 1. Furthermore, from (1a) we have
xk− xˆk = Ψk−1(xk−1− xˆk−1)− γk−1AMvk−1+Dwk−1
for all k ≥ 1. Let Σk denote the second moment of the
state estimate error at time k:
Σk := Ek
{
(xk − xˆk)(xk − xˆk)
⊤
}
.
Then Σk evolves according to
Σk=Ψk−1Σk−1Ψ
⊤
k−1+γk−1AMΣvM
⊤A⊤+DΣwD
⊤
for all k ≥ 1, with initial condition Σ0, and, by Assump-
tion 3, E{Σk} remains upper bounded ∀k.
We can now derive the first and second moments of the
predicted state sequence xk and control sequence uk:
Proposition 2 Let pik, Πk, and Ωk be defined
pik := SΦxˆk +T(Φ,B)ck, Πk := T(Φ,B)Lk +T(Φ,A)M,
Ωk := Ek
{[
xk − xˆk
ζk
][
xk − xˆk
ζk
]⊤}
.
Then
Ek{xk} = Ek{xˆk} = pik, (12a)
Ek{uk} = KEk{xˆk}+ ck = Kpik + ck, (12b)
and
Ek{xkx
⊤
k } = pikpi
⊤
k +
[
I Πk
]
Ωk
[
I
Π⊤k
]
, (13a)
Ek{uku
⊤
k } = (Kpik + ck)(Kpik + ck)
⊤
+
[
0 Lk +KΠk
]
Ωk
[
0
(Lk +KΠk)
⊤
]
.
(13b)
Proof: From (9), (11) we have Ek{xk − xˆk} = 0. There-
fore ζk = ΓkC(xk − xˆk) + Γkvk implies Ek{ζk} = 0
and (12a,b) follow from the expectations of (10a,b). To
determine the second moments of xk and uk, let
Xk := Ek
{[
xk − xˆk
xˆk
][
xk − xˆk
xˆk
]⊤}
.
Then from (9) and (10a) we have
Xk =
[
0 0
0 pikpi
⊤
k
]
+
[
I 0
0 Πk
]
Ωk
[
I 0
0 Πk
]⊤
, (14)
and (13a,b) follow from Ek{xkx⊤k } =
[
I I
]
Xk
[
I I
]⊤
and (10a,b), respectively. ✷
Since pik and Πk are linear in (ck,Lk) and Ωk is in-
dependent of (ck,Lk) (as will be shown by (15)), it is
clear from (12a,b) and (13a,b) that the first moments
of the predicted state and input sequences are linear in
θk = (ck,Lk) while their second moments are quadratic
functions of θk.
To determineΩk, note thatxk−xˆk and ζk can be written
xk− xˆk = F (Γk)qk, ζk = G(Γk)qk, qk :=


xk − xˆk
vk
wk

 ,
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with F (Γk) :=
[
SΨ −T(Ψ,A)MΓk T(Ψ,D)
]
and
G(Γk) := ΓkCF (Γk) +
[
0 Γk 0
]
. Hence, by the law of
total expectation,
Ωk=
∑
j
[
F (Γ(j))
G(Γ(j))
]
Ek{qkq
⊤
k }
[
F (Γ(j))
G(Γ(j))
]⊤
P{Γk=Γ
(j)},
(15)
where Ek{qkq⊤k } is the block-diagonal matrix:
Ek{qkq
⊤
k } = diag{Σk, Σ¯v, Σ¯w},
Σ¯v := IN×N ⊗ Σv, Σ¯w := IN×N ⊗ Σw,
and where Γ(j) for j = 1, . . . , 2N enumerates the 2N
matrices with binary-valued diagonal elements defined
by
Γ(1) = 0, Γ(2) = diag{0, . . . , 0, 1} ⊗ Iny×ny . . .
. . . Γ(2
N−1) = diag{1, . . . , 1, 0} ⊗ Iny×ny , Γ
(2N ) = I.
Remark 3 The matrix Ωk in (15) can be computed con-
veniently via
vec(Ωk) =(∑
j
[
F (Γ(j))
G(Γ(j))
]
⊗
[
F (Γ(j))
G(Γ(j))
]
P{Γk=Γ
(j)}
)
vec
([Σk
Σ¯v
Σ¯w
])
where the first term on the RHS can be determined offline
given the probability distribution of γk. This allows Ωk
to be computed online using the current value of Σk with
a single matrix-vector multiplication.
Using the same arguments as the proof of Proposition 2,
it can be verified that
XN |k :=Ek
{[
xN |k−xˆN |k
xˆN |k
] [
xN |k−xˆN |k
xˆN |k
]⊤}
=
[
0 0
0 πN |kπ
⊤
N |k
]
+
[
I 0
0 ΠN |k
]
ΩN |k
[
I 0
0 ΠN |k
]⊤
where
ΠN |k :=T
N
(Φ,B)Lk + T
N
(Φ,A)M, πN |k :=S
N
Φ xˆk + T
N
(Φ,B)ck,
ΩN |k=
∑
j
[
FN (Γ
(j))
G(Γ(j))
][Σk
Σ¯v
Σ¯w
][FN (Γ(j))
G(Γ(j))
]⊤
P{Γk=Γ
(j)}
with FN (Γk) :=
[
SNΨ −T
N
(Ψ,A)MΓk T
N
(Ψ,D)
]
and SNΦ ,
TN(Φ,A), T
N
(Φ,B) being defined (analogously to S
N
Ψ and
TN(Ψ,B)) in terms of Φ, A and B.
5 Cost and constraints
We next show that the cost and constraints of (4) can
be expressed as convex functions of θk = (ck,Lk). First
note that the objective in (4) can be written
∞∑
i=0
βiEk
{
‖xi|k‖
2
Q+‖ui|k‖
2
R
}
= tr(QβXk)+tr(RβUk)
+ fN(θk, xˆk,Σk) (16)
where Xk is given by (14), and
Qβ := 12×2⊗diag{Q, βQ, . . . , β
N−1Q},
Rβ := diag{R, βR, . . . , β
N−1R},Uk :=Ek{uku
⊤
k },
fN(θk, xˆk,Σk) :=
∞∑
i=N
βiEk
{
‖xi|k‖
2
Q + ‖ui|k‖
2
R
}
.
Since Qβ  0 and Rβ ≻ 0, the term tr(QβXk) +
tr(RβUk) in (16) can be expressed as a convex quadratic
function of θk = (ck,Lk) using (13b) and (14). To de-
termine the terminal term, fN (θ, xˆk,Σk), let
Pk :=
∞∑
i=N
βiXi|k, (17)
where
Xi|k := Ek
{[
xi|k − xˆi|k
xˆi|k
] [
xi|k − xˆi|k
xˆi|k
]⊤}
.
Then for i ≥ N we have
Xi+1|k=E
{
Ψ˜(γ)Xi|kΨ˜
⊤(γ)
}
+E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
(18)
where
Ψ˜(γ) :=
[
A(I − γMC) 0
γAMC Φ
]
, D˜(γ) :=
[
−γAM D
γAM 0
]
,
and γ is a random variable identically distributed as γk.
Hence
E
{
Ψ˜(γ)PkΨ˜
⊤(γ)
}
=
∞∑
i=N
βi
(
Xi+1|k − E{D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)}
)
= β−1(Pk−β
NXN |k)−
βN
1− β
E{D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)},
and the terminal term fN(θk, xˆk,Σk) in (16) is equal
to tr(Z1Pk) where Z1 :=
[
Q Q
Q Q+K⊤RK
]
and Pk is the
6
solution to the stochastic Lyapunov equation
Pk = βE
{
Ψ˜(γ)PkΨ˜
⊤(γ)
}
+ βNXN |k +
βN+1
1− β
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
. (19)
Lemma 4 By Assumption 3, the linear system ξi+1 =
Ψ˜(γ)ξi is mean-square stable.
Proof: In Assumption 3, it is assumed that Ψ(γ) is MSS
and Φ is asymptotically stable, which are equivalent to
∃ Ξ1 = Ξ
⊤
1 ≻ 0,Ξ1 − E{Ψ(γ)Ξ1Ψ
⊤(γ)} ≻ 0,
∃ Ξ2 = Ξ
⊤
2 ≻ 0,Ξ2 − ΦΞ2Φ
⊤ ≻ 0,
respectively. It can be shown that
[
Ξ1
Ξ2
]
satisfies
[
Ξ1
Ξ2
]
− E{Ψ˜(γ)
[
Ξ1
Ξ2
]
Ψ˜⊤(γ)} ≻ 0,
and this implies Lemma 4. ✷
Let X¯  0 denote the steady state solution to (18).
Then, by Lemma 4, it is ensured that Xi|k converges to
X¯ as i→∞ for any XN |k  0 and k ≥ 0. Also, Lemma
4 implies β
1
2 Ψ˜(γ) is MSS since β ∈ (0, 1) and thus Pk in
(17) is well defined and finite.
Re-writing the constraints of problem (4) using the ma-
trix, Xi|k, of second moments yields the condition
∞∑
i=0
βi tr
[
(12×2 ⊗H
⊤H)Xi|k
]
≤ µk,
which is equivalent to the constraint
tr(HβXk) + tr(Z2Pk) ≤ µk, (20)
whereHβ :=12×2⊗diag{H⊤H, βH⊤H, . . . , βN−1H⊤H}
and Z2 := 12×2 ⊗H⊤H .
The expressions for the cost and constraints in (16), (19),
(20) allow the optimisation (4) defining θ∗k to be formu-
lated as
(θ∗k, P
∗
k ) = arg min
θk,Pk
tr(QβXk) + tr(RβUk) + tr(Z1Pk)
s.t. (20),
Pk  βE
{
Ψ˜(γ)PkΨ˜
⊤(γ)
}
+βNXN |k
+
βN+1
1− β
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
.
(21)
Remark 5 The relaxation of (19) as a linear matrix
inequality (LMI) in problem (21) does not introduce any
conservativeness as it can be shown that there always
exists a solution that satisfies this LMI with equality.
Suppose there does not exist such a solution to problem
(21). Let (θ∗k, P
(0)
k ) be a minimiser and
P
(1)
k = βE
{
Ψ˜(γ)P
(0)
k Ψ˜
⊤(γ)
}
+ βNXN |k
+
βN+1
1− β
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
.
Then P
(0)
k ≻ P
(1)
k and (θ
∗
k, P
(1)
k ) also satisfies the LMI
with strict inequality because of the supposition. Continu-
ing this procedure, we will have that ∀i ≥ 1 P
(i)
k ≻ P
(i+1)
k
and that (θ∗k, P
(i+1)
k ) is a minimiser and is at least as
good as (θ∗k, P
(i)
k ) in terms of values of the cost function.
From the mean-square stability of β
1
2 Ψ˜(γ), it follows that
P ∗k := limi→∞ P
(i)
k exists and satisfies this LMI with
equality. This contradicts the supposition and proves our
argument. Therefore, we let (θ∗k, P
∗
k ) be the minimiser
that satisfies this LMI constraint with equality. Note that
if
[
Q
1
2 0
Q
1
2 K⊤R
1
2
]
has full column rank, (θ∗k, P
∗
k ) is unique.
6 Closed loop properties
This section considers the performance of the closed loop
system (1) with the control law of Section 3.2. We use
the solution θ∗k = {c
∗
k,L
∗
k} of (4) at time k to construct
a feasible, but possibly suboptimal, solution for (4) at
time k + 1 (i.e. given Uk, Ik), which we denote θ◦k+1 :=
{c◦k+1,L
◦
k+1}, where
c◦k+1 :=


c∗1|k
...
c∗N−1|k
0

+


L∗1,0|k
...
L∗N−1,0|k
0

 γk(yk − Cxˆk), (22a)
L◦k+1 :=


L∗1,1|k
...
. . .
L∗
N−1,1|k · · · L
∗
N−1,N−1|k
0 · · · 0 0

 . (22b)
Following Yan et al. [2018], we define the constraint
threshold µk in (4) for all k > 0 in terms of θ
◦
k. This
ensures recursive feasibility of the MPC optimisation
without requiring bounds on the noise vk and distur-
bance wk. Thus
µk :=
{
ǫ, k = 0
tr(HβX
◦
k) + tr(Z2P
◦
k ), k > 0
(23)
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where
P ◦k := βE
{
Ψ˜(γ)P ◦k Ψ˜
⊤(γ)
}
+ βNX◦N |k +
βN+1
1− β
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
,
X◦k :=
[
0 0
0 pi◦kpi
◦⊤
k
]
+
[
I 0
0 Π◦k
]
Ωk
[
I 0
0 Π◦k
]⊤
,
X◦N |k :=
[
0 0
0 π◦
N |kπ
◦⊤
N |k
]
+
[
I 0
0 Π◦
N |k
]
ΩN |k
[
I 0
0 Π◦
N |k
]⊤
with
pi◦k := SΦxˆk+T(Φ,B)c
◦
k, Π
◦
k := T(Φ,B)L
◦
k+T(Φ,A)M,
π◦N |k := S
N
Φ xˆk+T
N
(Φ,B)c
◦
k, Π
◦
N |k := T
N
(Φ,B)L
◦
k+T
N
(Φ,A)M.
Theorem 6 If problem (21) is feasible at k = 0, then
(21) remains feasible for all k > 0 and the state of (1)
under the control law of Section 3.2 satisfies
∞∑
k=0
βkE{‖Hxk‖
2} ≤ ǫ. (24)
Proof: The definition (23) of µk trivially ensures feasi-
bility for all k > 0. The definitions (22a,b) ensure that,
at time k (given Uk−1, Ik−1), the distributions of the
state and control sequences {xi|k+1}
∞
i=0 and {ui|k+1}
∞
i=0
are identical to the distributions of {xi+1|k}
∞
i=0 and
{ui+1|k}
∞
i=0. Therefore
∞∑
i=0
βiEk{‖Hxi|k‖
2} = tr(HβXk) + tr(Z2Pk)
implies
βEk{µk+1} ≤ µk−Ek{‖Hx0|k‖
2} = µk−Ek{‖Hxk‖
2}.
Hence the trajectories of the closed loop system satisfy
∞∑
i=0
βiEk{‖Hxk+i‖
2} ≤ µk − lim
i→∞
βiEk{µk+i} ≤ µk
for all k ≥ 0. ✷
Corollary 7 Let Jk := J(θ
∗
k, xˆk,Σk) denote the optimal
cost of problem (21). Then, under the control law of Sec-
tion 3.2, the trajectories of (1) satisfy
∞∑
k=0
βkE
{
‖xk‖
2
Q + ‖uk‖
2
R
}
≤ J0. (25)
Proof: Applying the same argument used in the proof
of Theorem 6 to the definition of the objective in (21)
yields
βEk{J(θ
◦
k+1, xˆk+1,Σk+1)} = Jk −Ek{‖xk‖
2
Q + ‖uk‖
2
R},
(26)
and since Jk ≤ J(θ◦k, xˆk,Σk) ∀k by optimality, the bound
in (25) follows. ✷
7 Strengthened stability conditions
7.1 Closed loop cost bound via a numerical check
In this section, we provide a bound on the averaged
undiscounted closed loop cost accumulated over an infi-
nite horizon by running a numerical check on β. Specif-
ically, if some condition holds for values of β in (0, 1),
we can provide a bound on this closed loop cost that is
parametric in β. To this end, we first establish an upper
bound on Jk.
An upper bound on Jk can be provided by finding a
feasible solution to problem (21), and such a solution
can be easily obtained if we eliminate variable Pk and
rewrite problem (21) as follows. Using standard matrix
vectorisation identities, (19) can be rewritten as
vec(Pk) =W1 vec(β
NXN |k +W2), (27)
where
W1 :=
[
I − β(1 − λ)Ψ˜(0)⊗ Ψ˜(0)− βλΨ˜(1)⊗ Ψ˜(1)
]−1
,
W2 :=
βN+1
1− β
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
.
Note that in the definition of W1, the matrix inverse is
guaranteed to exist since β
1
2 Ψ˜(γ) is MSS. From (27) we
have
tr(Z1Pk) = vec(Z
⊤
1 )
⊤ vec(Pk)
= vec(Z1)
⊤W1 vec(β
NXN |k +W2)
= tr(βN Z˜1XN |k) + tr(Z˜1W2),
where Z˜⊤1 := mat
(
(vec(Z1)
⊤W1)
⊤, [2nx, 2nx]
)
. Simi-
larly,
tr(Z2Pk)=tr(β
N Z˜2XN |k) + tr(Z˜2W2),
where Z˜⊤2 := mat
(
(vec(Z2)
⊤W1)
⊤, [2nx, 2nx]
)
.
Therefore, an equivalent form of problem (21) is given by
θ∗k = argmin
θk
tr(QβXk)+tr(RβUk)+β
N tr(Z˜1XN |k)
8
+tr(Z˜1W2)
s.t. tr(HβXk) + β
N tr(Z˜2XN |k) + tr(Z˜2W2) ≤ µk,
(28)
which has a single convex quadratic constraint.
Minimising the constraint function in (28) over θk =
{ck,Lk} necessarily yields a feasible, but possibly sub-
optimal, solution θfk := {c
f
k ,L
f
k}. This solution has an
explicit form, in which cfk is given by c
f
k := Kcxˆk with
Kc := −
[
T⊤(Φ,B)HbT(Φ,B) + β
N (TN(Φ,B))
⊤Z˜⊤2,22T
N
(Φ,B)
]†
·
[
T⊤(Φ,B)HbSΦ +
βN
2
(TN(Φ,B))
⊤(Z˜⊤2,22 + Z˜2,22)S
N
Φ
]
,
Hb := diag{H⊤H, βH⊤H, . . . , βN−1H⊤H} and where
Z˜2,22 is the bottom-right block of Z˜2 partitioned accord-
ing to Z˜2 =
[
Z˜2,11 Z˜2,12
Z˜2,21 Z˜2,22
]
. The expression for Lfk is omit-
ted here for simplicity but we note that it is a func-
tion of Σk. Therefore, evaluating the cost function at
θ
f
k = {c
f
k ,L
f
k} gives that
J(θfk , xˆk,Σk)= xˆ
⊤
k Pxˆxˆk+tr(QΣk)+s(β,Σk)+tr(Z˜1W2),
where s(β,Σk) is a nonnegative scalar function of β and
Σk, taking finite values when Σk is finite, and tr(Z˜1W2)
is a constant depending on β. Here Pxˆ is given by
Pxˆ := (SΦ +T(Φ,B)Kc)
⊤Qb(SΦ +T(Φ,B)Kc)
+(K(SΦ+T(Φ,B)Kc)+Kc)
⊤Rβ(K(SΦ+T(Φ,B)Kc)+Kc)
+
βN
2
(SNΦ +T
N
(Φ,B)Kc)
⊤(Z˜⊤1,22+Z˜1,22)(S
N
Φ +T
N
(Φ,B)Kc)
where Qb := diag{Q, βQ, . . . , βN−1Q} and Z˜1,22 is the
bottom-right block of Z˜1 =
[
Z˜1,11 Z˜1,12
Z˜1,21 Z˜1,22
]
.
Moreover, if σ is any scalar such that
Pxˆ  σQ, (29)
then we have
Jk ≤ J(θ
f
k , xˆk,Σk)
≤ σ tr(Qxˆkxˆ
⊤
k ) + tr(QΣk) + s(β,Σk) + tr(Z˜1W2)
≤ σEk{‖xk‖
2
Q}+ s(β,Σk) + tr(Z˜1W2), (30)
where the first inequality holds by optimality. From the
definitions of Pxˆ, SΦ and Qb we have Pxˆ  Q. This
implies that, if a scalar σ exists such that (29) is satisfied,
then it must be greater than or equal to 1. Thus the third
inequality in (30) follows. A possible choice for σ is the
largest eigenvalue of PxˆQ
−1 if Q ≻ 0.
We are now able to identify a parametric bound on
the averaged undiscounted closed loop cost accumulated
over an infinite horizon in Theorem 8.
Theorem 8 Provided that optimisation (21) is feasible
at time k = 0 and a scalar σ exists such that (29) is sat-
isfied, if the discounting factor β ∈ (0, 1) in optimisation
(21) satisfies
σ <
1
1− β
(31)
and Σk converges deterministically to some fixed point Σ¯
∀ Σ0 as k →∞, then
lim
T→∞
1
T
T−1∑
k=0
E
{
‖xk‖
2
Q + ‖uk‖
2
R
}
≤
1
1
1−β − σ
(
s(β, Σ¯) + tr
(
Z˜1W2
))
. (32)
Proof: From (26), it follows that
βEk{Jk+1} ≤ Jk − Ek{‖xk‖
2
Q + ‖uk‖
2
R}.
Multiplying both sides of this inequality by β−1 and then
subtracting Jk from both sides yields
Ek{Jk+1}−Jk ≤ (β
−1−1)Jk−β
−1
Ek{‖xk‖
2
Q+‖uk‖
2
R}.
(33)
From (30) and (33) it can be concluded that
Ek{Jk+1} − Jk ≤
(
(β−1 − 1)σ − β−1
)
Ek{‖xk‖
2
Q}
− β−1Ek{‖uk‖
2
R}+ (β
−1 − 1)(s(β,Σk) + tr(Z˜1W2)).
Since (β−1 − 1)σ > 0, we then have
(β−1−(β−1−1)σ)Ek{‖xk‖
2
Q+‖uk‖
2
R} ≤ Jk−Ek{Jk+1}
+ (β−1−1)
(
s(β,Σk) + tr
(
Z˜1W2
))
. (34)
Furthermore, (31) implies that β−1 − (β−1 − 1)σ > 0.
Summing both sides of (34) over k = 0, 1, . . . , T − 1,
dividing by T and considering the limit as T →∞ yields
lim
T→∞
1
T
T−1∑
k=0
E
{
‖xk‖
2
Q+‖uk‖
2
R
}
≤
1
1
1−β−σ
tr(Z˜1W2)
+
1
1
1−β−σ
lim
T→∞
1
T
T−1∑
k=0
E{s(β,Σk)}
and, since Σk → Σ¯ as k →∞, we have
lim
T→∞
1
T
T−1∑
k=0
E{s(β,Σk)} = s(β, Σ¯),
which completes the proof. ✷
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Remark 9 Theorem 8 provides a sufficient condition
for (32) which requires Σk to converge to Σ¯ determinis-
tically ∀ Σ0 as k →∞. This requirement is reasonable in
real world applications and can be ensured in many ways.
For example, it holds if a common quadratic Lyapunov
equation [Lin and Antsaklis, 2009] exists for subsystems
of ξi+1 = A(I−γiMC)ξi, that is, if there exists a matrix
P = P⊤ ≻ 0 such that
P −A⊤PA ≻ 0,
P − (A−AMC)⊤P (A−AMC) ≻ 0
(35)
hold simultaneously.
7.2 Closed loop cost bound via asymptotic limits
In this section, we allow the discounting factors β1 and
β2 in the objective and the constraint in problem (2) to
differ. The corresponding online optimisation problem
defining θ∗k then becomes
min
θk,Pβ1,k,Pβ2,k
tr(Qβ1Xk) + tr(Rβ1Uk) + tr(Z1Pβ1,k)
s.t. tr(Hβ2Xk) + tr(Z2Pβ2,k) ≤ µk,
Pβ1,k  β1E
{
Ψ˜(γ)Pβ1,kΨ˜
⊤(γ)
}
+βN1 XN |k
+
βN+11
1− β1
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
,
Pβ2,k  β2E
{
Ψ˜(γ)Pβ2,kΨ˜
⊤(γ)
}
+βN2 XN |k
+
βN+12
1− β2
E
{
D˜(γ)
[
Σv
Σw
]
D˜⊤(γ)
}
,
(36)
where Qβ1 , Rβ1 , Hβ2 are constant matrices similarly
constructed to Qβ , Rβ , Hβ. To analyse the averaged
undiscounted closed loop cost accumulated over an in-
finite horizon, we keep the discounting factor β2 fixed,
while taking the left-hand limit of the discounting factor
in the cost at β1 = 1
− and then solving the optimisa-
tion (36). Considering the limit at β1 = 1
− implies that
β1 < 1 and hence (36) remains solvable.
We next give a bound on the closed loop cost.
Theorem 10 Provided the optimisation problem (36) is
feasible at time k = 0, if the discounting factor β1 ∈ (0, 1)
in (36) is arbitrarily close to 1, then the trajectories of
(1) under the control law of Section 3.2 satisfy
lim
T→∞
1
T
T−1∑
k=0
E
{
‖xk‖
2
Q + ‖uk‖
2
R
}
≤ tr(Z1X¯). (37)
Proof: We denote the minimiser to (36) with β1 be-
ing arbitrarily close to 1 from the left as (θˆ∗k, Pˆ
∗
k , P˜
∗
k ),
where Pˆ ∗k and P˜
∗
k are the terminal matrices in the pre-
dicted cost and the discounted sum constraint, respec-
tively, and Xˆ∗k, Uˆ
∗
k, Xˆ
∗
i|k as the quantity ofXk,Uk,Xi|k
that correspond to the minimiser θˆ∗k, respectively. Let
Pˆ
(T )
k :=
∑N+T−1
i=N Xˆ
∗
i|k. Then we have
Pˆ
(T )
k =
N+T−1∑
i=N
(Xˆ∗i|k − X¯) + T X¯, (38)
where X¯ , the steady state solution to (18), exists and is
unique by Lemma 4. Dividing both sides of (38) by T
and taking the limit at T =∞ yields that
lim
T→∞
1
T
Pˆ
(T )
k = lim
T→∞
1
T
N+T−1∑
i=N
(Xˆ∗i|k−X¯)+X¯ = X¯ (39)
= lim
T→∞
1
T
N+T−1∑
i=N
lim
β1→1−
βi1Xˆ
∗
i|k= lim
T→∞
1
T
Pˆ ∗k .
(40)
The second equality in (39) follows from the observa-
tions that Xˆ∗
i|k converges to X¯ ∀k ≥ 0 as i→∞ and that∑∞
i=N (Xˆ
∗
i|k− X¯) is finite. We next show that the second
equality in (40) holds. Whenever the minimiser (θˆ∗k, Pˆ
∗
k )
satisfies its corresponding LMI constraint in problem
(36) with equality, Pˆ ∗k satisfies (17). Also, since we solve
problem (36) after taking the limit at β1 = 1
−, each
term of that infinite sum on the RHS of (17) is evaluated
at β1 = 1
−.
Taking the limit at β1 = 1
−, we obtain a slightly different
version of (26) as
Ek{J(θˆ
∗
k+1, xˆk+1,Σk+1)}
≤ J(θˆ∗k, xˆk,Σk)− Ek{‖xk‖
2
Q + ‖uk‖
2
R},
and summing both sides of this inequality over k =
0, . . . , T − 1 yields that
T−1∑
k=0
E
{
‖xk‖
2
Q+‖uk‖
2
R
}
≤J(θˆ∗0 , xˆ0,Σ0)−E{J(θˆ
∗
T , xˆT ,ΣT )}.
(41)
Dividing both sides of (41) by T and taking the limit at
T =∞ gives
lim
T→∞
1
T
T−1∑
k=0
E
{
‖xk‖
2
Q + ‖uk‖
2
R
}
≤ lim
T→∞
1
T
(
J(θˆ∗0 , xˆ0,Σ0)−E{J(θˆ
∗
T , xˆT ,ΣT )}
)
≤ lim
T→∞
1
T
(
tr
(
Qβ1Xˆ
∗
0
)
+ tr
(
Rβ1Uˆ
∗
0
)
+ tr
(
Z1Pˆ
∗
0
))
= lim
T→∞
1
T
tr(Z1Pˆ
∗
0 ) = tr(Z1 lim
T→∞
1
T
Pˆ ∗0 ),
and this, together with (39) and (40), implies (37). ✷
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The analysis in Theorem 10 provides some insights into
the role that the discounting factors play.With discount-
ing factors β1, β2 ∈ (0, 1), we not only ensure the objec-
tive and constraint in problem (2) are well-defined un-
der possibly unbounded disturbance and measurement
noises, but we also obtain a trade-off between transient
and steady state behaviours. When β1 takes values far
from 1, greater emphasis is put on the cost accumulated
over a short horizon near to the initial time, and the
costs corresponding to later times are more heavily dis-
counted. On the other hand, as β1 approaches 1, the
closed loop cost is dominated by steady state behaviour.
8 Numerical examples
In this section, we run three sets of simulations:
(A) demonstrates that the closed loop system satisfies
the bounds in (24) and (25), and compares perfor-
mance with the unconstrained optimal LQG controller;
(B) shows that the averaged undiscounted closed loop
cost accumulated over an infinite horizon is finite under
the conditions of Theorem 8; and (C) demonstrates that
the closed loop system satisfies (37).
Simulation A : We consider a system obtained by dis-
cretising a linearised continuous time model of a double
inverted pendulum with a sample time of 0.01 s as in
Davison [1990]. The system matrices are
A =
[ 1.0005 0.01 −0.0005 0
0.098 1.0005 −0.0981 −0.0005
−0.0005 0 1.0015 0.01
−0.0981 −0.0005 0.2942 1.0015
]
,
B =
[ 0.0001 −0.0001
0.01 −0.02
−0.0001 0.0003
−0.02 0.05
]
, C = [ 1 0 0 00 0 1 0 ] , D = I,
and ωk ∼ N (0,Σw), vk ∼ N (0,Σv), λ = 0.6. Here Σw =
diag{0.5, 0.2, 0.9, 0.3} and Σv = 1.1I. Initial conditions
are given by
x0 =
[
−0.8
0.4
0.55
−0.5
]
, xˆ0 =
[
0.1
0.05
0.1
0.05
]
, Σ0 =
[ 0.5 −0.5 −0.5 0.5
−0.5 0.5 0.5 −0.5
−0.5 0.5 0.5 −0.5
0.5 −0.5 −0.5 0.5
]
.
The constraint of (2) is defined by β = 0.8, ǫ = 2 and
H =
[
0 0.1 0 −0.1
0.1 0 −0.1 0
]
.
The weighting matrices in the cost function of (2) are
given by Q = diag{10, 0.1, 10, 0.1}, R = 0.01I. We
choose a prediction horizon N = 5, K as the uncon-
strained LQ-optimal,KLQ, with respect to (A,B,Q,R),
andM = ΣˆC⊤(CΣˆC⊤+Σv)
−1, where Σˆ is the solution
of the algebraic Riccati equation
Σˆ = AΣˆA⊤ +Σw − λAΣˆC
⊤(CΣˆC⊤ +Σv)
−1CΣˆA⊤.
For this system, cost and constraint, the solution of (21)
yields J0 = 9.0757× 105.
To verify (24) and (25) experimentally, we consider the
average cost and constraint values over 103 simulations,
each of which has a run time of 150 time steps. For com-
parison, we run the same number of simulations with
the same {ωk}, {vk},{γk} sequences using the uncon-
strained optimal LQG controller, where uk = KLQxˆk
and the estimator gain is time-varying and given by
M = ΣkC
⊤(CΣkC
⊤ +Σv)
−1. Here Σk evolves as
Σk+1=AΣkA
⊤+Σw−γkAΣkC
⊤(CΣkC
⊤+Σv)
−1CΣkA
⊤.
The results summarised in Table 1 agreewith the bounds
in (24) and (25) and show that, although the LQG con-
troller gives a smaller closed loop cost (as expected), it
violates the constraint. Note that β150 = 2.9074×10−15,
so a further increase in the simulation run time has neg-
ligible effect on the cost and constraint estimates.
MPC controller LQG controller
empirical cost
value
2.0545×104 < J0 893.5569
empirical
constraint value
1.5175 < ǫ 3.9272 > ǫ
Table 1
Average discounted cost and constraint values for Simula-
tion A
Simulation B : For this simulation the system model,
cost and constraint parameters are the same as for Sim-
ulation A, except that the state matrix is redefined as
A← A−1.175I and the unconstrained LQ-optimal feed-
back gain KLQ, the steady state Kalman filter gain M
are modified accordingly. The modified matrices A and
M satisfy (35) and there exists a scalar σ = 4.2759 such
that (29) holds and σ < 11−β = 5. To estimate empir-
ically the LHS of (32), we run 102 simulations, each of
which has a run time of 104 time steps, and thus obtain
an estimate of the average value as 14.5375. For this ex-
ample therefore, the LHS of (32) is finite as implied by
Theorem 8. Further increases in the simulation run time
cause negligible changes in this estimate.
Simulation C : In this simulation we allow for different
discounting factors β1 and β2(= β = 0.8) in problem (2)
and we set ǫ = 3.8. The weighting matrix for control
inputs is given by R = 0.001I and the unconstrained
LQ-optimal feedback gain, KLQ, changes accordingly.
All other model and problem parameters are the same as
for Simulation A. We solve the steady state equation of
(18) and obtain the RHS of (37) as 518.3913.To estimate
empirically the LHS of (37) as β1 approaches 1 while
keeping β2 fixed, we run three tests with β1 equal to
0.98, 0.99 and 0.999, respectively. Each test consists of
100 simulations, each of which has a run time of 104 time
steps. Empirical values of the LHS of (37) corresponding
to different values of β1 are summarised in Table 2, and
are in agreement with the bound (37). Note also that a
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further increase of the simulation run time only results
in small variations in these estimates.
β1=0.98 β1=0.99 β1=0.999 tr(Z1X¯)
empirical
cost
value
483.3557 472.8744 468.7458 518.3913
Table 2
Average undiscounted cost values for Simulation C
9 Conclusion
This paper describes an output feedbackMPC algorithm
for linear discrete time systems with additive distur-
bance and noisy sensormeasurements transmitted over a
packet-dropping communication channel. By designing
a control policy with an affine dependence on future ob-
servations, we provide a convex formulation of a stochas-
tic quadratic regulation problem subject to a discounted
expectation constraint. Our controller parameterisation
ensures recursive feasibility of the MPC optimisation
problem and ensures constraint satisfaction and a dis-
counted cost bound in closed loop operation.We provide
a sufficient condition on the discounting factor to ensure
that the averaged undiscounted closed loop cost is finite.
Also, different discounting factors in the cost and the
expectation constraint, respectively, are considered. By
allowing the discounting factor in the cost to approach 1
arbitrarily closely while keeping the discounting factor
in the expectation constraint fixed, we obtain an upper
bound on the averaged undiscounted closed loop cost.
Future work will investigate the impact of uncertainties
in the probability, λ, of successfully receiving a sensor
measurement on closed loop properties.
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