In driving simulation, a scenario includes definitions of the road environment, the traffic situation, simulated vehicles' interactions with the participant's vehicle and measurements that need to be collected. The scenarios need to be designed in such a way that the research questions to be studied can be answered, which commonly imply exposing the participant for a couple of predefined specific situations that has to be both realistic and repeatable. This article presents an integrated algorithm based on Dynamic Actor Preparation and Automated Action Planning to control autonomous simulated vehicles in the simulation in order to generate predefined situations. This algorithm is thus able to not only plan driving actions for autonomous vehicles based on * Corresponding author. specific tasks with relevant contextual information, but also handle longitudinal transportation of simulated vehicles based on the contextual information in an automated manner. The conducted experiment shows that the algorithm is able to guarantee repeatability under autonomous traffic flow. The presented algorithm can not only benefit the driving simulation community, but also benefit relevant areas, such as autonomous vehicle and in-vehicle device design by providing them with an algorithm for target pursue and driving task accomplishment, which can be used to design a human-vehicle cooperation system in the coming era of autonomous driving.
Introduction
A driving simulator is a tool for imitating real vehicle driving. Instead of driving on a real road the drive takes place in a virtual world. The driver interface may include a real vehicle cabin or consist of a simpler driver interface with only a steering wheel and pedals. Driving simulators are mainly used to study driving behaviour in different driving contexts, i.e. different combinations of road environment, vehicle characteristic, support system(s), weather condition, etc. Compared to other tools for studying driving behaviour, as field trials and test tracks, driving simulators offer: 1) a risk-free environment;
2) the possibility to study hazardous situations not easily investigated in the real world;
3) the possibility to study new support systems, road environments, etc.
4) repeatable and consistent scenarios.
The scenario is the key to provide a pre-defined environment that experimenters need a participant to experience. It includes definitions of the road environment, the traffic situation, simulated vehicles' interactions with the participant's vehicle 1 and measurements that need to be collected. Choreography of scenarios, plays an important role in driving simulation. In general, the scenarios need to be designed in such a way that the research questions to be studied can be answered. This commonly imply exposing the participant for a couple of predefined specific situations which has to be both realistic and repeatable.
Realism in driving simulators is related to the creation of an illusion of real driving (Olstam et al., 2011) . Good realism in a driving simulator imply that the human participants make similar decisions in the driving simulator as they would in real driving. For the surrounding traffic point of view, realism imply requirements of adopting sufficient realistic driving behaviour models for the surrounding vehicles, as makes the following conclusion with respect to realism in driving simulators:
"In our experience with research studies in high-fidelity simulators, users generally focus their evaluation of the model realism towards the richness of the behaviors, not their fidelity.".
Repeatability means that the essential conditions in a scenario should be repeatable in each trial (Fisher et al., 2010) . The balance between realism and repeatability is difficult and depend on the requirements of the scenario, which often includes high requirements on repeatability for statistical power in the result analysis. As a result, behaviours of each simulated vehicle are more or less always strictly controlled in order to guarantee repeatability.
However, even for a strictly pre-defined scenario, unexpected movements of vehicles, including the participant's, may interrupt some of the pre-defined interactions. In addition strictly controlled surrounding vehicles may behave less realistic in some situations.
This article present an approach for combining repeatability and realism of driving simulator experiments by orchestrating scenarios with autonomous surrounding vehicles. The work presented in this article is a further development of the scenario orchestration framework named SOAV (Xiong et al., 2012 (Xiong et al., , 2014 . The framework is enhanced by adding an algorithm for dynamic actor preparation based on the algorithm in Olstam et al. (2011) . and the section 5 ends the paper with concluding remarks and future research needs.
Related Work
In driving simulation, orchestration of scenarios has been a focus of research since the mid 1990s regarding how scenarios can be described and how to use those descriptions (e. g., Cremer et al. 1995) . Generally speaking, the scenario orchestration shares the same idea: have a human experiment designer describe every aspect of the scenario, and then author the scenario to relevant simulated vehicles. This process can define the rules or sequence of actions that the simulated vehicles should follow before or when the scenario is exposed to human participants.
In general, three questions need to be answered in order to orchestrate a particular scenario:
1) which simulated vehicles should be involved in the scenario?
2) how will those simulated vehicles be prepared?
3) how can the scenario be produced?
These three questions can be answered in a single framework or algorithm as discussed in Wassink et al. (2005 et al. (2011) , an actor management algorithm was developed by considering the average speeds of simulated vehicles needed to reach the proposed location for interactions. The simulated vehicle with the least conspicuous speed trajectory was assigned to interact with the participant.
Question two can be called the actor preparation problem and is related to the "realism" part of the scenario, as in this phase simulated vehicles can have some autonomy to prepare themselves. In general, researchers always assume that simulated vehicles will show up in the right place at the right time. In Olstam et al. (2011) , some work was done regarding how to prepare simulated vehicles in an inconspicuous manner by adopting a specific speed trajectory towards the required location for interactions. Moreover, the trajectory is calculated by considering the estimated future speed of the simulator driver, which is estimated by considering its current speed and a estimation of its desired speed based on an algorithm presented in Olstam et al. (2008) .
Question three can be called the scenario execution problem and is related to three aspects: what are the available actions, how to trigger and schedule the actions. In previous work (e. g., ), the event-driven mechanism was widely used and can be regarded as pre-conditions for particular actions: conditions must be true before these actions are executed. The adoption of autonomous simulated vehicles, makes it possible to define both high-level or low level actions: researchers can change a simulated vehicle's destination and make it plan actions according to that (Leitao et al., 1999) or just change its action speed . Moreover, the scheduling of such actions is often crafted by humans in order to specify the execution order of actions or sub-scenarios ( e. g., Leitao et al. (1999) ).
None of these questions have covered scenario failures, which may force the simulated vehicles to take part in the failed interaction again. However, this is questionable not only because retries may not be allowed by scenario design or time constraints, but also because it may be impossible technically due to the lack of replanning capability or dynamic environment reconstruction, e. g., creation of new road segments. As a result, some scenario development issues may arise (Papelis et al., 2003) , such as the following examples:
• Pre-Run Issues:
-the experimenter describes interaction outcomes without corresponding context and,
-predict the wrong reactions from participants.
• Run-Time Issues:
-participants do not want to be engaged in some interactions and,
-some interactions never happen due to design or system issues.
Pre-run issues suggest that an efficient communication mechanism is lacking. Experimenters may fail to foresee the extra actions from a participant as they focus on outcomes only; the experimenters do not have a general picture of the capacities of the scenario orchestration mechanism and the simulation software. This communication problem can make the scenario orchestration process time-consuming and make the scenario liable to run-time issues. Thus, it is important that both experiment designers and programmers have relevant pre-knowledge, which includes, but is not limited to, the capacities of the driving simulator software, the potential pre-conditions and the effects of particular interactions.
Run-time issues invariably cause failures, e. g., a trigger does not fire or participants do not want to be engaged. Those failures are difficult to avoid, but there is a possibility that they can be fixed dynamically without help from humans by automatically re-orchestrating the scenarios, if permitted.
In order to deal with the four issues mentioned above, both run-time and pre-run ones, Xiong et al. (2012 Xiong et al. ( , 2014 OSO is used to describe scenarios and relevant driving context to a virtual driver in a formal, context-oriented, programming-independent, logic-based, human-understandable and machine-processable manner. SAIL/NAUSEA is utilised by virtual drivers to carry out Assignments, which are tasks that virtual drivers need to accomplish in order to generate the required interactions with the human participant. Assignments can provide relevant contextual information to virtual drivers: the Formation Position, Monitor(s), Success
Condition(s), Failure Condition(s), Assignment-action(s) and the measurement from the interaction generated by this Assignment (Xiong et al., 2012 (Xiong et al., , 2014 .
SAIL/NAUSEA was developed so that: 1) the simulated vehicles that are controlled by virtual drivers can actively engage the participant to avoid failure and 2) if failures happen, the simulated vehicles can be re-driven by virtual drivers to generate the proposed interactions. Generally speaking, Xiong et al. (2012 Xiong et al. ( , 2014 found a way of combining the solutions for the three questions above, i. e., a way of combining the autonomous vehicles with controlled events based on automated action planning according to Assignments with required contextual information. Compared to Leitao et al. (2000) , Xiong et al. (2012 Xiong et al. ( , 2014 did not make assumption regarding levels of autonomy as committing to Assignment has been the internal motivation of the virtual driver. However, Xiong et al. (2012 Xiong et al. ( , 2014 did not examine how those contextual information should be achieved, e. g., how the required Formation Position should be reached by the vehicles controlled by the virtual driver. Dynamic actor preparation was investigated in Olstam et al. (2011) and an algorithm for longitudinal transportation of actors to reach a specified start conditions for an assignment were presented. As a result, in this paper, NAUSEA will be enhanced with the actor preparation algorithm from Olstam et al. (2011) in order to be able to do longitudinal transportation of simulated vehicles for Assignments.
NAUSEA with Actor Preparation Algorithm

General Algorithm Description
NAUSEA is used to answer the following questions raised by one virtual driver, which is called Smith (Xiong et al., 2012 (Xiong et al., , 2014 , based on the information in an Assignment list:
• which simulated vehicle should I control/drive to interact with the participant's vehicle? ("Match Role")
• how should I drive the vehicle there? ("Prepare Actor")
• what do I need to do for the Assignments in order to generate the required interactions and can I finish them in time? ("Finish Assignment")
• if something went wrong, e. g., if the Assignment failed after execution or I am not able to reach one of the trigger conditions (e. g. the required location for the Assignment), what should I do? ("Replanning")
As a result, a virtual driver needs to carry out the following sub-tasks in a scenario:
• Initialize: the virtual driver acknowledges what (s)he should do in the scenario according to the information encoded in the Assignments;
• Match Role 2 : after initialization, the virtual driver will find a simulated vehicle to control according to the successive Assignment(s);
2 Role Matching in this research has put a focus on local optimization by finding an optimized actor for a single Assignment.
• Prepare Actor: after the vehicle has been identified, the virtual driver will drive the vehicle to the proposed Formation Position and prepare for the oncoming Assignment; this process will be followed by the "Finish Assignment" specified below;
• Finish Assignment: after the virtual driver has formed the required formation around the participant's vehicle, (s)he will then carry out and finish the Assignment;
• Clean Up: after the accomplishment of the Assignment, the virtual driver will clean up the scenario by restoring the vehicle with previous
original parameter values, e. g., previous desired speed. This process is always handled by a pre-defined Assignment because by doing so, restored values can be controlled according to specific needs;
• Replanning: if there is any failure after the Initialization, the virtual driver will invoke "Match Role" and find another vehicle to be able continue the experiment, so the virtual driver will go back to the "Prepare Actor" phase even if (s)he finds the same vehicle as before.
This paper will enhance the Regulating procedure in NAUSEA to deal with the "Prepare Actor" sub-task. If using the original sub-procedure of speed adaptation, Smith would guide a simulated vehicle to reach a Formation Position based on a constant acceleration/deceleration rate. For instance, in order to reach the required position and headway, a simulated vehicle can be requested to maintain a deceleration rate to approach the participant's vehicle when it becomes the leader of the participant's vehicle. Another limitation of the current sub-procedure is that it cannot handle combined position, headway and speed requirements. In this paper, speed adaptation will be enhanced with the algorithm presented in Olstam et al. (2011) in order to approach the participant's vehicle in a unconscious manner and to allow combined headway and speed constraints. Before we go any further, some essential concepts in SOAV are given below,
• Moreover, the Sim needs to broadcast information of all vehicles every frame to Smith (the virtual driver) and receive/execute orders from Smith;
• Smith: Smith, inspired by Agent Smith in the film Trilogy "The Matrix" (Wikipedia, 2011) , refers to the virtual driver in SOAV and can also request to change the physical scene, e.g., put a cone on the road;
• Temporal Constraints: there are two types of temporal constraints in this research: metric and precedence. For instance, "action α Before action β" is a precedence constraint and "the start time of β -the finish time of α 100 (seconds)" is a metric constraint;
• Ego-vehicle/flock: the vehicle or vehicle flock Smith is controlling are termed as "Ego-vehicle" or "Ego-flock" respectively;
• Formation: a Formation is a set of pre-defined local relative positions around the simulator driver/participant. Vehicles in driving simulation always interact with the participants at these Formation Positions. For instance, position "L" refers to "Leader". More details can be found in Xiong et al. (2012 Xiong et al. ( , 2014 );
• Action: a Low-level action is defined as an action that only can be performed in one way, one sequence and by one vehicle/flock;
• Recipe: a Recipe is a set of actions that specifies how to perform a complex/High-Level Action;
• Assignment: an Assignment is a task that the virtual driver needs 
Regulating in the Enhanced NAUSEA
Basically, speed adaptation is used to approach the participant's vehicle according to the Formation Position. Let us suppose that the first successive Assignment for the virtual driver is A 0 , which involves a leader vehicle controlled by Smith. In this research, focus has been put on one virtual driver controlling one simulated vehicle.
In Figure 1 , the virtual driver is controlling the vehicle V and its final position/relative distance for A 0 is illustrated; it is proposed to be the Hence, the Monitors of A 0 can be informally defined as:
1) As long as the simulator driver reaches or passes d m of the road segment;
2) whenever the simulator driver's distance headway to the leader, which is the Ego-vehicle, is less than HW su m;
3) whenever the simulator driver's time-to-collision with the leader, which is the Ego-vehicle, is greater than T T C seconds.
Those informal Monitors can be written into OSO (Ontology for Scenario Orchestration) and be fed to SAIL/NAUSEA. If the Assignment will be triggered att, the start conditions of A 0 can be stated as:
where xt P is the position of the participant's vehicle when the Assignment is triggered; ∆xt is the distance between the vehicle and the participant's vehicle when the Assignment is triggered; tt ttc is the participant's time-tocollision with the vehicle V when the Assignment is triggered.
If vt is the speed of vehicle V when the Assignment is triggered and vt P is the speed of the participant's vehicle when the Assignment is triggered, then in order to have tt ttc T T C, the following conditions have to be fulfilled:
If v R is the proposed role speed for the vehicle, which should be met when A 0 is triggered, a set of parameters for the speed adaptation can be derived from the inequalities presented above:
where ∆x R is the proposed role distance between the vehicle and the participant when A 0 is triggered.
To sum up, the virtual driver will guide the vehicle to achieve the following states for A 0 based on the participant's real-time position x P and speed v P , which replaces vt P in this research:
where t is the current time, so the virtual driver can regulate the vehicle's speed according to the longitudinal actor preparation model presented in Olstam et al. (2011) , which give an acceleration rate of:
where, sign checks if a number is positive or negative;
t is the time left until the Assignment should start:t − t;
v is the current speed of the controlled simulated vehicle;
v R is the proposed role speed specified in Equation 13; v a is the required average speed of the vehicle in order to reach the required position for the Assignment, which can be calculated by adopting ∆x R andt from Equation 12 and 11 respectively:
where ∆x is the present distance between the vehicle V and the par- 
When preparing the vehicle, the virtual driver will use the definedt, ∆x R and v R to regulate the vehicle's speed based on the acceleration rate obtained from Equation 14 . When the Monitors of the Assignment are satisfied, the virtual driver will trigger the Assignment even if the values of the three defined parameters are not the same as specified in Equations 11 to 13.
The reason is that the virtual driver just needs to make sure that when the Assignment is triggered, the conditions specified in the Monitors, which are represented from Inequalities 1 to 3, have been satisfied.
In the case that the Formation Position of A 0 has been specified as a position behind the participant's vehicle, such as "F" or "Follower", ∆x and ∆x R will be negative (∆x = x f − x l < 0). As a result, the required distance headway will be specified as negative in the first place. The required distance headway will then be rewritten as "bigger than HW su ". Hence, Equations 4 to 8 will be:
As a result, v R will be v P +
, where ∆x R = HW sl +HWsu 2
Experiment and Results
Introduction
Numerical experiments has been conducted in order to demonstrate and verify the integration of the actor preparation algorithm from Olstam et al. (2011) with NAUSEA and to demonstrate the recipe of a High-level Action"Block". For the experiments a scenario was designed based on Play In this experiment, only one road segment was used, so replanning after the failure of Assignments was not allowed. Furthermore, no vehicle restrictions or metric constraints were included and changing Ego-vehicle was allowed.
Equipment
A laptop was used to run the VTI's simulation software (the Sim) and Smith. It was equipped with a 2.3 GHz Intel R Core i7 CPU and 16 GB memory. The threading mechanism in the kernel of the VTI's simulaiton software was updated to make it runnable under OS X. The visualisation system of the simulation software, which is used to present the simulation, was run under OS X using Wine 4 , which is used to run Windows applications on OS X.
Experiment
Scenario Description
The scenario consisted of a two-lane motorway with a speed limit of 110 km/h. It was 12.4 km long and could take simulator drivers a maximum of 7 minutes to complete (given a reasonable travel speed). At the beginning of the experiment, a dense traffic flow was initiated, so nine simulated vehicles were placed around the participant's vehicle according to the specification in Table 1 .
Autonomous simulator drivers were used in this experiment because it is easier to adopt different participant desired speeds using autonomous simulator drivers than using human drivers. Ten autonomous simulator drivers were used and they shared the same behaviour model as the autonomous vehicles in Olstam et al. (2011) . The desired speeds of each autonomous simulator driver were set to 105, 106, 107, 108, 109, 110, 111, 112, 113 and 114 km/h respectively from 5 km/h less than the speed limit to 4 km/h greater than the In this experiment, when the driving simulator reached 6000 m from the start of the road, Smith started to look for an appropriate Egovehicle/flock.
Additional Information of the Experiment
Four pre-defined Assignments have been included in the Memory of Smith for the High-Level Action "Block". They are defined to include not only the recipe for "Block", that contains four sub-actions, but also some relevant contextual information:
• Assignment "Create-flock": when the simulator driver reached the position of 6000 m, a Flock would be requested and thus created. The
Assignment-action was used to indicate that a Flock containing three simulated vehicles needed to be created. Their initial positions were determined by the fact that the initial average speed were set to be less than 10% faster than the speed limit, which was set to 110 km/h; speed; This desired speed had proven to be adequate as clearing simulated vehicles in front could be less than 100 meters away in some tests without a sudden change of their acceleration rates;
• Assignment "Maintain-speed": this was used to maintain the speed of the Flock when the Assignment was triggered. Smith would send the Flock ID and an indicator to the Ego-flock including the required speed.
• Assignment "Restore": this was to restore the configurations of all simulated vehicles so that they could return to autonomy with the original desired speed. There was no need to send parameters, Smith would just send an indicator to the Sim and let it carry out restoring activities.
The recipe of the top-Action α was constructed as shown in Figure 3 . In this Figure, the Assignment-actions are represented by their parent Assignments' names, e.g., "Create-flock". The precedence constraints were also included: By using the recipe and constraints above, the generated General Plan included five Assignment-actions as illustrated in Figure 4 . Moreover, no metric constraints were specified in this recipe except for the Duration of the Actions γ 33 and γ 34 . In this General Plan, Assignment-action γ 33 and γ 34 were parallel.
Experimental Procedure
Ten tests were performed sequentially with ten different autonomous simulator drivers, whose desired speeds vary. In each test, the following data were recorded:1) Role Matching commands, 2) the start times of the Assignments "Braking-car", "Maintain-speed", "Restore" and 3) positions and speeds of Ego-vehicles and Ego-flocks when orders were executed.
Results
By utilizing the speed adaptation algorithm derived from Olstam et al. (2011) along with the information from the Assignments, SAIL/NAUSEA successfully constructed the Monitor condition in every test actively and helped NAUSEA to prepare the Ego-vehicle/flock. All the Assignments were also triggered and restored according to Monitors and durations. It is ensured that the scenario could have a leader vehicle and a blocking flock before the required Assignments.
As indicated in Table 2 , Smith succeeded in finding a suitable Ego-vehicle for the Assignment "Braking-car". As Role Matching for Flock was not covered in this research, Smith was fed with the Flock information directly in the "Flock-blocking" Assignment.
As for the longitudinal transportation of the Ego-vehicle/flock, which is called speed adaptation in NAUSEA, Smith should guarantee that before the execution of the Assignment "Braking-car", the following conditions according to inequalities from 4 to 6 should be met:
150 <∆xt < 200 (23)
As for Ego-flock, the following values were provided directly:
As indicated in Table 3 , Smith successfully constructed the conditions according to inequalities from 4 to 5 in order to finish the Assignment. Moreover, as the minimum positive value of t ttc was 466.9077 (driver number 7), inequality 6 was also regarded as fulfilled as the speed difference (v p − v V , where v P v V ) is bigger than 0.5 m/s and a collision will not be caused, which is the reason of setting the time-to-collision threshold to IN F IN IT E.
In general, the pre-defined time-to-collision threshold, such as IN F IN IT E, is used by Smith to generate a value for regulating the speed of the controlling vehicle, it is not necessary to guarantee that the generated speed is absolutely the same as specified. An error is acceptable if the parent Assignment can be triggered. To sum up, Assignment "Braking-car" was succesfully fired in each test and no participant driver overtook the leader vehicle, thus the Regulating layer was working properly. 
Conclusions and future research
The integration was successful and the results were promising as Assignments can provide relevant contextual information for Regulating, and SOAV was enhanced to handle longitudinal transportation of simulated vehicles for Assignments. As a result, repeatability under autonomous traffic flow can be achieved. However, it should be noted that the application of Regulating could be limited because the estimation of the start time of the Play was not reliable as it was based on real-time participant's speeds. In this case the Ego-vehicle may miss the participants' vehicle and cause failure.
More research is therefore needed to estimate the start time of the coming Assignment by anticipating possible reactions from human participants.
Further research is also needed to examine the realistic aspect of the scenario created with the enhanced SOAV, especially regarding Flock control in order to manage the members of a Flock with rich behaviours: 1) merging into the Flock; 2) cutting-in to the Flock and 3) leaving the Flock. Some example algorithms can be found in the CyberCar2 project (Ruiz et al., 2008) .
Those Flock-related algorithms can maybe be adopted by each simulated vehicle and be dictated or requested by Smith.
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