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Modeling RNA, Protein, and Synthetic Molecules Using Coarse-Grained 
and All-Atom Representations 
 
David Russell Bell, PhD 
The University of Texas at Austin, 2016 
 
Supervisor:  Pengyu Ren 
 
The aim of computational chemistry is to depict and understand the dynamics and 
interactions of molecular systems. In addition to increased comprehension in the physical 
and life sciences, this insight yields important applications to therapeutic design and 
materials science. In computational chemistry, molecules can be modeled in a number of 
representations depending on the molecular system and phenomena of interest. In this 
work, both simplified, coarse-grained representations and all-atom representations are 
used to model the interactions of RNA, cucurbituril host-guest chemistry, and cadmium 
selenide quantum dot binding to the Src homology 3 domain.  
For RNA, a coarse-grained model was developed termed RACER (RnA CoarsE-
gRained) to accurately predict RNA structure and folding free energy. After optimization 
to statistical potentials, RACER accurately predicted the structures of 14 RNAs with an 
average 4.15Å root mean square deviation (RMSD) to the experimental structure. 
Further, RACER captured the sequence-specific variation in folding free energy for a set 
of 6 RNA hairpins and 5 RNA duplexes, with a R2 correlation of 0.96 to experiment.  
The binding free energies of a cucurbituril host with 14 guests were computed 
using a polarizable force field and the free energy techniques of Bennett acceptance ratio 
and the orthogonal space random walk. The polarizable force field captured binding 
 vii 
accurately, yet unexpectedly, the orthogonal space random walk method converged 
slowly, albeit at still reduced computational expense to the Bennett acceptance ratio.  
Lastly, the nanotoxicity effects of trioctylphosphine oxide coated cadmium 
selenide quantum dots are investigated with the model Src homology 3 protein domain in 
complex with its native proline rich motif ligand. With increasing quantum dot 
concentration, there is an increasing preference for the quantum dots to bind to the 
proline rich motif active site, inhibiting Src homology 3 function. 
 viii 
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Chapter 1: Dissertation outline and background of RNA modeling 
1.1 OUTLINE OF DISSERTATION 
In this first chapter, I present the RNA folding problem and the need for high 
accuracy RNA structure prediction, the main focus of my work. I discuss the current 
methods used to predict RNA structure, including secondary and tertiary structure 
prediction. I then end this chapter by briefly introducing the RACER RNA model. 
In chapter 2, I present recent progress made on the RACER RNA model. This 
includes the optimization of the model to capture folding free energy landscapes in 
addition to accurate structure prediction. I present RACER’s capability to predict 
experimentally determined folding free energies with a correlation of R2=0.98 while 
maintaining a structure prediction accuracy of 4.15 Å RMSD for a set of 14 
experimentally determined structures. 
In chapter 3 I present the computation of binding free energies for a set of 14 
small-molecule guests binding to a cucurbituril host. The binding free energies were 
computed using two methods: (1) the Bennett Acceptance Ratio (BAR) method, and (2) 
the Orthogonal Space Random Walk (OSRW) method. The OSRW method is an 
enhanced sampling free energy computation method, which we found to compute results 
comparable to the standard BAR method but at a reduced computational expense. For the 
14 small-molecule guests, we also compute several additional analyses, such as the 
conformational entropy of the guests rotating inside the host. 
Lastly, in chapter 4, I present the interaction between the SH3 protein domain, 
PRM native ligand, and trioctylphosphine oxide (TOPO) coated CdSe quantum dots 
(QD). The QDs quickly aggregate in solution; hence, we studied the concentration 
dependence of QDs interacting with the SH3 domain. We found that with increasing 
 2 
concentration, there was an increased preference to interact with the PRM binding site on 
the SH3 domain. The hydrophobic TOPO chains are largely responsible for this 
preference, as with increasing concentration, the QD CdSe cores are sequestered, while 
the TOPO chains become more surface exposed. Our work agrees with experiment that 
QDs exhibit dose-dependence toxicity, but this toxicity is heavily mediated by their 
surface coating. 
1.2 RNA STRUCTURE MODELING 
1.2.1 Problem 
The central dogma of biology considers RNA largely as a passive molecule: RNA 
polymerase transcribes messenger RNA which is then translated into protein by the 
ribosome and transfer RNA. In terms of protein coding, this procedure is correct; 
however, RNA has extensive function outside of translation. A large part of this function 
pertains to genome regulation, where self-splicing and conformational changes dictate 
which genes are translated. The function of RNA is dependent on RNA structure, and the 
process of how RNA forms its structure is termed the RNA folding problem. 
The RNA folding problem is rife with challenges. As soon as RNA nucleotides 
are transcribed from the polymerase, they begin to locally interact with previously 
transcribed nucleotides. As the synthesized RNA chain lengthens, long-range interactions 
occur in addition to local contacts. Upon RNA transcription completion, the RNA chain 
is able to fully sample conformations, breaking local interactions for favorable long-range 
interactions. Although RNA is able to fold in the absence of the polymerase, in vivo, 
RNA folds co-transcriptionally, sampling local and then long-range conformations as the 
RNA is synthesized1. For many RNAs, there is no unique folding procedure; rather 
multiple heterogeneous folding pathways (conformations sampled before native 
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structure) occur. Compounding the multiple folding pathways is that some of the 
alternative conformations are metastable and may persist for several hours. The timescale 
of RNA folding is likewise heterogeneous: for simple hairpin helices of ~10nt, 10-100μs 
is assumed reasonable, while the 195nt Azoarcus ribozyme folds in <50ms thanks to 
beneficial tertiary interactions2,3, and perhaps the far end of the timescale is the 400+nt 
Tetrahymena ribozyme which can take hours thanks to long-lived misfolded 
intermediates4,5. This occurrence of metastable non-native RNA structures has been 
dubbed the ‘alternative conformer hell’6,7 as it is exceedingly frustrating for structural 
biologists using techniques such as x-ray crystallography, NMR, and cryo-em.  
Given that experimental approaches to determining RNA structure are so 
challenging, there has been substantial development of theoretical models to predict RNA 
structure. Similar to Levinthal’s paradox8 for protein folding, RNA folding is utterly too 
expensive to exhaustively search every conformation. RNA structure prediction models 
must hence simplify the folding procedure to still capture accurate RNA structure in a 
practical amount of time. In response to the need for RNA structure as well as the 
prediction challenges, the Ren lab has developed the RACER model to predict RNA 
structure based on physical interactions. The physics of RNA folding will be discussed 
next followed by a short review of other structure prediction programs, and then the 
RACER model will be presented. 
1.2.2 Physics 
The main interactions responsible for RNA structure are those of electrostatics, 
hydrogen bonding, pi-pi stacking, and solvation. The phosphate backbone of RNA holds 
a charge of -1e per nucleotide. This leads to strong backbone-backbone repulsion 
between phosphate groups. Several species of ions particularly Mg2++ in solution and 
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bound to the RNA act to screen this repulsion. Mg2++ ions may bind to RNA in several 
different modes9. Hydrogen bonding in RNA occurs through base pairing interactions, a 
result of the polarity of the nucleobase heavy atoms O, N, and C. If one considers the 
RNA base to be a flat aromatic molecule with four edges, one side is occupied by the 
RNA backbone; the other three sides (Watson-Crick, Hoogsteen, and sugar edges) are 
capable of forming hydrogen bonds. The canonical base-pairs, GC and AU, form 3 and 2 
hydrogen bonds respectively. The extra hydrogen bond on the GC basepair is observed to 
be exceedingly stable. Non-canonical basepairs such as AA also occur in physiological 
RNAs. The hydrogen bonding between GG in G quadruplexes results in high stability 
structures. Pi-Pi stacking is a result of the delocalized π electrons on the aromatic bases, 
which contribute to attraction between nucleobase planes. This attraction is termed base 
stacking and is observed to be as stabilizing as base pairing. Besides adjacent nucleobases 
participating in stacking interactions, nucleobases may base-stack with nucleobases on 
the other strand of a base-paired region, referred to as cross-stacking. Solvation effects 
for RNA folding are not as prominent for RNA folding as they are in protein folding. 
However, the charged backbones have a strong preference to be solvent exposed, while 
the nucleobases hold less preference to interact with solvent. Again, this effect is minor in 
most instances. 
1.2.3 Secondary Structure Prediction  
Beyond sequence (primary structure), a highly simplistic representation with 
surprisingly powerful results is that of secondary structure representation. In secondary 
structure representation, RNA base-pairing is mapped out, so that helices and loops are 
evident. From observing ribosomal RNA secondary structure, Woese, Gutell, Cannone 
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and coworkers have drawn some astounding conclusions, including the separation of the 
archaebacteria and eubacteria domain.  
The most popular secondary structure prediction program, Mfold, uses dynamic 
programming to predict RNA secondary structure. Mfold works by comparing two 
different base-pairing conformations and taking the lowest free energy conformation to 
next compare with another base-pairing combination. Mfold maintains limitations, such 
as only ≈20-60% accuracy on the 16S rRNA10, as well as over-stabilizing helices. 
However, if considered appropriately, Mfold may serve as a nice approximation for RNA 
secondary structure, especially given the expense of determining secondary structure 
experimentally. Free energies are assigned to neighboring base-pairs, with these termed 
nearest-neighbor free energies stemming from a compendium of melting free energies 
collected by Turner and coworkers11. Melting free energies are determined by measuring 
the absorption profile as a sample of double-stranded RNA is heated. Single- and double-
stranded RNA have different absorption spectrums, resulting in a sigmoidal curve as the 
RNA molecules transition from being mostly double stranded to mostly single stranded. 
It is important to note that the high temperature after melting prevents the single stranded 
RNA from forming hairpins and long-lasting tertiary interactions. 
A large variety of other RNA secondary structure programs exist and are widely 
used. Some programs follow the dynamic programming scheme of Mfold. Others are 
capable of predicting pseudoknot structures. Although secondary structure prediction 
programs are powerful and heavily used by researchers, they remain limited to 2-
dimensional structure representations. 2-dimensional representations are insufficient for 
understanding which regions are solvent exposed or capturing specific binding modes of 
ligands/ions. For reasons such as these, 3-dimensional RNA structure is needed for future 
understanding and application of RNA biology.  
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1.2.4 Tertiary Structure Prediction  
3-dimensional RNA structure prediction methods typically use either RNA 
fragments to assemble 3-D structures, topological methods, or Monte carlo/Molecular 
Dynamics ‘physics-based’ sampling to build 3-D structures. In fragment assembly 
methods, the RNA sequence or secondary structure is divided into small fragments, such 
as the 8nt or shorter Nucleotide Cyclic Motifs from MC-Sym/MC-fold12. The fragments 
are collected from solved crystal structures and then placed into a database. New RNA 
structures are then built from the fragments, with a scoring function determining the 
optimal structure. In many fragment assembly programs, RNA secondary structure is first 
predicted which narrows down the selection of possible fragments. Also, some programs 
allow for relaxation/minimization of the fragments once the RNA is built so as to allow 
predictive flexibility from the constituent fragments. Fragment assembly methods 
accuracy is proven by their performance in RNA Puzzles13,14, a competition amongst the 
RNA structure prediction community to blindly predict RNAs from sequence, with the 
experimental RNA structure being released after the entries are submitted and then the 
programs are scored. 
Topological methods to predict RNA structure have been spearheaded by 
Schlick15-20 as well as a few others21-24. In these methods, RNA is depicted as nodes and 
vertices with applications ranging from RNA compaction to prediction of novel motifs. 
Physics-based RNA structure models aim to predict RNA structure from the 
physical interactions that the molecule encounters. Most physics-based models depict the 
RNA at a coarse-grained level, with a few parameterized pseudoparticles representing the 
nucleotides rather than the all atom structure. These pseudoparticles are typically 
modeled using a standard molecular mechanics force field, so that bonded 
pseudoparticles experience stretching, bending, and torsion forces. Nonbonded 
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interactions vary depending on the level of pseudoparticle representation. Effective non-
bonded interactions typically follow a vdW-like functional form where at the long-range 
(~5-20 Angstroms) the pseudoparticles experience attraction, while at the short range, the 
particles experience repulsion. Other interaction terms that tertiary structure models use 
are electrostatics, as well as separate base pair and base stacking interactions. Ultimately, 
non-bonded interaction composition depends on the level of coarse-grained 
pseudoparticles depicted by the model. 
1.2.5 RACER Structure Prediction Model  
The RACER structure prediction model is a coarse-grained physics based RNA 
structure prediction model developed by the Ren lab. Previously, the model has been 
shown to predict RNA crystal structures accurately and efficiently25,26. The RACER 
model consists of 5-pseudoparticles per nucleotide, with one pseudoparticle on the 
phosphate group, one pseudoparticle on the C4’ of the ribose group, and three 
pseudoparticles on the nucleobases capturing nucleobase planarity (see Figure 1.1).  
RACER models water and salt implicitly, so it is only the RNA pseudoparticles that are 
simulated. Using RACER, we are able to run 1μs of molecular dynamics simulations in 
about one day on one cpu core for a 10nt hairpin. This simulation time is substantially 
fast and is a notable strength of the RACER model.  
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Figure 1.1: RACER model structure overlaid onto the all-atom structure of a guanine 
nucleotide.  
 
In the next chapter, I discuss the most recent work on the RACER RNA model. 
This work involved re-optimizing the model to updated statistical potentials and then 
fitting the model to melting free energy data and pulling experiment data in addition to 
structure prediction. The correlation to experimental free energies is rather strong, with 
R2 = 0.98. RACER structure prediction capability became slightly worse, with an average 
RMSD of 4.15Å to experiment, compared to the previous RMSD value of 3.31Å. Further 
discussion of model capability and what we modified in the model is presented in the 
next chapter. Ultimately, now the RACER model holds application towards RNA free 
energy landscapes, which are highly sought after in the RNA folding field, with the 
expense of reduced structure prediction capability. 
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Chapter 2: Capturing RNA folding free energy with coarse-grained 
molecular dynamics simulations1 
2.1 INTRODUCTION 
 RNA serves important and diverse functions inside the cell. In 1981, Thomas 
Cech and colleagues observed self-splicing RNA in a 26S rRNA precursor27,28. In 1983, 
Sidney Altman found that ribonuclease P could cleave tRNA in the absence of protein29. 
In 2002, it was discovered that even mRNAs could bind small metabolites and regulate 
protein expression30-32. Today, RNA is recognized as extensively active, with roles in 
regulating genes, preparatory cleavage, metabolite sensing, and immune response. RNAs 
achieve this diverse activity through intricately regulated structure, with catalytic RNAs 
such as riboswitches maintaining highly conserved functional regions33,34. 
RNA chemistry and the need for accurate structures. RNA structure is a 
challenge to determine experimentally because it can fold into many different structures. 
For example, during RNA transcription, synthesized RNA regions fold locally1, sampling 
hairpins and short-range motifs. After transcription completes, RNA molecules are able 
to fold completely and sample long-range interactions35. With the numerous structures 
available for RNA to fold into, long-lived misfolded RNA intermediates often occur5,36,37. 
In addition, heterogeneous folding pathways exist for the same RNA sequence38-44. As a 
result, RNA has a highly dynamic folding landscape, which is challenging to capture 
using techniques such as x-ray crystallography and NMR spectroscopy6,7. Further, due to 
only recent interest in the diversity of RNA function in biology, there is a deficiency in 
available RNA experimental structures. However, RNA structure is key to understanding 
its function and for development of RNA-based applications. Due to the lack of available 
                                                
1Large portions of this chapter are based on the work: Bell, DR., et al. Capturing RNA Folding Free Energy 
with Coarse-Grained Molecular Dynamics Simulations. Sci. Reports. 2016
 10 
experimental structures of RNA, computational models of RNA are vital to predict RNA 
structures.  
Secondary structure methods for RNA. Currently, there are a variety of 
structure prediction methods available to elucidate RNA structure. Secondary structure 
prediction methods predict base pairing contacts for a given RNA sequence45. If 
homologous sequences exist, comparative sequence analysis46-49 remains the most 
accurate secondary structure technique. One of the most popular secondary structure 
prediction methods is dynamic programming. Using nearest neighbor energies11 and the 
sequence of the RNA, dynamic programming methods, such as Mfold50,51 or 
ViennaRNA52-54, exhaustively compare and build secondary structures to achieve the 
minimum free energy structure.  
However, dynamic programming schemes face certain limitations10, such as 
difficulty predicting pseudoknot structures.  Various secondary structure programs55-57 
have been developed to predict the folding of these structures. Recently, it has been 
shown that incorporating results from the experimental method SHAPE (selective 2’-
hydroxyl acylation analyzed by primer extension)58 can moderately increase accuracy of 
secondary structure prediction59-64. Despite its utility, secondary structure prediction is 
ultimately limited to 2-D base paired RNA structures. For RNA based therapeutics and de 
novo design, 3-D RNA structure must be determined. 
3-D structure prediction models. Tertiary or 3-D structure prediction methods 
use template, graph theory, and physics based modeling to sample and predict relevant 3-
D RNA structures65,66. Template based modeling uses predefined, small motifs to 
assemble RNA structures from their sequence. Template based models include the MC-
Fold/MC-Sym pipeline12, BARNACLE67, RSIM68, 3dRNA69, RNAComposer70, Vfold71-74, 
RNA-MoIP75 and FARNA/FARFAR76-78 available in the Rosetta package79. Similar to 
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template based modeling, ASSEMBLE80 and RNA2D3D81 use homologous RNA 
structures to predict the new RNA structure (with manual refinement available). In graph 
theory techniques, RNA is depicted topologically to build RNA structure, this improves 
sampling and even allows for creation of novel RNA motifs.  Graph theory techniques18 
are utilized by RAG/RAGTOP16,17,19,20 and others21-24. In physics based methods, the RNA 
is built from sequence into a 3D structure, and these 3D RNA structures are sampled 
using Monte Carlo or Molecular Dynamics (MD) protocols. Due to the high charge 
density of RNA and the associated large computational cost to sample structures, many 
tertiary structure models use coarse-grained representations of RNA82.  
In coarse-grained (CG) models, atomic sites are grouped together and represented 
as a “bead” or pseudoatom. Typical coarse-grained models depict a few pseudoatoms per 
nucleotide.  This results in a reduction in the degrees of freedom and lowers the 
simulation cost of the model, as compared with simulating the all-atom structure. Physics 
based coarse-grained models with one pseudoatom per nucleotide include 
YAMMP/YUP83,84, an adaptable user input required model, and NAST85,86, which 
assumes ideal helices from secondary structure and uses MD and clustering to build 
loops. iFoldRNA87,88, Denesyuk et al.89,90, and TOPRNA91-93 use three pseudoatoms per 
nucleotide to depict phosphate, sugar, and nucleobase groups. iFoldRNA uses discrete 
Molecular Dynamics and replica exchange Molecular Dynamics to sample structures, 
with non-bonded parameters decomposed from nearest neighbor energies. Similarly, the 
model by Denesyuk et al.89,90 derives its parameters from nearest neighbor energies and 
experimentally determined structures. TOPRNA captures effects of secondary structure 
constraints on loop conformations and free energies. HiRE-RNA94-96 depicts six-seven 
pseudoatoms per nucleotide with five pseudoatoms along the backbone. SimRNA97,98, 
Bernauer et al.99, as well as the previous generation and current RACER model 
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studied25,26,100 , all represent RNA with five pseudoatoms per nucleotide. SimRNA uses a 
Monte Carlo sampling algorithm with parameters from statistical potentials. The model 
by Bernauer et al. similarly uses statistics from high-resolution crystal structures for 
parameterization yet also derives all-atom potentials for structure refinement.  
The RACER RNA Model. The CG RNA model RACER (RnA CoarsE-gRained) 
developed and applied in this work is a physics-based model, derived from RNA 
structural statistics, refined using RNA thermodynamics, and applied in molecular 
dynamics simulations of folding and complexation of RNAs. In the results section, we 
first introduce the potential energy functions used in the RACER model, with a focus on 
the newly implemented effective vdW potential. Second, we demonstrate how RACER 
parameters were optimized using statistical potentials derived from PDB statistics.  
Additionally, we provide motivation for modeling RNA as a 1D molecule and the 
associated 1-D correction we made to the non-bonded PMFs. Third, we show how we 
validated RACER using simulated annealing simulations for RACER structure prediction 
capability and generation of funnel free energy landscapes. Fourth, we apply RACER to 
generate folding free energy predictions for a testing set of RNA hairpins and duplexes, 
and we compare our results to experiments. In the discussion section, we summarize the 
changes made to the RACER model and emphasize RACER’s ability to capture folding 
free energies and to predict structures. In the methods section, we show (1) the ability of 
RACER to map between all-atom and coarse-grained representations for use in 
multiscale simulations, (2) details on the folding free energy calculations, and (3) 
implementation instructions for those wishing to use RACER. 
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2.2 RESULTS 
2.2.1 Model 
Potential energy functions. The total potential energy function of the RACER 
model includes bond stretching, angle bending, torsion, effective vdW, hydrogen 
bonding, and electrostatics, labeled as 𝐸!"#$, 𝐸!"#$%, 𝐸!"#$%"&,  𝐸!"#_!"", 𝐸!!, and 𝐸!"! 
respectively (see Eq. 1). The RACER model is currently implemented in TINKER101. In 
RACER RNA nucleotides consists of 5 pseudoatoms per nucleotide, with a total of 9 
pseudoatom types (shown in Figure 2.1).  The RACER model used here differs from 
previous publications25,100 in that we employ a novel effective vdW potential to better 
capture the short-range non-bonded interactions among the pseudoatoms, which we 
found to be essential for correctly capturing the folded state. As a result, we had to re-
parameterize the other non-bonded contributors including the electrostatics and hydrogen 
bonding potential.  
 𝐸 =   𝐸!"#$ + 𝐸!"#$% + 𝐸!"#$%"& + 𝐸!"#_!""+𝐸!! + 𝐸!"! (1) 
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Figure 2.1: RACER model pseudoatoms overlapping all-atom structure. RACER 
bonds are shown in bold lines. (Left) nucleobases with backbone. (Right) 
GC and AU basepairs with hydrogen bonds shown in red dashed lines. 
Scale bar is shown in lower right. 
Bonded Potential Energies. The potential energy functions which retain the 
same functional form between the previous model and RACER are the bonded potential 
energy functions. Bond and angle potentials are represented by harmonic terms: 𝐸!"#$ = 𝑘!"#$ 𝑏 − 𝑏! ! and 𝐸!"#$% = 𝑘!"#$% 𝜃 − 𝜃! !. The torsion potential of Eq. 2 
uses the first 3 terms of a Fourier series expansion for the torsion potential, where 𝜙 is 
the torsion angle, and 𝑘! and 𝛿! are the spring constant and phase angle of expansion 
term n. 𝐸!"#$%"& 𝜙 = 𝑘!   1+ cos 𝑛𝜙 − 𝛿!!!!!  (2)	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Improved Effective vdW Potential. The RACER model includes a newly 
implemented effective potential (vdWeff) that significantly improves the fit of RACER to 
non-bonded statistical potentials. In the previous model26 the vdW-like non-bonded 
potential was modeled using a Buckingham function. However, this was found to 
significantly overestimate repulsion at short distances when compared with statistical 
potentials. The new effective vdWeff potential (Eq 5) allows for tuning the repulsion at 
short distances through a third parameter	   γ, enabling a closer fit to the statistical non-
bonded potential of mean force (PMF) (Figure 2.S1).  
The vdWeff does not represent the true vdW interaction, but rather the potential of 
mean force between a pair of pseudoatoms. However, based on statistical potentials, the 
non-bonded interactions between most pairs of pseudoatoms we sampled exhibited vdW 
potential-like behavior. The new functional form for vdWeff potential taken from ref 102 is 
shown in Eq. 5, where ε	  is	  the	  minimum	  well	  depth	  and	  σ	  is	  the	  distance	  of	  minimum	  energy,	  and	  γ	  is	  a	  parameter	  allowing	  for	  fine-­‐tuning	  of	  the	  slope	  of	  the	  short-­‐range	  interaction.	  Figure	  2.S1a	  presents	  a	  comparison	  between	  the	  vdWeff,	  Lennard	  Jones,	  and	   Buckingham	   potentials	   while	   Figure	   2.S1b-­‐d	   show	   the	   effects	   of	   the	   three	  parameters	   σ,	   ε,	   and	   γ	   on	   the	   vdWeff	   potential.	   The	   combining	   rules	   for	   unlike	  pseudoatom	  types	  i	  and	  j	  in	  the	  vdWeff	  potential	  are:	  𝜎!" = 𝜎! + 𝜎! 2	  ,	  𝜀!" = 𝜀!𝜀! 	  ,	  and	  𝛾!" = 𝛾! + 𝛾! 2.	   
𝐸!"#_!"" = 2𝜀1− !!!! 𝜎!𝜎! + 𝑟! 3𝛾 + 3 𝑒! !!!! − 1  (5)	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Hydrogen Bond and Electrostatics Energies. The hydrogen bond (Eq. 3) and 
Debye-Huckel electrostatics (Eq. 4) potential energy terms are of the same form as used 
previously. However, we reparametrized the hydrogen bond and Debye-Huckel potentials 
with the introduction of the new vdWeff term. In the hydrogen bond potential, 𝜀!!,!"# is 
the maximum potential found at the hydrogen bond equilibrium distance 𝜎!!,!". 𝑟!"  is 
the magnitude of the vector from atom j to atom i, while 𝛼! = 2 𝜃! + 𝜃! − 𝜋 is a 
directional component with 𝜃! and 𝜃! defined in Figure 2.S2. For hydrogen bond 
parameterization, the maximum potential 𝜀!!,!"#, was increased from 0.5 kcal/mol to 2.0 
kcal/mol. Other hydrogen bond parameters including equilibrium distance 𝜎!!,!" of 2.9	  Å	  and	  cutoff	  of	  6	  Å (base edge) remain the same as the previous model. Hydrogen bond 
potential energy is only computed for GC and AU pairs. For Debye-Huckel Eq. 4, 𝑞! is 
the charge of atom i, 𝑟!" is the distance between atom i and atom j, 𝐷 is the dielectric 
constant, and 𝜉 is the Debye length. A dielectric constant D of 25 was determined to be 
optimal under the new model potential, compared to 78 from the previous model. In 
depth discussion of Debye-Huckel and hydrogen bond optimization can be found in the 
SI. 𝐸!! = − 𝜀!!,!"#2 1− cos 𝛼! 𝜎!!,!"𝑟!" ! (3)	  𝐸!"! = 𝑞!𝑞!4𝜋𝐷 𝑟!"!!𝑒!!!" !  (4) 
2.2.2 Model Improvement and Parameterization 
Statistical potentials. The premise of our parameter optimization was to fit to 
both RNA structure and experimental free energies. First, we updated model statistical 
potentials from experimentally determined crystal structures. We downloaded all 
available Protein Data Bank (PDB, http://www.rcsb.org/) RNA structures as of 02/10/15 
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(excluding RNA-protein and RNA-DNA combination structures) totaling 1100 entries 
Our previous model fit to statistical potentials used approximately 668 structures. For 
RACER, our updated parameterization includes an additional ~400 structures, which led 
to various modifications in the potentials. The method of statistical potentials involves 
fitting energy functions to statistically derived potential of mean force (PMF) curves. The 
PMFs are determined by taking the probability distribution 𝑃 𝑟  of occurrences from the 
PDB structure set and then extracting the free energy 𝐺 𝑟 , 𝐺 𝑟 = −𝑘!𝑇ln ! !!"#  with 
the reference distribution 𝑟𝑒𝑓 setting the minimum interaction at 0 kcal/mol. Harmonic 
terms for valence potential, including bond and angle potentials, only required minor 
adjustments from previous values to fit to the updated PMF curves (most within 2% to 
the previous model26). 
1-D PMF for RNA. In this work, we determined that modeling RNA as one-
dimensional rather than a three-dimensional, isotropic molecule is more appropriate when 
extracting the statistical potentials from PDB structures. This choice is justified as there is 
an abundance of short, linear helices found in PDB structures of RNA. Additionally, 
folded RNA typically forms prolate ellipsoids103. Similarly, in the PDB structure of 16S 
rRNA more than half of the nucleotides are base paired46. Therefore, treating RNA as a 
one-dimensional molecule for capture of local interactions is not unreasonable.  
Additionally, 3D PMFs are more appropriate for systems with isotropic distance 
distributions, such as molecular liquids 104-106 and proteins107-109. 
Our motivation for modeling RNA as a 1D molecule came from the observation 
of divergence of 3D radial distribution functions (RDF) at distances greater than 10 Å, 
and as a result the potential of mean force (PMF) that was derived from the RDF did not 
converge to 0 at large separation (see Figure 2.2). However, when 1D radial distribution 
functions were used the PMF asymptotically approached zero for long distances (see 
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Figure 2.2), reinforcing the discussion above. The main difference between 3D and 1D 
RDFs is the normalization factor. For 3D RDFs, normalization is done over volumetric 
shell 4πr2dr, whereas 1D RDFs normalizes over an incremental distance, dr.  
Specifically, the non-bonded PMF is evaluated via Boltzmann inversion as 𝐺 𝑟 = −𝑘!𝑇ln 𝑔(𝑟)  where 𝑔(𝑟) is the radial distribution function, normalized 
probability function discussed above. When treating RNA as a 3D isotropic molecule, the 
3D RDF, as was done previously,25,100 is given by 𝑔 𝑟 = 𝑛!" 𝑟 𝑁!𝑁! 𝑉 4𝜋𝑟!𝑑𝑟 , 
where 𝑛!" 𝑟  is the number of atom type 𝑗 at distance 𝑟 from atom type 𝑖, 𝑁! and 𝑁! are 
the total number of 𝑖 and 𝑗 atoms respectively, and 𝑉 is the volume of the system. Now 
we treat RNA as a “1D”, linear molecule to more adequately parameterize the vdWeff 
potential, and the RDF becomes 𝑔 𝑟 = 𝑛!" 𝑟 𝑁!𝑁! 𝑉 𝑑𝑟 . 
 
Figure 2.2: Comparison of a 1-D and 3-D statistical potential PMF, computed from a 1-
D and 3-D radial distribution function respectively. Note how the 3-D PMF 
continues to diverge at long distances whereas the 1-D PMF falls off to zero. 
This statistical potential is that of RACER base pseudoatoms O6-N6. 
2.2.3 Structure Prediction 
Folding RNA by simulated annealing. We tested RACER with simulated 
annealing simulations to (1) validate that RACER can accurately fold experimentally 
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determined RNA structures and to (2) ensure the native structure has the lowest energy 
on its energy landscape. We ran simulated annealing simulations on a testing set of 14 
RNAs, duplexes and hairpins, that have known experimentally determined structure and 
free energies100. RACER is able to predict, from simulated annealing, ten out of fourteen 
RNA molecules with RMSD < 5 Å, and six RNA molecules with RMSD < 2.5Å. The 
average RMSD between the predicted lowest-energy structures and native structures is 
4.15Å. This average RMSD is slightly worse than our previously published average 
RMSD of 3.31Å, however, now our model has the capability to predict free energy 
landscapes of RNA in addition to structure prediction.  
The simulated annealing protocol involved running MD sequentially for 5ns at 
temperatures in order of 298(K), 400, 1000, 900, 800, 700, 600, 500, 400, 298K, for a 
total simulation time of 50ns, with structures saved every 10ps. Given the high 
temperatures used, we used a 1fs time step for annealing simulations. Results for 
structure prediction using simulated annealing are given in Table 2.1. These predicted 
RMSD values are calculated between PDB structures and the minimum potential energy 
structures found by RACER. 
Table 2.1: Predicted (minimum energy) RMSD values compared to Protein Data Bank 
(PDB) structures from simulated annealing. 
PDB	  ID	   157D	   1AL5	   1DQF	   1F5G	   1I9X	   1KD5	   1LNT	   1QCU	   1ZIH	   2AO5	   2JXQ	   2K7E	   353D	   472D	   Avg.	  
RMSD (Å) 1.45 1.31 3.50 7.75 4.54 8.05 7.67 2.00 4.88 1.84 1.13 8.04 2.47 3.44 4.15	  ±	  0.72	  
 
Energy landscapes. Analyzing the energy landscapes of the 14 RNAs in our 
training set was an important part of our optimization.  RNAs are complex molecules that 
may adopt stable and long lived misfolded structures. However, it is assumed the final 
native structures, at least in vitro, should have the lowest free energy for the given 
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environment110. Here we generate for RNA a large number of unfolded structure by 
simulated annealing, followed by energy minimization of each the structure. The energy 
and RMSD (with respect to the native structure) are used to characterized the energy 
landscape. The energy-RMSD landscapes for all 14 RNAs are given in SI, Table 2.S1. 
The energy vs RMSD landscapes for all 14 RNAs show clear “funnel” shapes 
skewed toward the native structure.  As examples, we present the energy landscapes for 
two favorably predicted structures (157D and 1AL5) in Figure 2.3a-b, and the energy 
landscapes for two unfavorably predicted structures (1F5G and 1KD5), where the lowest 
energy structures have large RMSD in Figure 2.3c-d  
Representative energy landscapes for PDB ID: 157D, 1AL5, 1F5G, and 1KD5 are 
shown in Figure 2.3. RACER predicted structures 157D and 1AL5 agree well with 
experiment (inset in Figure 2.3a-b), but the RACER predicted structures for 1F5G and 
1KD5 have collapsed into torus-like structures, with very little backbone twist (inset in 
Figure 2.3c-d). A possible explanation for this observed behavior is the presence of non-
canonical base pairing in 1F5G, which has a G-G basepair, and 1KD5, which has 4 
basepair mismatches. At this time, RACER only captures AU and GC hydrogen bonds; 
however, noncanonical hydrogen bonds are a target for future development. 
Additionally, energy landscapes allow us to identify possible meta-stable 
intermediates, which are high-RMSD (~10 Å) “local” funnels observed in plots for 1AL5 
and 1QCU. The meta-stable structure of 1AL5 at the local minimum, shown in Figure 
2.S3 resemble toroidal structures observed for 1F5G and 1KD5, but for 1QCU an 
extended, base stacking meta-stable structure is observed. In our model, the vdWeff 
energy is mainly responsible for these meta-stable structures: it is ~-50 kcal/mol more 
favorable than in the predicted global-minimum structures, which are very close to the 
experimental structures. 
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Figure 2.3: Representative energy landscapes from annealing for two RNAs that are 
accurately predicted: (a) 157D, (b)1AL5, and two RNAs that are poorly 
predicted: (c) 1F5G, and (d) 1KD5. For each RNA, the RACER minimum 
free energy structure is shown in blue and magenta sticks aligned to the 
PDB structure shown in black lines. Five	  thousand	  structures	  over	  50ns	  are	  shown	  for	  each	  RNA;	  each	  structure	  is	  energy	  minimized	  before	  plotting.	  Note the funnel toward low energy and low RMSD structures. The 
RMSD of lowest energy structure for 157D is 1.45Å,	  1AL5	  is	  1.31Å,	  1F5G	  is	  7.75Å,	  and	  1KD5	  is	  8.05Å.	   
In the process of validating and optimizing our model by energy landscape 
analysis, we notice the importance of a dedicated hydrogen bond potential for base 
paring, as the vdWeff potential is not well suited for distinguishing between base stacking 
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and base pairing interactions111. The hydrogen bond potential allows for directional base 
pairing and helps in separating the base stacking and base pairing interactions effectively.   
2.2.4 Equilibrium Pulling Simulations 
Experimental free energies. To test RACER, we focused on capturing 
experimental melting free energies of canonical helices112 and hairpins113. We used 
RACER to perform equilibrium pulling simulations, and we compared free energy 
differences to two sets of experimental thermodynamic data: RNA melting free energies 
from Turner and coworkers11 and folding free energies from single molecule force 
experiments. Five hairpins of size 10, 10, 12, 14, and 18nt and five duplexes of size 6, 8, 
and 10 base pairs were selected from melting free energy experiments, and the TAR 
RNA hairpin was chosen to compare RACER to single molecule force experiments. 
Hairpin sequences 30, 11, 19, 33, and 47 from the supplementary information of 113 
referred to here as h1, h2, h3, h4, and h5 and duplex sequences 35, 48, 71, 78, and 90 of 
112 referred to here as d35, d48, d71, d78, and d90. TAR is a 52nt, 21 bp hairpin with two 
internal loops.  
In melting free energy experiments, a solution of RNAs of known sequence are 
heated while measuring UV absorption. As helical and single stranded RNAs absorb light 
at different wavelengths, the absorption will change over heating as the RNA denatures. 
By fitting a curve to absorption vs temperature the melting free energy can be 
determined.114-116 Turner and co-workers have published a compendium of melting free 
energies for small RNA motifs and structures using nearest neighbor energy parameters 
and RNA secondary structure prediction11,112,117. Additionally, we compared our model to 
RNA single molecule force experiments.  
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In single molecule force experiments, folded RNA molecules are unfolded by 
mechanical force using techniques such as optical tweezers or atomic force microscopy. 
Using the end-to-end extension as a reaction coordinate, the free energy of unfolding can 
be determined from position vs. time data. A recent single molecule research study of the 
trans activation response (TAR) element of HIV extracted the free energy of folding at 
zero force under the assumption of the worm-like chain model118. Here we study the same 
TAR RNA as used in the single molecule force experiments.  
Melting and pulling experiments for all RNAs were simulated by umbrella 
sampling simulations pulling the RNAs apart from their ends (see Figure 2.4 for example 
simulation setup showing end-to-end reaction coordinate). The folding free energy values 
were then computed using the Weighted Histogram Analysis Method (WHAM) software 
distributed by Alan Grossfield119. Details of these simulations and computations are 
included in the Methods section.  Although exact energy landscapes at equilibrium for 
both TAR and melting free energy helices are unknown, the free energy difference 
between unfolded and folded states (ΔG) can be determined using Eq. 5120 and then 
compared to results from experiments. In Eq. 5, Vref is the standard state reference volume 
(1660 A3/molecule), Δω is the free energy difference from the PMF (ωfolded - ωunfolded), r is 
the distance coordinate between RNA ends, and Ω is the orientation coordinates for the 
RNA.  In this work, dΩ=4πr2 and dr=0.25, the bin size of the WHAM calculation.  
 ∆𝐺 = 𝑘𝑇𝑙𝑛 43𝜋!𝑉!"# − 𝑘𝑇𝑙𝑛 𝑑𝑟𝑑Ω𝑒!!" !,!!"  5 
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Figure 2.4: Pulling simulation setup of Hairpin h3 (a-c) and duplex d78 (d-f). The 
RNAs were pulled along the reaction coordinate of end-to-end extension 
(marked by large magenta spheres) using umbrella simulations.  The 
magenta spheres at the strand ends represent the sugar pseudoatoms that 
were restrained in umbrella simulations. (a, d) native end-to-end 
extension (b, e) partially denaturing extensions and (c, f) and 
unfolded/melted extensions. Note that in the folded structures, base 
stacking and base pairing interactions exist, while in unfolded or melted 
structures, only base stacking interaction exists. Gray bonds are 
backbone atoms while red, orange, green, and blue bonds are A, C, U, 
and G nucleobases respectively. 
Unfolding free energy from RACER MD simulations. The free energies 
computed from equilibrium pulling MD simulations (WHAM) using RACER are in 
excellent agreement with experimental measurements, with a correlation coefficient (R2) 
of 0.98 for 7 RNAs tested (Table 2.2 and Figure 2.5). For additional comparison, we also 
a b
c
d e
f
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included the melting free energies from Mfold, a widely-used secondary structure 
prediction program that has been parameterized using the experimental melting 
thermodynamic data (Mfold predicted structures are shown in Figure 2.S4). The 
unfolding free energies evaluated by RACER and Mfold51 are presented in Table 2.2 
along experimental values and the length of each MD simulation. The correlation plots 
for RACER and Mfold show both models have R2 correlation coefficients of 0.98. 
However, Mfold over predicts the stability of the TAR hairpin and the duplexes. Note 
that RACER is a 3D particle based physical model developed for molecular dynamics 
simulations, whereas Mfold is a 2D structure prediction program.  In RACER we 
explicitly compute the entropy contributions to the free energy through molecular 
dynamics sampling. 
Table 2.2: Unfolding free energy values for RNAs from experiment (Expt.), Mfold 
predicted, and RACER predicted. Molecule length in nucleotides or 
basepairs and the simulation length per window are also shown. Error is take 
from a Monte Carlo bootstrap error analysis as implemented in the WHAM 
program by Grossfield119. 
Hairpin Length (nt) 
Expt. ΔG 
(kcal/mol) 
Mfold ΔG 
(kcal/mol) 
RACER ΔG 
(kcal/mol) 
Length per 
window 
h1 10 -3.5 ± 0.3113,121 -5.3 -4.2 ± 0.06 1 μs 
h2 10 -0.3 ± 0.1113,122 +0.9 -2.6 ± 0.19 1 μs 
h3 18 -8.2 ± 0.2113,123 -8.4 -6.9 ± 0.28 1 μs 
h4 12 -4.4 ± 0.2113,124 -3.4 -5.9 ± 0.22 1 μs 
h5 14 -2.2 ± 0.08113,125 -2.2 -5.7 ± 0.24 1 μs 
TAR	   52 -21.5 ± 4.3118 -31.3 -19.1 ± 1.39 0.1 μs 
Duplex Length (bp)     
d35 6 -7.56 ± 0.3112 -11.4 -7.2 ± 0.22  1 μs 
d48 6 -4.95 ± 0.2112 -9.8 -6.5 ± 0.22 1 μs 
d71 8 -12.32 ± 1.2112 -17 -12.3 ± 0.25 1 μs 
d78 8 -10.11 ± 0.4112,114 -14.7 -9.1 ± 0.27 1 μs 
d90 10 -12.69 ± 0.5112 -18.1 -11.9 ± 0.30 1 μs 
     Total: 534 μs 
 
 26 
 
Figure 2.5: Correlation plot between predicted free energy from RACER and 
experimental free energy in kcal/mol. RACER simulation predicted free 
energy is compared with Mfold minimum free energy as well as unity slope 
(dashed line). RACER and Mfold have the same correlation free energy 
predictive capability (R2 = 0.96 RACER, R2 = 0.97 Mfold to experimental 
free energies), but RACER has a slope closer to unity (slope = 0.75), while 
Mfold over-stabilizes the free energy of larger RNAs (slope = 1.49). Error 
bars present on RACER data come from a Monte Carlo bootstrap error 
analysis as implemented in WHAM by Alan Grossfield119 (most errors are 
within the data point).  
Pulling generated RNA structures. Ensemble model structures for folded states 
are shown in Figures 2.S5-2.S6. In the folded states, TAR and h3 are observed to form 
helices while h1 forms a few base pairs and h2 remains condensed with stacking and base 
pairs but without helical structure. For duplexes, the two RNA strands form canonical 
base pairs resulting in proper helices. The terminal nucleotides of d90 are observed to 
break base pairing with one nucleotide rotating out of the helix while the other remains 
stacked, but this is also observed in experiment.126 
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In pulling experiments, free energy vs end-to-end extension plots show two 
distinct energy minima corresponding to folded and unfolded states 127-129. In the RACER 
model unfolded (extended) states remain stabilized by vdWeff base stacking interactions, 
so the location of unfolded free energy is difficult to determine directly from free energy 
landscapes of RNAs. While the free energy landscapes predicted by RACER show an 
energy well around the folded state, there is a flat to monotonically increasing curve 
observed at large extensions (Figures 2.6-2.7, blue curve). To find the unfolded state, we 
plotted the gradient of the free energy, the ‘force’ as a function of extension (Figures 2.6-
2.7, black curve). From these force vs. extension plots, the predicted free energy of the 
unfolded state (ωunfolded from Eq. 5) was taken to be the free energy value where the force 
is very low (~0.1 kcal/mol/Å), i.e. before the RNA reaches the over-stretched regime 
(Figures 2.6-2.7, red lines). A 4Å running average of ‘force’ over extension was used to 
eliminate noise (Figures 2.6-2.7). Histogram figures showing equal sampling of the 
pulling windows are included in Figures 2.S7-2.S9. Additionally, the uncertainty of the 
free energy landscape as computed by a Monte Carlo bootstrap error analysis in the 
WHAM program by Alan Grossfield119 is shown as a range in Figures 2.S10-2.S12.  
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Figure 2.6: The equilibrium pulling free energy profile (blue) of TAR hairpin computed 
with WHAM using the RACER model (see Method section details).  The 
calculated folding free energy (ΔG) for TAR is -19.1±1.39 kcal/mol. The 
unfolded state is determined as the state right before the force (derivative of 
the free energy, curve shown in black) sharply increases from low (< 0.1 
kcal/mol/Å) to high due to overstretching. 0.1 kcal/mol/Å and the location 
of the unfolded state are denoted by the red lines. The experimental value is ≈-21.5±4.3 kcal/mol. A 4Å running average of force (black curve) is shown 
to eliminate noise. 
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Figure 2.7: The equilibrium pulling free energy profile (blue) of (a) hairpins h1-h5 and 
(b) duplexes d35, d48, d71, d78, and d90 computed with WHAM using the 
RACER model. Umbrella sampling pulling simulations were run for 1μs for 
each window, with a 1Å window separation. The unfolded state is 
determined as the state right before the force (derivative of the free energy, 
curves shown in black) sharply increases from low (< 0.1 kcal/mol/Å) to 
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high due to overstretching. 0.1 kcal/mol/Å and the location of the unfolded 
state are denoted by the red lines. The PMF folding free energy (Δω, 
kcal/mol, not the same as ΔG) is included for each RNA. A 4Å running 
average of force (black curves) is shown to eliminate noise. 
2.3 DISCUSSION 
Statistical potential summary. RACER, a coarse-grained RNA model, can 
accurately predict native structures and capture RNA folding free energy. The functional 
forms and parameters in RACER were determined by systematic optimization against 
native structures and melting free energies for a number of RNA molecules. We found 
that the statistical potentials26 used in the previous model were over stabilizing and the 
3D PMFs diverged at long distances. As a result, we treat RNA as a one-dimensional 
rather than three-dimensional molecule, and use a 1D RDF when fitting to PMFs. Our 
optimization procedure led us to incorporate a more general effective van der Waals 
potential energy function (vdWeff) to describe the interactions among pseudoatoms. 
As a result of implementing a new non-bonded potential energy, we have also 
reparametrized both electrostatic and hydrogen bond potential energy functions. As the 
RNA backbone is highly charged, a Debye-Huckel electrostatics term is included for 
each phosphate pseudoatom; a dielectric of 25 was chosen in order to capture both folded 
and unfolded RNA structures. A directional hydrogen bond potential was reparametrized 
in order to accurately distinguish base pairing (hydrogen bond, some vdWeff) and base 
stacking (vdWeff) interactions. We found that the hydrogen bond potential was pivotal to 
accurate folding free energies as both folded and unfolded RNA have base stacking 
interactions, while only folded RNA have base pairing (hydrogen bond) interactions. 
Thermodynamic summary. For a structure prediction model, thermodynamic 
accuracy is important to ensure that the energy landscape correctly represents RNAs with 
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varying size and sequence.  Our energy landscape analysis suggests that even relatively 
small RNAs may have complex energy landscapes, and there are many RNA structures at 
low potential energy.  Therefore, explicit consideration of entropy through techniques 
such as MD is crucial to capture the free energy landscapes of RNA structures.  
Folding free energy values for six RNA hairpins of size 10-52nts and five 
duplexes of size 6-10bp were determined by umbrella sampling simulations with 
WHAM-computed free energy. For hairpins, we determined that umbrella sampling 
simulations with a reaction coordinate of end-to-end extension is appropriate for 
capturing folding free energy. For duplexes, the same protocol is found to be appropriate, 
with the addition of a restraint preventing the single strands from long-lasting intra-strand 
interactions (e.g. hairpin-like structures). Pulling free energy landscapes of hairpins and 
duplexes clearly showed the folded state and we used the gradient (force) of pulling free 
energy to define the location of the unfolded state.  
Given the low computational cost of RACER, over 0.5 ms of umbrella sampling 
and simulated annealing simulations are presented. Overall, the MD-calculated free 
energy results using the RNA model are in excellent agreement (R2=0.96) with 
experimental folding free energy values while preserving accurate structure prediction. In 
this work, we present RACER, a novel RNA coarse-grained model that captures both 
RNA structure and thermodynamics for increased utility to RNA folding investigations. 
2.4 METHODS 
Mapping from all-atom to coarse-grained structures. A notable feature of our 
model is the ability to map to and from all-atom experimental crystal structures. Each of 
our model’s pseudoatoms represents an atomic site in nucleotides; for example, the sugar 
pseudoatom is assigned the C4’ atom position on ribose. Moreover, our model captures 
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the planarity of the nucleobase with three pseudoatoms. Given a novel (structure 
undetermined) RNA sequence, our model can first predict the three-dimensional structure 
in coarse-grained coordinates and then map to all-atom coordinates with further 
minimization, producing an equivalent to an all-atom experimentally determined 
structure.  As a result, our RNA model is well suited to perform multiscale simulations in 
the future. 
Pulling methods. Melting and pulling experiments are modeled by using 
umbrella simulations pulling the RNA molecule apart from its terminal ends. A harmonic 
potential of 1 kcal/mol/Å2 spring constant is used to restrain the RNA ends at the sugar 
pseudoatoms (C4’ sugar atomic site). Simulation extensions ran from 5.5Å up to fully 
extended lengths (59.5, 106.5, and 307.5Å for 10, 18, and 52nt hairpins assuming 5.9Å 
per nt contour length) with a spacing of 1Å between windows.  
Duplexes are similarly pulled apart from the sugar pseudoatoms at one terminal 
end with a 1kcal/mol/Å2 spring constant; the other terminal end is restrained between two 
terminal sugar pseudoatoms with a 1 kcal/mol/Å2 spring constant. Duplex extensions 
ranged from 5.5 Angstroms up to fully extended lengths (80.5, 100.5, and 124.5 
Angstroms for 6, 8, and 10 base pair duplexes respectively) with umbrella window 
spacing of 1Å. For the duplexes and shorter hairpins of size 10 and 18nt, 1μs of 
Molecular Dynamics was run for each window. For the TAR hairpin, 100ns was found to 
be sufficient given the longer end-to-end extension (more windows) needed. We used a 
4fs time step for pulling simulations. From the umbrella simulations, the free energy 
landscapes were computed by the Weighted Histogram Analysis Method130 (WHAM) 
using the program distributed by Alan Grossfield119.  
Computational efficiency of the RACER Model. All annealing and pulling 
simulations (total of 0.5ms) were computed on a local computer cluster. For all 
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simulations discussed below a 4fs time step was used, and the CPUs used are an early 
generation Intel Xeon E5345 2.33GHz CPU.  Using one CPU core for each simulation, 
1μs of simulation of the 10nt hairpin h1 took 22 hours, 1μs of simulation of the 18nt 
hairpin h3 took ~60 hours, and 100ns of simulation of the 52nt hairpin TAR took ~48 
hours. Additionally, 1μs simulation of duplex d35 required 30 hours, while 1μs for 
duplex d90 required 74 hours. Recently, RACER has been implemented with OpenMP 
allowing parallelization to multiple cores. In the future, we will implement our model on 
GPUs, using the software package OpenMM131. Implementation of RACER on GPUs 
will allow for even better efficiency. As a result of the improved computational efficiency 
offered by the coarse-graining, it will be possible to simulate RNAs at physiologically 
relevant timescales.  
Implementation and parameters. The TINKERMD implemented RACER 
model is available free of charge at http://biomol.bme.utexas.edu/tinker-
openmm/index.php/TINKER-OPENMM:Development-rna. The parameters and 
conversion programs are included in the distribution. Conversion tutorials are posted 
online at http://biomol.bme.utexas.edu/tinker-openmm/index.php/TINKER-
OPENMM:Tutorials-rna. 
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2.5 ADDITIONAL FIGURES AND DISCUSSION 
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Figure 2.S1: vdWeff potential. (a.) Effective potential compared to standard Lennard 
Jones and Buckingham potentials with minimum energy potential ε = 0.5 
kcal/mol, minimum energy distance, σ = 4Å, and gamma of effective 
potential γ = 10. (b.) Effect of changing value of minimum energy distance, σ (c.) Effect of changing minimum energy potential, ε (d.) Effect of 
changing the short range behavior with parameter γ.	  For	  (b-­‐d),	  unless	  stated,	  ε = 0.5 kcal/mol, σ = 4Å, and γ = 10. 
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Figure 2.S2: Hydrogen bond potential diagram and equations. 𝑛! and 𝑛! are the vectors 
normal to the plane of residues i and j respectively. 𝑟!"# is the vector from 
atom b to atom a on residue j and 𝑟!"# is the vector from atom c to atom a on 
residue j. 𝑟!! is the vector between hydrogen bonding atoms of residues j and 
i. 𝜃! and 𝜃! are the angles between the respective normal vectors and vector 𝑟!". 
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Table 2.S1: Simulated annealing energy landscapes for 14 PDB structures. PDB ID is 
stated at the top of each plot. The total potential energy as a function of 
RMSD to the PDB structure are shown. For annealing protocol, see main 
text. 
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Table 2.S1 (continued) 
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Table 2.S1 (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.S3: Annealing structures taken from bottom of funnel feature: 1AL5 (left) and 
1QCU (right). Annealing structures are colored blue and magenta while 
experimental structures are colored black. Note the extended, base-stacking 
structure of 1QCU. 
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Figure 2.S4: Mfold predicted minimum free energy secondary structures for the hairpins 
reported: TAR (left), and Turner hairpin sequences h1 (top, middle), h2 
(bottom, middle), and h3 (right). 
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Figure 2.S5: Model structures of hairpins used for pulling sequences. Structures are taken 
from the ensemble of equilibrium end-end extension structures. 
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Figure 2.S6: Model structures of duplexes used for pulling simulations. Structures are 
taken from the ensemble of equilibrium structures. 
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Figure 2.S7: Sampling distribution of each umbrella sampling window for both TAR 
(top) and h1 (bottom). The separation distance between windows was 1Å	  for	  all	  RNAs. 
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Figure 2.S8: Sampling distribution of each umbrella sampling window for both h2 (top) 
and h3 (bottom). The separation between windows is 1Å. 
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Figure 2.S9: Sampling distribution of each umbrella sampling window for d35 (top), d78 
(middle), and d90 (bottom). The separation between windows is 1Å. 
0 10 20 30 40 50 60 70 80 900
2000
4000
6000
8000
10000
12000
d35 Individual Windows Distribution
End to end separation distance (Angstroms)
Co
un
t
 
 
0 20 40 60 80 100 1200
2000
4000
6000
8000
10000
12000
d78 Individual Windows Distribution
End to end separation distance (Angstroms)
Co
un
t
 
 
0 20 40 60 80 100 120 1400
2000
4000
6000
8000
10000
12000
d90 Individual Windows Distribution
End to end separation distance (Angstroms)
Co
un
t
 
 
 45 
 
 
 
Figure 2.S10: TAR pulling free energy landscape with computed error shown as range. 
Error is take from a Monte Carlo bootstrap error analysis as implemented 
in the WHAM program by Grossfield119. The RACER predicted free 
energy is -19.7±1.39 kcal/mol; the experimental value is ≈-21.5 kcal/mol. 
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 46 
 
 
Figure 2.S11: Hairpin h1(top, left), h2 (top, right), and h3 (bottom) pulling free energy 
landscapes with computed error shown as range. Error is take from a 
Monte Carlo bootstrap error analysis as implemented in the WHAM 
program by Grossfield119. 
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Figure 2.S12: Duplex d35(top, left), d78 (top, right), and d90 (bottom) pulling free 
energy landscapes with computed error shown as range. Error is take from 
a Monte Carlo bootstrap error analysis as implemented in the WHAM 
program by Grossfield119. 
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Debye-Huckel parameterization. The electrostatics potential also contributes to 
non-bonded interactions and should be included in fitting to the PMF curves. We used the 
same Debye-Huckel electrostatics term shown in Eq. 4 for our model. In RNA 
nucleotides, only the phosphate group is net-charged and correspondingly, only the 
phosphate pseudoatom in our model has a charge of -1.0e.  The Debye-Huckel potential 
is purely repulsive, so this must be balanced by attractive terms with the vdWeff potential, 
when fitting to the phosphate nonbonded PMF. Note that this potential incorporates an 
implicit solvent effect in addition to Coulomb interactions. During optimization, the 
Debye-Huckel potential was fit concomitantly to the vdWeff potential for both structure 
and energy. In order to select an optimal dielectric constant and Debye-length for our 
model, we analyzed the effects of varying the dielectric constant and Debye-length on the 
RMSD and Pearson R2 correlation of our model RMSD and experimental energies for 14 
PDB structures listed in Table 1. As seen in Fig. S13, our selection of a dielectric 
constant of 25 and a Debye length of 10 Angstroms corresponds to both low RMSD and 
high R2 correlation. Typical dielectric constants range from ~78 for pure water132 to <5 
for folded proteins133,134. Small RNAs are much more exposed than compact proteins. 
Though the dielectric constant will vary over RNA structure, a dielectric value of 25 is a 
reasonable compromise between folded and unfolded states. Whereas the dielectric is a 
proportionality constant, the Debye-length 𝜉 acts as a decay constant, describing how 
quickly the electrostatic energy decreases over distance. If we assume a monovalent salt 
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concentration of 0.1 M, the Debye-length is approximately 9.6 Angstroms135, so the 
Debye-length of 10 Angstroms used here is appropriate. 
 
 
 
 
 
Figure 2.S13: RMSD (top) and Pearson R2 correlation coefficient (bottom) values as a 
function of Dielectric and Debye-Length (Å). The RMSD value is the 
average of 14 PDB structures averaged over 5ps molecular dynamics 
simulation. Pearson product moment correlation coefficient (R2) is between 
RACER model potential energy after minimization and experimental 
melting free energies for a set of 90 RNA sequences taken from ref112. 
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Torsion parameterization. Parameterization of model torsion interaction 
required consideration of double counting (overlap between the nonbonded and torsional 
terms) and formation of non A-form helices. Similar to nonbonded interactions, when 
torsion parameters were naively fit to the PDB structure-statistics derived PMF, the 
torsion potential was excessively large (3x bending and angle potential energies). To 
better understand this, we studied the residue-level torsion interactions and determined 
that for the raw-PMF torsion parameters, torsion interactions are at least double and in 
some cases quadruple counted since multiple torsional terms are describing the exactly 
same rotation. For instance, in the backbone S-P’ pseudoatom connection, there exists 
both torsion terms PSP’S’ as well as C*SP’S’, where prime(‘) represents the adjacent 
nucleotide and C* represents the pseudoatom type CU or CG. Although these torsion 
terms depict distinct chemical structures, they are not independent. Further, the S-C* 
pseudoatom connection is quadruple counted, with interactions PSC*B1, PSC*B2, 
B1C*SP’, and B2C*SP’ where B1 and B2 represent two separate base atoms. A 
correlation figure of 2 S-C* torsions is shown in Figure S14. Note that if the S-C* 
torsions were not correlated, Figure S14 would be a uniform blue rectangle; the concise 
sampled area is a clear indication of correlation. To address the above issue, we reduced 
the 𝑘! torsional force constants to half (or quarter in some cases) of their PMF-fit values. 
In addition, we noticed that our model tends to over predict A-form helices. This is likely 
due to the strong biases intrinsic to the RNA structural statistics. We therefore expanded 
the range of allowed torsion angles beyond the statistical PMF. Another important 
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consideration is that the Boltzmann inversion from structural-statistics assumes torsion or 
pair-wise PMF is independent of all other interactions. What the “torsion” PMF captures 
is a combination of atomic repulsion-dispersion and electrostatic interactions. In our 
model vdWeff interactions between 1-4 bonded pseudoatoms are not computed. However, 
we still found considerable interplay between torsion and vdWeff interactions, and the 
balance of these terms must be carefully accounted for in the parameterization of 
effective nonbonded potential. Ultimately, by consideration of double counting and 
structural flexibility, we optimized the torsion potential to adequately depict intra-strand 
rotation. 
 
 
Figure 2.S14: Correlation of torsions P-S-CG-O6 and P-S-CG-N2 from Guanosine 
nucleotides. Over 70,000 PDB Guanosine nucleotides were sampled; 
uncorrelated torsions would yield a completely uniform blue figure. The 
concise region of blue samples indicates correlation between these two 
torsion angles. 
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Hydrogen bond details. Hydrogen bond potential (Eq. 3) was kept in our model from 
our previous work100; however, with the introduction of the new vdWeff potential, we re-
optimized hydrogen bond parameters to distinguish between base pairing and base 
stacking interactions. For our model, equilibrium hydrogen bond length 𝜎!!,!" is taken to 
be 2.9Å while 𝜀!!,!"# is taken to be 2.0 kcal/mol. Table 2.S2 presents representative 
potential components for stacking and base pairing interactions taken from PDB ID: 
1AL5 structure (A-form dodecamer136). Using only the vdWeff potential term, it is 
observed that base stacking is stronger by ~0.5 kcal/mol over base-pairing interactions. 
However, with the addition of the hydrogen bond term, base pairing becomes slightly 
stronger. The GC base pair potential is observed to be 2 kcal/mol more stabilizing than 
AU base pair largely as a result of hydrogen bonding. This mimics the canonical 
interactions of the GC basepair with three hydrogen bonds while the AU basepair has two 
hydrogen bonds. The hydrogen bond term acts on every base pair and is therefore semi-
proportional to the number of base pairs. The proportionality helped to increase our 
predicted folding free energy values to agree better with experiment. Additionally, direct 
proportionality of the potential energy to base pairs is not desirable since GC, AU, as 
well as non-canonical basepairs have different stabilities; this leaves room for vdWeff 
interactions to provide atom type based discrimination.  
 
 
 53 
Table 2.S2: Potential values for representative stacking and canonical base pair 
structures taken from PDB ID: 1AL5. 
 
Potential (kcal/mol) 
Structure vdWeff  Hbond  Total 
AU Stack -2.45 - -2.45 GC	  Stack	   -­‐3.04	   -­‐	   -­‐3.04	  AU	  base	  pair	   -­‐2.01	   -­‐1.21	   -­‐3.22	  GC	  base	  pair	   -­‐2.41	   -­‐2.89	   -­‐5.30	  
 
 Directionality and derivative of hydrogen bond potential. Another interesting 
aspect of the hydrogen bond potential implemented here is that it is directional without 
including a hydrogen atom, unlike most hydrogen bond potentials 137. The potential used 
here accounts for interaction distances and angles of the base pairs by taking the angle 
between the normal vectors of the bases (see Fig. S15).   The analytical force (negative of 
gradient) of this potential energy, which is needed for energy minimization and molecular 
dynamics, is given in Fig. S15; notably, the force is dependent on the angle and distance 
between the bases, with the angle components dependent on positions of all six 
pseudoatoms. 
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 𝜕𝐸𝜕𝑥!" = − 𝜀!!,!"#2 sin 𝛼! 𝑥!" 𝜎!!,!"𝑟!" ! 𝜕𝛼!𝜕𝑥!" 	  	  	  
 𝜕𝛼!𝜕𝑥!" = 2 𝜕𝜃!𝜕𝑥!" = −21 − !!⋅!!"!! !!" !
𝜕 !!⋅!!"!! !!"𝜕𝑥!" 	  
	   𝜕 !!⋅!!"!! !!"𝜕𝑥!" = −𝑧!"#𝑦!" + 𝑦!"#𝑧!"𝑛! 𝑟!" − 𝑛! ⋅ 𝑟!" −𝑥!"#𝑧!"# +   𝑥!"#𝑧!"# − 𝑧!"# + 𝑦!"# 𝑥!"#𝑦!"# − 𝑥!"#𝑦!"#𝑛! ! 𝑟!"   	  	  
 𝜕𝐸𝜕𝑥!" = − 𝜀!!,!"#2 sin 𝛼! 𝜎!!,!"𝑟!" ! 𝜕𝛼!𝜕𝑥!" − 3 1− cos 𝛼! 𝜎!!,!"!𝑟!" ! 𝜕 𝑟!"𝜕𝑥!" 	  	  
 𝜕𝛼!𝜕𝑥!" = 2 𝜕𝜃!𝜕𝑥!" + 2 𝜕𝜃!𝜕𝑥!"     ,                𝜕 𝑟!"𝜕𝑥!" = 𝑥!" − 𝑥!"𝑟!" 	  	   𝜕𝜃!𝜕𝑥!" = −11− !!⋅!!"!! !!" !
𝜕 !!⋅!!"!! !!"𝜕𝑥!" ,           𝜕𝜃!𝜕𝑥!" = −11− !!⋅!!"!! !!" !
𝜕 !!⋅!!"!! !!"𝜕𝑥!" 	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Figure 2.S15 (continued) 
𝜕 !!⋅!!"!! !!"𝜕𝑥!" =
𝑦!"#𝑧!"# − 𝑦!"#𝑧!"# + 𝑧!"# − 𝑧!"# 𝑦!" + 𝑦!"# − 𝑦!"# 𝑧!"𝑛! 𝑟!"− 𝑛! ⋅ 𝑟!" −𝑥!"#𝑧!"# + 𝑥!"#𝑧!"# 𝑧!"# − 𝑧!"# + 𝑥!"#𝑦!"# − 𝑥!"#𝑦!"# 𝑦!"# − 𝑦!"#𝑛! ! 𝑟!" − 𝑛! ⋅ 𝑟!" 𝑥!"𝑛! 𝑟!" !
 
𝜕 !!⋅!!"!! !!"𝜕𝑥!" = 𝑦!"#𝑧!"# − 𝑦!"#𝑧!"#𝑛! 𝑟!" − 𝑛! ⋅ 𝑟!" 𝑥!"𝑛! 𝑟!" !  
Figure 2.S15: Hydrogen bond potential diagram and derivative (negative of force) 
equations for the x coordinate of atoms a and b on residue i. 𝑛! and 𝑛! are 
the vectors normal to the plane of residues i and j respectively. 𝑟!" is the 
vector between hydrogen bonding atoms from residues j to i (jb and ib in 
this case). 𝜃! and 𝜃! are the angles between the respective normal vectors 
and vector 𝑟!". 𝑥!"is the x-coordinate of atom a on residue i. 𝑥!"# is the x-
coordinate term of the vector from b to a. 𝑥!" is the x-coordinate term of the 
vector 𝑟!". For derivatives, atom c follows similarly to atom a.  
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Chapter 3: Calculating binding free energies of host-guest systems using 
AMOEBA polarizable force field2 
3.1 INTRODUCTION 
Molecular recognition is fundamental to biological processes and is utilized in 
applications ranging from therapeutics to chemical sensors138. Understanding the 
importance of molecular recognition, the interactions involved are exceedingly complex 
and dependent upon a high degree of order between the solutes and the solvent for 
binding. Computer prediction of binding affinity holds potential to accurately capture 
thermodynamic information from different states as well as allow for the design of novel 
ligands.  
Molecular modeling and simulation can be a powerful tool for quantitative 
understanding of the driving forces underlying molecular recognition139,140. However, 
accurate computation of binding free energy via molecular modeling faces two major 
challenges. First, the energetic description of binding requires high accuracy potential 
energy that is also transferable between different chemical and physical environments. 
Second, the flexibility of guest, water and host molecules results in many degrees of 
freedom making it difficult to adequately explore the configuration space using molecular 
dynamics. With increasing complexity up to protein-ligand systems, sufficient sampling 
of binding by traditional methods becomes limited by computational cost.  
Numerous potential energy methods have been proposed to compute binding free 
energy, increasing in complexity from empirical docking methods to quantum mechanics 
(QM) calculations141. Empirical docking methods142 are frequently used for library 
screening and though they allow for fast calculation, they do not maintain high accuracy 
                                                
2Large portions of this chapter are based on the work: Bell, DR., et al. Calculating binding free energies of 
host-guest systems using AMOEBA polarizable force field. Phys Chem Chem Phys. 2016 
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of the potential energy function nor do they allow for sufficient sampling of binding 
conformations. QM calculations of binding free energy143-145 are limited to small, 
predetermined binding sites. Bridging the gap between docking methods and QM, semi-
empirical force-field methods use Molecular Dynamics or Monte Carlo sampling 
schemes to generate many configurations and energies146,147. In semi-empirical force field 
methods, the potential energy of the system is computed from analytical functions of the 
atomic coordinates. Classical force fields such as AMBER148, CHARMM149, OPLS-
AA150, or GROMOS151 typically represent intermolecular interactions by a van der Waals 
(vdW) term and point charge electrostatics. This representation is computationally 
efficient and sufficiently accurate for many applications. However, the potential energy is 
limited by not capturing electrostatic response to environmental stimulus, referred to as 
the polarization effect152,153. Additionally, modeling electrostatics as point charges 
neglects the intricate yet substantial effect of charge distribution154, which can be properly 
captured by higher order multipole moments155. Therefore, tremendous efforts have been 
made to develop advanced representations of electrostatics ranging from fluctuating 
charges156, Drude oscillators157,158, up to fully polarizable force-fields such as 
AMOEBA159,160.  
Methods for binding free energy calculation can be classified according to 
depiction of either alchemical or physical pathways. The alchemical pathway uses 
alchemical, or non-physical intermediates to compute binding free energy, which is 
popular for its general applicability and efficiency. Physical pathways are preferable for 
large molecules and can give binding mechanism and kinetics161,162. While traditional 
methods such as Bennett’s acceptance ratio (BAR)163 have been successful, improvement 
in computational efficiency is desired for application to large systems and more 
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sophisticated potential energy representations. To this end, many enhanced sampling 
methods have been developed164,165.  
Host-guest systems are often used as a model for binding affinity prediction 
because of their modest size and high specificity among guests. By computing the free 
energy behaviour of relatively small molecules, inadequacies can be better determined 
and remediated for the rigorous and strenuous computation of binding free energies for 
large proteins. In the SAMPL3166 and SAMPL4167 host-guest binding competitions, the 
cucurbit[7]uril macrocycle was used as the host molecule. The cucurbit[n]uril macrocycle 
(CB[n]) is composed of n conjoined glycoluril subunits forming a cylindrical molecule 
approximately 9.1Å in height (for a thorough review of CB[n] chemistry, see 168). As with 
many macrocycles, such as cyclodextrin, CB[n] has been explored as a molecular 
container for drug delivery169-171. The glycoluril subunits position a ring of carbonyl 
groups at the two faces of the cylinder, while the inner region of carbon-nitrogen chains 
remains hydrophobic. Hence, guests of hydrophobic cores with cationic end groups can 
bind with high affinity to the CB[n] host. 
In this work, we report the investigation of host-guest binding thermodynamics 
between a CB[7] host and a set of 14 small molecules. The guests range from linear 
hydrocarbons to cycloalkanes, species of norbornanes and adamantane. We use two free 
energy calculation methods and several thermodynamic inquiries to interpret 
experimental affinities. In particular, we dissect the roles of entropy and enthalpy in 
binding for each guest. For anomalous enthalpy/entropy values, the separate entropy 
contributions of water and the host-guest systems are investigated. We determine that 
binding affinities of the host-guest systems are both enthalpy- and entropy-driven. We 
further discuss the application and convergence of the OSRW and BAR binding free 
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energy methods. Our results attest to the application of binding free energy simulation 
methods towards the understanding of experimental binding affinities. 
3.2 METHODS 
AMOEBA polarizable force field. An implementation of the polarizable 
AMOEBA force field with the molecular modeling software package, TINKER,172 is 
used in this study. Typical force fields treat charges as static entities, usually represented 
as fixed-atomic charges.152,173 However, the actual charge distributions of atoms change in 
response to the environment’s electric field.152,173-175 As a physics-grounded force field, 
AMOEBA depicts molecular polarizability and electrostatic potential terms by using 
mutual atomic dipole-dipole induction along with permanent atomic monopole, dipole, 
and quadrupole moments159. This results in a more accurate description of molecular 
energetics in protein-ligand binding. Although the polarizability of the CB[7] cavity is 
posited to be low176, the authors anticipate that the large number of heavy atoms of the 
system as well as the differences in electronegativity of the guests make this host-guest 
system appropriate for employment of a polarizable force field. 
Bennett acceptance ratio (BAR). BAR163 is a method to calculate the free energy 
difference between different thermodynamic states. It has been shown to be more 
efficient than other classic methods such as free energy perturbation.177 Typically, 
simulations are conducted at multiple intermediate states that connects the two end states, 
and free energy difference between neighbour states are calculated based on the energy 
difference.  
Orthogonal space random walk (OSRW). OSRW is an enhanced sampling 
scheme for free energy calculation, which performs a random walk in two orthogonal 
dimensions.178-181 One dimension is along the order parameter λ representing an 
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alchemical intermediate state that connects the two states of interest.182,183 The other 
dimension is along the orthogonal generalized force (𝐹! = 𝜕𝑈 𝜕𝜆), whose integral is the 
free energy (Eq. 1). Once a state is sampled, a Gaussian distributed bias is added to 
discourage the system from revisiting that state. The main advantage of OSRW over 
many other methods including BAR is that it accelerates the sampling of the orthogonal 
generalized force. A complete explanation of the method as well as the requisite 
adjustments needed to employ a polarizable force field can be found in Abella et al.184  ∆𝐺 =    𝜕𝑈𝜕𝜆 ! 𝑑𝜆!!  (1) 
Absolute binding free energy. The absolute binding free energy ∆𝐺!"#$ of the 
host-guest system was calculated by using the double-decoupling method, which refers to 
“disappearing” the guest in both solvent and a solvated host-guest complex.185 As 
illustrated in Figure 3.S1, and articulated in Eq. 2, the binding free energy is the free 
energy difference between removing a guest from its water environment (∆𝐺!!") and 
decoupling a guest from its host–water environments (∆𝐺!!"#). At 𝜆 = 0 the guest is 
completely decoupled from its environment and can wander to other parts of the box, 
prolonging convergence. To solve this problem, a harmonic restraint186 (𝑘 = 15  𝑘𝑐𝑎𝑙/𝑚𝑜𝑙) is added between the centers of mass of the host and the guest, and a correction 
term185-187 is needed to recover the true free energy difference (Eq. 3).  ∆𝐺!"#$ =   ∆𝐺!!"#!!"#$% −   ∆𝐺!!"#$%&'( + 𝐺!"##$!%&"' (2) 𝐺!"##$!%&"' = 𝑅𝑇𝑙𝑛[𝐶! 2𝜋𝑅𝑇𝑘 !!] (3) 
In Eq. 3, R is the gas constant, T is the temperature, Co is the standard concentration and k 
is the force constant of the restraint. Finite size effects on charging free energies188 were 
not corrected since they are expected to be similar for ∆𝐺!!"#!!"#$% and ∆𝐺!!"#$%&'( and 
will cancel out. 
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 Computational Details. In this study, the absolute binding free energy values of 
14 guests in the SAMPL4 CB[7]-guest system were calculated using the polarizable 
AMOEBA force field. Parameters for the molecules were derived by following the 
procedure previously described in Ren et al160. All molecular dynamics simulations were 
run using TINKER with a RESPA integrator189 with a 2.0 femtosecond time step and 
Bussi thermostat190. The vdW calculations had a 12.0 Å cutoff while the electrostatics 
was calculated by particle mesh Ewald summation with a real-space cutoff of 7.0 Å. The 
Gaussian bias was deposited every 10 steps, with a height of 0.005 kcal/mol and widths 
of 4 kcal/mol for Fλ and 0.01 for λ. Additional simulations with a reduced height of 0.001 
or 0.002 kcal/mol were also carried out for some guests. The production time of the 
OSRW is around 15-20 ns. All OSRW simulations were conducted on Texas Advanced 
Computing Center (TACC) Stampede as well as a local computer cluster. For the BAR 
simulations, first the electrostatics were gradually scaled off with vdW interactions kept 
at full strength, and then the vdW interactions were scaled off. The numbers of steps for 
these two stages were 11-12 and 10-13 respectively. The total simulation time for each 
step was 1 ns and coordinates were saved every 1 ps for analysis. The correction 𝐺!"##$!%&"' was 6.245 kcal/mol and should be added to all binding free energy 
calculations for both BAR and OSRW. The uncertainties of the BAR results were 
estimated based on the distribution of uncorrelated samples, while the uncertainties of 
OSRW results were obtained by comparing the final values of independent simulations 
and are imprecise due to the small numbers of simulations. The binding enthalpy was 
obtained from the difference between the average energies in the binding and free states. 
This method has comparable accuracy with that of the van’t Hoff method191 and that of 
the BAR method192. 
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3.3 RESULTS 
Figure 3.1 and Table 3.1 both present binding free energy results from OSRW and 
BAR computations compared with experiment. In Table 3.1, structures and energies of 
the guest ligands studied here are presented167. The host for all ligands is CB[7] as stated 
previously. For each ligand in Table 3.1, the free energy values of experiment, OSRW, 
and BAR are presented explicitly. Reported in the SAMPL4 results, the absolute 
uncertainty of all experimental free energy values is ± 0.1 kcal/mol. The BAR results are 
those that were previously reported in the SAMPL4 contest167.  
 
 
Figure 3.1: Predicted binding free energy as a function of experimental binding free 
energy (in kcal/mol). Line is y=x. 
 In Figure 3.1, both OSRW and BAR results are plotted against experimental free 
energy values taken from the SAMPL4 host-guest competition. The OSRW and BAR 
free energies establish good correlation with experiment, having R2 correlation values of 
0.69 (OSRW) and 0.62 (BAR). The OSRW and BAR results also agree with each other 
within statistical uncertainties for most of the systems. The discrepancies for the other 
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systems can be accounted for by the imprecise uncertainty estimate of the small numbers 
of OSRW simulations. 
In Table 3.S1-3.S2 (Additional Figures and Tables, section 3.6), a decomposition 
of binding free energies is given. For ligand C5, positive binding free energies calculated 
from BAR led to the exploration of multiple ligand protonation states, denoted as C5 and 
C5b (see Figure 3.S7 for structure comparison). In five ligand cases (C1, C3, C5b, C9, 
and C10), the OSRW computation displayed large fluctuations in free energy. Since the 
fluctuation is proportional to the bias deposition rate, additional OSRW simulations were 
conducted with decreased Gaussian-height biases for each of these ligands. In theory, 
lowering the height of the Gaussian distribution will suppress fluctuations at the expense 
of slowing down dynamics. However, in this work, the OSRW computations with a 
lowered Gaussian height (LGH) bias converged at roughly the same simulation time as 
the original computations. Lastly, in Table 3.S1-3.S2, ligands C3 and C10 were 
duplicated in the OSRW computation due to poor convergence of the original 
simulations. 
For Figure 3.1 and Table 3.1, the final OSRW ligand binding free energy value is 
taken to be the average over all of the OSRW computations for that ligand, with some 
values excluded (explained below). Multiple independent OSRW simulations were run 
for each ligand. As mentioned above, for two ligands, OSRW computations were 
repeated with the original parameters. The averaging of the free energies includes the 
LGH and repeated computations with the original pair of simulations. Exceptions to this 
average method are ligands C5 and ligands C10. The binding free energy value for ligand 
C5 was taken to be the average of the ligand C5b_LGH computation. The protonation 
state for ligand C5 reported by the BAR computations was similarly C5b. The 2.5 
kcal/mol disagreement between original OSRW simulations for ligand C5b, as well as the 
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nice agreement between the C5b_LGH simulations (within 0.3 kcal/mol), supported our 
use of the C5b_LGH data. For ligand C10, all of the OSRW free energy values were used 
in the average except the -0.76 value as it was in disagreement with all of the other five 
values by 2.5 kcal/mol. We suspect that this low free energy value is an artefact of a 
slow-convergence binding energy computation. 
 Table 3.2 presents errors and correlation metrics between OSRW/BAR and 
experimental values. Despite the duplicate runs and Gaussian height decrease necessary 
for the OSRW computations, the Kendall τ coefficient for OSRW supports a strong 
agreement between OSRW and experiment. For further validation, in Figures 3.S2-3.S4, 
we have computed correlation metrics for all of the possible answer combinations from 
the host-guest and hydration free energy values in Table 3.S3. These three figures show 
the distribution of possible answer choices as well as our reported value and mean of 
possible answer choices. The OSRW computation times needed for all ligands range 
from 13.76 – 23.95 ns, further elucidated in the discussion section. The computational 
expense was likewise heavy, with several weeks required using the Texas Advanced 
Computing Center, as well as several weeks on a local cluster. 
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Table 3.1: Host-guest binding free energies. The OSRW column presents the average 
of results from the full length of simulations, while the OSRW (10 ns) 
column presents values at 10ns. The host molecule for all structures is 
cucurbit[7]uril. All free energies are given in kcal/mol. The experimental 
free energies hold an uncertainty of ± 0.1 kcal/mol. 
Guest	   Guest	  Structure	   ΔGbind	  
Expt.	   BAR	   OSRW	   OSRW	  (10	  ns)	  
C1	  
	  
-­‐9.9	   -­‐12.27	  ±	  0.92	   -­‐11.64	  ±	  0.42	   -­‐10.43	  ±	  1.01	  
C2	  
	  
-­‐9.6	   -­‐6.46	  ±	  0.65	   -­‐7.29	  ±	  0.20	   -­‐5.50	  ±	  0.05	  
C3	  
	  
-­‐6.6	   -­‐6.59	  ±	  0.74	   -­‐6.71	  ±	  0.74	   -­‐5.17	  ±	  1.03	  
C4	  
	  
-­‐8.4	   -­‐11.34	  ±	  0.89	   -­‐10.02	  ±	  0.25	   -­‐8.31	  ±	  0.75	  
C5b	  
	  
-­‐8.5	   -­‐3.39	  ±	  0.97	   -­‐5.00	  ±	  0.11	   -­‐4.46	  ±	  0.26	  
C6	  
	  
-­‐7.9	   -­‐6.18	  ±	  0.69	   -­‐7.01	  ±	  0.35	   -­‐6.64	  ±	  0.07	  
C7	  
	  
-­‐10.1	   -­‐10.49	  ±	  0.66	   -­‐10.05	  ±	  0.09	   -­‐10.96	  ±	  0.78	  
C8	  
	  
-­‐11.8	   -­‐11.84	  ±	  0.68	   -­‐11.44	  ±	  0.09	   -­‐11.15	  ±	  0.76	  
C9	  
	  
-­‐12.6	   -­‐15.42	  ±	  0.71	   -­‐15.35	  ±	  0.29	   -­‐15.44	  ±	  0.65	  
C10	  
	  
-­‐7.9	   -­‐5.06	  ±	  0.91	   -­‐3.90	  ±	  0.26	   -­‐3.69	  ±	  0.68	  
C11	  
	  
-­‐11.1	   -­‐10.48	  ±	  0.64	   -­‐10.06	  ±	  0.25	   -­‐9.82	  ±	  0.34	  
C12	  
	  
-­‐13.3	   -­‐12.11	  ±	  0.70	   -­‐12.57	  ±	  0.03	   -­‐12.33	  ±	  0.16	  
C13	  
	  
-­‐14.1	   -­‐13.92	  ±	  0.65	   -­‐13.13	  ±	  0.13	   -­‐12.63	  ±	  0.52	  
C14	  
	  
-­‐11.6	   -­‐12.41	  ±	  0.72	   -­‐12.75	  ±	  0.59	   -­‐12.05	  ±	  0.58	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Table 3.2: Model deviation from experiment. RMS energy difference, and AUE 
(Average Unsigned Error) are in kcal/mol. 
Method RMS Error AUE R
2 Kendall τ 
OSRW 1.92 1.51 0.69 0.74 
BAR 2.26 1.73 0.62 0.58 
OSRW(10ns) 2.22 1.73 0.73 0.75 
3.4 DISCUSSION 
 Analysis of computed binding affinities from the SAMPL challenge allows for 
elucidation of binding thermodynamics as well as examination of computational 
predictions. In the official SAMPL4 host-guest paper, free energy values from BAR 
simulations using the AMOEBA polarizable force field were noted for good 
performance167. Our OSRW-computed free energies correlate with experimental values 
slightly better than the BAR results. Note that both methods use the exact same parameter 
sets and simulations parameters. However, long computational times needed for 
convergence of OSRW free energy were observed. Upwards of 20 ns of computation 
time in binding was required for some ligands, while in our previous work, the hydration 
free energy was able to converge in less than 4 ns184. For comparison, the BAR 
computations were performed for 1ns for each vdW and electrostatic window. One 
possible reason that the OSRW method applied here may be slow to converge is due to 
the underlying metadynamics procedure. Recently, the Orthogonal Space Tempering180 
method has been proposed to address this problem.  
 We also investigated the OSRW results if the free energy computations were 
carried out for only 10 ns rather than continued to 15+ ns. In Tables 3.1-3.2 the 10ns 
OSRW binding free energies are presented in comparison to the experimental values. 
Surprisingly, the R2 correlation value and the Kendall τ correlation coefficient are high, 
supporting strong correlation between OSRW and experiment after just 10ns simulations 
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(Table 3.2). Despite this strong correlation, the individual ligand errors and the RMSE 
between experiment and OSRW are slightly higher than the final results.  
 To gain insights into the molecular driving forces for binding, we have examined 
the enthalpy and entropy contributions of the binding free energy. Table 3.3 lists the 
calculated binding enthalpy and entropy for each guest ligand. Although the binding free 
energies for different ligands are close, ranging from -15 to -5 kcal/mol, the binding 
enthalpies are vastly different. This is a good demonstration of the enthalpy-entropy 
compensation in host-guest binding. Due to the relatively short simulation time (1 ns), the 
uncertainties are on the order of 10 kcal/mol. Nevertheless, it can be seen that some of the 
recognitions are driven by enthalpy while others by entropy. Ligands 9, 12, and 13 have 
both favourable binding enthalpy and entropy. Extreme examples are ligand C10 for 
entropy-driven binding, and ligands C7 and C8 for enthalpy-driven binding. However, 
there appears to be no simple relationship between the binding thermodynamics of the 
ligand and its charge or geometry. Comparing C5 with C5b and C3 with C4, we find that 
the binding enthalpy does not correlate with the net charge. Ligands C7, C8 and C9 have 
the same functional groups and their binding affinities increase with ring size, but their 
entropy values differ. Enthalpy values of ligands C7 and C8 clearly indicate a dominant 
contribution of enthalpy, while for ligand C9 the enthalpy value is competitive with 
entropy. 
 Further analyses were carried out to look into the binding mechanisms. To explain 
why guest ligands C7 and C8 are enthalpy-driven, we investigated the ligand hydrogen 
bonding formation in water and complexes. Table 3.4 lists hydrogen bond (H-bond) 
numbers for ligands C7, C8 and C10 between guest-water in solution and between guest-
host/water in the complex. The data are averaged over 1000 frames in 1 ns.  Compared to 
ligands C7 and C8, ligand C10 formed more H-bonds when free in water (5.7) and bound 
 68 
to the complex (5.4). Furthermore, we analysed the portion of H-bonds formed between 
guest-host and guest-water. The three ligands formed similar numbers of H-bonds with 
the host while ligand C10 has twice the H-bonds formed with the surrounding water than 
other ligands. This may be attributed to the structural differences: ligand C10 has 3 polar 
amine groups with two of them exposed to the surroundings, attracting water and other 
polar groups. In contrast, ligands C7 and C8 have only one amine group each, leading to 
less intermolecular interaction. Noticeably, an increase of H-bonds in ligands C7 and C8 
is found when moved from solution to the host-guest complex. On the other hand, the 
number of H-bonds formed by C10 decreases upon binding. The changes in H-bonds may 
explain why the binding of ligands C7 and C8 were found to be enthalpy-driven. 
Table 3.3: Host-guest binding enthalpies and entropies (kcal/mol). STD(𝛥𝐻) is the 
uncertainty of enthalpy. 
Molecule ΔH STD(ΔH) -TΔS 
C1 -14.91 13.87 2.64 
C2 -17.39 13.54 10.93 
C3 -18.58 14.79 12.00 
C4 -6.62 14.02 -4.72 
C5 3.03 15.24 -6.41 
C5b -5.08 13.96 1.53 
C6 -12.48 14.60 6.30 
C7 -26.99 13.47 16.56 
C8 -28.56 14.30 16.72 
C9 -3.69 13.41 -11.73 
C10 45.20 13.71 -49.57 
C11 1.33 13.37 -11.94 
C12 -5.58 12.68 -6.67 
C13 -7.53 14.19 -6.18 
C14 4.28 12.63 -16.90 
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Table 3.4: Analysis of hydrogen bond numbers for guests C7, C8 and C10. The 
number of hydrogen bonds between guest-water in solution and between 
guest-host/water in host-guest complex are listed as 𝑁!"#$%&"' and 𝑁!"#$%&' 
respectively. Further decompositions of hydrogen bond numbers between 
guest-host, and between guest-water in host-guest complex are given in 𝑁!"#$%&'!!!  and 𝑁!"#$%&'!!!  The presenting hydrogen bond numbers are averaged by 
1000 frames over 1 ns. 
Guest 𝑁!"#$%&"' 𝑁!"#$%&' 𝑁!"#$%&'!!!  𝑁!"#$%&'!!!  
C7 2.690 3.554 1.617 1.937 
C8 2.792 3.389 1.201 2.188 
C10 5.709 5.452 1.325 4.127 	  
The rotation of guest ligands C7, C8, and C10 inside the CB[7] host was measured to 
explore the entropic aspects of these ligands. Three atoms from each ligand’s aromatic 
ring were chosen to represent one plane, while three atoms from the host were chosen to 
produce a plane that bisects the host equally. The rotation of the guest plane with respect 
to the host plane was measured over the coordinates of 5ns trajectories. The potential of 
mean force (PMF) was also computed for the rotation angles. Similar to a study of an 
octa-acid host-guest system144, the guest ligands here were determined to rotate almost 
freely with only small free energy barriers (~0.5 kcal/mol). Likewise, computation of the 
entropy using S = −kB*Σpln(p) resulted in minute contributions (𝑆!"# !"#$%&'!"#   −𝑆!"# !"##!"# ≈0.05 kcal/mol at T=300K), shown in Table S2. 
The configurational entropies of host-guest complexes C7, C8, and C10 were 
computed using quasiharmonic analysis193,194. In the quasiharmonic analysis method, the 
mass weighted covariance matrix of atomic fluctuations is computed. Eigenvalues λi of 
this covariance matrix are then expounded to frequencies of collective motions, ωi	  =(RT/λi)1/2. The estimated entropy S of the molecule is determined by Eq. 5 where R is 
the gas constant, ħ is Planck’s constant, and T is temperature. 
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𝑆 = 𝑅 ℏ𝜔! 𝑅𝑇𝑒ℏ!! !" − 1− ln   1− 𝑒!ℏ!! !"!!!!!!!  (5) 
The quasiharmonic entropy was computed using AMBER14148. For each molecule, all 
heavy atoms (C,N,O) were included in the covariance matrix. Table 5 shows the 
quasiharmonic entropy values for the host-guest systems C7, C8 and C10.  These values 
include entropies of the host-guest complex Shg, the guest only in complex Sg(complex), the 
host only in complex Sh(complex), the guest in solution Sg(solution), the host in solution Sh(solution), 
and the entropic contribution of binding –TΔSconf where ΔSconf = Shg - Sh(solution) - Sg(solution). 
The quasiharmonic approximation maintains limitations involving the use of Cartesian 
coordinates and the presence of multiple steep energy wells195. Further, the 
quasiharmonic approximation is known to present an upper-bound to entropy primarily 
due to correlations between modes196,197. However, several trends may be observed from 
the computed values. CB[7]-C10 complex has the highest entropic cost (–TΔSconf ) out of 
the three complexes computed. 
Table 3.5: Configurational entropy computed from quasiharmonic analysis.a 
Sh(solution) is 495.61 cal/mol/K. 
Guest Shg Sg(complex) Sh(complex) Sg(solution) -TΔSconf  
C7 364.38 74.53 302.73 80.99 5.69 
C8 379.41 91.88 289.87 96.34 3.12 
C10 366.28 87.67 294.41 94.59 6.61 
a Entropy values are given for Shg the host-guest complex,  Sg(complex) the guest only in 
complex, Sh(complex) the host only in complex, and Sg(solution) the guest in solution. Shg, 
Sg(complex), Sh(complex), and Sh(solution) are computed from 5ns simulations while Sg(solution) values 
are computed from 1ns simulations. All entropy values (except where marked) in 
cal/mol/K. ΔSconf = Shg – Sh(solution) - Sg(solution). TΔSconf computed at 300K, with units of 
kcal/mol. 
 
Given that the enthalpy/entropy decomposition analysis suggested binding of 
guest C10 to be entropically favorable (–TΔStot < 0), the positive configurational entropy 
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change computed here (Table 3.5) indicates that the favourable binding entropy of ligand 
C10 is likely water driven. Binding of guests C7 and C8 resulted in approximately the 
same entropic cost. Although the values of Shg and Sg(solution) differ for guests C7 and C8, 
when combined, the values largely offset the differences. From analysis of guests C7 and 
C8, intramolecular atomic fluctuations of the aromatic carbon atoms inside the host are 
greater for C8 than for C7. This is consistent with intuition: the larger aromatic molecule 
of ligand 8 is slightly pressed inward by the host. This effect is evident in the Sh(complex) 
values, where the host in guest C7 complex has roughly 4 kcal/mol greater entropy (TS) 
than the host in guest C8 complex, which is strained due to ligand size. Similar to the 
C10 complex, guests C7 and C8 complexes have a positive (unfavourable) entropy 
contribution, and additional unfavourable entropic interactions from water likely increase 
the binding entropy to the values in Table 3.3.  
 As noted above, there are discrepancies between OSRW and BAR results as well 
as between independent OSRW simulations for some ligands. To explain this, we observe 
that for an unbiased estimator, the uncertainty of a measured quantity is related to the 
sample distribution and the autocorrelation time as177 𝜎 𝐴 = 𝜎 𝐴 2𝜏𝑡  (6) 
where τ is the integrated autocorrelation time and t is the total sampling time. t/2τ is also 
interpreted as the effective number of independent samples. Eq. 6 is valid for BAR. As 
for OSRW, since the underlying metadynamics does not converge asymptotically198, Eq. 
6 should provide a lower bound for its error. The sample distribution depends on the 
hybrid Hamiltonian, i.e. the decoupling scheme for the alchemical transition, which is 
different in the OSRW and BAR simulations. The correlation time varies with the 
simulation method. Generally, the correlation time in metadynamics should be shorter 
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than that of a classical molecular dynamics simulation on the same Hamiltonian. 
However, it is difficult to compare the correlation time between OSRW and BAR 
because OSRW has an additional degree of freedom λ. So here we focus on the effect of 
the decoupling scheme on the convergence. Figure 3.2 shows the standard deviation of Fλ 
for decoupling of guest C10 from its host-guest complex state in different decoupling 
schemes. When only the vdW interaction is decoupled (scaled down), the distribution Fλ 
is very narrow up to λ = 0.5. σ(Fλ) increases sharply and then falls to roughly 10 kcal/mol 
when λ goes from 0.5 to 0.6. When the electrostatics interaction is decoupled in the 
presence of vdW interaction, σ(Fλ) is nearly constant around 10 kcal/mol, which means 
that there is no dramatic change in phase space and that the evenly spaced λ points 
perform very well in distributing the simulation time. When vdW and electrostatics 
interactions are decoupled simultaneously, σ(Fλ) is significantly higher than when the 
two interactions are decoupled separately as λ approaches 0 and 1. In other words, 
decoupling the two interactions together enlarges the available phase space. As a result, 
more independent samples are needed for <Fλ> to converge at these two end states. In 
addition, we note that the autocorrelation time in the fixed λ OSRW simulations at λ = 0 
is ~30 ps, much longer than in the BAR simulations when λ = 0. Based on Eq. 6, the 
uncertainty of the fixed λ OSRW simulations with a total simulation time of 20 ns was 
estimated to be ~1 kcal/mol. Although the dynamics are different from those of the 
OSRW simulations reported in Table 3.1, this result manifests that decoupling both 
interactions will create a rough energy landscape that makes sampling difficult. 
Therefore, the poor convergence of some of the OSRW simulations can be largely 
attributed to the decoupling scheme. 
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Figure 3.2: Standard deviation of Fλ as a function of λ for different coupling 
schemes. All analyses are based on the decoupling of guest C10 from 
its host-guest complex state. “vdW only” means that the vdW 
interaction is decoupled when there is no electrostatics. “ele only” 
means that the electrostatics is decoupled while vdW interaction is 
modelled at full strength. “ele & vdW” means that both electrostatics 
and vdW interactions are decoupled simultaneously as in the current 
OSRW implementation. 
 
There is a positive correlation between the uncertainties of the OSRW simulations and 
the net charge of the system. Since the uncertainty estimate for OSRW results is limited 
in precision by the small number of simulations, here we use the differences between 
OSRW and BAR results to measure the uncertainties. Except for guest 3, all the OSRW 
results for systems with charge +1 agree well with those of BAR results, whereas large 
differences can be found for systems with charge +2 (See Table 3.6). This further 
supports our finding that decoupling vdW and electrostatics interactions together hinders 
the sampling. We expect that the problem will be less prominent for neutral systems. 
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Table 3.6: Correlation between uncertainties of binding free energies and net charge 
for each system. RMSE is the root mean square difference between OSRW 
results and the reference BAR results. 
Guest RMSE (kcal/mol) Charge 
C5b 1.35 2 
C4 1.34 2 
C10 1.28 2 
C1 1.05 2 
C5 0.98 1 
C6 0.90 1 
C2 0.85 1 
C13 0.80 1 
C3 0.80 1 
C14 0.68 1 
C11 0.49 1 
C12 0.46 1 
C7 0.45 1 
C8 0.41 1 
C9 0.30 1 
 
3.5 CONCLUSION 
In this work, binding free energies of the SAMPL4 host-guest system CB[7] with 
14 guest molecules were computed with both BAR and OSRW methods and AMOEBA 
polarizable force field. Overall the AMOEBA binding free energy values computed using 
both BAR and OSRW are in good agreement with experimental results. The binding 
thermodynamics of this series of host-guest systems varies from ligand to ligand. Some 
are driven by enthalpy changes while others by entropy gains. We further examined guest 
ligands C7, C8 and C10, which display high enthalpy or entropy changes upon binding. 
The enthalpy-entropy decomposition suggests that the binding of guest C10 is entropy 
driven, while binding of guests C7 and C8 have large enthalpic contributions. Hydrogen 
bonding analysis showed that guest C10 formed several hydrogen bonding interactions 
with 
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Guests C7 and C8 gain additional H-bonds upon binding while C10 loses H-bonds upon 
binding, consistent with the enthalpy-entropy decomposition results. Configurational 
entropy was computed for guests C7, C8, C10 and their complexes with the host using 
quasiharmonic analysis. The configurational binding entropy was determined to be 
relatively small for all guests, hinting at the substantial role of water molecules. Through 
analysis of intramolecular atomic fluctuations of guests C7 and C8, cyclic carbon atoms 
inside the host were found to fluctuate more for guest C8 than C7, intuitively a result of 
the larger ring of C8. Unlike ligand-protein binding, the guest molecules were observed 
to freely rotate inside the host ring. Convergence of the BAR and OSRW free energy 
calculation methods were compared. The current OSRW implementation encounters 
convergence problems at the low end of vdW and electrostatics decoupling. Possible 
improvements can be achieved by separating the vdW and electrostatic decoupling, well-
tempered metadynamics198  and employing metadynamic alternatives180. Nonetheless, 
here, both BAR and OSRW methods are found to be adequate to determine the binding 
affinities for the model host-guest systems. 
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3.6 ADDITIONAL FIGURES AND TABLES 
 
Figure 3.S1: Thermodynamic cycle for calculating the binding free energy of the host-
guest system. The binding free energy (∆𝐺!"#$) is defined as the difference 
between the decoupling free energies from both solvent and solvated protein 
complex. ∆𝐺!!"# indicates that the ligand is decoupled from its protein 
environment, and ∆𝐺!!" indicates that the ligand is removed from a water 
environment. 
 
 
 
 
host host 
host host 
host 
guest 
guest 
guest 
guest 
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Table 3.S1: Free energy composition of host-guest systems. All guests bind to the 
cucurbit[7]uril host. All free energies are in kcal/mol. 
  Host-guest Free Energy (Δ𝐺!!"#!!"#$%) Hydration Free Energy (Δ𝐺!!"#$%&'() 
Guest OSRW 1 OSRW 2 BAR OSRW 1 OSRW 2 BAR 
C1 -189.58 -188.11 -189.19  -170.42 -170.59 -170.67 
C1_LGHa,b -187.87 -188.20 − − − − 
C2 -70.21 -70.57 -70.20 -56.87 -56.84 -57.50 
C3 -65.43 -64.33 -71.29 -52.42 -52.71 -58.45 
C3_2c -63.87 -65.42 − -52.23 -52.93 − 
C3_LGHa -67.78 -64.75 − -51.28 -52.28 − 
C4 -180.21 -180.12 -181.27 -164.19 -163.61 -163.68 
C5d -68.64 -67.61 -68.01 -57.64 -58.10 -58.39 
C5bd -208.76 -207.18 -213.19 -199.57 -200.50 -203.55 
C5b_LGHa,d -211.84 -210.32 − -200.48 -199.18 − 
C6 -77.00 -76.25 -76.04 -63.39 -63.34 -63.62 
C7 -74.25 -74.54 -74.69 -58.04 -58.15 -57.96 
C8 -73.59 -73.48 -73.77 -55.81 -55.89 -55.68 
C9 -77.98 -77.60 -77.98 -55.86 -56.78 -56.32 
C9_LGHa,e − − − -56.07 -56.05 − 
C10 -182.05 -186.04 -186.17 -175.04 -175.11 -174.86 
C10_2c -184.24 -183.61 − -173.67 -174.09 − 
C10_LGHa -183.17 -182.70 − -173.48 -172.69 − 
C11 -71.68 -71.19 -71.69 -55.12 -55.14 -54.97 
C12 -69.23 -69.89 -68.91 -50.39 -51.10 -50.56 
C13 -71.08 -70.59 -71.56 -51.58 -51.34 -51.39 
C14 -79.05 -77.97 -78.05 -59.47 -59.46 -59.39 
a For all LGH ligand simulations, the height of the Gaussian bias (preventing OSRW 
from resampling that point) was lowered in order to promote more stable sampling. 
Not applicable to BAR simulations. b For C1_LGH, the host-guest free energies were 
coupled with C1 hydration free energies to compute the binding free energy. c C3_2 
and C10_2 were independent OSRW simulations with the same system and parameters 
as C3 and C10. d C5 and C5b, are different protonation states of the C5 ligand. e For 
C9_LGH, the hydration free energies were coupled with C9 host-guest free energies to 
compute the binding free energy. f All experiment values hold absolute uncertainties of 
0.1 kcal/mol. g These values were not included in the average for the reported results. 
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Table 3.S2: Binding free energy of host-guest systems. All guests bind to the 
cucurbit[7]uril host. All free energies are in kcal/mol. For BAR and OSRW, ∆𝐺!"#$ = Δ𝐺!!"#!!"#$% − Δ𝐺!!"#$%&'( + 𝐺!"##$!%&"', where 𝐺!"##$!%&"' =6.245 kcal/mol.   
  Binding Free Energy   ∆𝐺!"#$  
Guest OSRW 1 OSRW 2 BAR Experimentf 
C1 -12.91 -11.18 -12.27 -9.90 
C1_LGHa,b -11.21 -11.26 −  
C2 -7.09 -7.48 -6.46 -9.60 
C3 -6.76 -5.38 -6.59 -6.60 
C3_2c -5.39 -6.25 −  
C3_LGHa -10.26 -6.22 −  
C4 -9.77 -10.26 -11.34 -8.40 
C5d -4.75g -3.26g -3.37 -8.50 
C5bd -2.94g -0.43g -3.39  
C5b_LGHa,d -5.11 -4.89 −  
C6 -7.36 -6.66 -6.18 -7.90 
C7 -9.96 -10.14 -10.49 -10.10 
C8 -11.53 -11.35 -11.84 -11.80 
C9 -15.87 -14.57 -15.42 -12.60 
C9_LGHa,e -15.66 -15.31 −  
C10 -0.76g -4.68 -5.06 -7.90 
C10_2c -4.32 -3.27 −  
C10_LGHa -3.45 -3.76 −  
C11 -10.31 -9.81 -10.48 -11.10 
C12 -12.59 -12.54 -12.11 -13.30 
C13 -13.25 -13.00 -13.92 -14.10 
C14 -13.33 -12.16 -12.41 -11.60 
f All experiment values hold absolute uncertainties of 0.1 
kcal/mol. g These values were not included in the average for the 
reported results. 
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Figure 3.S2:Probability distribution of RMSE between calculated and experimental 
results from all possible OSRW answer combinations across all ligands. 
Solid red line represents the reported value in Table 2 of the main text, while 
the black dot-dashed line represents the mean value. 
 
 
Figure 3.S3: Probability distribution of R2 correlation coefficient from all possible 
OSRW answer combinations. Solid red line shows reported R2 value. The 
black dot-dashed line represents the location of the mean while the green 
dotted line represents the median. 
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Figure 3.S4:Probability distribution of Kendall τ correlation coefficient from all possible 
OSRW answer combinations. Solid red line shows the approximate location 
of the reported τ value while the black dot-dashed line represents the mean. 
 
   
Figure 3.S5: Plots of the total number of hydrogen bonds for ligand C7, C8 and C10 
between guest and water in solution (solv_Total_Hbond) and between guest 
and host/water in host-guest complex (bind_Total_Hbond).  
0	  50	  
100	  150	  
200	  250	  
300	  350	  
400	  
0	   1	   2	   3	  
Numbe
r	  of	  Hy
drogen
	  bond	  
Distance	  (Angstrom)	  
ligand	  C7	  solv_Total_Hbond	  bind_Total_Hbond	  
0	  50	  
100	  150	  
200	  250	  
300	  350	  
0	   1	   2	   3	  
Numbe
r	  of	  Hy
drogen
	  bond	  
	  
Distance	  (Angstrom)	  
ligand	  C8	  solv_Total_Hbond	  bind_Total_Hbond	  
0	  100	  
200	  300	  
400	  500	  
600	  700	  
0	   1	   2	   3	  
Numbe
r	  of	  Hy
drogen
	  bond	  
Distance	  (Angstrom)	  
ligand	  C10	  solv_Total_Hbond	  bind_Total_Hbond	  
 81 
 
 
 
   
Figure 3.S6: Plots of hydrogen bond numbers between guest and host 
(bind_Host_Hbond), and between guest and water (bind_Water_Hbond) in 
host-guest complex.  
Table 3.S3: Rotational entropy computed from PMF curves. 
Guest ligand -TΔS (kcal/mol)a 
C7 0.042 
C8 0.053 
C10 0.078 
a ΔS = −kBΣpln(p) – Sreference , where p is the probability taken from the PMF distribution 
and kB is Boltzmann’s constant. Sreference is the entropy of the unbound state, taken as a 
uniform PMF distribution over the rotation angle bins, 𝑆!"#"!"$%" =   −𝑘! !! ln !! , 
where n is the number of bins. T = 300K. 
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Figure 3.S7: Structures of different protonation states of guest C5: C5 and C5b. 
 
 
  
C5 C5b 
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Chapter 4:  Increased concentration of CdSe quantum dots increases 
specificity for PRM binding site of the SH3 domain 
4.1 INTRODUCTION 
Synthetic nanoparticles are employed in a multitude of applications. With 
increasing use, it is important to understand nanoparticle interactions with biological 
constituents. Carbon nanomaterials, such as graphene and bare carbon nanotubes (CNTs) 
have been determined to be highly destructive to cellular membranes199,200 as well as 
cause substantial protein adsorption201-206. Toxicity is lessened in fullerenes and their 
derivatives207,208, yet still present depending on surface modifications. In the special 
instance of gadolinium metallofullerenols, toxicity contributes to beneficial inhibition of 
tumor metastasis209,210 as well as aiding uptake of therapeutics211. Hence, rigorous study of 
nanoparticle interaction with biological domains is needed for comprehensive 
application. 
Cadmium selenide quantum dots (CdSe QDs) are photoluminescent nanoparticles 
employed in solar panels212,213, consumer electronics, and biomedical imaging214-218. QDs 
are on the same size order of their Bohr radius allowing for generation of an exciton. QD 
emission can be tuned based on size, as larger QDs will have smaller band gap energies 
and thus longer emission wavelengths. QDs are used regularly in biomedical applications 
because of their broad UV absorption spectrum, narrow emission, and long-time 
photostability. A drawback of CdSe QDs is toxicity, which occurs both in vitro and in 
vivo219,220. QD toxicity is suspected to occur through three mechanisms: cadmium 
leaching, generation of reactive oxygen species, and interference with biomolecules217. 
Interference with biomolecules is suspected as cadmium leaching and reactive oxygen 
species cannot entirely explain observed toxicity217,221. 
 84 
Here, we investigate CdSe QD toxicity on the Src homology 3 (SH3) protein 
domain using all-atom Molecular Dynamics (MD) simulations. SH3 is a protein binding 
domain with over 250 instances in the human genome222 and is essential to cell signaling 
and regulation222-226. We explore several different concentrations in order to understand 
the dose dependent interaction. Our results support conclusions drawn from experiment: 
that QDs exhibit a dose dependent and surface coating dependent toxicity. 
4.2 METHODS 
The SH3 protein structure used in this work was taken from a crystallized C-Crk, 
N-terminal SH3 domain in complex with the proline-rich SOS peptide(sequence: 
PPPVPPR), PDB ID: 1CKB227. The QDs used consisted of (CdSe)13 nanoparticles, with 
ten trioctylphosphine oxide (TOPO) covalently bound to surface exposed Cd ions. Four 
initial system setups were used: a “binary” system with 1 QD and SH3; a “ternary” 
system with 1QD, PRM and SH3; a system with 2 aggregated QD (e.g. QD dimer) and 
SH3, and a system with 4 aggregated QD (e.g. QD tetramer) and SH3. All 
macromolecules (SH3,QD,PRM, excluding QD dimer and tetramer) were initially 
separated by 15Å. QD dimers and tetramers were simulated due to QD’s tendency to 
aggregate in solution; dimers and tetramers were built by simulating separated quantum 
dots in solution, with aggregation occurring within 200ns. For each configuration setup, 
five different systems were generated by rotating the SH3 protein 72° about a vertical 
axis; additionally, 2 simulation runs were added for the QD tetramer configuration. In 
total, 32 systems were simulated. Each system was immersed in a roughly 87x87x87Å 
box of TIP3P water molecules. NaCl ions were added to all systems to achieve 0.1M salt 
concentration. The CHARMM36 force field228 was used for protein parameters, while 
QD parameters were found from collaborators with TOPO parameters from 
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CHARMM22 lipid force field229,230. Van der Waals interactions were cutoff at 12Å while 
long range electrostatics was treated with the Particle Mesh Ewald231 method. Systems 
were energy minimized for 15,000 steps with fixed protein atoms, followed by 5,000 
steps of energy minimization with all atoms allowed to move. Following minimization, 
systems were equilibrated for 500,000 steps with a 0.5 fs timestep. Production Molecular 
Dynamics (MD) simulations were run for 200ns with a 2fs timestep. All simulations were 
run in the NPT ensemble, with a pressure of 1atm and temperature of 310K. In total, over 
6.5 𝜇s of all-atom MD was simulated. Simulations were run using NAMD2232 on both an 
IBM Blue Gene Q233 machine as well as an IBM Power 8 cluster. 
Contact ratio is computed for all four systems studied, with a contact distance of 
4.5Å. Contact ratio is defined as the number of frames the QD contacted the SH3 domain, 
divided by the total number of frames. For the aggregated dimer and tetramer systems, 
contact was calculated between the QD group and the SH3, not individually. Binding free 
energy surfaces were computed similarly to ref234 by creating a 2-D probability histogram 
P(S,D) of surface contact area (S) and key-residue distance (D). The PMF was computed 
from W(S,D) = -RTln(P(S,D)) assuming a uniform reference distribution. The key 
binding site residues are F 141, W 169, P 183, and Y 186. 
 
4.3 RESULTS AND DISCUSSION 
QD interactions with SH3 were explored with four different systems. A monomer 
system (M) with the SH3 domain and one QD was studied to understand general binding 
preferences for an isolated QD. A ternary system (Mt) with the SH3 domain, one QD, 
and the native PRM ligand (PPPVPPR) was investigated to capture competitive binding 
between the QD and PRM for the SH3 domain. To explore the effect of concentration on 
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SH3-QD interactions, a dimer system (D) with the SH3 domain and 2 QDs as well as a 
tetramer system (T) with the SH3 domain and 4 QDs were studied. For all systems, the 
CdSe QDs were coated in ten trioctylphosphine oxide (TOPO) chains. QDs with TOPO 
chains aggregate in solution and enter the cell through endocytosis as a conglomerated 
unit. Reflecting this, the dimer and tetramer systems started out and remained aggregated 
for this study. Five different configurations for each system were immersed in a TIP3P 
water box and explored using 200ns Molecular Dynamics (MD) simulations with the 
NAMD2 software package. The CHARMM36 protein force field was used for protein 
parameters, while QD-TOPO chain parameters used CHARMM22 lipid force field as 
well as solved parameters. Simulation details are discussed in the Methods section. 
Figure 4.1a presents our most important finding: quantum dots have increasing 
preference for the SH3 PRM binding site with increasing QD concentration, even 
surpassing the contact affinity of the native PRM ligand. In the monomer system, the QD 
does not make any contacts with the PRM binding site. However, in the dimer and 
tetramer systems, the QD has a high affinity for the binding site. This agrees with 
experiment, where QD toxicity is found to be dose dependent. Our results support that at 
low concentrations, there is little contact with the active site and presumed little effect on 
function. At high concentrations, there is high affinity for the binding site and presumed 
large effects on function.  
Shown in Figure 4.1b, the SH3 domain studied is a 56 residue β-barrel domain. 
The key PRM binding residues of SH3 are shown in green in Figure 4.1b and are SH3 
residues F 141, W 169, P 183, and Y 186. The binding site is a narrow hydrophobic 
region, with a negatively charged “specificity pocket” of aspartic and glutamic acid 
interacting with the positively charged arginine of the PRM. In all simulations, the SH3 
domain remained relatively stable with low RMSD (most < 2Å, max 4.2Å) and RMSF (< 
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3Å) as shown in the SI Figures 4.S1 and 4.S2. This is in contrast to carbon allotropes 
including carbon nanotubes and graphene, which have been shown to severely disrupt 
protein structure. One difference between the carbon allotropes mentioned and the QDs 
studied is the lack of cyclic rings with disperse electrons in the QDs. 
 
 
Figure 4.1: Main result. (a) Average QD-key residue (binding site) contact ratio over 
studied systems with PRM-key residue contact ratio for comparison. 
(b)Native SH3-PRM structure and sequence. PRM is shown in orange with 
the key PRM binding residues (SH3 141,169,183,186) shown in green. For 
the sequence, red arrows are beta strands, blue region is a 3/10 helix, and the 
black regions are loops. The RT loop spans residues 140-157 while the n-
Src loop spans residues 164-168. 
Figure 4.2 illustrates the initial configurations for each of the systems studied: 
monomer M, ternary Mt, dimer D, and tetramer T. Unlike fullerenes or single-walled 
CNTs which are smaller, the QDs studied here are of similar dimensions to the SH3 
domain, especially with the TOPO chain surface coating. In the tetramer T system, the 
aggregated QDs form a tetrahedral structure to reduce solvent exposed surface area. As 
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mentioned in the methods, 5 different configurations were simulated for each system by 
rotating the SH3 domain equidistant about its vertical axis. 
 
Figure 4.2: Initial system configurations. (a) Monomer system M, (b) ternary system 
Mt, (c) dimer system D, (d) tetramer system T.  
Figure 4.3 shows the QD-SH3 residue contact ratio for all systems, with binding 
site residues indicated by black arrows. The monomer system has a high affinity to 
contact a distal site, residues 136 TYR, 158 ILE, and 175 SER. The ternary system favors 
the same site as the monomer system, yet with distraction by the PRM, the contact ratio is 
reduced. The dimer system shows modest affinity for the active site, but also maintains 
distal site contacts. The tetramer system shows the strongest specificity for the active site, 
with little contacts for the distal site, but favorable contacts with the binding site residues. 
 
a b
c d
M Mt
D T
SH3
PRM
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Figure 4.3: Contact ratio over all systems. Secondary structure is shown at the top, 
where red arrows indicate beta strands, blue bold line indicates 3/10 helix, 
and black lines indicate loop regions. Black arrows indicate binding site 
residues. Note that the monomer M and ternary Mt systems have little 
contact with the binding site but favorable contacts with distal site, while 
the dimer D and tetramer T systems have favorable affinity with the 
binding site. 
Figure 4.4 presents the binding free energy surfaces and associated characteristic 
binding structures for the monomer, dimer, and tetramer systems. For the monomer 
system, no binding site affinity is observed. Instead, the QD shows high affinity for a site 
distal to the PRM binding site (blue well shown in Figure 4.4a). The distal site, shown in 
Figure 4.4b, is comprised of 136 TYR, 158 ILE, 175 SER. In general, the alkyl chains 
contact SH3 and have a high preference for hydrophobic residues. In one of the five 
configurations for this system, a QD is located 15 Å directly across from the binding site, 
yet the QD still bypasses the active site for contacts with the distal site. In the dimer case, 
the QD’s can bind to both the distal site and the active site, yet there is a stronger affinity 
for the PRM binding site. Notably, the aggregated QD dimer can bind to SH3 as both a 
monomer and a dimer. The tetramer system only binds to the PRM binding site. The QD 
tetramer can bind to SH3 as a monomer, dimer, and trimer, but the tetrahedral structure 
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prevents all four QDs contacting the SH3 at the same time. For comparison, the PRM-
SH3 binding free energy surface is shown in SI Figure 4.S3. 
 
Figure 4.4: Binding surfaces and structures. (a,c,e) Binding free energy surfaces of (a) 
monomer system, M (c) dimer system, D and (e) tetramer system, T. (b,d,f) 
Characteristic structures of binding site well (blue area) for (b) monomer 
system, (d) dimer system, and (f) tetramer system. 
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Figure 4.5 depicts the binding competition between the QD and PRM in the 
ternary system. Shown in Figure 4.5a, the PRM clearly prefers contacting the binding site 
while the QD favors the distal site residues similar to the monomer system. The slight 
contact affinity of the QD for the binding site residues is due to the PRM “leading” the 
QD to the active site. The PRM has a strong preference to interact with the QD over the 
SH3 domain as observed in Figure 4.5b. From observing trajectories, the QD is able to 
steal the PRM from the SH3 binding site. The binding surface free energy of Figure 4.5c 
supports that the monomer QD favors binding with the distal site, and active site binding 
is not preferred but occurs due to the PRM interaction. As observed in Figure 4.5d, the 
QD is able to bind both the PRM and the SH3 domain simultaneously. 
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Figure 4.5: Ternary system. (a) QD-SH3 (blue, solid line) and PRM-SH3 (orange, 
dashed line) contact ratio over all frames. (a,insert) Ternary system initial 
configuration. (b) QD-PRM (blue, solid line) and SH3-PRM (orange, 
dashed line) contact ratio over all frames. (c) QD-SH3 Binding free energy 
surface as a function of QD-key residue distance and contact area. (d) 
Characteristic structures of main QD binding modes.  
 
As all systems show interactions with SH3, it is important to consider the 
underlying QD structure that allows binding. The (CdSe)13 core presented in SI Figure 
4.S4 is composed of 13 Cd and 13 Se atoms. The Cd atoms retain a partial positive 
charge (Average=0.53) while the Se atoms retain a partial negative charge (Average=-
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0.57). The net charge of the QD is -0.53. Figure 4.6 shows the sum of contact ratio 
between the QD core and protein for each system. For the dimer and tetramer systems, 
the QD cores were treated as a combined unit.  The PRM has the highest preference to 
contact the QD core. As shown in Figure 4.6 inset, the binding mode of the PRM is for 
positively charged Arginine to contact the negatively charged Se atoms of the QD while 
the rest of the PRM interacts favorably with the TOPO chains. For the SH3 domain, 
contact with the QD core is opposite to that of the binding site contact trend, with the 
monomer system having the highest contact and the dimer and tetramer systems having 
decreasing contacts. As the QDs aggregate, the core becomes sequestered while the 
TOPO chains are pushed outward. It follows that as the TOPO chains are pushed 
outward, there is increasing preference to contact the PRM active site of SH3. This result 
provides evidence for surface coating dependent toxicity. The TOPO chains used here 
(and remain popular in experiments) are profoundly hydrophobic enabling beneficial 
interaction with the hydrophobic binding site. A hydrophilic surface coating ligand, such 
as polyethylene glycol (PEG), will decrease aggregation and will affect the protein 
binding affinity of the QD. This agrees well with experiment that shows decreased 
toxicity when the QDs are coated in PEG235.  
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Figure 4.6: CdSe quantum dot interactions. Sum of the protein-contact ratio with the 
CdSe core. PRM interacts most readily with the CdSe core. For the SH3 
systems, as the concentration and order of the quantum dots increases, the 
CdSe cores become sequestered with increasing pressure for TOPO 
exposure. (inset) Characteristic structure of PRM binding mode. The 
positively charged Arginine of the PRM interacts with the partially 
negatively charged selenium atoms while the hydrophobic residues prefer 
the TOPO chains.  
4.4 CONCLUSION 
At low concentrations, the QD specificity for the SH3 binding site is low, instead 
preferring a distal site. This corresponds to the SH3 domain retaining function/activity 
with PRM binding. With increasing concentration, there is increasing preference for the 
QD to contact the PRM binding site of the SH3 domain. With increasing QD 
concentration, the coating TOPO molecules are pushed outward to the surface, where 
they have preferable interactions with the hydrophobic PRM binding site. The large 
contact preference for the binding site with high QD concentrations indicates that the 
PRM will not successfully bind to the SH3 domain and the protein will lose function. 
This loss of function indicates that at high concentrations, the studied QDs are toxic. 
However, in all of our systems, the SH3 domain retains its structure with most staying 
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below 2 Å RMSD of protein backbone atoms to the crystal structure, and a max of 4.2 Å 
RMSD. Ultimately, we show that QD interaction with protein is heavily dependent on 
concentration and the choice of surface coating with varying toxicity. 
 
 
4.5 ADDITIONAL FIGURES 
 
 
Figure 4.S1: RMSD of SH3 domain in the (a) monomer M, (b) ternary Mt, (c) dimer D, 
and (d) tetramer T systems. 
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Figure 4.S2: RMSF of SH3 domain in the (a) monomer M, (b) ternary Mt, (c) dimer D, 
and (d) tetramer T systems. Error bars shown on RMSF plots are standard 
error. 
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Figure 4.S3: (a) PRM-SH3 binding free energy surface. (b) Main binding well structure. 
PRM is shown in orange over the binding site residues (purple). 
 
 
 
 
 
 
Figure 4.S4: (CdSe)13 QD core. 
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Appendix 
Appendix A: List of Abbrevations 
AMOEBA: Atomic Multipole Optimized Energetics for Biomolecular 
 Applications (a force field) 
BAR: Bennett Acceptance Ratio 
CB[n]: Cucurbituril macrocycle with n glycoluril subunits 
CdSe: Cadmium Selenide 
CG: Coarse grained 
Cucurbit[7]uril: See CB[n] 
MD: Molecular Dynamics 
OSRW: Orthogonal Space Random Walk 
PDB: Protein Data Bank 
PMF: Potential of Mean Force 
PRM: Proline-Rich Motif 
QDs: Quantum Dots 
RACER: RNA CoarsE gRained model 
RMSD: Root Mean Square Deviation 
RMSF: Root Mean Square Fluctuation 
SH3: Src Homology 3 protein domain 
TOPO: trioctylphosphine oxide 
vdWeff: Effective van der Waals interaction 
WHAM: Weighted Histogram Analysis Method 
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