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On action of the Virasoro algebra on the space
of univalent functions
Helene Airault, Yuri A. Neretin1
We obtain explicit expressions for differential operators defining the action of the
Virasoro algebra on the space of univalent functions. We also obtain an explicit Taylor
decomposition for Schwarzian derivative and a formula for the Grunsky coefficients.
0.1. Virasoro algebra. Consider the Lie algebra Vect(S1) of vector fields
on the circle |z| = 1, its basis Ln := z
n+1 d
dz
is numerated by integers, and
[Ln, Lm] = (m− n)Ln+m
Recall that the Virasoro algebra Vir is the extended Lie algebra Vect(S1);
its generators are Ln, where n ranges in Z, and ζ; the commutation relations
are
[Ln, Lm] = (m− n)Lm+n +
1
12
(n3 − n)δm+n,0ζ (0.1)
[Ln, ζ] = 0
0.2. Space of univalent functions K. Denote by K the space of all the
functions
f(z) = z + c1z
2 + c2z
3 + . . .
that are univalent in the disk |z| < 1. Recall that a function f is univalent, if
z 6= u implies f(z) 6= f(u). The standard references are [10], [9].
0.3. Action of Virasoro algebra on K. According to Kirillov2 [12], [13],
also [14], the Lie algebra Vect(S1) acts on K via vector fields described in the
following way. Let v(z) ∂
∂z
be a real analytic vector field on the circle. Then the
corresponding tangent vector at a point f(z) ∈ K is
f(z)2
2pii
∫
|t|=1
f ′(t)2v(t) dt
f(t)2(f(t)− f(z))
(0.2)
The expressions of the vector fields Lk in the terms of differential operators in
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2In some (weak) sense, these vector fields are present in the work of Schiffer [23]
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the coefficients ck is
L0 =
∑
p>0
kck
∂
∂ck
(0.3)
Lk =
∂
∂ck
+
∑
p>0
(1 + p)ck
∂
∂ck+p
, (0.4)
L−k =
∑
p>0
{ 1
(2pii)2
∫
|h|=1−ε
∫
|z|=δ
z−p−2f2(z)f ′(h)2dh dz
hk−1(f(h)− f(z))f2(h)
}
·
∂
∂cp
= (0.5)
=
∑
p>0
{
(k + p+ 1)ck+p +
1
(2pii)2
∫
|z|=1−ε
∫
|h|=δ
z−p−2f2(z)f ′(h)2dh dz
hk−1(f(h)− f(z))f2(h)
}
·
∂
∂cp
(0.6)
here k > 0. The integral terms in (0.5), (0.6) differ by a position of a contour
of integration; the additional term in (0.6) appears since we move the contour
through the pole z = h.
Also consider the series
∞∑
j=0
Qnz
n = z2
[
h
f ′(z)2
f(z)2
+
c
24
(2f ′′′(z)
f ′(z)
−
3f ′′(z)2
f ′(z)2
)]
(0.7)
Then the operators (constructed in [18], 4.12)
L̂k := Lk, L̂−k := L−k +Qk (0.8)
satisfy the relations
[Ln, Lm] = (m− n)Lm+n +
c
12
(n3 − n)δn+m,0
Also
L0 · 1 = h · 1, Lk · 1 = 0, for k > 0
In other words, these operators determine a highest weight representation of
the Virasoro algebra in the space of polynomials in variables c1, c2, . . . . The
corresponding action of the group of diffeomorphisms of the circle is obtained
in [18], 4.12.
0.4. Some references. The domain K is an infinite-dimensional analogue
of classical Cartan domains and apparently the geometry and harmonic analysis
on Cartan domains can be extended to K. Some elements of this extension are
known
– Ka¨hler structure, Ricci tensor, [13], [5]
– Reproducing kernels, [18], 4.9–4.10, in this paper they are named as ’canon-
ical cocycles’ (also [19])
– There is a theory of Verma modules, that are dual to space of holomorphic
functionals on K, see [8], [22].
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– There are attempts to construct reasonable measures on K as limits of
diffusions [16], [1]
– Analogs of Olshanski semigroups for K, [17], [18].
0.5. Purpose of the work. It seems that the analysis on K requires some
effective technique for manipulations with functionals in Taylor coefficients, and
we are trying to find some tools for this (see also [2], [3],[4]).
We are trying to write as explicitly as it is possible the expressions for the
action of the Virasoro algebra in terms of Taylor coefficients, i.e., (0.7), (0.5).
It seems for us that these expressions are simpler that it was reasonable to
wait (these expressions are functions in infinite number of variables and they
can not be too simple), in any case factorial expressions for coefficients with
single quadratic factors in (3.1)–(3.2), (3.3)–(3.4), (3.6)–(3.7), (3.8)–(3.9) were
unexpected for us.
Also, we find a quasi-explicit expression for the Grunsky coefficients of uni-
valent functions.
Our paper consists of manipulations with formal series, our main tool is the
Waring polynomials discussed in the Section 1; but they are not present in final
formulae in Section 3. Calculations with Waring polynomials are contained in
Section 2.
1 Preliminaries. Waring and Faber polynomials
Here we recall some standard definitions and some well-known facts.
1.1. Waring Polynomials. Let
a = {aj} = (a1, a2, . . . )
be an infinite sequence of complex numbers or of formal variables. We define
the Waring polynomials as P0(a) = 1,
Pn(a) = Pn(a1, . . . , an), n = 1, 2, 3, . . .
by
exp
{
−
∞∑
j=1
1
j
ajz
j
}
=
∞∑
n=0
Pn(a)z
n (1.1)
Obviously,
Pn(a1, . . . , an) =
∑
µ1,µ2,...,µn:
P
jµj=n
(−1)
P
µj
∏
j
1
jµjµj !
∏
j
a
µj
j
1.2. Faber polynomials. Let
h(z) = 1 + b1z + b2z
2 + . . .
We define the Faber polynomials
Qn(b) = Qn(b1, . . . , bn), n = 1, 2, . . .
3
by
−
zh′(z)
h(z)
= −z
d
dz
lnh(z) =
∑
n=1
Qn(b)z
n (1.2)
Expanding lnh(z) = ln(1 + b1z + b2z
2 + . . . ) into a series, we obtain
1
n
Qn(b1, . . . , bn) =
∑
µ1,...,µn:
P
jµj=n
(−1)
P
µj (
∑
µj − 1)!
∏ bjµj
µj !
Proposition 1.1 The maps
b1 = P1(a1), b2 = P2(a1, a2), b3 = P3(b1, b2, b3) . . .
and
a1 = Q1(b1), a2 = Q2(b1, b2), a3 = Q3(b1, b2, b3) . . .
are inverse.
Proof. Let
∑
ajz
j = −zh′(z)/h(z). Then
−
∑ aj
j
zj = lnh(z)⇐⇒ exp
{
−
∑ aj
j
zj
}
= h(z)
1.3. Waring theorem. Let xα be formal variables, α = 1, 2, . . . . Denote
by
pn(x) =
∑
α
xnα
the Newton sums. By
en(x) =
∑
i1<i2<···<in
xi1xi2 . . . xin
we denote the elementary symmetric functions.
Theorem 1.2
Pn(−p1(x), p2(x) . . . , (−1)
npn(x)) = en(x), Qn(e1(x), e2(x), . . . , en) = (−1)
npn(x)
Proof. The first statement.
∑
Pn(−p1, . . . , (−1)
npn)z
n = exp
{∑ (−1)j−1
j
(xj1 + x
j
2 + . . . )z
j
}
=
=
∏
α
exp
{∑
j
(−1)j−1
j
(xαz)
j
}
=
∏
α
(1 + xαz) =
∑
n
en(x)z
n
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The second statement
∑
k>0
Qk(e1, . . . , ek)z
k = −z
d
dz
ln(1 + e1(x)z + e2(x)z
2 + . . . ) =
= −z
d
dz
ln
∏
j
(1 + xjz) = −z
d
dz
{∑
ln(1 + xjz)
}
=
= −
∑
j
zxj
1 + xjz
=
∑
k
(−1)kzkpk(x)
Remark. The Waring and the Faber polynomials and the Waring Theorem
appeared in E.Waring’s book ”Meditationes algebraicae” 1770. But it seems
that the term ”Waring polynomials” is a neologism. Waring polynomials ap-
pear in mathematics in many situations, some ocassional list of references is
[6], [25], [7] [15], for instance, characters of symmetric groups and inversion for-
mula for boson-fermion correspondence can be expressed in the terms of these
polynomials,[21].
The term ’Faber polynomials’ also has a slightly different meaning, see the
next subsection.
1.4. Faber polynomials Φn(z). see [24], see also [9]. Let
h(z) = 1 + b1z + b2z
2 + . . .
g(z) = zh(z−1) = z + b1 + b2z
−1 + b3z
−2 + . . .
The Faber polynomial Φn(z) is a polynomial of one complex variable z defined
from the condition
Φn
(
zh(z−1)) = zn +
∑
k>0
βnkz
−k (1.3)
Lemma 1.3
Φn(z) = Qn(b1 − z, b2, . . . , bn)
Proof, see also [4]. Denote by z = r(u) the function inverse to u = g(z) in
a neighborhood of infinity. The equation
zn = Φn
(
zh(z−1))−
∑
k>0
βnkz
−k
is equivalent to
r(u)n = Φn(u)−
∑
k>0
βnkr(u)
−k
Consider the Laurent expansion of r(u)n,
r(u)n =
[
un + pn−1u
n−1 + · · ·+ p0u
0
]
+
{
p−1u
−1 + . . .
}
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The expression in square brackets is Φn(u) and the expression in the curly
brackets is −
∑
k>0 βnkr(u)
−k
. Hence Φn(u) is given by the Cauchy integral,
Φn(u) =
1
2pii
∫
|w|=R
r(w)ndw
w − u
where |R| is large and |u| < R also is large
After the substitution w = g(z), we obtain
Φn(u) =
∫
C
ζnd(g(ζ) − u)
g(ζ)− u
(1.4)
Thus Φn(u) are the Laurent coefficients of ln(ζh(ζ
−1)−u), and this easily implies
our statement. 
1.5. Grunsky coefficients. The Grunsky coefficients of a function
g(z) = z + b1 + b2z
−1 + b3z
−2 . . .
are the numbers βnk from the formula (1.3).
By (1.4), ∑
n
Φn(g(z))ζ
−n =
ζg′(ζ)
g(ζ)− g(z)
Transforming the left-hand side by (1.3), we obtain
∞∑
n=1
∞∑
k=1
βnkz
−kζ−n =
ζg′(ζ)
g(ζ)− g(z)
−
ζ
ζ − z
(1.5)
= ζ
∂
∂ζ
ln
(g(ζ)− g(z)
ζ − z
)
(1.6)
The Grunsky matrix {βnk} has a fundamental importance in the theory of
univalent functions, see [11], [10], [9], it also defines an Vect(S1)-equivariant
embedding of K to infinite-dimensional Cartan domain (observation of Yuriev)
and appears as an element in explicit formulae for representations of the group
of diffeomorphisms of circle in Fock space [18], [20].
2 Expansions of some products.
2.1. Let α1, α2, · · · ∈ C, αj = 0 for big j. Let µj ∈ C. Consider the weighted
Newton sums
Tk(α, µ) = (−1)
k
∑
µjα
k
j (2.1)
Lemma 2.1 ∏
j
(1 + αjs)
µj =
∑
l≥0
Pl(T1, T2, . . . , Tl)s
l (2.2)
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Proof.
∏
j
(1 +αjs)
µj = exp
{∑
j
µj ln(1 +αjs)
}
= exp
{∑
j
∑
k
(−1)k−1
k
µjα
k
j s
k
}
=
= exp
{
−
∑ 1
k
Tk(α, µ)s
k
}
2.2. Let µ2,. . . , µ3, . . . ,∈ C. Let µk = 0 starting some number k. Denote
Np = Np(µ) := −
∑
j≥2
µj +
∑
j≥2, j divides p
jµj (2.3)
Lemma 2.2 ∏
j≥2
(1− tj
1− t
)µj
=
∑
l
Pl(N1, N2, . . . , Nl)t
l (2.4)
Proof.
∏
j≥2
(1− tj
1− t
)µj
= exp
{
− (
∑
µj) log(1− t) +
∑
µj log(1− t
j)
}
=
= exp
{
(
∑
µj)
∑
k≥1
tk
k
−
∑
j
µj
∑
m≥1
tjm
m
}
(2.5)
The coefficient in tk in the curly brackets is
1
k
∑
µj −
∑
j divides k
j
k
µj
and we transform (2.5) to
exp
{∑
k≥1
−Nk(µ)
k
tk
}
This implies the desired statement. 
2.3. Let m := (m1,m2, . . . ) be a sequence of nonnegative integers, and
mk = 0 for sufficiently large k. Denote
cm := cm11 c
m2
2 . . .
|m| := m1 +m2 + . . . , ‖m‖ :=
∑
jmj
Lemma 2.3 a) Let
f(ξ) = A0 +A1ξ +A2ξ
2 + . . .
θ(z) = c1z + c2z
2 + . . .
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Then
f(θ(z)) =
∑
m
A|m|
|m|!∏
mj !
cmz‖m‖ (2.6)
b) (1 + θ(z))p =
∑
m
p(p− 1) . . . (p− |m|+ 1)∏
mj !
cmz‖m‖ (2.7)
Proof. a) is easily deduced from multinomial identities, b) is a special case
of a) 
2.4. Consider formal series ϕ, ψ having the form
ϕ(z) = 1 + c1z + c2z
2 + . . .
ψ(z) = α1c1z + α2c2z
2 + . . .
Lemma 2.4 Let k be positive integer, p ∈ C. Then
ψ(z)kϕ(z)p = k!
∑
m
p(p− 1) . . . (p+ k − |m|+ 1)∏
mj !
Pk(T1, . . . , Tk)c
mz‖m‖ (2.8)
where Tk(α) are given by (2.1).
Proof.Denote
U := (sψ(z) + ϕ(z))k+p =:
∑
Hjs
j (2.9)
Assume additionally, that
p 6= −1,−2,−3, . . . (2.10)
Then
ψ(z)kϕ(z)p =
k!
(p+ 1)(p+ 2) . . . (p+ k)
Hk
On the other hand,
U = (1 + (1 + α1s)c1z + (1 + α2s)c2z
2 + . . . )k+p
We expand this expression in z by (2.7),
U =
∑
m
(p+ k)(p+ k − 1) . . . (p+ k − |m|+ 1)∏
mj !
∏
(1 + αjs)
mj · cmz‖m‖
Then we extract the coefficient in front of sk by (2.2).
Since final formula is continuous in p, we can omit the assumption (2.10). 
Remark. From (2.2), if k > |m|, then Pk(T1, · · · , Tk) = 0. If k = |m|, we
understand p(p− 1) · · · (p+ k − |m|+ 1) in (2.8) as 1.
Remark. Our calculations allow to obtain the Taylor expansion of functions
ψ(z)kϕ(z)p(lnϕ(z))m =
∂m
∂pm
ψ(z)kϕ(z)p
Actually we must differentiate only the Pochhammer symbols in p. 
2.5. Now, let θ(z) = z + c1z
2 + . . . , Let H(1 + ξ) = A0 +A1ξ + . . . .
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Lemma 2.5
H
(θ(z)− θ(u)
z − u
)
=
∑
m
A|m|
|m|! cm∏
mj !
∑
p,q:p+q=‖m‖
Pp(N˜1, . . . , N˜p)z
puq
where N˜p are modified Np from (2.3)
N˜p = Np(µ) with µj = mj−1 for j ≥ 2
Proof. We must decompose
A0 +
∑
j>0
Aj
(
c1
z2 − u2
z − u
+ c2
z3 − u3
z − u
+ . . .
)j
The coefficient in c|m| is
A|m|
|m|!∏
mj!
∏
j≥1
(zj+1 − uj+1
z − u
)mj
and we apply Lemma 2.2.
3 Formulae for univalent functions
3.1. Schwarzian derivative. Let m = (m1,m2, . . . ) be the same as above.
Denote
M0 = |m| =
∑
mj ,
M1 = ‖m‖ =
∑
jmj
M2 =
∑
j2mj
Proposition 3.1 a) Let
f(z) = z + c1z
2 + c2z
3 + . . .
Then
zp+2f ′(z)2
f(z)p+2
=
∑
m
am(p)
cm∏
mj !
z‖m‖ (3.1)
where
am(p) = (−1)
|m| (p+ |m| − 1)!
(p+ 1)!
·
{
p(p+ 1) +M21 − 2(p+ 1)M1 −M2
}
(3.2)
and a0(p) = 1
b)
zpf ′′(z)
f(z)p
=
∑
m
bm(p)
cm∏
mj !
z‖m‖
(3.3)
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where
bm(p) =
(−1)|m|+1(p+ |m| − 2)!
(p− 1)!
·
{
M1 +M2
}
(3.4)
c) For the Schwarzian derivative,
Sf (z) = 2
f ′′′(z)
f ′(z)
− 3
f ′′(z)2
f ′(z)2
(3.5)
we have the expansion
z2Sf (z) =
∑
m
dm
cm
∏
(j + 1)mj∏
mj !
· z‖m‖ (3.6)
where
dm = (−1)
|m|(|m| − 1)! ·
{
M2 − 3M
2
1 + 2M1} (3.7)
In particular, the statement a) with p = 0 and the statement c) gives explicit
expressions for the terms Qn in (0.7). The coefficients when p 6= 0 in a) for any
p ∈ Z and up to ||m|| = 5 have been explicited in [1], (A.1.7).
Proof. a) We have the expression
[
1 + (2c1z + 3c2z
2 + . . . )
]2
(1 + c1z + c2z2 + . . . )p
We apply Lemma 2.4 to the functions ϕ(z) := f(z)/z = 1 + c1z + c2z
2 + . . .
and ψ(z) := f ′(z)− 1 = 2c1z + 3c2z
2 + . . .
b) We have the expression
z−1
1 · 2c1z + 2 · 3c2z
2 + 3 · 4c3z
3 + . . .
(1 + c1z + c2z2 + . . . )p
We apply Lemma 2.4 to ϕ(z) = f(z)/z, ψ(z) = zf ′′(z)
c) follows from a),b). The factor (1 + j)mj appears since in our case ϕ(z) =
f ′(z). 
3.2. The operators L−k.
Proposition 3.2 The vector field L−k at a point f in K is given by
∞∑
j=0
∑
m: ‖m‖=j+k+1
am(j + 1)
cm∏
mj !
f(z)j+2 (3.8)
or by
z1−kf ′(z)−
k∑
j=0
∑
m: ‖m‖=k−j
am(−j)
cm∏
mj !
f(z)1−j (3.9)
where the coefficients a are given (3.2)
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Proof. First formula. We must evaluate the integral (0.2) with v(t) =
t−k+1, i.e.,
1
2pii
∫
|t|=1
f2(z)f ′(t)2 dt
tk−1(f(t)− f(z))f2(t)
(3.10)
Emphasis that the integrand is defined for 0 < |z| < 1, 0 < |t| < 1, z 6= t. Since
the expression is analytic in z, we can think that |z| is as small as we want. We
assume
|f(z)| < min
|t|=1
|f(t)|
(since f is univalent, by the Koebe–Bieberbach Theorem the last minimum
≥ 1/4, see [10], [9]). Thus it is sufficient to expand the expression
f2(z)f ′(t)2
(f(t)− f(z))f2(t)
(3.11)
into a Laurent series ∑
Ukt
k−2
in the domain |z| < |ε|, 1− δ < |t| < 1 with small ε, δ. The coefficients Uk with
positive k are the vector fields L−k. We transform (3.11) to
f(z)2f ′(t)2f(t)−3
(
1 +
f(z)
f(t)
+
f(z)2
f(t)2
+ . . .
)
=
∞∑
j=0
f ′(t)2
f(t)j+3
f(z)j+2
and we apply Proposition 3.1.a.
The second formula. We fix z 6= 0 and move contour of integration in (3.10)
to the position |t| = ε. Passing through the pole t = z, we obtain
z1−kf ′(z) +
1
2pii
∫
|t|=ε
f2(z)f ′(t)2 dt
tk−1(f(t)− f(z))f2(t)
To evaluate the integral, we look for the Laurent expansion of the integrand in
the domain |t| < ε, 1− δ < |z| < 1.
−f(z)f ′(t)2f(t)−2
(
1 +
f(t)
f(z)
+
f(t)2
f(z)2
+ . . .
)
= −
∞∑
j=0
f ′(t)2f(t)j−2f(z)1−j
Now we apply Proposition 3.1.a. Since we are interested only in terms with
powers of t that are positive and less than k the positive power of t, only finite
number of terms in (3.9) be present. 
3.3. Grunsky coefficients.
Proposition 3.3
βnk = n
∑
m: ‖m‖=n+k,m1=0
bm(|m| − 1)!∏
mj !
Pk−|m|(L1, . . . , Lk−|m|)
where Lk = Nk(m3,m4, . . . ) with N given by (2.3)
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Proof. For g(z) = z + b1 + b2z
−1 + b3z
−2 + . . . , we expand
ln
g(z)− g(ζ)
z − ζ
= ln
(
1 + b2
z−1 − ζ−1
z − ζ
+ b3
z−2 − ζ−2
z − ζ
+ . . .
)
=
= ln
(
1− b2z
−1ζ−1
z−1 − ζ−1
z−1 − ζ−1
− b3z
−1ζ−1
z−2 − ζ−2
z−1 − ζ−1
+ . . .
)
The coefficient of this expression in bm = bm22 b
m3
3 . . . is
−
(|m| − 1)!∏
mj !
(zζ)−|m|
∏
j≥3
(z−(j−1) − ζ−(j−1)
z−1 − ζ−1
)mj
=
= −
(|m| − 1)!∏
mj !
(zζ)−|m|
∑
j≥0
Pj(L1, . . . , Lj)z
−jζ−(‖m‖−2|m|−j)
we take n = ||m|| − |m| − j, k = |m|+ j and this is our statement. 
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