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a b s t r a c t
In this study a discontinuous boundary value problem with retarded argument and with
transmission conditions at the point of discontinuity is investigated. Regularized sums from
the eigenvalues, oscillations of eigenfunctions and the solutions of inverse nodal problem
for the problem are obtained. In the special case that the transmission coefficient δ = 1
and retarded argument ∆ ≡ 0 in the results obtained below coincide with corresponding
results in the classical Sturm–Liouville operator.
© 2012 Published by Elsevier Inc.
1. Introduction
Consider on the closed interval [0, π] the following problem L(q,∆;α, β, δ):
y′′(x)+ q(x)y(x−∆(x))+ λ2y(x) = 0, x ∈

0,
π
2

∪
π
2
, π

, (1.1)
with boundary conditions
y(0) cosα + y′(0) sinα = 0,
y(π) cosβ + y′(π) sinβ = 0, α, β ∈ [0, π) (1.2)
and transmission conditions
y
π
2
− 0

= δy
π
2
+ 0

,
y′
π
2
− 0

= δy′
π
2
+ 0

,
(1.3)
where the complex-valued function q(x) is continuous in [0, π2 )∪(π2 , π] and has a finite limit q(π2 ±0) = limx→ π2 ±0 q(x), the
real-valued function∆(x) ≥ 0 continuous in [0, π2 )∪(π2 , π] and has a finite limit∆(π2 ±0) = limx→ π2 ±0∆(x), x−∆(x) ≥ 0
if x ∈ [0, π2 ), x−∆(x) ≥ π2 if x ∈ (π2 , π]; λ is an eigenparameter and α, β, δ ≠ 0 are arbitrary complex numbers.
The theory of differential equations with retarded argument is one of the actual branch of the theory of ordinary
differential equations. Particularly, there has been increasing interest in spectral analysis of boundary value problems
for differential equations with retarded argument. There is quite substantial literature concerning such problems (see,
e.g., [1–11]). Various physical applications of such problems can be found in [11]. Boundary value problems with
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transmission conditions arise, as a rule, in the theory of heat and mass transfer in varied assortment of physical transfer
problems. Some results on the spectral theory related to discontinuous boundary value problems can be found in [12–15]
and other works.
In [1], the principal term of an asymptotic distribution of the eigenvalues of problem (1.1)–(1.3) was obtained up to
O(1/n). However, this does not suffice for our goal, therefore it is necessary for us to improve on the formulas obtained
in [1].
The main results of this article are formulas on trace (Theorem 2.2), asymptotics of nodal points for eigenfunctions
(Theorem3.1) and reconstruction fromnodes (Theorem4.3). Note that the presence of retarded function∆(x) in (1.1)makes
the investigation of both the regularized trace of eigenvalue, the oscillation of eigenfunctions and the inverse nodal problem
more difficult.
This article is organized as follows. In Section 2 a direct problem is considered, i.e., the description of the spectrum
of the problem L(q,∆;α, β, δ) up to O(1/n2) and regularized trace formula of this operator. Section 3 is concerned with
the oscillation of the eigenfunctions corresponding to large modulus eigenvalues and the asymptotic of the nodal points.
Section 4 is devoted to the inverse nodal problems, i.e., a uniqueness theorem is proved and a solution algorithm for the
recovery of α, β is presented from their nodal data.
2. Trace formulas
Denote
A1(λ,∆) = 12
 π
0
q(τ ) cos(λ∆(τ ))dτ ,
A2(λ,∆) = 12
 π
0
q(τ ) sin(λ∆(τ ))dτ ,
C1(λ,∆) = 14
 π
0
q(τ )
 τ−∆(τ )
0
q(t1) cos λ(∆(τ )+∆(t1))dt1

dτ , (2.1)
D1(λ,∆) = 12
 π
0
q(τ ) cos λ(2τ −∆(τ ))dτ ,
D2(λ,∆) = 12
 π
0
q(τ ) sin λ(2τ −∆(τ ))dτ .
Denote the eigenvalues of L(q,∆;α, β, δ) by λ2n, n ∈ Z , then the following holds :
Theorem 2.1. The spectrum of the problem L(q,∆;α, β, δ) has the following asymptotic distribution: for sufficiently large |n|
λn =

n+ cotβ − cotα − A1(n,∆)
nπ
− D1(n,∆)
nπ
+ O

1
n3

for α, β > 0, n ≥ 0;
n− A1(n,∆)
nπ
+ D1(n,∆)
nπ
+ O

1
n3

for α = β = 0, n ≥ 1;
n+ 1
2
− A1

n+ 12 ,∆
− cotβ
n+ 12

π
+ D1

n+ 12 ,∆

n+ 12

π
+ O

1
n3

for α = 0 < β, n ≥ 0;
n+ 1
2
− A1

n+ 12 ,∆
+ cotα
n+ 12

π
− D1

n+ 12 ,∆

n+ 12

π
+ O

1
n3

for β = 0 < α, n ≥ 0.
(2.2)
From (2.2) we see that
(1) when α, β > 0
λ2n = n2 +
2
π
[cotβ − cotα − A1(n,∆)] − 2
π
D1(n,∆)+ O

1
n2

; (2.3)
(2) when α = β = 0
λ2n = n2 −
2
π
A1(n,∆)+ 2
π
D1(n,∆)+ O

1
n2

; (2.4)
(3) when α = 0 < β
λ2n =

n+ 1
2
2
+ 2
π

cotβ − A1

n+ 1
2
,∆

+ 2
π
D1

n+ 1
2
,∆

+ O

1
n2

; (2.5)
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(4) when β = 0 < α
λ2n =

n+ 1
2
2
+ 2
π

− cotα − A1

n+ 1
2
,∆

− 2
π
D1

n+ 1
2
,∆

+ O

1
n2

. (2.6)
Denote
T (q,∆;α, β, δ) =

λ2−0 + λ20 +
∞
0≠n=−∞

λ2n − n2 −
2
π
[cotβ − cotα − A1(n,∆)]

for α, β > 0;
∞
0≠n=−∞

λ2n − n2 +
2
π
A1(n,∆)

for α = β = 0;
∞
−∞

λ2n −

n+ 1
2
2
− 2
π

cotβ − A1

n+ 1
2
,∆

for α = 0 < β;
∞
−∞

λ2n −

n+ 1
2
2
− 2
π

− cotα − A1

n+ 1
2
,∆

for β = 0 < α.
It is seen from formulas (2.3)–(2.6) that the series T (q,∆;α, β, δ) are absolutely convergent. In this work, we will find
formulas for the sums of series T (q,∆;α, β, δ), which are so-called regularized traces.
Theorem 2.2. We have the following formulae of the first regularized trace for the problem L(q,∆;α, β, δ)
T (q,∆;α, β, δ) =

2
π
[cotβ − cotα − A1(0,∆)] − cot2 α
− cot2 β + 2C1(0,∆)− A21(0,∆)− σn for α, β > 0;
2C1(0,∆)− A21(0,∆)− ⟨q⟩ + σn for α = β = 0;
− cot2 β + 2C1(0,∆)− A21(0,∆)+ σn+ 12 for α = 0 < β;− cot2 α + 2C1(0,∆)− A21(0,∆)− σn+ 12 for β = 0 < α,
(2.7)
where
σn = 2
π
∞
n=−∞
D1(n,∆), ⟨q⟩ = 1
π
 π
0
q(x)dx.
Remark 2.3. Note that if the retardation function∆ ≡ 0 in Eq. (1.1), we have thewell-known formula of the first regularized
trace for the classical Sturm–Liouville operator [16,17]. In Hilbert space L2[0, π], define
en(x) =

1√
π
, n = 0;
2
π
cos(nx), n ≥ 1,
then
q(x) =
∞
n=0
 π
0
q(x)en(x)dx

en(x)
= ⟨q⟩ + 2
π
∞
n=1
 π
0
q(x) cos(nx)dx

cos(nx).
Taking values for q(x) at points 0 and π in (2.3), we get
σn = q(0)+ q(π)2 , σn+ 12 =
q(0)− q(π)
2
.
Therefore, the trace formulas (2.7) imply
∞
n=0

λn − n2 − ⟨q⟩ − 2
π
(cotβ − cotα)

= q(0)+ q(π)
4
− 1
2
⟨q⟩ − 1
π
(cotβ − cotα)− 1
2
(cot2 α + cot2 β),
where λn are eigenvalues of the Sturm–Liouville problem with the separated boundary conditions
−y′′(x)+ q(x)y(x) = λy(x), 0 < x < π
y(0) cosα + y′(0) sinα = 0,
y(π) cosβ + y′(π) sinβ = 0, α, β ∈ [0, π).
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Proofs of Theorems 2.1 and 2.2. We only give the proofs for the case α, β > 0 in Theorems 2.1 and 2.2. Analogously we
can also prove the other cases in Theorems 2.1 and 2.2.
First we give the asymptotic behavior of solutions for large values of the spectral parameter. Let
ω1(0, λ) = sinα, ω′1(0, λ) = − cosα. (2.8)
The initial conditions (2.8) define a unique solution of Eq. (1.1) on [0, π2 ]. After defining the above solution we shall define
the solution ω2(x, λ) of Eq. (1.1) on [π2 , π] by means of the solution ω1(x, λ) by the initial conditions
ω2
π
2
, λ

= δ−1ω1
π
2
, λ

, ω′2
π
2
, λ

= δ−1ω′1
π
2
, λ

. (2.9)
The initial conditions (2.9) are defined as a unique solution of Eq. (1.1) on [π2 , π].
Consequently, the function ω(x, λ) defined on ∈ [0, π2 ) ∪ (π2 , π] by the equality
ω(x, λ) =

ω1(x, λ), x ∈

0,
π
2

,
ω2(x, λ), x ∈
π
2
, π
 (2.10)
is a such solution of Eq. (1.1) on [0, π2 ) ∪ (π2 , π], which satisfies one of the boundary conditions and both transmission
conditions (1.3). Then the following integral equations hold:
ω1(x, λ) = sinα cos(λx)− cosα
λ
sin(λx)− 1
λ
 x
0
q(τ ) sin λ(x− τ)ω1(τ −∆(τ ), λ)dτ (2.11)
and
ω2(x, λ) = 1
δ
ω1
π
2
, λ

cos λ

x− π
2

+ ω
′
1

π
2 , λ

λδ
sin λ

x− π
2

− 1
λ
 x
π
2
q(τ ) sin λ(x− τ)ω2(τ −∆(τ ), λ)dτ . (2.12)
Differentiating (2.12) with respect to x, we get
ω′2(x, λ) = −
λ
δ
ω1
π
2
, λ

sin λ

x− π
2

+ ω
′
1

π
2 , λ

δ
cos λ

x− π
2

−
 x
π
2
q(τ ) cos λ(x− τ)ω2(τ −∆(τ ), λ)dτ . (2.13)
Moreover, we have
ω1(x, λ) = sinα cos(λx)− cosα
λ
sin(λx)− sinα
2λ
 x
0
q(τ ) sin λ(x−∆(τ ))dτ
− sinα
2λ
 x
0
q(τ ) sin λ(x− 2τ +∆(τ ))dτ
− cosα
2λ2
 x
0
q(τ ) cos λ(x−∆(τ ))dτ + O

e|ℑλ|π
λ3

(2.14)
and
ω′1(x, λ) = −λ sinα sin(λx)− cosα cos(λx)−
sinα
2
 x
0
q(τ ) cos λ(x−∆(τ ))dτ + O

e|ℑλ|π
λ

. (2.15)
Thus, we get
ω2(x, λ) = sinα
δ
cos(λx)− cosα
λδ
sin(λx)− sinα
2λδ
 x
0
q(τ ) sin λ(x−∆(τ ))dτ
− sinα
2λδ
 x
0
q(τ ) sin λ(x− 2τ +∆(τ ))dτ
− cosα
2λ2δ
 x
0
q(τ ) cos λ(x−∆(τ ))dτ + O

e|ℑλ|π
λ3

. (2.16)
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The solution ω(x, λ) defined above is a nontrivial solution of Eq. (1.1) satisfying boundary condition (1.2) at zero and
transmission conditions (1.3). Putting ω(x, λ) into boundary condition (1.2) at π , we get the characteristic equation
W (λ) ≡ ω(π, λ) cosβ + ω′(π, λ) sinβ = 0. (2.17)
The set of eigenvalues of boundary value problem (1.1)–(1.3) coincides with the set of the squares of roots of Eq. (2.17), and
eigenvalue is discrete and simple.
Using Eqs. (2.11)–(2.13) we obtain
W (λ) ≡

1
δ

sinα cos

λ
π
2

− cosα
λ
sin

λ
π
2

− 1
λ
 π
2
0
q(τ ) sin λ
π
2
− τ

ω1(τ −∆(τ ), λ)dτ

cos

λ
π
2

− 1
λδ

λ sinα sin

λ
π
2

+ cosα cos

λ
π
2

+
 π
2
0
q(τ ) cos λ
π
2
− τ

ω1(τ −∆(τ ), λ)dτ

sin

λ
π
2

− 1
λ
 π
π
2
q(τ ) sin λ(π − τ)ω2(τ −∆(τ ), λ)dτ

cosβ
+

−λ
δ

sinα cos

λ
π
2

− cosα
λ
sin

λ
π
2

− 1
λ
 π
2
0
q(τ ) sin λ
π
2
− τ

ω1(τ −∆(τ ), λ)dτ

sin

λ
π
2

− 1
δ

λ sinα sin

λ
π
2

+ cosα cos

λ
π
2

+
 π
2
0
q(τ ) cos λ
π
2
− τ

ω1(τ −∆(τ ), λ)dτ

cos

λ
π
2

−
 π
π
2
q(τ ) cos λ(π − τ)ω2(τ −∆(τ ), λ)dτ

sinβ, (2.18)
which is deduced to
W (λ) ≡ − sinα sinβ
δ
λ sin(λπ)+ sin(α − β)
δ
cos(λπ)− cosα cosβ
λδ
sin(λπ)
− sinβ
δ
 π
2
0
q(τ ) cos λ(π − τ)ω1(τ −∆(τ ), λ)dτ
− sinβ
 π
π
2
q(τ ) cos λ(π − τ)ω2(τ −∆(τ ), λ)dτ − cosβ
λδ
 π
2
0
q(τ ) sin λ(π − τ)ω1(τ −∆(τ ), λ)dτ
− cosβ
λ
 π
π
2
q(τ ) sin λ(π − τ)ω2(τ −∆(τ ), λ)dτ . (2.19)
Substituting the expressions of ω1(τ −∆(τ ), λ) and ω2(τ −∆(τ ), λ) into (2.19), together with the following equations π
2
0
q(τ ) sin λ(π − τ) cos λ(τ −∆(τ ))dτ = 1
2
 π
2
0
q(τ )[sin λ(π −∆(τ ))+ sin λ(π − 2τ +∆(τ ))]dτ , π
π
2
q(τ ) sin λ(π − τ) cos λ(τ −∆(τ ))dτ = 1
2
 π
π
2
q(τ )[sin λ(π −∆(τ ))+ sin λ(π − 2τ +∆(τ ))]dτ , π
2
0
q(τ ) cos λ(π − τ) cos λ(τ −∆(τ ))dτ = 1
2
 π
2
0
q(τ )[cos λ(π −∆(τ ))+ cos λ(π − 2τ +∆(τ ))]dτ ,
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ω1(τ −∆(τ ), λ) = sinα cos λ(τ −∆(τ ))− cosα
λ
sin λ(τ −∆(τ ))
− sinα
2λ
 τ−∆(τ )
0
q(t1) sin λ(τ −∆(τ )−∆(t1))dt1 + O

e|ℑλ|π
λ2

and
ω2(τ −∆(τ ), λ) = sinα
δ
cos λ(τ −∆(τ ))− cosα
λδ
sin λ(τ −∆(τ ))
− sinα
2λδ
 τ−∆(τ )
0
q(t1) sin λ(τ −∆(τ )−∆(t1))dt1 + O

e|ℑλ|π
λ2

,
we obtain
W (λ) ≡ − sinα sinβ
δ
λ sin(λπ)+ sin(α − β)
δ
cos(λπ)− cosα cosβ
λδ
sin(λπ)
− sinα sinβ
δ
 π
0
q(τ ) cos λ(π − τ) cos λ(τ −∆(τ ))dτ
− sinα cosβ
λδ
 π
0
q(τ ) sin λ(π − τ) cos λ(τ −∆(τ ))dτ
+ cosα sinβ
λδ
 π
0
q(τ ) cos λ(π − τ) sin λ(τ −∆(τ ))dτ
+ sinα sinβ
4λδ
 π
0
q(τ )
 τ−∆(τ )
0
q(t1) sin λ(π −∆(τ )−∆(t1))dt1

dτ + O

e|ℑλ|π
λ2

, (2.20)
i.e.,
W (λ) ≡ − sinα sinβ
δ
λ sin(λπ)+

sin(α − β)
δ
− sinα sinβ
δ
A1(λ,∆)

cos(λπ)
− sinα sinβ
δ
A2(λ,∆) sin(λπ)− cosα cosβ
λδ
sin(λπ)
− sinα cosβ
λδ
A1(λ,∆) sin(λπ)+ cosα sinβ
λδ
A1(λ,∆) sin(λπ)
− sinα sinβ
δ
[D1(λ,∆) cos λπ + D2(λ,∆) sin λπ ] + sinα sinβ
λδ
C1(λ,∆) sin λπ + O

e|ℑλ|π
λ2

. (2.21)
Define
W0(λ) ≡ − sinα sinβ
δ
λ sin(λπ). (2.22)
Denote by λ0n, n ∈ Z, zeros of the functionW0(λ), then we have λ0n = n, n ∈ Z, and it is simple algebraically except for λ00.
Denote by Cn the circle of radius ε, 0 < ε < 12 , centered at the origin λ
0
n, n ∈ Z, and by ΓN0 the counterclockwise square
contours with four vertices
A = N0 + ε + N0i, B = −N0 − ε + N0i,
C = −N0 − ε − N0i, D = N0 + ε − N0i,
where i = √−1 and N0 is a natural number. Obviously, if λ ∈ Cn or λ ∈ ΓN0 , then |W0(λ)| ≥ M|λ|eτπ (M > 0) by using a
similar method in [18]. Thus, on λ ∈ Cn or λ ∈ ΓN0 , we have
W (λ)
W0(λ)
= 1+ cotα − cotβ + A1(λ,∆)
λ
cot(λπ)+ A2(λ,∆)
λ
+ cotα cotβ + (cotβ − cotα)A1(λ,∆)
λ2
+ D1(λ,∆) cos λπ + D2(λ,∆) sin λπ
λ sin(λπ)
− C1(λ,∆) sin λπ
λ2 sin(λπ)
+ O

1
λ3

. (2.23)
Expanding ln W (λ)W0(λ) by the Maclaurin formula, we find that
ln
W (λ)
W0(λ)
= cotα − cotβ + A1(λ,∆)
λ
cot(λπ)+ A2(λ,∆)
λ
+ [cotα cotβ + (cotβ − cotα)A1(λ,∆)] 1
λ2
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−

(cotα − cotβ)2
2
+ A
2
1(λ,∆)
2
+ (cotα − cotβ)A1(λ,∆)

cot2(λπ)
λ2
+ D1(λ,∆) cos λπ + D2(λ,∆) sin λπ
λ sin(λπ)
− C1(λ,∆) sin λπ
λ2 sin(λπ)
+ O

1
λ3

. (2.24)
It is well known (see [1]) that the spectrum of problem L(q,∆;α, β, δ) is discrete and λn ∼ n+ o(1) as |n| → ∞. Next
we present the more exact asymptotic distribution of the spectrum. Using the residue theorem we have
λn − n = − 12π i

Cn
ln
W (λ)
W0(λ)
dλ
= − 1
2π i

Cn
cotα − cotβ + A1(λ,∆)
λ
cot(λπ)dλ− 1
2π i

Cn
A2(λ,∆)
λ
dλ
− 1
2π i

Cn
[cotα cotβ + (cotβ − cotα)A1(λ,∆)] 1
λ2
dλ
+ 1
2π i

Cn

(cotα − cotβ)2
2
+ A
2
1(λ,∆)
2
+ (cotα − cotβ)A1(λ,∆)

cot2(λπ)
λ2
dλ
− 1
2π i

Cn
D1(λ,∆) cos λπ + D2(λ,∆) sin λπ
λ sin(λπ)
dλ+ 1
2π i

Cn
C1(λ,∆)
λ2
dλ+ O

1
n3

which implies, using the residue calculation, that
λn − n = cotβ − cotα − A1(n,∆)nπ −
D1(n,∆)
nπ
+ O

1
n3

thus, we have
λn = n+ cotβ − cotα − A1(n,∆)nπ −
D1(n,∆)
nπ
+ O

1
n3

.
The proof of Theorem 2.1 is complete.
Finally we will prove Theorem 2.2. It is well known that the eigenvalues of the problem L(q,∆;α, β, δ) form a sequence
λn = n+ o(1), n ∈ Z. This asymptotic relation for the eigenvalues implies that, for all sufficiently large N0, the numbers λn
with |n| ≤ N0 are inside ΓN0 , and the numbers λn with |n| > N0 are outside ΓN0 . It follows that
λ2−0 + λ20 +
N0
0≠n=−N0
(λ2n − n2) = −
1
2π i

Γn
2λ log
W (λ)
W0(λ)
dλ
= − 1
2π i

Γn
2(cotα − cotβ + A1(λ,∆)) cot(λπ)dλ
− 1
2π i

Γn
2A2(λ,∆)dλ
− 1
2π i

Γn
2[cotα cotβ + (cotβ − cotα)A1(λ,∆)]1
λ
dλ
+ 1
2π i

Γn
[(cotα − cotβ)2 + A21(λ,∆)
+ 2(cotα − cotβ)A1(λ,∆)] cot
2(λπ)
λ
dλ
− 1
2π i

Γn
2[D1(λ,∆) cos λπ + D2(λ,∆) sin λπ ]
sin(λπ)
dλ
+ 1
2π i

Γn
2C1(λ,∆)
λ
dλ+ O

1
N0

,
by calculations, which implies that
λ2−0 + λ20 +
N0
0≠n=−N0
(λ2n − n2) = −
2
π
N0
−N0
[cotα − cotβ + A1(n,∆)]
− 2[cotα cotβ + (cotβ − cotα)A1(0,∆)]
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− (cotα − cotβ)2 + 2C1(0,∆)
− A21(0,∆)− 2(cotα − cotβ)A1(0,∆)−
2
π
N0
−N0
D1(n,∆)+ O

1
N0

. (2.25)
This equation can be rewritten as
λ2−0 + λ20 +
N0
n≠0,−N0
(λ2n − n2) = −
2
π
N0
n≠0,−N0
[cotα − cotβ + A1(n,∆)]
− 2
π
[cotα − cotβ + A1(0,∆)] − cot2 α − cot2 β
+ 2C1(0,∆)− A21(0,∆)−
2
π
N0
n=−N0
D1(n,∆)+ O

1
N0

. (2.26)
Passing to the limit as N0 →∞ in (2.26), we have
T (q,∆;α, β, δ) = 2
π
[cotβ − cotα − A1(0,∆)] − cot2 α − cot2 β + 2C1(0,∆)− A21(0,∆)− σn.
We finish the proofs of Theorems 2.1 and 2.2. 
3. The oscillation
Theorems 1.1 and 2.1 in [1] prove that the problem L(q,∆;α, β, δ) has only simple eigenvalues and has an infinite set
of positive eigenvalues. Now we study the eigenfunction ω(x, λn) corresponding to large eigenvalue λ2n. Using an analog of
the Sturm oscillation theorem, for sufficiently large n we find that ω(x, λn) has exactly N(n, α, β) nodal points locating in
(0, π), where
N(n, α, β)
def=

n, α2 + β2 ≠ 0
n− 1, α2 + β2 = 0.
Suppose xjn are the nodal points of the eigenfunction ω(x, λn). In other words, ω(x
j
n, λn) = 0.
Theorem 3.1. For sufficiently large n, the eigenfunction ω(x, λn) of the problem L(q,∆;α, β, δ) has exactly N(n, α, β) nodes
located in (0, π). Moreover, as n →∞, we have the following formulae of the nodal points for the problem L(q,∆;α, β, δ)
xjn =


j− 12

π
n
+ [cotα − cotβ + A1(n,∆)]

j− 12

n3
− cotα
n2
− 1
2n2
 jπ
n
0
q(x) cos(n∆(x))dx+ O

1
n3

, j = 1, n
for α, β > 0, n ≥ 0;
jπ
n
+ A1(n,∆)j
n3
− 1
2n2
 jπ
n
0
q(x) cos(n∆(x))dx+ O

1
n3

, j = 1, n− 1
for α = β = 0, n ≥ 1;
jπ
n+ 12
+
− cotβ + A1 n+ 12 ,∆ j
n+ 12
3
− 1
2

n+ 12
2  jπn
0
q(x) cos

n+ 1
2

∆(x)

dx+ O

1
n3

, j = 1, n
for α = 0 < β, n ≥ 0;
j− 12

π
n+ 12
+

cotα + A1

n+ 12 ,∆
 
j− 12

n+ 12
3 − cotα
n+ 12
2
− 1
2

n+ 12
2  jπn
0
q(x) cos

n+ 1
2

∆(x)

dx+ O

1
n3

, j = 1, n
for β = 0 < α, n ≥ 0.
(3.1)
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Proof. We only give the proofs for the case α, β > 0 in Theorem 3.1. Analogously we can also prove the other cases in
Theorem 2.3.
From (2.14), we have
ω1(x, λn) = sinα cos(λnx)− cosα
λn
sin(λnx)− sinα sin(λnx)2λn
 x
0
q(τ ) cos(λn∆(τ ))dτ + O

e|ℑλn|π
λ2n

.
Let ω1(x, λn) = 0, taking sin(λnx) ≠ 0 into account for sufficiently large n, we get
cot(λnx)− cotα
λn
− 1
2λn
 x
0
q(τ ) cos(λn∆(τ ))dτ + O

1
λ2n

= 0, (3.2)
i.e.,
cot(λnx) = cotα
λn
+ 1
2λn
 x
0
q(τ ) cos(λn∆(τ ))dτ + O

1
λ2n

,
which is equivalent to
tan

λnx+ π2

= − cotα
λn
− 1
2λn
 x
0
q(τ ) cos(λn∆(τ ))dτ + O

1
λ2n

.
Therefore, it yields that
xjn =

j− 12

π
λn
− cotα
λ2n
− 1
2λ2n
 xjn
0
q(τ ) cos(λn∆(τ ))dτ + O

1
λ3n

. (3.3)
Note that
λ−1n =
1
n
− cotβ − cotα − A1(n,∆)
n3π
+ O

1
n4

, λ−2n =
1
n2
+ O

1
n4

. (3.4)
Substituting (3.4) into (3.3) yields
xjn =

j− 12

π
n
+ [cotα − cotβ + A1(n,∆)]

j− 12

n3
− cotα
n2
− 1
2n2
 xjn
0
q(x) cos(n∆(x))dx+ O

1
n3

=

j− 12

π
n
+ [cotα − cotβ + A1(n,∆)]

j− 12

n3
− cotα
n2
− 1
2n2
 jπ
n
0
q(x) cos(n∆(x))dx+ O

1
n3

, j = 1,
n
2

. (3.5)
Similarly, from (2.16), we get
δω2(x, λn) = sinα cos(λnx)− cosα
λn
sin(λnx)− sinα sin(λnx)2λn
 x
0
q(τ ) cos(λn∆(τ ))dτ + O

e|ℑλn|π
λ2n

.
From ω2(x, λn) = 0 we have
xjn =

j− 12

π
n
+ [cotα − cotβ + A1(n,∆)]

j− 12

n3
− cotα
n2
− 1
2n2
 xjn
0
q(x) cos(n∆(x))dx+ O

1
n3

=

j− 12

π
n
+ [cotα − cotβ + A1(n,∆)]

j− 12

n3
− cotα
n2
− 1
2n2
 jπ
n
0
q(x) cos(n∆(x))dx+ O

1
n3

,
j =
n
2

+ 1, n.
The proof of Theorem 3.1 is finished. 
4. Inverse nodal problems
We see that there exists N0 such that for all n > N0 the eigenfunctionω(x, λn) of the problem L(q,∆;α, β, δ) has exactly
N(n, α, β) (simple) nodes in the interval (0, π). The set X = {xjn} is called the nodal set of the problem L(q,∆;α, β, δ).
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We also define the function jn(x) to be the largest index j such that 0 ≤ xjn ≤ x for n > 0. Thus, j = jn(x) if and only if
x ∈ [xjn, xj+1n ) for n > 0.
We consider the following inverse problem.
Problem. Given a set X of nodal points or a subset X0 = {xjnk} of a set X , where {xjnk} is dense in (0, π), find the parameters
α, β in the boundary conditions and the function q(x).
Theorem 4.1. For each x ∈ [0, π]. Let {xjn} ⊂ X be chosen such that limn→∞ xjn = x. Then the following finite limits exist and
the corresponding equalities hold:
(1) for α, β > 0,
lim
n→∞ n
2

xjn −

j− 12

π
n

def= f (x), (4.1)
and
f (x) =

[cotα − cotβ + A1(n, 0)]x
π
− cotα − 1
2
 x
0
q(x)dx, ∆(x) = 0,
(cotα − cotβ)x
π
− cotα, ∆(x) ≠ 0;
(4.2)
(2) for α = β = 0,
lim
n→∞ n
2

xjn −
jπ
n

def= g(x), (4.3)
and
g(x) =

A1(n, 0)x
π
− 1
2
 x
0
q(x)dx, ∆(x) = 0,
0, ∆(x) ≠ 0;
(4.4)
(3) for α = 0 < β ,
lim
n→∞

n+ 1
2
2 
xjn −
jπ
n+ 12

def= h(x), (4.5)
and
h(x) =

− cotβ + A1 n+ 12 , 0 x
π
− 1
2
 x
0
q(x)dx, ∆(x) = 0,
− cotβ
π
x, ∆(x) ≠ 0;
(4.6)
(4) for β = 0 < α,
lim
n→∞

n+ 1
2
2 
xjn −

j− 12

π
n+ 12

def= I(x), (4.7)
and
I(x) =


cotα + A1

n+ 12 , 0

x
π
− cotα − 1
2
 x
0
q(x)dx, ∆(x) = 0,
cotα
π
x− cotα, ∆(x) ≠ 0.
(4.8)
Proof. Using the asymptotic expansions (3.1) for nodal points and the fact that limn→∞ xjn = x, it follows that as n → ∞
the limits of left-hand sides in (4.1), (4.3), (4.5) and (4.7) exist, and Eqs. (4.2), (4.4), (4.6) and (4.8) hold. This proves the
theorem. 
Based on Theorem4.1we can now formulate a uniqueness theorem and provide a constructive procedure for the solution
of the inverse nodal problem. We point out that our results are extensions to those in [19–21]. The detailed reconstruction
formula depends on the boundary conditions. Namely, there are four cases: (I) α = β = 0; (II) α, β > 0; (III) α = 0 < β;
(IV) β = 0 < α.
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Lemma 4.2. For nodal point set X = {xjn}. Then at most one of the following limits exists for all j = 1, n− 1:
(i) limn→∞ n

nxjn − jπ

,
(ii) limn→∞ n

nxjn −

j− 12

π

,
(iii) limn→∞

n+ 12
 
n+ 12

xjn −

j− 12

π

.
Similarly, at most one of the following limits exists for all j = 1, n− 1:
(iv) limn→∞ n

nxn−jn − (n− j)π

,
(v) limn→∞ n

nxn−jn −

n− j− 12

π

,
(vi) limn→∞

n+ 12
 
n+ 12

xn−jn −

n− j− 12

π

.
Proof. Since, for all fixed j,
xjn = O

1
n

and
n

nxjn − jπ
− n nxjn − j− 12

π

= −n
2
does not exist as n →∞, (i) and (ii) can not exist at the same time.
If (i) or (ii) exists (say, the limit is γ ), then for all j = 1, n− 1 and n sufficiently large, we have
xjn =
(j− δ)π
n
+ γ
n2
+ o

1
n2

,
where δ = 0 if (i) exists and δ = 12 if (ii) exists. Then, for all j = 1, n− 1,
n+ 1
2

n+ 1
2

xjn −

j− 1
2

π

=

n+ 12
 
nπ
 1
2 − δ
+ 12 jπ − 12δπ
n
+

n+ 12
2
γ
n2
+ o(1)
do not exist as n →∞. That is, (iii) does not exist.
If (iii) exists (say, the limit is σ ), then for all j = 1, n− 1 and n sufficiently large, we have
xjn =

j− 12

π
n+ 12
+ σ
n+ 12
2 + o 1n2

.
Then for all j = 1, n− 1,
n(nxjn − jπ) = −
n(n+ j)
2n+ 1 π +
n2
n+ 12
2 σ + o(1),
and
n

nxjn −

j− 1
2

π

= n(1− 2j)
4n+ 2 π +
n2
n+ 12
2 σ + o(1),
do not exist as n →∞. That is, (i) and (ii) do not exist. The cases (iv)–(vi) are similar. The proof is finished. 
From Lemma 4.2 we see that
(A) Let j be fixed. If (i) exists then α = 0, and if (ii) exists, then
− cotα = lim
n→∞ n

nxjn −

j− 1
2

π

,
and if (iii) exists, then
− cotα = lim
n→∞

n+ 1
2

n+ 1
2

xjn −

j− 1
2

π

.
(B) Let j be fixed. If (iv) exists then β = 0, and if (v) exists, then
− cotβ = lim
n→∞ n

nxn−jn −

n− j− 1
2

π

,
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and if (vi) exists, then
− cotβ = lim
n→∞

n+ 1
2

n+ 1
2

xn−jn −

n− j− 1
2

π

.
After the parameters α, β in the boundary conditions are determined, the function q(x) can be constructed via the
following algorithm.
Theorem 4.3. Let X0 = {xjnk} and X0 ⊂ X be a subset of nodal points which satisfy that {xjnk} is dense in (0, π). Then, the X0
uniquely determines the parameters α, β in the boundary conditions and the function q(x). Furthermore, the numbers α, β and
the function q(x) can be constructed via the following algorithm:
(1) each x ∈ [0, π] choose a sequence {xjn} ⊂ X0 such that xjn → x as n →∞;
(2) find the functions f (x), g(x), h(x) and I(x) via (4.1), (4.3), (4.5) and (4.7), and in turn calculate for α, β > 0
α = −arccot f (0), β = −arccot f (π),
q(x)− ⟨q⟩ = 2(f (π)− f (0))
π
− 2f ′(x) if ∆(x) = 0;
and for α = β = 0
q(x)− ⟨q⟩ = −2g ′(x) if ∆(x) = 0;
and for α = 0 < β
β = −arccot h(π), q(x)− ⟨q⟩ = 2h(π)
π
− 2h′(x) if ∆(x) = 0;
and for β = 0 < α
α = −arccot I(0), q(x)− ⟨q⟩ = −2I(0)
π
− 2I ′(x) if ∆(x) = 0.
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