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Abstract
This Thesis describes the research activities, performed during the PhD
course in Aerospace Engineering, whose objective is to develop and to val-
idate numerical models and methods to evaluate the performances and the
damage state of composite aeronautical structures subjected to low-velocity
impacts.
A three-dimensional damage model has been developed to simulate the
progressive failure of thin composite structures when subjected to static and
dynamic loads. Both intralaminar and interlaminar damage mechanisms have
been considered and the constitutive model has been developed on the basis
of the thermomechanics of the nonlinear irreversible physical process. The
intralaminar damage mode has been analysed in the context of the Contin-
uum Damage Mechanics, whereas the Cohesive Zone Model has been used
to simulate the interlaminar damage mechanism. The objectivity of the nu-
merical discretisation has been assured using the smeared crack formulation.
The developed damage model has been implemented in a commercial
finite element code by means of dedicated user-defined subroutines and sub-
sequently subjected to a first validation by means of a selection of test cases
from the Literature; the objective in this phase is to reproduce the main dam-
age mechanisms, i.e. fibre breakage, fibre kinking, matrix cracking, matrix
crushing and delaminations.
Moreover, a dedicated experimental campaign has been carried out in
order to obtain an extended material database of mechanical properties of
a thin carbon fibre-reinforced plastic to be used for the validation of the
numerical simulations. The experimental campaign consisted of tensile and
compressive static tests in the longitudinal and transverse directions, shear
tests, Three-Point Bending tests and low-velocity impact tests.
In the last part of the Thesis, numerical simulations of some experimental
tests are described, particularly focusing on the low-velocity impacts. The ef-
fective capability of the developed numerical tools to predict the performances
of the structure in terms of contact forces and intralaminar and interlaminar
damages is evaluated.
The numerical damage models can be very helpful to better understand
the several damage mechanisms of the composite structures and, despite the
considerable computational costs and numerical difficulties, they represents
a powerful tool to assist the design of composite structures.
Sommario
Questa tesi illustra le attivita` di ricerca condotte durante i tre anni del corso
di Dottorato in Ingegneria Aerospaziale che ha l’obiettivo di sviluppare e
validare modelli e metodi di calcolo atti alla valutazione della risposta, in
termini di danneggiamento, di strutture aeronautiche in composito soggette
a impatti a bassa energia.
E’ stato sviluppato un modello di danneggiamento tridimensionale al fine
di simulare il progressivo danneggiamento di strutture sottili in composito
soggette sia a carichi statici che dinamici. Vengono presi in considerazione i
meccanismi di danneggiamento intralaminare ed interlaminare ed il modello
costitutivo e` sviluppato sulla base della termomeccanica dei processi fisici
irreversibili. I modi di danneggiamento intralaminare sono stati analizzati
nel contesto della Meccanica del Danno, mentre il modo di danneggiamento
interlaminare e` stato analizzato attraverso l’uso del Modello di Zona Coesiva.
L’oggettivita` della discretizzazione numerica e` stato assicurato utilizzando la
”smeared crack formulation”.
Il modello di danneggiamento sviluppato e` stato implementato in un
codice FEM commerciale attraverso routines utente e successivamente sotto-
posto ad una prima validazione utilizzando ”test cases” di Letteratura, con
l’obiettivo di verificare la corretta riprodurre dei principali meccanismi di
danneggiamento, quali la rottura delle fibre a trazione e compressione, la rot-
tura della matrice a trazione e compressione e le delaminazioni.
Parallelamente e` stata condotta una campagna di prove sperimentali mi-
rata alla creazione di un database di proprieta` meccaniche di un materiale
composito in fibra di carbonio da utilizzare per la validazione delle simu-
lazioni numeriche. La campagna di prove e` stata caratterizzata da prove
di trazione e compressione in direzione longitudinale e trasversale, prove a
taglio, a flessione su tre punti e prove di impatto a bassa velocita`.
Nell’ultima parte del lavoro vengono condotte simulazioni che riproducono
alcune delle prove sperimentali effettuate, in particolare quelle di impatto,
al fine di valutare la capacita` degli strumenti numerici messi a punto di
prevedere la risposta della struttura in termini di forza di contatto e di dan-
neggiamento sia intralaminare che interlaminare.
I modelli numerici si sono dimostrati un potente mezzo per la compren-
sione accurata dei diversi meccanismi di danneggiamento e, nonostante i con-
siderevoli costi computazionali e le difficolta` numeriche, si configurano come
validi strumenti di ausilio alla progettazione di strutture in composito.
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Chapter 1
Thesis overview
1.1 Introduction
The word composite in the term composite material signifies that two or more
materials are combined in a microscopic scale to form a useful third material.
The advantage of composite materials is that, if well designed, they usually
exhibit the best qualities of their components. Composite materials have a
long history of usage, but only recently fibre-reinforced plastics, characterised
by high strength-to-weight and stiffness-to-weight ratios, have become impor-
tant in weight-sensitive applications such as aircraft and space vehicles.[1]
Particularly in the aerospace industry, the methodologies for designing
high-performance composite structures are still evolving. The certification
authorities, e.g. Federal Aviation Administration (FAA) and European Avi-
ation Safety Agency (EASA), recommend that each requirement must be
met within the range of loading conditions for which the certification is re-
quested.[2] The process of substantiating the structural performances and
durability of composite components generally consists of a complex mix of
testing and analyses. This substantiation process has become known as the
building block approach (BBA).[3] Testing alone can be prohibitively expen-
sive because of the great number of specimens and analysis techniques alone
are usually not sophisticated enough to adequately predict results under ev-
ery set of conditions. Thus, by combining testing and analyses, the total
design costs can be reduced and the reliability can be increased.
The BBA must conduct analyses and associated tests at various levels of
structural complexity, beginning with small coupons and progressing through
structural elements and subcomponents up to the complete full scale prod-
uct. Each level requires the knowledge gained from analyses and tests in the
previous level and analyses must be integrated with supporting technologies
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and design considerations as depicted in Figure 1.1.
Figure 1.1: Multilevel scheme of the building block approach.[3]
The major purpose of employing this approach is to reduce the program
risk while meeting all requirements. The philosophy of this multilevel scheme
is to make the design development process more effective in assessing the risks
early in the program schedule, reducing the probability that significant but
unexpected problems will materialise near the end of the program. More
specifically, each level of the building block program takes the general form
shown in Figure 1.2. The results gained from tests and numerical simula-
tions in the previous levels are combined with structural requirements and
used to define the next level of design. If an acceptable design is not ob-
tained, a structural redesign is made until the result is satisfactory. Once
the acceptable analytical result is achieved, it is verified by the tests. The
program goes to the next level of complexity when the test results verify the
acceptable design prediction.
In the context of the damage tolerance design philosophy, which is manda-
tory for the aeronautical composite structures, the mechanical response to
the low-velocity impacts is a main theme.[4] Low-velocity impacts can induce
serious damages which can locally reduce the mechanical properties of the
materials. Intralaminar and interlaminar defects represent a serious menace
for the composite structures because they could propagate up to the collapse
of the structure.
The Finite Element Method (FEM) can be used as a powerful tool to
achieve realistic prediction of the mechanical behaviour of composite struc-
tures when subjected to static and dynamic loads.[5], [6] However, the com-
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Figure 1.2: Idealised general level of the building block approach.[3]
plexity of the mechanical response of the composite structures and the dif-
ficulty to predict the interaction of the several damage modes by means of
robust mechanical constitutive models still represent a big challenge to the
development of advanced numerical methodologies.
1.2 State of the art of the Progressive Failure Analysis
The design of damage tolerant composite structures requires the availability
of reliable analysis tools that can capture the complex details of the several
damage modes of composite laminates. The World Wide Failure Exercise
(WWFE)[7], [8] in the late 90’s has provided a good assessment of the status
of the most used theoretical methods for predicting material failure in fibre
reinforced polymer composites. However, recently published works[9], [10] have
clearly emphasised that, even for simple laminates, the predictions differ sig-
nificantly from the experimental observations.
Most of the constitutive damage models in the Literature assume that
the response of a single lamina is linear elastic up to failure, with the excep-
tion of the nonlinear elastic behaviour of the in-plane and out-of-plane shear
components.[11]–[14] These models differ from each other in the formulation
of the damage onset and propagation criteria.
Considering the damage onset, a large number of criteria have been pro-
posed and they can be categorised according to how they consider the in-
teraction between the effects of different stress or strain components. The
simplest approaches are those where no interaction is considered, such as the
10 1. Thesis overview
maximum stress criterion and the maximum strain criterion. The former
assumes that failure occurs when at least one stress component along the
principal material axis exceeds the corresponding strength in that direction,
without considering any interaction between the stress components. Simi-
larly, the latter assumes that failure occurs when at least one of the strain
component along the principal material axis exceeds the ultimate strain in
that direction. On the contrary, interactive criteria assume that the failure
load in one direction is affected by the application of loads in the other di-
rections, as in the cases of the Tsai-Hill criterion and the Tsai-Wu criterion.
In these criteria there is just a single equation used to define the failure en-
velope and the failure occurs when the equation is equal or greater to one.
At last, more advanced interactive criteria distinguishing between the several
damage modes have been proposed and among them, the most known are
the Hashin’s criterion,[15] the Puck’s criterion,[16], [17] the LaRC03 criterion
for two-dimensional (2D) models[18], [19] and the LaRC04 criterion for three-
dimensional (3D) models.[20]
Considering the damage progression strategies that provide material degra-
dation, these can be generally categorised into two main groups: heuris-
tic models based on a ply-discounting material degradation approach[21] and
models based on the Continuum Damage Mechanics (CDM) approach using
Internal State Variables (ISV). The former models are characterised by the
definition of a degradation factor, e.g. β, which reduces the elastic stiffness
moduli directly after damage initiation. Considering, for example, the case
of an isotropic material, the reduced Young’s modulus E is given by βE0,
where E0 is the elastic modulus of the undamaged material and 0 < β < 1.
The ply-discounting approach is characterised by the rate of material degra-
dation and two approaches can be found in the Literature: the instantaneous
degradation reduces the elastic moduli only once by the degradation factor,
whereas the recursive degradation successively degrades the material stiffness
coefficients in a gradual manner mitigating the typical numerical convergence
problems associated with material softening. The instantaneous degradation
describes the lamina behaviour as ideally brittle but this assumption is unre-
alistic as it disregards the constraints that are imposed on the failed lamina
by the adjacent laminae and undamaged elements in the neighbourhood of
the damage site.[22]
Material softening can be more rigorously analysed by means of con-
stitutive models based on the CDM which uses the formalism of the ther-
momechanics of the nonlinear irreversible systems in order to describe the
constitutive equations of the composite materials.[23], [24] The central point
of this theory is the description of the material damage state by means of
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appropriate internal state variables which appear directly in the mechanical
constitutive relations, modifying the entries of the stiffness tensor. These
state variables are directly related to the density of microcracks within a
damaged Representative Volume Element (RVE) of material, and the key
assumption is that the micromechanical process of the microcrack propaga-
tion can be treated at a macro level by homogenizing the damage over the
RVE.[22]
Krajcinovic[25] and Talreja[26] proposed first and second order damage
tensors in order to take into account the anisotropy of the material, thus
each damage variable is associated to a specific damage mode. Ladeve`ze[27]
first has proposed a mesoscale model for composite structures. The concept
of mesoscale is fundamental, i.e. a model scale which is characterised by the
thickness of the plies. At this scale, the composite structure is described as
a stacking sequence of homogeneous layers which are separated by idealised
interlaminar surfaces. Intralaminar damage state is described using proper
internal state variables, also known as damage variables, whereas special-
purpose cohesive elements with quasi-zero thickness are introduced in order
to evaluate the extension of delaminations. Pickett et al.[28] were the first
to propose an interesting bilinear curve in order to describe the phenomenon
of the material softening. This was an important starting point for the next
works which describe the material softening by means of stiffness reduction
using the CDM. A rigorous composite damage model has been proposed by
Matzenmiller et al.[29] which introduces three damage variables, two asso-
ciated with the longitudinal and transverse normal components of stress,
one associated with the in-plane shear component of stress. Nonlinearity in
the pre-ultimate stress-strain response is introduced and it depends on the
ratio between the secant elastic modulus and the initial linear elastic modu-
lus. Furthermore, the probability theory for the failure of bundles of fibres
with initial defects, distribuited according to a Weibull function, is consid-
ered. Numerous improvements to this model have been proposed. Among
them, Williams[22] has extensively evaluated its application to the impacts of
laminated composite plates underlying some weaknesses of the model. As a
matter of fact, the response is predicted by a single equation and the loading
and post-failure responses cannot be separated, thus restricting the versatil-
ity of the model. Moreover, the parameter which dominates the nonlinear
response is strongly related to the mesh size and the loading conditions re-
sulting in a strong mesh dependency of the problem.
Recently, some developments have been proposed especially in order to re-
solve the mesh dependency concern. Bazˇant[30], [31] has proposed the smeared
crack formulation introducing a length parameter related to the finite element
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dimension into the constitutive law in order to achieve a constant energy re-
lease per unit area of crack, regardless of the element dimension. Maimı´ et
al.[32] have adopted the smeared crack formulation developing an original
damage evolution strategy based on linear and exponential laws. Lopes et
al.[33] have extended the model by Maimı´ et al. to a full 3D composite plate
subjected to low-velocity impacts. Iannucci[34] has proposed an energy based
damage model suitable for modelling the progressive failure on woven carbon
composites. This work presents an interesting sensitivity analysis about the
intralaminar fracture toughness related to the longitudinal tensile damage
mode. Pinho et al.[13] and Falzon[35] have developed a 3D failure model for
laminates, based on the Puck’s theory of matrix compression failure mode
and considering nonlinear shear behaviour. Particularly, the experimental
measurement of the intralaminar fracture toughness has resulted in an issue
of great interest.[36], [37] Moreover Faggiani[38] has implemented the damage
model proposed by Falzon in an advanced explicit numerical code in order to
evaluate the effects of low-velocity impacts on thin composite panels.
Last two decades have seen the development of new and more advanced
theories in order to better describe the phenomenon of damage both in metals
and composites. The nonlocal approach has emerged as an effective means
for regularizing the boundary value problems with strain softening, capturing
the size effects and avoiding spurious localisation that gives rise to patholog-
ical mesh sensitivity in numerical computations.[39]
As far as the interlaminar damage modes are concerned, many fracture
methods for predicting delamination are available in the Literature. Elder
et al.[40] presented an interesting review of all the related numerical meth-
ods and among them the LEFM and the Cohesive Zone Model (CZM) are
the most notable. The LEFM method has been widely used by means of
the Virtual Crack Closure Technique (VCCT) proposed by Rybicki[41] which
provides accurate strain energy release rate assessment also with a relatively
coarse mesh. However VCCT has some disadvantages. First, the initiation
of a crack is always associated with a defect and this can be accomplished
by modelling an effective representation of the crack. However, this is a lim-
itation because it must be noted a priori the localisation of the delamination
onset. Second, the crack growth direction is affected by the mesh of the nu-
merical model. As a matter of fact, the correct crack direction is achieved by
finding the minimum energy condition which is guaranteed when an adap-
tively re-meshing of the structure is adopted. Otherwise, the CZM method
uses special-purpose elements with zero or quasi-zero thickness in order to
simulate delamination onset and propagation. The commonly used traction-
separation approach assumes a linear elastic behaviour at small loads, fol-
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lowed by a linear material softening after reaching the interlaminar allowable
strength. The mixed-mode delamination propagation is then simulated by
means of several approaches, such as the Benzeggagh-Kenane law[42] or the
Power law.
An innovative and recent approach which represents an alternative to
the classical utilisation of the cohesive elements embedded between layers of
solid elements has been proposed by Da´vila et al.[43] The main aspect is the
utilisation of nonzero-thickness cohesive elements between stacked noncoin-
cident layers of shell elements. Thus, simple shell models can retain many of
the necessary predictive attributes of much more complex 3D models while
providing more computational efficiency.
1.3 Motivations
Moving from the considerations outlined in the previous paragraphs, the
PhD Thesis focuses on the development of an advanced 3D damage modelling
technique, considering both the intralaminar and interlaminar damage mech-
anisms, giving special attention to the damage mechanisms associated with
low-velocity impact events. The intralaminar damage model is based on the
CDM and it uses the smeared crack formulation, as proposed by Bazˇant,[31]
in order to mitigate the problems related to the mesh dependency. Both
damage inititation and damage evolution are taken into account and bilinear
and exponential damage evolution laws are exploited for use with the implicit
finite element Abaqus/Standard code. The delamination onset and propa-
gation are evaluated by means of the CZM, using special-purpose cohesive
elements which describe the interlaminar fracture process.
Furthermore, quasi-static and dynamic simulations have been performed
by using the implicit integration scheme provided by the implicit Abaqus/
Standard code. The existing knowledge of the aforementioned code in the
context of nonlinear static and quasi-static simulations has led to this choice.
Thus, the direct-integration dynamic procedure has represented a natural
continuation and an interesting starting point for the simulation of dynamic
events, such as the low-velocity impacts on composite structures. Based on
these considerations, the implicit scheme has offered a valid alternative to
the use of the explicit scheme.
The developed damage model has been first assessed by means of some
typical benchmarks taken from the Literature, such as a 2D and a 3D open-
hole tension coupon and a thin plate subjected to a low-velocity impact.
Next, the numerical model has been applied to the analysis of quasi-static
loading conditions and low-velocity impacts on thin composite specimens,
whose experimental data were obtained by means of a wide experimental
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campaign. At last, a typical aerospace structure, i.e. a stiffened panel, has
been analysed when subjected to impacts in different locations, such as in
the middle of a bay and in the proximity of a stringer. The complexity of the
structure and the difficulties in analysing a full 3D finite element model have
suggested to perform the dynamic analyses by means of the submodelling
technique and the Shell-to-Solid approach.
Hence, this PhD work represents an introductory step for further devel-
opments of advanced progressive failure methodologies. The extended bib-
liographic analysis has permitted to understand the main issues that arise
when analysing the damage mechanisms of composite materials by means of
FEM. Moreover, it has permitted to understand which is the State of the Art
pointing out possible methodologies to be used when implementing a damage
model in a finite elements code.
1.4 Thesis outline
The objective of this PhD Thesis is to develop an effective design tool to
analyse the performance of composite structures subjected to both static
and dynamic loading conditions, particularly focusing on low-velocity impact
loads. The Thesis is subdivided into four main parts.
Part I
Part I comprises chapter 2 through 4 and it constitutes a background to the
concepts used for the Progressive Failure Analysis (PFA) of composite mate-
rials.
Chapter 2 describes the several damage mechanisms in composite mate-
rials, considering both intralaminar and interlaminar damage modes. The
physical aspects of these phenomena are investigated because they provide
key information in order to develop a physically-based damage initiation cri-
terion.
Chapter 3 illustrates the developed damage model which focuses on the es-
timation of the intralaminar damages and the interlaminar damage by means
of the CDM and the CZM, respectively. The smeared crack formulation is
introduced in its main aspects, whereas an overview of the cohesive elements
is provided focusing on the traction-separation approach.
Chapter 4 illustrates a first validation of the implemented numerical dam-
age models by using Abaqus/Standard and a Fortran subroutine. Three
simple benchmarks are taken from the Literature, that is a 2D and a 3D
open-hole specimen and a thin plate subjected to a low-velocity impact. For
each benchmark, different damage models have been considered, from a sim-
ple ply-discounting strategy to a more complex damage model based on the
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smeared crack formulation and the CZM. Advantages and disadvantages of
the different methodologies are commented.
Part II
Part II comprises Chapter 5 which focuses on the experimental activities.
Chapter 5 illustrates the static tests and low-velocity impact tests which have
been carried out in order to characterise the mechanical behaviour of a thin
composite material. This experimental campaign has provided an amount
of experimental data which have been used for further numerical simulations
which are illustrated in Chapter 6 and Chapter 7.
Part III
Part III gives an overview of the numerical results obtained using the PFA
both for quasi-static and dynamic events. Detailed finite element models of
an unnotched laminate loaded in tension, of an open-hole tensile coupon, of
a thin composite plate and of an aeronautical stiffened panel subjected to
low-velocity impacts have been developed.
Chapter 6 illustrates the numerical activities performed on an unnotched
tension coupon and on an open-hole tension coupon. Many sensitivity anal-
yses have been carried out in order to identify the parameters which have a
strong influence on the PFAs.
Chapter 7 illustrates the low-velocity impact simulations that have been
carried out on a thin specimen following the ASTM D7136 standards. A
large amount of experimental data are available deriving from the experi-
mental campaign described in Chapter 5. The force-time curves and the
force-displacement curves have been obtained, focusing on the maximum con-
tact force and on the maximum displacement reached during the impact.
Chapter 8 illustrates a finite element model of a stiffened panel. The
submodelling technique is mandatory in order to alleviate the computational
costs. Two different cases have been analysed, that is an impact in the middle
of a bay and an impact in the proximity of a stringer. The force-time curves,
the force-displacement curves and the extension of delaminations have been
obtained and commented.
Part IV
The PhD Thesis is concluded in Chapter 9 with an overall assessment of its
achievements and a discussion of possible improvements and developments.
1.5 List of publications
The main topics of this PhD Thesis have been also discussed in the following
paper:
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• Fanteria, D. and Longo, G., ”A three-dimensional damage model to
simulate the progressive failure of composite structures,” 3rd CEAS
Air & Space Conference, October 24-28, 2011, Venice, Italy.
Part I
Progressive Failure Analysis of
composites

Chapter 2
Damage mechanisms in composite materials
2.1 Introduction
Failure of fibre-reinforced composite structures involves a progressive series
of pre-catastrophic events. Catastrophic failure is generally expected when-
ever the longitudinal strength of any plies is exceeded. However, damages
often start as very localised phenomena, such as matrix cracking and fibre
microcracking, and next the continued loading of the structure leads to the
coalescence of multiple damages in the lamina. Typical damages are fibre
breakage, matrix cracking, fibre-matrix debonding and delaminations, as in-
dicated in Figure 2.1.[44]
Figure 2.1: Different intralaminar damage modes.[44]
One of the most challenging task in composite structures design is the
prediction of the different damage modes, their evolution and interaction.
Nowadays, the use of numerical modelling tools is essential for aerospace
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industries, but their development is still limited due to excessively compu-
tational costs, convergence difficulties and inaccurate methods for predicting
multiple failure modes. This situation has led the industries to use very con-
servative first-ply-failure approaches, negating most of the advantages that
can arise from the use of composite materials, i.e. increment of payload ca-
pacity, lighter structures and reduced manufacturing costs. The aim of the
PFA is to become an useful design tool for industries and this can be fulfilled
only by improving the computational algorithms which describes the damage
mechanisms of composites.
Figure 2.2: Progressive failure of an open-hole tension coupon.
Figure 2.2 represents a schematic idea of the PFA considering the simple
example of an open-hole tension coupon which is loaded till failure. The black
areas represent the zones where the damage localises. Four different phases
can be observed. The first is indicated with the point 1 and it indicates the
linear elastic behaviour of the structure. Next, when point 2 is reached, the
first-ply-failure condition is satisfied and very small damages (typically small
matrix cracks) can be detected in the proximity of the stress concentration.
This phenomenon does not represent the collapse of the structure which has
still load-carrying capacity. Increasing the load, the force-displacement curve
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shows a nonlinear phase due to the damage progression and damage accu-
mulation, point 3. When point 4 is reached, the amount of damages is so
extended that the structure suddenly collapses.
The objective of the PhD thesis is to develop a material model for compos-
ite structures which can describe both intralaminar and interlaminar damage
mechanisms for 2D and 3D applications. This involves the need to answer
such questions as:
• Where does damage occur?
• How and when does damage initiate?
• How does damage evolve?
2.2 Intralaminar damage modes
Each individual layer of a laminate consists of continuous strong and stiff
fibres which are embedded in a more flexible surrounding matrix. The prin-
cipal function of the fibre is to transmit loads in its longitudinal direction
although it can also transmit transverse and shear loads. The matrix con-
nects the fibres, it maintains their relative position while distributing the load
and ensuring continuity of transverse and shear loading in the laminate.[45]
When a laminate is subjected to any combination of loading, both in-plane
and through-the-thickness, some damages can nucleate and grow, leading the
composite structure to the collapse. Moreover, the laminate strength may be
significantly affected by the residual stress which are present after curing
causing premature cracking of the matrix. Voids can also be present as a
result of imperfect manufacturing process. In addition, the environmental
conditions, such as temperature and moisture, significantly affect the matrix
behaviour.
The intralaminar damage mechanisms can be subdivided into two main
groups, that is the Inter Fibre Fracture (IFF) and the Fibre Fracture (FF)
as it will be shown in paragraphs 2.2.1 and 2.2.2. The delaminations will be
considered next in paragraph 2.3 when interlaminar damage modes will be
introduced.
2.2.1 Inter Fibre Fracture (IFF)
A macroscopic crack of a unidirectional layer embedded within a laminate
which runs parallel to the fibres through the entire thickness of the layer is
called Inter Fibre Fracture. This term comprises both cohesive matrix frac-
ture and adhesive fracture of the fibre-matrix interface. Typically, at the tip
of the IFF crack small delaminated zones can be observed. The cohesion
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between the broken and the neighboring layers is affected locally but the
integrity of the laminate is still preserved. Locally, transverse to the crack
surfaces, the broken layer can no longer be stressed in tension. On the other
hand, compressive stresses and shear stresses can still be transmitted to a
certain degree due to contact and friction on the crack surfaces. This leads
to a redistribution of forces within the laminate. If the load is increased after
the first occurrence of IFF, further IFF cracks will arise rapidly.[46]
There are different forms of IFF cracks as illustrated in Figure 2.3. Trans-
verse tension and longitudinal shear both lead to straight cracks oriented par-
allel to the plane where the stress is acting, which is most commonly known
as action plane. Instead, transverse compression and transverse shear lead
to inclined fracture surfaces. The inclination of the transverse shear fracture
surfaces is exactly 45◦; the inclination belonging to a transverse compressive
fracture is slightly different (about 53◦).[46]
Figure 2.3: Different forms of Inter Fibre Fracture.[46]
Transverse tensile damage mode
The effects of transverse tension loads, as well as the transverse compression
loads, are taken mainly by the matrix. The matrix has many important
tasks in composite materials: it must transfer stresses between fibres and it
stabilises fibres when loaded in compression. When the matrix is damaged
these tasks cannot be accomplished properly and the mechanical behaviour
of the material can be seriously altered.[47] In the case of transverse tension
loads, damage occurs as a through layer crack running parallel to the fibres
which may be initiated by a matrix stress concentration or a local matrix-
fibre debonding.[45]
Existence of matrix cracks does not necessarily mean catastrophic failure
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of the composite as they can be present only in certain plies, usually those
transverse to the main loading direction, while the fibres remain intact. They
sometimes arise in composites as a consequence of the manufacturing residual
stresses and they are one of the most common forms of damage encountered
in composites. Figure 2.4 shows some matrix cracks which align with the
fibres and span the thickness of a layer.
Figure 2.4: Matrix cracking.
Transverse compressive damage mode
Generally, failure in transverse compression is due to the crushing of the
matrix and experimental evidence suggests that the fracture is created by
the stresses which act on the fracture plane.[11], [16] These stresses are the
normal stress σn , and two shear stresses τnl and τnt as shown in Figure 2.5.
Figure 2.5: Fracture surface in the case of transverse loading.[11]
The stress σn is perpendicular to the fracture plane, the shear τnl is the
transverse-longitudinal shear stress and τnt is the transverse-transverse shear
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stress. For a pure compression loading, the angle of the fracture surface with
the through-thickness direction should be θfp = 45◦ , i.e. the fracture should
occur in the plane of maximum shear stresses. However, experimental evi-
dence shows that this angle is generally 53◦±2◦ for Carbon Fibre-Reinforced
Plastics (CFRP). This is due to the existence of internal friction on the frac-
ture plane that prevents the sliding of the fracture surfaces. For a general
loading condition, the angle of the fracture plane with the ply thickness di-
rection might assume a different value than the one for pure compression.[11]
Longitudinal and transverse shear damage modes
These modes depend mainly on the matrix shear strength. In the case of lon-
gitudinal shear, a crack forms parallel to the fibres, and fibre-matrix debond-
ing may occur. In the case of transverse shear, matrix shear failure may be
accompanied by a failure of the interlaminar bond which leads to delamina-
tions.
2.2.2 Fibre Fracture (FF)
In a well designed laminate, Fibre Fracture marks ultimate failure. Recent
research works have shown that in CFRP shear stresses have small influence
on the tensile FF limit.[46], [48] The compressive strength is however reduced
by shear stresses if these stresses are high enough to cause microdamage and
thus weaken the matrix. It should be noted that the fibre fracture is not
defined as the rupture of single filaments but as the simultaneous fracture of
several bundles of fibres. Obviously, the fracture of thousands of filaments is
a statistical process. Under static load some fibres will already break at some
50% to 70% of the FF limit. Figure 2.6 illustrates the different FF modes
both in tension and in compression.[46]
Figure 2.6: Different forms of Inter Fibre Fracture.[46]
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Longitudinal tensile damage mode
As the tensile load increases, fibre breakage occurs. Initially the matrix is
able to cope with the redistribution of the load by matrix shear across the
fibre gap to the adjacent fibres, whereas a crack starts to grow in a plane
perpendicular to the fibres. If the matrix is capable to carry the increasing
load, then the crack spreads across the layer as a clean continuous tensile
failure of the fibres and the matrix as shown in Figure 2.7.
Figure 2.7: Clean continuous fibre tensile failure.[45]
If the matrix is unable to resist, then it fails in shear and the crack propa-
gates in a direction parallel to the fibres determining fibre-matrix debonding.
The collapse of the laminate is characterised by a brush type failure, Figure
2.8.
Figure 2.8: Fibre tensile failure and fibre-matrix debonding.[45]
Longitudinal compressive damage mode
Usually, under longitudinal compression load the fibres start to buckle. The
fibres can be considered as long thin columns upon an elastic foundation.
Microbuckling of the fibres exists in two different forms: in-phase buckling,
in which the matrix shear stiffness is inadequate and the whole layer shears
sideways, and out-of-phase buckling, in which the matrix transverse stiffness
is inadequate, Figure 2.9.
The in-phase microbuckling of the fibres is more likely to occur and the
ultimate failure mode of a layer is characterised by a gross form of instability
which is known as kink band, where a whole block of material shears sideways
across either the width or thickness of the layer, Figure 2.10.
For certain fibre/matrix combinations fibre microbuckling may lead to
layer collapse. Moreover, in multidirectional laminates, after fibre microbuck-
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(a) In-phase buckling[45] (b) Out-of-phase buckling[45]
Figure 2.9: Buckling of the fibres.
Figure 2.10: Kink band failure of a layer.[45]
ling, delamination may consequently occur generating interlaminar damage
propagation.
2.3 Interlaminar damage modes
Delaminations are interlaminar cracks which develop when the layers begin
to separate. They are caused by weakening of the bonds holding the layers
together, meaning that the resin begins to break. Delamination is a frequent
type of failure in composites because usually in these materials the reinforce-
ment along the thickness direction is absent. Typically, low-velocity impacts,
ballistic impacts and manufacturing defects can cause severe delaminations,
reducing the load-carrying capacity of the structure. Moreover, interlaminar
bonds between layers are particularly susceptible to humidity and variation
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in temperature.
The onset of the delamination and its propagation are widely studied.
Generally, the onset of delamination is based on the study of the interac-
tion of the interlaminar stresses, whereas Linear Elastic Fracture Mechanics
(LEFM) is usually considered in order to predict the propagation of the de-
lamination front. After the onset of delamination, the fracture can propagate
in different modes, Figure 2.11.
Figure 2.11: Mode I, mode II and mode III of delamination propagation.
These failure modes can be classified as mode I which is the opening
mode, mode II which is driven by the shear component perpendicular to the
delamination front and mode III which is driven by the shear component par-
allel to the delamination front. A delamination generally does not propagate
as a single fracture mode but it is usually a combination of the three modes,
i.e. in a mixed-mode.[49]
Delaminations can have varying effects on tensile and compressive strength
performance, depending on delamination location into the laminate which can
be in the proximity of a free edge or away from free edges. Laminates char-
acterised by the presence of delaminations show generally lower strength, i.e.
lower ultimate stress level. The reduction in strength is directly tied to a
drop of the laminate’s global stiffness. Delaminations split the laminate into
sublaminates, each of them continuing to carry loads. The stiffness moduli of
these sublaminates depend on delamination extension and the sublaminate
stacking sequence. Local coupling between intralaminar matrix cracks and
delaminations can cause complete or partial ply isolation. The consequence
is the formation of local areas of reduced stiffness which cause stress concen-
trations. When the interlaminar stresses become too high, this can lead to
catastrophic failure.[3]
Delaminations generally have a stronger effect on compressive strength
than on tensile strength, Figure 2.12. As a matter of fact, breaking the
laminate into sublaminates (each having associated stiffness, stability, and
strength characteristics), delaminations affect the compressive strength of
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the laminate which is strongly tied to the stability of the sublaminate plates.
Since delaminations may occur at many different interfaces in a laminate,
sublaminates will generally not be balanced and symmetric and the bending-
extension couplings characteristic of such sublaminates reduce buckling loads.[3]
Once initiated, delamination growth depends on sublaminate stability and it
can be stable or unstable, depending on sublaminate stacking sequence, de-
lamination geometry, structural geometry, and boundary conditions.
Figure 2.12: Delamination in a composite specimen loaded in compression.
2.4 Damages due to impact events
The effect of foreign object impacts on composite structures is a serious con-
cern because significant damage can occur which could be undetectable by
visual inspection. Such impacts can range from tool dropped to the runaway
debris or ice hails. They can reasonably be expected during the service life of
the structure, resulting in internal damages which could be difficult to detect
and causing severe reductions in the strength and stability of the structure.
Impacts are categorised into low- and high-velocity, even if a clear transi-
tion between these two categories does not exist. Usually, an impact velocity
of 10 m/s is selected as separation value. When considering low-velocity im-
pacts, the dynamic structural response and the boundary conditions of the
target are very important because the contact duration is long enough for the
entire structure to respond to the impact. High-velocity impacts, instead, are
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dominated by the rapid propagation of the stress waves through the material,
thus the structure has not enough time to respond, leading to very localised
damages.[50]
Impacts often result in delaminated areas with a peanut shape, matrix
cracking and fibre failures. Generally, the size of the delaminations increases
linearly with the kinetic impact energy and the projected damaged area is
affected by the number of plies in the laminate and the laminate thickness.[51]
For thick laminates, matrix cracks are first introduced in the first layer im-
pacted because of the high localised contact stress and this drives to a pine
tree pattern for the damaged zones. For thin laminates instead, the bending
stress in the back side introduces matrix cracking in the lowest layer from
which arise delaminations and other damages in a reversed pine tree pattern,
Figure 2.13.
Figure 2.13: Extension of damaged zones for thick (a) and thin (b) laminates.
The threshold value of the contact force required to initiate delamination
is hard to determine but it has been noted that it is approximately the same
for both static indentation and low-velocity impacts. Delaminations due to
very localised loads (such as contact force during impacts) appear because
of the orthotropic behaviour of each plies and the mismatch in the bending
stiffness of adjacent plies with different fibre orientation.[52] Abrate[51] gave
an extensive description of all the parameters that affect the impact response
of composites. Material properties affect the overall stiffness of the structure
and the contact stiffness and therefore have a significant effect on the dynamic
response of the structure. The impact dynamics is also influenced by the size
of the impacted structure, the thickness of the laminate, the boundary con-
ditions, the layup, the environmental conditions and the characteristic of the
impactor.
Many types of experimental tests have been proposed in order to char-
acterise the impact behaviour of composites, but the drop weight test and
the airgun test are the most commonly used. Up to now, only extensive ex-
perimental testing have permitted to gain knowledge about impact damages.
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A clear understanding of these phenomena is necessary for interpreting the
performances of the composite structures and for designing structures for im-
pact resistance.
The susceptibility of composite materials to impact damage results gener-
ally in a marked loss of residual strength. The term damage tolerance partic-
ularly refers to the structure’s ability to show adequate post-impact residual
strength even in the presence of barely visible impact damages (BVID) that
cause strength reduction up to 50%.[50] Residual tensile strength normally
follows a curve as indicated in Figure 2.14.
Figure 2.14: Residual tensile strength as function of the impact energy.[50]
In region I, no damage occurs and the impact energy is below the thresh-
old value for damage initiation. Exceeding this threshold, the residual strength
reduces quickly to a minimum in region II because the extension of damages
increases. Region III is characterised by a constant value of the residual
strength because of the higher values of the impact velocity which lead to
perforations leaving net holes in the structure. The minimum in region II is
less than the constant value in region III because the damage spreads in a
larger area whereas high-velocity impacts are more localised.
Residual compressive strength is extremely important in the context of
the damage tolerance design philosophy. Low-velocity impacts could be seri-
ously dangerous because they could result in extended delaminations which
lead to a large compressive strength reduction. Delaminations divide the
structure into sub-laminates which have lower bending stiffness and are less
resistant to buckling loads. Thus, post-impact compressive tests are widely
performed such as the Compression After Impact (CAI) tests.
Chapter 3
Intralaminar and interlaminar damage model
3.1 Introduction
A 3D damage methodology has been developed to simulate the progressive
failure of thin composite structures considering both intralaminar and inter-
laminar damage mechanisms. The advanced nonlinear finite element code
Abaqus/Standard has been exploited, implementing the intralaminar consti-
tutive model in a dedicated Fortran subroutine which can interact with the
software Abaqus. The intralaminar damage modes have been analysed in the
context of the CDM using the basis of thermomechanics of the nonlinear irre-
versible physical process. The objectivity of the numerical discretisation has
been assured using the smeared crack formulation. The interlaminar damage
mode has been analysed by means of the CZM available in Abaqus, adopting
a traction-separation approach.
3.2 Adopted methodology for the Progressive Failure
Analysis
Starting from the knowledge gained by means of the bibliographic research
described in paragraph 1.2, some preliminary decisions have been assumed,
Figure 3.1.
First, the choice of a robust and advanced nonlinear finite element code
was necessary. Among all the commercial codes, Abaqus has been selected
because of its versatility and its recognised capabilities to study highly non-
linear problems. Second, it has been decided to carry out the simulations
by using the implicit integration scheme in contrast to the most widely used
explicit scheme, justifying this choice by means of its unconditionally stabil-
ity and its clear control on the convergence parameters. Third, the CDM
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Figure 3.1: Adopted methodology for the PFA.
and the CZM theories have been chosen to simulate the intralaminar and the
interlaminar damage mechanisms, respectively. The CDM has been preferred
to the ply-discounting approach for some reasons:
• all the parameters used in the damage model have a physical mean-
ing, thus they can be measured in laboratory by means of dedicated
experimental tests;
• no heuristic parameters are present in the damage model;
• using the smeared crack formulation, the issues about the mesh depen-
dency can be alleviated.
The intralaminar damage model has been developed by means of a User-
defined MATerial subroutine (UMAT) for use with Abaqus/Standard. This
subroutine has been written in Fortran language, it interfaces with Abaqus
directly and it is called at all integration points for which the progressive
damage process must be considered. Damage initiation and damage evolution
are the main aspects of UMAT subroutine.
In the context of the interlaminar damage simulation, the CZM has been
preferred to the VCCT technique for its undoubted advantage of not needing
a pre-existing defect in the finite element model as delamination starter.
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The interlaminar damage model based on the CZM and available in the
latest version of Abaqus/Standard has been selected in order to study the
delamination onset and growth.
3.3 Mesomodel for damage computation
For composites, damage phenomena are of highly complex nature. Due to
their intrinsic anisotropy, there is no single damage mode, but several damage
mechanisms must be reproduced by means of accurate numerical methods.
All the damage modes can interact between each other, thus good constitutive
models are needed. However, local tracking of damage growth by means of
numerical methods is usually a tedious and often an elusive process. More-
over, when studying damage mechanisms of large finite element models of
composite structures, a substantial personnel expertise and effort, and long
computer times are often required.[53] Thus, some assumptions become nec-
essary in order to simplify the complexity of damage prediction.
The main challenge is to compute the damage state of a composite struc-
ture subjected to a complex loading at any point and at any time until final
failure. The first fundamental task is to define an appropriate constitutive
model at an appropriate scale which can be used in the context of the finite
element method.[27] When considering composite laminate structures, there
are three different scales, the macro-, micro- and mesoscale. The macroscale
refers to the characteristic length of the whole structure, whereas the mi-
croscale refers to smaller dimensions which are typical of the fibre and matrix
constituents. The mesoscale is something in between because its character-
istic length is given by the thickness of the plies. At this scale, the laminate
is considered as a stacking sequence of homogeneous layers which are sepa-
rated by idealised interlaminar surfaces. By using the CDM and the CZM, it
is possible to describe the damage modes for the two mesoconstituents, i.e.
the intralaminar and the interlaminar constituents respectively. Figure 3.2
shows these different model scales when considering, for example, a stiffened
composite panel subjected to an impact.
When considering a damage mesomodel, the damage state is locally uni-
form within the RVE. The damage mesomodel implementation can be 2D
or 3D and the difference between these two approaches is given by the el-
ement typology used during the analyses. 2D simulations are characterised
by the use of shell elements but generally any information about delamina-
tions cannot be obtained. 3D simulations instead are more powerful because
solid elements are used to model the intralaminar behaviour of the plies and
interface elements are used to describe the onset and the propagation of de-
laminations. Although the 3D modelling seems to be the most appropriate
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Figure 3.2: Macro, micro and meso scale for a composite stiffened panel.
choice, it is numerically very expensive, especially when analysing full 3D
PFA of a whole complex structure, such as a wing stiffened panel. Thus,
there is an alternative methodology which is based on the submodelling tech-
nique. One can run a global analysis at the macroscale by using 2D shell
elements and then a local analysis at the mesoscale, introducing 3D user-
defined constitutive models. An example of submodelling technique will be
shown in Chapter 8 when a stiffened panel subjected to a low-velocity impact
will be analysed.
3.4 Basics of Continuum Damage Mechanics
CDM was introduced first by Kachanov.[54] In contrast to LEFM which con-
siders the process of initiation and growth of microcracks as a discontinuous
phenomenon, CDM uses continuous internal state variables, the damage vari-
ables, which are related to the density of the internal defects in a RVE.[55]
Thus, the damage variables represent average material degradation reflecting
the various types of damage at the mesoscale level.
In this context, a crack is considered as a zone of high gradients of stiffness
and strength that has reached critical damage conditions. Kachanov intro-
duced the idea of damage in the framework of the continuum mechanics,
adopting a local approach and introducing some continuous damage vari-
ables in the damaged zone. Consider a RVE that is of a size large enough to
contain many defects and small enough to be considered as a material point
of a continuum. For the case of isotropic damage, the damage variable d is
defined as a scalar in the following manner:
d =
A− A˜
A
, (3.1)
where A˜ is the effective net resisting area corresponding to the damaged area
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A. The effective area A˜ is obtained from A by removing the surface intersec-
tions of the microcracks and cavities. This implies that d = 0 corresponds
to the undamaged state, whereas d = 1 corresponds to the rupture of the
element in two parts. Eq. (3.1) can be rewritten as follows:
A˜ = (1− d)A. (3.2)
The cross-sectional areas A and A˜ are shown in Figure 3.3 on a cylindrical
material element in the damaged and equivalent fictitious undamaged states,
respectively.
Figure 3.3: Damaged and equivalent fictitious undamaged states.[55]
The principle of the strain equivalence is the milestone of the CDM. It
states that a damaged volume of material under the nominal stress σ shows
the same stress-strain response as a comparable undamaged volume under the
effective stress σ˜.[23], [55], [56] The effective stress σ˜ is defined as the stress in
the equivalent undamaged state. Considering Figure 3.3, the effective stress
can be obtained equating the force F = σA acting on the damaged area A
with the force F = σ˜A acting on the hypothetical undamaged area A˜, i.e.:
σA = σ˜A˜, (3.3)
where σ is the Cauchy (nominal) stress acting on the damaged area A. Com-
bining Eq. (3.2) into Eq. (3.3), one can obtain the following expression for
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the effective stress:
σ˜ =
σ
1− d. (3.4)
Eq. (3.4) can be better understood referring to Figure 3.4, where an
example of material softening is shown. For a given strain field, the effective
stress is the stress acting in the fictitious undamaged material, whereas the
nominal stress is the true stress acting in the damaged material. The factor
(1− d) is the knock-down factor between the effective stress and the nominal
stress. The extension to the anisotropic case is straightforward, it is only
formally more complex and it will be shown in paragraph 3.5.
Figure 3.4: Effective and nominal stress.
3.5 Intralaminar material model
In this work, the CDM formulation has been used to develop the intralaminar
damage model. The laminae have been considered as orthotropic material
and the Classical Lamination Theory (CLT) has been adopted. Considering
the mechanical behaviour of a lamina, the generalised Hooke’s law relating
the effective stress tensor T˜ to the strain tensor E can be written as:
T˜ = Q : E, (3.5)
where Q is the stiffness tensor of the undamaged material and is equal to
the inverse of the compliance tensor of the undamaged material, that is Q
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= C−1. Eq (3.5) can be explicited in terms of components using the Voigt
notation:

σ˜11
σ˜22
σ˜33
τ˜12
τ˜13
τ˜23

=

1
E01
−ν021
E02
−ν031
E03
0 0 0
−ν012
E01
1
E02
−ν032
E03
0 0 0
−ν013
E01
−ν023
E02
1
E03
0 0 0
0 0 0 1
G012
0 0
0 0 0 0 1
G013
0
0 0 0 0 0 1
G023

−1
11
22
33
γ12
γ13
γ23

. (3.6)
where the subscript 1 represents the in-plane longitudinal direction, the sub-
script 2 represents the in-plane transverse direction and the subscript 3 rep-
resents the through-the-thickness direction. E01 , E
0
2 and G
0
12 are the in-plane
elastic orthotropic properties of the undamaged lamina, E03 is the elastic
modulus in the through-the-thickness direction of the undamaged lamina,
G013 and G
0
23 are the out-of-plane shear moduli of the undamaged lamina and
ν012, ν
0
21, ν
0
13, ν
0
31, ν
0
23, ν
0
32 are the Poisson’s ratio of the undamaged lamina.
The constitutive equation for a damaged lamina is given by T = Qd : E,
where T is the nominal stress tensor and Qd is the stiffness tensor of the
damaged material. Thus, in order to implement the intralaminar damage
model in a finite element code, the stiffness tensor (or the compliance tensor
Cd) must be calculated. Considering a RVE subjected to a generic load, two
different approaches can be used as summarised in the next two paragraphs.
Compliance tensor calculation: first approach
Following the guidelines of the principles of the strain equivalence illustrated
in the paragraph 3.4, the effective stress tensor can be written as:
T˜ = DT , (3.7)
where D is the damage transformation tensor which is defined in a matrix
form as:
[D]ij =
1
1− di δij , for i, j = 1 . . . 6 (3.8)
with δij indicating the Kronecker delta. Eq. (3.7) can be rewritten in terms
of the strain tensor as follows:
T = D−1T˜ = D−1Q : E = Qd : E. (3.9)
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Eq. (3.9) implies that Qd = D−1Q. This relation can also be expressed
in terms of compliance tensor:
Cd = Q−1d =
(
D−1Q
)−1 = Q−1D = CD. (3.10)
Compliance tensor calculation: second approach
Another approach is also possible as indicated by Maimı´ et al.[32] The ther-
modynamics of the irreversible processes gives the guidelines to formulate the
constitutive equation, which is obtained by using the complementary strain
energy density G∗. This scalar function represents the complementary value
to the strain energy density G, i.e. G∗ = T : E - G, Figure 3.5.
Figure 3.5: Strain energy density G and complementary strain energy density
G∗ for the unidirectional case.
The first and the second law of thermodynamics can be used in order to
determine whether the constitutive relation of a material is thermodynami-
cally allowable. Considering a representative elementary volume, the second
law can be written as:[57]
T : E˙ − ρ
(
∂Ψ
∂t
+ S
∂T
∂t
)
− q · ∇T
T
≥ 0, (3.11)
where ρ is the material density, Ψ is the thermodynamic free energy (Ψ =
e−TS where e is the internal energy of the continuum), q is the heat flux, T is
the temperature and S is the entropy. Considering an elastic material which is
subject to damage mechanisms (which represent the dissipation term) during
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an isothermal process, the variation of the thermodynamic free energy can be
associated to the variation of the strain energy density, thus one can obtain:
T : E˙ − ρ∂Ψ
∂t
= T : E˙ − G˙ ≥ 0. (3.12)
Considering that G = T : E - G∗, Eq. (3.12) can also be written in terms of
the complementary strain energy density G∗:
T : E˙ − G˙ = T : E˙ −
(
T˙ : E + T : E˙ − G˙∗
)
= G˙∗ − T˙ : E ≥ 0, (3.13)
which indicates that the rate of change of the complementary strain energy
density as a result of a virtual variation in the stress components minus the
work done by the virtual stress components at constant strain must not be
negative. Expanding the inequality in terms of the nominal stress tensor and
the damage tensor, one can obtain:
∂G∗
∂T
: T˙ +
∂G∗
∂D
: D˙− T˙ : E ≥ 0 (3.14)
⇒
(
∂G∗
∂T
−E
)
: T˙ +
∂G∗
∂D
: D˙ ≥ 0. (3.15)
If the constitutive relation of the material is obtained by means of a
selected function G∗ which satisfies the two conditions, ∂G∗/∂D ≥ 0 and
∂G∗/∂T = E (because the stress components can vary freely), then the
constitutive relation is in accordance with the first and the second laws of
the thermodynamics. Moreover, the second condition means that the strain
tensor E is defined as the derivative of the complementary strain energy
density G∗ with respect to the stress components:
∂G∗
∂T
= E. (3.16)
Since E = CdT and deriving Eq. (3.16) with respect to the stress com-
ponents, the generic entry of the compliance tensor of the damaged material
can be written as:
[Cd]ij =
[
∂2G∗
∂σi∂σj
]
. (3.17)
In the next two paragraphs the two approaches will be used in order to
define the stiffness tensor for both the 2D and the 3D cases.
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3.5.1 2D stiffness tensor of the damaged material
Considering the 2D plane stress case of a thin lamina, the stiffness tensor of
the damaged material Qd = D−1Q can be obtained using the two approaches
outlined in paragraph 3.5 and adopting the Voigt notation.
Stiffness tensor calculation: first approach
Using the principle of the strain equivalence, the stiffness tensor of the dam-
aged material Qd = D−1Q can be written as:
Qd =
 11−d1 0 00 11−d2 0
0 0 11−d4
−1

E01
1−νˆ12 ˆν21
νˆ21E01
1−νˆ12 ˆν21 0
νˆ12E02
1−νˆ12 ˆν21
E02
1−νˆ12 ˆν21 0
0 0 G012
 , (3.18)
where the damage variable d1 is associated with damage in the longitudinal
direction, d2 is associated with damage in the transverse direction, d4 is the
in-plane shear damage variable, whereas νˆ12 and νˆ21 are the Poisson’s ratios
which must be adjusted, as indicated by Matzenmiller,[29] Iannucci[58] and
Faggiani[38] in order to retain a positive definite constitutive law:{
νˆ12 = (1− d1) ν012
νˆ21 = (1− d2) ν021
, (3.19)
Substituting Eq. (3.19) in Eq. (3.18), one can obtain:
Qd =
1
Ω
[
(1− d1)E01 (1− d1) (1− d2) ν021E01 0
(1− d1) (1− d2) ν012E02 (1− d2)E02 0
0 0 Ω (1− d4)G012
]
, (3.20)
where Ω = 1− (1− d1) (1− d2) ν012ν021 .
Stiffness tensor calculation: second approach
The same expression of the stiffness tensor of the damaged material Qd can
be obtained using the thermodynamic approach proposed by Maimı´ et al.[32]
Since the complementary strain energy density G∗ for the damaged material
can be written as a function of the nominal stress components:
G∗ =
1
2
(σ1111 + σ2222 + τ12γ12) , (3.21)
expressing the strain components as functions of the effective stress compo-
nents, one can obtain:
G∗ =
1
2
[
σ11
(
σ˜11
E01
− νˆ21
E02
σ˜22
)
+ σ22
(
σ˜22
E02
− νˆ12
E01
σ˜11
)
+ τ12
τ˜12
G012
]
. (3.22)
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Considering the effective stress components as functions of the nominal
stress components and the damage variables, it can be obtained:
G∗ =
σ211
2E01 (1− d1)
− νˆ21σ11σ22
2E02 (1− d2)
+
σ222
2E02 (1− d2)
−
− νˆ12σ11σ22
2E01 (1− d1)
+
τ212
2G012 (1− d4)
.
(3.23)
Remembering Eq. (3.19) which introduces an adjustment of the Poisson’s
ratio, the complementary strain energy density can be written as:
G∗ =
σ211
2E01 (1− d1)
− ν
0
21σ22σ11
2E02
− ν
0
12σ22σ11
2E01
+
+
σ222
2E02 (1− d2)
+
τ212
2G012 (1− d4)
,
(3.24)
which is the expression of G∗ as suggested by Maimı´ et al.[32] This expression
of G∗ is in accordance with the first and the second laws of the thermodynam-
ics because it satisfies the two conditions outlined previously in paragraph
3.5 (∂G∗/∂D ≥ 0 and ∂G∗/∂T = E considering that the stress components
can vary freely). Using Eq. (3.17) and deriving twice with respect to the
stress components, one can obtain the components of the compliance tensor
of the damaged lamina:
Cd =

1
E01(1−d1)
−ν012
E01
0
−ν021
E02
1
E02(1−d2)
0
0 0 1
G012(1−d4)
 . (3.25)
If all the damage variables are non-negative and lower than one, the
inverse of Cd always exists (Qd = C−1d ) and the stiffness tensor becomes:
Qd =
1
Ω
[
(1− d1)E01 (1− d1) (1− d2) ν012E02 0
(1− d1) (1− d2) ν021E01 (1− d2)E02 0
0 0 Ω (1− d4)G012
]
, (3.26)
where Ω = 1 − (1− d1) (1− d2) ν012ν021. Remembering that ν012E02 = ν021E01 ,
Eq. (3.26) is equal to Eq. (3.20).
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3.5.2 3D stiffness tensor of the damaged material
The 3D damage model can be considered as an extension of the 2D plane
stress formulation illustrated in paragraph 3.5.1. In this work, a plane stress
behaviour is considered, which is a good assumption for thin laminae. No
damage has been considered for the through-the-thickness direction and for
the out-of-plane components of shear, that is d3 = d5 = d6 = 0. The compli-
ance tensor of the damaged material Cd can be obtained considering either
the principle of the strain equivalence or the thermodynamic approach pro-
posed by Lopes et al.[33] Following the latter approach and neglecting all the
terms related to the effect of the temperature and the moisture, the comple-
mentary strain energy density G∗ can be written as:
G∗ =
σ211
2E01 (1− d1)
+
σ222
2E02 (1− d2)
+
σ233
2E03
− ν
0
12σ22σ11
E01
− ν
0
13σ33σ11
E01
−
− ν
0
23σ22σ33
E02
+
τ212
2G012 (1− d4)
+
τ213
2G013
+
τ223
2G023
.
(3.27)
When G∗ is derived twice with respect to the stress components, the
lamina compliance tensor can be obtained and afterwards, the stiffness tensor
Qd can be calculated inverting Cd as follows:
Qd =

1
(1−d1)E01
−ν021
E02
−ν031
E03
0 0 0
−ν012
E01
1
(1−d2)E02
−ν032
E03
0 0 0
−ν013
E01
−ν023
E02
1
E03
0 0 0
0 0 0 1
(1−d4)G012
0 0
0 0 0 0 1
G013
0
0 0 0 0 0 1
G023

−1
. (3.28)
3.5.3 Load reversal
The global damage variable d1 and d2 are defined in order to take into account
the effects of load reversal. As a matter of fact, once damage exists, the
material behaviour is influenced by whether cracks are opened or closed.
When the lamina is damaged in tension and the load is reversed, the cracks
close and some of the original stiffness is recovered. The stiffness recovery
due to the closure of pre-existing cracks under load reversal is taken into
account, defining the global damage variables as functions of specific damage
variables associated with traction and compression loads.[11] Specifically,
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d1T and d1C represent the longitudinal damage variables associated with
traction and compression loads respectively, whereas d2T and d2C represent
the transverse damage variables associated with traction and compression
loads. In this work, the global damage variables which modify the entries of
the stiffness tensor of the damaged material are also defined as:
d1 = max
t
{
d1T
〈11〉
|11| , d1C
}
(3.29)
d2 = max
t
{
d2T
〈σ˜22〉
|σ˜22| , d2C
}
(3.30)
where 〈x〉 is the Macaulay bracket operator, i.e. 〈x〉 = x if x ≥ 0 or 〈x〉 = 0
if x < 0.
3.6 Intralaminar damage evaluation strategy
The developed intralaminar constitutive damage model for both 2D and 3D
cases illustrated in paragraph 3.5.1 and paragraph 3.5.2 can be implemented
in a finite element code and it can be used as powerful tool in order to eval-
uate the mechanical behaviour of a composite structure when subjected to
several load conditions, such as static and dynamic (impact) loads.
It becomes fundamental to define a strategy in order to evaluate the dam-
age variables di which are used to adjust the entries of the stiffness tensor of
the damaged material Qd at each time increment during the nonlinear analy-
ses. After evaluating the damage variables, it is possible to define the nominal
stress tensor T at each integration point of the finite element model and to
estimate the extension of the damaged zones. The developed methodology
for the PFA is illustrated in Figure 3.6 and it is summarised here below.
• At each time increment, a nonlinear analysis is performed to account
for the geometrical and material nonlinearities of the structure.
• Starting from the k− th equilibrium state, Abaqus/Standard attempts
to apply the new time increment. At each integration point of the finite
element model Abaqus/Standard evaluates the strain tensor E.
• The subroutine UMAT is called at each integration point and it com-
putes the effective stress tensor T˜ using the original stiffness tensor of
the undamaged material Q, that is T˜ = Q : E.
• Inside the subroutine UMAT, the damage initiation check is performed.
If material damage onset is not detected, then the material response
remains linear elastic and the nominal stress tensor T is equal to the
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Figure 3.6: Progressive failure flow chart.
effective stress tensor. If material damage onset is detected, then the
material properties are degraded by degrading the entries of the stiffness
tensor Qd and the nominal stress tensor is evaluated as T = Qd : E.
• Next, Abaqus/Standard evaluates if the convergence criteria are satis-
fied or not. If the force residual Rαn is less than a specified tolerance,
then the (k + 1) th equilibrium state has been found and the analysis
is ready for the next time increment. If the force residual is greater
than the specified tolerance, then Abaqus/Standard abandons the pre-
vious time increment and it starts the iteration again with a new time
increment, smaller than the previous one.
• The nonlinear analysis proceeds until the structure collapses.
The algorithm used to evaluate the damage variables di will be explained
in detail considering the flow chart in Figure 3.7. Five independent damage
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variables, each of them relating to a specific intralaminar damage mode, are
introduced. Subscript 1 refers to the longitudinal direction, subscript 2 to
the transverse direction whereas subscript 4 to the in-plane shear:
• d1T relates to damage due to tension in the longitudinal direction;
• d1C relates to damage due to compression in the longitudinal direction;
• d2T relates to damage due to tension in the transverse direction;
• d2C relates to damage due to compression in the transverse direction;
• d4 relates to damage due to in-plane shear (1-2 plane).
For each element integration point and for each layer of the composite
structure, some basic steps are followed.
• At the beginning of the simulation, all the damage variables di are set
equal to zero and the parameters Starti are set equal to zero. These
parameters will be called only once during the simulation, when the
damage begins to propagate, then they are set equal to unity.
• Starting from the generic k − th equilibrium state, Abaqus/Standard
performs a nonlinear analysis applying an incremental load and eval-
uating if the equilibrium is satisfied or not. If not, the simulation
terminates which means that the structure collapses or that some nu-
merical difficulties have occurred. If the (k + 1) th equilibrium state is
reached, then the displacement field at each node is available. Next,
the subroutine UMAT evaluates the strain tensor E and the effective
stress tensor T˜ .
• The determination of the domain of linear elastic response under com-
plex stress state is necessary to establish when the damage begins to
propagate. In the intralaminar damage model, it is assumed that the
elastic domain is defined by five elastic domain threshold functions,
Ri, which take the initial value of 1 when the material is undamaged
and they increase with damage. At the (k + 1) th time increment, the
generic function Ri,k+1 is defined as follows:
Ri,k+1 = max
t
{1,Φi,k,Φi,k+1, Ri,k}, (3.31)
where the variables Φi are known as damage activation functions which
depend on the chosen damage initiation criterion. The elastic domain
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Figure 3.7: Details of the developed progressive failure procedure.
threshold functions define the level of the linear elastic behaviour that
can be attained before the accumulation of additional damage. Thus,
at the (k + 1) th time increment, if Ri,k+1 = 1 then there is no damage,
if 1 < Ri,k+1 < Ri,k then the material is damaged but there is no addi-
tional damage, whereas if 1 < Ri,k < Ri,k+1 then there is an increment
of the damage variable di and subroutine UMAT estimates it. Consider
Figure 3.8 which represents a bilinear constitutive law for the generic
i− th damage mode. The positive slope of the stress-strain curve prior
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to damage initiation corresponds to linear elastic behaviour, whereas
the negative slope after damage initiation is achieved by evolution of
the damage variable di.
Figure 3.8: Bilinear stress-strain relation for the PFA.
• At damage onset the elastic domain threshold function Ri,k+1 becomes
greater than 1 and the damage begins to grow. UMAT evaluates the
damage variable as function of the so called driving strain component[13]
ˆ which drives the damage variable and will be described in the next
paragraphs. Afterwards, UMAT calculates the driving strain at dam-
age onset ˆ0 and the strain at complete failure ˆf by means of the
smeared crack formulation as proposed by Bazˇant[31] using the allow-
able strength σ0 and the intralaminar fracture toughness of the mate-
rial. Then, UMAT sets the parameter Starti equal to unity, that is
the evaluation of the strain at final failure is done only once for each
element during the analysis.
• Repeating the same procedure for all the damage mechanisms, one can
estimate all the damage variables at each time increment. Updating
the damage variables, UMAT computes the compliance tensor of the
damaged material, Cd and the nominal stress components are known
using the relation T = C−1d : E.
Subroutine UMAT requires not only the calculation of the stiffness ten-
sor, but also the jacobian tensor of the constitutive model,[59]
[
∂T
∂E
]
. The
generic entry of the jacobian tensor defines the change in the i − th stress
component at the end of the time increment caused by a perturbation of the
j − th component of the strain increment array. The jacobian tensor can be
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obtained differentiating the equation T = Qd : E and following the guidelines
illustrated in the Abaqus User’s Manual[59] and in Linde et al.:[60], [61][
∂T
∂E
]
= Qd +
[
∂Qd
∂E
]
: E. (3.32)
Eq. (3.32) can be rewritten in terms of components and considering that
the components of the stiffness tensor are functions of the damage variables
which are functions of the driving strain components:
∂σij
∂αβ
=
∂
∂αβ
[
[Qd]ijhk hk
]
= [Qd]ijαβ +
[
∂ [Qd]ijhk
∂αβ
hk
]
. (3.33)
Moreover, applying the chain rule for derivatives of the composition of
functions to all the damage variables and considering that the generic damage
variable in the n−th direction is function only of the driving strain component
in that direction (i.e. dn = dn (ˆn)), one can obtain:
∂σij
∂αβ
= [Qd]ijαβ +
3∑
h,k=1
[
6∑
n=1
∂ [Qd]ijhk
∂dn
∂dn
∂ˆn
∂ˆn
∂αβ
]
· hk (3.34)
⇒ ∂σij
∂αβ
= [Qd]ijαβ +
6∑
n=1

 3∑
h,k=1
∂ [Qd]ijhk
∂dn
hk
(∂dn
∂ˆn
∂ˆn
∂αβ
) . (3.35)
After evaluating the stiffness tensor of the damaged material Qd and
the tangent constitutive tensor
[
∂T
∂E
]
, the nominal stress tensor T and the
damage variables are available as output of the subroutine UMAT. Therefore,
the (k + 1) th equilibrium state is completely defined and Abaqus/Standard
can proceed with a new time increment until the collapse of the structure.
3.7 Intralaminar damage modes: Fibre Fracture (FF)
3.7.1 Longitudinal tensile damage mode
In this work, the damage initiation due to the tensile loading is predicted
using a non-interacting strain-based failure criterion, i.e. the longitudinal
tensile damage activation function is given by:
Φ1T =
(
E01
XT
11
)2
, 11 ≥ 0, (3.36)
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where XT is the longitudinal tensile strength. When Φ1T reaches a value
equal to unity, then the damage begins to grow and the material begins to
degrade. The material softening is defined by a linear law in terms of a
suitable driving strain component. For damage variable d1T the softening
law is expressed by the following formula:
d1T = max
t
{
0,min
t
{
1,
ˆf1
ˆf1 − ˆ01
(
1− ˆ
f
1
ˆ1
)}}
, (3.37)
with the driving strain component defined as ˆ1 = 11.
3.7.2 Longitudinal compressive damage mode
The fibre failure due to compressive loading is characterised by kinking of
the fibres which start to buckle and then reach final failure. In this work a
strain-based damage initiation criterion is chosen, whose damage activation
function has the same form of the tensile damage case:
Φ1C =
(
E01
XC
11
)2
, 11 < 0, (3.38)
where XC is the longitudinal compressive strength. Similarly to the longitu-
dinal tensile case, when Φ1C reaches a value equal to unity, then the damage
begins to grow and the material begins to degrade. The material softening
is defined by a linear law as follows:
d1C = max
t
{
0,min
t
{
1,
ˆf1
ˆf1 − ˆ01
(
1− ˆ
f
1
ˆ1
)}}
, (3.39)
with the driving strain component defined as ˆ1 = |11|.
3.8 Intralaminar damage modes: Inter Fibre Fracture
(IFF)
3.8.1 Transverse tensile damage mode
In this work, the transverse tensile damage activation function is given by:
Φ2T =
(
σ˜22
YT
)2
+
(
τ˜12
SL
)2
+
(
τ˜23
ST
)2
, σ˜22 ≥ 0, (3.40)
where YT is the transverse tensile strength, SL is the in-plane shear strength
and ST is the transverse shear strength. When Φ2T reaches a value equal
to unity, then the damage begins to grow. Following the bilinear damage
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formula written in paragraph 3.7, the material softening is defined by a linear
law as follows:
d2T = max
t
{
0,min
t
{
1,
ˆf2
ˆf2 − ˆ02
(
1− ˆ
f
2
ˆ2
)}}
, (3.41)
with the driving strain component defined as ˆ2 =
√
〈22〉2 + γ212 + γ223.
3.8.2 Transverse compressive damage mode
Generally, failure in transverse compression is due to the crushing of the
matrix. Experimental evidence suggests that the fracture is created by the
stresses which act on a typical fracture plane inclined of θfp = 53◦ with
respect to the through-the-thickness direction. These stresses are the nor-
mal stress σn, and two shear stresses τnl and τnt as shown in Figure 2.5.
Given the effective stress tensor T˜ in the lamina coordinate system, using a
transformation matrix the stresses acting on the inclined fracture plane are
obtained:

σn = σ˜22 cos2 θfp + σ˜33 sin2 θfp + 2τ˜23 cos θfp sin θfp
τnl = τ˜12 cos θfp + τ˜13 sin θfp
τnt = (σ˜33 − σ˜22) cos θfp sin θfp + τ˜23
(
cos2 θfp − sin2 θfp
) . (3.42)
Considering that a tensile stress σn ≥ 0 promotes crack opening whereas
a compressive stress σn < 0 impedes shear fractures,[35] Puck[16] concluded
that for σn < 0 the shear stresses have to cause fracture against an additional
resistance, which increases with increasing |σn| like an internal friction. Fol-
lowing these considerations, the transverse compressive damage activation
function is given by a stress-based formula:
Φ2C =
(
τnt
YC − µTσn
)2
+
(
τnt
YC/ (2 tan θfp)− µLσn
)2
, σ˜22 < 0, σn < 0,
(3.43)
where YC is the transverse compressive strength and the friction coefficients
are given by the following equations:
µT =
1
tan (2θfp)
, µL =
µT
2YC tan θfp
. (3.44)
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When Φ2C reaches a value equal to unity, then the material begins to
degrade. The material softening is defined by a linear law as follows:
d2C = max
t
{
0,min
t
{
1,
ˆf2
ˆf2 − ˆ02
(
1− ˆ
f
2
ˆ2
)}}
, (3.45)
where the driving strain component which defines the damage evolution law
is given by ˆ2 =
√
γ2nl + γ
2
nt. Thus, only the shear strain components in the
fracture plane are considered for the transverse compressive damage mode.
The shear strain components can be evaluated as:
{
γnl = γ12 cos θfp + γ13 sin θfp
γnt = (33 − 22) cos θfp sin θfp + γ23
(
cos2 θfp − sin2 θfp
) . (3.46)
3.8.3 In-plane shear damage mode
For simplicity, the nonlinear behaviour of the in-plane shear response is not
taken into account in this work. However, two material degradation strategies
have been defined and illustrated here below.
• The first approach considers the in-plane shear damage mechanism de-
pendent on the damage mechanisms in longitudinal and transverse di-
rections. Thus, a shear damage activation function Φ4 is not defined.
This means that shear damage is activated only by fibre breakages and
matrix cracking in the following manner:
d4 = 1− (1− d1) (1− d2) . (3.47)
• The second approach does not consider the shear damage variable as a
simple function of d1 and d2 but it introduces a shear damage activation
function and a bilinear shear softening law. The in-plane shear damage
activation function is given by the simple stress-based relation:
Φ4 =
|τ˜12|
SL
. (3.48)
When Φ4 reaches a value equal to unity, then the damage begins to
grow and the material begins to degrade. The damage variable d4 can
also be activated by the damage in transverse direction d2, that is:d4 = (1− d
∗
4) (1− d2)
d∗4 = maxt
{
0,maxt
{
1, γˆ
f
12
γˆf12−γˆ012
(
1− γˆ
f
12
γˆ12
)}}
, (3.49)
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where the driving strain is defined as γˆ12 = |γ12|.
3.9 Smeared crack formulation
Consider a continuum with flaws that is subjected to some loading. The
Griffith energy criterion for fracture states that the crack growth can occur
if the energy required to form an additional crack of length da can just be
delivered by the system as a release of elastic energy.[62]
Considering the case of an infinite plate of unit thickness with a central
crack and subjected to uniform tension, the condition for crack growth is
met when the strain energy release rate is equal to the crack resistance force
(energy dissipation rate). Finite element models must respect this energetic
equivalence. Recently, the scientific community has underlined that the en-
ergy released during the crack growth process in a finite element simulation
is dependent on the mesh density. An example taken from Pinho et al.[13]
and Pasi[63] allows to better understand this problem. Consider a RVE of
composite material (V = L1L2L3) loaded in tension along the 2-direction,
Figure 3.9.
(a) (b)
Figure 3.9: Elementary volume (a) and bilinear constitutive law of material
(b).
For a bilinear softening of the material, the energy absorbed by the ele-
mentary volume for a complete fracture is:
U = L1L2L3
σ0ˆf
2
. (3.50)
The RVE can be modelled numerically by means of the finite elements.
Consider two different mesh densities, one element in Figure 3.10(a) and nine
elements (for simplicity, all the elements have the same dimension) in Figure
3.10(b).
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(a) One solid element
(b) Nine solid elements
Figure 3.10: Two different mesh densities.
The necessary energy to create the whole fracture plane across the volume
V must be equal for both the case (a) and (b) and equal to Eq. (3.50).
However, the dissipated energy evaluated by means of finite element analysis
is different in the two cases, that is:
Ra = L1L2L3
σ0ˆf
2
Rb =
L1
3
L2L3
σ0ˆf
2
. (3.51)
This result is due to the fact that for the case (b) only three elements
participate to the damage process, whereas the other six elements do not
dissipate energy. This drives to the paradox that the finer the mesh, the
less the necessary energy to create the whole fracture plane. With this in
mind, the smeared crack formulation is the simplest manner to ensure the
objective response of the global finite element model, solving the problem of
the mesh dependency. The key aspect is to consider the energy absorbed by
the RVE for a complete fracture equal to an energy per unit area G (which
is a material property and it is generally known as intralaminar fracture
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toughness) multiplied by the corresponding fracture area L2L3:
U = L2L3G. (3.52)
As indicated in Pinho et al.,[13] redefining the strain at complete failure
ˆf as a function of the energy per units of area of the fracture plane G and
the characteristic length of the finite element L∗ (ˆf = 2G/
(
σ0L∗
)
), one can
obtain:
Ra = L1L2L3
σ0ˆf
2
= L2L3G = U, with L∗ = L1
Rb =
L1
3
L2L3
σ0ˆf
2
= L2L3G = U, with L∗ = L1/3
. (3.53)
In other words, the strain at failure ˆf is scaled properly based on the
characteristic length of the finite element. As it is illustrated in Iannucci,[64]
the less the characteristic length, the bigger the strain at complete failure ˆf ,
Figure 3.11.
Figure 3.11: Energy dissipation as function of element size.[64]
The smeared crack formulation, albeit being quite crude, is the simplest
manner to solve the mesh size dependency problem. With such approach
the damage localises into a zone which is one element in height; thus the
best results are obtained when the damage location is known, so permitting
to design mesh accordingly.[65] When a well-defined damage path is not de-
fined, a non-local approach is generally recommended.[39], [65] Nevertheless
the smeared crack formulation can still be used, if a certain level of approxi-
mation is tolerated.
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3.10 Interlaminar material model
3.10.1 Cohesive Zone Model
Without considering the delaminations, the predictive capabilities of the PFA
are still limited. The analysis of delaminations can be carried out by using
two different techniques, the VCCT and the CZM. The VCCT is widely used
and it is based on the assumption that when a crack extends by a small
amount, the energy absorbed in this process is equal to the work required
to close the crack to its original length. This energy release rate can be
computed from the nodal forces and displacements obtained from the finite
element model.[66] Although VCCT provides valuable information about de-
lamination growth, some critical issues are still of great concern. As a matter
of fact, VCCT requires complex moving meshing techniques to advance the
crack front. Moreover, an initial delamination must be defined by the user
and sometimes this location might be difficult to determine.
In order to overcome the limitation of the VCCT, the use of the CZM
could be advantageous. The basic hypothesis of the CZM is that all the
inelastic effects that occur in the vicinity of a crack can be lumped into a
surface, i.e. the cohesive damage zone.[67] When considering a 3D finite
element model, the cohesive damage zone is usually defined by means of 8-
nodes special-purpose elements, i.e. the cohesive elements, which are placed
between two neighbouring layers. The delamination onset is defined using a
stress-based formulation and the delamination growth is described using both
the LEFM and the CDM theories. The constitutive law is defined in terms of
a traction-separation relation, such that, with an increasing separation, the
traction across the interface element reaches a maximum, then it decreases
until complete decohesion between the adjacent layers.
3.10.2 Traction-separation approach
Figure 3.12 shows a 3D cohesive element which is characterised by four cou-
ples of nodes.[33] For each couple of nodes, three different damage modes can
be considered, i.e. Mode I which is related to the traction component, and
Mode II and Mode III which are related to the shear components.
The CZM relates the traction vector, t, to the relative displacement vec-
tor, ∆, measured between the nodes which belong to the same couple. The
traction-separation model assumes initially linear elastic behaviour followed
by the initiation and evolution of damage. The elastic behaviour is writ-
ten in terms of an elastic constitutive tensor that relates the traction vector
components, t = {tn, ts, tt}T , to the separations ∆ = {δn, δs, δt}T across
the interface. The traction components are the force components divided by
the original area at each integration point. The separations are the nominal
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Figure 3.12: Damage modes of a cohesive element.[33]
strains multiplied by the original constitutive thickness, h, at each integra-
tion point, i.e. δn = nh, δs = sh, δt = th. The constitutive equation that
relates the traction vector to the relative displacement vector can be written
as: 
tn
ts
tt
 =
 Knn Kns KntKns Kss Kst
Knt Kst Ktt

δn
δs
δt
 . (3.54)
Usually, the off-diagonal terms are set to zero, then the uncoupled be-
haviour between the normal and shear components is obtained:
tn
ts
tt
 =
 Knn 0 00 Kss 0
0 0 Ktt

δn
δs
δt
 . (3.55)
The entries of the elasticity tensor are called penalty stiffness. The choice
of the correct value of the penalty stiffness is an issue of great concern. As
a matter of fact, a high initial penalty stiffness is used to hold the top and
bottom faces of the cohesive elements together in the linear elastic range, but
a very large value may result in an ill-conditioned problem.
3.10.3 Delamination onset
In order to evaluate the nucleation of delaminations, several initiation crite-
ria have been proposed in the Literature. In this work the quadratic stress
criterion is considered.[68] The parameters t0n, t
0
s and t
0
t represent the peak
values of the nominal stress when the deformation is either purely normal
to the interface or purely in the first or the second shear direction, respec-
tively. Considering this criterion, delamination is assumed to initiate when
3.10 Interlaminar material model 57
the quadratic stress equation reaches a value of one (point 2 in Figure 3.13),
that is:
{〈tn〉
t0n
}2
+
{
ts
t0s
}2
+
{
tt
t0t
}2
= 1. (3.56)
Figure 3.13: Bilinear model which defines the delamination growth.[66]
3.10.4 Delamination propagation
After the delamination onset, the propagation law is used to describe the rate
at which the cohesive element’s stiffness is degraded. The general framework
for describing the evolution of interlaminar damage is similar to the idea ap-
plied in CDM. A scalar damage variable, D, represents the overall damage
in the material and captures the combined effects of all the damage mech-
anisms. It initially has a value of 0, then it monotonically evolves from 0
to 1 upon further loading after the initiation of damage. By means of this
approach, proposed by Barenblatt[69] and Hilleborg et al.,[70] the cohesive
zone can still transfer load after delamination onset (point 2 in Figure 3.13),
until the critical value of the energy release rate is attained (point 4 in Figure
3.13). Thus, point 4 represents the condition when the energy release rate
exceeds the critical energy release rate, leading to the propagation of the de-
lamination.[71] The stress components of the traction-separation model are
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affected by the damage variable D according to:
tn =
{
t˜n (1−D) if t˜n ≥ 0
t˜n otherwise
ts = t˜s (1−D)
tt = t˜t (1−D)
, (3.57)
where t˜n, t˜s and t˜t are the effective traction components, i.e. the traction
components evaluated for the equivalent undamaged material. In this work,
the damage variable D is defined by means a bilinear law:
D = max
t
{
0,min
t
{
∆f
(
δ −∆0)
δ (∆f −∆0) , 1
}}
for 0 ≤ t ≤ t¯, ∀t¯ ≥ 0 (3.58)
where δ is the norm of the relative displacement.[72] Thus, in order to eval-
uate the damage variable D at each time increment, it is necessary to define
the relative displacements corresponding to delamination onset ∆0 and to
delamination propagation ∆f .
Pure-mode loading condition
In a pure-mode loading condition, the three different modes can be analysed
independently of each other. When the maximum traction t0n or t
0
s or t
0
t (ac-
cording to the mode) is reached, the damage is assumed to start propagating.
The corresponding onset displacements are, for the opening and shear modes
respectively:
δ0n =
t0n
Knn
, δ0s =
t0s
Kss
, δ0t =
t0t
Ktt
, (3.59)
When the traction reaches zero, the energy absorbed must be equal to
the critical energy release rate. This leads directly to the definition of the
final displacements in a pure-mode loading situation as:
δfn =
2GCn
Knnδ0n
, δfs =
2GCs
Kssδ0s
, δft =
2GCt
Kttδ0t
. (3.60)
Mixed-mode loading condition
When more than one mode acts simultaneously, the damage starts propagat-
ing even before one of the limit tractions for pure mode loading is attained
individually, Figure 3.14.
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Figure 3.14: Mixed-mode behaviour for the bilinear law.[73]
In order to analyse the mixed-mode loading condition, the shear relative-
displacement, δsh, and the magnitude of the relative displacement, δ, are
defined as follows:
δsh =
√
δ2s + δ2t , δ =
√
〈δn〉2 + δ2sh, (3.61)
whereas the mixed-mode traction is defined as:
tmm =
√
t2n + t2sh, (3.62)
where tsh =
√
t2s + t2t . As indicated by Pinho et al.,
[73] the participation of
the different modes, ψ, is defined as:
ψ = max
{
0,
δsh
δn
}
. (3.63)
In order to evaluate the overall damage variable, D, it is necessary to
calculate the relative displacement at delamination onset, ∆0 and at de-
lamination propagation ∆f . For mixed-mode loading condition, the relative
displacement at damage onset is given by:
∆0 =
√
〈δ0n〉2 +
(
δ0sh
)2
. (3.64)
The relative displacement at the delamination propagation, ∆f , is evalu-
ated considering the interlaminar fracture toughness properties. In this work,
the expression proposed by Benzeggagh and Kenane[42] is used which is par-
ticularly useful when the critical fracture energies during deformation purely
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along the first and the second shear directions (Mode II and Mode III) are
the same; i.e. GCs = G
C
t :
GCeq = G
C
n +
(
GCs −GCn
)(Gsh
GT
)η
, (3.65)
where GCn and G
C
s are the pure mode fracture toughness (Mode I and Mode
II respectively), GCeq is the equivalent mixed-mode fracture toughness (i.e.
the total critical strain energy release rate) and η is the mixed-mode interac-
tion parameter. Considering that the quantities Gn, Gs, Gt refer to the work
done by the traction and its conjugate relative displacement in the normal,
the first, and the second shear directions respectively, the energy release rate
under mixed-mode loading conditions is defined as GT = Gn + Gsh, where
Gsh = Gs +Gt is the energy release rate for shear loading.
Consider the energy absorbed up to the complete decohesion in a mixed-
mode situation. As the tractions are a function of the relative displacements,
these energies may be expressed in terms of relative displacements. Consid-
ering for simplicity of calculation that Knn = Kss = Ktt = K, the energy
absorbed by each mode in a mixed-mode loading are:
Gn =
Kδ0nδ
f
n
2
, Gsh =
Kδ0shδ
f
sh
2
. (3.66)
The relative displacement at delamination onset, ∆0, and delamination
propagation, ∆f , can be written as:∆0 = δ0n
√
1 + ψ2 = δ
0
sh
ψ
√
1 + ψ2
∆f = δfn
√
1 + ψ2 = δ
f
sh
ψ
√
1 + ψ2
, (3.67)
Substituting Eq. (3.67) into Eq. (3.65) and considering that GCeq =
K∆0∆f/2 as indicated in Figure 3.14, one can obtain:
K
2
∆0∆f = GCn +
(
GCs −GCn
)( ψ2
1 + ψ2
)η
. (3.68)
Thus, the relative displacement at delamination propagation can be writ-
ten as:
∆f =
{
2
K∆0
[
GCn +
(
GCs −GCn
) ( ψ2
1+ψ2
)η]
, if δn ≥ 0
δfsh, if δn < 0
. (3.69)
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After calculating ∆0 and ∆f as functions of known quantities, the damage
variable D can be evaluated by means of the bilinear constitutive law, Eq.
(3.58), where δ =
√
〈δn〉2 + δ2s + δ2t .
3.10.5 Penalty stiffness estimation
Different guidelines have been proposed for selecting the penalty stiffness of
the cohesive elements. Daudeville et al.[74] calculated it in terms of the
thickness of the interface elements h and the elastic moduli of the resin-rich
interface. They considered a small thickness (10−2 mm), obtaining high value
of the interface stiffness:
Knn =
E03
h
, Kss =
2G013
h
, Ktt =
2G023
h
. (3.70)
Camanho et al.[75] have obtained accurate predictions for carbon/epoxy
specimens using a proposed value of Knn = Kss = Ktt = 106 N/mm3. Turon
et al.[76] observed that the elastic properties of the whole laminate depend
on the properties of both the cohesive surfaces and the bulk constitutive
relations of the plies. Although the compliance of the cohesive elements
can contribute to the global deformation, their only purpose is to simulate
fracture. Thus, if the cohesive contribution to the compliance is not small
enough, a stiff connection between two neighboring layers before delamination
initiation is not assured. Considering a 1D model of a laminate divided into
two sublaminates by a cohesive interface, Figure 3.15, they showed that the
effective elastic properties of the composite are functions of the lamina elastic
moduli, the sublaminate thickness and the interface stiffness.
Figure 3.15: Composite laminate subdivided into two sublaminates in the
through-the-thickness direction.
For example, considering the through-the-thickness direction, the effective
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elastic modulus can be written as:
Eeff = E03
 1
1 + E
0
3
Knnt∗
 . (3.71)
Thus, the effective elastic stiffness is not affected by the cohesive interface
whenever E03  Kt∗, that is:
Knn =
αnnE
0
3
t∗
, (3.72)
where αnn is a parameter much larger than 1. However, large values of
Knn may cause severe numerical problems, such as spurious oscillations of
the stresses. Knn should be large enough to provide a reasonable stiffness
between the layers but small enough to reduce the numerical issues. Turon
et al.[76] demonstrated that values of αnn greater than 50 imply a 2% of loss
of the stiffness due to the presence of the cohesive interface. This value is
sufficently accurate for many engineering problems.
Chapter 4
Numerical validation, test cases taken from
the Literature
4.1 Introduction
The intralaminar damage model described in Chapter 3, together with other
two intralaminar damage models (the first based on the ply-discounting ap-
proach, the second based on an exponential softening law) have been imple-
mented in dedicated user-defined subroutines UMAT for use with the non-
linear finite element code Abaqus/Standard. Moreover, the CZM has been
adopted to evaluate the delamination onset and propagation as indicated in
paragraph 3.10.
In order to validate the developed methodology, some numerical appli-
cations taken from the Literature have been considered, ranging from quasi-
static to dynamic simulations. The aim is to reproduce the major key aspects
observable during failure, i.e. fibre breakage, fibre kinking, matrix cracking,
matrix crushing and delaminations. The material softening and the con-
tinuous stiffness degradation after damage onset can cause severe numerical
difficulties; thus in order to alleviate these problems, some special techniques
have been adopted, such as the smeared crack formulation for the intralami-
nar damage model. Furthermore, all the progressive failure events need to be
considered as dynamic in nature. Thus, the standard nonlinear static anal-
ysis may be relatively time consuming with severe convergence problems.[77]
To overcome such difficulties, it was decided to solve all the simulations, even
the static and quasi-static problems, in a dynamic fashion using the implicit
dynamic solution technique.
In this chapter three main applications are presented in order to study the
damage mechanisms of composite structures when subjected to static and dy-
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namic loading conditions. The three intralaminar damage models have been
compared with each other, ranging from simple ply-discounting approach
to the smeared crack formulation. These numerical applications are sum-
marised in Table 4.1. First, an open-hole coupon loaded statically in tension
has been analysed, considering a shell-based finite element model and us-
ing the ply-discounting approach. Second, another open-hole tension coupon
loaded statically in tension has been analysed. Unlike the previous numerical
application, this coupon has been modelled using 8-node solid elements and
the material degradation has been implemented using a stress-displacement
formulation in order to alleviate the issues related to the mesh dependency.
Third, a thin plate subjected to low-velocity impact has been analysed. 8-
node solid elements have been used, the intralaminar damage mechanisms
have been studied by means of the intralaminar damage model discussed in
Chapter 3 and the interlaminar damage mode has been considered using the
CZM.
Table 4.1: Summary of the numerical validation.
Description Adopted Material Intralaminar Delamination
formulation softening damage onset
1.
2D Open-hole Ply- Qd,ij modified Hashin Not considered
tension coupon discounting by β factors
3D Open-hole
CDM + stress-
2.
tension coupon
-displacement Exponential Hashin Not considered
formulation
3.
3D Low-velocity CDM + Proposed Proposed Cohesive
impact on a smeared crack damage model damage model, Zone Model,
thin plate formulation par. 3.7, 3.8 par. 3.7, 3.8 par. 3.10
4.2 Mesh independency
As first task, a mesh independency analysis has been performed in order to
evaluate the goodness of the proposed intralaminar damage model based on
the smeared crack formulation and characterised by a bilinear softening law.
Taking inspiration from the example in Falzon,[35] a cube with a side of 1
mm has been loaded in tension in the longitudinal direction. Three different
mesh densities have been considered, consisting of 1 element (L∗ = 1 mm),
33 elements (L∗ = 0.333 mm) and 53 elements (L∗ = 0.2 mm). For the
last two cases, the crack path has been considered, that is the intralaminar
damage model is introduced only for the elements in a band in the middle of
the cube perpendicular to the loading direction. In Figure 4.1 the red zones
indicate the elements which are completely damaged with a damage variable
d1T equals to 1. Moreover, the load-displacement curve is shown and it can
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be noted that the energy absorbed by the cube is independent of the mesh
refinement.
Figure 4.1: Load-displacement curve for three different mesh densities.
4.3 2D Open-hole tension coupon
4.3.1 Finite element model
An open-hole tension coupon with a central circular hole has been examined
and compared with the numerical results taken from the Literature.[21] The
coupon is 9 in. long and 1 in. wide. The hole diameter is 0.25 in. The lami-
nate is a 16-ply CFRP T300H/3900-2 UD with a ply thickness of 0.00645 in.
with the following stacking sequence [0/90]4S . Table 4.2 shows the material
data used for the simulations.
Table 4.2: Elastic moduli and strength allowables of T300H/3900-2 UD.
E011 E
0
22 G
0
12 ν
0
12 XT XC YT YC SL
[GPa] [GPa] [GPa] [-] [MPa] [MPa] [MPa] [MPa] [MPa]
160 9 6.2 0.28 2840 1550 60 168 95
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A right-hand coordinate system is used with the z-axis directed normal to
the middle plane of the model and the y-axis directed in the load direction.
A total of 80 4-node S4R5 shell elements is distributed around the perimeter
of the hole and the entire coupon is modelled using a total of 3200 4-node
S4R5 shell elements. Boundary conditions are indicated in Figure 4.2 and
they are imposed on opposite ends of the coupon to simulate the clamped
edge and the edge with an imposed uniform longitudinal displacement.
Figure 4.2: 2D open-hole tension coupon.
Nonlinear analyses have been performed using the full Newton-Raphson
method. The PFA utilises the ply-discounting approach which has been im-
plemented in a user-defined material subroutine UMAT. The Hashin’s model
has been used as failure initiation criterion.
4.3.2 Adopted damage model
The ply-discounting approach is a heuristic model based on a ply-discounting
material degradation. Instantaneous or single-step degradation reduces the
material stiffness moduli only once by the degradation factor βi. On the
contrary, recursive degradation successively degrades the material stiffness
coefficients in a gradual manner providing a gradual stiffness reduction over
several solution increments. The rate of reduction depends on the choice of
the βi parameter.
In order to evaluate the stiffness tensor Qk+1d at the current k+1
th solution
increment, the ith diagonal entry Qk+1d,ii is set equal to βi multiplied by Q
k
d,ii
from the previous kth solution increment and the other row and column
entries are also degraded in a similar manner. The material degradation
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rules for a 2D model are defined in the relation below and in Table 4.3:
T k+1 = Qk+1d E
k+1. (4.1)
The stiffness tensor of the damaged material is defined as:
Qk+1d =
 β1Qkd,11 β1β2Qkd,12 0β1β2Qkd,21 β2Qkd,22 0
0 0 β4Qkd,33
 , (4.2)
where the parameter β4 is defined in Table 4.3.
Table 4.3: Material degradation rules for ply-discounting approach.
Failure mode Failure Degradation Diagonal entries of
index factor constitutive matrix
Qk+1d,11 Q
k+1
d,22 Q
k+1
d,33
Longitudinal
1T β1 = β1T β1TQkd,11 -
β4Qkd,33
in-plane tensile β4 = β1T
Longitudinal
1C β1 = β1C β1CQkd,11 -
β4Qkd,33
in-plane compressive β4 = β1C
Transverse
2T β2 = β2T - β2TQkd,22
β4Qkd,33
in-plane tensile β4 = β2T
Transverse
2C β2 = β2C - β2CQkd,22
β4Qkd,33
in-plane compressive β4 = β2C
The selected damage initiation criterion is the Hashin’s criterion,[15] Table
4.4. Four damage activation functions Φi (i = 1T, 1C, 2T, 2C) are evaluated
and damage evolution begins when one or more of these failure indexes reach
or exceed unity. The parameter αs is a coefficient that determines the contri-
bution of the shear stress to the fibre tensile initiation criterion. ST denotes
the transverse shear strength which can be approximated as:[32]
ST = YC cos θfp
[
sin θfp +
cos θfp
tan (2θfp)
]
, (4.3)
where θfp is the inclination of the fracture plane with respect to the through-
the-thickness direction when considering the IFF due to compressive loading.
4.3.3 Numerical results
The same degradation factor has been chosen for all the damage modes,
that is β1T = β1C = β2T = β2C = β. The curves representing the applied
tensile load as a function of the moving end displacement are summarised
in Figure 4.3, where a comparison between the numerical results from the
Literature and the implemented ply-discounting damage model illustrated in
the previous paragraph is reported.
68 4. Numerical validation, test cases taken from the Literature
Table 4.4: Hashin’s damage initiation criterion for the 2D case.
Failure mode Damage activation function
Longitudinal
Φ1T =
(
σ˜11
XT
)2
+ αs
(
τ˜12
SL
)2
, for σ˜11 ≥ 0in-plane tensile
Longitudinal
Φ1C =
(
σ˜11
XC
)2
, for σ˜11 < 0in-plane compressive
Transverse
Φ2T =
(
σ˜22
YT
)2
+
(
τ˜12
SL
)2
, for σ˜22 ≥ 0in-plane tensile
Transverse
Φ2C =
(
σ˜22
2ST
)2
+
[(
YC
2ST
)2
− 1
]
σ˜22
YC
+
(
τ˜12
SL
)2
, for σ˜22 < 0in-plane compressive
Figure 4.3: Comparison between results from the Literature and the proposed
damage model.
The PFA results have been generated using a recursive degradation with
four different degradation factor, that is β = 0.5, β = 0.6, β = 0.7, and
β = 0.8. The black short-dashed line indicates the experimental average
failure load whereas the black continuous line represents the linear elastic
response. A good agreement has been obtained between the numerical re-
sults from the Literature and the numerical results obtained by means of the
implemented subroutine UMAT. Small differences can be observed which are
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probably due to some differences in the optimisation of the subroutines.
A small value of the degradation factor (β = 0.5) results in convergence
problems avoiding the achievement of the failure load. This is due to an
excessive drop of the elastic moduli leading to sudden degradation of the ma-
terial. Greater values of the degradation factor (β = 0.7 or β = 0.8) ensure
the convergence of the problem but they can lead to unrealistic behaviour
with an overestimation of the failure load. An intermediate value of the
degradation factor (β = 0.6) matches the experimental results with a good
agreement.
Consider ply 1, with the fibres aligned in the load direction. Figure 4.4(a)
shows the contour plot of the extension of the damaged zone characterised
by fibre breakages when the applied load reaches its maximum. The blue
zones indicate no damage and no stiffness degradation; on the contrary, the
red zones indicate a fully damaged area with complete stiffness degradation.
The damage localises near the hole which acts as a stress concentration. Sim-
ilarly, Figure 4.4(b) shows the extension of the damaged zone characterised
by matrix cracking when the failure load is reached. The damage extension
is clearly wide and the fracture path runs parallel to the fibres, in accordance
with the experimental evidence.
(a) Fibre breakage (b) Matrix cracking
Figure 4.4: Damage extension for ply 1.
The advantages of this approach are:
• ease of implementation of the ply-discounting approach in a numerical
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code;
• the material softening is governed by an easy factor β controlled by the
user.
Contrariwise, the disadvantages of this approach are:
• non-physically based approach, indicating that this approach is heuris-
tic and the factor β has not a clear physical meaning;
• the damage growth is dependent on the mesh size and on the selection
of the parameter β;
• extended sensitivity analyses are needed in order to study how the
variation of the mechanical behaviour of the structure can be attributed
to different variation of the parameter β.
4.4 3D Open-hole tension coupon
4.4.1 Finite element model
As second application, three quasi-isotropic laminates containing a central
hole and loaded in tension have been studied by comparing the predicted
failure loads with the corresponding numerical data and experimental results
taken from the Literature.[32], [78] All the three specimens are of the same
size, that is 203.2 mm long and 25.4 mm wide. The hole diameter is 6.35
mm. A half of the 3D finite element open-hole tension coupon is shown in
Figure 4.5
Figure 4.5: 3D open-hole tensile coupon.
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The material is a T300/1034-C CFRP with a nominal ply thickness of
0.1308 mm. The material properties (elastic moduli and strength allowables)
are shown in Table 4.5, whereas the intralaminar fracture toughness for each
damage modes are reported in Table 4.6.
Table 4.5: Elastic moduli and strength allowables of T300/1034-C.
E011 E
0
22 G
0
12 ν
0
12 XT XC YT YC SL ST
[GPa] [GPa] [GPa] [-] [MPa] [MPa] [MPa] [MPa] [MPa] [MPa]
146.8 11.4 6.1 0.3 1730 1379 66.5 268.2 58.7 101.1
Note: the transverse shear strength ST has been evaluated using Eq. (4.3).
Table 4.6: Intralaminar fracture toughness of T300/1034-C.
G1T G1C G2T G2C
[N/mm3] [N/mm3] [N/mm3] [N/mm3]
89.83 78.27 0.23 0.76
A right-hand coordinate system is used with the z-axis directed normal
to the middle plane of the model and the x-axis directed towards the load
direction. Three stacking sequences have been considered: [0/± 45/907]S ,
[0/± 452/905]S , and [0/± 453/903]S . The finite element model consists of
8-nodes solid elements C3D8R, defining a structured mesh. Four solid ele-
ments lay in the thickness direction of the coupon, thus each solid element is
characterised by a composite layup of five layers. For each solid element, the
material layers are stacked in the thickness direction (z-axis). The element
matrices are obtained by numerical integration: Gauss quadrature is used in
the plane of the lamina, and Simpson’s rule is used in the stacking direction.
For each element five section points are used for the integration through the
thickness, thus one section point through the layer is used and it is located
in the middle of the layer thickness. The projection of the section points on
the plane of the lamina coincides with the location of the integration point.
A total of 160 8-node solid elements are distributed around the perimeter of
the hole and the entire coupon is modelled using a total of 4896 8-node solid
elements. Figure 4.6 shows a detailed view of the zone near the hole.
Three implicit dynamic analyses have been performed using the full New-
ton - Rhapson method and a controlled displacement rate of 2 mm/min has
been applied to the right end of the coupon, whereas the left end has been
supposed to be fixed. To reduce the computing time, only one half of the spec-
imen has been modelled. The selected intralaminar damage model utilises
a particular stress-displacement formulation which has been implemented in
a user-defined material subroutine UMAT. This formulation is illustrated in
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Figure 4.6: Detailed view of the zone near the hole.
the Abaqus User’s Manual[59] and it is adopted in order to alleviate the issues
about the mesh dependency. The 3D Hashin’s model has been used as failure
initiation criterion, whereas the material degradation has been defined by an
exponential softening law.
4.4.2 Adopted damage model
For this numerical application, the material softening and the damage evolu-
tion have been studied using the CDM. Unlike the ply-discouting approach,
some user-defined internal state variables, most commonly known as dam-
age variables, are used in order to describe the intralaminar damage within
the plies. The damage variables di modify the entries of the stiffness tensor
of the damaged material Qd in order to estimate the mechanical response
of the structure. In order to mitigate the convergence difficulties of the 3D
nonlinear problem, only three damage variables have been considered, that
is d1 for the damage in the longitudinal direction, d2 in the transverse di-
rection and d4 for the longitudinal shear damage. Thus, the damage in the
through-the-thickness direction and the transverse shear damages have not
been considered, thus d3 = d5 = d6 = 0.
The damage variables vary from 0 (no damage in that direction), to unity
(loss of load-carrying capacity in that direction). For this particular applica-
tion, the softening of the material is studied using an exponential law. More-
over, in order to take into account the triaxial effects of the 3D model, the dis-
placement and the stress components are expressed as equivalent quantities
as illustrated in Table 4.7.
Consider Figure 4.7 and the generic ith damage mode, σ0eq is the equivalent
stress at damage onset, δ0eq is the equivalent displacement at damage onset,
δfeq is the equivalent displacement when the damage variable is equal to unity
(d = 1), G is the intralaminar fracture toughness which corresponds to the
area under the equivalent stress-displacement curve.
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Table 4.7: Equivalent displacement and equivalent stress components.
Effective stress Equivalent displacement and stress
σ˜11 ≥ 0
{
δ1T,eq = L
∗√〈11〉2 + γ212 + γ213
σ˜11,eq =
δ1T,eq
L∗ (〈σ˜11〉〈11〉+ τ˜12γ12 + τ˜13γ13)
σ˜11 < 0
{
δ1C,eq = L
∗〈−11〉
σ˜11,eq =
δ1C,eq
L∗ (〈−σ˜11〉〈−11〉)
σ˜22 ≥ 0
{
δ2T,eq = L
∗√〈22〉2 + γ212 + γ223
σ˜22,eq =
δ2T,eq
L∗ (〈σ˜22〉〈22〉+ τ˜12γ12 + τ˜23γ23)
σ˜22 < 0
{
δ2C,eq = L
∗√〈−22〉2 + γ212 + γ223
σ˜22,eq =
δ2C,eq
L∗ (〈−σ˜22〉〈−22〉+ τ˜12γ12 + τ˜23γ23)
Figure 4.7: Equivalent stress - Equivalent displacement curve.
The positive slope of the stress-displacement curve prior to damage initi-
ation corresponds to linear elastic material behaviour, whereas the negative
slope after damage initiation is achieved by the evolution of the respective
damage variable. The damage evolution law is given by:
d = 1− δ
0
eq
δeq
exp
[
A∗
(
1− δeq
δ0eq
)]
, (4.4)
where A∗ is a parameter that defines the exponential softening law. This
parameter must be calculated numerically using a proposed algorithm which
ensures that the computed dissipated energy is independent of the mesh re-
finement, Appendix A.
When damage begins to grow, UMAT subroutine calculates first the
equivalent displacement δ0eq and equivalent stress σ
0
eq. Using these values
together with the intralaminar fracture toughness G, the algorithm evaluates
the parameter A∗. The calculation of A∗ is done only once during the nonlin-
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ear analysis for each integration point of the finite element model. Using the
parameter A∗ and the equivalent displacement at complete failure δfeq, the
damage evolution law is perfectly known as a function of δeq, i.e. d = d (δeq).
Repeating the same procedure for all the damage mechanisms, one can esti-
mate all the damage variables at each time increment, updating the stiffness
tensor of the damaged material Qd. The longitudinal shear damage variable
d4 is considered as function of the other damage variables, see Eq. (3.47),
thus damage due to fibre breakage or damage due to matrix cracking implies
a degradation in the shear elastic modulus G012.
The chosen damage initiation criterion is the 3D version of the Hashin’s
criterion, Table 4.8. Four damage activation functions Φi (i = 1T, 1C, 2T, 2C)
are evaluated and damage evolution begins when one or more of these failure
indexes reach or exceed unity. ST denotes the transverse shear strength.
Table 4.8: Hashin’s damage initiation criterion for the 3D case.
Failure mode Damage activation function
Longitudinal
Φ1T =
(
σ˜11
XT
)2
+
τ˜212+τ˜
2
13
S2
L
, for σ˜11 ≥ 0in-plane tensile
Longitudinal
Φ1C =
(
σ˜11
XC
)2
, for σ˜11 < 0in-plane compressive
Transverse
Φ2T =
(σ˜22+σ˜33)
2
Y 2
T
+
(τ˜223−σ˜22σ˜33)
S2
T
+
τ˜212+τ˜
2
13
S2
L
, for σ˜22 + σ˜33 ≥ 0in-plane tensile
Transverse Φ2C =
[(
YC
2ST
)2
− 1
](
σ˜22+σ˜33
YC
)
+ (σ˜22+σ˜33)
2
4S2
T
+
(τ˜223−σ˜22σ˜33)
S2
T
+
in-plane compressive +
τ˜212+τ˜
2
13
S2
L
, for σ˜22 + σ˜33 < 0
4.4.3 Numerical results
Figure 4.8 shows the load-displacement relation for the [0/± 45/907]S lami-
nate. The black solid curve is the experimental failure load, whereas the black
dotted line is the linear elastic response of the structure. The red curve is the
numerical result taken from the Literature[78] which uses the LaRC03 model
as damage initiation criterion.[18] The blue curve is the present analysis nu-
merical result. The two numerical results are in very good agreement and
they are both a little bit conservative in comparison with the experimental
result. Figure 4.9 shows the deformed shape of the specimen at the collapse
time and the contour plot of the damage variable d1T . The elements which
exhibit a blue colour are not damaged (d1T = 0), whereas the elements which
exhibit a red colour are completely damaged (d1T = 1). The failure plane
is represented by a band of localised elements perpendicular to the loading
direction, which is in accordance with the experimental results.
Figure 4.10 and Figure 4.11 are relevant to the [0/ (±45)2 /905]S lami-
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Figure 4.8: Load-displacement curve for the [0/± 45/907]S laminate.
Figure 4.9: Fracture plane for the [0/± 45/907]S laminate.
nate. The proposed damage model leads to a more conservative result than
that taken from the Literature. The obtained result is very close to the ex-
perimental failure load with a percentage error of −0.1%. Again, the failure
plane is represented by a band of localised elements perpendicular to the
loading direction, in accordance with the experimental results.
Figure 4.12 and Figure 4.13 are relevant to the [0/ (±45)3 /903]S laminate.
Also for this case, the proposed damage model leads to a more conservative re-
sult than that taken from the Literature. The obtained result underestimates
the experimental failure load with a percentage error of −10.7%. Again, the
failure plane is represented by a band of localised elements perpendicular to
the loading direction, which is in accordance with the experimental results.
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Figure 4.10: Load-displacement curve for the [0/ (±45)2 /905]S laminate.
Figure 4.11: Fracture plane for the [0/ (±45)2 /905]S laminate.
Taking into account the three progressive failure analyses, one can notice
that there is a good agreement between the proposed damage model and the
damage model taken from the Literature. Moreover, the numerical results
are in good agreement with the experimental results, Table 4.9.
The advantages of this approach are:
• absence of any heuristic parameter, thus all the parameters employed
in the model have a physical meaning and they can be characterised by
experimental tests;
• the equivalent stress - equivalent displacement formulation permits to
avoid the mesh dependency.
Contrariwise, the disadvantages of this approach are:
4.4 3D Open-hole tension coupon 77
Figure 4.12: Load-displacement curve for the [0/ (±45)3 /903]S laminate.
Figure 4.13: Fracture plane for the [0/ (±45)3 /903]S laminate.
Table 4.9: Comparison between the numerical estimations and the experimen-
tal results.
Laminate Experimental Numerical Percentage
failure load result error
[kN] [kN] [%]
[0/± 45/907]S 10.63 9.70 -8.7%[
0/ (±45)2 /905
]
S
12.35 12.34 -0.1%[
0/ (±45)3 /903
]
S
15.67 13.99 -10.7%
• need to orient the mesh along the principal directions, thus the fracture
path need to be known a priori;
• the experimental characterisation of the intralaminar fracture tough-
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ness is an issue of great concern;
• the calculation of the parameter A∗ increases the complexity of the
user-defined subroutine, leading to an increment of the computational
costs.
4.5 Thin plate subjected to a low-velocity impact
4.5.1 Finite element model
A finite element model of an impact on a thin composite structure taken
from Tita et al.[79] was developed in order to evaluate the capabilities of the
proposed intralaminar and interlaminar damage model. The bilinear soften-
ing law based on the smeared crack formulation illustrated in Chapter 3 has
been considered. A square composite specimen (length and width of 120 mm,
thickness of 1.8 mm) with a stacking sequence of [0/90/0/90/0]S has been
considered. The low-velocity impact test was realised following the speci-
fication described in the ASTM D5628.[80] The specimen was fixed by two
circular steel disks that had a hole with a diameter of 80 mm. The aluminium
impactor had a hemispherical cap with a radius of 8 mm and the support of
the impactor, the load cell of the drop tower and the impactor had a total
mass of 1.205 kg. The impactor fell from a height of 0.5 m, obtaining an
impact velocity of 3.13 m/s and an impact energy of 5.91 J.
Several finite element analyses have been carried out using the implicit
code Abaqus/Standard v.6.10-3 and implementing the intralaminar damage
model described in Chapter 3 in an user-defined subroutine UMAT. The
square specimen has been modelled by means of a circular plate with a ra-
dius of 50 mm in a clamped set-up, that is the zone of the specimen outside
the supports has not been considered. Only a quarter of the finite element
model has been modelled, exploiting the symmetries of the problem and alle-
viating the expensive computational costs. The impactor has been modelled
by means of a hemispherical analytical rigid surface in contact with the cen-
tral region of the composite plate. A node with a concentrated mass of 1.205
kg has been associated with the rigid surface of the impactor and the bound-
ary conditions have been imposed to this node in order to permit only the
movement along the z-direction in the global coordinate system of the finite
element model.
Full 3D models have been considered using 8-nodes solid elements C3D8R
and interlaminar cohesive elements COH3D8 have been placed between ad-
jacent laminae. The thickness of the cohesive elements at the beginning of
the simulation is equal to 10−3 mm. The quadratic nominal stress criterion,
Eq. (3.56), has been used to determine the delamination onset, whereas the
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Benzeggagh-Kenane criterion has been assumed in order to analyse the de-
lamination propagation (considering a parameter η = 1.45).
Lamina material properties are reported in Table 4.10 and 4.11. Intralam-
inar fracture toughness values have been chosen considering similar materials
in the literature. Interlaminar penalty stiffness and strength allowables are
reported in Table 4.12 and 4.13.
Table 4.10: Intralaminar elastic moduli and strength allowables.
E011 E
0
22 G
0
12 ν
0
12 XT XC YT YC SL ST
[GPa] [GPa] [GPa] [-] [MPa] [MPa] [MPa] [MPa] [MPa] [MPa]
127 10 5.4 0.34 1400 930 47 130 53 89
Table 4.11: Intralaminar fracture toughness.
G1T G1C G2T G2C
[N/mm] [N/mm] [N/mm] [N/mm]
80 60 0.23 0.76
Table 4.12: Interlaminar penalty stiffness and strength allowables.
Knn Kss Ktt t
0
n t
0
s t
0
t
[N/mm3] [N/mm3] [N/mm3] [MPa] [MPa] [MPa]
106 106 106 62.3 53 89
Table 4.13: Interlaminar fracture toughness.
GCn G
C
s G
C
t
[N/mm] [N/mm] [N/mm]
0.23 0.9 0.9
A surface-to-surface contact discretisation with a small-sliding tracking
approach has been used to simulate the contact between the impactor and
the thin plate because it is more efficient and recommended for normal im-
pactor direction.[81] As constraint enforcement method, the penalty method
has been used. Also the contact between adjacent layers has been simulated
in a similar manner. The nonlinearities due to the contact have been con-
sidered through the use of the NLGEOM function. In order to simulate the
impact phenomenon, the implicit time integration scheme has been used by
means of the Hilber-Hughes-Taylor operator, which is an extension of the
Newmark method. The introduction of artificial damping is necessary in or-
der to overcome the convergence difficulties in obtaining a solution, thus a
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damping control parameter of α = −0.414 has been used. This value guar-
antees an improvement of the convergence behaviour without significantly
degrading the solution accuracy.[59]
4.5.2 Adopted damage model
The adopted damage model for this application has been extensively illus-
trated in Chapter 3. Damage initiation criterion has been illustrated in para-
graphs 3.7 and 3.8, whereas the damage evolution has been simulated con-
sidering a bilinear material softening using the smeared crack formulation.
The CZM has been adopted in order to evaluate the delamination growth
and propagation, paragraph 3.10. The three penalty stiffness parameters
Knn, Kss and Ktt have been chosen equal to each other and equal to 106
N/mm3. This particular value has been chosen as a compromise, that is
large enough to guarantee a stiff connection between the adjacent laminae
without encountering numerical difficulties. Considering paragraph 3.10.5
and assuming t∗ = 0.18 mm, one can obtain the αii parameters which de-
scribe the loss of stiffness due to the presence of the cohesive interface, Table
4.14. Eq. (3.71) has been adapted also for the shear cases, taking into ac-
count the transverse shear moduli G013 and G
0
23, i.e. αss = Ksst
∗/G013 and
αtt = Kttt∗/G023.
Table 4.14: Loss of stiffness due to the presence of the cohesive interface.
Penalty stiffness αii Loss of stiffness
[N/mm3] [-] [%]
Knn 10
6 18.0 -5.26 %
Kss 10
6 33.3 -2.91 %
Ktt 10
6 59.0 -1.67 %
The loss of stiffness is small enough for the cases of Kss and Ktt which
are related to the shear modes of the cohesive interface. Contrariwise, αnn
parameter related to the traction mode is quite high. This is not a strong
limitation because impact event is mainly characterised by shear and com-
pressive behaviour of the cohesive interface, whereas traction mode is limited
only to small zones generally not so close to the impact site, Figure 4.14.
4.5.3 Numerical results
Contact analyses using a linear elastic material
The mesh density is an issue of great concern. As first task, nonlinear con-
tact analyses considering a linear elastic material have been carried out. A
temporal window of 1 ms has been considered and the contact zone has been
modelled by means of four different mesh densities with different character-
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Figure 4.14: Small extension of the zones characterised by interlaminar trac-
tion mode.
istic length L∗: a coarse mesh (L∗ = 2 mm), an intermediate mesh (L∗ = 1
mm), a fine mesh (L∗ = 0.5 mm) and a very fine mesh (L∗ = 0.25 mm).
Figure 4.15 shows the numerical results in a force-time graph.
Figure 4.15: Mesh sensitivity analysis, contact force-time graph.
The analyses have shown that the average behaviour is the same for all
the mesh densities, although some differences can be noted. The coarse
mesh suffers from excessive element distortion and the contact force-time
curve is characterised by the absence of the oscillations typical of the impact
phenomenon. On the contrary, the finer mesh permits to solve the numerical
problems due to the hourglass effect and it better catches the oscillations
of the impact event because of the greater number of degrees of freedom.
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Not surprisingly, the best result is obtained with higher computational costs,
so a compromise must be found by using a hybrid meshing technique: a
fine density in the contact zone and an intermediate density in the other
zones. Thus, the entire finite element model consists of 21120 C3D8R solid
elements and 7056 COH3D8 cohesive elements, with a total of 32254 nodes.
Figure 4.16 shows the finite element model, whereas Figure 4.17 shows the
characteristic length of two elements in different zones of the 3D model.
Figure 4.16: Overview of the selected mesh.
Numerical computational costs
The mesh selected in paragraph 4.5.3 has been analysed considering four dif-
ferent cases, as illustrated in Table 4.15, in order to evaluate the convergence
difficulties that can be encountered during the simulation of impacts by means
of the PFA. A convergence criterion for the ratio Rαn of the largest residual
to the corresponding average flux norm equal to 0.01 has been considered,
which is enough strict.[59]
From Table 4.16, Figure 4.18 and Figure 4.19, one can note that the intro-
duction of the cohesive elements implies an increase of numerical difficulties,
that can be overcome using very fine but numerically expensive meshes. In
this work, when the time increment became too small (≈ 10−6 ms), it was
assumed that the nonlinear simulation did not converge. In more details,
considering a simulated time step Tsim = 4.5 ms, case 1 and case 2 have
completed more than 60% of the temporal window, whereas case 4 less than
20%. Case 3 has been interrupted after 10000 time increments because of the
elevated computational time, completing the 27% of the temporal window.
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Figure 4.17: Top view of the finite element model of the composite plate.
Table 4.15: Four different cases studies.
Description
Case 1 Only the intralaminar damage model has been considered. No cohesive
elements have been placed between the layers.
Case 2 Only the intralaminar damage model has been considered, the cohesive
elements have been placed between the layers without considering their
damage mode. Only the effect of the penalty stiffness is considered.
Case 3 No intralaminar damage model has been considered, the cohesive ele-
ments have been placed between the layers and the interlaminar damage
mode has been considered.
Case 4 Both intralaminar and interlaminar damage modes have been consid-
ered.
Moreover, the number of time increments necessary to simulate 1 ms of the
temporal window in case 1 (≈ 2100/ms) and case 2 (≈ 1400/ms) has been
significantly lower than those of case 3 (≈ 8300/ms) and case 4 (≈ 3200/ms).
These considerations indicate that the CZM implemented in Abaqus may
show numerical issues if the mesh density is not adequately fine. None of the
cases studied had completed the analysis, Figure 4.20 and Figure 4.21, thus
a restart with alleviated convergence criteria can be useful to terminate the
simulations. First, one can note that case 1 and case 2 are nearly coincident,
that is a high value of the penalty stiffness ensures a stiff connection between
the neighboring layers without significantly affecting the compliance of the
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Table 4.16: Overview of the numerical results.
Tsim
Completed
tsim/Tsim
CPU Number of
Nincr/tsim
time step time increments
[ms] tsim [ms] [-] [h] Nincr [-] [1/ms]
Case 1 4.5 2.72 0.604 20.7 5819 2139
Case 2 4.5 2.80 0.622 20.0 3788 1353
Case 3 4.5 1.21 0.269 60.5 10000 8264
Case 4 4.5 0.82 0.182 16.5 2605 3177
Figure 4.18: Ratio between the completed time step and the total time step.
composite. Moreover, the combined effects of intralaminar and interlaminar
damage modes (case 4) is quite strong, reducing the overall bending stiffness
of the plate. However, this implies a significant increase of numerical prob-
lems leading to an earlier loss of convergence. An anomalous result has been
obtained for case 3 which has led to an unrealistic increment of the bending
stiffness of the finite element model.
Mesh refinement sensitivity analysis
On the basis of the obtained results in the previous paragraph by means of
case 4, some advanced nonlinear impact analyses considering both intralam-
inar and interlaminar damage modes have been carried out adopting four
different mesh densities. As a matter of fact, the selected mesh density used
in the previous paragraphs leads to high computational time required, thus a
mesh sensitivity analysis becomes useful in order to find a good compromise
between precision of the results and size of the finite element model.
Four mesh densities, characterised by different characteristic length L∗ in
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Figure 4.19: Ratio between the number of increments and the completed time
step.
Figure 4.20: Force-time curve.
the contact zone, have been analysed: a coarse mesh (L∗ = 2 mm), an inter-
mediate mesh (L∗ = 1 mm), a supplementary intermediate mesh (L∗ = 0.7
mm) and a fine mesh (L∗ = 0.5 mm). Although the smeared crack formu-
lation ensures that the energy released during the crack growth process is
independent on the mesh density, the issue of the mesh size dependency still
remains as it is intrinsic of the FEM. An excessive coarse mesh will proba-
bly lead to misleading results, thus mesh refinement in critical zones is often
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Figure 4.21: Force-displacement curve.
desirable. Figure 4.22 illustrates the contact force-time curves whereas Fig-
ure 4.23 illustrates the contact force-displacement of the impactor curves.
When considering the coarse and the two intermediate mesh densities, it can
be observed that the smeared crack formulation works well and only small
differences in the mechanical responses of the finite element models are ob-
servable. Moreover, increasing the mesh density the mechanical behaviour
of the finite element model approaches the experimental results leading to
better predictions. Contrariwise to this trend, the finest finite element model
leads to unexpected results, with higher oscillations in the dynamic response
and higher load peak. This is probably due to the higher number of nodes
and degrees of freedom which characterised the finest mesh.
With these considerations in mind, the best mesh density is the interme-
diate one, characterised by elements in the contact zone with a characteristic
length L∗ equal to 0.7 mm. Thus, the selected final model consists of 10560
C3D8R solid elements and 3600 COH3D8 cohesive elements, with a total
of 16775 nodes. This finite element model has been adopted for the next
sensitivity analyses.
Boundary conditions sensitivity analysis
The selected mesh in the previous paragraph has been analysed considering
a quite tight convergence criterion with ratio Rαn of the largest residual to
the corresponding average flux norm equal to 0.1.[59] Since this value did not
allow to reach the convergence for the whole simulation, a restart simulation
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Figure 4.22: Contact force-time curves.
Figure 4.23: Contact force-displacement of the impactor curves.
has become necessary employing a relaxed convergence criterion (a unit value
has been used due to the fact that the unloading phase of the simulation is
less affected by the damage phenomena).
Figure 4.24 shows the numerical contact force-time curves for the case of
the clamped specimen together with the experimental curve, whereas Figure
4.25 shows the corresponding force-displacement curves. The overall numer-
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ical response of the clamped specimen is significantly stiffer than the experi-
mental result, leading to a lower maximum displacement of the impactor.
Figure 4.24: Contact force-time curves.
Figure 4.25: Contact force-displacement of the impactor curves.
ASTM D5628 also permits to test unclamped specimen and, since the real
support condition for the test case under study were not precisely known, an
additional numerical simulation has been carried out, considering the same
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specimen in a different support set-up. For this additional simulation the up-
per support disk has been removed and two clamps, modelled as analytically
rigid surfaces with a diameter of 10 mm, have been introduced, Figure 4.26.
Figure 4.26: Specimen bound by two clamps.
From Figure 4.24 and Figure 4.25, it can be noted that the response of
the modified model is less rigid and it matches the experimental curve quite
closely. Table 4.17 summarises the obtained numerical results, comparing
them with the experimental data.
Table 4.17: Overview of the numerical results considering two different
boundary conditions compared with the experimental result
Maximum Displacement Maximum Force
displacement error force error
[mm] [%] [N] [%]
Experimental 4.55 - 3015 -
Clamped
3.94 -13.4 3170 5.1
specimen
Specimen bound
4.46 -1.9 2930 -2.8
by two clamps
Figure 4.27 shows the extension of the damages due to fibre breakages.
Red colour indicates the complete fibre tensile failure with total loss of load-
carrying capabilities. It can be observed that for each lamina the fracture
path is perpendicular to the fibre direction, in accordance with the experi-
mental evidence. Figure 4.28 shows instead the wide extension of the zones
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characterised by the matrix cracking and red colour indicates the finite ele-
ments with a transverse tension damage variable d2T = 1.
Figure 4.27: Fracture paths due to the fibre breakages.
Figure 4.29 shows the comparison between the extension of delaminated
zone obtained by the numerical simulation (clamped specimen) and that ob-
tained by the experimental test.[79] The Stiffness DEGradation (SDEG) pa-
rameter represents the damage variable D as indicated in paragraph 3.10:
the red colour in the contour plot indicates total loss of load-carrying ca-
pacity, whereas the grey colour indicates the absence of delamination. The
widest delaminations have been reported in figure, that is between layer 5
and layer 6 and between layer 6 and 7, considering layer 1 opposite to the
impacted side. The widest delamination covers an area of approximately 225
mm2. A good agreement has been achieved between numerical predictions
and experimental results.
In-plane shear damage formulation sensitivity analysis
The selected mesh for the clamped specimen has been analysed considering
the two different in-plane shear damage formulations illustrated in paragraph
3.8.3. Thus, two cases have been considered:
• Case 1: simplified shear damage evaluation, as indicated in Eq. (3.47).
For this case, the shear damage is due to damage in longitudinal and
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Figure 4.28: Wide zones characterised by matrix cracking.
transverse directions. This case has been already illustrated in the
previous paragraph 4.5.3.
• Case 2: an in-plane shear damage activation function Φ4 is introduced
which defines the linear elastic domain in the case of pure shear, Eq.
(3.48). The shear damage variable is related to a linear softening law
and it can be activated also by damage in the transverse direction, Eq.
(3.49). Differently from Case 1, the damage due to pure shear loading
is taken into account.
Figure 4.30 and Figure 4.31 report the contact force-time curves and the
contact force-displacement of the impactor curves.
The case 2 is clearly more damaging than case 1. Not only the contact
time and the maximum displacement reached by the impactor are greater
that the same quantities evaluated for case 1, but it can be observed that,
at approximately 1.5 ms the contact force presents a sudden drop which is
related to a sudden damage mechanism which releases a great amount of
energy. Since the two cases have exhibited the same interlaminar damage
mechanisms, this sudden drop is attributable to the intralaminar shear dam-
age mechanism. As a matter of fact, the extension of the zone characterised
by shear failure (with a shear damage variable d4 = 1) is much wider in the
case 2 than in the case 1, Figure 4.32 and Figure 4.33.
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Figure 4.29: Delaminations, comparison between experimental result[79] and
numerical estimation.
Figure 4.30: Contact force-time curves.
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Figure 4.31: Contact Force-displacement of the impactor curves.
These last analyses have shown how the PFAs are strongly influenced by
the selected intralaminar damage model, leading to numerical results that
can differ significantly with each other.
Figure 4.32: Extension of the zone characterised by shear failure considering
the shear damage formulation, case 1.
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Figure 4.33: Extension of the zone characterised by shear failure considering
the shear damage formulation, case 2.
Part II
Experimental activities

Chapter 5
Experimental tests
5.1 Introduction
The experimental activities have been carried out in the Structures and Ma-
terials laboratory at the Department of Aerospace Engineering of University
of Pisa in the context of a Master’s Degree Thesis.[63] Otherwise, the low-
velocity impact tests have been carried out in the Structure and Materials
laboratory at University of Bologna. The specimens were both unidirectional
laminates and quasi-isotropic laminates and all the specimens were made of
the same composite material, i.e. Tenax J HTA 5231 6K carbon fibre and
Cycom 985 epoxy resin. The main purposes of the experimental campaign
were:
• determination of the lamina mechanical properties;
• experimental characterisation of unnotched and open-hole composite
coupons;
• evaluation of the flexural stiffness properties of thin supported beams;
• evaluation of the mechanical response of specimens subjected to low-
velocity impacts.
The characterisation of the lamina mechanical properties consisted of sev-
eral tests, i.e. tensile tests for 0◦ unidirectional laminates (UNT-A series)
and for 90◦ unidirectional laminates (UNT-B series), compressive tests for
0◦ unidirectional laminates (UNC-C series) and for 90◦ unidirectional lami-
nates (UNC-D series), shear tests for V-notched (Iosipescu) specimens (S-E
series). These tests have permitted to measure the stiffness properties, i.e.
longitudinal tensile modulus E01T , longitudinal compressive modulus E
0
1C ,
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transverse tensile modulus E02T , transverse compressive modulus E
0
2C , shear
modulus G012, Poisson’s ratio ν
0
12 and the allowable strengths, i.e. longitu-
dinal tensile strength XT , longitudinal compressive strength XC , transverse
tensile strength YT , transverse compressive strength YC and in-plane shear
strength SL. All the mechanical properties have been used for the validation
of several finite element models subjected to quasi-static loading conditions
and to low-velocity impacts, as described in Chapter 6 and Chapter 7.
The characterisation of the laminates mechanical properties consisted
of tensile and compressive tests for two different types of specimens, that
is tensile tests for unnotched laminates (UNT-G LAM series), compressive
tests for unnotched laminates (UNC-H LAM series), tensile tests for notched
(open-hole) laminates (OHT-I LAM series) and compressive tests for notched
(open-hole) laminates (OHC-L LAM series). The laminate stacking sequence
is [0/± 45/90]2S .
Afterwards, the determination of the flexural properties of the assigned
composite material consisted of a dedicated Three-Point bending tests on
thin supported beams. The beams have been cut from the same plates which
have been used to cut the specimens subjected to the low-velocity impacts.
This is due to the fact that when considering the impact simulations, the in-
plane elastic properties may lead to excessively stiff results, thus the flexural
properties are needed in order to simulate better the bending behaviour of
the specimens.
At last, the evaluation of the mechanical response of quasi-isotropic lami-
nates subjected to low-velocity impact consisted of a dedicated experimental
activity (LVI-M LAM): 15 specimens with a laminate stacking sequence of
[0/± 45/90]2S have been subdivided into six groups, each for a different level
of impact energy and the impacts have been carried out by means a drop
tower test machine.
Table 5.1 shows the summary of the experimental tests. A total of 96
specimens have been tested. All the experimental tests have been carried out
following the ASTM specifications for composite materials. Table 5.2 shows
the ASTM regulations that have been followed during the experimental tests.
5.2 Longitudinal tensile tests, UNT-A
5.2.1 Summary of test
The ASTM standard ASTM D3039 - Standard test method for tensile prop-
erties of polymer matrix composite materials [82] has been considered as ref-
erence to conduct the longitudinal tensile tests UNT-A. A thin flat strip of
material having a constant rectangular cross-section has been mounted into
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Table 5.1: Summary of the experimental tests.
Series Layup Measured Number of
mechanical properties specimens
UNT-A [0]16 E
0
1T ,XT ,ν
0
12 12
UNT-B [90]16 E
0
2T ,YT 5
UNC-C [0]16 E
0
1C ,XC 13
UNC-D [90]16 E
0
2C ,YC 5
S-E [0]16 G
0
12,SL 6
UNT-G LAM [0/± 45/90]2S Tensile modulus and strength 5
UNC-H LAM [0/± 45/90]2S Compressive modulus and strength 5
OHT-I LAM [0/± 45/90]2S Ultimate tensile load 6
OHC-L LAM [0/± 45/90]2S Ultimate compressive load 6
3PB-M LAM [0/± 45/90]2S Flexural properties 18
LVI-M LAM [0/± 45/90]2S Response to low-velocity impacts 15
Table 5.2: ASTM regulations.
Series ASTM Standard
UNT-A ASTM D3039
UNT-B ASTM D3039
UNC-C ASTM D695
UNC-D ASTM D695
S-E ASTM D5379
UNT-G LAM ASTM D3039
UNC-H LAM ASTM D695
OHT-I LAM ASTM D5766
OHC-L LAM ASTM D6484
3PB-M LAM ASTM D7264
LVI-M LAM ASTM D7136
the grips of a mechanical testing machine and monotonically loaded in ten-
sion while recording the force. The specimen must satisfy specific geometry
requirements. This test method is designed to produce tensile property data
and if the coupon strain is monitored with strain or displacement transducers
then the stress-strain σ11 − 11 response of the material can be determined.
Here below the tensile properties which have been measured:
• ultimate longitudinal tensile strength, XT ;
• longitudinal tensile modulus, E01T ;
• Poisson’s ratio, ν012.
The speed of testing must be properly set in order to effect a nearly
constant strain rate in the gauge section. Thus, a standard head displacement
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rate of 2 mm/min has been considered. No explicit conditioning process have
been performed, thus the specimen were unconditioned.
5.2.2 The specimen
For statistically significant data, 12 specimens have been tested. They have
been subdivided into two batches (6+6) as it has been necessary to change
the load application system and the gripping configuration because of some
anomalies in the failure mode for the specimens of the first batch. ASTM
standard does not describe the load application system in depth, allowing
some free choices. An example is the gripping setup. The goodness of the
gripping configuration can be evaluated considering the failure mode: if the
failure localises inside the tabs then the measured data is affected by strong
uncertainties.
The specimens consisted of 16 plies oriented at 0◦. The geometry of the
specimens of the first batch is reported in Figure 5.1 and fabric-based tabs
cobonded with the specimen have been used.
Figure 5.1: Specimen dimension for the UNT-A test series, first batch.
The specimens of the first batch have encountered some difficulties be-
cause of failure localised inside the grips and debonding of the tabs, leading to
high uncertainties on the measured data. Thus, a second batch became nec-
essary, modifying and correcting the load application system. The specimen
of this batch differ from the specimen of the first batch only for the absence
of the tabs, Figure 5.2. The specimen dimensions have been measured by
means of a digital caliper and reported in Table 5.3.
Significant variability in the thickness has been observed in the specimens
of the second batch, plus some defects. The photos of specimen UNT-A2.1,
UNT-A2.3, UNT-A2.5 and UNT-A2.6 are reported in Figure 5.3.
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Figure 5.2: Specimen dimension for the UNT-A test series, second batch.
Table 5.3: Specimen dimensions for the UNT-A series.
Batch Specimen Thickness Width
[mm] [mm]
First
UNT-A1 2.48 14.78
UNT-A2 2.42 14.75
UNT-A3 2.46 14.72
UNT-A4 2.38 14.89
UNT-A5 2.36 15.05
UNT-A6 2.42 14.65
Second
UNT-A2.1 2.60 15.05
UNT-A2.2 2.51 14.89
UNT-A2.3 2.38 15.00
UNT-A2.4 2.66 15.10
UNT-A2.5 2.37 14.98
UNT-A2.6 2.41 15.07
5.2.3 Apparatus
The whole apparatus consists of a number of equipments. A 100 kN testing
machine, driven by a servo-hydraulic system, has been used and, as indicated
in the previous paragraph, two different gripping configurations have been
adopted. Figure 5.4 shows a drawing of the testing machine which has a fixed
bottom head and a fixed top head. Each head of the testing machine carries
one grip for holding the test specimen so that the direction of force applied
to the specimen is coincident with the longitudinal axis of the specimen. The
grips apply sufficient lateral pressure to prevent slippage between the grip
face and the coupon. Moreover, the grips are properly aligned in order to
minimise the bending stresses in the specimen. Figure 5.5 and Figure 5.6
show the adopted testing machine with the two gripping configurations (for
the first batch and the second batch of specimens).
A servo-hydraulic system, governed by a digital control system, has been
used to control the movable head of the testing machine. A laptop has been
used for data recording, storing the signals (force and displacement) from the
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(a) UNT-A2.1 specimen (b) UNT-A2.3 specimen
(c) UNT-A2.5 specimen (d) UNT-A2.6 specimen
Figure 5.3: Observed defects in some specimens of the UNT-A2 series.
load cell of the testing machine, from the extensometer and from the strain
gauges. The specimens of the first batch have been instrumented with an
extensometer and strain gauges, whereas the specimens of the second batch
have been instrumented only with strain gauges.
Figure 5.7 shows the extensometer which has been used for measuring
the elongation of the specimen. It consists of two couples of knives which
are pressed against the surfaces of the specimen by two springs. The first
couple consists of fixed knives, whereas the second couple consists of movable
knives which are connected at their extremities to thin metal blades. These
blades are inserted into the case of the extensometer and they are subjected
to bending. During the experimental test, the movable knives follow the
elongation of the specimen thanks to the bending deflection of the blades.
For each blade, two strain gauges are positioned in a back-to-back configura-
tion. Thus, the bending deflection of the tip of each blade is available. The
two strain gauge signals of each blade are averaged and the output signal is
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Figure 5.4: Drawing of the testing machine, UNT-A series.
displayed and stored by means of the software CATMAN with a proper sam-
pling frequency. During the experimental test, the extensometer has been
placed in the gauge section of the specimen.
The specimens have been placed in the grips of the testing machine taking
care to align the long axis of the gripped specimen with the test direction.
Proper friction tabs have been used to be effective in introducing the force
into the specimen. They have been held in place by the pressure of the grips
which have been tightened by eight M8 bolts.
The first batch of specimens differs from the second batch for the differ-
ent gripping configuration. As a matter of fact, the failure modes for the
specimens of the first batch have been characterised by anomalous ruptures
localised inside the tabs with severe debonding between tabs and specimen,
Figure 5.8. Thus a modification of the gripping setup became necessary. Two
ad-hoc steel gripping components, tightened by four bolts, have been build in
laboratory, Figure 5.9. Thanks to the modified gripping setup, the specimens
of the second batch have been characterised by proper failure modes, that is
in the middle of the gauge section.
Four steel tabs have been used together with the new gripping compo-
nents. Differing from the first batch (with cobonded fabric-based tabs), the
steel tabs of the second batch were not bonded and were held in place by
means of the preloaded bolts of the grip and the gripping components, Fig-
ure 5.10. Also for this batch, the load has been introducted by friction. The
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Figure 5.5: Testing machine used for the first batch, UNT-A2 series.
gripping components have permitted to localise the failure outside the grips.
For the specimens of the first batch, two couples of strain gauges have
been used. Both the first couple and the second couple of strain gauges have
been placed in a back-to-back configuration in the longitudinal direction and
in the transverse direction, respectively, Figure 5.11.
Differently from the first batch, a couple of two strain gauges and a single
strain gauge have been used for the specimens of the second batch. The
couple of strain gauges has been placed in a back-to-back configuration in
the longitudinal direction whereas the single strain gauge has been placed in
the transverse direction considering only one surface of the specimens, Figure
5.12.
5.2.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
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Figure 5.6: Testing machine used for the second batch, UNT-A series.
(a) Extensometer (b) Drawing of the extensometer
Figure 5.7: Extensometer used for the experimental tests.
• signal from the extensometer;
• signal from the strain gauges.
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Figure 5.8: Schematic representation of the failure mode for the specimen of
the first batch.
Figure 5.9: Ad-hoc gripping component with four bolts.
(a) Steel gripping component (b) Steel tabs
Figure 5.10: Gripping setup (tabs and gripping components) for the speci-
mens of the second batch.
For the statistical calculation, only the specimens of the second batch have
been considered. As a matter of fact, the experimental data relevant to the
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Figure 5.11: Strain gauges disposition for the specimen of the first batch.
Figure 5.12: Strain gauges disposition for the specimen of the second batch.
specimens of the first batch could not be trusted because of their anomalous
behaviours and ruptures. The experimental data relevant to the second batch
have permitted to measure the longitudinal stress σ11, the longitudinal strain
11, the transverse strain 22, the Poisson’s ratio ν012 and the longitudinal
tensile modulus E01T . The longitudinal stress σ11 has been evaluated as:
σ11 =
∆F (V ) · CF
w · tspec , (5.1)
where ∆F (V ) is the signal of the force (obtained from the load cell) ex-
pressed in Volt, CF is the conversion factor to convert Volt in Newton, w is
the specimen width and tspec is the specimen thickness (as indicated in Table
5.3). The longitudinal strain 11 has been directly obtained from the strain
gauges.
In this paragraph, the stress-strain curves σ11 − 11 are reported, Fig-
ure 5.13. Considering a proper initial linear region of this curve, one can
obtain the longitudinal tensile modulus E01T . The very first zone must be ex-
cluded (in order to exclude the first micro-adjustment and micro-alignment
of the specimen which lead to inevitable errors). As indicated by the ASTM
standards,[82] E01T has been evaluated as follows:
E01T =
∆σ11
∆11
. (5.2)
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(a) UNT-A2.1 specimen (b) UNT-A2.2 specimen
(c) UNT-A2.3 specimen (d) UNT-A2.4 specimen
(e) UNT-A2.5 specimen (f) UNT-A2.6 specimen
Figure 5.13: Stress-strain curves for the specimen of the UNT-A2 series.
where, the strain range ∆11 is equal to 2000 µ, the start point for the
tensile chord modulus calculation is 1000 µ and the end point is 3000 µ.
The Poisson’s ratio ν012 has been evaluated as the ratio between the transverse
strain component 22 and the longitudinal strain component 11:
ν012 (i) =
SG22 (i)
SG11 (i)
, (5.3)
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where SG11 indicates the average value between the two signals of the back-to-
back strain gauges placed in the longitudinal direction, whereas SG22 indicates
the signal obtained from the only one strain gauge in the transverse direction.
One can observe that a value of ν012 (i) exists at each point i of the curve σ11−
11, thus the true value of the Poisson’s ratio has been evaluated considering
the average value for the linear elastic region of the curve:
ν012 =
N∑
i=1
ν012 (i) , (5.4)
where N is the total number of experimental data in the chosen linear elastic
region. All the experimental results for the UNT-A2 series are reported in
Table 5.4.
Table 5.4: Experimental results for the UNT-A2 series.
Specimen Longitudinal tensile Poisson’s Ultimate
modulus E01T ratio ν
0
12 strength XT
[GPa] [–] [MPa]
UNT-A2.1 105.2 0.29 1643.6
UNT-A2.2 106.2 0.30 1776.1
UNT-A2.3 96.9 0.36 1437.9
UNT-A2.4 107.4 0.31 1651.4
UNT-A2.5 110.8 0.32 1832.6
UNT-A2.6 102.2 0.37 1615.8
Average value 105.3 0.32 1671.7
Std. Dev. 2.2 0.03 71.2
Note: Both the upper limit and the lower limit have been excluded
from the statistical calculation.
During the experimental tests it has been observed that the ultimate
strength values for the specimens of the second batch were approximately
50% higher than the corrisponding values for the specimens of the first batch.
This indicates that the gripping setup and the load application system had
a strong influence on experimental data.
When reporting the experimental data, i.e. failure mode and location of
failure in the specimen, a standard description using the three-part failure
mode code shown in Figure 5.14 must be used. Table 5.5 illustrates the failure
modes for the specimens of the second batch, following these indication.
Figure 5.15 show all the specimens from the second batch, with their
several failure modes. Figure 5.16 shows the fracture plane of a specimen of
the second batch (localised in the middle of the gauge section) and the fibre
breakages can be clearly noted.
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Figure 5.14: Tensile test failure codes.[82]
Table 5.5: Specimen failure modes, UNT-A2 series.
Specimen Failure mode
UNT-A2.1 SGM
UNT-A2.2 SGM
UNT-A2.3 SGM
UNT-A2.4 LGM
UNT-A2.5 LGM
UNT-A2.6 SAT
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Figure 5.15: Ruptures of the specimens of the second batch.
Figure 5.16: Fracture plane of a specimen of the second batch.
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5.3 Transverse tensile tests, UNT-B
5.3.1 Summary of test
The ASTM standard ASTM D3039 - Standard test method for tensile prop-
erties of polymer matrix composite materials [82] has been considered as ref-
erence that defines the way to conduct the transverse tensile tests UNT-B. A
thin flat strip of material having a constant rectangular cross-section has been
mounted into the grips of a mechanical testing machine and monotonically
loaded in tension while recording the force. This test method is designed
to produce tensile property data and if the coupon strain is monitored with
strain or displacement transducers then the stress-strain response of the ma-
terial can be determined. The tensile properties, which have been measured,
are:
• ultimate transverse tensile strength, YT ;
• transverse tensile modulus, E02T .
The speed of testing must be properly set in order to effect a slow, nearly
constant strain rate in the gauge section. Thus, a standard head displacement
rate of 2 mm/min has been considered. No explicit conditioning process has
been performed, thus the specimen were unconditioned.
5.3.2 The specimen
The specimens consisted of 16 plies oriented at 90◦. The geometry of the
specimens is reported in Figure 5.17 and fabric-based tabs cobonded with
the specimen have been used. The specimen dimensions have been measured
by using a digital caliper and reported in Table 5.6.
Figure 5.17: Specimen dimension for the UNT-B test series.
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Table 5.6: Specimen dimensions for the UNT-B series.
Specimen Thickness Width
[mm] [mm]
UNT-B1 2.57 25.15
UNT-B2 2.44 24.93
UNT-B3 2.62 25.02
UNT-B4 2.63 24.96
UNT-B5 2.57 25.14
5.3.3 Apparatus
The whole apparatus consists of a number of equipments. A 10 kN testing
machine, driven by a servo-hydraulic system, has been used, Figure 5.18. The
actuator which drives the movable grip is connected to the top head, instead
of the bottom head as in the case of the UNT-A series. A digital control
system has been used to drive the testing machine and a PC has been used
for data recording, i.e. load and displacement signals from the load cell
and extension signal from the extensometer. These signals are necessary to
evaluate the σ22 − 22 curve and the transverse tensile modulus E02T . The
specimens of the UNT-B series have been placed into the testing machine
using proper grips setup with preloaded bolts. The grips have permitted the
load transfer from the testing machine to the specimen thanks to the friction.
5.3.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the extensometer.
These experimental data have permitted to measure the transverse stress
σ22, the transverse strain 22 and the transverse tensile modulus E02T . The
transverse strain 22 has been evaluated considering the signal from the ex-
tensometer whose initial gauge length was equal to 25 mm. The σ22 − 22
curves are reported in Figure 5.19. Considering a proper initial linear region
of this curve one can obtain the transverse tensile modulus E02T . The very
first zone must be excluded (in order to exclude the first micro-adjustment
and micro-alignment of the specimen which lead to inevitable errors). As
indicated by the ASTM standards,[82] E02T has been evaluated as:
E02T =
∆σ22
∆22
. (5.5)
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Figure 5.18: Testing machine, UNT-B series.
Normally, the strain range ∆22 should be equal to 2000 µ, with the start
point for the tensile chord modulus calculation equal to 1000 µ and the end
point equal to 3000 µ. The specimens of the UNT-B series have shown two
different behaviours, thus for the specimen UNT-B1 has been followed the
guidelines of the ASTM standards, whereas for the specimens UNT-B3 and
UNT-B4 the start point has been chosen equal to 0 µ and the end point equal
to 1000 µ. This choice is due to the fact that these specimens have failed
below 6000 µ.[82] Here below, all the experimental results for the UNT-B
series are reported, Table 5.7. Some specimens have suffered from accidental
failure, making impossible the data recording. Moreover, the slope of the
stress-strain curve of the UNT-B1 specimen has not been considered for the
calculation because of its anomalous behaviour.
Table 5.8 shows the failure modes for the specimens of the UNT-B series,
following the indication in Figure 5.14. Figure 5.20 shows all the specimens
of the UNT-B series, with their different failure modes. Figure 5.21 shows the
fracture plane of a specimen, which is clearly parallel to the fibre direction.
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(a) UNT-B1 specimen (b) UNT-B3 specimen
(c) UNT-B4 specimen
Figure 5.19: Stress-strain curves for the specimen of the UNT-B series.
Table 5.7: Experimental results for the UNT-B series.
Specimen Transverse tensile Ultimate
modulus E02T strength YT
[GPa] [MPa]
UNT-B1 3.4 35.0
UNT-B2 - -
UNT-B3 13.2 37.1
UNT-B4 12.5 38.6
UNT-B5 - -
Average value 12.8 37.9
Std. Dev. 0.49 1.06
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Table 5.8: Specimen failure modes, UNT-B series.
Specimen Failure mode
UNT-B1 LAT
UNT-B2 LAT
UNT-B3 LAT
UNT-B4 LAT
UNT-B5 LAT
Figure 5.20: Ruptures of the specimens of the UNT-B series.
Figure 5.21: Fracture plane of a specimen of the UNT-B series.
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5.4 Longitudinal compressive tests, UNC-C
5.4.1 Summary of test
The ASTM standard ASTM D695 - Standard test method for compressive
properties of rigid plastics [83] has been considered as reference that defines the
way to conduct the longitudinal compressive tests UNC-C. A thin flat strip of
material having a constant rectangular cross-section has been mounted into
a mechanical testing machine and monotonically loaded in compression while
recording the force. The testing machine has two cross-head surfaces (one is
fixed, the other is movable) parallel to each other and perpendicular to the
loading axis. The movable cross-head compresses the specimen. This test
method is designed to produce compressive property data and if the coupon
strain is monitored with strain or displacement transducers then the stress-
strain σ11 − 11 response of the material can be determined. Here below the
compressive properties which have been measured:
• ultimate longitudinal compressive strength, XC ;
• longitudinal compressive modulus, E01C .
The speed of testing must be properly set in order to effect a nearly
constant strain rate in the gauge section. Thus, a standard head displacement
rate of 2 mm/min has been considered. No explicit conditioning process has
been performed, thus the specimens were unconditioned.
5.4.2 The specimen
The specimens consisted of 16 plies oriented at 0◦. The geometry of the
specimens is reported in Figure 5.22 and fabric-based tabs cobonded with
the specimen have been used. The specimen dimensions have been measured
by using a digital caliper and reported in Table 5.9.
5.4.3 Apparatus
The whole apparatus consists of a number of equipments. The 50 kN testing
machine used for the UNC-C series is placed horizontally and, differently from
UNT-A and UNT-B series, the control system is analogical and the actua-
tor which drives the movable cross-head is manually governed, Figure 5.23.
Moreover, a PC has been used for data recording, i.e. load and displacement
signals from the load cell and extension signal from the extensometer. These
signals are necessary to evaluate the σ11 − 11 curve and the longitudinal
compressive modulus E01C .
The specimens of the UNC-C series have been placed into the supporting
jigs which have been used to avoid buckling instability, Figure 5.24. The jigs
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Figure 5.22: Specimen dimension for the UNC-C test series.
Table 5.9: Specimen dimensions for the UNC-C series.
Specimen Thickness Width
[mm] [mm]
UNC-C1 2.25 12.60
UNC-C2 2.40 12.57
UNC-C3 2.33 12.63
UNC-C4 2.37 12.68
UNC-C5 2.42 12.60
UNC-C6 2.29 12.62
UNC-C7 2.42 12.61
UNC-C8 2.39 12.66
UNC-C9 2.41 12.62
UNC-C10 2.37 12.61
UNC-C11 2.41 12.59
UNC-C12 2.24 12.62
UNC-C13 2.40 12.61
are made of steel and their inner surfaces are characterised by thin teflon
layers in order to minimise the friction between the specimen and the jigs.
Figure 5.25 shows a specimen placed inside the jigs and placed horizontally
inside the testing machine.
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Figure 5.23: Testing machine, UNC-C series.
Figure 5.24: Anti-buckling supporting jigs.
5.4.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the extensometer.
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Figure 5.25: Specimen of the UNC-C series placed inside the testing machine.
These experimental data have permitted to measure the longitudinal
stress σ11, the longitudinal strain 11 and the longitudinal compressive modu-
lus E01C . The longitudinal strain 11 has been evaluated considering the signal
from the extensometer whose initial gauge length was equal to 25 mm. The
experimental data have been recorded and analysed identifying the σ11− 11
curves, which are reported in Figure 5.26.
Considering a proper initial linear region of this curve one can obtain
the longitudinal compressive modulus E01C . The very first zone must be ex-
cluded (in order to exclude the first micro-adjustment and micro-alignment
of the specimen which lead to inevitable errors). As indicated by the ASTM
standards,[83] the modulus of elasticity E01C must be calculated by drawing a
tangent to the initial linear portion of the stress-strain curve, selecting any
point on this straight line portion and dividing the compressive stress rep-
resented by this point by the corresponding strain measured from the start
point which is the intersection between the extended tangent and the strain-
axis. Thus, E01C has been evaluated as:
E01C =
∆σ11
∆11
. (5.6)
Figure 5.27 shows all the specimens of the UNC-C series, with their sev-
eral failure modes. Figure 5.28 shows the typical compressive failure of the
specimen UNC-C10. All the experimental results for the UNC-C series are
reported in Table 5.10. Both the upper limit and the lower limit have been
excluded from the statistical calculation.
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(a) UNC-C1 specimen (b) UNC-C2 specimen
(c) UNC-C3 specimen (d) UNC-C4 specimen
(e) UNC-C5 specimen (f) UNC-C6 specimen
Figure 5.26: Stress-strain curves for the specimen of the UNC-C series.
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(a) UNC-C7 specimen (b) UNC-C8 specimen
(c) UNC-C9 specimen (d) UNC-C10 specimen
(e) UNC-C11 specimen (f) UNC-C12 specimen
Figure 5.26: Stress-strain curves for the specimen of the UNC-C series.
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(a) UNC-C13 specimen
Figure 5.26: Stress-strain curves for the specimen of the UNC-C series.
Figure 5.27: Ruptures of the specimens of the UNC-C series.
Figure 5.28: Typical compressive failure, UNC-C10 specimen.
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Table 5.10: Experimental results for the UNC-C series.
Specimen Longitudinal compressive Ultimate
modulus E01C strength XC
[GPa] [MPa]
UNC-C1 93.7 844.0
UNC-C2 125.4 821.7
UNC-C3 171.9 730.9
UNC-C4 135.0 829.6
UNC-C5 140.6 757.2
UNC-C6 125.0 837.8
UNC-C7 89.3 731.5
UNC-C8 143.1 701.6
UNC-C9 87.6 557.0
UNC-C10 140.2 876.4
UNC-C11 170.1 750.1
UNC-C12 72.6 891.5
UNC-C13 68.4 973.4
Average value 120.2 797.5
Std. Dev. 30.1 65.1
5.5 Transverse compressive tests, UNC-D
5.5.1 Summary of test
The ASTM standard ASTM D695 - Standard test method for compressive
properties of rigid plastics [83] has been considered as reference that defines the
way to conduct the transverse compressive tests UNC-D. A thin flat strip of
material having a constant rectangular cross-section has been mounted inside
a mechanical testing machine and monotonically loaded in compression while
recording the force. The testing machine has two cross-head surfaces (one is
fixed, the other is movable) parallel to each other and perpendicular to the
loading axis. The movable cross-head compresses the specimen. This test
method is designed to produce compressive property data and if the coupon
strain is monitored with strain or displacement transducers then the stress-
strain σ22 − 22 response of the material can be determined. Here below the
compressive properties which have been measured:
• ultimate transverse compressive strength, YC ;
• transverse compressive modulus, E02C .
A standard head displacement rate of 2 mm/min has been considered
and No explicit conditioning process has been performed, thus the specimens
were unconditioned.
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5.5.2 The specimen
The specimens consisted of 16 plies oriented at 90◦. The geometry of the
specimens of the first batch is reported in Figure 5.29 and fabric-based tabs
cobonded with the specimen have been used. The specimen dimensions have
been measured by using a digital caliper and reported in Table 5.11.
Figure 5.29: Specimen dimension for the UNC-D test series.
Table 5.11: Specimen dimensions for the UNC-D series.
Specimen Thickness Width
[mm] [mm]
UNC-D1 2.16 25.05
UNC-D2 2.35 25.15
UNC-D3 2.31 25.07
UNC-D4 2.24 25.15
UNC-D5 2.21 25.11
5.5.3 Apparatus
The testing machine used for the UNC-D series is the same as that used for the
UNT-A series. A digital control system has been used to drive the movable
cross-head of the testing machine. Moreover, a PC has been used for data
recording, i.e. load and displacement signals from the load cell and extension
signal from the extensometer. These signals are necessary to evaluate the
126 5. Experimental tests
σ22 − 22 curve and the longitudinal compressive modulus E02C . As for the
UNC-C series, the specimens of the UNC-D series have been placed inside
the supporting jigs in order to avoid buckling instability.
5.5.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the extensometer.
These experimental data have permitted to measure the transverse stress
σ22, the transverse strain 22 and the transverse compressive modulus E02C .
The transverse strain 22 has been evaluated considering the signal from the
extensometer whose initial gauge length was equal to 25 mm.
The experimental data have been recorded and analysed identifying the
σ22 − 22 curves, which are reported in Figure 5.30. Considering a proper
initial linear region of this curve one can obtain the transverse compressive
modulus E02C . The very first zone must be excluded (in order to exclude the
first micro-adjustment and micro-alignment of the specimen which lead to
inevitable errors). As indicated by the ASTM standards,[83] E02C has been
evaluated as:
E02C =
∆σ22
∆22
. (5.7)
All the experimental results for the UNC-D series are reported in Table
5.12. Both the upper limit and the lower limit have been excluded from the
statistical calculation. Figure 5.31 shows all the specimens of the UNC-D
series, with their several failure modes. Figure 5.32 shows the typical trans-
verse compressive failure which is characterised by a fracture plane inclined
of 53◦ with respect to the through-the-thickness direction.
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(a) UNC-D1 specimen (b) UNC-D2 specimen
(c) UNC-D3 specimen (d) UNC-D4 specimen
(e) UNC-D5 specimen
Figure 5.30: Stress-strain curves for the specimen of the UNC-D series.
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Table 5.12: Experimental results for the UNC-D series.
Specimen Transverse compressive Ultimate
modulus E02C strength YC
[GPa] [MPa]
UNC-D1 8.2 200.6
UNC-D2 7.8 189.9
UNC-D3 7.9 176.6
UNC-D4 7.8 172.0
UNC-D5 8.1 177.9
Average value 7.9 181.5
Std. Dev. 0.2 7.3
Figure 5.31: Ruptures of the specimens of the UNC-D series.
Figure 5.32: Typical transverse compressive failure.
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5.6 Iosipescu shear tests, S-E
5.6.1 Summary of test
The ASTM standard ASTM D5379 - Standard test method for shear proper-
ties of composite materials by the V-notched beam method [84] has been con-
sidered as reference that defines the way to conduct the shear tests S-E. A
coupon in the form of a rectangular flat strip with symmetrical centrally lo-
cated v-notches has been loaded in a mechanical testing machine by a special
fixture. The specimen has been inserted into the fixture with the notch lo-
cated along the line of action of loading by means of a proper alignment.
The two halves of the fixture have been compressed by the testing machine
while monitoring the load. The relative displacement between the two fixture
halves loads the notched specimen. This test method is designed to produce
shear property data and if the coupon strain is monitored with strain or dis-
placement transducers then the stress-strain τ12−γ12 response of the material
can be determined. Here below the measured shear properties:
• ultimate in-plane shear strength, SL;
• shear modulus, G012.
A standard head displacement rate of 2 mm/min has been considered and
no explicit conditioning process has been performed.
5.6.2 The specimen
The specimens consisted of 16 plies oriented at 0◦. The geometry of the
specimens is reported in Figure 5.33. The notches influence the shear strain
along the loading direction, making the distribution more uniform than would
be seen without the notches. The specimen dimensions have been measured
by using a digital caliper and reported in Table 5.13.
Table 5.13: Specimen dimensions for the S-E series.
Specimen Thickness Width Mid-section width
[mm] [mm] [mm]
S-E1 2.49 18.90 11.41
S-E2 2.47 18.92 11.21
S-E3 2.48 19.17 11.47
S-E4 2.44 19.18 11.50
S-E5 2.53 19.10 11.11
S-E6 2.33 19.04 11.49
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Figure 5.33: Specimen dimension for the S-E test series.
5.6.3 Apparatus
The testing machine used for the S-E series is the same as that used for the
UNT-B series. A digital control system has been used in order to drive the
testing machine. Moreover, a PC has been used for data recording, i.e. load
and displacement signals from the load cell and extension signal from the
strain gauges. These signals are necessary to evaluate the τ12−γ12 curve and
the shear modulus G012. Figure 5.34 shows a drawing of the V-notched beam
test fixture. The fixture used is a four-point asymmetric flexure fixture. Each
half of the fixture contains an adjustable jaw which lightly clamps one half
of the test specimen across the specimen width. Moreover, the specimen is
supported on its back face. The lower half of the fixture is mounted on a base
plate of the testing machine, whereas the upper half is driven by the movable
cross-head of the testing machine. The adjustable jaws are tightened by
thumbscrews and a proper alignment has been provided in order to ensure
that the specimen notch is aligned with the line of action of the loading
fixture.
The shear response of the material has been measured by placing two
strain gauges oriented at ±45◦ to the loading axis in the middle of the spec-
imen and along the loading axis, Figure 5.35.
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Figure 5.34: V-notched beam test fixture.
Figure 5.35: Couple of strain gauges placed in the middle of the specimen.
5.6.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the strain gauges.
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These experimental data have permitted to measure the shear stress τ12,
the shear strain γ12 and the shear modulus G012. The shear strain γ12 has
been evaluated considering the indicated normal strains at +45◦ and −45◦
using the strain gauges and the following formula:
γ12 = |−45◦ |+ |+45◦ |. (5.8)
The experimental data have been recorded and analysed in order to obtain
the τ12 − γ12 curves, which are reported in Figure 5.36. As it can be seen,
the in-plane shear response of a composite material is nonlinear and this
behaviour must be taken into account when evaluating the shear modulus.
The chord modulus region has been properly chosen, considering a proper
initial linear region of the τ12 − γ12. The very first zone has been excluded
(in order to exclude the first micro-adjustment and micro-alignment of the
specimen which lead to inevitable errors). Similarly the nonlinear region has
been excluded from the calculation. According to the ASTM standard,[84]
the shear chord modulus of elasticity G012 must be calculated considering a
strain range equal to 4000 µ, starting with the lower start point in the range
of 1500 µ to 2500 µ. In this case, a start point of 2000 µ has been chosen.
The shear modulus has been evaluated as:
G012 =
∆τ12
∆γ12
. (5.9)
Here below, all the experimental results for the S-E series are reported,
Table 5.14. Both the upper limit and the lower limit have been excluded
from the statistical calculation. Figure 5.37 shows the specimen S-E1 and
the failure mode due to the shear action can be observed.
Table 5.14: Experimental results for the S-E series.
Specimen Shear Ultimate
modulus G012 strength SL
[GPa] [MPa]
S-E1 3.6 80.7
S-E2 2.9 74.4
S-E3 3.6 85.1
S-E4 3.2 78.9
S-E5 3.3 79.8
S-E6 3.4 78.9
Average value 3.4 79.6
Std. Dev. 0.17 0.86
5.7 Tensile tests on unnotched specimens, UNT-G LAM 133
(a) S-E1 specimen (b) S-E2 specimen
(c) S-E3 specimen (d) S-E4 specimen
(e) S-E5 specimen (f) S-E6 specimen
Figure 5.36: Stress-strain curves for the specimen of the S-E series.
5.7 Tensile tests on unnotched specimens, UNT-G LAM
5.7.1 Summary of test
The ASTM standard ASTM D3039 - Standard test method for tensile prop-
erties of polymer matrix composite materials [82] has been considered as refer-
ence that defines the way to conduct the tensile tests UNT-G LAM. A thin
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Figure 5.37: Failure mode due to the shear action.
flat strip of material having a constant rectangular cross-section has been
mounted in the grips of a mechanical testing machine and monotonically
loaded in tension while recording the force. This test method is designed
to produce tensile property data and if the coupon strain is monitored with
strain or displacement transducers then the stress-strain response of the ma-
terial can be determined. Here below the tensile properties which have been
measured (where x represents the loading direction):
• ultimate load, F tu;
• ultimate tensile strength, σtu;
• elastic tensile modulus, Etx.
The ultimate tensile strength has been calculated as the ratio between
the ultimate load and the average cross-sectional area. A standard head dis-
placement rate of 2 mm/min has been considered and no explicit conditioning
process has been performed.
5.7.2 The specimen
The specimens consisted of 16 plies laminate with the following layup config-
uration [0/± 45/90]2S . The geometry of the specimens is reported in Figure
5.38 and fabric-based tabs cobonded with the specimen have been used. The
specimen dimensions have been measured by using a digital caliper and re-
ported in Table 5.15.
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Figure 5.38: Specimen dimension for the UNT-G LAM test series.
Table 5.15: Specimen dimensions for the UNT-G LAM series.
Specimen Thickness Width
[mm] [mm]
UNT-G1 LAM 2.48 25.06
UNT-G2 LAM 2.51 25.09
UNT-G3 LAM 2.43 25.05
UNT-G4 LAM 2.51 25.07
UNT-G5 LAM 2.51 25.18
5.7.3 Apparatus
The testing machine is the same as that used for the UNT-A series. A digital
control system has been used in order to drive the testing machine. Moreover,
a PC has been used for data recording, i.e. load and displacement signals
from the load cell and extension signal from the extensometer. These signals
are necessary to evaluate the σx − x curve and the elastic modulus Etx.
The specimens have been placed in the grips of the testing machine taking
care to align the long axis of the gripped specimen with the test direction.
Proper friction tabs have been used to be effective in introducing the force
into the specimen. They have been held in place by the pressure of the grips
which have been tightened by eight M8 bolts.
5.7.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the extensometer.
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These experimental data have permitted to measure the stress in the
loading direction σx, the strain in the loading direction x and the elastic
tensile modulus Etx. The strain component x has been evaluated considering
the signal from the extensometer whose initial gauge length was equal to 50
mm.
In Figure 5.39 the experimental stress-strain σx− x curves are reported.
Considering a proper initial linear region of this curve one can obtain the
elastic tensile modulus Etx. The very first zone must be excluded (in order
to exclude the first micro-adjustment and micro-alignment of the specimen
which lead to inevitable errors). According to the ASTM standards,[82] Etx
has been evaluated as:
Etx =
∆σx
∆x
. (5.10)
All the experimental results for the UNT-G LAM series are reported in
Table 5.16. Both the upper limit and the lower limit have been excluded
from the statistical calculation. Table 5.17 shows the failure modes for the
specimens of the UNT-G LAM series, following the indication in Figure 5.14.
Figure 5.40 shows all the specimens of the UNT-G LAM series, with their
several failure modes. Figure 5.41 shows the fracture plane of the specimen
UNT-G4 LAM where the fibre breakages and the damages due to the shear
stress components can be clearly noted. Moreover, Figure 5.42 shows the
clearly visible delamination encountered during the rupture of the UNT-G4
LAM specimen.
Table 5.16: Experimental results for the UNT-G LAM series.
Specimen Elastic tensile Ultimate Ultimate
modulus Etx load F
t
u stress σ
t
u
[GPa] [kN] [MPa]
UNT-G1 LAM 41.4 31.75 510.9
UNT-G2 LAM 39.7 30.57 485.4
UNT-G3 LAM Lost signal 30.12 494.8
UNT-G4 LAM 40.5 29.49 468.7
UNT-G5 LAM 42.8 30.84 488.0
Average value 41.0 30.51 489.4
Std. Dev. 0.64 0.36 4.9
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(a) UNT-G1 LAM specimen (b) UNT-G2 LAM specimen
(c) UNT-G4 LAM specimen (d) UNT-G5 LAM specimen
Figure 5.39: Stress-strain curves for the specimens of the UNT-G LAM series.
Table 5.17: Specimen failure modes, UNT-G LAM series.
Specimen Failure mode
UNT-G1 LAM DAT
UNT-G2 LAM DAV
UNT-G3 LAM DAV
UNT-G4 LAM LAT
UNT-G5 LAM DAV
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Figure 5.40: Ruptures of the specimens of the UNT-G LAM series.
Figure 5.41: Fracture plane of the UNT-G4 LAM specimen.
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Figure 5.42: Delamination for the UNT-G4 LAM specimen.
5.8 Compressive tests on unnotched specimens, UNC-
H LAM
5.8.1 Summary of test
The ASTM standard ASTM D695 - Standard test method for compressive
properties of rigid plastics [83] has been considered as reference that defines
the way to conduct the compressive tests UNC-H LAM. A thin flat strip of
material having a constant rectangular cross-section has been mounted inside
a mechanical testing machine and monotonically loaded in compression while
recording the force. The testing machine has two cross-head surfaces (one
is fixed, the other is movable) parallel to each other and perpendicular to
the loading axis. The movable cross-head compresses the specimen. This
test method is designed to produce compressive property data and if the
coupon strain is monitored with strain or displacement transducers then the
stress-strain response of the material can be determined. Here below the
compressive properties which have been measured (where x represents the
loading direction):
• ultimate load, F cu;
• ultimate compressive strength, σcu;
• elastic compressive modulus, Ecx.
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The ultimate compressive strength has been calculated as the ratio be-
tween the ultimate load and the average cross-sectional area. A standard
head displacement rate of 2 mm/min has been considered and the specimens
were unconditioned.
5.8.2 The specimen
The specimens consisted of 16 plies laminate with the following layup config-
uration [0/± 45/90]2S . The geometry of the specimens is reported in Figure
5.43 and fabric-based tabs cobonded with the specimen have been used. The
specimen dimensions have been measured by using a digital caliper and re-
ported in Table 5.18.
Figure 5.43: Specimen dimension for the UNC-H LAM test series.
Table 5.18: Specimen dimensions for the UNC-H LAM series.
Specimen Thickness Width
[mm] [mm]
UNC-H1 LAM 2.40 25.05
UNC-H2 LAM 2.30 25.04
UNC-H3 LAM 2.36 24.85
UNC-H4 LAM 2.46 25.08
UNC-H5 LAM 2.46 25.11
5.8 Compressive tests on unnotched specimens, UNC-H LAM 141
5.8.3 Apparatus
The testing machine used for the UNC-H LAM series is the same as that
used for the UNT-A series. A PC has been used for data recording, i.e. load
and displacement signals from the load cell and extension signal from the
extensometer. These signals are necessary to evaluate the σx − x curve and
the elastic compressive modulus Ecx.
The specimens of the UNC-H LAM series have been placed inside the
supporting jigs which have been used to avoid buckling instability. The jigs
are made of steel and their inner surfaces are characterised by thin teflon
layers in order to minimise the friction between the specimen and the jigs.
5.8.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the extensometer.
These experimental data have permitted to measure the stress in the
loading direction σx, the strain in the loading direction x and the elastic
compressive modulus Ecx. The strain component x has been evaluated con-
sidering the signal from the extensometer whose initial gauge length was
equal to 25 mm.
In Figure 5.44 the experimental stress-strain σx− x curves are reported.
Considering a proper initial linear region of this curve one can obtain the lon-
gitudinal compressive modulus E01C . The very first zone must be excluded
(in order to exclude the first micro-adjustment and micro-alignment of the
specimen which lead to inevitable errors). Ecx has been evaluated as:
Ecx =
∆σx
∆x
. (5.11)
All the experimental results for the UNC-H LAM series are reported,
Table 5.19. Both the upper limit and the lower limit have been excluded from
the statistical calculation. Figure 5.45 shows all the specimens of the UNC-H
LAM series, with their several failure modes. Figure 5.46 shows the typical
compressive failure of the specimen UNC-H1 LAM. Severe delamination and
local buckling of the fibres can be observed.
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(a) UNC-H1 LAM specimen (b) UNC-H2 LAM specimen
(c) UNC-H3 LAM specimen (d) UNC-H4 LAM specimen
(e) UNC-H5 LAM specimen
Figure 5.44: Stress-strain curves for the specimens of the UNC-H LAM series.
5.8 Compressive tests on unnotched specimens, UNC-H LAM 143
Table 5.19: Experimental results for the UNC-H LAM series.
Specimen Elastic compressive Ultimate Ultimate
modulus Ecx load F
c
u stress σ
c
u
[GPa] [kN] [MPa]
UNC-H1 LAM 36.4 29.77 495.2
UNC-H2 LAM 37.4 25.51 442.9
UNC-H3 LAM 38.6 31.22 532.3
UNC-H4 LAM 32.8 30.68 497.2
UNC-H5 LAM 35.5 31.40 508.3
Average value 38.1 30.56 500.2
Std. Dev. 0.9 0.73 7.1
Figure 5.45: Ruptures of the specimens of the UNC-H LAM series.
Figure 5.46: Typical compressive failure, UNC-H1 LAM specimen.
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5.9 Tensile tests on notched specimens, OHT-I LAM
5.9.1 Summary of test
The ASTM standard ASTM D5766 - Open-hole tensile strength of polymer
matrix composite laminates [85] has been considered as reference that defines
the way to conduct the tensile tests OHT-I LAM. A thin flat strip of material
having a rectangular cross-section and a stress concentration (open-hole) in
the middle section has been mounted in the grips of a mechanical testing
machine and monotonically loaded in tension while recording the force. This
test method is designed to produce tensile property data and if the coupon
strain is monitored with strain or displacement transducers then the stress-
strain response of the material can be determined. Here below the tensile
properties which have been measured:
• ultimate load, F tu;
• ultimate open-hole tensile strength, σtu.
The ultimate open-hole tensile strength has been calculated as the ratio
between the maximum force carried by the test specimen prior to failure
(ultimate load F tu) and the gross cross-sectional area disregarding the hole.
[85]
A standard head displacement rate of 2 mm/min has been considered and
the specimens were unconditioned.
5.9.2 The specimen
The specimens consisted of 16 plies laminate with the following layup config-
uration [0/± 45/90]2S . The geometry of the specimens is reported in Figure
5.47 and thin aluminium tabs bonded to the specimen with cyanoacrylate
glue have been used. The specimen dimensions have been measured by using
a digital caliper and reported in Table 5.20. The stress concentration is an
open-hole with a nominal diameter of 6.35 mm localised in the middle section
of the specimen.
5.9.3 Apparatus
The testing machine is the same as that used for the UNT-A2 series. A
digital control system has been used in order to drive the testing machine.
Moreover, a PC has been used for data recording, i.e. load and displacement
signals from the load cell and extension signal from the extensometer. These
signals are necessary to evaluate the σx − x curve and the elastic modulus
Etx.
The specimens have been placed in the grips of the testing machine (tight-
ened by eight M8 bolts) taking care to align the long axis of the gripped
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Figure 5.47: Specimen dimension for the OHT-I LAM test series.
Table 5.20: Specimen dimensions for the OHT-I LAM series.
Specimen Thickness Width Hole Width to Diameter to
diameter diameter thickness
ratio ratio
[mm] [mm] [mm] [-] [-]
OHT-I1 LAM 2.57 38.01 6.04 6.29 2.35
OHT-I2 LAM 2.50 37.95 5.99 6.34 2.40
OHT-I3 LAM 2.45 37.60 5.89 6.38 2.40
OHT-I4 LAM 2.48 37.86 5.98 6.33 2.41
OHT-I5 LAM 2.59 38.04 6.00 6.34 2.32
OHT-I6 LAM 2.53 38.25 6.05 6.32 2.39
specimen with the test direction. The aluminium tabs have been used to be
effective in introducing the force into the specimen. They have been held in
place by using a cyanoacrylate glue.
5.9.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the extensometer.
These experimental data have permitted to measure the stress in the
loading direction σx, the strain in the loading direction x and the elastic
tensile modulus Etx. The strain component x has been evaluated considering
the signal from the extensometer whose initial gauge length was equal to 50
mm.
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The experimental data have been recorded and analysed in order to obtain
the stress-strain curves which are reported in Figure 5.48. For completeness,
the slope of the stress-strain curves (considering a strain range of 2000 µ)
has been evaluated and reported in the graphs. The curves do not exhibit
a transition region and no significant change in the slope of the stress-strain
curves is observable. Thus, the behaviour of these type of specimen can be
assumed as linear, with the exception of the specimen OHT-I3 LAM which
has shown a small step in the stress-strain curve.
All the experimental results for the OHT-I LAM series are reported, Table
5.21. Both the upper limit and the lower limit have been excluded from the
statistical calculation.
Figure 5.49 shows the acceptable open-hole tensile failure modes of the
specimen as indicated by the ASTM standards. Table 5.22 shows the failure
modes for the specimens of the OHT-I LAM series, following the indication
in Figure 5.49.
Figure 5.50 shows all the specimens of the OHT-I LAM series, with their
several failure modes. Figure 5.51 shows the fracture plane of a specimen of
the OHT-I LAM series where several damaged plies and delaminations can
be clearly noted.
Table 5.21: Experimental results for the OHT-I LAM series.
Specimen Ultimate Ultimate
load F tu stress σ
t
u
[kN] [MPa]
OHT-I1 LAM 29.84 305.5
OHT-I2 LAM 28.22 297.4
OHT-I3 LAM 28.40 308.3
OHT-I4 LAM 29.13 310.2
OHT-I5 LAM 31.03 314.9
OHT-I6 LAM 29.12 300.9
Average value 29.12 306.2
Std. Dev. 0.59 4.04
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(a) OHT-I1 LAM specimen (b) OHT-I2 LAM specimen
(c) OHT-I3 LAM specimen (d) OHT-I4 LAM specimen
(e) OHT-I5 LAM specimen (f) OHT-I6 LAM specimen
Figure 5.48: Stress-strain curves for the specimens of the OHT-I LAM series.
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Figure 5.49: Tensile test failure codes.[85]
Table 5.22: Specimen failure modes, OHT-I LAM series.
Specimen Failure mode
OHT-I1 LAM MGM
OHT-I2 LAM MGM
OHT-I3 LAM AGM
OHT-I4 LAM AGM
OHT-I5 LAM LGM
OHT-I6 LAM MGM
Figure 5.50: Ruptures of the specimens of the OHT-I LAM series.
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Figure 5.51: Fracture plane of a specimen of the OHT-I LAM series.
5.10 Compressive tests on notched specimens, OHC-L
LAM
5.10.1 Summary of test
The ASTM standard ASTM D6484 - Open-hole compressive strength of poly-
mer matrix composite laminates [86] has been considered as reference that
defines the way to conduct the compressive tests OHC-L LAM. A thin flat
strip of material having a rectangular cross-section and a stress concentra-
tion (open-hole) in the middle section has been mounted inside a mechanical
testing machine and monotonically loaded in compression while recording the
force. The testing machine has two cross-head surfaces (one is fixed, the other
is movable) parallel to each other and perpendicular to the loading axis. The
movable cross-head compresses the specimen. This test method is designed
to produce compressive property data and if the coupon strain is monitored
with strain or displacement transducers then the stress-strain response of the
material can be determined. Here below the compressive properties which
have been measured:
• ultimate load, F cu;
• ultimate open-hole compressive strength, σcu.
The ultimate open-hole compressive strength is calculated as the ratio
between the maximum force prior to failure (ultimate load F cu) and the gross
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cross-sectional area disregarding the hole. A standard head displacement rate
of 2 mm/min has been considered and no explicit conditioning process has
been performed.
5.10.2 The specimen
The specimens consisted of 16 plies laminate with the following layup config-
uration [0/± 45/90]2S . The geometry of the specimens is equal to that used
for the OHT-I LAM series reported in Figure 5.47 and again thin aluminium
tabs bonded to the specimen with cyanoacrylate glue have been used. The
specimen dimensions have been measured by using a digital caliper and re-
ported in Table 5.23. The stress concentration is given by an open-hole with a
nominal diameter of 6.35 mm localised in the middle section of the specimen.
Table 5.23: Specimen dimensions for the OHC-L LAM series.
Specimen Thickness Width Hole Width to Diameter to
diameter diameter thickness
ratio ratio
[mm] [mm] [mm] [-] [-]
OHC-L1 LAM 2.58 38.18 5.50 6.94 2.13
OHC-L2 LAM 2.51 37.65 5.72 6.58 2.28
OHC-L3 LAM 2.37 38.18 6.18 6.18 2.61
OHC-L4 LAM 2.65 38.07 5.75 6.62 2.17
OHC-L5 LAM 2.45 37.78 5.71 6.62 2.33
OHC-L6 LAM 2.59 38.08 6.14 6.20 2.37
5.10.3 Apparatus
The testing machine used for the OHC-L LAM series is the same as that
used for the UNT-A2 series. A digital control system has been used in order
to drive the testing machine. A PC has been used for data recording, i.e.
load and displacement signals from the load cell and extension signal from
the extensometer. These signals are necessary to evaluate the σx − x curve
and the elastic compressive modulus Ecx.
The specimens of the OHC-L LAM series have been placed inside the
supporting jigs used to avoid buckling instability, Figure 5.52. The jigs are
made of steel and their inner surfaces are characterised by thin teflon layers
in order to minimise the friction between the specimen and the jigs. Two
small cavities have been created inside the jigs in order to place the strain
gauges on the specimens, Figure 5.53. Moreover, two couples of aluminium
tabs have been bonded to the specimens by using cyanoacrylate glue.
5.10.4 Experimental results
During the experimental tests the following signals have been recorded:
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Figure 5.52: Supporting jigs used for the specimens of the OHC-L LAM series.
Figure 5.53: Inside view of the supporting jigs.
• signal from the load cell;
• signal of the displacement of the actuator;
• signal from the strain gauges.
These experimental data have permitted to measure the stress in the
loading direction σx, the strain in the loading direction x and the elas-
tic compressive modulus Ecx. The strain component x has been evaluated
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considering the signals from the strain gauges placed in a back-to-back con-
figuration, SGx and calculating an averaged signal.
The experimental data have been analysed in order to obtain the stress-
strain curves which are reported in Figure 5.54. For completeness, the slope
of the stress-strain curves (considering a strain range of 2000 µ) have been
evaluated and reported in the graphs. Similarly to the OHT-I LAM series,
the curves do not exhibit a transition region and no significant change in the
slope of the stress-strain curves is observable. Thus, the behaviour of the
OHC-L LAM specimen can be considered as linear, with the exception of the
OHC-L2 LAM specimen which exhibits an anomalous behaviour just before
reaching the ultimate load. All the experimental results for the OHC-L LAM
series are reported in Table 5.24. Both the upper limit and the lower limit
have been excluded from the statistical calculation. Moreover, Table 5.25
shows the failure modes for the specimens of the OHC-L LAM series, follow-
ing the indication in Figure 5.49. Figure 5.55 shows all the specimens of the
OHC-L LAM series, with their several failure modes. Figure 5.56 shows the
typical compressive failure of a specimen of the OHC-L LAM series. Delam-
inations and buckling of the fibres can be noted.
Table 5.24: Experimental results for the OHC-L LAM series.
Specimen Ultimate Ultimate
load F cu stress σ
c
u
[kN] [MPa]
OHC-L1 LAM 26.17 265.7
OHC-L2 LAM 22.01 232.9
OHC-L3 LAM 20.37 225.1
OHC-L4 LAM 27.12 268.8
OHC-L5 LAM 25.00 270.1
OHC-L6 LAM 23.95 242.8
Average value 24.28 252.9
Std. Dev. 1.77 17.9
Table 5.25: Specimen failure modes, OHC-L LAM series.
Specimen Failure mode
OHC-L1 LAM LGM
OHC-L2 LAM LGM
OHC-L3 LAM AGM
OHC-L4 LAM LGM
OHC-L5 LAM LGM
OHC-L6 LAM AGM
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(a) OHC-L1 LAM specimen (b) OHC-L2 LAM specimen
(c) OHC-L3 LAM specimen (d) OHC-L4 LAM specimen
(e) OHC-L5 LAM specimen (f) OHC-L6 LAM specimen
Figure 5.54: Stress-strain curves for the specimens of the OHC-L LAM series.
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Figure 5.55: Ruptures of the specimens of the OHC-L LAM series.
Figure 5.56: Compressive failure of a specimen of the OHC-L LAM series.
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5.11 Three-Point Bending tests, 3PB-M LAM
5.11.1 Summary of test
The ASTM standard ASTM D7264 - Standard test method for flexural prop-
erties of polymer matrix composite materials [87] has been considered as refer-
ence that defines the way to conduct the Three-Point Bending tests 3PB-M.
A bar of rectangular cross section, supported as a beam, has been deflected
at a constant rate. The bar has been placed on two supports and it has been
loaded by means of a loading nose midway between the supports. Force ap-
plied to the specimen and resulting specimen deflection at the center of the
span have been measured and recorded until the deformation has reached a
pre-determined value equal to 2 mm. In the Three-Point Bending configu-
ration the maximum flexural stress is located directly under the center force
application member. This test method is designed to determine the flexural
properties of the specimens. Since the tested specimens have not been loaded
to failure, only the flexural chord modulus of elasticity has been measured. A
standard crosshead movement of 1 mm/min along the thickness direction of
the beam has been considered and no explicit conditioning process has been
performed.
5.11.2 The specimen
The specimens consisted of 16 plies balanced symmetric laminated plate with
the following layup configuration [0/± 45/90]2S . It has been considered a
standard span-to-thickness ratio of 32:1, thus considering the average mea-
sured thickness of the beam equal to 2.5 mm, the span (which is the nominal
distance between the two supports) became equal to 80 mm. Since standard
ASTM requires that the specimen width is 20% longer than the span, the
nominal dimension of the specimens have been set equal to 96 mm long and
12.5 mm wide. The specimens have been cut from the same composite plates
from whom the specimens for the low-velocity impact tests have been ob-
tained. Four different specimens have been selected from the LVI-M LAM
series as follows:
• LVI-M11 LAM and LVI-M12 LAM from the low-velocity impact series
characterised by a drop height of 0.2 m, which represent the case of an
impact event at very low energy level;
• LVI-M9 LAM and LVI-M10 LAM from the low-velocity impact series
characterised by a drop height of 0.5 m, which represent the case of an
impact event at medium low energy level, with observable intralaminar
and interlaminar damage mechanisms.
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Each plate has been cut creating the beams for the Three-Point Bending
tests. From each plate, two specimens have been cut along the longitudinal
direction (indicated in Figure 5.57 with the orientation 0◦), whereas five
specimens have been cut along the transverse direction (indicated in Figure
5.57 with the orientation 90◦).
Figure 5.57: Specimen dimension for the 3PB-M LAM test series.
This way, the Three-Point Bending beams have been subdivided into two
main groups, indicated as follows:
• 3PB-MX LAM YL, where X represents the plate from which the beams
have been cut, Y represents the number of the beam belonging to a
specific group whereas L represents the longitudinal direction;
• 3PB-MX LAM YT, where T represents the longitudinal direction.
The thickness of the beams has been measured by using a digital caliper
and reported in Table 5.26.
5.11.3 Apparatus
The 15 kN testing machine used for the 3PB-M LAM series is characterised
by a rotatable loading nose which uniformly contact the specimen across its
width. The loading nose and the supports have a cylindrical contact surface
of radius 3 mm. Figure 5.58 shows the testing machine used for the Three-
Point Bending tests and Figure 5.58 illustrates a detailed view of the testing
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Table 5.26: Specimen thickness and width, 3PB-M LAM series.
Specimen Thickness Width
[mm] [mm]
1.
3PB-M9 LAM 1L 2.45 12.50
3PB-M9 LAM 2L 2.40 12.49
2.
3PB-M10 LAM 1L 2.53 12.12
3PB-M10 LAM 2L 2.52 12.25
3.
3PB-M10 LAM 1T 2.47 12.50
3PB-M10 LAM 2T 2.43 12.53
3PB-M10 LAM 3T 2.42 12.57
3PB-M10 LAM 4T 2.46 12.55
3PB-M10 LAM 5T 2.41 12.60
4.
3PB-M11 LAM 1L 2.48 12.44
3PB-M11 LAM 2L 2.47 12.54
5.
3PB-M11 LAM 1T 2.43 12.55
3PB-M11 LAM 2T 2.45 12.53
3PB-M11 LAM 3T 2.47 12.55
3PB-M11 LAM 4T 2.48 12.54
3PB-M11 LAM 5T 2.48 12.54
6.
3PB-M12 LAM 1L 2.47 12.47
3PB-M12 LAM 2L 2.47 12.54
machine, showing the composite beam placed on the supports. A digital
control system has been used to drive the testing machine and a PC has
been used for data recording, i.e. load and displacement signals from the
load cell. These signals are necessary to evaluate the strain and the stress
induced by the deflection of the beam which are used to calculate the flexural
chord modulus of elasticity Ef .
5.11.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the load cell;
• signal of the displacement of the actuator.
These experimental data have permitted to measure the stress σ and the
strain  by means of the following considerations. When a beam supported
at two points and loaded at the midpoint, the stress σf at the outer surface
at mid-span can be calculated as:
σf =
3FL
2wt2spec
, (5.12)
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Figure 5.58: Testing machine, 3PB-M LAM series.
Figure 5.59: Detailed view of the testing machine, 3PB-M LAM series.
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where F is the applied force, L is the support span, w is the width of the
beam and tspec is the thickness of the beam (as indicated in Table 5.26). The
strain f at the outer surface at mid-span can be calculated as:
f =
6δf tspec
L2
, (5.13)
where δf is the mid-span deflection. The experimental data σf and δf have
been recorded and used to create the stress-strain σf−f curves, as illustrated
from Figure 5.60 to Figure 5.62. The flexural chord modulus of elasticity has
been calculated as the ratio of a selected stress range and the corresponding
strain range. ASTM recommends a strain range of 0.002 with a start point
of 0.001 and an end point of 0.003. Thus, the flexural chord modulus of
elasticity has been obtained from the following formula:
Ef =
∆σf
∆f
. (5.14)
All the experimental results for the 3PB-M LAM series are reported in
Table 5.27.
(a) 3PB-M9 LAM 1L specimen (b) 3PB-M9 LAM 2L specimen
Figure 5.60: Stress-strain curves for the specimens of the 3PB-M LAM series,
longitudinal (L) direction.
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(a) 3PB-M10 LAM 1L specimen (b) 3PB-M10 LAM 2L specimen
(c) 3PB-M11 LAM 1L specimen (d) 3PB-M11 LAM 2L specimen
(e) 3PB-M12 LAM 1L specimen (f) 3PB-M12 LAM 2L specimen
Figure 5.60: Stress-strain curves for the specimens of the 3PB-M LAM series,
longitudinal (L) direction.
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(a) 3PB-M10 LAM 1T specimen (b) 3PB-M10 LAM 2T specimen
(c) 3PB-M10 LAM 3T specimen (d) 3PB-M10 LAM 4T specimen
(e) 3PB-M10 LAM 5T specimen
Figure 5.61: Stress-strain curves for the specimens of the 3PB-M10 LAM T
series.
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(a) 3PB-M11 LAM 1T specimen (b) 3PB-M11 LAM 2T specimen
(c) 3PB-M11 LAM 3T specimen (d) 3PB-M11 LAM 4T specimen
(e) 3PB-M11 LAM 5T specimen
Figure 5.62: Stress-strain curves for the specimens of the 3PB-M11 LAM T
series.
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Table 5.27: Experimental results for the 3PB-M LAM series.
Specimen Flexural chord modulus
of elasticity Ef [GPa]
1.
3PB-M9 LAM 1L 49.80
3PB-M9 LAM 2L 50.72
Average value 50.26
Std. Dev. 0.65
2.
3PB-M10 LAM 1L 47.28
3PB-M10 LAM 2L 47.25
Average value 47.27
Std. Dev. 0.02
3.
3PB-M10 LAM 1T 35.07
3PB-M10 LAM 2T 37.25
3PB-M10 LAM 3T 36.53
3PB-M10 LAM 4T 35.32
3PB-M10 LAM 5T 36.25
Average value 36.08
Std. Dev. 0.89
4.
3PB-M11 LAM 1L 49.76
3PB-M11 LAM 2L 49.68
Average value 49.72
Std. Dev. 0.06
5.
3PB-M11 LAM 1T 35.83
3PB-M11 LAM 2T 36.51
3PB-M11 LAM 3T 36.17
3PB-M11 LAM 4T 36.28
3PB-M11 LAM 5T 36.54
Average value 36.27
Std. Dev. 0.29
6.
3PB-M12 LAM 1L 51.52
3PB-M12 LAM 2L 50.31
Average value 50.92
Std. Dev. 0.86
Table 5.28 illustrates the experimental results subdivided into two groups,
considering the longitudinal and transverse flexural modulus, respectively.
Both the upper limit and the lower limit have been excluded from the sta-
tistical calculation. The average value for the longitudinal flexural modulus
is about 49.59 GPa with a standard deviation of 1.20 GPa, whereas the av-
erage value for the transverse flexural modulus is about 36.18 GPa with a
standard deviation of 0.42 GPa. At last, Figure 5.63 shows the upper bound
(3PB-M12 LAM 1L), the lower bound (3PB-M10 LAM 2L) and the average
value of the scatter band regarding the experimental stress-strain curves for
the case of the longitudinal direction, whereas Figure 5.64 shows the upper
bound (3PB-M10 LAM 2T), the lower bound (3PB-M10 LAM 1T) and the
average value for the case of the transverse direction.
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Table 5.28: Longitudinal and transverse flexural chord moduli.
Specimen Ef,L [GPa]
3PB-M9 LAM 1L 49.80
3PB-M9 LAM 2L 50.72
3PB-M10 LAM 1L 47.28
3PB-M10 LAM 2L 47.25
3PB-M11 LAM 1L 49.76
3PB-M11 LAM 2L 49.68
3PB-M12 LAM 1L 51.52
3PB-M12 LAM 2L 50.31
Average value 49.59
Std. Dev. 1.20
Specimen Ef,T [GPa]
3PB-M10 LAM 1T 35.07
3PB-M10 LAM 2T 37.25
3PB-M10 LAM 3T 36.53
3PB-M10 LAM 4T 35.32
3PB-M10 LAM 5T 36.25
3PB-M11 LAM 1T 35.83
3PB-M11 LAM 2T 36.51
3PB-M11 LAM 3T 36.17
3PB-M11 LAM 4T 36.28
3PB-M11 LAM 5T 36.54
Average value 36.18
Std. Dev. 0.42
Figure 5.63: Stress-strain curves, 3PB-M LAM L series.
Figure 5.64: Stress-strain curves, 3PB-M LAM T series.
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5.12 Low-velocity impact tests, LVI-M LAM
5.12.1 Summary of test
The ASTM standard ASTM D7136 - Measuring the damage resistance of a
fiber-reinforced polymer matrix composite to a drop-weight impact event [88]
has been considered as reference that defines the way to conduct the impact
tests LVI-M LAM. This test method determines the damage resistance of
multidirectional polymer matrix composite laminated plates subjected to a
drop-weight impact event. A flat, rectangular composite plate has been sub-
jected to an out-of-plane, concentrated impact using a drop-weight device
with a hemispherical impactor. The potential energy of the drop-weight is
defined by the mass and drop height of the impactor and it has been chosen
prior to test. Proper equipments have been used in order to measure the
contact force and the displacement of the impactor during the impact event.
Here below the summary of the measured quantities:
• contact force, Fc;
• displacement of the impactor, s;
• absorbed energy by the plate, Ea.
5.12.2 The specimen
The specimens consisted of 16 plies balanced symmetric and unconditioned
laminated plate with the following layup configuration [0/± 45/90]2S . The
geometry of the specimens is reported in Figure 5.65. The specimen thickness
has been measured by using a digital caliper and reported in Table 5.29.
Table 5.29: Specimen thickness, LVI-M LAM series.
Specimen Thickness
[mm]
LVI-M1 LAM 2.47
LVI-M2 LAM 2.48
LVI-M3 LAM 2.50
LVI-M4 LAM 2.45
LVI-M5 LAM 2.49
LVI-M6 LAM 2.54
LVI-M7 LAM 2.45
LVI-M8 LAM 2.49
Specimen Thickness
[mm]
LVI-M9 LAM 2.48
LVI-M10 LAM 2.45
LVI-M11 LAM 2.48
LVI-M12 LAM 2.51
LVI-M13 LAM 2.50
LVI-M14 LAM 2.51
LVI-M15 LAM 2.43
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Figure 5.65: Specimen dimension for the LVI-M LAM test series.
5.12.3 Apparatus
Damage in the specimen is imparted through out-of-plane, concentrated im-
pact perpendicular to the plane of the laminated plate using a drop-weight
tower. The impactor consists of an aluminium frame with a hemispherical
striker tip made of steel with a diameter of 12.7 mm. The total mass of the
impactor is equal to 1.25 kg.
The impact support fixture is shown in Figure 5.66. It is characterised
by a plate of 20 mm thick constructed from steel. The cut-out in the plate is
75 mm by 125 mm and the face of the plate are horizontal to the ground and
flat in the area which contacts the test specimen. Guiding pins are properly
located so that the specimen is centrally positioned over the cut-out. Four
clamps are used to restrain the specimen during impact. The tips of the
clamps are made of neoprene rubber. The fixture is connected to a rigid base
(the ground) using four steel columns and four bolts.
The guide mechanism consists of two guide rails through which the cylin-
drical guides of the aluminium frame travel. The height of the guide mecha-
nism is sufficient to permit drop-weight testing for the impact desired energy
level. Guide friction is negligible in order to minimise its effect on the loss
of energy. The rebound catcher is unavailable, thus rebound is prevented by
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Figure 5.66: Testing machine used for the impact tests.
sliding a piece of material between the impactor and the specimen, after the
impactor rebounds from the specimen surface.
A dynamic force sensor is positioned inside the impactor such that at
least 95% of the impactor mass is located above it. The sensor is capable of
indicating the impact force imparted to the test specimen and the accelera-
tion of the impactor during the impact event. Moreover, a laser photoelectric
sensor with a infrared light transmitter and a photoelectric receiver is used
to detect when the impactor passes through the sensor itself. Here below a
brief description on how to evaluate the displacement of the impactor using
information from the two sensors.
The laser photoelectric sensor permits to measure the instants when the
impactor enters in and exits from the laser beam (both prior to the impact
and after the rebound), t1, t2, t3 and t4 . At t5 the impactor is in the mid-
dle of the laser beam (prior to impact) whereas at t6 the impactor is in the
middle of the laser beam (after rebound), Figure 5.67. Figure 5.68 shows the
signals from the laser photoelectric sensor (blue dots, indicating the coverage
of the laser beam) and from the load cell (red dots indicating the magnitude
of the contact force).
The impact event can be divided into three phases as summarised in Table
5.30, where g is the acceleration of gravity, m the mass of the impactor and
Fc is the contact force measured by the force sensor. Numerically integrating
the acceleration and assuming t5 for the initial conditions, one can obtain the
velocity of the impactor v and next its displacement s as functions of time.
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Figure 5.67: Crossing of the laser photoelectric sensor.
Figure 5.68: Example of force and displacement signals, LVI-M LAM series.
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Table 5.30: Phases of the impact event.
Phase Acceleration of the
impactor [m/s2]
Prior to impact a = g
Impact a = g − Fc
m
Rebound a = g
A laptop is used for data recording, i.e. load signal from the force sensor
and positioning of the impactor from the laser photoelectric sensor. These
signals are necessary to evaluate the contact force versus time curve and the
contact force versus hemispherical tip displacement curve.
5.12.4 Experimental results
During the experimental tests the following signals have been recorded:
• signal from the dynamic force sensor;
• signal from the laser photoelectric sensor.
15 specimens have been tested in order to have significant statistical data.
The specimens have been subdivided into six groups considering a specific
impact energy (and therefore a specific drop height) for each group. Table
5.31 shows for each group the kinetic energy and the velocity of the impactor
immediately before the impact with the specimen and the absorbed energy
by the specimen during the impact (also indicating the percentage amount
of absorbed energy with respect to the initial kinetic energy).
Consider the first group of specimens, with a drop height of 0.1 m (speci-
mens LVI-M6 LAM and LVI-M13 LAM). Figure 5.69 shows the contact force
versus time curves. The two curves are nearly coincident and only small
oscillations can be noted, representing the elastic dynamic response of the
specimens. Figure 5.70 shows the contact force versus displacement of im-
pactor curves. The outward and return parts of the curves (considering the
displacement of the impactor) are nearly coincident, only a very little amount
of energy has been dissipated in damage mechanisms, as can be observed in
Table 5.31 (only 10%). This can be noted also in Figure 5.71. Next, Figure
5.72 shows the displacement of the impactor as a function of time.
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Table 5.31: Measured kinetic energies and velocities.
Specimen Drop Impact Initial kinetic Absorbed
height H velocity v energy Ekin energy Ea
[m] [m/s] [J] [J] ([%])
1.
LVI-M6 LAM 0.1 1.41 1.24 0.14 (11%)
LVI-M13 LAM 0.1 1.40 1.23 0.12 (10%)
Avg. value 0.1 1.41 1.24 0.13 (10%)
Std. dev. - 0.01 0.01 0.01
2.
LVI-M5 LAM 0.2 1.98 2.44 0.42 (17%)
LVI-M11 LAM 0.2 1.97 2.43 0.28 (12%)
LVI-M12 LAM 0.2 1.99 2.48 0.31 (13%)
Avg. value 0.2 1.98 2.45 0.34 (14%)
Std. dev. - 0.01 0.03 0.07
3.
LVI-M1 LAM 0.5 2.99 5.57 1.74 (31%)
LVI-M9 LAM 0.5 2.96 5.47 1.73 (32%)
LVI-M10 LAM 0.5 2.95 5.45 1.46 (27%)
Avg. value 0.5 2.97 5.50 1.64 (30%)
Std. dev. - 0.02 0.06 0.16
4.
LVI-M2 LAM 0.75 3.51 7.71 3.12 (40%)
Avg. value 0.75 3.51 7.71 3.12 (40%)
Std. dev. - - - -
5.
LVI-M3 LAM 1.0 3.98 9.89 5.38 (54%)
LVI-M7 LAM 1.0 4.00 10.00 5.52 (55%)
LVI-M8 LAM 1.0 3.99 9.95 5.90 (59%)
Avg. value 1.0 3.99 9.95 5.60 (56%)
Std. dev. - 0.01 0.06 0.27
6.
LVI-M4 LAM 1.5 4.81 14.46 10.41 (72%)
LVI-M14 LAM 1.5 4.86 14.78 11.70 (79%)
LVI-M15 LAM 1.5 4.90 15.02 12.07 (80%)
Avg. value 1.5 4.86 14.75 11.39 (77%)
Std. dev. - 0.05 0.28 0.87
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Figure 5.69: Force-time curves for the first group of specimens, LVI-M LAM
series.
Figure 5.70: Force-displacement curves for the first group of specimens, LVI-
M LAM series.
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Figure 5.71: Absorbed energy-time curves for the first group of specimens,
LVI-M LAM series.
Figure 5.72: Displacement-time curves for the first group of specimens, LVI-
M LAM series.
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Consider the second group of specimens, with a drop height of 0.2 m
(specimens LVI-M5 LAM, LVI-M11 LAM and LVI-M12 LAM). Figure 5.73
shows the contact force versus time curves. Once again, the three curves
are nearly coincident and only small oscillations can be noted, representing
the elastic dynamic response of the specimens. Only specimen LVI-M5 LAM
has shown little differences, indicating slightly larger damaged zones. This
can be observed also in Figure 5.74 which shows the contact force versus dis-
placement of impactor curves. The outward and return parts of the curves
(considering the displacement of the impactor) are nearly coincident only in
the case of specimens LVI-M11 LAM and LVI-M12 LAM, whereas specimen
LVI-M5 LAM has undergone to a slightly higher energy dissipation by dam-
age mechanisms. Figure 5.75 shows the amount of absorbed energy by the
specimens. The energy dissipated during the impact for the specimen LVI-
M5 LAM is about 17% of the total initial kinetic energy. Next, Figure 5.76
shows the displacement of the impactor as a function of time.
Figure 5.73: Force-time curves for the second group of specimens, LVI-M
LAM series.
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Figure 5.74: Force-displacement curves for the second group of specimens,
LVI-M LAM series.
Figure 5.75: Absorbed energy-time curves for the second group of specimens,
LVI-M LAM series.
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Figure 5.76: Displacement-time curves for the second group of specimens,
LVI-M LAM series.
Consider the third group of specimens, with a drop height of 0.5 m (spec-
imens LVI-M1 LAM, LVI-M9 LAM and LVI-M10 LAM). Figure 5.77 shows
the contact force versus time curves. The three curves are quite similar
showing only small differences between each other. For this amount of initial
kinetic energy, bigger oscillations can be noted with respect to the previous
cases, indicating a larger amount of damaged zones, mainly matrix cracking
and matrix crushing. Figure 5.78 shows the contact force versus displacement
of impactor curves. The outward and return parts of the curves (considering
the displacement of the impactor) are no more coincident, indicating that
localised damaged zones are present inside the specimens. This can be noted
also in Figure 5.79 which shows the amount of absorbed energy by the spec-
imens. The energy dissipated during the impact for the specimens LVI-M1
LAM and LVI-M9 LAM is about 31% of the total initial kinetic energy. Next,
Figure 5.80 shows the displacement of the impactor as a function of time.
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Figure 5.77: Force-time curves for the third group of specimens, LVI-M LAM
series.
Figure 5.78: Force-displacement curves for the third group of specimens, LVI-
M LAM series.
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Figure 5.79: Absorbed energy-time curves for the third group of specimens,
LVI-M LAM series.
Figure 5.80: Displacement-time curves for the third group of specimens, LVI-
M LAM series.
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Consider the fourth group of the LVI-M LAM series, with a drop height
of 0.75 m (it consists only of the specimen LVI-M2 LAM). Figure 5.81 shows
the contact force versus time curves. For this amount of initial kinetic en-
ergy, quite large oscillations can be noted, indicating large enough amount
of damaged zones, mainly matrix cracking and matrix crushing. Figure 5.82
shows the contact force versus displacement of impactor curves. The out-
ward and return parts of the curves (considering the displacement of the
impactor) are significantly different, indicating that large enough damaged
zones are present inside the specimens. This can be noted also in Figure 5.83
which shows the amount of absorbed energy by the specimen. The energy
dissipated during the impact for the specimen LVI-M2 LAM is about 40% of
the total initial kinetic energy. Next, Figure 5.84 shows the displacement of
the impactor as a function of time.
Figure 5.81: Force-time curves for the fourth group of specimens, LVI-M LAM
series.
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Figure 5.82: Force-displacement curves for the fourth group of specimens,
LVI-M LAM series.
Figure 5.83: Absorbed energy-time curves for the fourth group of specimens,
LVI-M LAM series.
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Figure 5.84: Displacement-time curves for the fourth group of specimens,
LVI-M LAM series.
Consider the fifth group of specimens, with a drop height of 1 m (spec-
imens LVI-M3 LAM, LVI-M7 LAM and LVI-M8 LAM). Figure 5.85 shows
the contact force versus time curves. The dynamic responses of the three
specimens are quite similar. For this amount of initial kinetic energy, large
oscillations can be noted, indicating a large amount of damaged zones, that is
not only matrix cracking but also fibre breakage and delaminations. Figure
5.86 shows the contact force versus displacement of impactor curves. The
outward and return parts of the curves (considering the displacement of the
impactor) are visibly different, indicating a large dissipation of the kinetic
energy. This can be noted also in Figure 5.87 which shows the amount of
absorbed energy by the specimens. The energy dissipated during the impact
for the specimens LVI-M8 LAM is about 59% of the total initial kinetic en-
ergy. Next, Figure 5.88 shows the displacement of the impactor as a function
of time.
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Figure 5.85: Force-time curves for the fifth group of specimens, LVI-M LAM
series.
Figure 5.86: Force-displacement curves for the fifth group of specimens, LVI-
M LAM series.
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Figure 5.87: Absorbed energy-time curves for the fifth group of specimens,
LVI-M LAM series.
Figure 5.88: Displacement-time curves for the fifth group of specimens, LVI-
M LAM series.
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Consider the sixth group of specimens, with a drop height of 1.5 m (spec-
imens LVI-M4 LAM, LVI-M14 LAM and LVI-M15 LAM). Figure 5.89 shows
the contact force versus time curves. For this amount of initial kinetic energy,
very large oscillations can be noted, indicating a large amount of damaged
zones, that is matrix cracking, fibre breakage and extended delaminations.
Figure 5.90 shows the contact force versus displacement of impactor curves.
The outward and return parts of the curves (considering the displacement of
the impactor) are visibly different, indicating a large dissipation of the kinetic
energy. This can be noted also in Figure 5.91 which shows the amount of
absorbed energy by the specimens. The energy dissipated during the impact
for the specimens LVI-M15 LAM is about 80% of the total initial kinetic en-
ergy. Next, Figure 5.92 shows the displacement of the impactor as a function
of time.
Figure 5.89: Force-time curves for the sixth group of specimens, LVI-M LAM
series.
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Figure 5.90: Force-displacement curves for the sixth group of specimens, LVI-
M LAM series.
Figure 5.91: Absorbed energy-time curves for the sixth group of specimens,
LVI-M LAM series.
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Figure 5.92: Displacement-time curves for the sixth group of specimens, LVI-
M LAM series.
Table 5.32 summarises the maximum displacement of the impactor and
the maximum contact force for the specimens of all the six group.
A comparative analysis considering the dynamic response of the speci-
mens with respect to different drop heights and thus different initial kinetic
energies has been carried out. For each group, only one specimen has been
chosen which could be considered as the representative specimen of its own
group. Thus, specimens LVI-M13 LAM has been chosen for the 0.1 m drop
height, LVI-M11 LAM has been chosen for the 0.2 m drop height, LVI-M9
LAM has been chosen for the 0.5 m drop height, LVI-M2 LAM is the only
specimen for the 0.75 m drop height, LVI-M7 LAM has been chosen for the
1 m drop height and finally LVI-M14 LAM has been chosen for the 1.5 m
drop height. Figure 5.93 shows the contact force versus time curves. Some
observations are summarised here below.
• Up to 1 m drop height (Ekin ≈ 10 J), the duration of the impact event
varies between 4.6 ms and 5.2 ms. Otherwise, for the specimens of the
sixth group (H = 1 m, Ekin ≈ 14.8 J) the duration of the impact event
is bigger, approximately 6.5 ms. This is due to the lower speed of the
impactor during the rebound, because a great amount of the kinetic
energy has been absorbed by the specimen by means of wide damage
mechanisms.
• The greater the drop height (and thus the impact energy), the faster
the maximum contact force is reached. This is due to the increment of
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Table 5.32: Maximum displacement and maximum contact force, LVI-M LAM
series.
Group Specimen Maximum Maximum contact
displacement smax force Fc,max
[mm] [N]
1.
LVI-M6 LAM 2.17 1193
LVI-M13 LAM 2.13 1199
Avg. value 2.15 1196
Std. dev. 0.03 4.24
2.
LVI-M5 LAM 2.97 1703
LVI-M11 LAM 2.97 1726
LVI-M12 LAM 2.98 1765
Avg. value 2.97 1731
Std. dev. 0.01 31.34
3.
LVI-M1 LAM 4.48 2479
LVI-M9 LAM 4.36 2594
LVI-M10 LAM 4.44 2508
Avg. value 4.43 2527
Std. dev. 0.06 59.81
4.
LVI-M2 LAM 5.26 2843
Avg. value 5.26 2843
Std. dev. - -
5.
LVI-M3 LAM 5.98 3025
LVI-M7 LAM 6.04 3034
LVI-M8 LAM 6.09 3160
Avg. value 6.04 3073
Std. dev. 0.06 75.48
6.
LVI-M4 LAM 7.96 3083
LVI-M14 LAM 8.15 3037
LVI-M15 LAM 8.07 3092
Avg. value 8.06 3071
Std. dev. 0.10 29.50
the initial kinetic energy.
• For low impact energies (up to Ekin ≈ 7.7 J)) the greater the drop
height (and thus the impact energy), the greater the maximum con-
tact force. For greater values of the impact energies, the maximum
contact force remains almost constant (Fc,max ≈ 2.8 kN, considering
an averaged value of the signals and filtering the oscillations at higher
frequencies). This is due to collapse of the structure: after reaching a
”threshold” value of the impact energy, the delaminations and the dam-
aged zones are so wide that the plate does not react anymore, keeping
constant the maximum contact force.
• Greater oscillations of the signal can be noted at higher impact ener-
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Figure 5.93: Force-Time curves, comparison between different drop heights.
gies (Ekin > 5.5 J). This is due to the wider damaged zone. Up to
this energy level only transverse damages can be observed, i.e. matrix
cracking and matrix crushing with a low value of dissipated energy. For
higher impact energies, more damage mechanisms can be observed, i.e.
fibre breakage and delaminations.
Figure 5.94 shows the contact force versus the displacement of the im-
pactor curves. Some observations are summarised here below.
• The initial slope of the Force-Displacement curves is the same for all
the groups. This value represents the bending stiffness of the compos-
ite plate when subjected to localised loads in the though-the-thickness
direction.
• The outward part and the rebound part of the curve are nearly coin-
cident only for very low impact energies, up to Ekin ≈ 2.4 J. This is
due to the very small extension of the damaged zones. Overcoming
this value, the extension of the damaged zones and delaminations be-
comes wider and the dissipated energy is greater, thus the two parts of
the curve begins to separate. The area under these two parts (outward
and rebound) represents the dissipated energy during the impact event.
This area increases when the impact energy increases. At Ekin ≈ 14.8
J, the dissipated energy is almost 80% of the initial kinetic energy.
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Figure 5.94: Force-Displacement curves, comparison between different drop
heights.
• The maximum displacement of the impactor increases when the im-
pact energy increases. At Ekin ≈ 2.4 J, the maximum displacement is
approximately 3 mm, at Ekin ≈ 7.7 J, the maximum displacement is
approximately 5.3 mm, whereas at Ekin ≈ 14.8 J the maximum dis-
placement is very high, 8.1 mm, due to the collapse of the structure
because of the extended delaminations.
Figure 5.95 shows the displacement of the impactor versus time curves.
Some observations are summarised here below.
• As already observed in Figure 5.94, the maximum displacement of the
impactor increases as the impact energy increases.
• Up to high enough energy levels (Ekin < 10 J) the maximum displace-
ment is reached always at the same time (t|smax ≈ 2.4 ms) when con-
sidering different initial kinetic energies. Otherwise, considering higher
energy levels, the maximum displacement of the impactor is reached
later (t|smax ≈ 3.1 ms).
Figure 5.96 shows the absorbed energy by the specimen versus time
curves. Some observations are summarised here below.
• As already observed in Figure 5.95, the peak of the Energy-Time curves
increases as the impact energy increases. The peak of the Energy-Time
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Figure 5.95: Displacement-Time curves, comparison between different drop
heights.
Figure 5.96: Energy-Time curves, comparison between different drop heights.
curve is reached at the same time when the peak of the Displacement-
Time curve is reached, that is t|smax = t|Ea,max .
• The asymptotic value of the Energy-Time curve represents the energy
absorbed by the specimen during the impact event: it increases as the
initial kinetic energy increases. At lower impact energy, the absorbed
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energy is low (thus, when Ekin = 2.4 J, the ratio Ea/Ekin is approx-
imately 0.13). As the impact energy increases, the extension of de-
laminations and damaged zones increases, resulting in higher absorbed
energy. At high impact energy level (Ekin = 14.8 J) the absorbed en-
ergy is approximately 80% of the initial kinetic energy. It can be noted
that the rate of increment of the absorbed energy is not linear, but
almost quadratic with respect to the initial kinetic energy. Figure 5.97
shows the polynomial interpolation with a red curve, together with the
quadratic equation and the R2 value.
Figure 5.97: Initial kinetic energy - Absorbed energy curve with polynomial
interpolation.
Part III
Numerical validation

Chapter 6
FE simulations of composite laminate
specimens
6.1 Introduction
This chapter illustrates a summary of the numerical results obtained when
simulating the progressive failure of the specimens UNT-G LAM and OHT-
I LAM. These activities have been carried out in the context of a Master’s
Degree Thesis.[63] Extended sensitivity analyses have been performed in order
to analyse the influence of some selected parameters on the overall behaviour
of the finite element models.
6.2 FE simulations of an unnotched tension UNT-G
LAM specimen
The specimen of the UNT-G LAM series has been modelled in Abaqus/CAE
and nonlinear quasi-static analyses up to failure have been performed by using
Abaqus/Standard. In this paragraph, the main results of these simulations
will be reported, whereas details can be found in Pasi.[63] Both 2D and
3D finite element models have been developed. Dimensions of the specimen
have been already indicated in Chapter 5. Particularly, the 3D model has
been subdivided into two parts, a peripheral 2D part (where the boundary
conditions and the loads have been applied) and a detailed 3D part in the
center of the specimen where the damage model has been considered. The
transition between the two parts have been obtained by using a Shell-to-Solid
constraint, Figure 6.1.
All the nodes of the region of the finite element model, representing the
part of the specimen placed into the grips of a mechanical testing machine,
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Figure 6.1: 2D and 3D FE models of the UNT-G LAM specimen.[63]
have been clamped, fixing all the degrees of freedom. This zone is illustrated
with a red colour in Figure 6.2. A reference point close to the specimen and
opposite to the clamped part has been created and it has been rigidly linked
to a portion of the specimen. The finite element model of the specimen has
been loaded in tension considering an assigned displacement field.
Figure 6.2: 3D FE models of the UNT-G LAM specimen and assigned bound-
ary conditions and constraints.[63]
The damage model used for this numerical application does not consider
the interlaminar damage mechanisms (thus, no cohesive elements have been
placed between the plies). Moreover, the intralaminar damage initiation is
predicted by using the 3D Hashin’s criterion, Table 4.8, whereas the damage
evolution is evaluated as indicated in paragraph 3.6.
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Since the specimen is symmetric and the tensile load is symmetric with
respect to the middle plane of the composite, only one half of the specimen
has been considered, reducing the computational costs. Thus, a nominal
thickness of 1.25 mm has been considered for the finite element models. Table
6.1 indicates the summary of the finite element’s dimension for this kind of
numerical applications.
Table 6.1: Element’s dimension for the UNT-G LAM specimen.
FE Part Element type Finite element Finite element
Model dimension thickness
[mm]x[mm] [mm]
2D Shell S4R 2x2 1.25
3D
Shell S8R 3x3 1.25
Solid C3D8R - C3D8 1x1 0.156
The C3D8 solid elements have been used for two narrow rows of finite
elements close to the Shell-to-Solid transition in order to avoid excessive
distortions of the elements in the transition zone, Figure 6.3.
Figure 6.3: Two rows of C3D8 solid elements (red zone) at the Shell-to-Solid
transition.[63]
Four specific parameters have been analysed in depth because it has been
recognised that they could influence the mechanical behaviour and the dam-
age mode of the specimen. These parameters are:
• the maximum damageable volume Vd;
• the trigger zone for the damage mechanisms;
• the allowable strenghts;
• the intralaminar longitudinal fracture toughness G1T ;
• the intralaminar transverse fracture toughness G2T .
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In this PhD Thesis, only the results relevant to the 3D finite element
models will be illustrated. Both the 2D and 3D results are available in the
aforementioned Master’s Degree Thesis.[63]
6.2.1 Maximum damageable volume sensitivity analysis
The parameter Vd represents the maximum extension of the finite element
model which can be damaged during the progressive failure analysis. This
is an important parameter in the CDM, because it has a strong influence
on the damage path, which is the pattern followed by the damage when it
propagates. As a matter of fact, the wider Vd the bigger the zone affected
by damage mechanisms. However, a wide Vd could lead to an unrealistic
damage behaviour of the composite material which could spread into the
whole damageable zone within unrealistic temporal window.[63] With this in
mind, a sensitivity analysis has been carried out, considering four different Vd
extensions, Figure 6.4. A few solid elements with reduced allowable strengths
(with a reduction of about 5%) have been placed in the middle of the gauge
section in order to properly trigger the damage. This has been done in
order to avoid that the damage mechanisms started from unrealistic zones,
such as the Shell-to-Solid transition zone or the the Damageable-No Damage
transition zone.
Figure 6.4: Four different maximum damageable zones for the UNT-G LAM
specimen.[63]
Figure 6.5 shows the applied load-displacement curves for the four exten-
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sions of Vd and Figure 6.6 shows a detailed view of the previous graph. It
can be noted that:
• the larger Vd, the less is the maximum reached applied load;
• the larger Vd, the less is the global stiffness of the specimen, leading to
a reduced slope of the applied load-displacement curve.
Figure 6.5: Applied load-displacement curves of four different cases of maxi-
mum damageable volume.[63]
Figure 6.6: Detailed view of the applied load-displacement curves for four
different cases of maximum damageable volume.[63]
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6.2.2 Trigger zone sensitivity analysis
A sensitivity analysis about the trigger zone for damage initiation has been
carried out on the UNT-G LAM specimen. A few elements in the mid-
dle of the specimen have been characterised by lower value of the allowable
strengths (considering a reduction of about 5%). Figure 6.7 shows the loca-
tions of the solid elements with reduced allowable strengths. Three different
cases have been considered: CZ1, CZ2 and CZ3 (indicated with three dif-
ferent colours in Figure 6.7). The three trigger zones are symmetric with
respect to the centerline of the specimen.
Figure 6.7: Three different trigger zones from which damage begins to
grow.[63]
Figure 6.8 shows that no appreciable differences can be noted in the me-
chanical response of the specimen. Thus, the trigger zone parameter has a
minor effect both on the maximum applied load and on the global stiffness
of the finite element model.
6.2.3 Allowable strengths sensitivity analysis
A sensitivity analysis considering the effect of a reduction of the allowable
strengths on the mechanical response of the finite element model of the UNT-
G LAM specimen has been carried out. Three different reduction levels
have been considered (2.5%, 5% and 10%). The nominal allowable strengths
have been obtained from the extensive experimental campaign described in
Chapter 5. Table 6.2 shows the summary of the reduction levels considered
for this sensitivity analysis. This sensitivity analysis has been performed
considering a maximum damageable volume Vd given by 48 rows of finite
element in the central part of the specimen for a total of 9600 damageable
finite elements. Moreover a trigger zone given by the case CZ1 has been
taken into account.
In Figure 6.9 the applied load-displacement curves are reported. It can be
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Figure 6.8: Applied load-displacement curves for three different cases of trig-
ger zone.[63]
Table 6.2: Three different reduced values for the allowable strengths.
Allowable Reduced value [MPa]
strength -2.5 % -5 % -10 %
XT 1629.9 1588.1 1504.5
XC 777.6 757.6 717.8
YT 37.0 36.0 34.1
YC 177.0 172.4 163.4
SL 77.6 75.6 71.6
noted that the reduction of the allowable strengths has a significant influence
on the overall mechanical behaviour of the finite element model of the UNT-
G LAM specimen and the less the allowable strengths, the less the reached
maximum failure load.
6.2.4 Intralaminar longitudinal tensile fracture toughness sensitiv-
ity analysis
The smeared crack formulation permits to ensure that the energy released
during the damage propagation is independent on the mesh refinement, alle-
viating the strain localisation problem. Considering a generic damage mech-
anism, the corresponding intralaminar fracture toughness has a strong influ-
ence on the definition of the strain at failure and this can lead to a significant
repercussion on the progressive failure analysis of the composite material.
Moreover, the intralaminar fracture toughness is difficult to measure exper-
imentally. Thus, usually in the finite element simulations it is considered as
a free parameter of the numerical model which must be defined by means of
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Figure 6.9: Applied load-displacement curves for three different levels of al-
lowable strength reduction.[63]
extensive numerical analyses.
In this context, a first sensitivity analysis considering a variation of the
intralaminar longitudinal tensile fracture toughness G1T has been carried out.
Table 6.3 shows the three values which have been considered for G1T .
Table 6.3: Three different values for the intralaminar longitudinal tensile frac-
ture toughness.
G1T [N/mm]
1. 80
2. 40
3. 20
Figure 6.10 shows the applied force-displacement curves when considering
the three selected values of G1T . It can be noted that this parameter has a
quite significant influence on the progressive failure analyses and the less the
longitudinal intralaminar fracture toughness, the less the failure load.
6.2.5 Intralaminar transverse tensile fracture toughness sensitivity
analysis
Similarly to the previous sensitivity analysis, a further sensitivity analysis
considering different values for the intralaminar transverse tensile fracture
toughness G2T has been performed. Differently from G1T which poses some
difficulties for its experimental measurement, usually G2T is estimated as
equal to the interlaminar fracture toughness in Mode I with a good approxi-
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Figure 6.10: Applied load-displacement curves for three different values of the
intralaminar longitudinal tensile fracture toughness.[63]
mation. Table 6.4 shows the three different values which have been selected
for the sensitivity analysis about G2T .
Table 6.4: Three different values for the intralaminar transverse tensile frac-
ture toughness.
G2T [N/mm]
1. 0.2
2. 1.4
3. 9.8
Figure 6.11 shows the applied force-displacement curves when considering
the three selected values of G2T . It can be noted that this parameter has
a quite significant effect on the progressive failure analyses, even if not so
marked as for the parameter G1T . Again, it can be noted that the lower the
transverse intralaminar fracture toughness, the lower the failure load.
6.2.6 Comparison with the experimental results
A comparison between the obtained numerical results and the experimental
data has been carried out. The main results are reported in Figure 6.12.
All the simulations have predicted a failure load quite higher with respect
to the experimental data whose average value is 15255 N. Considering the 3D
simulations, when a value of G1T = 80 N/mm is assumed then a failure load
of about 17825 N is predicted (with a percentage error of +13%), whereas
when a value of G1T = 20 N/mm is assumed then a failure load of about
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Figure 6.11: Applied load-displacement curves for three different values of the
intralaminar transverse tensile fracture toughness.[63]
Figure 6.12: Experimental - numerical comparison for the UNT-G LAM se-
ries.[63]
17425 N is predicted (with a percentage error of +16.8%).
The numerical simulations have shown that the 2D finite element models
are characterised by a quite significant reduction of the global stiffness, show-
ing that the applied force - displacement curves deviate significantly from the
linear elastic behaviour. Moreover, when considering a maximum Vd and a
reduction of the allowable strengths of about −10%, the estimated failure
load is about 16000 N with a percentage error of +4% with respect to the
experimental average failure load.
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The numerical analyses have predicted a global stiffness of the finite ele-
ment model which is significantly lower than that measured experimentally,
with a maximum percentage error of −9.3% for the 3D simulations and −11%
for the 2D simulations, Table 6.5.
Table 6.5: Global stiffness, comparison between the experimental data and
numerical results.
Global stiffness
Ex [GPa]
Experimental 40.6
2D FE model 44.8
3D FE model 45.1
6.3 FE simulations of an open-hole tension OHT-I LAM
specimen
After simulating the mechanical behaviour of the UNT-G LAM specimen, a
specimen of the OHT-I LAM series has been modelled in Abaqus/CAE and
nonlinear quasi-static analyses up to failure have been performed by using
Abaqus/Standard. Here below the main results of these simulations will be
reported, whereas details can be found in Pasi.[63] Both 2D and 3D finite
element models have been developed. Dimensions of the specimen have been
already indicated in Chapter 5. Similarly to the UNT-G LAM finite element
model, the 3D model has been subdivided into two parts, a peripheral 2D
part (where the boundary conditions and the loads have been applied) and a
detailed 3D part in the center of the specimen where the damage model has
been considered. The transition between the two parts has been obtained by
using a Shell-to-Solid constraint, Figure 6.13.
Similarly to the UNT-G LAM FE simulation, all the nodes of the region
of the finite element model, representing the part of the specimen placed into
the grips of a mechanical testing machine, have been clamped, fixing all the
degrees of freedom. A reference point close to the specimen and opposite to
the clamped part has been created and it has been rigidly linked to a portion
of the specimen. The finite element model of the specimen has been loaded
in tension considering an assigned displacement field.
The damage model used for this numerical application does not consider
the interlaminar damage mechanisms (thus, no cohesive elements have been
placed between the plies). Moreover, the intralaminar damage initiation is
predicted by using the 3D Hashin’s criterion, Table 4.8, whereas the damage
evolution is evaluated as indicated in paragraph 3.6.
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Figure 6.13: 2D and 3D FE models of the OHT-I LAM specimen.[63]
Since the specimen is symmetric and the tensile load is symmetric with
respect to the middle plane of the composite, only one half of the specimen
has been considered, reducing the computational costs. Thus, a nominal
thickness of 1.25 mm has been considered for the finite element models. Table
6.6 indicates the summary of the finite element’s dimension for this kind of
numerical applications.
Table 6.6: Element’s dimension for the OHT-I LAM specimen.
FE Part Element type Finite element Finite element
Model dimension thickness
[mm]x[mm] [mm]
2D Shell S4R 1.58x1.58 1.25
3D
Shell S8R 3x3 1.25
Solid C3D8R - C3D8 1.4x1.4 0.156
The C3D8 solid elements have been used for two narrow rows of finite
elements close to the Shell-to-Solid transition in order to avoid excessive dis-
tortions of the elements in the transition zone.
Differently from the case of the UNT-G LAM simulations, only two spe-
cific parameters have been analysed in depth recognizing their influence on
the mechanical behaviour and the damage mode of the specimen. These
parameters are:
• the intralaminar longitudinal fracture toughness G1T ;
• the intralaminar transverse fracture toughness G2T .
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In this chapter, only the results relevant to the 3D finite element models
will be illustrated. Both the 2D and 3D results are available in Pasi.[63]
6.3.1 Intralaminar longitudinal tensile fracture toughness sensitiv-
ity analysis
Similarly to what has been done for the UNT-G LAM specimen, a first sen-
sitivity analysis considering a variation of the intralaminar transverse tensile
fracture toughness G1T has been carried out. Table 6.7 shows the three values
which have been considered for G1T .
Table 6.7: Three different values for the intralaminar longitudinal tensile frac-
ture toughness.
G1T [N/mm]
1. 80
2. 40
3. 20
Figure 6.14 shows the applied force-displacement curves when consider-
ing the three selected values of G1T . It can be noted that this parameter
has a strong influence on the progressive failure analyses and the less the
longitudinal intralaminar fracture toughness, the less the failure load.
Figure 6.14: Applied load-displacement curves for three different values of the
intralaminar longitudinal tensile fracture toughness.[63]
6.3.2 Intralaminar transverse tensile fracture toughness sensitivity
analysis
Similarly to the previous sensitivity analysis, a further sensitivity analysis
considering different values for the intralaminar transverse tensile fracture
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toughness G2T has been performed. Table 6.8 shows the three different values
which have been selected for the sensitivity analysis about G2T .
Table 6.8: Three different values for the intralaminar transverse tensile frac-
ture toughness.
G2T [N/mm]
1. 0.2
2. 1.4
3. 9.8
Figure 6.15 shows the applied force-displacement curves when considering
the three selected values of G2T . It can be noted that there is no significant
difference between the simulation related to G2T = 9.8 N/mm and that re-
lated to G2T = 1.4 N/mm, whereas the failure load has a significant drop
when considering a value for G2T equal to 0.2 N/mm.
Figure 6.15: Applied load-displacement curves for three different values of the
intralaminar transverse tensile fracture toughness.[63]
6.3.3 Comparison with the experimental results
After conducting the aforementioned sensitivity analyses, a comparison be-
tween the experimental data and the most meaningful numerical results has
been carried out. Figure 6.16 shows the applied force - displacement curves
considering both the 2D and the 3D finite element models.
It can be noted that the 2D finite element models provide a prediction
of the failure load which is usually higher than that predicted by the 3D FE
models. Considering G1T = 80 N/mm and G2T = 0.2 N/mm, the failure
load predicted by the 2D model is about 15800 N (with a percentage error of
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Figure 6.16: Experimental - numerical comparison for the OHT-I LAM se-
ries.[63]
+8.6%), whereas the 3D model predicts a lower value which is about 13450 N
(with a percentage error of −8%). Moreover, considering the 3D simulation
with G1T = 80 N/mm and G2T = 9.8 N/mm, the predicted failure load is in
a good agreement with the experimental results with a percentage error of
−4.6% with respect to the experimental average value.
The predicted overall stiffness of the finite element model is in a good
agreement with the experimental results both for the 3D and for the 2D
simulations, with a maximum percentage error of +11%. From Figure 6.16
it can be noted that the applied force - displacement curves show a small
deviation from the linear elastic behaviour which is typical of the progressive
failure analyses for composite materials.
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Chapter 7
FE simulations of low-velocity impacts on
composite laminates
7.1 Introduction
This chapter shows the numerical results of the low-velocity impact simula-
tions on a thin composite plate which reproduces the specimen of the LVI-M
LAM series, whose experimental data have been already illustrated in Chap-
ter 5.
7.2 FE simulations of a LVI-M LAM specimen
7.2.1 Modelling strategy
The material in this study is the CFRP laminate whose elastic properties
and strength allowables have been extensively investigated by means of the
wide experimental campaign illustrated in Chapter 5. Two energy levels have
been taken into account, considering particularly two specific specimens:
• the LVI-M13 LAM specimen, which was experimentally impacted by a
steel dart falling from a drop height of 0.1 m and resulting in an impact
velocity of 1.40 m/s and an impact energy of 1.23 J;
• the LVI-M9 LAM specimen, which was experimentally impacted con-
sidering a drop height of 0.5 m, an impact velocity of 2.96 m/s and an
impact energy of 5.47 J.
The former numerical simulation represents a very low-velocity impact
event characterised by a substantial absence of damages, whereas the latter
numerical simulation represents a low-velocity impact event with a moderate
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impact energy level, which can be numerically studied by means of the im-
plicit code Abaqus/Standard.
The low-velocity impact events have been analysed by means of a de-
tailed 3D finite element model, representing the specimen, the support and
the main fixtures. Particularly, the development of the FE model has in-
volved the modelling of the composite material including intralaminar failure
and interlaminar failure, the modelling of the impactor, of the steel support
and of the rubber clamps which bounded the specimen. These topics are
addressed as follows.
Both the specimens have a nominal size of 150 x 100 mm2. The M13
specimen has been modelled with a thickness of 2.50 mm, whereas the thick-
ness of the M9 specimen has been considered equal to 2.48 mm, thus the
numerical models have the same dimensions of the specimens of the experi-
mental tests. Full 3D FE models have been developed for the two specimens.
In order to reduce the numerical costs, the FE model of the specimens has
been subdivided into two zones as follows.
• A square zone (20 x 20 mm2) in the middle of the specimen has been
modelled using C3D8R solid elements (i.e. a row of solid elements for
each layer) and COH3D8 cohesive elements with a thickness of 10−3
mm between all the adjacent layers. This zone has been modelled using
a fine mesh density with a characteristic length of the smallest finite
element equal to 0.5 mm.
• The peripheral zone has been modelled using C3D8R solid elements and
a coarser mesh density. Thus, only two solid elements have been placed
in the through-the-thickness direction and no cohesive elements have
been placed inside the FE model. Both the two rows of solid elements
are characterised by a composite layup with a total of eight layers. The
average characteristic length of this zone is approximately 2 mm.
The two zones, although different from each other in the sense of the
mesh density have been connected using the TIE constraints which bonds
two surfaces together for the duration of the simulation, Figure 7.1. The TIE
constraint has been adopted for mesh refinement purposes, constraining each
of the nodes on the slave surface (belonging to the finer zone) to have the
same motion as the point on the master surface (belonging to the coarser
zone) to which it is closest.
The impactor has been modelled using C3D8R solid elements and it has
been subdivided into two parts as follows, Figure 7.2:
• a hemispherical part made of steel with a radius of 6.35 mm;
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Figure 7.1: FE model of the specimen subdivided into two main zones and
connected by means of a TIE constraint.
• a thin cylindrical part made of a fictitious material with a high density
in order to lump all the mass of the falling impactor;
• a spring with a stiffness constant of 8.8 · 105 N/mm which represents
the piezoelectric sensor inside the dart. The length of the finite element
which represents the spring has been set equal to 14.6 mm, having no
influence on the results of the simulations.
Figure 7.2: FE model of the impactor, subdivided into two parts connected
by a spring.
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The steel support has been modelled using C3D8R solid elements. The
thickness of the support is equal to 20 mm, the rectangular hole is 125 mm
by 75 mm and the overall dimension of the support has been set equal to 160
mm by 110 mm, Figure 7.3.
Figure 7.3: FE model of the steel support.
The clamps have been modelled using C3D8R solid elements. A sim-
plified geometry has been adopted, thus the clamps have been modelled as
cylindrical part with a radius of 6 mm and a length of 12 mm, Figure 7.4.
The material is neoprene rubber with a hardness of 70 Shore A which has
been considered as isotropic during the simulations. Uncertainties arose when
modelling the Young’s modulus of the neoprene. A sensitivity analysis about
the Young’s modulus is illustrated in paragraph 7.3.2.
Figure 7.4: FE model of the clamp made of neoprene.
Figure 7.5 shows an overall view of the entire FE model. It consists of
28948 C3D8R solid elements and 17340 COH3D8 cohesive elements for a
total of 46288 elements and 53690 nodes. The FE analyses have been carried
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out using the implicit code Abaqus/Standard v.6.10-3. Three contact zones
have been identified:
• contact between the dart and the specimen;
• contact between the specimen and the steel support;
• contact between the specimen and the neoprene clamps.
Figure 7.5: FE model of the thin specimen impacted by a dart.
The three contact interactions have been modelled using the same ap-
proach, that is a surface-to-surface contact discretisation with a small sliding
tracking approach. Using this approach, it was assumed that although the
two bodies in contact may undergo large motions, there will be a relatively
small sliding of one surface along the other, which is a good approximation
as already indicated in paragraph 4.5. As constraint enforcement method,
the penalty method has been adopted. A friction coefficient of 0.3 has been
considered during the analyses.
The bottom surface of the steel support has been bounded considering
a clamp, whereas the nodes of the dart have been constrained to move only
along the z-axis. The gravity has been considered during the simulation,
acting along the z-axis. The impact phenomenon has been studied using the
implicit time integration scheme and the analyses have been subdivided into
two main steps as follows:
• a first static step during which each part is considered as fixed with
the exception of the neoprene clamps which are moved towards the
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specimen in order to create the correct boundary condition during the
following step;
• a second implicit dynamic step during which the impactor hits the
specimen with the desired impact energy.
The first step ensures that the specimen is bounded with a certain preload.
Uncertainties arose when simulating the preload due to the clamps, thus a
sensitivity analysis about this parameter has been carried out and reported in
paragraph 7.3.3. The second step represents the numerical simulation of the
impact event, and the analyses have focused on the main numerical results
such as the determination of the contact force vs. time curve, contact force vs.
displacement of the impactor curve, the displacement of the impactor vs. time
curve and the absorbed energy by the specimen vs. time curve. Moreover,
in the case of a drop height of 0.5 m, the intralaminar and interlaminar
damage models have been considered in order to evaluate the overall damage
mechanisms during the impact.
7.2.2 Materials properties
Herein the materials properties used during the simulations are reported for
completeness. Most of them derive from the experimental campaign illus-
trated in Chapter 5. Table 7.1 shows the elastic properties of the specimen,
whereas Table 7.2 shows the intralaminar allowable strengths, whereas Table
7.3 shows the intralaminar fracture toughness. Some assumptions have been
taken:
• the longitudinal elastic modulus E01 has been assumed as arithmetic
mean value between the longitudinal tensile modulus and the longitu-
dinal compressive modulus;
• the transverse elastic modulus E02 has been assumed as arithmetic mean
value between the transverse tensile modulus and the transverse com-
pressive modulus;
• the out-of-plane elastic modulus E03 has been assumed equal to the
compressive transverse modulus because in the through-the-thickness
direction the specimen is mostly loaded in compression.
Table 7.4 shows the interlaminar allowable strengths and the interlaminar
fracture toughness. For the cohesive elements, the three penalty stiffness
properties have been set equal to each other, that is Knn = Kss = Ktt = 106
N/mm3. At last, Table 7.5 shows the elastic properties and densities used
for the other parts of the FE model.
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Table 7.1: Intralaminar elastic moduli.
E011 E
0
22 E
0
33 G
0
12 G
0
13 G
0
23 ν
0
12 ν
0
13 ν
0
23
[GPa] [GPa] [GPa] [GPa] [GPa] [GPa] [-] [-] [-]
112.7 10.35 7.9 3.4 3.4 3.4 0.32 0.32 0.32
Table 7.2: Intralaminar allowable strengths.
XT XC YT YC SL ST
[MPa] [MPa] [MPa] [MPa] [MPa] [MPa]
1671.7 797.5 37.9 181.5 79.6 68.6
Note: the transverse shear strength ST has been
approximated using Eq. (4.3).
Table 7.3: Intralaminar fracture toughness.
G1T G1C G2T G2C
[N/mm] [N/mm] [N/mm] [N/mm]
80 60 0.2 0.76
Table 7.4: Interlaminar allowable strengths and interlaminar fracture tough-
ness.
t0n t
0
s t
0
t G
C
n G
C
s G
C
t
[MPa] [MPa] [MPa] [N/mm] [N/mm] [N/mm]
38 80 80 0.2 0.7 0.7
Table 7.5: Summary of the elastic properties and densities of the other parts
of the FE model.
Clamp Support Impactor
Bottom part Top part
Material Neoprene Steel Steel
Fictitious
material
Young’s
0.0138∗ 206 206 206
modulus, E0 [GPa]
Poisson’s
0.499 0.3 0.3 0.3
ratio, ν [-]
Density, ρ [t/m3] 1.2 7.8 7.8 3849
*: this value was not clearly definable, thus a sensitivity analysis was
necessary, paragraph 7.3.2.
As can be seen from the tables, the clamps have been considered as made
of an isotropic material although the mechanical response of the neoprene
rubber is much more complex with a strong nonlinear behaviour.
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7.3 Preliminary analyses
The low-velocity impact characterised by a drop height of 0.1 m has been
considered as starting point in order to define some parameters which have
an important role in the low-velocity impact simulations. Particularly, two
parameters have been identified as most important, that is:
• the Young’s modulus of the neoprene rubber of the clamps;
• the preload on the specimen due to the clamps.
Some uncertainties arose in establishing the value of these two parameters,
thus specific sensitivity analyses became necessary in order to understand
their influence on the simulations. Moreover, the contact force during the
impact can be calculated by means of two possible alternatives:
• contact force as a function of the reaction of the spring;
• contact force as a function of the product between the total mass of the
impactor and the acceleration of its center of gravity.
A specific simulation has been carried out in order to demonstrate that
the contact forces calculated using the two alternatives are nearly coincident.
These topics are discussed in the next paragraphs.
7.3.1 Estimation of the contact force
Considering the low-velocity impact characterised by a drop height of 0.1
m, the contact force can be measured in different ways, that is by means of
the reaction of the spring or by means of the mass of the impactor multi-
plied by the acceleration of the center of gravity. In Figure 7.6 a schematic
representation of the impactor is shown, considered as a simple mass-spring
system.
Mtop is the mass of the top part of the impactor, Mbot is the mass of
the bottom part of the impactor (Mtop  Mbot), K is the stiffness of the
piezoelectric sensor inside the impactor, z1 and z2 are the displacement of
the two masses , K∆z is the reaction of the spring, Fc is the contact force
and g is the acceleration due to gravity. The system of equations which define
the motion of the two masses can be written as:{
Mtopz¨2 = K∆z −Mtopg
Mbotz¨1 = Fc −Mbotg −K∆z
, (7.1)
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Figure 7.6: Mass-spring system representing the impactor.
where ∆z = z1 − z2. Thus, the contact force can be expressed as a function
of the mass of the impactor multiplied by the acceleration of its center of
gravity:
Fc = (Mtop +Mbot) g+(Mtopz¨2 +Mbotz¨1) = (Mtop +Mbot) (g + z¨CG) , (7.2)
or it can be expressed as a function of the reaction of the spring:
Fc = Mbot (z¨1 + g) +K∆z. (7.3)
With this in mind, a linear elastic simulation has been carried out with-
out considering the intralaminar and interlaminar damage models. For this
simulation, the Young’s modulus of the clamps has been set equal to 13.8
MPa and a preload of 264 N has been considered. The acceleration of the
center of gravity of the two parts of the impactor have been requested as
outputs. Two nodes, one in the top part and the other in the bottom part
of the impactor, have been placed in the center of gravity of the two parts
respectively, Figure 7.7.
In Figure 7.8 is reported the contact force vs. time curves where the con-
tact force has been calculated using Eq. (7.2) and Eq. (7.3). The black curve
represents the experimental results relating to the LVI-M13 LAM specimen
and it is reported for completeness. It can be noted that the curves are nearly
218 7. FE simulations of low-velocity impacts on composite laminates
Figure 7.7: Two nodes have been chosen as center of gravity of the two parts
of the impactor.
coincident, with a maximum error of 1.2%.
Moreover, the FE simulations have confirmed that the contact force Fc
can be approximated by the force measured by the spring. As a matter
of fact, considering that Mbot (z¨1 + g)  K∆z, from Eq. (7.3) it can be
obtained:
Fc = Mbot (z¨1 + g) +K∆z ' K∆z. (7.4)
Thus, hereafter in the following simulations, the contact force Fc will be
always approximated with the force measured by the spring.
7.3.2 Young’s modulus of the clamp sensitivity analysis
The low-velocity impacts are enough sensitive to the boundary conditions,
thus the choice of the elastic modulus could be determinant. The clamps
are made of neoprene whose mechanical behaviour is highly nonlinear, but in
this context, as a first approximation, the neoprene has been considered as
a linear elastic isotropic material. Assuming a Poisson’s ratio of 0.499 and
a preload of 264 N, a sensitivity analysis about the Young’s modulus of the
clamp has been carried out, choosing three different values:
• E0 = 3 MPa, which is a mean value of the elastic modulus of the
neoprene as indicated in Ashby;[89]
• E0 = 13.8 MPa, which is a typical value of the stiffness coefficient of
the tread tires as indicated by Clark;[90]
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Figure 7.8: Contact force vs. time curves. The contact force has been eval-
uated using Eq (7.2) (green curve) and Eq. (7.3) (red curve).
• E0 = 20.7 MPa, which is the elastic modulus of the rubber as indicated
in the ”Technical Documentation O-Rings” edited by ERIKS nv.
Figure 7.9 and Figure 7.10 show the contact force vs. time curves and the
displacement of the impactor vs. time curves relating to the three Young’s
modulus. The black curves represent the experimental results relating to the
LVI-M13 LAM specimen and they are reported for completeness.
It can be noted that:
• the increment of the Young’s modulus implies a small reduction of
the contact time and a small reduction of the maximum displacement
reached by the impactor because of an increment of the global stiffness
of the model;
• the increment of the Young’s modulus implies a reduction of the oscil-
lations of the contact force curve. This is due to the stiffer boundary
conditions.
7.3.3 Preload on the specimen sensitivity analysis
The boundary conditions are determined also by the preload on the specimen
due to the clamps. Thus, a sensitivity analysis about the preload has been
carried out, considering three different levels of preload, 54 N, 116 N and 264
N. The sensitivity analysis has been carried out assuming a Poisson’s ratio
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Figure 7.9: Contact force vs. time curves relating to three different Young’s
modulus for the neoprene rubber.
Figure 7.10: Displacement of the impactor vs. time curves relating to three
different Young’s modulus for the neoprene rubber.
of 0.499 and a Young’s modulus of 13.8 MPa for the clamps. Figure 7.11
and Figure 7.12 show the contact force vs. time curves and the displacement
of the impactor vs. time curves relating to the three preload levels. The
black curves represent the experimental results relating to the LVI-M13 LAM
specimen and they are reported for completeness.
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Figure 7.11: Contact force vs. time curves relating to three different preload
levels on the specimen due to the clamps.
Figure 7.12: Displacement of the impactor vs. time curves relating to three
different preload levels on the specimen due to the clamps.
It can be noted that:
• the increment of the preload level implies a small reduction of the max-
imum displacement reached by the impactor because of an increment
of the global stiffness of the model;
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• the preload level has a negligible effect on the contact time;
• the increment of the Young’s modulus implies a reduction of the oscil-
lations of the contact force curve. This is due to the stiffer boundary
conditions.
7.3.4 Comparison between numerical results and experimental data
Considering the results outlined in paragraph 7.3.2 and paragraph 7.3.3, the
Young’s modulus of the neoprene rubber of the clamps has been set equal to
13.8 MPa, whereas the preload level on the specimen due to the clamps has
been set equal to 264 N. For this configuration, the contact force vs. time
curve is reported in Figure 7.13, the displacement of the impactor vs. time
curve is reported in Figure 7.14, the contact force vs. the displacement of
the impactor is reported in Figure 7.15, whereas the absorbed energy by the
specimen vs. time curve is reported in Figure 7.16.
Figure 7.13: Contact force vs. time curve relating to the chosen configura-
tion.
The small amount of the absorbed energy at the end of the simulation is
the energy which is used by the specimen to vibrate even after the absence of
the contact between the specimen and the impactor. The black curves repre-
sent the experimental results. A substantial agreement can be noted between
the numerical results and the experimental results. The major differences can
be outlined as follows, Table 7.6:
• the maximum numerical contact force is slightly higher than the corre-
sponding experimental value;
7.3 Preliminary analyses 223
Figure 7.14: Displacement of the impactor vs. time curve relating to the
chosen configuration.
Figure 7.15: Contact force vs. displacement curve relating to the chosen
configuration.
• the maximum displacement reached by the impactor is slightly lower
than the corresponding experimental value;
• the contact time is slightly lower than the corresponding experimental
value;
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Figure 7.16: Absorbed energy vs. time curve relating to the chosen configu-
ration.
• the absorbed energy is much lower than the corresponding experimental
value;
• the oscillations of the numerical signals are much higher than the cor-
responding oscillations measured experimentally.
Table 7.6: Numerical results and experimental data (Ekin = 1.23 J)
Max. Max. Contact Absorbed
displacement force time energy
[mm] [N] [ms] [J]
Experimental
2.13 1199 4.76 0.12
data
Numerical
2.11 1283 4.73 0.02
results
Percentage
-0.9 % +7 % -0.6 % -83 %
error
7.4 PFA simulation
7.4.1 Adopted damage model
After considering the preliminary sensitivity analyses illustrated in the pre-
vious paragraphs, a low-velocity impact simulation characterised by a drop
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height of 0.5 m has been carried out. The impact energy is enough high
to cause severe damage mechanisms into the laminate, thus the intralami-
nar and interlaminar damage modes have been considered. The intralaminar
damage model used for this application has been illustrated from paragraph
3.7 to paragraph 3.9. A bilinear softening law has been used in the context
of the smeared crack formulation.
Furthermore, the delamination onset and propagation has been studied
by means of the CZM already available in Abaqus/Standard and described
in paragraph 3.10. As declared before, the three penalty stiffness parameters
Knn, Kss and Ktt have been set equal to each other and equal to 106 N/mm3.
This value ensures a stiff connection between the adjacent laminae alleviat-
ing the numerical difficulties due to spurious stress oscillations. Considering
paragraph 3.10.5 and assuming t∗ = 0.156 mm (which represents the lam-
ina thickness), one can obtain the αii parameters which describe the loss of
stiffness due to the presence of the cohesive interface, Table 7.7. Eq. (3.71)
has been adapted also for the shear cases, taking into account the transverse
shear moduli G013 and G
0
23, i.e. αss = Ksst
∗/G013 and αtt = Kttt∗/G023.
Table 7.7: Loss of stiffness due to the presence of the cohesive interface.
Penalty stiffness αii Loss of stiffness
[N/mm3] [-] [%]
Knn 10
6 15.1 -6.22 %
Kss 10
6 45.9 -2.13 %
Ktt 10
6 45.9 -2.13 %
The loss of stiffness is small enough for the cases of Kss and Ktt which
are related to the shear modes of the cohesive interface. Contrariwise, αnn
parameter related to the traction mode is quite high. However, as already
illustrated in the low-velocity impact test case taken from the Literature
(paragraph 4.5), this is not a strong limitation because impact event is mainly
characterised by shear and compressive behaviour of the cohesive interface,
whereas traction mode is limited only to small zones generally not so close
to the impact site.
7.4.2 PFA results
The numerical dynamic response of the LVI-M LAM specimen when sub-
jected to a low-velocity impact with an impact energy of 5.47 J has resulted
enough stiffer than the corresponding experimental data. Figure 7.17 shows
the experimental and numerical contact force-time curves. It can be noted
that the damage model predicts a greater maximum contact force and a
lower contact time. Figure 7.18 shows the experimental and numerical con-
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tact force-displacement of the impactor curves and it can be observed that the
maximum displacement reached by the impactor is lower than the experimen-
tal result. This can also be observed in Figure 7.19 where the displacement
of the impactor is shown as a function of time. At last, Figure 7.20 shows
the absorbed energy by the specimen as a function of time and it can be
noted that the total absorbed energy is much lower than the corresponding
experimental value. Thus, in the experiment the specimen has undergone to
damages much wider than those predicted numerically, resulting in a damage
model which underestimates the damages inside the laminate.
Table 7.8 shows in detail the experimental results compared with the
numerical results obtained. The percentage errors associated with the es-
timation of the maximum displacement and the contact time is lower than
10%. However, the numerical damage model overestimates the maximum
contact force by +18% and underestimates the absorbed energy by −61%.
Table 7.8: Numerical results and experimental data (Ekin = 5.47 J)
Max. Max. Contact Absorbed
displacement force time energy
[mm] [N] [ms] [J]
Experimental
4.36 2594 4.77 1.73
data
Numerical
4.08 3060 4.33 0.68
results
Percentage
-6.4 % +17.9 % -9.2 % -60.7 %
error
Figure 7.21 shows the extension of the zone characterised by matrix crack-
ing. This zone is wide enough and the matrix cracking which runs parallel
to the fibres can be observed.
The ultrasonic technique using the C-Scan will be soon adopted for the
inspection of the damaged specimen and survey of delamination. However, at
this moment no data is available. The numerical prediction of the extension
of delaminations is reported in this work for completeness, Figure 7.22. The
maximum predicted extension of delamination is about 14.9 x 12 mm2.
Here below some conclusive remarks about the numerical results are sum-
marised.
• The bending stiffness of the numerical model could be too high. Thus,
Three-Point Bending experimental tests have been recently carried out,
underlying the excessive stiffness of the finite element model.
• The delamination propagation could not be simulated correctly, leading
to an underestimation of the extension of the delaminations.
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• The square zone in the middle of the specimen where the damages are
confined could be too small.
• The absence of the out-of-plane shear stress components in the longitu-
dinal tensile damage activation function Φ1T could underestimate the
fibre breakages under tensile loading.
Figure 7.17: Contact force vs. time curves, Ekin = 5.47 J.
Figure 7.18: Contact force vs. impactor displacement curves, Ekin = 5.47 J.
228 7. FE simulations of low-velocity impacts on composite laminates
Figure 7.19: Impactor displacement vs. time curves, Ekin = 5.47 J.
Figure 7.20: Absorbed energy by the specimen vs. time curves, Ekin = 5.47
J.
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Figure 7.21: Extension of the zone characterised by matrix cracking.
(a) Overview of the delaminations (b) Delamination between ply 1 and ply 2
(c) Delamination between ply 2 and ply 3 (d) Delamination between ply 3 and ply 4
Figure 7.22: Extension of delaminations, Ekin = 5.47 J.
230 7. FE simulations of low-velocity impacts on composite laminates
(a) Delamination between ply 4 and ply 5 (b) Delamination between ply 5 and ply 6
(c) Delamination between ply 6 and ply 7 (d) Delamination between ply 7 and ply 8
(e) Delamination between ply 8 and ply 9 (f) Delamination between ply 9 and ply 10
Figure 7.22: Extension of delaminations, Ekin = 5.47 J.
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(a) Delamination between ply 10 and ply 11 (b) Delamination between ply 11 and ply 12
(c) Delamination between ply 12 and ply 13 (d) Delamination between ply 13 and ply 14
(e) Delamination between ply 14 and ply 15 (f) Delamination between ply 15 and ply 16
Figure 7.22: Extension of delaminations, Ekin = 5.47 J.
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7.4.3 PFA results for the correct laminate stacking sequence
A recent inspection of the LVI-M LAM quasi-isotropic specimens by means
of the microscope has shown that the Laminate Stacking Sequence (LSS)
used for the numerical simulations in the previous paragraphs is not correct.
Thus, the real LSS is [0/± 45/902/∓ 45/0]S . This LSS has been considered
for further simulations.
Moreover, the 8-nodes reduced integration solid elements have been re-
placed by 8-nodes full integration solid elements C3D8 with eight integration
points for each solid element. This choice has been done in order to alleviate
the issues about the excessive element distortion which affect the reduced in-
tegration finite elements and to avoid the hourglass control. Furthermore, the
Hashin damage initiation criterion has been selected because it introduces the
in-plane and out-of-plane shear stress components in the longitudinal tensile
damage activation function Φ1T .
The numerical dynamic response of the LVI-M LAM specimen when sub-
jected to a low-velocity impact with an impact energy of 5.47 J has resulted
less stiff than predited by the previous simulation. Figure 7.23 shows the ex-
perimental and numerical contact force-time curves and it can be noted that
the simulation with the correct LSS leads to a numerical result which is quite
close to the experimental result. A maximum contact force of 2714 N has
been predicted by the simulation which is +4.6% higher than the experimen-
tal maximum contact force, Table 7.9. Moreover, a contact time of 4.53 ms
has been calculated which is −5.3% lower than the experimental contact time.
Figure 7.24 shows the experimental and numerical contact force-displacement
of the impactor curves and it can be observed that the maximum displace-
ment reached by the impactor is 4.17 mm which is −4.4% lower than that
measured experimentally. This can also be observed in Figure 7.25 where
the displacement of the impactor is shown as a function of time. At last,
Figure 7.26 shows the absorbed energy by the specimen as a function of time
and it can be noted that the total absorbed energy (1.36 J) is again signif-
icantly lower than the corresponding experimental value, with a percentage
error of −21.4%. Thus, in the experiment the specimen has undergone to
damages much wider than those predicted numerically, resulting in a damage
model which underestimates the damages inside the laminate. Probably, the
selected intralaminar fracture toughness value in the longitudinal direction,
G1T , is excessive. Thus, sensitivity analyses about this parameter are re-
quired and these can be scheduled for furter works.
The numerical prediction of the extension of delaminations is reported in
Figure 7.27. The maximum predicted extension of delamination is about 19.8
x 22.5 mm2 which is significantly wider than that predicted by the previous
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simulation. As indicated in the previous paragraph, C-scan inspections are
scheduled in order to obtain a direct comparison with the numerical results.
Table 7.9: Numerical results and experimental data (Ekin = 5.47 J)
Max. Max. Contact Absorbed
displacement force time energy
[mm] [N] [ms] [J]
Experimental
4.36 2594 4.77 1.73
data
Numerical
4.17 2714 4.53 1.36
results
Percentage
-4.4 % +4.6 % -5.3 % -21.4 %
error
Figure 7.23: Contact force vs. time curves, Ekin = 5.47 J.
234 7. FE simulations of low-velocity impacts on composite laminates
Figure 7.24: Contact force vs. impactor displacement curves, Ekin = 5.47 J.
Figure 7.25: Impactor displacement vs. time curves, Ekin = 5.47 J.
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Figure 7.26: Absorbed energy by the specimen vs. time curves, Ekin = 5.47
J.
(a) Overview of the delaminations (b) Delamination between ply 1 and ply 2
Figure 7.27: Extension of delaminations, Ekin = 5.47 J.
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(a) Delamination between ply 2 and ply 3 (b) Delamination between ply 3 and ply 4
(c) Delamination between ply 4 and ply 5 (d) Delamination between ply 5 and ply 6
(e) Delamination between ply 6 and ply 7 (f) Delamination between ply 7 and ply 8
Figure 7.27: Extension of delaminations, Ekin = 5.47 J.
7.4 PFA simulation 237
(a) Delamination between ply 8 and ply 9 (b) Delamination between ply 9 and ply 10
(c) Delamination between ply 10 and ply 11 (d) Delamination between ply 11 and ply 12
(e) Delamination between ply 12 and ply 13 (f) Delamination between ply 13 and ply 14
Figure 7.27: Extension of delaminations, Ekin = 5.47 J.
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(a) Delamination between ply 14 and ply 15 (b) Delamination between ply 15 and ply 16
Figure 7.27: Extension of delaminations, Ekin = 5.47 J.
Chapter 8
FE simulations of low-velocity impacts on a
stiffened panel
8.1 Introduction
Within the project ”Clean Sky” research activities have been carried out
which dealt with the development of new methods to design the structures
of a next generation regional aircraft. In this context, this chapter illustrates
the modelling activities carried out on a stiffened composite panel, focus-
ing particularly on low-velocity impact simulations. A complete materials
database and two suitable load cases to be used with the numerical analyses
have been provided. Thus, the panel has been analysed considering impacts
in the middle of a bay and in proximity of a stringer. The two impact cases
have been characterised by two different kinetic impact energies and particu-
larly the effect of impacts on the delamination propagation has been studied.
No experimental impact results were available for validation of the adopted
damage model.
8.2 Overview of the stiffened panel
8.2.1 Geometry
The stiffened panel is made out of three distinct parts: the skin, the stringers
and the frames. The skin is 2044 mm x 1070 mm and the thickness is 2.016
mm. Five stringers are bonded to the skin and their thickness is about 1.86
mm. Four frames are bonded to the stringers and their total thickness is
about 2.985 mm. Consider the coordinate system (x, y, z) in Figure 8.1: the
stringers are numbered from 1 to 5 along the y-axis, the frames are arranged
from A to D along the x-axis.
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Figure 8.2 and Figure 8.3 show the 3D views of the frame and the stringer.
At last, Figure 8.4 shows the details of the stringer-skin connection and frame-
stringer connection. All fillet radii are 10 mm. A simplified Computer-Aided
Design (CAD) model has been generated in the Catia V5 environment and
successively the middle surfaces of the parts have been extracted from the
3D geometric model and imported in the Abaqus/CAE environment.
Figure 8.1: 3D geometric model.
Figure 8.2: 3D frame geometric model.
8.2 Overview of the stiffened panel 241
Figure 8.3: 3D stringer geometric model.
Figure 8.4: Detailed view of the 3D geometric model.
8.2.2 Materials
The materials have been selected on the basis of the availability of strength
allowables and stiffness properties. The skin is made of four layers car-
bon/epoxy IM7/8552 plain-weave fabric. The lamina thickness is 0.504 mm
and the laminate stacking sequence is [(+45/− 45) / (0/90)]S . The stringers
are made of ten layers carbon/epoxy UD prepreg IM7/8552. The lamina
thickness is 0.186 mm and the laminate stacking sequence is [+45/0/− 45/0/90]S .
The frames are made of five layers carbon/epoxy AS4/977 straight braided
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fabric. The lamina thickness is 0.597 mm and the laminate stacking se-
quence is [0/+ 60/− 60]S . The elastic properties of the skin, stringer and
frame are reported in Table 8.1, the strength allowables for the skin are
shown in Table 8.2, whereas Table 8.3 shows the intralaminar and interlam-
inar fracture toughness for the skin. Data for bulk elastic properties are
taken from Krueger.[91] The strength allowables for the skin are taken from
O’Brien.[92] The longitudinal compression strength for the skin has been as-
sessed by keeping constant the ratio between the tensile strength and the
compressive strength for both the 0◦ and the 90◦ directions. The interlami-
nar fracture energies GCn and G
C
s are taken from similar materials from the
Literature.
Table 8.1: Elastic properties.
Skin Stringer Frame
IM7/8552 PW IM7/8552 UD AS4/977
Plain-Weave UD Prepreg Braided Fabric
E011 [GPa] 73.1 150 53.8
E022 [GPa] 73.1 10.7 50.1
G012 [GPa] 4.8 4.8 18.8
ν012 [-] 0.04 0.33 0.323
Table 8.2: Strength allowables of the IM7/8552 plain-weave fabric.
XT XC YT YC SL ST
[MPa] [MPa] [MPa] [MPa] [MPa] [MPa]
1060 951 951 847 125 125
Note: the transverse shear strength ST has been
approximated considering ST = SL.
Table 8.3: Intralaminar and interlaminar fracture toughness of the IM7/8552
plain-weave fabric.
Intralaminar Interlaminar
G1T G1C G2T G2C G
C
n G
C
s G
C
t
[N/mm] [N/mm] [N/mm] [N/mm] [N/mm] [N/mm] [N/mm]
80 60 80 60 0.23 0.9 0.9
8.3 Finite element model
The finite element model has been developed within Abaqus/CAE and em-
ploys elements and features typically used in Abaqus/Standard analyses. All
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the parts have been modelled with iso-parametric shell elements S4R with
an average characteristic length of approximately 13.4 mm. The global finite
element model consists of 54556 elements and 56940 nodes in total. Figure
8.5 shows a general overview of the mesh.
Figure 8.5: FE model of the stiffened panel.
The frames have been connected to the stringers through TIE constraints
(schematically indicated by small yellow rings in Figure 8.6). Similarly the
stringers have been connected to the skin through TIE constraints, see Figure
8.6. The part of the web frame free of the stringer mouse holes has been
constrained by means of a rigid body with a single degree of freedom, that
is the translation along the longitudinal x-axis. Such rigid body constraints
have been modelled through MPCs, Figure 8.7.
The model has been constrained along the short sides (left and right short
sides in Figure 8.6), which have been considered as clamped. Figure 8.8 shows
a detailed view of the clamped left end. It must be noticed that both the
right and left end have been modelled in order to simulate the real potted
end. This has been achieved through a MPC constraint between a reference
point and three rows of nodes in the proximity of the short side of the panel.
Figure 8.9 shows a detailed view of the mesh in which some details of the
frame cutout can be observed. The frames have been simplified removing all
the fillet radii between the two flanges and the web, Figure 8.10.
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Figure 8.6: TIE constraints between the surfaces of the skin, the stringers
and the frames.
Figure 8.7: Detailed view of the TIE and Rigid Body constraints.
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Figure 8.8: Detailed view of the clamped left end.
Figure 8.9: Detailed view of the mesh.
8.3.1 Submodelling technique
The submodelling technique has been used to study a local part of the finite
element model with a refined mesh based on the interpolation of the solution
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Figure 8.10: Detailed view of the frame cutout.
from the initial, relatively coarse, global simulation. Due to the complexity of
the stiffened panel model, the PFA under low-velocity impact was too compu-
tational costly, thus the global/local approach has represented an innovative
modelling strategy to overcome some of these difficulties. The impact event
has been subdivided into two steps as summarised below and in Figure 8.11:
• First step: the global model of the panel has been considered, only
2D shell elements have been used and the impactor has been modelled
as an analytical rigid surface. Displacement data for the nodes of the
whole model have been stored in an output .fil file.
• Second step: a detailed local model has been extracted from the global
model and it has been used in order to run a detailed PFA. The nodes on
the boundaries of the local model have been driven by the displacement
field obtained from the global simulation. The impactor has been mod-
elled as an analytical rigid surface, whereas 2D shell elements and 3D
solid elements have been used to model the panel. An advanced Shell-
to-Solid technique has been adopted in order to reduce the computation
costs. The impact zone was fully 3D and the intralaminar 3D damage
model has been considered in order to evaluate the material degrada-
tion of the laminae. Special-purpose cohesive elements COH3D8 have
been used to simulate the delamination onset and propagation. A dy-
namic nonlinear analysis has been performed, considering the contact
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nonlinearities, to describe the dynamic response of the panel.
Figure 8.11: Submodelling technique used to simulate the low-velocity im-
pacts on the stiffened panel.
8.4 Adopted damage model
The damage model adopted for these numerical activities has been described
in depth in Chapter 3. The intralaminar damage model has been described
from paragraph 3.5 to paragraph 3.9. It has been developed in the context
of the CDM using the smeared crack formulation in order to achieve mesh
objectivity during the PFAs. Moreover, in order to describe delamination on-
set and propagation, the interlaminar damage model based on the CZM and
already available in Abaqus/Standard has been adopted, see paragraph 3.10.
The Benzeggagh-Kenane law has been selected to analyse the delamination
propagation, considering a parameter η = 1.45.
8.5 Numerical results
8.5.1 Impact simulation in the middle bay
As first simulation of low-velocity impact event, an impact of 10 J localised
in the middle of a bay has been considered. The impactor hits the panel in its
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external side of the panel, i.e. the side opposite to the stringers. Considering
the submodelling technique and the global model described in paragraph 8.3,
a global analysis has been carried out first. In order to better simulate the
contact force between the impactor and the skin, a mesh refinement has been
performed in a square area of 40 x 40 mm2, Figure 8.12. Figure 8.13 shows
the displacement field of the global model, reaching a maximum displacement
of about 7.31 mm in proximity of the impacted site.
Figure 8.12: Mesh refinement of the contact site.
The nodal displacements from the global model have been successively
used to drive the nodal displacements on the boundaries of the local model.
Figure 8.14 shows the border lines between global and local models.
The local model has been greatly refined with respect to the mesh density
of the global model in order to better catch all the damage mechanisms and to
better simulate the contact between the rigid surface of the impactor and the
deformable skin. This refinement has been achieved using the Shell-To-Solid
technique, Figure 8.15. As a matter of fact, the local finite element model
consisted of S4R shell elements in the peripheral zone, whereas the impacted
site has been modelled using C3D8R solid elements connected to the shell
elements by the Shell-To-Solid coupling. The 3D zone has been characterised
by a fine mesh density with a characteristic length of the elements approxi-
mately of 0.5 mm. The nodes in the submodel boundaries were far enough
from the impact zone in order to minimise some spurious effects due to dif-
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Figure 8.13: Nodal displacements of the global model when impacted in the
middle of a bay.
Figure 8.14: Nodal border lines between global and local models.
ferences between the global model and the local model. Moreover, between
each adjacent layers, the COH3D8 cohesive elements have been placed in
order to analyse the delamination onset and propagation. Figure 8.16 shows
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a top view of the local model, whereas Figure 8.17 shows its bottom view.
The entire local model consists of 17280 S4R shell elements, 6656 C3D8R
solid elements and 4800 COH3D8 cohesive elements, with a total of 28736
elements.
Figure 8.15: Detailed view of the impact zone, showing the Shell-to-Solid
coupling and the mesh refinement.
Figure 8.16: Top view of the FE local model.
An implicit dynamic analysis has been carried out and it took about 35 h
to simulate 5.6 ms of the impact event. Figure 8.18 shows the displacement
field of the local model, with a maximum displacement of about 7.54 mm and
a percentage error of 3.1% with respect to the result from the global model.
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Figure 8.17: Bottom view of the FE local model.
Figure 8.18: Displacement field of the local model during a low-velocity im-
pact of 10 J.
The considered energy level of 10 J was not high enough to produce
intralaminar damages. However, quite wide delaminations have been simu-
lated. Figure 8.19 shows the extension of delamination for the three interface
surfaces of the laminate. When the SDEG variable is zero, then the delami-
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nation initiation criterion has not yet been reached. On the contrary, when
this variable is equal to 0.999, it means that the delamination propagates
and that the nodes of the adjacent plies separate completely from each other.
The maximum extension of the delamination (between layer 2 and layer 3)
is approximately 124.6 mm2.
(a) Overall view of the delaminations (b) Delamination between ply 1 (impacted
side) and ply 2
(c) Delamination between ply 2 and ply 3 (d) Delamination between ply 3 and ply 4
(opposite to impact)
Figure 8.19: Extension of delaminations into the laminate after an impact of
10 J.
Moreover, Figure 8.20 shows the contact force-time curve with a maxi-
mum contact force of approximately 3000 N at 3.1 ms. Figure 8.21 shows
the contact force-displacement curve with a maximum displacement of 7.54
mm. Figure 8.22 shows the absorbed energy during the impact. It can be
noted that the absorbed energy curve does not reach zero at the end of the
simulation. This means that a little amount of the initial kinetic energy has
been lost by the impactor and stored by the panel in order to vibrate after
the contact time interval.
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Figure 8.20: Contact force-time curve for the impact simulation on the middle
bay.
Figure 8.21: Contact force-displacement curve for the impact simulation on
the middle bay.
8.5.2 Impact simulation in the proximity of a stringer
After the simulation of a low-velocity impact on the middle bay of the stiff-
ened panel, the global model of the panel has been modified in order to
simulate a low-velocity impact in the proximity of a stringer, considering an
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Figure 8.22: Absorbed energy-time curve for the impact simulation on the
middle bay.
impact energy of 20 J. The impactor hits the panel in its external side of
the panel, i.e. the side opposite to the stringers. Following the same steps
described in paragraph 8.5.1, a global analysis has been carried out first.
In order to better simulate the contact force between the impactor and the
skin, a mesh refinement has been done in a square area of 20 x 20 mm2,
Figure 8.23. Figure 8.24 shows the displacement field of the global model,
reaching a maximum displacement of about 6.07 mm in the proximity of the
impact site. It is worth to be noted that the maximum displacement of the
impactor is different from the maximum displacement reached by the whole
finite element model and it is equal to 5.45 mm.
The nodal displacements stored during the simulation of the global model
have been successively used to drive the nodal displacements on the bound-
aries of the local model. Figure 8.25 shows the border lines between global
and local models.
The mesh of the local model has been refined with respect to the mesh
density of the global model in the contact zone. This refinement has been
achieved using the Shell-To-Solid technique, Figure 8.26. The local FE model
consisted of S4R shell elements in the peripheral zone, whereas the impacted
site has been modelled using C3D8R solid elements which are connected to
the shell elements by the Shell-To-Solid coupling. Both the skin and the
stringer have been refined using solid elements with a characteristic length
of approximately 0.83 mm. The nodes in the submodel boundaries are far
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Figure 8.23: Mesh refinement of the contact site.
Figure 8.24: Nodal displacements of the global model when impacted in the
proximity of a stringer.
256 8. FE simulations of low-velocity impacts on a stiffened panel
Figure 8.25: Nodal border lines between global and local models.
enough from the impact zone in order to minimise the spurious effects of the
global/local transition. Moreover, the delamination onset and propagation
have been simulated placing the COH3D8 cohesive elements between each
adjacent layers. In Figure 8.27 the bottom view of the local model is illus-
trated, showing the side impacted by the impactor. The entire local model
consisted of 16476 S4R shell elements, 13632 C3D8R solid elements and 7452
COH3D8 cohesive elements, with a total of 37560 elements.
An implicit dynamic analysis has been carried out and it took about 31 h
to simulate 3.8 ms of the impact event. Figure 8.28 shows the displacement
field of the local model, with a maximum displacement of the panel equal
to 6.29 mm and a percentage error of 3.6% with respect the result from the
global model. The maximum displacement of the impactor is approximately
5.96 mm.
The considered energy level was not high enough to produce intralaminar
damages. However, extended delaminations have been simulated. Figure
8.29 shows the extension of delamination for the three interface surfaces of
the laminate. The maximum extension of the delamination (between layer
2 and layer 3) is approximately 420 mm2. Moreover, during this numerical
analysis it has been noted that the extension of debonding between skin
and stringer was quite wide. Figure 8.30 shows the extension of debonding
when the impactor has reached the maximum displacement. The red zone
indicates the complete separation between the two parts with consequent loss
of load-carrying capacity between the skin and the stringer.
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Figure 8.26: Detailed view of the impact zone, showing the Shell-to-Solid
coupling and the mesh refinement.
Figure 8.27: Bottom view of the FE local model.
Figure 8.31 shows the contact force-time curve with a maximum contact
force of approximately 6100 N at 1.8 ms. Figure 8.32 shows the contact
force-displacement curve with a maximum displacement of 6.1 mm. Figure
8.33 shows the absorbed energy during the impact. It is worth to be noted
that the absorbed energy curve reaches approximately zero at the end of the
simulation. This is not so clear to understand, because a little amount of the
impact energy is always lost by the impactor and stored inside the panel in
order to continue to vibrate also after the period of contact. However, this
particular behaviour could be explained considering that the panel is stiﬄy
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Figure 8.28: Displacement field of the local model during a low-velocity im-
pact of 20 J.
constrained by the stringer in the side opposite to the impact, thus keeping
the magnitude of the oscillations at the end of the simulations at very low
levels.
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(a) Overall view of the delaminations (b) Delamination between ply 1 (impacted
side) and ply 2
(c) Delamination between ply 2 and ply 3 (d) Delamination between ply 3 and ply 4
(opposite to impact)
Figure 8.29: Extension of delaminations into the laminate after an impact of
20 J.
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Figure 8.30: Debonding between skin and stringer at maximum displacement
of the impactor.
Figure 8.31: Contact force-time curve for the impact simulation in the prox-
imity of a stringer.
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Figure 8.32: Contact force-displacement curve for the impact simulation in
the proximity of a stringer.
Figure 8.33: Absorbed energy-time curve for the impact simulation in the
proximity of a stringer.
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Part IV
Closure

Chapter 9
Final discussions
9.1 Conclusions
In this work, the failure modes of the composite materials subjected both to
quasi-static and dynamic loadings have been studied, particularly focusing
on the intralaminar and interlaminar damage mechanisms induced by low-
velocity impacts.
In the context of the CDM theory, a 3D intralaminar damage model has
been implemented within a user-defined subroutine UMAT for use with the
implicit code Abaqus/Standard. Initiation criteria, which define the maxi-
mum strain/stress components in mixed-mode situations, as well as propaga-
tion strategies, which define the energy released during the fracture process
have been considered. Particularly, Hashin’s damage initiation criterion and
Puck’s damage initiation criterion have been adopted, whereas the smeared
crack formulation has been adopted to address the issues of damage prop-
agation and mesh objectivity. The major advantage of the smeared crack
formulation is that all the parameters used in the model have a clear physi-
cal meaning, and they can be obtained directly from experimental tests.
The delamination onset and propagation have been studied by means
of the CZM theory, using special-purpose cohesive elements with quasi-zero
thickness. A traction-separation approach has been adopted and the Ben-
zeggagh - Kenane law has been used in order to estimate the mixed-mode
propagation of the delaminations.
The intralaminar and the interlaminar damage models have been first
evaluated by means of three test cases taken from the Literature. First, a
2D open-hole tension coupon has been studied using a more common ply-
discounting approach, representing a first step in the comprehension of the
progressive failure methodologies. A good agreement between the numeri-
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cal results taken from the Literature and the numerical results obtained by
using the implemented ply-discounting approach in a UMAT subroutine has
been obtained. The ply-discounting approach has shown to be a quite good
strategy because it is easy to implement in a FE code, however the use of
heuristic parameters which do not have a clear physical meaning poses sig-
nificant limitations to this approach.
Second, a 3D open-hole tension coupon has been analysed using a more so-
phisticated approach consisting in Hashin’s damage initiation criterion with
a smeared crack formulation based damage propagation. Good agreement
between numerical results and experimental data has been obtained. This
approach overcomes the limitation posed by the ply-discounting approach
because all the parameters used for the PFA have a physical meaning and
they could be also measured by specific experimental tests. However, their
experimental characterisation still remains an issue of great concern because
no accepted standards are available.
Third, a low-velocity impact on a thin composite plate has been consid-
ered. For this benchmark, the interlaminar damage model has been consid-
ered, and the Puck’s theory has been adopted as initiation criterion. A full 3D
finite element model has been developed, considering both solid elements and
cohesive elements, and implicit dynamic simulations have been carried out.
Two different boundary conditions have been considered, that is a clamped
set-up and a simply supported set-up. Delaminations have been predicted
quite well by the interlaminar damage model, however the clamped set-up
has resulted to be stiffer than the experimental result, leading to a lower
maximum displacement reached by the impactor. The simply supported
specimen bound by two clamps has resulted in a quite good agreement with
the experimental data, matching quite well the experimental force-time and
force-displacement curves. This test case has shown the numerical difficulties
that arise when using the cohesive elements for the prediction of delamina-
tion onset and propagation, leading to both high computational costs and
probable numerical instabilities.
Parallel to these early numerical activities, an experimental campaign has
been carried out in order to obtain an extended material database which may
be available for further validations of the numerical simulations. A total of
96 specimens made of CFRP (Tenax J HTA 5231 6K carbon fibre and Cycom
985 epoxy resin) have been tested by means of different loading conditions.
Unidirectional laminates have been tested in order to measure the lamina’s
mechanical properties (both elastic stiffness properties and strengths). More-
over, unnotched and open-hole quasi-isotropic laminates have been tested
considering both tensile and compressive loading conditions. Then, Three-
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Point Bending tests have been carried out in order to obtain the flexural
elastic moduli of the composite material. At last, an extensive experimental
campaign considering low-velocity impacts on thin quasi-isotropic laminates
has been carried out. Several drop heights (and impact energies) have been
considered, ranging from very low energy level (without observable damages)
to higher energy levels characterised by extensive delaminations and fibre
breakages.
The measured experimental data have been used for further validation
of static and dynamic FE simulations. The static simulations have involved
the unnotched tension (UNT-G LAM) specimen and the open-hole tension
(OHT-I LAM) specimen. Several sensitivity analyses have been performed
showing that the intralaminar fracture toughness properties have a great in-
fluence on the numerical simulations, particularly on the prediction of the
failure loads. Specifically, the longitudinal fracture toughness which, unfor-
tunately is very difficult to characterise experimentally, has a strong influence
and it has been suggested that sensitivity analyses could indicate a possible
way to select appropriate values of this parameter.
Next, several PFAs have been carried out involving the thin laminates
(LVI-M LAM). Two drop heights have been considered (a very small height
and a medium height) for the FE simulations. The first one (at very low im-
pact energy) has been adopted in order to conduct two sensitivity analyses
about the Young’s modulus of the neoprene rubber of the clamps and about
the preload on the specimen due to the clamps, respectively. The Young’s
modulus of the neoprene has a small influence on the dynamical response of
the specimen, whereas the preload has a stronger influence showing that the
higher the preload, the smaller and smoother the oscillations of the force-
time curve leading to a more damped structural system. For the case of a
medium drop height, the damage model based on the Puck’s theory for the
damage initiation, the smeared crack formulation for the intralaminar dam-
age evolution and the CZM for the delamination analysis has been adopted.
The mechanical response of the FE simulation has resulted stiffer than the
experimental results, thus further analyses are needed. This stiff behaviour
could be due to the bending stiffness of the FE model which has not been
correctly simulated. Moreover, it has been observed that, when considering
impact events characterised by transverse loading conditions, the shear stress
components could have a strong effect on the damage mechanism in the lon-
gitudinal direction, thus the Hashin’s criterion could be more appropriate for
such problems.
As last activity, the damage model decribed in Chapter 3 (using the
Puck’s theory for the damage initiation, the smeared crack formulation for
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the intralaminar damage evolution and the CZM for the delamination anal-
ysis) has been used to study the case of a stiffened panel subjected to low-
velocity impacts. The complexity of the problem has led to the assumption
of some advanced numerical techniques, such as the Submodelling and the
Shell-to-Solid technique. Two different impact events have been considered,
that is an impact in the middle of a bay and an impact in the proximity
of a stringer. Although no experimental data were available for a compar-
ison with the numerical results, this activity has shown the potentiality of
the PFA when analysing advanced aeronautical composite structures. Us-
ing the global/local approach, information useful for a preliminary design is
available at acceptable computational costs. The designers could analyse the
structures detecting where the intralaminar and interlaminar damage mech-
anisms arise and how they could propagate. Once validated, such a powerful
tool could be advantageously exploited to partially reduce the large number
of experimental tests at the level of structural subcomponents of the Building
Block Approach.
However, many uncertainties and issues still remain open. From the sim-
ulations described in Chapter 4, 6 and 7, it has arisen that:
• the PFA for unnotched structures without a clear damage path, such
as for the case of the UNT-G LAM specimen, overpredicts the failure
loads and it is strongly dependent on some particular parameters, such
as the intralaminar fracture toughness;
• the PFA for notched structures characterised by clearly definable dam-
age paths, such as the open-hole tension coupons, permits to obtain
better results, leading to better agreement with the experimental re-
sults;
• the PFA for low-velocity impacts on thin plates tends to overpredict the
overall stiffness of the structure, leading to higher maximum contact
force and lower maximum displacement of the impactor.
Each of the numerical tools adopted to describe the PFA of composite
structures pose some issues of great concern. Starting from the intralaminar
damage model implemented considering the smeared crack formulation, it
has been noted that:
• the selection of the intralaminar fracture toughness properties repre-
sents one of the weakest point of the formulation because they are
difficult to measure and they strongly affect the FE simulations and
the prediction of some quantities of great interest, such as the failure
loads;
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• the definition of a clear maximum damageable volume Vd is of great
concern because it strongly affects the propagation of the activated
damage mechanisms leading to overprediction or underprediction of
the failure loads;
• similarly, the definition of a clear damage path is not an easy task,
because it requires a deep understanding of the several damage mech-
anisms typical of composite materials.
Moreover, the interlaminar damage model, implemented by means of the
CZM, poses other issues of interest:
• the definition of the penalty stiffness for the cohesive elements rep-
resents an hard task because it must be a compromise between the
necessity to hold together the top and bottom surfaces of adjacent lam-
inae during the linear elastic phase of the mechanical response and the
necessity to avoid the numerical instabilities due to unacceptable stress
spurious oscillations;
• the classical PFA methodology of stacking together rows of solid brick
elements and cohesive elements poses many troubles when evaluating
the numerical dimension of the FE model, leading to excessively high
computational costs.
Furthermore, when considering the low-velocity impact simulations, some
problems arise:
• the low-velocity impact simulations are strongly affected by the flexural
properties of the composite materials which could significantly differ
from the in-plane properties;
• the experimental Three-Point Bending (3PB) tests permit to measure
the flexural elastic properties and these data may be successfully used
for the prediction of the dynamic response of thin composite plates
subjected to impacts.
9.2 Improvements and developments
Considering the issues outlined in the previous paragraph, some improve-
ments and developments can be foreseen. Regarding the intralaminar damage
model:
• several sensitivity analyses about the intralaminar fracture toughness
properties are needed, particularly when considering the low-velocity
impact simulations;
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• the nonlinear in-plane shear stress-strain relation could be implemented
in the user-defined subroutine UMAT in order to better simulate the
real in-plane shear behaviour;
• the intralaminar damage model could be implemented in a user-defined
subroutine VUMAT for use with Abaqus/Explicit, in order to make
a comparison about advantages and disadvantages of the implicit and
explicit codes when simulating dynamic events such as the low-velocity
impacts;
• a nonlocal damage approach could be adopted in order to overcome
some weaknesses of the local approach, thus avoiding the localisation
of damage in a vanishing volume and the discontinuity of the damage
distribution, promoting the smoothness of the damage variables.[93]
Regarding the interlaminar damage model, instead, some other improve-
ments can be undertaken as follows:
• extended sensitivity analyses about the penalty stiffness properties, in
order to better understand their influence on the dynamic response of
the structure when subjected to low-velocity impacts;
• implementation of new softening strategies for the cohesive elements
adopting higher order polynomial laws in order to avoid the typical
discontinuities of the bilinear law.
At last, advanced CAI simulations could be performed on both thin speci-
mens and complex stiffened panels in order to numerically estimate the resid-
ual strength of the composite structures.
Part V
Appendix

Appendix A
Exponential damage law
A.1 Algorithm that compute the parameter A∗
The proposed algorithm that calculate the parameter A∗ is descripted herein.
This procedure applies to all the damage modes which are considered during
the progressive failure analyses, i.e. longitudinal tension and compression,
transverse tension and compression and through-the-thickness tension and
compression. The algorithm is based on the concepts of equivalent stress
and equivalent displacement which are used in order to take into account the
effect of triaxiality in a three-dimensional finite element model.
Consider the generic damage mode and consider Figure 3.8, the area under
the equivalent stress-displacement curve must be equal to the corresponding
intralaminar fracture toughness G. To calculate the parameter A∗, which
defines the negative slope of the exponential material softening law, a set of
two equations is proposed. The first equation evaluates the area under the
equivalent stress-displacement curve which is bounded between the equivalent
displacement at the onset of damage, δ0eq and the equivalent displacement at
the final failure δfeq. The second equation poses the condition that when the
equivalent displacement δeq is equal to δ
f
eq, then the corresponding damage
variable must be equal to the chosen tolerance.

∫ δfeq
δ0eq
σeq (δeq) dδeq = G− 12σ0eqδ0eq
d
(
δfeq
)
= tol
. (A.1)
First, the equivalent stress σeq must be written as a function of the equiv-
alent displacement δeq. In order to do this, the relation between effective and
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nominal stress can be used:
σeq = σ˜eq (1− d) . (A.2)
The effective equivalent stress σ˜eq can be calculated considering the lin-
ear elastic domain which poses a linear relation between the stress and the
displacement:
σ˜eq =
σ0eq
δ0eq
δeq. (A.3)
Substituting equation (A.3) into equation (A.2), one can obtain:
σeq =
σ0eq
δ0eq
δeq (1− d) . (A.4)
The damage variable d is an exponential function of the displacement δeq,
of the displacement at the onset of damage δ0eq and of the parameter A
∗:
d = 1− δ
0
eq
δeq
exp
[
A∗
(
1− δeq
δ0eq
)]
. (A.5)
Setting B = G − 12σ0eqδ0eq and substituting equation (A.5) and equation
(A.4) into the first equation of (A.1), one can obtain:∫ δfeq
δ0eq
σ0eq
δ0eq
δeq
δ0eq
δeq
exp
[
A∗
(
1− δeq
δ0eq
)]
dδeq = B. (A.6)
Solving equation (A.6):
−σ0eq
δ0eq
A∗
[
exp
[
A∗
(
1− δeq
δ0eq
)]]δfeq
δ0eq
= B (A.7)
⇒ −σ0eq
δ0eq
A∗
[
exp
[
A∗
(
1− δ
f
eq
δ0eq
)]
− 1
]
= B. (A.8)
Using the second equation of (A.1), one can obtain δfeq as a function of
A∗:
tol = d
(
δfeq
)
= 1− δ
0
eq
δfeq
exp
[
A∗
(
1− δ
f
eq
δ0eq
)]
(A.9)
⇒ (1− tol) δ
f
eq
δ0eq
= exp
[
A∗
(
1− δ
f
eq
δ0eq
)]
(A.10)
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⇒ A∗ =
ln
[
δfeq
δ0eq
(1− tol)
]
1− δ
f
eq
δ0eq
. (A.11)
Substituting equation (A.11) into equation (A.8) and setting x = δ
f
eq
δ0eq
:
−σ0eqδ0eq
1− x
ln [x (1− tol)]
[
exp
[
ln [x (1− tol)]
(1− x) (1− x)
]
− 1
]
= B (A.12)
⇒ −σ0eqδ0eq
1− x
ln [x (1− tol)] [x (1− tol)− 1] = B (A.13)
⇒ 1− x
ln [x (1− tol)] [x (1− tol)− 1] =
−B
σ0eqδ
0
eq
. (A.14)
Adjusting the equation (A.14), one can obtain the following non-linear
equation:
x2 (1− tol) + x (tol − 2) + 1
ln [x (1− tol)] −
B
σ0eqδ
0
eq
= 0. (A.15)
Solving equation (A.15) by means of the secant method, the variable x
is determined and thus the equivalent displacement at final failure δfeq. At
last, using equation (A.11), one can know the parameter A∗, which is now a
function of known quantities, i.e. δ0eq, δ
f
eq and the tolerance threshold tol.
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