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UN THÉORÈME A DE QUILLEN POUR
LES ∞-CATÉGORIES STRICTES II :
LA PREUVE ∞-CATÉGORIQUE
par
Dimitri Ara & Georges Maltsiniotis
Résumé. — Cet article est le second d’une série de deux articles consacrés à une
généralisation du théorème A de Quillen aux ∞-catégories strictes. Dans le premier,
nous avons exposé une preuve de nature simpliciale, rapide mais quelque peu ad
hoc, de ce théorème A. Dans le présent article, nous en donnons une preuve concep-
tuelle, de nature ∞-catégorique, basée sur, d’une part, la théorie du joint et des
tranches ∞-catégoriques développée par les auteurs dans un précédent travail et,
d’autre part, une construction comma pour les ∞-catégories strictes qui généralise
les catégories comma classiques et les 2-catégories comma de Gray. Cette construction
comma ∞-catégorique est utilisée par le premier auteur dans un autre article pour
démontrer une généralisation du théorème B de Quillen aux ∞-catégories strictes.
L’importance de cette construction comma en théorie des ∞-catégories nous semble
dépasser largement le cadre de la théorie de l’homotopie.
Abstract (A Quillen’s Theorem A for strict ∞-categories II). — This paper
is the second in a series of two papers about generalizing Quillen’s Theorem A to strict
∞-categories. In the first one, we presented a proof of this Theorem A of a simplicial
nature, direct but somewhat ad hoc. In the current paper, we give a conceptual proof
of an ∞-categorical nature of the same theorem. This proof is based on the theory of
join and slices for strict ∞-categories developed by the authors in a previous paper,
and on a comma construction for strict ∞-categories generalizing classical comma
categories and Gray’s comma 2-categories. This ∞-categorical comma construction
is used by the first author in another paper to prove a generalization of Quillen’s
Theorem B to strict ∞-categories. We believe that the importance of this comma
construction in the theory of ∞-categories goes far beyond the scope of homotopy
theory.
Classification mathématique par sujets (2000). — 18A25, 18D05, 18G30, 18G35, 18G55, 55P15,
55U10, 55U15, 55U35.
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gés augmentés, ensembles simpliciaux, joint, nerf de Street, orientaux, produit tensoriel de Gray,
sesquicatégories, théorème A, tranches, transformations oplax.
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Introduction
Théorie de l’homotopie des ∞-catégories strictes
Ce texte fait partie d’un projet consacré à la théorie de l’homotopie des ∞-caté-
gories strictes, projet constitué actuellement des articles et prépublications [4, 2, 5,
7, 6, 3] et du texte en préparation [8]. L’objet de ce projet est l’étude des relations
entre les ∞-catégories strictes et les types d’homotopie via leur espace classifiant.
Rappelons, en effet, qu’à toute ∞-catégorie stricte C, on associe selon Street [28] un
ensemble simplicial N(C), appelé son nerf de Street, et donc un type d’homotopie.
On dira qu’un ∞-foncteur strict entre ∞-catégories strictes u : C → D est une équi-
valence de Thomason si le morphisme simplicial qu’il induit entre les nerfs de Street
de C et de D est une équivalence d’homotopie faible. La théorie de l’homotopie des
∞-catégories strictes est l’étude de la catégorie ∞-Cat des ∞-catégories strictes et
des ∞-foncteurs stricts munie de cette notion d’équivalence faible. Gagna a démon-
tré dans [15] une conjecture que nous avions formulée dans [5] affirmant que le nerf
de Street induit une équivalence de catégories entre la localisation de ∞-Cat par les
équivalences de Thomason et la catégorie homotopique des espaces. Ainsi, étudier
la théorie de l’homotopie des ∞-catégories strictes, c’est étudier les espaces sous un
nouvel angle. On renvoie à l’introduction de [6] pour plus de détails sur notre projet.
Mais revenons en arrière. Notre projet est inspiré de la théorie de l’homotopie
de Cat, la catégorie des petites catégories, développée notamment par Quillen [25],
Thomason [29] et Grothendieck [17] (voir également [24, 14]). Le point de départ
de cette théorie est l’idée de Quillen de définir les groupes de K-théorie algébrique
supérieurs comme les groupes d’homotopie de l’espace classifiant d’une catégorie. Afin
d’établir les propriétés importantes de sa K-théorie algébrique, Quillen démontre ses
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fameux théorèmes A et B, établissant ainsi les propriétés fondamentales des équiva-
lences de Thomason, foncteurs dont le nerf est une équivalence d’homotopie faible
simpliciale. Énonçons une variante relative de son théorème A.
Théorème (Quillen). — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
un triangle commutatif de foncteurs entre petites catégories. Si pour tout objet c de C,
le foncteur c\A→ c\B induit par u est une équivalence de Thomason, alors il en est
de même du foncteur u.
Dans cet énoncé, c\A désigne la tranche de A au-dessous de c, catégorie dont les
objets sont les couples (a, f : c→ v(a)), où a est un objet de A et f une flèche de C,
et dont les morphismes d’un objet (a, f) vers un objet (a′, f ′) sont les morphismes
g : a→ a′ de A tels que v(g)f = f ′.
Le caractère fondamental du théorème A de Quillen a été mis en évidence par
Grothendieck. En effet, celui-ci a défini une notion de localisateur fondamental, classe
de flèches de Cat satisfaisant à des axiomes inspirés des propriétés formelles de la classe
des équivalences de Thomason, le plus important de ces axiomes étant le théorème A,
et il a conjecturé que la classe des équivalences de Thomason forme le plus petit
localisateur fondamental. Cette conjecture a été démontrée par Cisinski dans [13]. Ce
résultat peut s’interpréter de la manière suivante : le théorème A est le seul moyen
non trivial dont on dispose pour démontrer qu’un foncteur est une équivalence de
Thomason.
Le théorème A de Quillen a été généralisé aux 2-catégories et 2-foncteurs stricts
par Bullejos et Cegarra [10], aux 2-catégories et foncteurs lax par del Hoyo [18, 19]
et aux triangles de foncteurs lax ne commutant qu’à une transformation près par
Chiche [11, 12]. On renvoie à l’introduction de [6] pour plus de détails sur l’historique
de ces théorèmes A.
Théorème A de Quillen pour les ∞-catégories strictes
Le présent article est le second d’une série de deux articles consacrés à une gé-
néralisation du théorème A de Quillen aux ∞-catégories strictes. Dans le premier
article [6], nous avons établi, par des techniques simpliciales, le théorème suivant :
Théorème. — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
α 3;♦♦♦♦♦♦
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un triangle de ∞-foncteurs stricts commutatif à une transformation oplax α près. Si
pour tout objet c de C, le ∞-foncteur c\A→ c\B induit par u est une équivalence de
Thomason, alors il en est de même de u.
Dans cet énoncé, c\A désigne une généralisation ∞-catégorique adéquate des
tranches catégoriques qui peut se définir par des formules explicites. Par ailleurs,
l’adjectif « oplax » dans « transformation oplax » fait référence à un choix d’orien-
tation des cellules associées à α. Rappelons enfin que nous appelons équivalence de
Thomason un ∞-foncteur strict u dont le nerf de Street N(u) est une équivalence
faible simpliciale.
Dans la suite de cette introduction, toutes les ∞-catégories et tous les ∞-foncteurs
seront supposés stricts.
Dans le présent article, on présente une nouvelle preuve de ce théorème, de nature
∞-catégorique. L’intérêt de ce travail par rapport à [6] est multiple :
– La preuve présentée du théorème A ∞-catégorique est plus conceptuelle : elle
s’appuie sur des outils ∞-catégoriques comme le joint et les fonctorialités des
tranches que nous avons développés dans [7] et une nouvelle construction comma
pour les ∞-catégories.
– On établit des propriétés de fonctorialité de cette nouvelle construction comma,
construction qui, nous semble-t-il, est une contribution importante à la théorie
des ∞-catégories, indépendamment des questions d’homotopie qui nous préoc-
cupent dans ce travail. Cette construction est également utilisée par le premier
auteur dans sa preuve d’un théorème B ∞-catégorique [3].
– En utilisant cette construction comma, on montre comment le théorème A pour
les triangles commutatifs à une transformation oplax près peut se ramener for-
mellement au cas des triangles commutatifs, non seulement pour les équivalences
de Thomason mais également pour des classes de ∞-foncteurs plus générales
inspirées des localisateurs fondamentaux de Cat de Grothendieck.
– Enfin, on montre comment associer à toute transformation oplax une homotopie
simpliciale.
Notre preuve s’articule de la manière suivante. On dégage deux théorèmes A abs-
traits pour les triangles commutatifs, le premier cosimplicial et le second monoïdal,
exprimant l’essence de l’argument originel de Quillen. En appliquant le second de ces
théorèmes à ∞-Cat munie du joint ∞-catégorique, on ramène le théorème A ∞-ca-
tégorique pour les triangles commutatifs à l’énoncé suivant : si u : A → B est un
∞-foncteur, alors pour tout∞-foncteur b : Om → B, où Om désigne le m-ième orien-
tal de Street, le ∞-foncteur b\A → bm\A induit par fonctorialité des tranches est
une équivalence de Thomason. Dans cet énoncé, bm désigne l’objet correspondant au
∞-foncteur O0 → B (l’oriental O0 étant la ∞-catégorie terminale) obtenu en pré-
composant b : Om → B par le ∞-foncteur m : O0 → Om, analogue∞-catégorique du
morphisme simplicialm : ∆0 → ∆m correspondant aum-ième sommet dum-simplexe
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standard. Par ailleurs, b\A désigne la tranche de A au-dessous du∞-foncteur b. Cette
tranche, contrairement à celles qui apparaissent dans l’énoncé du théorème A, n’est
donc pas une tranche au-dessous d’un objet ; sa définition, plus complexe, utilise la
théorie du joint ∞-catégorique. On démontre cet énoncé par des méthodes ∞-caté-
goriques basées sur les fonctorialités des tranches que nous avons établies dans [7],
obtenant ainsi le théorème A∞-catégorique pour les triangles commutatifs. Enfin, en
utilisant notre nouvelle construction comma mentionnée plus haut et ses propriétés
de fonctorialité, on déduit le théorème ∞-catégorique pour les triangles commutatifs
à transformation oplax près du théorème A∞-catégorique pour les triangles commu-
tatifs.
Voici comment cette preuve se compare à la preuve simpliciale que nous avions
donnée dans [6]. L’argument originel de Quillen permet de ramener le théorème A
∞-catégorique pour les triangles commutatifs aux deux assertions suivantes :
– Si C est une ∞-catégorie et c est un objet de C, on a un isomorphisme naturel
entre N(c\C) et la tranche simpliciale c\N(C), l’objet c correspondant à un
0-simplexe de N(C).
– Si u : A → B est un ∞-foncteur, alors pour tout m-simplexe b de N(B), le
morphisme simplicial b\N(A) → bm\N(A), où bm désigne le m-ième sommet
de b, est une équivalence d’homotopie faible. (Notons que les tranches apparais-
sant ici sont des tranches simpliciales au-dessous d’un simplexe, tranches dont
la définition est classique.)
Dans [6], on démontre le premier énoncé en construisant un isomorphisme explicite
à l’aide de la théorie des complexes dirigés augmentés de Steiner [26] et le second,
toujours en utilisant la théorie de Steiner, en montrant que le morphisme en jeu
est la rétraction d’un rétracte par déformation fort en produisant explicitement une
section et une homotopie simpliciale par des formules ad hoc. Dans le présent article,
le premier énoncé résulte formellement des propriétés de monoïdalité du joint et le
second s’obtient par des fonctorialités des tranches, celles-ci permettant d’obtenir un
∞-foncteur et une transformation oplax de nerf la rétraction et l’homotopie simpliciale
de [6] respectivement. Enfin, dans [6], pour obtenir le théorème A∞-catégorique pour
les triangles commutatifs à une transformation oplax près, on est conduit à modifier
de manière non triviale l’argument originel de Quillen en faisant de nouveau intervenir
la théorie de Steiner, alors que dans le présent texte, on déduit formellement ce cas
de celui des triangles commutatifs grâce à la construction comma ∞-catégorique.
Détaillons maintenant les éléments de notre preuve.
Théorème A pour les triangles commutatifs et théorèmes A abstraits
La stratégie adoptée dans le présent article pour réduire notre théorème A ∞-ca-
tégorique pour les triangles commutatifs au fait que le ∞-foncteur b\A → bm\A est
une équivalence de Thomason est axiomatique. Comme on vient de l’expliquer, on
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commence par dégager deux théorèmes A abstraits : un théorème A cosimplicial et
un théorème A monoïdal.
Le cadre du théorème A cosimplicial est le suivant. On se donne un objet cosimpli-
cialO :∆→ C dans une catégorie C (l’exemple qui nous intéresse étant celui de l’objet
cosimplicial O :∆→∞-Cat des orientaux de Street). Ceci permet de définir un fonc-
teur nerf N de C vers la catégorie des ensembles simpliciaux et donc, en utilisant ce
nerf, une notion d’équivalence faible dans C. Le théorème A cosimplicial affirme alors
la chose suivante : si pour tout morphisme T → Z de C et toutm-simplexe z de N(Z),
le morphisme simplicial z\N(T )→ zm\N(T ) est une équivalence d’homotopie faible,
alors un théorème A est valable dans C au sens où, pour tout triangle commutatif
X
u //
v

❀❀
❀❀
❀❀
❀ Y
w
✄✄
✄✄
✄✄
✄
Z
dans C, si pour tout 0-simplexe z de N(Z), le morphisme z\N(X)→ z\N(Y ) induit
par u est une équivalence d’homotopie faible simpliciale, alors u est une équivalence
faible de C.
Le théorème A monoïdal, qui s’appuie sur le théorème A cosimplicial, permet de
formuler un théorème A en termes de tranches dans C et non pas dans les ensembles
simpliciaux. Le cadre est le suivant. On se donne une catégorie monoïdale (C, ⋆,∅),
où ∅ est un objet initial de C, localement bifermée, au sens où, pour tous objets X
et Y de C, les foncteurs
C → X\C
Z 7→ (X ⋆ Z,X ≃ X ⋆∅→ X ⋆ Z)
et
C → Y \C
Z 7→ (Z ⋆ Y, Y ≃ ∅ ⋆ Y → Z ⋆ Y )
admettent des adjoints à droite. Ces adjoints définissent des foncteurs tranches
X\C → C
(Z, u : X → Z) 7→ u\Z
et
Y \C → C
(Z, v : Y → Z) 7→ Z/v.
Ces considérations sont bien sûr inspirées des propriétés de ∞-Cat munie du joint
∞-catégorique. Si C admet un objet final e, on définit un objet cosimplicialO :∆→ C
dans C en posant Om = e⋆e⋆ · · ·⋆e, où e apparaîtm+1 fois. On en déduit un foncteur
nerf et une notion d’équivalence faible dans C. Le théorème A cosimplicial appliqué à
cet objet cosimplicial O permet alors d’obtenir le théorème A monoïdal : si pour tout
morphisme T → Z de C et tout morphisme z : Om → Z, le morphisme z\T → zm\T
induit par fonctorialité des tranches, où zm : O0 → C désigne le morphisme obtenu
en précomposant z par le morphisme m : O0 → Om induit par m : ∆0 → ∆m, est
une équivalence faible de C, alors un théorème A est valable dans C au sens où, pour
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tout triangle commutatif
X
u //
v

❀❀
❀❀
❀❀
❀ Y
w
✄✄
✄✄
✄✄
✄
Z
dans C, si pour tout morphisme z : e → Z, le morphisme z\X → z\Y induit par u
est une équivalence faible de C, alors il en est de même de u.
Voici comment on utilise le théorème A monoïdal pour obtenir notre théorème A
∞-catégorique pour les triangles commutatifs. Considérons la catégorie∞-Cat munie
du joint ∞-catégorique. On montre dans [7] que l’objet cosimplicial associé à cette
catégorie monoïdale par le procédé qu’on vient de décrire n’est autre que l’objet
cosimplicial des orientaux. Ainsi, en appliquant le théorème A monoïdal à ∞-Cat
munie du joint, on ramène le théorème A∞-catégorique pour les triangles commutatifs
à l’énoncé suivant : pour tout∞-foncteur u : A→ B et tout∞-foncteur b : Om → B,
le ∞-foncteur b\A → bm\A est une équivalence de Thomason. Pour démontrer ceci,
on utilise les propriétés de fonctorialité des tranches établies dans [7]. En effet, ce
∞-foncteur b\A → bm\A est induit par une fonctorialité des tranches appliquée au
∞-foncteur m : O0 → Om. De la même manière que le morphisme m : ∆0 → ∆m est
un rétracte par déformation fort, nous montrons que le∞-foncteur m : O0 → Om est
ce que nous appelons un rétracte par transformation oplax fort, notion analogue dans
laquelle la notion d’homotopie simpliciale est remplacée par celle de transformation
oplax. Nos résultats de fonctorialité des tranches entraînent alors que b\A → bm\A
est la rétraction d’un rétracte par transformation oplax fort. Or, nous montrons que
toute transformation oplax induit une homotopie simpliciale et nous en déduisons
que le nerf de Street du ∞-foncteur b\A → bm\A, qui n’est autre que le morphisme
simplicial b\N(A) → bm\N(A), est la rétraction d’un rétracte par déformation fort.
Nous montrons de plus que la section et l’homotopie simpliciale qu’on obtient ainsi
coïncident avec celles définies par les formules de [6].
Théorème A pour les 2-triangles et construction comma ∞-catégorique
Comme mentionné précédemment, dans le présent article, nous montrons que le
théorème A pour les triangles commutatifs à une transformation oplax près peut se
déduire du théorème A pour les triangles commutatifs par des outils ∞-catégoriques.
Pour cela, nous nous inspirons de l’article [12] de Chiche dans lequel est démontré l’as-
sertion analogue pour la catégorie 2-Cat des 2-catégories. La preuve de Chiche repose
sur la théorie de l’intégration de Grothendieck dans 2-Cat. La théorie de l’intégration
dans ∞-Cat n’étant pas encore pleinement développée, nous l’avons contournée en
introduisant une construction comma pour les ∞-catégories (qui permet d’ailleurs de
définir la construction de Grothendieck).
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Soient
X
f
// Z Y
g
oo
deux∞-foncteurs. On montre qu’il existe une∞-catégorie f ↓ g, qu’on appelle∞-caté-
gorie comma, satisfaisant à la propriété universelle suivante. Si T est une∞-catégorie,
la donnée d’un ∞-foncteur
T → f ↓ g
correspond à celle d’un diagramme
T
x
~~⑥⑥
⑥⑥
⑥ y
  ❅
❅❅
❅❅
X
f 
❅❅
❅❅
❅
λ +3 Y
g⑧⑧
⑧⑧
⑧
Z ,
où x et y sont des ∞-foncteurs et λ est une transformation oplax. Lorsque X , Y et Z
sont des catégories, on retrouve les catégories comma classiques telles que définies
par exemple dans [23, chapitre II, section 6]. Lorsque ce sont des 2-catégories ou
des 3-catégories, on retrouve les constructions comma étudiées par Gray dans [16]
(au détail près que nous considérons des comma oplax alors que Gray privilégie les
comma lax).
On vérifie que cette construction est fonctorielle par rapport à des morphismes de
la forme
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′ ,
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✡✡✡
✡✡✡
β

✹✹
✹
✹✹
✹
où α et β sont des transformations oplax. Nous conjecturons que le foncteur construc-
tion comma ainsi obtenu s’étend en un ∞-foncteur de Gray, c’est-à-dire un foncteur
enrichi dans ∞-Cat munie du produit tensoriel de Gray, et qu’en particulier, il agit
sur une notion adéquate de n-cellules pour tout n > 0. Dans ce texte, nous parve-
nons uniquement, par une preuve quelque peu technique et laborieuse, à étendre la
construction comma en un sesquifoncteur par rapport à des 2-cellules de la forme
X
u

u′
		
f
&&◆◆
◆◆◆
◆◆
◆◆◆
Y
v′

v
		
g
xx♣♣
♣♣
♣♣
♣♣♣
♣
Z
X ′
f ′
88qqqqqqqqqq
Y ′ ,
g′
ff▼▼▼▼▼▼▼▼▼▼
γ +3 δks
α′
JRα 5=Γ✿Ve
β′
!)
β

∆❢.8❢❢❢
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où les lettres grecques minuscules désignent des transformations oplax et les lettres
grecques majuscules des 2-transformations oplax (parfois également appelées modifi-
cations).
Cette sesquifonctorialité est la quantité minimale de fonctorialité de la construction
comma qui nous permette de déduire le théorème A ∞-catégorique pour les triangles
commutatifs à une transformation oplax près du cas des triangles commutatifs. En
effet, elle entraîne que la construction comma préserve les rétractes par transformation
oplax forts, ce qui fournit un précieux outil pour montrer que certains ∞-foncteurs
sont des équivalences de Thomason. Cette propriété joue également un rôle central
dans la preuve de la généralisation du théorème B de Quillen aux∞-catégories strictes
par le premier auteur dans [3].
La raison pour laquelle on obtient un sesquifoncteur et non pas un 2-foncteur est
que les 2-cellules comme ci-dessus ne se composent pas horizontalement (horizontale-
ment au sens technique mais verticalement sur le diagramme). Ceci est lié au fait que
les∞-catégories strictes,∞-foncteurs stricts et transformations oplax ne forment pas
une 2-catégorie mais seulement une sesquicatégorie. En effet, si
X
&&
88 Y
&&
88 Zα  β 
sont deux transformations oplax, les deux manières de les composer en utilisant la
composition verticale des transformations oplax et la composition horizontale d’une
transformation oplax et d’un ∞-foncteur ne coïncident pas. Néanmoins, il existe une
2-transformation oplax canonique entre ces deux compositions que nous appelons
la contrainte de Gray associée à α et β. Cette contrainte de Gray fait partie de la
structure de ∞-catégorie de Gray, c’est-à-dire de catégorie enrichie dans ∞-Cat mu-
nie du produit tensoriel de Gray oplax, dont sont munis les ∞-catégories strictes,
∞-foncteurs stricts et i-transformations oplax pour tout i > 1, structure qu’on no-
tera ∞-Catoplax.
Ainsi, l’étude de la sesquifonctorialité de la construction comma nécessite une com-
préhension de la structure de ∞-catégorie de Gray. On établit quelques propriétés de
cette structure dans ce texte. On utilise ces propriétés pour montrer que si C est une
∞-catégorie de Gray, alors pour tout objet c de C, on dispose d’une sesquicatégorie
tranche C/c , établissant ainsi une conséquence en basse dimension de notre conjec-
ture C.24 de [7] affirmant qu’on dispose d’une∞-catégorie de Gray tranche C/c. C’est
à partir de cette sesquicatégorie tranche, appliquée à C = ∞-Catoplax, qu’on définit
la sesquicatégorie source de la construction comma.
Organisation de l’article
La première section est consacrée à des préliminaires sur les ensembles simpliciaux.
On y définit une construction comma bisimpliciale et les tranches simpliciales. On
démontre, selon l’argument originel de Quillen, un théorème A simplicial.
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Dans la deuxième section, en utilisant ce théorème A simplicial, on démontre deux
théorèmes A abstraits, abstraits signifiant que ces résultats s’appliquent dans une
catégorie C (qui n’est pas nécessairement Cat ou ∞-Cat) munie de structure supplé-
mentaire. Pour le premier, le théorème A cosimplicial, cette structure supplémentaire
est un objet cosimplicial (vérifiant certains axiomes). Pour le second, le théorème A
monoïdal, cette structure est celle d’une catégorie monoïdale localement bifermée, no-
tion introduite dans cette section. On montre comment déduire de ce formalisme le
théorème A de Quillen originel.
La troisième section est dédiée à des rappels sur la théorie des complexes dirigés
augmentés de Steiner [26]. On y présente les résultats fondamentaux de cette théorie,
dus à Steiner, ainsi que quelques compléments issus de [7].
La quatrième section est consacrée à des préliminaires ∞-catégoriques. On com-
mence par rappeler la théorie du produit tensoriel de Gray oplax, produit introduit
par Al-Agl et Steiner dans [1] et généralisant le produit de Gray 2-catégorique [16], et
la notion de transformation oplax ou, plus généralement, de i-transformation oplax,
ainsi que leurs variantes lax. On définit quelques opérations de composition sur les
transformations oplax et on explicite le lien avec les transformations strictes. On ex-
pose ensuite un résumé de la théorie du joint et des tranches ∞-catégoriques telle
que développée dans [7]. On rappelle en particulier que ∞-Cat munie de ce joint
forme une catégorie localement bifermée au sens de la section 2 et que les adjoints à
droite associés à cette structure sont les tranches ∞-catégoriques. Enfin, on rappelle
les résultats de sesquifonctorialité des tranches obtenus dans [7].
L’objet de la cinquième section est de démontrer notre théorème A ∞-catégorique
dans le cas d’un triangle commutatif. On commence par montrer comment le joint
∞-catégorique induit l’objet cosimplicial O : ∆ → ∞-Cat des orientaux de Street et
donc le nerf de Street et la notion d’équivalence de Thomason. On introduit la notion
de rétracte par transformation oplax fort, analogue ∞-catégorique de la notion de
rétracte par déformation fort, et on étudie ses propriétés de stabilité par changement
de base. On observe, en utilisant des résultats de l’appendice A, que ces rétractes sont
des équivalences de Thomason. On montre que le m-ième oriental Om se rétracte par
transformation oplax sur son m-ième objet. On en déduit, en utilisant les résultats
de sesquifonctorialité des tranches rappelés dans la section précédente, que ∞-Cat
munie du joint vérifie les hypothèses du théorème A monoïdal. On obtient ainsi le
théorème A annoncé. On étudie les interactions entre ce théorème A et les dualités
de ∞-Cat. On montre par ailleurs que les tranches ∞-catégoriques de la forme c\C
se rétractent par transformation oplax sur un objet et on en déduit une version non
relative du théorème A ∞-catégorique. On termine la section par une application de
notre théorème A donnant une condition suffisante pour que le nerf d’une∞-catégorie
soit faiblement contractile, résultat qui est utilisé dans [5].
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Dans la sixième section, on introduit la notion de ∞-catégorie comma, géné-
ralisation ∞-catégorique des catégories comma classiques et des 2-catégories (ou
3-catégories) comma de Gray. On montre que cette construction est fonctorielle. On
énonce un résultat de préservation des rétractes par transformation oplax forts par la
construction comma qui découlera de l’appendice B et jouera un rôle central dans la
section suivante.
La septième section est consacrée au théorème A pour les 2-triangles, c’est-à-dire
les triangles commutatifs à une transformation oplax près. On montre comment, en
utilisant la fonctorialité de la construction comma et le fait qu’elle préserve les ré-
tractes par transformation oplax forts, on peut déduire le théorème A ∞-catégorique
pour les 2-triangles du théorème A ∞-catégorique pour les triangles commutatifs,
non seulement pour les équivalences de Thomason mais également pour des classes
de ∞-foncteurs plus générales vérifiant des axiomes adéquats. On termine la section
par une étude des interactions entre le théorème A pour les 2-triangles et les dualités
de ∞-Cat.
Dans l’appendice A, on associe à toute transformation oplax une homotopie sim-
pliciale. Ainsi, on obtient que les nerfs de deux∞-foncteurs source et but d’une trans-
formation oplax sont homotopes et donc que les rétractes par transformation oplax
forts sont des équivalences de Thomason. On vérifie que, lorsque la transformation
est stricte, l’homotopie associée n’est autre que le nerf de Street de la transformation.
L’appendice B est dédié aux propriétés de sesquifonctorialité de la construction
comma ∞-catégorique introduite dans la section 6. On définit la notion de ∞-ca-
tégorie de Gray et la notion de contrainte de Gray associée à deux cellules compo-
sables horizontalement dans une ∞-catégorie de Gray. On étudie les propriétés de
ces contraintes de Gray. Ceci nous permet de définir, pour C une ∞-catégorie de
Gray et c un objet de C, une sesquicatégorie tranche C/c, ainsi que, par dualité,
une variante C
to
/c de cette sesquicatégorie tranche. En appliquant ces constructions
à ∞-Catoplax, la ∞-catégorie de Gray des ∞-catégories strictes, ∞-foncteurs stricts
et i-transformations oplax pour i > 1, on obtient, pour Z une ∞-catégorie stricte,
des sesquicatégories ∞-Catoplax/Z et ∞-Catoplax
to
/Z . On montre que la construction
comma s’étend en un sesquifoncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Catoplax,
où∞-Catoplax désigne la sesquicatégorie des∞-catégories strictes,∞-foncteurs stricts
et transformations oplax. On en déduit le résultat de préservation des rétractes par
transformation oplax forts par la construction comma annoncé dans la section 6 et
utilisé dans la section 7.
Enfin, dans l’appendice C, on fait le lien entre la preuve du théorème A ∞-catégo-
rique présentée dans ce texte et celle de notre précédent article [6]. Plus précisément,
on montre que la section simpliciale et l’homotopie simpliciale utilisées pour prouver
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ce théorème dans ce précédent article proviennent de la section∞-catégorique et de la
transformation oplax utilisées pour prouver ce même théorème dans le présent texte.
Remerciements
Les auteurs remercient vivement le rapporteur anonyme pour sa relecture attentive
et ses nombreuses remarques qui ont grandement amélioré la qualité de ce texte. En
particulier, c’est lui qui a suggéré l’utilisation de la diagonale d’Alexander-Whitney
dans l’appendice A.
1. Préliminaires simpliciaux : le théorème A simplicial
1.1. — On notera ∆ la catégorie des simplexes. Rappelons que ses objets sont les
ensembles ordonnés
∆m = {0, . . . ,m}, pour m > 0,
et ses morphismes les applications croissantes (au sens large) entre tels ensembles
ordonnés. De même, on notera ∆+ la catégorie des simplexes augmentée, c’est-à-dire
la catégorie obtenue à partir de ∆ en ajoutant l’ensemble ordonné vide ∆−1.
La catégorie des ensembles simpliciaux, c’est-à-dire des préfaisceaux sur ∆, sera
notée ∆̂. On considérera le foncteur de Yoneda ∆ →֒ ∆̂ comme une inclusion. Si
X est un ensemble simplicial, pour m > 0, on notera Xm l’ensemble X(∆m) de ses
m-simplexes.
Soit x un m-simplexe d’un ensemble simplicial X . Pour I = {i0 < · · · < ip} un
sous-ensemble de ∆m, on notera xi0,...,ip le p-simplexe
xi0,...,ip = X(fI)(x),
où fI : ∆p → ∆m est l’application qui envoie k sur ik.
1.2. — On appellera équivalences faibles d’ensembles simpliciaux les équivalences
d’homotopie faibles d’ensembles simpliciaux, c’est-à-dire les morphismes dont la réa-
lisation topologique est une équivalence d’homotopie. On dira qu’un ensemble simpli-
cial X est faiblement contractile si l’unique morphisme de X vers l’ensemble simplicial
final ∆0 est une équivalence faible.
1.3. — On rappelle que la catégorie∆ admet un unique automorphisme non trivial,
automorphisme qui se trouve être une involution et que nous noterons D∆ :∆→∆.
Explicitement, le foncteur D∆ est l’identité sur les objets et, si f : ∆m → ∆n est un
morphisme de ∆, le morphisme D∆(f) est donné par
D∆(f)(i) = n− f(m− i), pour 0 6 i 6 m.
Cet automorphisme s’étend de manière unique en un automorphisme D∆+ de ∆+ et
celui-ci vérifie D∆+(∆−1) = ∆−1.
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L’automorphisme D∆ induit un automorphisme involutif de ∆̂ qui envoie un en-
semble simplicial X sur l’ensemble simplicial Xop = X ◦D∆.
On rappelle que f est une équivalence faible simpliciale si et seulement si il en est
de même de fop. On vérifie en effet immédiatement que les morphismes f et fop ont
même réalisation topologique.
1.4. — On rappelle qu’un ensemble bisimplicial est un préfaisceau sur ∆ ×∆. Si
X est un ensemble bisimplicial et m,n sont deux entiers positifs, on notera Xm,n
l’ensemble X(∆m, ∆n).
On notera p1, p2 : ∆ ×∆ → ∆ les deux projections. Ces foncteurs induisent par
précomposition des foncteurs p∗1, p
∗
2 : ∆̂ → ∆̂×∆. Si X est un ensemble simplicial,
p∗1(X) et p
∗
2(X) sont les ensembles bisimpliciaux définis, pour m et n deux entiers
positifs, par
p∗1(X)m,n = Xm,
p∗2(X)m,n = Xn.
On notera δ : ∆ → ∆ × ∆ le foncteur diagonal. Celui-ci induit un foncteur
δ∗ : ∆̂×∆ → ∆̂ qui envoie un ensemble bisimplicial X sur l’ensemble simpli-
cial δ∗(X) défini par δ∗(X)m = Xm,m. On appellera équivalence faible diagonale
un morphisme d’ensembles bisimpliciaux tel que δ∗(f) soit une équivalence faible
d’ensembles simpliciaux.
On rappelle le lemme classique suivant :
Lemme 1.5. — Soit f : X → Y un morphisme d’ensembles bisimpliciaux. Si pour
tout m > 0, le morphisme fm,• : Xm,• → Ym,• est une équivalence faible d’ensembles
simpliciaux, alors f est une équivalence faible diagonale.
Démonstration. — Voir par exemple [9, Chapitre XII, paragraphe 4.3] ou [13, pro-
position 2.1.7] pour une preuve plus moderne.
1.6. — Soient g : X → Z et h : Y → Z deux morphismes d’ensembles simpliciaux.
On définit un ensemble bisimplicial g ↓ h en posant
(g ↓ h)m,n ={(x ∈ Xm, y ∈ Yn, z ∈ Zm+1+n) |
z0,...,m = g(x) et zm+1,...,m+1+n = h(y)},
les opérations simpliciales étant définies de la manière évidente. On a des morphismes
canoniques
p∗1(X)← g ↓ h→ p
∗
2(Y )
définis par
x←[ (x, y, z) 7→ y.
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On notera respectivement g ↓ Z et Z ↓ h les ensembles bisimpliciaux g ↓ 1Z
et 1Z ↓ h. Notons que dans ces cas, les définitions se simplifient (à isomorphisme
près) en
(g ↓ Z)m,n = {(x ∈ Xm, z ∈ Zm+1+n) | z0,...,m = g(x)},
(Z ↓ h)m,n = {(y ∈ Yn, z ∈ Zm+1+n) | zm+1,...,m+1+n = h(y)}.
1.7. — Soient g : X → Z un morphisme d’ensembles simpliciaux et m > 0 un entier.
L’application canonique
Z ↓ g → p∗1(Z)
induit un morphisme d’ensembles simpliciaux
(Z ↓ g)m,• → p∗1(Z)m,• = Zm,
où Zm désigne l’ensemble simplicial constant associé à l’ensemble Zm.
Si z est un m-simplexe de Z, on notera z\X la fibre du morphisme ci-dessus en z.
On appellera z\X la tranche de X au-dessous de z. Explicitement, les n-simplexes
de z\X sont donnés par
(z\X)n = {(x ∈ Xn, z
′ ∈ Zm+1+n) |
z′0,...,m = z et z
′
m+1,...,m+1+n = g(x)}.
Par définition, l’ensemble simplicial (Z ↓ g)m,• se décompose en
(Z ↓ g)m,• =
∐
z∈Zm
z\X.
Par ailleurs, le morphisme Z ↓ g → p∗2(X) induit un morphisme canonique
z\X → X
donné explicitement par (x, z′) 7→ x.
Un cas particulièrement important de tranche est celui où X = Z et g est l’identité
de Z. Ainsi, si Z est un ensemble simplicial et z est un m-simplexe de Z, on obtient
un ensemble simplicial z\Z.
Remarque 1.8. — L’ensemble simplicial z\X peut se définir de manière plus
conceptuelle à partir du joint simplicial (voir le paragraphe 2.7).
1.9. — Soit
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
un triangle commutatif de morphismes d’ensembles simpliciaux. On définit un mor-
phisme Z ↓ f d’ensembles bisimpliciaux
Z ↓ f : Z ↓ g → Z ↓ h
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en envoyant (x, z) sur (f(x), z). (On prendra garde que la notation Z ↓ f est am-
biguë dans le cas Y = Z puisqu’elle désigne à la fois un ensemble bisimplicial et
un morphisme d’ensembles bisimpliciaux. Nous avons pris soin de toujours indiquer
clairement quel objet la notation désigne dans la suite du texte.)
On obtient un triangle
Z ↓ g
Z↓f
//
""❊
❊❊
❊❊
❊❊
❊
Z ↓ h
||②②
②②
②②
②②
p∗1(Z)
de morphismes bisimpliciaux dont on vérifie immédiatement la commutativité. Si z
est un m-simplexe de Z, en prenant la fibre au-dessus de z du morphisme Z ↓ f , on
obtient un morphisme d’ensembles simpliciaux
z\f : z\X → z\Y
qui, explicitement, envoie (x, z′) sur (f(x), z′). Par définition, on a
(Z ↓ f)m,• =
∐
z∈Zm
z\f :
∐
z∈Zm
z\X →
∐
z∈Zm
z\Y.
1.10. — Soient g : X → Z un morphisme d’ensembles simpliciaux et z unm-simplexe
de Z. En vertu du paragraphe précédent, en considérant g comme un morphisme au-
dessus de Z, on obtient un morphisme z\g : z\X → z\Z. On vérifie immédiatement
que le carré
z\X
z\g

// X
g

z\Z // Z
est cartésien. Autrement dit, on a
z\X = (z\Z)×Z X.
1.11. — Soient g : X → Z un morphisme d’ensembles simpliciaux et z un n-simplexe
de Z. On peut définir, de manière similaire à la définition des tranches au-dessous,
un ensemble simplicial X/z tranche de X au-dessus de z en considérant les fibres du
morphisme canonique
g ↓ Z → p∗2(Z).
On peut également définir X/z à partir de z\X en utilisant la dualité X 7→ Xop.
En effet, on a un morphisme gop : Xop → Zop et le n-simplexe z de Z peut-être vu
comme un n-simplexe de Zop. On peut donc considérer l’ensemble simplicial z\Xop.
On a alors
X/z =
(
z\X
op)op.
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Explicitement, pour m > 0, on a
(X/z)m = {(x ∈ Xm, z
′ ∈ Zm+1+n) |
z′0,...,m = g(x) et z
′
m+1,...,m+1+n = z}.
Si
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
est un triangle commutatif de morphismes d’ensembles simpliciaux et si z est toujours
un n-simplexe de Z, on définit un morphisme
f/z : X/z → Y/z
en posant f/z =
(
z\f
op
)
op. Explicitement, ce morphisme envoie (x, z′) sur (f(x), z′).
Proposition 1.12. — Soient X un ensemble simplicial et x un n-simplexe de X.
Alors l’ensemble simplicial X/x est contractile.
Démonstration. — Cela résulte de [20, chapitre 6, proposition 1.4]. Voir également
[6, lemme 2.4] pour une preuve élémentaire.
1.13. — Si
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
est un triangle commutatif de morphismes d’ensembles simpliciaux, on dispose d’un
carré
Z ↓ g
Z↓f
//

Z ↓ h

p∗2(X)
p∗2(f)
// p∗2(Y )
de morphismes bisimpliciaux dont on vérifie immédiatement la commutativité.
Le lemme suivant affirme que les flèches verticales de ce carré sont des équivalences
faibles diagonales :
Lemme 1.14. — Soit g : X → Z un morphisme d’ensembles simpliciaux. Alors le
morphisme canonique Z ↓ g → p∗2(X) est une équivalence faible diagonale.
Démonstration. — En vertu du lemme 1.5, il suffit de vérifier que, pour tout n > 0,
le morphisme d’ensembles simpliciaux
(Z ↓ g)•,n → p∗2(X)•,n = Xn,
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où Xn désigne l’ensemble simplicial constant associé à l’ensemble Xn, est une équi-
valence faible. Puisque les équivalences faibles simpliciales sont stables par somme, il
suffit donc de vérifier que les fibres de ce morphisme sont faiblement contractiles. Soit
donc x un élément de Xn. L’ensemble des m-simplexes de la fibre en x est
{(x′ ∈ Xn, z ∈ Zm+1+n) | x′ = x et zm+1,...,m+1+n = g(x′)}
≃ {z ∈ Zm+1+n | zm+1,...,m+1+n = g(x)}.
Cette fibre s’identifie ainsi à l’ensemble simplicial Z/g(x). Or celui-ci est faiblement
contractile en vertu de la proposition 1.12, ce qui achève la démonstration.
Proposition 1.15. — Si
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
est un triangle commutatif de morphismes d’ensembles simpliciaux, alors le mor-
phisme f est une équivalence faible si et seulement si Z ↓ f : Z ↓ g → Z ↓ h est une
équivalence faible diagonale.
Démonstration. — En vertu du lemme précédent, les flèches verticales du carré com-
mutatif
Z ↓ g
Z↓f
//

Z ↓ h

p∗2(X)
p∗2(f)
// p∗2(Y )
sont des équivalences faibles diagonales. Par deux sur trois, on en déduit que le mor-
phisme p∗2(f) : p
∗
2(X) → p
∗
2(Y ) est une équivalence faible diagonale si et seulement
si il en est de même de Z ↓ f : Z ↓ g → Z ↓ h. Or δ∗(p∗2(f)) n’est autre que f et
dire que p∗2(f) est une équivalence faible diagonale signifie précisément que f est une
équivalence faible, ce qui achève la démonstration.
Théorème 1.16 (Théorème A simplicial). — Soit
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
un triangle commutatif de morphismes d’ensembles simpliciaux. Si pour tout m > 0
et tout m-simplexe z de Z, le morphisme z\f : z\X → z\Y est une équivalence faible,
alors f est une équivalence faible.
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Démonstration. — En vertu de la proposition précédente, il s’agit de montrer que
le morphisme Z ↓ f : Z ↓ g → Z ↓ h est une équivalence faible diagonale. Pour
cela, il suffit de montrer, en vertu du lemme 1.5, que, pour tout m > 0, le morphisme
(Z ↓ f)m,• est une équivalence faible. Or, on a vu au paragraphe 1.9 que ce morphisme
s’identifie au morphisme ∐
z∈Zm
z\f :
∐
z∈Zm
z\X →
∐
z∈Zm
z\Y.
Puisque les équivalences faibles simpliciales sont stables par somme, l’hypothèse de
l’énoncé entraîne que ce morphisme est bien une équivalence faible, ce qui achève la
démonstration.
Corollaire 1.17. — Soit
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
un triangle commutatif de morphismes d’ensembles simpliciaux. Si pour tout n > 0
et tout n-simplexe z de Z, le morphisme f/z : X/z → Y/z est une équivalence faible,
alors f est une équivalence faible.
Démonstration. — Soit z un n-simplexe de Z. Puisque, par hypothèse, le morphisme
f/z : X/z → X/z est une équivalence faible, il en est de même de
(
f/z
)
op. Or,
en vertu du paragraphe 1.11, celui-ci s’identifie à z\fop. Ainsi, on peut appliquer le
théorème précédent à fop. On en déduit que fop est une équivalence faible et donc
qu’il en est de même de f , ce qu’on voulait démontrer.
2. Deux théorèmes A abstraits
2.1. — Soit C une catégorie munie d’un objet cosimplicial O : ∆ → C. Pour n > 0,
on pose On = O(∆n). On notera N : C → ∆̂ le foncteur nerf associé défini par
X 7→ (∆n 7→ HomC(On, X)) .
On appellera équivalences faibles de C les morphismes de C dont le nerf, c’est-à-dire
l’image par N , est une équivalence faible simpliciale.
On dira que l’objet cosimplicial O : C → ∆̂ permet un théorème A si,
pour tout morphisme g : X → Z de C, tout m > 0 et tout m-simplexe z
de N(Z), le morphisme z\N(X) → zm\N(X), défini sur les n-simplexes par
(x, z′) 7→ (x, z′m,...,m+1+n), est une équivalence faible simpliciale.
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Théorème 2.2 (Théorème A cosimplicial). — Fixons une catégorie C munie
d’un objet cosimplicial O :∆→ C permettant un théorème A. Soit
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
un triangle commutatif dans C. Si pour tout 0-simplexe z de N(Z), le morphisme
z\N(f) : z\N(X)→ z\N(Y )
est une équivalence faible simpliciale, alors f est une équivalence faible de C.
Démonstration. — Le triangle commutatif
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
induit un triangle commutatif d’ensembles simpliciaux
N(X)
N(f)
//
N(g)
""❊
❊❊
❊❊
❊❊
❊
N(Y )
N(h)
||②②
②②
②②
②②
N(Z)
auquel on va appliquer le théorème 1.16. Pour conclure, il suffit donc de montrer que,
pour tout m > 0 et tout m-simplexe z de N(Z), le morphisme
z\N(f) : z\N(X)→ z\N(Y )
est une équivalence faible simpliciale. Considérons le carré de morphismes d’ensembles
simpliciaux
z\N(X) //

z\N(Y )

zm\N(X) // zm\N(Y )
dont on vérifie immédiatement la commutativité. Puisque l’objet cosimplicial O per-
met un théorème A, les morphismes verticaux de ce carré sont des équivalences faibles.
Le morphisme zm\N(X)→ zm\N(Y ) étant une équivalence faible par hypothèse, on
conclut par deux sur trois.
Dans la suite de cette section, on fixe une catégorie monoïdale C de produit mo-
noïdal noté ⋆ et d’unité un objet initial ∅ de C.
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2.3. — Supposons que C admette un objet final e. L’objet e admet une et une seule
structure de monoïde dans (C, ⋆,∅). En effet, il existe d’uniques morphismes e⋆e→ e
et ∅ → e et ceux-ci vérifient trivialement les axiomes des monoïdes. En vertu de la
propriété universelle de la catégorie des simplexes augmentés ∆+ [23, chapitre VII,
section 5], ce monoïde induit un foncteur monoïdal (défini à unique isomorphisme
monoïdal près) O+ : ∆+ → C, où ∆+ est munie du produit monoïdal défini par la
somme ensembliste
∆m ∐∆n = ∆m+1+n,
l’unité étant ∆−1. Ce foncteur monoïdal est caractérisé (à unique isomorphisme mo-
noïdal près) par le fait que O+(∆0) = e. En restreignant O+ à ∆, on obtient donc
un objet cosimplicial O : ∆ → C. Explicitement, On = O(∆n) est égal à e ⋆ · · · ⋆ e,
où e apparaît n+ 1 fois (pour un certain choix de parenthésage).
Ainsi, si C admet un objet final, on dispose d’un objet cosimplicial canonique et on
est en position d’utiliser les définitions du début de la présente section. En particulier,
on dispose d’un foncteur nerf N : C → ∆̂ et d’équivalences faibles de C, morphismes
dont le nerf est une équivalence faible simpliciale.
On dira que la catégorie monoïdale C permet un théorème A si l’objet cosimplicial
O :∆→ C permet un théorème A au sens du paragraphe 2.1.
2.4. — Soient X et Y deux objets de C. On dispose de morphismes
X
ι1−→ X ⋆ Y
ι2←− Y
définis par
X ≃ X ⋆∅
X⋆∅Y−−−−→ X ⋆ Y
∅X⋆Y←−−−− ∅ ⋆ Y ≃ Y,
où ∅Z , pour Z un objet de C, désigne l’unique morphisme ∅→ Z.
On en déduit l’existence d’un foncteur
C → X\C
Y 7→ (X ⋆ Y, ι1 : X → X ⋆ Y ).
On dira que la catégorie monoïdale C est localement fermée à gauche si ce foncteur
admet un adjoint à droite. Dans ce cas, on dispose d’un foncteur
X\C → C
(Z, g : X → Z) 7→ g\Z
et de bijections
HomX\C((X ⋆ Y, ι1), (Z, g)) ≃ HomC(Y, g\Z),
naturelles en Y dans C et (Z, g) dans X\C. On appelle g\Z la tranche de Z au-dessous
de g.
De même, on dira que C est localement fermée à droite si le foncteur
C → Y \C
X 7→ (X ⋆ Y, ι2 : Y → X ⋆ Y )
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admet un adjoint à droite. Enfin, on dira que C est localement bifermée si elle est
localement fermée à gauche et à droite.
2.5. — Supposons C localement fermée à gauche et fixons Z un objet de C. On dispose
d’un foncteur
(C/Z)
◦ → C
défini sur les objets par
(T, z : T → Z) 7→ z\Z
et sur les morphismes de la manière suivante. Soit
T1
z1

❀❀
❀❀
❀❀
❀
l // T2
z2
✄✄
✄✄
✄✄
✄
Z
un morphisme de (T1, z1) vers (T2, z2) dans C/Z . Pour tout objet S de C, le composé
HomC(S, z2\Z)
∼
−→ HomT2\C((T2 ⋆ S, ι1), (Z, z2))y
HomT1\C
((T1 ⋆ S, ι1), (Z, z1))
∼
−→ HomC(S, z1\Z),
où la flèche verticale est induite par le morphisme l ⋆ S : T1 ⋆ S → T2 ⋆ S, est naturel
en S. On obtient ainsi, par le lemme de Yoneda, le morphisme l∗ : z2\Z → z1\Z
associé. La fonctorialité de ce morphisme est immédiate.
En particulier, en appliquant cette construction au triangle
∅
∅Z

✺✺
✺✺
✺✺
∅X // X
g
✟✟
✟✟
✟✟
✟
Z
et en tenant compte de l’isomorphisme canonique ∅Z\Z ≃ Z, on obtient un mor-
phisme U : g\Z → Z qu’on appellera morphisme d’oubli.
Par fonctorialité, le foncteur
(C/Z)
◦ → C
(T, z : T → Z) 7→ z\Z
se relève, le long du foncteur d’oubli C/Z → C, en un foncteur
(C/Z)
◦ → C/Z
(T, z : T → Z) 7→ (z\Z,U),
où U : z\Z → Z désigne le morphisme d’oubli que l’on vient de définir.
22 DIMITRI ARA & GEORGES MALTSINIOTIS
2.6. — On suppose toujours C localement fermée à gauche et on suppose de plus que
C admet des produits fibrés. Pour g : X → Z et z : T → Z des morphismes de C, on
pose
z\X = z\Z ×Z X,
où le morphisme z\Z → Z est le morphisme d’oubli. On appellera la seconde projec-
tion z\X → X le morphisme d’oubli.
À z : T → Z fixé, on obtient un foncteur
C/Z → C
(X, g : X → Z) 7→ z\X
en composant les foncteurs
C/Z → C/(z\Z)→ C,
le foncteur de gauche étant le foncteur de changement de base le long du morphisme
d’oubli z\Z → Z et celui de droite le foncteur d’oubli.
De même, à g : X → Z fixé, on obtient un foncteur
(C/Z)
◦ → C
(T, z : T → Z) 7→ z\X
en composant les foncteurs
(C/Z)
◦ → C/Z → C/X → C,
le foncteur de gauche étant le foncteur du paragraphe précédent, celui du milieu le
foncteur de changement de base le long de g : X → Z et celui de droite le foncteur
d’oubli. Si
T1
z1

❀❀
❀❀
❀❀
❀
l // T2
z2
✄✄
✄✄
✄✄
✄
Z
est un morphisme de (T1, z1) vers (T2, z2) dans C/Z , on notera l∗ : z2\X → z1\X le
morphisme associé par ce foncteur.
2.7. — Dans ce paragraphe, nous allons nous placer dans le cas où C est la caté-
gorie ∆̂ des ensembles simpliciaux. Rappelons la définition du joint simplicial (voir
par exemple [21, section 3]). La catégorie des simplexes augmentée ∆+ est munie
d’une structure de catégorie monoïdale de produit monoïdal ⋆ induit par la somme
ensembliste
∆m ⋆ ∆n = ∆m ∐∆n = ∆m+1+n,
et d’objet unité ∅ = ∆−1. La catégorie ∆+ est naturellement une sous-catégorie
pleine de ∆̂ et on définit le joint X ⋆Y de deux ensembles simpliciaux X et Y par la
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formule
X ⋆ Y = lim
−→
∆m→X
∆n→Y
∆m+1+n,
où ∆m et ∆n varient dans ∆+. On montre qu’on obtient ainsi une structure de
catégorie monoïdale sur les ensembles simpliciaux d’objet unité l’ensemble simplicial
vide. Par ailleurs, on vérifie que cette structure est localement bifermée. En particulier,
si X est un ensemble simplicial, on en déduit l’existence d’un foncteur
X\∆̂ → ∆̂
(Z, g : X → Z) 7→ g\Z
et de bijections naturelles
Hom
X\∆̂
((X ⋆ Y, ι1), (Z, g)) ≃ Hom
∆̂
(Y, g\Z).
Soient Z un ensemble simplicial et z : ∆m → Z un m-simplexe. En spécialisant la
bijection ci-dessus au cas X = ∆m, Y = ∆n et g = z, on obtient que les n-simplexes
de z\Z correspondent aux morphismes x : ∆m+1+n → Z rendant commutatif le
triangle
∆m+1+n
x // Z
∆m
ι1
OO
z
;;✇✇✇✇✇✇✇✇✇
,
où ι1 désigne l’inclusion comme section initiale. C’est exactement la description de
la tranche z\Z définie par des formules explicites dans le paragraphe 1.7. De plus, si
g : X → Z est quelconque, on a z\X ≃ z\Z×ZX pour les tranches au sens du présent
paragraphe comme pour celles au sens du paragraphe 1.7 (voir le paragraphe 1.10).
On en déduit que les tranches au sens de ces deux paragraphes coïncident.
Remarque 2.8. — L’objet cosimplicial associé à la catégorie des ensembles simpli-
ciaux munie du joint s’identifie au foncteur de Yoneda∆→ ∆̂. Ainsi, le foncteur nerf
associé est l’identité.
Dans la suite de cette section, on suppose que C est localement fermée à gauche et
admet des limites projectives finies. On note e un objet final de C.
Proposition 2.9. — Soient X un objet de C et x : Om → X un m-simplexe
de N(X). On a un isomorphisme canonique
N(x\X) ≃ x\N(X),
naturel en x dans la catégorie des éléments ∆/N(X) de N(X).
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Démonstration. — Pour tout n > 0, on a des isomorphismes canoniques
N(x\X)n ≃ HomC(On, x\X)
≃ HomOm\C((Om ⋆On, ι1), (X,x))
≃ HomOm\C((Om+1+n, ι1), (X,x))
≃ Hom
∆m\∆̂
((∆m+1+n, ι1), (N(X), x))
≃ Hom
∆m\∆̂
((∆m ⋆ ∆n, ι1), (N(X), x)) ≃ (x\N(X))n,
d’où le résultat.
Remarque 2.10. — Si on suppose de plus que la catégorie C est cocomplète, le
foncteur nerf N : C → ∆̂ admet un adjoint à gauche c : ∆̂→ C. On peut alors vérifier
que ce foncteur c est monoïdal pour le joint simplicial et le produit monoïdal ⋆ de C.
On en déduit que la proposition précédente reste vraie si on remplace le m-simplexe
x : Om → X par un morphisme c(Y ) → X quelconque, où Y est un ensemble
simplicial, le cas de la proposition précédente étant celui où Y = ∆m.
Corollaire 2.11. — Soient X → Z un morphisme de C et z : Om → Z un
m-simplexe de N(Z). On a un isomorphisme canonique
N(z\X) ≃ z\N(X),
naturel en z dans la catégorie des éléments ∆/N(Z) de N(Z) et en X dans C/Z .
Démonstration. — On a, en utilisant la proposition précédente et la commutation du
nerf aux produits fibrés, des isomorphismes canoniques
N(z\X) ≃ N(z\Z×ZX) ≃ N(z\Z)×N(Z)N(X) ≃ z\N(Z)×N(Z)N(X) ≃ z\N(X),
ce qui prouve l’assertion.
Proposition 2.12. — La catégorie monoïdale C permet un théorème A si et seule-
ment si, pour tout morphisme g : X → Z de C, tout m > 0 et tout morphisme
z : Om → Z, le morphisme m∗ : z\X → zm\X, associé en vertu du paragraphe 2.6
au triangle commutatif
O0
zm

❀❀
❀❀
❀❀
❀
m // Om
z
  ✁✁
✁✁
✁✁
✁
Z ,
où m désigne l’image par O : ∆ → C du morphisme m : ∆0 → ∆m, est une équiva-
lence faible de C.
Démonstration. — Par définition, la catégorie monoïdale C permet un théorème A
si, pour tout morphisme g : X → Z de C et tout m-simplexe z : Om → Z
de N(Z), le morphisme z\N(X) → zm\N(X), défini sur les n-simplexes par
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(x, z′) 7→ (x, z′m,...,m+1+n), est une équivalence faible simpliciale. Or, ce morphisme
n’est autre que le morphisme m∗, associé en vertu du paragraphe 2.6 au triangle
∆0
zm
!!❇
❇❇
❇❇
❇❇
❇
m // ∆m
z
}}④④
④④
④④
④④
N(X) ,
pour C la catégorie des ensembles simpliciaux munie du joint. La naturalité de l’iso-
morphisme du corollaire 2.11 donne donc un carré commutatif
N(z\X)
∼

// N(zm\X)
∼

z\N(X) // zm\N(X) ,
où la flèche horizontale du haut est le nerf du morphisme de l’énoncé et celle du bas
est le morphisme simplicial mentionné ci-dessus, ce qui entraîne le résultat.
Théorème 2.13 (Théorème A monoïdal). — On suppose que la catégorie mo-
noïdale C permet un théorème A. Soit
X
f
//
g

❀❀
❀❀
❀❀
❀ Y
h
✄✄
✄✄
✄✄
✄
Z
un triangle commutatif dans C. Si pour tout morphisme z : e→ Z de C, le morphisme
z\X → z\Y induit par f est une équivalence faible de C, alors il en est de même du
morphisme f .
Démonstration. — Puisque la catégorie monoïdale C permet un théorème A, on peut
appliquer le théorème A cosimplicial (théorème 2.2) à l’objet cosimplicial associé.
Pour montrer que f est une équivalence faible, il suffit donc de montrer que l’hypo-
thèse de ce théorème est satisfaite, à savoir que, pour tout 0-simplexe z de N(Z), le
morphisme z\N(X)→ z\N(Y ) est une équivalence faible simpliciale. Or, en vertu de
la proposition 2.11, ce morphisme s’identifie au nerf du morphisme z\X → z\Y de C,
qui est une équivalence faible par hypothèse, d’où le résultat.
Dans la suite de cette section, on va déduire le théorème A originel de Quillen [25]
du résultat précédent.
2.14. — Rappelons la définition du joint de deux catégories (voir par exemple [22,
section 3.1]). Celui-ci peut se définir essentiellement comme on l’a fait pour les en-
sembles simpliciaux au paragraphe 2.7. La catégorie des simplexes augmentée ∆+
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peut être considérée de manière évidente comme une sous-catégorie pleine de la caté-
gorie Cat des petites catégories. Si A et B sont deux petites catégories, on peut alors
définir leur joint A ⋆ B par la formule
A ⋆ B = lim
−→
∆m→A
∆n→B
∆m+1+n,
où ∆m et ∆n varient dans ∆+. La catégorie A⋆B peut se décrire explicitement de la
manière suivante : le graphe sous-jacent à A ⋆ B est obtenu à partir du graphe sous-
jacent à A∐B en ajoutant, pour tout objet a de A et tout objet b de B, une flèche de
a vers b ; les identités et composés sont définis de la manière évidente. En particulier,
la catégorie ∆0 ⋆ A est la catégorie obtenue à partir de A en ajoutant librement un
objet initial. On montre qu’on obtient bien ainsi une structure de catégorie monoïdale
sur Cat d’objet unité la catégorie vide. Par ailleurs, on vérifie que cette structure
est localement bifermée. En particulier, si A est une petite catégorie, on en déduit
l’existence d’un foncteur
A\Cat → Cat
(C, v : A→ C) 7→ v\C
et de bijections naturelles
HomA\Cat((A ⋆ B, ι1), (C, v)) ≃ HomCat(B, v\C).
Soient C une petite catégorie et c : ∆m → C un foncteur pour un entier m > 0,
c’est-à-dire une suite de flèches
c0
f1 // c1
f2 // · · ·
fm // cm
de C. En spécialisant la bijection ci-dessus au cas A = ∆m, B = ∆0 et v = c, on
obtient que les objets de c\C correspondent aux foncteurs x : ∆m+1 → C rendant
commutatif le triangle
∆m+1
x // C
∆m
ι1
OO
c
<<②②②②②②②②②
,
où ι1 désigne l’inclusion comme section initiale, c’est-à-dire aux suites de flèches
c0
f1 // c1
f2 // · · ·
fm // cm
g
// d .
De même, on obtient que les flèches de c\C correspondent aux suites de flèches
c0
f1 // c1
f2 // · · ·
fm // cm
g
// d
h // d′ ,
et qu’une telle flèche a pour source
c0
f1 // c1
f2 // · · ·
fm // cm
g
// d
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et pour but
c0
f1 // c1
f2 // · · ·
fm // cm
hg
// d′ .
On vérifie enfin que les identités et les composés sont obtenus de la manière évidente.
Il résulte de cette description que, d’une part, dans le cas m = 0 où c correspond
à un objet de C, la catégorie c\C est la tranche usuelle et, d’autre part, le foncteur
c\C → cm\C induit par le triangle commutatif
∆0
cm

❁❁
❁❁
❁❁
❁
m // ∆m
c
    
  
  
 
C
est un isomorphisme. On en déduit que, plus généralement, si v : A → C est un
foncteur, le foncteur c\A→ cm\A induit par ce même triangle est un isomorphisme.
2.15. — Considérons toujours la catégorie Cat munie du joint catégorique. L’objet
cosimplicial ∆→ Cat induit par cette structure de catégorie monoïdale est, essentiel-
lement par définition, l’inclusion canonique. En particulier, le foncteur nerf associé
N : Cat → ∆̂ est le foncteur nerf usuel.
On appellera équivalences de Thomason les équivalences faibles associées, c’est-à-
dire les foncteurs qui sont envoyés par le nerf usuel sur une équivalence faible simpli-
ciale.
Proposition 2.16. — La catégorie Cat des petites catégories munie du joint catégo-
rique permet un théorème A.
Démonstration. — Le paragraphe 2.14 montre que le morphisme de la proposi-
tion 2.12 est un isomorphisme. C’est donc une équivalence faible et on conclut par
cette même proposition.
Théorème 2.17 (Théorème A de Quillen originel). — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
un triangle commutatif de foncteurs entre petites catégories. Si pour tout objet c de C,
le foncteur c\A→ c\B est une équivalence de Thomason, alors il en est de même du
foncteur u.
Démonstration. — Cela résulte du théorème A monoïdal (théorème 2.13), qu’on peut
appliquer en vertu de la proposition précédente.
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3. Rappels sur la théorie de Steiner
Dans cette section, on rappelle brièvement quelques éléments de la théorie des
complexes dirigés augmentés de Steiner [26], ainsi que quelques compléments issus
de [7]. On renvoie à [7, chapitre 2] pour des rappels plus complets.
3.1. — On notera ∞-Cat la catégorie des ∞-catégories strictes et des ∞-foncteurs
stricts entre celles-ci. Sauf mention expresse du contraire, les ∞-catégories et les
∞-foncteurs considérés dans ce texte seront supposés stricts. Rappelons qu’une∞-ca-
tégorie C consiste en la donnée, pour tout i > 0, d’un ensemble Ci de i-cellules. Si x
est une i-cellule pour un i > 1, on dispose de sa source s(x) et de son but t(x) qui sont
deux (i−1)-cellules. Si x est une i-cellule pour un i > 0, on dispose de son identité 1x
qui est une (i+1)-cellule. Par ailleurs, pour i > j > 0 et x, y deux i-cellules telles que
la j-cellule source itérée de x soit égale à la j-cellule but itéré de y, on dispose d’une
i-cellule composée x ∗j y. Ces données sont soumises à des axiomes qui doivent être
vérifiés à égalité près (et non à des contraintes supérieures près).
3.2. — Un complexe dirigé augmenté est un complexe de chaînes de groupes abéliens
en degrés positifs augmenté
· · ·
di+1
// Ki
di // Ki−1
di−1
// · · ·
d2 // K1
d1 // K0
e // Z
muni, pour tout i > 0, d’un sous-monoïde K∗i de Ki qu’on appellera sous-monoïde
de positivité. Un morphisme de complexes dirigés augmentés est un morphisme de
complexes de chaînes augmentés qui envoie les sous-monoïdes de positivité de sa
source dans les sous-monoïdes de positivité de son but. On obtient ainsi une catégorie
qu’on notera Cda.
3.3. — À toute ∞-catégorie C, on associe un complexe dirigé augmenté λ(C) de la
manière suivante. Pour tout i > 0, le groupe abélien λ(C)i est engendré par des géné-
rateurs [x], où x varie parmi les i-cellules de C, soumis aux relations [x∗j y] = [x]+[y],
où x et y varient parmi les i-cellules de C pour lesquelles le composé x ∗j y est défini.
Le sous-monoïde de positivité λ(C)∗i est le sous-monoïde engendré par les [x], où x
varie parmi les i-cellules de C. Pour i > 0, la différentielle di : λ(C)i → λ(C)i−1 est
définie par
di([x]) = [t(x)] − [s(x)].
Enfin, l’augmentation e : λ(C)0 → Z est définie par e([x]) = 1.
On vérifie qu’on obtient ainsi un foncteur λ : ∞-Cat → Cda, l’action sur les mor-
phismes étant définie de la manière évidente.
Proposition 3.4 (Steiner). — Le foncteur λ : ∞-Cat → Cda admet un adjoint à
droite ν : Cda →∞-Cat.
Démonstration. — Voir [26, théorème 2.11].
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3.5. — Soit K un complexe dirigé augmenté. Pour i > 0, les i-cellules de ν(K), où
ν désigne le foncteur de la proposition précédente, sont les tableaux(
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
où
(a) xεk appartient à K
∗
i pour ε = 0, 1 et 0 6 k 6 i ;
(b) d(xεk) = x
1
k−1 − x
0
k−1 pour ε = 0, 1 et 0 < k 6 i ;
(c) e(xε0) = 1 pour ε = 0, 1 ;
(d) x0i = x
1
i .
Les opérations de la ∞-catégorie ν(K) peuvent se décrire aisément en termes de ces
tableaux mais nous n’aurons pas besoin de cette description dans ce texte.
3.6. — Une base d’un complexe dirigé augmenté K est un ensemble gradué
B = (Bi)i>0 tel que, pour tout i > 0,
(a) Bi est une base du Z-module Ki ;
(b) Bi engendre le sous-monoïde K∗i de Ki.
On vérifie que si un complexe dirigé augmenté admet une base, cette base est unique.
3.7. — SoitK un complexe admettant une base B = (Bi). Si x est un élément de Ki,
son support est l’ensemble des éléments de Bi qui apparaissent avec un coefficient non
nul dans la décomposition de x selon la base Bi. Il est immédiat que tout élément x
de Ki se décompose de manière unique en x = x+ − x−, où x− et x+ sont deux
éléments de K∗i à supports disjoints.
3.8. — Soit K un complexe dirigé augmenté admettant une base. Si x est un élément
de degré i de la base de K, on lui associe un tableau
〈x〉 =
(
〈x〉00 〈x〉
0
1 . . . 〈x〉
0
i−1 〈x〉
0
i
〈x〉10 〈x〉
1
1 . . . 〈x〉
1
i−1 〈x〉
1
i
)
,
où les 〈x〉εk sont définis par récurrence descendante sur k de i à 0 :
– 〈x〉0i = x = 〈x〉
1
i ;
– 〈x〉0k−1 = d(〈x〉
0
k)− et 〈x〉
1
k−1 = d(〈x〉
1
k)+ pour 0 < k 6 i.
Ce tableau est une cellule de ν(K) si et seulement si e(〈x〉00) = 1 = e(〈x〉
1
0).
On dit que la base B de K est unitaire si, pour tout i > 0 et tout x dans Bi, le
tableau 〈x〉 est une i-cellule de ν(K).
3.9. — Soit K un complexe dirigé augmenté admettant une base B. On notera 6N la
plus petite relation de préordre sur B pour laquelle, pour tout i > 1 et tout x dans Bi,
si y est dans le support de d(x)− et z est dans le support de d(x)+, on a y 6N x 6N z.
On dira que la base B est fortement sans boucle si cette relation 6N est une relation
d’ordre.
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3.10. — On appellera complexe de Steiner fort un complexe dirigé augmenté admet-
tant une base unitaire et fortement sans boucle.
Théorème 3.11 (Steiner). — La restriction du foncteur ν : Cda → ∞-Cat à la
sous-catégorie pleine formée des complexes de Steiner forts est un foncteur pleinement
fidèle.
Démonstration. — Voir [26, théorème 5.6].
La notion suivante, introduite dans [7], joue un rôle technique dans les fonctorialités
du joint ∞-catégorique qu’on rappellera dans la section suivante.
3.12. — Soit i : K → L un monomorphisme entre des complexes dirigés augmentés
admettant une base. On dira que i est une inclusion rigide ordonnée si, d’une part,
i envoie tout élément de la base de K sur un élément de la base de L et, d’autre
part, si x et y sont des éléments de la base de K, on a x 6N y si et seulement si on
a f(x) 6N f(y).
Terminons cette section par quelques rappels sur les antihomotopies de complexes
dirigés augmentés.
3.13. — Soient f, g : K → L deux morphismes de complexes dirigés augmentés. Une
antihomotopie h de f vers g consiste en la donnée, pour tout i > 0, de morphismes de
groupes abéliens hi : Ki → Li+1 envoyant K∗i dans L
∗
i+1 et vérifiant, pour tout i > 0,
di+1hi − hi−1di = (−1)i(gi − fi),
en convenant que h−1 = 0 et d0 = 0, de sorte qu’on a d1h0 = g0 − f0 pour i = 0.
Si maintenant h et k sont deux antihomotopies de f vers g, une 2-antihomotopie H
de h vers k consiste en la donnée, pour tout i > 0, de morphismes de groupes abéliens
Hi : Ki → Li+2 envoyant K∗i dans L
∗
i+2 et vérifiant, pour tout i > 0,
di+2Hi −Hi−1di = (−1)i(ki − hi),
en convenant que H−1 = 0 et d0 = 0.
3.14. — Soit f : K → L un morphisme de complexes dirigés augmentés. On notera
1f l’antihomotopie de f vers f définie par (1f )i = 0 pour tout i > 0. De même, si h est
une antihomotopie, on notera 1h la 2-antihomotopie de h vers h définie par (1h)i = 0
pour tout i > 0.
On renvoie à la fin de la chapitre 2 de [7] pour les définitions de diverses opérations
de composition pour les antihomotopies et les 2-antihomotopies. Dans ce texte, nous
manipulerons les antihomotopies et les 2-antihomotopies comme des morphismes de
groupes abéliens gradués (de degré 1 et 2) en les additionnant et les composant degré
par degré. Nous renverrons à [7] pour le fait que les formules que nous utiliserons
définissent bien des antihomotopies ou des 2-antihomotopies.
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4. Préliminaires ∞-catégoriques : produit tensoriel, joint et tranches
Cette section est essentiellement un résumé de [7], avec quelques emprunts à [26].
Commençons par des rappels sur le produit tensoriel ∞-catégorique introduit par
Al-Agl et Steiner [1] et généralisant le produit de Gray 2-catégorique [16].
4.1. — Soient K et L deux complexes dirigés augmentés. On définit leur produit
tensoriel K⊗L de la manière suivante. Le complexe sous-jacent est le produit tensoriel
usuel des complexes : pour tout r > 0, on pose
(K ⊗ L)r =
⊕
p+q=r
p>0, q>0
Kp ⊗ Lq
et, pour x⊗ y dans Kp ⊗ Lq avec p+ q > 0,
d(x⊗ y) = d(x)⊗ y + (−1)px⊗ d(y),
où on convient que d(z) = 0 lorsque z est de degré 0. L’augmentation, pour x ⊗ y
dans K0 ⊗ L0, est définie par
e(x⊗ y) = e(x)e(y).
Enfin, pour r > 0, le sous-monoïde de positivité (K ⊗ L)∗r est le sous-monoïde
de (K ⊗ L)r engendré par les éléments de la forme x⊗ y, avec x dans K∗p , y dans L
∗
q
et p+ q = r.
Proposition 4.2 (Steiner). — Si K et L sont des complexes de Steiner forts ad-
mettant respectivement X et Y pour base, alors K ⊗ L est un complexe de Steiner
fort admettant X ⊗ Y = {x⊗ y | x ∈ X, y ∈ Y } pour base.
Démonstration. — Voir [26, exemple 3.10].
4.3. — Le produit tensoriel définit une structure de catégorie monoïdale sur la ca-
tégorie Cda des complexes dirigés augmentés. L’unité est le complexe dirigé aug-
menté λ(D0), où D0 désigne la ∞-catégorie terminale. En vertu de la proposition
précédente (et du fait évident que λ(D0) est un complexe de Steiner fort), cette struc-
ture se restreint à la sous-catégorie pleine des complexes de Steiner forts.
Théorème 4.4. — Il existe une et une seule structure de catégorie monoïdale bifer-
mée (à unique isomorphisme monoïdal près) sur la catégorie ∞-Cat des ∞-catégories
telle que la restriction du foncteur ν : Cda →∞-Cat à la sous-catégorie pleine de Cda
formée des complexes de Steiner forts munie du produit tensoriel soit un foncteur
monoïdal.
Démonstration. — Voir [7, théorème A.15].
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4.5. — On appellera produit tensoriel le produit monoïdal
⊗ :∞-Cat ×∞-Cat→∞-Cat
(A,B) 7→ A⊗B
donné par le théorème précédent. L’unité de ce produit tensoriel est la ∞-catégorie
terminale D0.
Le fait que le produit tensoriel est bifermé signifie qu’il existe des foncteurs
Homoplax :∞-Cat
◦ ×∞-Cat →∞-Cat et Homlax :∞-Cat
◦ ×∞-Cat →∞-Cat
tels qu’on ait des bijections
Hom∞-Cat(A⊗B,C) ≃ Hom∞-Cat(A,Homoplax(B,C))
et
Hom∞-Cat(A⊗B,C) ≃ Hom∞-Cat(B,Homlax(A,C)),
naturelles en A, B et C dans ∞-Cat.
Le produit tensoriel est compatible aux principales dualités de ∞-Cat dont on
rappelle maintenant les définitions.
4.6. — Soit J un ensemble d’entiers strictement positifs. On dispose d’un∞-foncteur
involutifDJ :∞-Cat →∞-Cat envoyant une∞-catégorie C sur la∞-catégorieDJ(C)
obtenue en inversant le sens des i-cellules pour tout i dans J .
Outre la dualité triviale (le cas J = ∅), trois dualités jouent un rôle particulière-
ment important en théorie des ∞-catégories. Si J est l’ensemble de tous les entiers
strictement positifs, on note C◦ la∞-catégorie DJ(C) et on parle du dual total de C ;
si J est l’ensemble des entiers impairs, on note Cop la ∞-catégorie DJ(C) et on parle
du dual impair de C ; enfin, si J est l’ensemble des entiers pairs strictement positifs,
on note Cco la ∞-catégorie DJ(C) et on parle du dual pair de C.
Proposition 4.7. — Soient A et B deux ∞-catégories. On a des isomorphismes
canoniques
(A⊗B)op ≃ Bop ⊗Aop, (A⊗B)co ≃ Bco ⊗Aco et (A⊗B)◦ ≃ A◦ ⊗B◦,
naturels en A et B.
Démonstration. — Voir par exemple [7, proposition A.22].
Proposition 4.8. — Soient A et B deux ∞-catégories. On a des isomorphismes
canoniques
Homoplax(A,B)
op ≃ Homlax(A
op, Bop), Homoplax(A,B)
co ≃ Homlax(A
co, Bco)
et
Homoplax(A,B)
◦ ≃ Homoplax(A
◦, B◦),
naturels en A et B.
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Démonstration. — Voir par exemple [7, proposition A.23].
Passons maintenant à des rappels sur les transformations oplax. Commençons par
introduire quelques notations.
4.9. — Pour i > 0, on notera Di la ∞-catégorie coreprésentant le foncteur associant
à une ∞-catégorie C l’ensemble Ci de ses i-cellules. On a donc une bijection naturelle
Hom∞-Cat(Di, C) ≃ Ci.
La∞-catégorie Di est en fait une i-catégorie. Elle possède une unique i-cellule n’étant
pas une identité qu’on appellera sa cellule principale. Pour k tel que 0 6 k < i, elle
admet exactement deux i-cellules qui ne sont pas des identités ; ces cellules sont la
source et le but itérés en dimension k de la cellule principale.
Pour i > 0, on notera σ et τ les ∞-foncteurs de Di−1 vers Di qui correspondent
respectivement à la source et au but de la cellule principale de Di. De même, si i > 0,
on notera κ le ∞-foncteur de Di+1 vers Di correspondant à l’identité de la cellule
principale de Di.
4.10. — SoientA etB deux∞-catégories. Pour i > 0, les i-cellules de Homoplax(A,B)
seront appelées des i-transformation oplax de 0-source A et de 0-but B. En vertu de
la bijection canonique
Hom∞-Cat(Di,Homoplax(A,B)) ≃ Hom∞-Cat(Di ⊗ A,B),
une i-transformation oplax s’identifie à un ∞-foncteur Di ⊗ A → B. Ainsi, pour
i = 0, en vertu de l’isomorphisme D0 ⊗ A ≃ A, une 0-transformation oplax
n’est autre qu’un ∞-foncteur strict A → B. On appellera transformations oplax les
1-transformations oplax. Pour i > 0, une i-transformation oplax Λ : Di ⊗ A → B
a une (i − 1)-transformation oplax source s(Λ) et une (i − 1)-transformation oplax
but t(Λ) obtenues en précomposant Λ par σ ⊗ A, τ ⊗ A : Di−1 ⊗ A → Di ⊗ A
respectivement, où σ et τ désignent les ∞-foncteurs du paragraphe précédent.
En particulier, si u et v sont deux ∞-foncteurs, une transformation oplax α de u
vers v est un ∞-foncteur α : D1 ⊗A→ B rendant commutatif le diagramme
A
u
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
σ⊗A

D1 ⊗A
α // B
A
v
99ssssssssssss
τ⊗A
OO
,
où on a identifié A et D0 ⊗A.
De même, on définit une notion de i-transformation lax en remplaçant la∞-catégo-
rie Homoplax(A,B) par la ∞-catégorie Homlax(A,B). En vertu de la proposition 4.8,
les i-transformations lax peuvent se définir par dualité à partir des i-transformations
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oplax (et réciproquement). En particulier, si u, v : A→ B sont deux∞-foncteurs, une
transformation lax de u vers v n’est rien d’autre qu’une transformation oplax de vop
vers uop (ou de uco vers vco).
Remarque 4.11. — La donnée d’une transformation oplax α entre deux ∞-fonc-
teurs de A vers B revient à la donnée, pour toute i-cellule x de A, d’une (i+1)-cellule
αx de B avec des sources et buts prescrits et vérifiant des axiomes de compatibilités
aux identités et compositions. C’est cette définition concrète qui est utilisée dans [7]
(voir le paragraphe 1.9 pour la définition et le corollaire B.2.6 pour la comparaison).
4.12. — Si v : C → D est un ∞-foncteur, on notera 1v la transformation oplax
identité de v dans Homoplax(C,D). Explicitement, elle est donnée par le composé
D1 ⊗ C
κ⊗C
−−−→ C
v
−−→ D,
où κ désigne le ∞-foncteur du paragraphe 4.9 et où on a identifié C et D0 ⊗ C.
Soient maintenant v0, v1 : C → D deux∞-foncteurs et α une transformation oplax
de v0 vers v1. Si u : B → C est un ∞-foncteur, on notera α ∗ u la transformation
oplax de v0u vers v1u donnée par le composé
D1 ⊗B
D1⊗u−−−−→ D1 ⊗ C
α
−−→ D.
De même, si w : D → E est un ∞-foncteur, on notera w ∗ α la transformation oplax
de wv0 vers wv1 donnée par le composé
D1 ⊗ C
α
−−→ D
w
−−→ E.
4.13. — Considérons un diagramme
A
f
//
u

u′

α +3
C
w

w′

γ +3
B
g
oo
v

v′

β +3
A′
f ′
// C′ B′
g′
oo
de ∞-catégories, où α, β et γ sont des transformations oplax de u vers u′, de v vers
v′ et de w vers w′ respectivement. On suppose le diagramme commutatif au sens où
γ ∗ f = f ′ ∗ α et γ ∗ g = g′ ∗ β.
On définit alors une transformation oplax α ×γ β de u ×w v vers u′ ×w′ v′ (qui sont
deux ∞-foncteurs de A×C B vers A′ ×C′ B′) par le composé
D1 ⊗ (A×C B)→ (D1 ⊗A)×D1⊗C (D1 ⊗B)
α×γβ
−−−−→ A′ ×C′ B
′,
où la flèche de gauche est le morphisme canonique et celle de droite est bien définie
par l’hypothèse de commutativité du diagramme.
Un cas particulièrement important est celui où
B = B′, v = 1B = v′, β = 11B , C = C
′, w = 1C = w′, γ = 11C ,
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c’est-à-dire celui d’un diagramme
A
u
))
u′
55
f

✸✸
✸✸
✸✸
✸✸
✸ α  A
′
f ′
✡✡
✡✡
✡✡
✡✡
✡
B
g
// C ,
commutatif au sens où f ′ ∗α = 1f . Dans ce cas, on obtient une transformation oplax
qu’on notera plus simplement α×C B de u×C B vers u′ ×C B.
4.14. — Soient u0, u1, u2 : C → D trois ∞-foncteurs et soient α : u0 ⇒ u1
et β : u1 ⇒ u2 deux transformations oplax. On définit une transformation
oplax βα : u0 ⇒ u2 de la manière suivante. Par définition, les transformations
oplax α et β sont des 1-cellules de Homoplax(C,D), la première de source u0 et
de but u1, et la seconde de source u1 et de but u2. La composition des 1-cellules
de Homoplax(C,D) fournit une 1-cellule de u0 vers u2 qui par définition est la
transformation oplax βα : u0 ⇒ u2.
4.15. — On se gardera de croire que les∞-catégories, les∞-foncteurs et les transfor-
mations oplax munis des opérations de composition définies dans les paragraphes 4.12
et 4.14 forment une 2-catégorie. Ils forment néanmoins une sesquicatégorie (voir la
définition B.1.16) que l’on notera∞-Catoplax. On renvoie à l’appendice B pour plus de
détails et notamment à l’exemple B.1.3 et à la remarque B.1.17 pour une justification
du fait que ∞-Catoplax est bien une sesquicatégorie.
Le but des paragraphes qui suivent est d’expliciter le lien entre les notions de
transformation oplax et de transformation stricte.
4.16. — Soient A et B deux ∞-catégories. On dispose d’un ∞-foncteur canonique
q1 : A⊗B → A défini par le composé
A⊗B
A⊗p
−−−→ A⊗D0
∼
−→ A,
où p désigne l’unique∞-foncteur de B vers D0. De même, on dispose d’un∞-foncteur
canonique q2 : A⊗B → B. On obtient donc un ∞-foncteur
q = (q1, q2) : A⊗B → A×B.
Les ∞-foncteurs q1 et q2 étant naturels en A et B, il en est de même de q.
Proposition 4.17. — Soient A et B deux ∞-catégories. Le ∞-foncteur
q : A⊗B → A×B
est surjectif sur les cellules et est en particulier un épimorphisme.
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Démonstration. — Fixons i > 0. Soient a une 0-cellule de A et y une i-cellule de B.
Considérons le carré de naturalité
D0 ⊗Di
q
//
a⊗y

D0 ×Di
a×y

A⊗B
q
// A×B .
Il résulte du fait que D0 est à la fois l’unité du produit cartésien et du produit
tensoriel que la flèche horizontale du haut de ce carré est un isomorphisme. Ainsi,
la i-cellule (1a, y) de A × B, où 1a désigne l’identité itérée de a en dimension i, est
atteinte par le ∞-foncteur q. Plus précisément, la i-cellule de A ⊗ B correspondant
au ∞-foncteur a ⊗ y, cellule que l’on notera également a⊗ y, est envoyée sur (1a, y)
par q. En particulier, le∞-foncteur q : A⊗B → A×B est surjectif sur les 0-cellules.
On montre de même que si x est une i-cellule de A et b est une 0-cellule de B, alors
q envoie x⊗ b sur (x, 1b). Or, si (x, y) est une i-cellule de A×B avec i > 0, on a
(x, y) = (x, 1t0(y)) ∗0 (1s0(x), y),
où s0 et t0 désignent les sources et buts en dimension 0. Puisque
s0(x⊗ t0(y)) = s0(x) ⊗ t0(y) = t0(s0(x)⊗ y),
on dispose d’une i-cellule (x⊗t0(y))∗0 (s0(x)⊗y) dans A⊗B. En vertu des considéra-
tions précédentes, cette cellule est envoyée par q sur (x, 1t0(y))∗0(1s0(x), y), c’est-à-dire
sur (x, y), ce qu’il fallait démontrer.
4.18. — Rappelons que la catégorie ∞-Cat des ∞-catégories est cartésienne fermée.
Si B et C sont deux ∞-catégories, on notera Homstr(B,C) le Hom interne associé.
Par définition, si A est une troisième ∞-catégorie, on a une bijection
Hom∞-Cat(A×B,C) ≃ Hom∞-Cat(A,Homstr(B,C)),
naturelle en A, B et C.
Soient A et B deux ∞-catégories. On déduit du ∞-foncteur naturel q du para-
graphe 4.16 un ∞-foncteur i : Homstr(A,B) → Homoplax(A,B) naturel en A et B.
En effet, si T est une troisième ∞-catégorie, en vertu du lemme de Yoneda, il suffit
de définir une application naturelle
Hom∞-Cat(T,Homstr(A,B))→ Hom∞-Cat(T,Homoplax(A,B)),
c’est-à-dire une application naturelle
Hom∞-Cat(T ×A,B)→ Hom∞-Cat(T ⊗A,B).
Or, le ∞-foncteur q : T ⊗ A → T × A induit bien une telle application. Par ailleurs,
puisque q est un épimorphisme en vertu de la proposition précédente, le ∞-foncteur i
est un monomorphisme.
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De même, on a un monomorphisme canonique j : Homstr(A,B) → Homlax(A,B),
naturel en A et B dans ∞-Cat.
4.19. — Soient A et B deux ∞-catégories. Pour tout i > 0, on définit comme
dans le paragraphe 4.10 une notion de i-transformation stricte de 0-source A et
de 0-but B en remplaçant Homoplax(A,B) par Homstr(A,B). Le monomorphisme
Homstr(A,B) → Homoplax(A,B) défini au paragraphe précédent permet de considé-
rer toute i-transformation stricte comme une i-transformation oplax. En particulier,
si u, v : A→ B sont deux ∞-foncteurs, une transformation stricte de u vers v est un
∞-foncteur h : D1 ×A→ B rendant commutatif le diagramme
A
u
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
σ×A

D1 ×A
h // B
A
v
99ssssssssssss
τ×A
OO
,
où on a identifié A et D0 × A, et la transformation oplax associée est donnée par le
composé
D1 ⊗A
q
−→ D1 ×A
h
−→ B,
où q est le ∞-foncteur du paragraphe 4.16.
Nous terminons ces rappels liés au produit tensoriel par une proposition, de nature
technique, qui n’interviendra que dans l’appendice B.
Proposition 4.20. — Soient f : K → K ′ et g : L → L′ des morphismes entre
complexes de Steiner forts et soient x⊗ y un élément de la base de K ⊗L. Supposons
qu’il existe un élément x′ ⊗ y′ de la base de K ′ ⊗ L′ tel que
ν(f)(〈x〉) = 1〈x′〉 et ν(f)(〈y〉) = 1〈y′〉,
où 1 désigne une identité itérée (éventuellement 0 fois). Alors on a
ν(f ⊗ g)(〈x⊗ y〉) = 1〈x′⊗y′〉.
En particulier, lorsque x′ = f(x) et y′ = g(y) vérifient les hypothèses ci-dessus, on a
ν(f ⊗ g)(〈x⊗ y〉) = 〈f(x)⊗ g(y)〉.
Démonstration. — Voir [7, proposition A.7].
Passons maintenant à des rappels sur le joint ∞-catégorique introduit dans [7].
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4.21. — Soient K et L deux complexes dirigés augmentés. On définit leur joint K⋆L
de la manière suivante. Pour tout r > 0, on pose
(K ⋆ L)r =
⊕
p+1+q=r
p>−1, q>−1
Kp ⊗ Lq,
où on convient que K−1 = Z et L−1 = Z. On notera ∅ le générateur positif de K−1
et L−1. Par ailleurs, si x est dans Kp et y dans Lq avec q + 1 + p > 0, l’élément
correspondant de K ⋆ L sera noté x ⋆ y. Avec ces notations, la différentielle de K ⋆ L
est définie par, pour x ⋆ y dans Kp ⊗ Lq avec p+ 1 + q > 0,
d(x ⋆ y) = d(x) ⋆ y + (−1)p+1x ⋆ d(y),
où on convient, d’une part, que d(z) = e(z)∅ lorsque z est de degré 0 et, d’autre part,
que d(∅) = 0. L’augmentation, pour x dans K0 et y dans L0, est définie par
e(x ⋆∅) = e(x) et e(∅ ⋆ y) = e(y).
Enfin, pour r > 0, le sous-monoïde de positivité (K ⋆ L)∗r est le sous-monoïde
de (K ⋆ L)r engendré par les éléments de la forme x ⋆ y, avec x dans K∗p , y dans L
∗
q
et p+ 1 + q = r, en convenant que K∗−1 = N et L
∗
−1 = N.
Proposition 4.22. — Si K et L sont des complexes de Steiner forts admettant X
et Y pour bases respectives, alors K ⋆ L est un complexe de Steiner fort admettant
X ⋆ Y = {x ⋆∅ | x ∈ X} ∪ {∅ ⋆ y | y ∈ Y } ∪ {x ⋆ y | x ∈ X, y ∈ Y }
pour base.
Démonstration. — Voir [7, paragraphe 6.13 et corollaire 6.21].
4.23. — Le joint définit une structure de catégorie monoïdale sur la catégorie Cda
des complexes dirigés augmentés. L’unité est le complexe dirigé augmenté λ(∅), où ∅
désigne la ∞-catégorie initiale. On notera également ∅ ce complexe dirigé augmenté.
En vertu de la proposition précédente (et du fait évident que ∅ est un complexe de
Steiner fort), cette structure se restreint à la sous-catégorie pleine des complexes de
Steiner forts.
Théorème 4.24. — Il existe une et une seule structure de catégorie monoïdale
(à unique isomorphisme monoïdal près) localement bifermée (au sens du para-
graphe 2.4) sur la catégorie ∞-Cat des ∞-catégories telle que la restriction du
foncteur ν : Cda → ∞-Cat à la sous-catégorie pleine de Cda formée des complexes de
Steiner forts munie du joint soit un foncteur monoïdal.
Démonstration. — Voir [7, théorème 6.29].
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4.25. — On appellera joint le produit monoïdal
⋆ :∞-Cat ×∞-Cat→∞-Cat
(A,B) 7→ A ⋆ B
donné par le théorème précédent. L’unité de ce produit tensoriel est la ∞-catégorie
initiale ∅.
On notera, comme dans le paragraphe 2.4, pour A et B deux ∞-catégories,
A
ι1−→ A ⋆ B
ι2←− B
les deux ∞-foncteurs canoniques. Le fait que le joint est localement bifermé signifie
que les foncteurs
∞-Cat → A\∞-Cat
B 7→ (A ⋆ B, ι1 : A→ A ⋆ B)
et
∞-Cat → B\∞-Cat
A 7→ (A ⋆ B, ι2 : B → A ⋆ B) ,
pour A fixé pour le premier foncteur et B fixé pour le second, admettent des adjoints
à droite. On obtient donc des foncteurs
A\∞-Cat →∞-Cat
(C,A v−→ C) 7→ v\C
et
B\∞-Cat →∞-Cat
(C,B w−→ C) 7→ C
co
/w
et des bijections naturelles
HomA\∞-Cat((A ⋆ B, ι1), (C, v)) ≃ Hom∞-Cat(B, v\C),
Hom
B\∞-Cat((A ⋆ B, ι2), (C,w)) ≃ Hom∞-Cat(A,C
co
/w).
Si v : A → C est un ∞-foncteur, la ∞-catégorie v\C sera appelé la tranche de C
au-dessous de v.
Remarque 4.26. — Si w : B → C est un ∞-foncteur, ce n’est pas la ∞-catégo-
rie C
co
/w qu’on appelle la tranche de C au-dessus de w dans [7] mais la ∞-catégo-
rie C/w =
(
w◦\C
◦
)◦
. Néanmoins, cette tranche n’interviendra pas dans ce texte. On
renvoie à [7, remarque 6.37] pour plus de détails.
Proposition 4.27. — Soient A et B deux ∞-catégories. On a un isomorphisme
canonique
(A ⋆ B)op ≃ Bop ⋆ Aop,
naturel en A et B.
40 DIMITRI ARA & GEORGES MALTSINIOTIS
Démonstration. — Voir [7, proposition 6.35].
Proposition 4.28. — Soient C une ∞-catégorie et v : A → C un ∞-foncteur. On
a un isomorphisme canonique
(v\C)
op ≃ Cop
co
/vop,
naturel en A et C.
Démonstration. — Voir [7, proposition 6.36].
4.29. — Soient C une ∞-catégorie et c un objet de C. En considérant c comme un
∞-foncteur D0 → C, on obtient une ∞-catégorie c\C. Par adjonction, les i-cellules
de c\C correspondent aux ∞-foncteurs D0 ⋆Di → C rendant le triangle
D0 ⋆Di // C
D0
ι1
OO
c
;;✇✇✇✇✇✇✇✇✇
commutatif. On peut décrire explicitement ces∞-foncteurs et la structure de∞-caté-
gorie résultante (voir [7, chapitre 9]). En particulier, lorsqueC est une 1-catégorie, c\C
est la 1-catégorie tranche usuelle. Dans ce texte, nous aurons seulement besoin de la
description explicite des objets de c\C. On a un isomorphisme canonique D0⋆D0 ≃ D1
(cela résulte par exemple de [7, corollaire 7.10]) et les objets de c\C correspondent
donc à des 1-cellules f de C de source c. On notera (c, f) un tel objet.
Par ailleurs, d’après [7, proposition B.5.2], la ∞-catégorie c\C peut se décrire par
le carré cartésien
c\C

// Homlax(D1, C)
π0

D0 c
// C ,
où π0 désigne le ∞-foncteur Homlax(σ,D1) : Homlax(D1, C)→ Homlax(D0, C) ≃ C.
4.30. — L’opération C 7→ D0 ⋆ C a une interprétation particulièrement simple
en termes de transformations oplax. En effet, si A et B sont deux ∞-catégories,
en vertu de [7, paragraphe B.5.5 et corollaire B.5.6], on dispose d’un ∞-foncteur
D1 ⊗A→ D0 ⋆ A rendant commutatif le triangle
D1 ⊗A // D0 ⋆ A
A
τ⊗A
aa❈❈❈❈❈❈❈❈ ι2
==⑤⑤⑤⑤⑤⑤⑤⑤
,
et un ∞-foncteur D1 ⊗ A → B se factorise par D0 ⋆ A si et seulement si sa source
en tant que transformation oplax est un ∞-foncteur constant, cette valeur constante
correspondant alors au composé D0
ι1−→ D0 ⋆ A→ B.
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En particulier, si C est une ∞-catégorie, se donner une transformation oplax d’un
∞-endofoncteur constant de C vers l’identité de C revient à se donner un∞-foncteur
D0 ⋆ C → C rendant le triangle
D0 ⋆ C // C
C
ι2
OO
1C
;;①①①①①①①①①
commutatif. Par adjonction, il revient au même de se donner un objet c de C et un
∞-foncteur C → c\C rendant commutatif le triangle
C //
1C
  ❆
❆❆
❆❆
❆❆
❆❆ c\
C
U

C ,
où U désigne le ∞-foncteur d’oubli.
Nous terminons cette section par des rappels sur les résultats de fonctorialités
des tranches établis dans [7, section 11], qui sont centraux à la démonstration du
théorème A ∞-catégorique présentée dans ce texte.
Dans la suite de cette section, on fixe une ∞-catégorie C, un complexe de Steiner
fort L et un ∞-foncteur b : ν(L)→ C.
4.31. — Considérons un diagramme
K
f
//
g

✿✿
✿✿
✿✿
✿ K
′
g′
✄✄
✄✄
✄✄
✄
L
h 19❦❦❦ ❦❦❦
,
où K et K ′ sont des complexes de Steiner forts, f et g sont des morphismes de
complexes dirigés augmentés quelconques, g′ est une inclusion rigide ordonnée (voir
le paragraphe 3.12) et h est une antihomotopie de g vers g′f . Le théorème 11.2.2
de [7] associe à un tel diagramme un ∞-foncteur
(f, h, b)∗ : c′\C → c\C,
où on a posé
c = bν(g) et c′ = bν(g′).
La définition précise de ce ∞-foncteur ne jouera aucun rôle dans ce texte et nous
utiliserons seulement quelques propriétés que nous allons maintenant rappeler.
42 DIMITRI ARA & GEORGES MALTSINIOTIS
Proposition 4.32. — Le ∞-foncteur (f, h, b)∗ du paragraphe précédent est au-
dessus de C au sens où le triangle
c′\C

❃❃
❃❃
❃❃
❃
(f,h,b)∗
// c\C
  ✁✁
✁✁
✁✁
✁
C ,
où les flèches obliques désignent les ∞-foncteurs d’oubli, est commutatif.
Démonstration. — Voir [7, proposition 11.3.6].
Proposition 4.33. — Soit
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
1g 19❦❦❦ ❦❦❦
un diagramme commutatif de complexes de Steiner forts, avec g′ une inclusion rigide
ordonnée. Alors on a
(f, 1g, b)∗ = ν(f)∗,
où ν(f)∗ est le ∞-foncteur associé au triangle commutatif
ν(K)
ν(f)
//
c

❅❅
❅❅
❅❅
❅
ν(K ′)
c′
~~⑥⑥
⑥⑥
⑥⑥
⑥
C
en vertu du paragraphe 2.5.
Démonstration. — Voir [7, proposition 11.2.5].
Proposition 4.34. — Soit g : K → L une inclusion rigide ordonnée entre complexes
de Steiner forts. Considérons le diagramme commutatif
K
1K //
g

❀❀
❀❀
❀❀
❀ K
g
✄✄
✄✄
✄✄
✄
L
1g 19❦❦❦ ❦❦❦
.
Alors on a
(1K , 1g, b)∗ = 1c\C .
Démonstration. — Voir [7, proposition 11.3.2]. (Le résultat est en fait une consé-
quence directe de la proposition précédente.)
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Proposition 4.35. — Soit
K
f
//
g
  ❇
❇❇
❇❇
❇❇
❇ K
′ f
′
//
g′

K ′′
g′′
}}④④
④④
④④
④④
④
L
h
:B⑤⑤ h
′ 8@②②②
un diagramme de complexes de Steiner forts, où g′ et g′′ sont des inclusions rigides
ordonnées, et h et h′ sont des antihomotopies de g vers g′f et de g′ vers g′′f ′ respec-
tivement. Considérons le diagramme composé
K
f ′f
//
g

✿✿
✿✿
✿✿
✿ K
′
g′′
✄✄
✄✄
✄✄
✄
L
h′′ 19❦❦❦ ❦❦❦
,
où h′′ = h′f + h. Alors on a
(f, h, b)∗(f ′, h′, b)∗ = (f ′f, h′f + h, b)∗.
Démonstration. — Voir [7, proposition 11.3.4].
4.36. — Considérons un diagramme
K
f ′
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ k
KS
K ′
g′
✡✡
✡✡
✡✡
✡✡
✡
L
h′
*2
h
AIH❘bn ❘❘❘❘❘❘
,
où K et K ′ sont des complexes de Steiner forts, f , f ′ et g sont des morphismes de
complexes dirigés augmentés quelconques, g′ est une inclusion rigide ordonnée, h, h′
et k sont des antihomotopies de g vers g′f , de g vers g′f ′ et de f vers f ′ respectivement
et H est une 2-antihomotopie de g′k + h vers h′ (qui sont deux antihomotopies de g
vers g′f ′). Le théorème 11.4.2 de [7] associe à un tel diagramme une transformation
oplax
(k,H, b)∗ : c′\C
(f ′,h′,b)∗
))
(f,h,b)∗
55 c\C ,
où on pose toujours
c = bν(g) et c′ = bν(g′).
Ici encore, la définition précise de cette transformation oplax ne jouera aucun rôle dans
ce texte et nous utiliserons seulement quelques propriétés que nous allons maintenant
rappeler.
44 DIMITRI ARA & GEORGES MALTSINIOTIS
Proposition 4.37. — La transformation oplax (k,H, b)∗ du paragraphe précédent
est au-dessus de C au sens où on a
U ∗ (k,H, b)∗ = 1U ′ ,
où U : c\C → C et U ′ : c′\C → C désignent les ∞-foncteurs d’oubli.
Démonstration. — Voir [7, proposition 11.5.6].
Proposition 4.38. — Soit
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
h 19❦❦❦ ❦❦❦
un diagramme de complexes de Steiner forts, avec g′ une inclusion rigide ordonnée et
h une antihomotopie de g vers g′f . Considérons le diagramme
K
f
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ 1f
KS
K ′
g′
✠✠
✠✠
✠✠
✠✠
✠
L
h
*2
h
@H1h❘bn ❘❘❘❘❘❘
.
Alors on a
(1f , 1h, b)∗ = 1(f,h,b)∗ .
Démonstration. — Voir [7, proposition 11.5.2].
Proposition 4.39. — Soit
K
f
//
g
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
K ′
f ′′
))
f ′ 55
g′

K ′′
g′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
k
KS
L
h
:B⑥⑥⑥⑥
h′′ )1
h′
EMH◗am ◗◗◗
un diagramme de complexes de Steiner forts, où g′ et g′′ sont des inclusions rigides
ordonnés, h, h′, h′′ et k sont des antihomotopies de g vers g′f , de g′ vers g′′f ′, de g′
vers g′′f ′′ et de f ′ vers f ′′ respectivement et H est une 2-antihomotopie de g′′k + h′
vers h′′ (qui sont deux antihomotopies de g′ vers g′′f ′′). Considérons le diagramme
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composé
K
f ′′f
))
f ′f 55
g

✹✹
✹✹
✹✹
✹✹
✹ kf
KS
K ′′
g′′
✠✠
✠✠
✠✠
✠✠
✠
L
*2
@H❘bn ❘❘❘❘❘❘
,
la 2-cellule courbée de devant étant l’antihomotopie h′f + h, celle de derrière l’anti-
homotopie h′′f + h et la 3-cellule la 2-antihomotopie Hf . Alors le composé
c′′\C
(f ′′,h′′,b)∗
))
(f ′,h′,b)∗
55 c
′\C
(f,h,b)∗
// c\C ,
où la 2-cellule du diagramme est (k,H, b)∗ et où on a posé
c = bν(g), c′ = bν(g′) et c′′ = bν(g′′),
est égal à
(kf,Hf, b)∗ : c′′\C
(f ′′f,h′′f+h,b)∗
))
(f ′f,h′f+h,b)∗
55 c\C .
Autrement dit, on a
(f, h, b)∗ ∗ (k,H, b)∗ = (kf,Hf, b)∗.
Démonstration. — Voir [7, proposition 11.5.4].
Proposition 4.40. — Soit
K
f ′
((
f 66
g
  
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆ k
KS
K ′
f ′′
//
g′

K ′′
g′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
L
h′ *2
h
FNH❚co ❚❚❚❚❚❚
h′′
8@③③③③
un diagramme de complexes de Steiner forts, où g′ et g′′ sont des inclusions rigides
ordonnées, h, h′, h′′ et k sont des antihomotopies de g vers g′f , de g vers g′f ′, de g′
vers g′′f ′′ et de f vers f ′ respectivement et H est une 2-antihomotopie de g′k + h
vers h′ (qui sont deux antihomotopies de g vers g′f ′). Considérons le diagramme
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composé
K
f ′′f ′
))
f ′′f 55
g

✹✹
✹✹
✹✹
✹✹
✹ f
′′k
KS
K ′′
g′′
✠✠
✠✠
✠✠
✠✠
✠
L
*2
@H❘bn ❘❘❘❘❘❘
,
la 2-cellule courbée de devant étant l’antihomotopie h′′f + h, celle de derrière l’anti-
homotopie h′′f + h′ et la 3-cellule la 2-antihomotopie h′′k +H. Alors le composé
c′′\C
(f ′′,h′′,b)∗
// c′\C
(f ′,h′,b)∗
))
(f,h,b)∗
55 c
′\C ,
où la 2-cellule du diagramme est (k,H, b)∗ et où on pose toujours
c = bν(g), c′ = bν(g′) et c′′ = bν(g′′),
est égal à
(f ′′k, h′′k +H, b)∗ : c′′\C
(f ′′f ′,h′′f ′+h′,b)∗
))
(f ′′f,h′′f+h,b)∗
55 c\C .
Autrement dit, on a
(k,H, b)∗ ∗ (f ′′, h′′, b)∗ = (f ′′k, h′′k +H, b)∗.
Démonstration. — Voir [7, proposition 11.5.8].
Remarque 4.41. — Les transformations oplax (k,H, b)∗ sont également compa-
tibles à la composition verticale des cônes (voir [7, proposition 11.5.10]) mais nous
n’aurons pas besoin de cette fonctorialité dans ce texte. L’ensemble de ces résul-
tats de fonctorialités des tranches peut s’exprimer par l’existence d’un sesquifonc-
teur. La source de ce sesquifoncteur est liée à la construction de la sesquicatégorie
tranche d’une ∞-catégorie de Gray qui sera étudiée dans l’appendice B. D’ailleurs, la
2-antihomotopie h′′k apparaissant dans la proposition précédente est la « contrainte
de Gray » pour la composition horizontale des antihomotopies k et h′′.
5. Un théorème A ∞-catégorique pour les triangles commutatifs
5.1. — Considérons la catégorie ∞-Cat des ∞-catégories munie du joint ∞-catégo-
rique. À cette catégorie monoïdale, le paragraphe 2.3 associe un foncteur
O+ : ∆+ →∞-Cat
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défini par
∆n 7→ On = O0 ⋆ · · · ⋆O0,
où O0 = D0 apparaît n+ 1 fois, ainsi que, par restriction, un objet cosimplicial
O :∆→∞-Cat
et donc un foncteur nerf
N :∞-Cat → ∆̂
défini par
C 7→ (∆n 7→ Hom∞-Cat(On, C)).
On appellera On le n-ième oriental et N le nerf de Street. Ces objets coïncident avec
ceux définis par Street dans [28] en vertu de [7, chapitre 7]. En particulier, on a
O0 = D0 = • , O1 = D1 = • // • et O2 =
• //

✿✿
✿✿
✿✿
✿ •
☎☎
☎☎
☎☎
☎
•
19❧❧❧❧ .
On dira qu’un ∞-foncteur u : A → B est une équivalence de Thomason si u est
une équivalence faible au sens du paragraphe 2.3, c’est-à-dire si son nerf N(u) est une
équivalence faible simpliciale. On dira qu’une∞-catégorie C est asphérique si l’unique
∞-foncteur de C vers la ∞-catégorie terminale est une équivalence de Thomason.
Proposition 5.2. — Soit C une ∞-catégorie. On a un isomorphisme canonique
d’ensembles simpliciaux
N(Cop) ≃ N(C)op,
naturel en C.
Démonstration. — Si C est une catégorie monoïdale de produit tensoriel ⊗, on appel-
lera dans cette preuve transposée de C la catégorie monoïdale tC de même catégorie
sous-jacente et de produit tensoriel (X,Y ) 7→ Y ⊗ X . Notons que la transposée est
fonctorielle sur les foncteurs monoïdaux de manière évidente. Avec cette terminologie,
la proposition 4.27 affirme que la dualité ∞-catégorique C 7→ Cop est un foncteur
monoïdal de la catégorie ∞-Cat munie du joint vers sa transposée. De même, l’auto-
morphisme D∆+ de la catégorie∆+ (voir le paragraphe 1.3) est un foncteur monoïdal
de∆+ munie de la somme ensembliste vers sa transposée. Ainsi, on dispose d’un carré
∆+
O+
//
D∆+

∞-Cat
op

t∆+ tO+
// t∞-Cat
de foncteurs monoïdaux, les structures de catégories monoïdales étant celles men-
tionnées ci-dessus. Nous allons montrer que ce carré est commutatif à isomorphisme
canonique près. Notons que les deux foncteurs que l’on veut comparer envoient ∆0
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sur D0. Ainsi, en vertu de la propriété universelle de∆+ [23, chapitre VII, section 5],
chacun de ces foncteurs monoïdaux correspond à une structure de monoïde sur D0
dans t∞-Cat. Or, D0 étant un objet final, il existe une unique telle structure. La
propriété universelle de ∆+ fournit donc l’isomorphisme recherché.
Par restriction, on obtient un isomorphisme entre les objets cosimpliciaux en∞-ca-
tégories O ◦ D∆ et op ◦ O. Ainsi, les deux foncteurs nerfs associés sont canonique-
ment isomorphes. Or, le foncteur nerf associé au premier objet cosimplicial envoie
une ∞-catégorie C sur N(C) ◦ D∆ = N(C)op, alors que le foncteur nerf associé au
second envoie C sur Hom∞-Cat(O
op
• , C) ≃ Hom∞-Cat(O•, Cop) ≃ N(Cop), d’où le
résultat.
Corollaire 5.3. — Un ∞-foncteur u : A → B est une équivalence de Thomason si
et seulement si uop : Aop → Bop en est une.
Démonstration. — Cela résulte de la proposition précédente et du fait que la classe
des équivalences faibles simpliciales est stable par la dualité X 7→ Xop.
Notre but est maintenant de montrer que la catégorie∞-Cat munie du joint permet
un théorème A au sens du paragraphe 2.3.
5.4. — Soit i : A→ B un ∞-foncteur. Une structure de rétracte par transformation
oplax à gauche (resp. à droite) sur i consiste en la donnée de :
(a) une rétraction r : B → A de i (de sorte qu’on a ri = 1A) ;
(b) une transformation oplax α de ir vers 1B (resp. de 1B vers ir).
On omettra parfois les indications « à gauche » ou « à droite » dans les énoncés
abstraits qui sont valables pour les deux variantes (à condition de rester cohérent
dans un même énoncé).
Si on dispose d’un ∞-foncteur q : B → C, on dira que la structure est au-dessus
de C si on a
qir = q et q ∗ α = 1q.
En particulier, on pourra utiliser cette notion pour C = A et q = r (auquel cas,
l’égalité qir = q est automatique). De même, si on dispose d’un∞-foncteur j : C → B,
on dira que la structure est au-dessous de C si on a
irj = j et α ∗ j = 1j .
Le cas où C = A et j = i (ce qui entraîne l’égalité irj = j) est particulièrement
important : dans ce cas, on dira que la structure est forte.
On dit que i est un rétracte par transformation oplax à gauche (resp. à droite) si i
admet une structure de rétracte par transformation oplax à gauche (resp. à droite).
On qualifiera un tel rétracte d’au-dessus de C, d’au-dessous de C ou de fort en fonction
des propriétés des structures que i peut admettre.
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On appellera rétraction d’un rétracte par transformation oplax non pas n’importe
quelle rétraction d’un tel rétracte mais une rétraction r faisant partie d’une struc-
ture (r, α).
Toutes les notions introduites dans ce paragraphe admettent également des va-
riantes lax obtenues en remplaçant la transformation oplax α par une transformation
lax.
5.5. — Soit C une∞-catégorie. En vertu du paragraphe 4.30, la donnée d’une struc-
ture de rétracte par transformation oplax à gauche sur un ∞-foncteur c : D0 → C
correspondant à un objet c de C est équivalente à celle d’un ∞-foncteur D0 ⋆ C → C
au-dessous de C tel que D0
ι1−→ D0 ⋆ C → C soit c, ou encore à celle d’un ∞-foncteur
C → c\C au-dessus de C.
On vérifie qu’une telle structure est forte si et seulement si, dans la première des-
cription, le composé
D0 ⋆D0
D0⋆c−−−−→ D0 ⋆ C −−−→ C
correspond à la 1-cellule 1c de C (rappelons qu’on a D0 ⋆ D0 ≃ D1) ou, dans la
deuxième description, le composé
D0
c
−→ C → c\C
correspond à l’objet (c, 1c) de c\C.
Proposition 5.6. — Si i : A → B est un rétracte par transformation oplax au-
dessus d’une ∞-catégorie C, alors tout changement de base de i au-dessus de C est
un rétracte par transformation oplax. Autrement dit, pour tout ∞-foncteur D → C,
le ∞-foncteur
i×C D : A×C D → B ×C D
est un rétracte par transformation oplax.
Plus précisément, si (r, α) est une structure de rétracte par transformation oplax
sur i au-dessus de C, alors (r×CD,α×CD) est une structure de rétracte par transfor-
mation oplax sur i×CD au-dessus de D. De plus, si la structure (r, α) est au-dessous
d’une ∞-catégorie E, alors la nouvelle structure est au-dessous de E ×C D.
Démonstration. — Puisque r est au-dessus de C, le ∞-foncteur r ×C D a un sens
et est bien une rétraction de i ×C D par fonctorialité du changement de base. De
plus, α étant au-dessus de C, le transformation oplax α×C D a également un sens en
vertu du paragraphe 4.13 et on conclut de nouveau par fonctorialité du changement
de base.
Proposition 5.7. — Un rétracte par transformation oplax est une équivalence de
Thomason.
Démonstration. — C’est un cas particulier du corollaire A.13.
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Corollaire 5.8. — Un rétracte par transformation oplax au-dessus d’une ∞-catégo-
rie C, de même que la rétraction d’un tel rétracte, est une équivalence de Thomason
et le reste après tout changement de base au-dessus de C.
Démonstration. — Cela résulte des deux propositions précédentes.
5.9. — Soit i : K → L un morphisme de complexes dirigés augmentés. Une structure
de rétracte par antihomotopie fort sur i est la donnée de :
(a) une rétraction r : L→ K de i ;
(b) une antihomotopie h de 1L vers ir vérifiant hi = 0.
Si rh = 0, on dira que la structure est au-dessus de K. Si hh = 0, on parlera de
structure de rétracte par antihomotopie de carré nul fort.
On dira que i est un rétracte par antihomotopie fort s’il admet une structure de
rétracte par antihomotopie fort. On qualifiera i de rétracte par antihomotopie de
carré nul fort ou au-dessus de K en fonction des propriétés des structures que i peut
admettre.
Remarque 5.10. — Tout comme la notion de rétracte par transformation ∞-ca-
tégorique du paragraphe 5.4, la définition du paragraphe précédent admet de nom-
breuses variantes. On a ici privilégié les structures fortes, à droite et les antihomotopies
(qui correspondent aux transformations lax, voir [7, remarque B.4.11]). La condition
« de carré nul », qu’on n’a pas introduite dans le contexte ∞-catégorique même si
elle a également un sens, correspond à la trivialité d’une « contrainte de Gray ».
La proposition suivante est le cœur de la démonstration présentée dans ce texte du
théorème A ∞-catégorique. Elle repose sur les résultats de fonctorialité des tranches
rappelés dans la section précédente.
Proposition 5.11. — Soit i : K → L une inclusion rigide ordonnée entre complexes
de Steiner forts qui est un rétracte par antihomotopie de carré nul fort au-dessus de K
et soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L) → C. Posons c = bν(i)
et c′ = b. Alors le foncteur ν(i)∗ : c′\C → c\C (du paragraphe 2.5) est la rétraction
d’un rétracte par transformation oplax à gauche fort au-dessus de C.
Démonstration. — Notons tout d’abord que, d’après la proposition 4.33, le ∞-fonc-
teur ν(i)∗ coïncide avec le ∞-foncteur (i, 1i, b)∗ associé au diagramme
K
i //
i

❀❀
❀❀
❀❀
❀ L
☎☎
☎☎
☎☎
☎
☎☎
☎☎
☎☎
☎
L
=
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en vertu du paragraphe 4.31. Soit (r, h) une structure de rétracte par antihomotopie
fort sur i et soit (r, h, b)∗ le ∞-foncteur associé au diagramme
L
r //
✿✿
✿✿
✿✿
✿
✿✿
✿✿
✿✿
✿ K
i
✄✄
✄✄
✄✄
✄
L
h 19❦❦❦ ❦❦❦
en vertu du paragraphe 4.31. Considérons le diagramme
K
i //
i
  
❅❅
❅❅
❅❅
❅❅
L
r // K
i
⑦⑦
⑦⑦
⑦⑦
⑦⑦
L
=
h 9A⑤⑤
.
D’après la proposition 4.35, on a
(i, 1i, b)∗(r, h, b)∗ = (ri, hi, b)∗ = (1K , 11K , b)
∗ = 1c\C ,
la dernière égalité résultant de la proposition 4.34, et (i, 1i, b)∗ est donc une rétraction
de (r, h, b)∗. On obtient de même, en considérant le diagramme
L
r //
❄❄
❄❄
❄❄
❄❄
K
i //
i

L
⑧⑧
⑧⑧
⑧⑧
⑧⑧
L
h
;C⑧⑧ =
,
l’égalité
(r, h, b)∗(i, 1i, b)∗ = (ir, h, b)∗.
Par ailleurs, la construction du paragraphe 4.36 associe au diagramme
L
ir
((
✸✸
✸✸
✸✸
✸✸
✸
✸✸
✸✸
✸✸
✸✸
✸ h
KS
L
☛☛
☛☛
☛☛
☛☛
☛
☛☛
☛☛
☛☛
☛☛
☛
L
h *2❘❘
❘❘❘❘
,
une transformation oplax (h, 1h, b)∗ de (ir, h, b)∗ vers (1L, 11L , b)
∗ = 1c′\C . Cette
transformation est au-dessus de C en vertu de la proposition 4.37.
Supposons enfin que rh = 0 et hh = 0, et considérons le diagramme
L
ir
((
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄ h
KS
L
r // K
i
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
L
h
+3
❚❚
❚❚❚❚
h
:B⑤⑤⑤⑤
.
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La proposition 4.40 entraîne qu’on a
(h, 1h, b)∗ ∗ (r, h, b)∗ = (rh, hh, b)∗ = (1r, 1h, b)∗ = 1(r,h,b)∗,
la dernière égalité résultant de la proposition 4.38, d’où le résultat.
Remarque 5.12. — On a montré plus précisément que si (r, h) est une structure de
rétracte par antihomotopie fort sur i, alors ((i, 1i, b)∗, (h, 1h, b)∗) est une structure de
rétracte par transformation oplax à gauche au-dessus de C sur (r, h, b)∗ et que si, de
plus, la structure (r, h) est au-dessus de K et l’antihomotopie h est de carré nul, alors
la structure ((i, 1i, b)∗, (h, 1h, b)∗) est forte.
Corollaire 5.13. — Soit i : K → L une inclusion rigide ordonnée entre complexes
de Steiner forts qui est un rétracte par antihomotopie de carré nul fort au-dessus de K
et soient u : A → C et b : ν(L) → C deux ∞-foncteurs. Posons c = bν(i) et c′ = b.
Alors le ∞-foncteur ν(i)∗ : c′\A → c\A (du paragraphe 2.6) est la rétraction d’un
rétracte par transformation oplax à gauche fort au-dessus de A et, en particulier, une
équivalence de Thomason.
Démonstration. — Le∞-foncteur ν(i)∗ : c′\A→ c′\A s’obtient par définition comme
changement de base le long de A → C du ∞-foncteur ν(i)∗ : c′\C → c\C (du para-
graphe 2.5). Or ce dernier ∞-foncteur est la rétraction d’un rétracte par transforma-
tion oplax à gauche fort au-dessus de C d’après la proposition précédente. Le résultat
découle donc des propositions 5.6 et 5.7.
5.14. — Considérons la catégorie Cda des complexes dirigés augmentés munie du joint
des complexes. En vertu du paragraphe 2.3, on associe à cette catégorie monoïdale
un objet cosimplicial
c :∆→ Cda
défini par
∆n 7→ c(∆n) = c(∆0) ⋆ · · · ⋆ c(∆0),
où c(∆0) = λ(D0) apparaît n + 1 fois. Notons que, d’après la proposition 4.22, le
complexe c(∆n) est un complexe de Steiner fort. Ainsi, il résulte du fait que la res-
triction du foncteur ν : Cda → ∞-Cat aux complexes de Steiner forts est monoïdale
pour le joint que l’objet cosimplicial O : ∆ → ∞-Cat du paragraphe 5.1 se factorise
(à isomorphisme canonique près) en
∆ c−→ Cda
ν
−→∞-Cat.
En particulier, on a un isomorphisme canonique On ≃ ν(c(∆n)) qu’on considérera
comme une égalité.
5.15. — Fixons n > 0. Le complexe dirigé augmenté c(∆n) du paragraphe précé-
dent peut se décrire explicitement de la manière suivante (voir [7, paragraphe 7.3 et
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remarque 7.7]). Pour p > 0, le groupe abélien c(∆n)p est le groupe abélien libre sur
l’ensemble
Bp = {(i0, . . . , ip) | 0 6 i0 < · · · < ip 6 n}.
Si p > 1 et si (i0, . . . , ip) est dans Bp, on a
d(i0, . . . , ip) =
p∑
k=0
(−1)k(i0, . . . , iˆk, . . . , ip),
où on a posé (i0, . . . , iˆk, . . . , ip) = (i0, . . . , ik−1, ik+1, . . . , ip). Si (i0) est dans B0, on a
e(i0) = 1.
Enfin, les sous-monoïdes de positivité c(∆n)∗p sont les sous-monoïdes engendrés par
les ensembles Bp. Notons que les Bp forment une base du complexe dirigé aug-
menté c(∆n).
De plus, si f : ∆n → ∆n′ est un morphisme de ∆, le morphisme associé
c(f) : c(∆n)→ c(∆n′) est donné sur la base de c(∆n) par
f(i0, . . . , ip) = (f(i0), . . . , f(ip)),
où on convient que (j0, . . . , jp) = 0 si la suite des jk n’est pas strictement crois-
sante. Notons qu’avec cette convention, les formules définissant la différentielle d et
l’application f restent valables pour (i0, . . . , ip) avec 0 6 i0 6 · · · 6 ip 6 n.
Proposition 5.16. — Pour tout m > 0, le morphisme m : c(∆0) → c(∆m), image
par c du morphisme m : ∆0 → ∆m, est un rétracte par antihomotopie de carré nul
fort au-dessus de c(∆0).
Démonstration. — L’unique morphisme ∆m → ∆0 dans ∆ induit une rétraction
r : c(∆m) → c(∆0) de m. Nous allons produire une antihomotopie h de 1c(∆m)
vers mr. Notons que mr vérifie
mr(i0, . . . , ip) =
{
(m) si p = 0,
0 sinon,
sur la base de c(∆m) ou, plus généralement, pour 0 6 i0 6 · · · 6 ip 6 m, avec la
convention du paragraphe précédent. On définit h sur cette même base par
h(i0, . . . , ip) = (i0, . . . , ip,m),
où, suivant la convention du paragraphe précédent, cette expression est nulle si ip = m.
Encore une fois, cette expression reste valable pour 0 6 i0 6 · · · 6 ip 6 m. Vérifions
que cette formule définit bien une antihomotopie de 1c(∆m) versmr. Fixons un élément
(i0, . . . , ip) de la base de c(∆m). On distingue deux cas :
– Si p = 0, on a
dh(i0) = d(i0,m) = (m)− (i0) = mr(i0)− (i0).
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– Si p > 1, on a
dh(i0, . . . , ip)− hd(i0, . . . , ip)
= d(i0, . . . , ip,m)−
p∑
k=0
(−1)kh(i0, . . . , iˆk, . . . , ip)
=
p∑
k=0
(−1)k(i0, . . . , iˆk, . . . , ip,m) + (−1)p+1(i0, . . . , ip)
−
p∑
k=0
(−1)k(i0, . . . , iˆk, . . . , ip,m)
= (−1)p(0− (i0, . . . , ip))
= (−1)p(mr(i0, . . . , ip)− (i0, . . . , ip)).
Enfin, il est immédiat qu’on a bien hm = 0, rh = 0 et hh = 0.
Proposition 5.17. — Soient v : A → C un ∞-foncteur et c un m-simplexe
de N(C). Alors le ∞-foncteur m∗ : c\A → cm\A est la rétraction d’un rétracte par
transformation oplax à gauche fort au-dessus de A et, en particulier, une équivalence
de Thomason.
Démonstration. — C’est exactement le contenu du corollaire 5.13 appliqué au mor-
phisme m : c(∆0)→ c(∆m), ses hypothèses étant vérifiées en vertu de la proposition
précédente (et du fait immédiat que m est bien une inclusion rigide ordonnée).
Corollaire 5.18. — La catégorie ∞-Cat des ∞-catégories munie du joint permet un
théorème A au sens du paragraphe 2.3.
Démonstration. — En vertu de la proposition 2.12, l’assertion est équivalente à la
proposition précédente, d’où le résultat.
Théorème 5.19. — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
un triangle commutatif de ∞-foncteurs. Si pour tout objet c de C, le ∞-foncteur
c\A→ c\B est une équivalence de Thomason, alors il en est de même de u.
Démonstration. — En vertu du corollaire précédent, on peut appliquer le théorème A
monoïdal (théorème 2.13) à ∞-Cat munie du joint. On obtient alors exactement l’as-
sertion qu’on voulait démontrer.
Remarque 5.20. — La stabilité des équivalences de Thomason par la dualité
C 7→ Cop (voir le corollaire 5.3) permet de déduire du théorème précédent un théo-
rème analogue pour les tranches de type C
co
/c (voir le théorème 7.12 pour un énoncé
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plus général). Les résultats analogues pour les tranches de type C/c ou c
co
\C (voir
[7, remarque 6.37]) sont également vrais. Néanmoins, pour les établir, on a besoin de
savoir que la classe des équivalences de Thomason est stable par la dualité C 7→ Cco,
ce qui sera démontré dans [8].
Les théorèmes A que l’on vient d’établir sont relatifs au sens où ils traitent de
∞-foncteurs au-dessus d’une ∞-catégorie. Afin de déduire de ces résultats des théo-
rèmes A absolus, nous avons besoin de montrer que les tranches c\C, où c est un
objet de C, sont asphériques. Cela résulte facilement de l’énoncé analogue pour les
ensembles simpliciaux (voir la remarque 5.24). Nous exposons maintenant une dé-
monstration alternative dont les conséquences joueront un rôle important dans la
section 7.
Proposition 5.21. — Soient C une ∞-catégorie et c un objet de C. On a un iso-
morphisme canonique
(c, 1c)\
(
c\C
)
≃ 1c\C,
où, à gauche, le couple (c, 1c) est considéré comme un objet de c\C (voir le para-
graphe 4.29) et, à droite, 1c est considéré comme une 1-cellule de C, c’est-à-dire un
∞-foncteur D1 → C.
Démonstration. — Soit T une∞-catégorie. Par adjonction, se donner un∞-foncteur
T → (c, 1c)\
(
c\C
)
revient à se donner un∞-foncteur D0⋆T → c\C rendant le triangle
D0 ⋆ T // c\C
D0
ι1
OO
(c,1c)
;;✇✇✇✇✇✇✇✇✇
commutatif. De nouveau par adjonction, en vertu de la définition de (c, 1c) (voir le
paragraphe 4.29), cela revient à se donner un ∞-foncteur D0 ⋆ D0 ⋆ T → C rendant
commutatif le triangle
(D0 ⋆D0) ⋆ T // C
D0 ⋆D0
ι1
OO
1c
99sssssssssss
,
où on a identifié D0 ⋆D0 et D1. Par adjonction, cela revient à se donner un ∞-fonc-
teur T → 1c\C, d’où le résultat en vertu du lemme de Yoneda.
Proposition 5.22. — Soient C une ∞-catégorie et c un objet de C. Le ∞-foncteur
D0 → c\C correspondant à l’objet (c, 1c) est un rétracte par transformation oplax à
gauche fort.
Démonstration. — En vertu du paragraphe 5.5, il suffit de construire un ∞-foncteur
c\C → (c, 1c)\
(
c\C
)
au-dessus de c\C (satisfaisant à une propriété additionnelle pour
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le caractère fort) ou encore, en utilisant la proposition précédente, un ∞-foncteur
c\C → 1c\C au-dessus de c\C. On obtient ce ∞-foncteur comme le ∞-foncteur κ
∗
associé, en vertu du paragraphe 2.5, au triangle commutatif
D1
1c

❀❀
❀❀
❀❀
❀
κ // D0
c
✄✄
✄✄
✄✄
✄
C ,
où κ désigne le ∞-foncteur du paragraphe 4.9. Le ∞-foncteur 1c\C → c\C corres-
pondant au ∞-foncteur d’oubli (c, 1c)\
(
c\C
)
→ c\C à travers l’isomorphisme de la
proposition précédente s’identifie lui au∞-foncteur τ∗ associé au triangle commutatif
D0
c

❀❀
❀❀
❀❀
❀
τ // D1
1c
✄✄
✄✄
✄✄
✄
C ,
où τ désigne le ∞-foncteur du paragraphe 4.9. On en déduit que κ∗ : c\C → 1C\C
est bien au-dessus de c\C par fonctorialité de la construction du paragraphe 2.5. Il
nous reste à vérifier le caractère fort du rétracte par transformation. Par définition
de κ∗, l’objet
D0
(c,1c)
−−−→ c\C
κ∗
−−→ 1c\C
de 1c\C correspond au ∞-foncteur
D1 ⋆D0
κ⋆D0−−−→ D0 ⋆D0
1c−−→ C,
c’est-à-dire à un ∞-foncteur constant de valeur c, ce qui montre bien en vertu du
paragraphe 5.5 que le rétracte par transformation de l’énoncé est fort.
Corollaire 5.23. — Soient C une ∞-catégorie et soit c un objet de C. Les ∞-caté-
gories c\C et C
co
/c sont asphériques.
Démonstration. — Le cas de c\C résulte de la proposition précédente en vertu du
corollaire 5.8 (et du fait que N(D0) = ∆0). Celui de C
co
/c en résulte par dualité, grâce
à la proposition 4.28 et au corollaire 5.3 :
N(C
co
/c) ≃ N((c\C
op)op) ≃ N(c\C
op)op.
Remarque 5.24. — On peut montrer le corollaire précédent de manière plus directe.
En effet, en vertu de la proposition 2.9, on a N(c\C) ≃ c\N(C) et cet ensemble
simplicial est faiblement contractile d’après la proposition 1.12. L’asphéricité de C
co
/c
s’en déduit par dualité comme dans la preuve précédente.
Corollaire 5.25. — Soit u : A → B un ∞-foncteur. Si pour tout objet b de B, la
∞-catégorie b\A est asphérique, alors u est une équivalence de Thomason.
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Démonstration. — Considérons le triangle commutatif
A
u //
u

❀❀
❀❀
❀❀
❀ B
1B✄✄
✄✄
✄✄
✄
B .
L’hypothèse permettant d’appliquer le théorème 5.19 (et donc de conclure que u
est une équivalence de Thomason) est que, pour tout objet b de B, le ∞-foncteur
b\A → b\B est une équivalence de Thomason. Puisque b\B est asphérique en vertu
du corollaire 5.23, cette hypothèse est équivalente au fait que b\A soit asphérique, ce
qui entraîne le résultat.
Corollaire 5.26. — Soit u : A → B un ∞-foncteur. Si pour tout objet b de B, la
∞-catégorie A
co
/ b est asphérique, alors u est une équivalence de Thomason.
Démonstration. — L’assertion se déduit du corollaire précédent par dualité.
Terminons cette section par une application de ces théorèmes A.
Théorème 5.27. — Soit C une ∞-catégorie admettant un objet c0 ayant la pro-
priété suivante : pour tout objet c de C, la ∞-catégorie HomC(c0, c) (provenant de
l’enrichissement de ∞-Cat sur elle-même) est asphérique. Alors C est asphérique.
Démonstration. — Nous allons appliquer le corollaire précédent au ∞-foncteur
c0 : D0 → C. Soit c un objet de C. Il s’agit donc de vérifier que D0
co
/ c est asphérique.
Commençons par calculer c\D0. D’après le paragraphe 4.29, on a
c\D0 = c\C ×C {c0} ≃ {c} ×
π0
C Homlax(D1, C)
π1×C {c0},
où π0 et π1 désignent respectivement les∞-foncteurs Homlax(σ,C) et Homlax(τ, C) de
Homlax(D1, C) vers Homlax(D0, C) ≃ C. Or, en vertu de [7, proposition B.6.2], ce der-
nier produit fibré est isomorphe à HomC(c, c0)
◦. Ainsi, en utilisant la proposition 4.28,
on obtient des isomorphismes
D0
co
/c ≃ (c\D
op
0 )
op ≃
(
HomCop(c, c0)
◦
)op
≃ HomC(c0, c)
co ◦ op ≃ HomC(c0, c),
d’où le résultat.
Remarque 5.28. — Il est également vrai que si C admet un objet c0 tel que, pour
tout objet c de C, la ∞-catégorie HomC(c, c0) est asphérique, alors C est asphérique.
Ceci peut se déduire du résultat précédent pourvu qu’on sache que la classe des
∞-catégories asphériques est stable par la dualité qui inverse le sens des 1-cellules, ce
qui sera établi dans [8].
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6. ∞-catégories comma
Dans cette section, on introduit une généralisation ∞-catégorique des catégories
comma. Ces ∞-catégories comma nous permettront, dans la section suivante, de dé-
duire du théorème A pour les triangles commutatifs un théorème A pour les triangles
commutatifs à transformation près.
On fixe une ∞-catégorie Z.
6.1. — Soient
X
f
// Z Y
g
oo
deux ∞-foncteurs. On définit la ∞-catégorie comma f ↓Z g, qu’on notera également
plus simplement f ↓ g, par le produit fibré itéré
f ↓ g = X ×Z Homlax(D1, Z)×Z Y,
limite projective du diagramme
X
f
// Z Homlax(D1, Z)
π0oo
π1 // Z Y,
g
oo
où πε, pour ε = 0, 1, désigne le ∞-foncteur Homlax(D1, Z) → Homlax({ε}, Z) ≃ Z
induit par l’inclusion {ε} →֒ D1.
Notons que les projections canoniques fournissent des ∞-foncteurs
X f ↓ g
p1oo
p2 // Y
et donc un ∞-foncteur
p : f ↓ g → X × Y.
6.2. — Soient toujours
X
f
// Z Y
g
oo
deux ∞-foncteurs. La ∞-catégorie comma f ↓ g a la propriété universelle sui-
vante. Soit T une ∞-catégorie. Par adjonction, la donnée d’un ∞-foncteur λ de T
vers Homlax(D1, Z) correspond à celle d’une transformation oplax de π0λ vers π1λ.
Ainsi, la donnée d’un ∞-foncteur T → f ↓ g correspond à celle d’un diagramme
T
x
~~⑦⑦
⑦⑦
⑦⑦ y

❅❅
❅❅
❅❅
X
f 
❅❅
❅❅
❅❅
λ +3 Y
g⑧⑧
⑧⑧
⑧⑧
Z ,
où x et y sont des ∞-foncteurs et λ est une transformation oplax. On notera (x, λ, y)
le ∞-foncteur T → f ↓ g correspondant à un tel diagramme.
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Remarque 6.3. — Le paragraphe précédent exprime une propriété universelle de
la ∞-catégorie f ↓ g en termes de transformations oplax. En remplaçant dans cette
propriété universelle les transformations oplax par des transformations lax, on obtient
une ∞-catégorie f ↓′ g définie par
f ↓′ g = X ×Z Homoplax(D1, Z)×Z Y.
Pour différencier ces deux∞-catégories, on pourra parler de∞-catégorie comma oplax
pour f ↓ g et de ∞-catégorie comma lax pour f ↓′ g. Il résulte de la dualité entre
transformations oplax et transformations lax (voir la fin du paragraphe 4.10) qu’on a
f ↓′ g =
(
gop ↓ fop
)op
.
Dans ce texte, on travaillera uniquement avec des ∞-catégories comma oplax.
Dans la suite de cette section, on va montrer que la construction comma définit un
foncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Cat,
où∞-Catoplax/Z et ∞-Catoplax
to
/Z sont des catégories que l’on va maintenant décrire.
On montrera dans l’appendice B que ce foncteur provient en fait d’un sesquifoncteur.
6.4. — On définit une catégorie∞-Catoplax/Z , où∞-Catoplax désigne la sesquicatégo-
rie des ∞-catégories,∞-foncteurs et transformations oplax (voir le paragraphe 4.15),
de la manière suivante.
– Les objets de ∞-Catoplax/Z sont les couples (X, f), où X est une ∞-catégorie et
f : X → Z un ∞-foncteur, c’est-à-dire les diagrammes
X
f

Z
dans ∞-Cat.
– Les morphismes sont les diagrammes
X
u //
f

❀❀
❀❀
❀❀
❀ X
′
f ′
✂✂
✂✂
✂✂
✂
Z
α
s{ ♥♥♥♥♥♥
dans ∞-Catoplax, où
α : f ′u⇒ f
est donc une transformation oplax. La source d’un tel morphisme est (X, f) et son
but est (X ′, f ′).
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– L’identité d’un objet
X
f

Z
est le morphisme
X
1X //
f

❀❀
❀❀
❀❀
❀ X
f
✄✄
✄✄
✄✄
✄
Z
1f
s{ ♦♦♦♦♦♦
.
– Le composé de deux morphismes composables
X
u //
f
  ❇
❇❇
❇❇
❇❇
❇ X
′ u
′
//
f ′

X ′′
f ′′
}}④④
④④
④④
④④
Z
zα
⑤⑤ x 
α′ ②②②
est le morphisme
X
u′′ //
f

✿✿
✿✿
✿✿
✿ X
′′
f ′′
  ✁✁
✁✁
✁✁
✁
Z
α′′
s{ ♥♥♥♥♥♥
,
où
u′′ = u′u et α′′ = α(α′ ∗ u).
Il résulte facilement du fait que ∞-Catoplax est une sesquicatégorie qu’on obtient
bien ainsi une catégorie. On verra dans l’appendice B (voir le paragraphe B.1.18 et
l’exemple B.1.3) que cette catégorie est la catégorie sous-jacente à une sesquicatégorie.
6.5. — De même, on définit une catégorie ∞-Catoplax
to
/Z de la manière suivante.
– Les objets de ∞-Catoplax
to
/Z sont les mêmes que ceux de ∞-Catoplax/Z .
– Les morphismes sont les diagrammes
Y
v //
g

✿✿
✿✿
✿✿
✿ Y
′
g′
✂✂
✂✂
✂✂
✂
Z
β 3;♦♦♦ ♦♦♦
dans ∞-Catoplax, où β : g ⇒ g
′v est donc une transformation oplax. La source d’un
tel morphisme est (Y, g) et son but est (Y ′, g′).
– Les identités et la composition des morphismes sont définies de manière analogue
à celles de ∞-Catoplax/Z . (Une description précise peut être extraite du paragraphe
suivant.)
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On verra dans l’appendice B (voir le paragraphe B.1.23) que cette catégorie est la caté-
gorie sous-jacente à une sesquicatégorie qui se déduit par dualité de la sesquicatégorie
de catégorie sous-jacente ∞-Catoplax/Z mentionnée dans le paragraphe précédent.
6.6. — Décrivons maintenant la catégorie produit ∞-Catoplax/Z ×∞-Catoplax
to
/Z .
– Les objets sont les diagrammes
X
f
// Z Y
g
oo
dans ∞-Cat. On notera (X, f, g, Y ) un tel objet.
– Les morphismes sont les diagrammes
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
dans ∞-Catoplax, où
α : f ′u⇒ f et β : g ⇒ g′v
sont donc des transformations oplax. On notera (u, α, β, v) un tel morphisme, sous-
entendant ainsi les morphismes f , f ′, g et g′. La source de (u, α, β, v) est (X, f, g, Y )
et son but est (X ′, f ′, g′, Y ′).
– L’identité d’un objet
X
f
// Z Y
g
oo
est le morphisme
X
1X

f
''❖❖
❖❖❖
❖❖❖
❖ Y
g
ww♦♦♦
♦♦♦
♦♦♦
1Y

Z
X
f
77♦♦♦♦♦♦♦♦♦
Y .
g
gg❖❖❖❖❖❖❖❖❖
1f
@H
✠✠✠
✠✠✠
1g

✹✹
✹
✹✹
✹
– Le composé de deux morphismes composables
X
u

f
$$■
■■
■■
■■
■■
■ Y
g
zz✈✈
✈✈
✈✈
✈✈
✈✈
v

X ′
f ′
//
u′

α 6>✈✈✈✈ ✈
Z Y ′
g′
oo
v′

β
 (❍
❍❍❍
X ′′
f ′′
::✈✈✈✈✈✈✈✈✈
α′ 6>✈✈✈✈
✈✈✈
Y ′′
g′′
dd❍❍❍❍❍❍❍❍❍
β′
 (❍
❍❍
❍❍
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est le morphisme
X
u′′

f
''PP
PPP
PPP
P Y
g
ww♥♥♥
♥♥♥
♥♥♥
v′′

Z
X ′′
f ′′
77♥♥♥♥♥♥♥♥
Y ′′
g′′
ggPPPPPPPP
α′′
@H
✠✠✠
✠✠✠
β′′

✺✺
✺
✺✺
✺
où
u′′ = u′u, α′′ = α(α′ ∗ u), β′′ = (β′ ∗ v)β et v′′ = v′v.
6.7. — Considérons
(u, α, β, v) =
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
un morphisme de ∞-Catoplax/Z ×∞-Catoplax
to
/Z . On lui associe un ∞-foncteur
(u, α) ↓Z(β, v) : f ↓Z g → f
′ ↓Z g
′,
qu’on notera plus simplement (u, α) ↓(β, v) et parfois également (u, α, β, v)∗, de la
manière suivante. Soit T une ∞-catégorie et soit (x, λ, y) : T → f ↓ g un ∞-foncteur
(voir le paragraphe 6.2). En composant le diagramme
T
x
ww♥♥♥
♥♥♥
♥♥♥ y
''❖❖
❖❖❖
❖❖❖
❖
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

λ +3
Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′ ,
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✡✡✡
✡✡✡
β

✹✹
✹
✹✹
✹
on obtient un carré correspondant au ∞-foncteur
(ux, (β ∗ y)λ(α ∗ x), vy) : T → f ′ ↓ g′.
Il résulte du fait que ∞-Catoplax est une sesquicatégorie que cette correspondance est
naturelle en T . En vertu du lemme de Yoneda, on a donc bien défini un ∞-fonc-
teur f ↓ g → f ′ ↓ g′.
Proposition 6.8. — Soit Z une ∞-catégorie. Les applications
(f, g) 7→ f ↓Z g
(u, α, β, v) 7→ (u, α) ↓Z(β, v)
définissent un foncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Cat.
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Démonstration. — Fixons
(X, f, g, Y ) = X
f
// Z Y
g
oo
un objet de ∞-Catoplax/Z ×∞-Catoplax
to
/Z , T une ∞-catégorie et (x, λ, y) : T → f ↓ g
un ∞-foncteur, c’est-à-dire un diagramme
T
x
~~⑦⑦
⑦⑦
⑦⑦ y
❅
❅❅
❅❅
❅
X
f   ❅
❅❅
❅❅
❅
λ +3 Y
g⑦⑦
⑦⑦
⑦⑦
Z
dans ∞-Catoplax. On va vérifier la fonctorialité de −↓Z − en utilisant le lemme de
Yoneda, c’est-à-dire en précomposant les égalités qu’on veut démontrer par (x, λ, y).
Commençons par la compatibilité à l’identité de l’objet (f,X, Y, g). On a
(1(X,f,g,Y ))∗(x, λ, y) = (1X , 1f , 1g, 1Y )∗(x, λ, y)
= (1X x, (1g ∗ y)λ(1f ∗ x), 1Y y)
= (x, λ, y)
= (1f ↓ g)(x, λ, y),
d’où la compatibilité recherchée.
Soit maintenant
X
u

f
$$■
■■
■■
■■
■■
■ Y
g
zz✈✈
✈✈
✈✈
✈✈
✈✈
v

X ′
f ′
//
u′

α 6>✈✈✈✈ ✈
Z Y ′
g′
oo
v′

β
 (❍
❍❍❍❍
X ′′
f ′′
::✈✈✈✈✈✈✈✈✈
α′ 6>✈✈✈✈
✈✈
Y ′′
g′′
dd❍❍❍❍❍❍❍❍❍
β′
 (❍
❍❍
❍
❍
❍
deux morphismes composables de ∞-Catoplax/Z ×∞-Catoplax
to
/Z . Vérifions la compa-
tibilité de −↓Z − à leur composition. On a
(u′, α′, β′, v′)∗(u, α, β, v)∗(x, λ, y)
= (u′, α′, β′, v′)∗
(
ux, (β ∗ y)λ(α ∗ x), vy
)
= (u′ux, λ′, v′vy),
où
λ′ = (β′ ∗ (vy))(β ∗ y)λ(α ∗ x)(α′ ∗ (ux))
=
(
((β′ ∗ v)β) ∗ y
)
λ
(
(α(α′ ∗ u)) ∗ x
)
.
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D’où
(u′, α′, β′, v′)∗(u, α, β, v)∗(x, λ, y)
=
(
u′u, α(α′ ∗ u), (β′ ∗ v)β, v′v
)
∗
(x, λ, y)
=
(
(u′, α′, β′, v′)(u, α, β, v)
)
∗
(x, λ, y),
ce qui achève de montrer la fonctorialité de −↓Z −.
Proposition 6.9. — Si
(u, α, β, v) =
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
est un morphisme de ∞-Catoplax/Z ×∞-Catoplax
to
/Z , alors le carré
f ↓ g
p

(u,α) ↓(β,v)
// f ′ ↓ g′
p

X × Y
u×v
// X ′ × Y ′
est commutatif.
Démonstration. — On va procéder comme dans la preuve précédente. Soit T une
∞-catégorie et soit (x, λ, y) : T → f ↓ g un ∞-foncteur. On a
p(u, α, β, v)∗(x, λ, y) = p
(
ux, (β ∗ y)λ(α ∗ x), vy
)
= (ux, vy) = (u× v)(x, y)
= (u× v)p(x, λ, y),
d’où l’égalité recherchée en vertu du lemme de Yoneda.
6.10. — Soit f : X → Z un ∞-foncteur. Si
Y
v //
g

✿✿
✿✿
✿✿
✿ Y
′
g′
✂✂
✂✂
✂✂
✂
Z
β 3;♦♦♦ ♦♦♦
est un diagramme dans ∞-Catoplax, on notera
f ↓(β, v) : f ↓ g → f ↓ g′
le ∞-foncteur (1X , 1f) ↓(β, v). On obtient ainsi un ∞-foncteur
f ↓− :∞-Catoplax
to
/Z →∞-Cat
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(voir le paragraphe B.2.7 pour un énoncé plus précis). Dans le cas particulier oùX = Z
et f = 1Z , on notera simplement Z ↓− ce ∞-foncteur.
De même, si g : Y → Z est un ∞-foncteur et si
X
u //
f

❀❀
❀❀
❀❀
❀ X
′
f ′
✂✂
✂✂
✂✂
✂
Z
α
s{ ♥♥♥♥♥♥
est un diagramme dans ∞-Catoplax, on notera
(u, α) ↓ g : f ↓ g → f ′ ↓ g
le ∞-foncteur (u, α) ↓(1g, 1Y ). On obtient ainsi un ∞-foncteur
−↓ g :∞-Catoplax/Z →∞-Cat
(voir également le paragraphe B.2.7) qu’on notera simplement −↓Z dans le cas par-
ticulier où Y = Z et g = 1Z .
De plus, si
(u, α, β, v) =
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
est un morphisme de ∞-Catoplax/Z ×∞-Catoplax
to
/Z , l’égalité
(u, α, 1g′ , 1Y ′)(1X , 1f , β, v) = (1X′ , 1f ′ , β, v)(u, α, 1g, 1Y )
des deux décompositions de (u, α, β, v) dans ∞-Catoplax/Z ×∞-Catoplax
to
/Z entraîne
que le carré
f ↓ g
(u,α) ↓ g

f ↓(β,v)
// f ↓ g′
(u,α) ↓ g′

f ′ ↓ g
f ′ ↓(β,v)
// f ′ ↓ g′
est commutatif.
Proposition 6.11. — Soit
X
f
// Z Y
g
oo
un diagramme dans ∞-Cat. On a un isomorphisme canonique
(p2,f ↓Z) ↓ g ≃ f ↓(p1,Z ↓ g),
où
p2,f ↓Z = p2 : f ↓Z → Z et p1,Z ↓ g = p1 : Z ↓ g → Z,
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naturel en (X, f, g, Y ) dans ∞-Catoplax/Z ×∞-Catoplax
to
/Z .
Démonstration. — Les deux ∞-catégories en jeu sont limites projectives du dia-
gramme
X
f
// Z Homlax(D1, Z)
π0oo
π1 // Z Homlax(D1, Z)
π0oo
π1 // Z Y,
g
oo
d’où le résultat.
Remarque 6.12. — Si T est une ∞-catégorie, un ∞-foncteur de T vers les deux
∞-catégories isomorphes de la proposition précédente correspond à un diagramme
T
x
~~⑦⑦
⑦⑦
⑦⑦
⑦
z

y

❅❅
❅❅
❅❅
❅
X
f
  
❅❅
❅❅
❅❅
❅❅
Y
g
⑦⑦
⑦⑦
⑦⑦
⑦⑦
Z
λ +3 λ
′
+3
dans ∞-Catoplax.
On étudiera dans l’appendice B les propriétés de 2-fonctorialité de la construction
comma. Le but de cette étude est essentiellement de démontrer le résultat suivant qui
jouera un rôle central dans la section suivante :
Proposition 6.13. — Soit i : X ′ → X un rétracte par transformation oplax à
gauche fort. Alors, pour tout diagramme
X
f
// Z Y
g
oo
dans ∞-Cat, le ∞-foncteur
(i, 1fi) ↓ g : (fi) ↓ g → f ↓ g
est également un rétracte par transformation oplax à gauche fort.
Démonstration. — C’est l’une des assertions du corollaire B.2.8.
7. Un théorème A ∞-catégorique pour les 2-triangles
Le but de cette section est de déduire du théorème A ∞-catégorique pour les
triangles commutatifs un théorème A pour les 2-triangles, c’est-à-dire les triangles
commutatifs à transformation près. Nous montrerons que cette réduction du cas des
2-triangles au cas des triangles commutatifs est valable pour toute classe de ∞-fonc-
teurs vérifiant des axiomes adéquats. Notre principal outil pour y parvenir sera la
construction comma ∞-catégorique développée dans la section précédente.
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Commençons par faire le lien entre ∞-catégories comma et tranches.
Proposition 7.1. — Soient C une∞-catégorie et c un objet de C. Pour toute∞-ca-
tégorie A et tout ∞-foncteur v : A→ C, on a un isomorphisme canonique
c\A ≃ c ↓ v,
où on considère c comme un ∞-foncteur D0 → C, naturel en A et v. De plus, cet
isomorphisme est au-dessus de A au sens où le triangle
c\A
∼ //
U

❁❁
❁❁
❁❁
❁
c ↓ v
p2
  ✁✁
✁✁
✁✁
✁
A ,
où U : c\A→ A désigne le ∞-foncteur d’oubli, est commutatif.
Démonstration. — En vertu du paragraphe 4.29, on a
c ↓ v = D0 ×
π0
C Homlax(D1, C)
π1×C A
≃ c\C ×C A
= c\A,
d’où l’isomorphisme recherché. Le fait que cet isomorphisme est au-dessus de A est
immédiat. De plus, si
A
u //
v

✿✿
✿✿
✿✿
✿ A
′
v′
✄✄
✄✄
✄✄
✄
C
est un triangle commutatif, on vérifie que le ∞-foncteur c ↓(1v, u) : c ↓ v → c ↓ v′ est
égal à D0 ×C Homlax(D1, C)×C u, ce qui établit la naturalité de l’isomorphisme.
Les trois lemmes suivants isolent les aspects techniques relatifs aux tranches et aux
∞-catégories comma qui apparaîtront dans notre démonstration du théorème A pour
les 2-triangles.
Lemme 7.2. — Soient v : A → C un ∞-foncteur et c un objet de C. On a un
isomorphisme canonique naturel
c\(C ↓ v) ≃ U ↓ v,
où la tranche c\(C ↓ v) est relative au ∞-foncteur p1 : C ↓ v → C et où U : c\C → C
désigne le ∞-foncteur d’oubli.
Démonstration. — En vertu de la proposition précédente et de la proposition 6.11,
avec les notations de cette dernière, on a des isomorphismes naturels
c\(C ↓ v) ≃ c ↓(p1,C ↓ v) ≃ (p2,c ↓C) ↓ v ≃ U ↓ v,
d’où le résultat.
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Lemme 7.3. — Soient v : A → C un ∞-foncteur et c un objet de C. Alors le
∞-foncteur
c ↓ v → U ↓ v
associé au triangle commutatif
D0
(c,1c)
//
c

✿✿
✿✿
✿✿
✿ c\C
U
  ✂✂
✂✂
✂✂
✂
C ,
où U : c\C → C désigne le ∞-foncteur d’oubli, est un rétracte par transformation
oplax à gauche fort.
Démonstration. — En vertu de la proposition 5.22, le foncteur (c, 1c) : D0 → c\C est
un rétracte par transformation oplax à gauche fort et l’assertion résulte donc de la
proposition 6.13.
Lemme 7.4. — Si v : A→ C est un ∞-foncteur, alors le ∞-foncteur
p2 : C ↓ v → A
est la rétraction d’un rétracte par transformation oplax à droite fort.
Démonstration. — Par définition, le carré
C ↓ v //
p2

Homlax(D1, C)
π1

A
v
// C
est cartésien. Nous allons montrer que le ∞-foncteur π1 est la rétraction d’un ré-
tracte par transformation oplax à droite fort au-dessus de C. L’assertion résultera
alors des propriétés de stabilité de ces rétractes par changement de base (proposi-
tion 5.6). Par définition, le ∞-foncteur π1 est l’image du ∞-foncteur 1 : D0 → D1
par le foncteur Homlax(−, C). Il est immédiat que 1 : D0 → D1 est un rétracte par
transformation lax à droite fort et au-dessus de D0. Or, pour des raisons formelles
(voir [7, exemple C.23.(f)]), le foncteur Homlax(−, C) s’étend en un sesquifoncteur
(∞-Catlax)
op →∞-Catoplax, où∞-Catlax (resp.∞-Catoplax) désigne la sesquicatégorie
des ∞-catégories, ∞-foncteurs et transformations lax (resp. transformations oplax)
et, si C est une sesquicatégorie, Cop désigne la sesquicatégorie obtenue en inversant le
sens de ses 1-cellules. Le foncteur Homlax(−, C) transforme donc rétractes par trans-
formation lax à droite fort i : A → B au-dessus de A en rétractions de rétracte
par transformation oplax à droite fort au-dessus de Homlax(A,C), ce qui achève la
démonstration.
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Nous pouvons maintenant formuler et prouver notre théorème A pour les triangles
commutatifs à transformation oplax près.
7.5. — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
α 3;♦♦♦♦♦♦
un diagramme dans ∞-Catoplax. Pour tout objet c de C, on dispose d’un ∞-foncteur
c\(u, α) : c\A→ c\B.
En effet, en vertu de la proposition 7.1, il revient au même de définir un ∞-fonc-
teur c ↓ v → c ↓w. Or, c ↓(α, u) est un tel ∞-foncteur.
Remarque 7.6. — Dans [6], le∞-foncteur c\(u, α) (qui y est noté c\T , où T désigne
le 2-triangle en jeu) est défini sans référence aux∞-catégories comma. Néanmoins, ce
∞-foncteur est défini dans [6, paragraphe 5.1] en termes d’une propriété universelle des
tranches (exprimée par [6, proposition 4.3]) qui est exactement celle des∞-catégories
comma de la forme c ↓ v. En particulier, les deux définitions coïncident.
Théorème 7.7. — Soit W une classe de ∞-foncteurs satisfaisant aux propriétés
suivantes :
(a) W contient les identités et satisfait à la propriété du deux sur trois ;
(b) tout rétracte par transformation oplax (à gauche comme à droite) fort est
dans W ;
(c) W vérifie un théorème A pour les triangles commutatifs au sens où, pour tout
triangle commutatif de ∞-foncteurs
A
u //
v

✿✿
✿✿
✿✿
✿ B
w
☎☎
☎☎
☎☎
☎
C ,
si pour tout objet c de C, le foncteur c\A→ c\B induit par u est dans W, alors
il en est de même du foncteur u.
Alors W vérifie un théorème A pour les 2-triangles au sens où, pour tout triangle de
∞-foncteurs commutatif à une transformation oplax α près
A
u //
v

✿✿
✿✿
✿✿
✿ B
w
☎☎
☎☎
☎☎
☎
C
α 3;♦♦♦♦♦♦
,
si pour tout objet c de C, le ∞-foncteur c\(u, α) : c\A→ c\B est dans W, alors il en
est de même de u.
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Démonstration. — En vertu de la proposition 6.9, on dispose de diagrammes com-
mutatifs
C ↓ v
C ↓(α,u)
//
p1

❄❄
❄❄
❄❄
❄
C ↓w
p1
~~⑦⑦
⑦⑦
⑦⑦
⑦
C ,
C ↓ v
C ↓(α,u)
//
p2

C ↓w
p2

A
u
// B .
D’après le lemme 7.4, les ∞-foncteurs verticaux du carré sont des rétractions de
rétractes par transformation oplax à droite forts, et sont donc dans W en vertu des
conditions (a) et (b). Ainsi, en vertu de la condition (a), pour montrer que u est
dansW , il suffit donc de montrer que C ↓(α, u) est dansW . Pour ce faire, nous allons
appliquer le théorème A pour les triangles commutatifs (condition (c)) au triangle
ci-dessus. Il s’agit donc de montrer que, pour tout objet c de C, le ∞-foncteur
c\(C ↓(α, u)) : c\(C ↓ v)→ c\(C ↓w)
est dans W . En vertu du lemme 7.2, ce ∞-foncteur s’identifie au ∞-foncteur
U ↓(α, u) : U ↓ v → U ↓w,
où U : c\C → C désigne le ∞-foncteur d’oubli. Or, en appliquant la fonctorialité de
la construction comma (voir la fin du paragraphe 6.10) au diagramme
D0
(c,1c)

c
''PP
PPP
PPP
P A
v
ww♦♦♦
♦♦♦
♦♦♦
u

C
c\C
U
77♦♦♦♦♦♦♦♦♦
B ,
w
ff◆◆◆◆◆◆◆◆◆
α

✸✸
✸
✸✸
✸=
on obtient un carré commutatif
c ↓ v
c ↓(α,u)
//
((c,1c),1c) ↓ v

c ↓w
((c,1c),1c) ↓w

U ↓ v
U ↓(α,u)
// U ↓w .
En vertu du lemme 7.3, les flèches verticales de ce carré sont des rétractes par trans-
formation oplax à gauche forts, et sont donc dansW en vertu de la condition (b). Par
ailleurs, par définition, la flèche horizontale du haut du carré s’identifie au ∞-fonc-
teur c\(u, α) qui est dansW par hypothèse. On en déduit que U ↓(α, u) est dansW , ce
qui achève de prouver que le triangle commutatif introduit au début de cette preuve
vérifie bien les hypothèses du théorème A et termine la démonstration.
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Théorème 7.8. — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
α 3;♦♦♦♦♦♦
un triangle de∞-foncteurs commutatif à une transformation oplax α près. Si pour tout
objet c de C, le ∞-foncteur c\(u, α) : c\A→ c\B est une équivalence de Thomason,
alors il en est de même de u.
Démonstration. — Cela résulte du théorème précédent appliqué à W la classe des
équivalences de Thomason, les hypothèses de l’énoncé étant satisfaites en vertu de la
proposition 5.7 et du théorème 5.19.
Remarque 7.9. — La classeW∞ des équivalences de Thomason a été définie à partir
de la classe W∞ des équivalences d’homotopie simpliciales faibles par la formule
W∞ = N−1(W∞).
Une inspection attentive des preuves précédentes révèle que les seules propriétés de
la classe W∞ que l’on a utilisées pour démontrer le théorème précédent (ainsi que les
théorèmes 1.16, 2.2 et 2.13) sont les suivantes :
(a) W∞ est faiblement saturée, c’est-à-dire contient les identités, satisfait à la pro-
priété du deux sur trois et, tout morphisme i admettant une rétraction r telle
que ir soit dans W∞ est dans W∞ ;
(b) W∞ est stable par petites sommes ;
(c) W∞ vérifie le lemme bisimplicial (lemme 1.5) ;
(d) pour tout ensemble simplicial X , la projection ∆1 ×X → X est dans W∞.
Ainsi, le théorème précédent, ainsi que les théorèmes mentionnés ci-dessus, se gé-
néralisent à toute classe W = N−1(W) de ∞-foncteurs, où W est une classe de
morphismes simpliciaux vérifiant les quatre propriétés ci-dessus. On peut montrer
qu’une telle classe W correspond exactement à ce qui est appelé un ∆-localisateur
test dans [14, section 4.2].
7.10. — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
α
s{ ♦♦♦♦♦♦
un diagramme dans ∞-Catlax, la 2-flèche α étant donc une transformation lax. Si c
est un objet de C, on définit un ∞-foncteur
(u, α)
co
/c : A
co
/ c→ B
co
/c
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de la manière suivante. En appliquant la dualité X 7→ Xop à ce diagramme, on obtient
un diagramme
Aop
uop //
vop
  ❆
❆❆
❆❆
❆❆
❆ B
op
wop
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Cop
αop 19❧❧❧❧
,
où αop est une transformation oplax (voir la fin du paragraphe 4.10). On dispose ainsi
d’un ∞-foncteur
c\(u
op, αop) : c\A
op → c\B
op.
En appliquant de nouveau la dualité X 7→ Xop, on obtient, en vertu de la proposi-
tion 4.28, le ∞-foncteur A
co
/c → B
co
/c recherché.
Remarque 7.11. — L’apparente asymétrie entre la définition directe de la ∞-ca-
tégorie c\(u, α) et celle, par dualité, de (u, α)
co
/c vient du fait qu’on a privilégié
la construction comma oplax par rapport à la construction comma lax (voir la re-
marque 6.3). En effet, si v : A → C est un ∞-foncteur et c est un objet de C, alors
la tranche A
co
/c est canoniquement isomorphe à la ∞-catégorie comma lax v ↓
′ c et on
peut définir le ∞-foncteur (u, α)
co
/c par fonctorialité de la construction comma lax.
Théorème 7.12. — Soit
A
u //
v

❀❀
❀❀
❀❀
❀ B
w
✄✄
✄✄
✄✄
✄
C
α
s{ ♦♦♦♦♦♦
un triangle de ∞-foncteurs commutatif à une transformation lax α près. Si pour tout
objet c de C, le ∞-foncteur (u, α)
co
/c : A
co
/c → B
co
/c est une équivalence de Thomason,
alors il en est de même de u.
Démonstration. — Soit c un objet de C. En vertu du corollaire 5.3, l’hypothèse en-
traîne que le ∞-foncteur
((u, α)
co
/c)
op :
(
A
co
/c
)op
→
(
B
co
/c
)op
est une équivalence de Thomason. Or, par définition, ce ∞-foncteur n’est autre que
le ∞-foncteur
c\(u
op, αop) : c\(A
op)→ c\(B
op).
On est donc en mesure d’appliquer le théorème 7.8 au triangle
Aop
uop //
vop
  ❇
❇❇
❇❇
❇❇
❇ B
op
wop
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
Cop
αop 19❦❦❦❦
.
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On en déduit que uop est une équivalence de Thomason et donc, en appliquant de
nouveau le corollaire 5.3, que u est une équivalence de Thomason, ce qu’il fallait
démontrer.
Remarque 7.13. — Les deux théorèmes précédents admettent des variantes pour
les tranches de type C/c ou c
co
\C (voir [7, remarque 6.37]). Néanmoins, pour les
établir, comme dans le cas du théorème A pour les triangles commutatifs (voir la
remarque 5.20), on a besoin de savoir que la classe des équivalences de Thomason est
stable par la dualité C 7→ Cco, ce qu’on démontrera dans [8].
Appendice A
Transformations oplax et homotopies simpliciales
Le but de cet appendice est d’associer à toute transformation oplax α d’un∞-fonc-
teur u vers un ∞-foncteur v une homotopie simpliciale N(α) de N(u) vers N(v).
A.1. — Si A et B sont deux ∞-catégories, on dispose d’un morphisme d’ensembles
simpliciaux
N(q) : N(A⊗B)→ N(A)×N(B),
où q désigne le ∞-foncteur du paragraphe 4.16. On va construire une section
s : N(A)×N(B)→ N(A⊗B)
de ce morphisme, naturelle en A et B.
A.2. — On rappelle que, pour n > 0, on dispose d’un morphisme de complexes
∇ : c(∆n)→ c(∆n)⊗ c(∆n)
(i0, . . . , ip) 7→
p∑
l=0
(i0, . . . , il)⊗ (il, . . . , ip),
appelé diagonale d’Alexander-Whitney, naturel en ∆n dans ∆, faisant de c(∆n) une
cogèbre différentielle graduée coassociative et coünitaire de coünité c(p), où p désigne
l’unique morphisme de ∆ de ∆n vers ∆0.
En appliquant le foncteur ν : Cda →∞-Cat, on obtient donc un ∞-foncteur
ν(∇) : On → On ⊗On,
naturel en ∆n dans ∆, faisant de On une cogèbre coassociative et coünitaire de
coünité l’unique ∞-foncteur de On vers D0. En effet, cela résulte du théorème 4.4
affirmant que le foncteur ν restreint aux complexes de Steiner forts est monoïdal pour
le produit tensoriel, ainsi que du paragraphe 5.14 et en particulier de l’isomorphisme
canonique νc(∆n) ≃ On.
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A.3. — Soient A et B deux ∞-catégories. On définit un morphisme d’ensembles
simpliciaux
s : N(A)×N(B)→ N(A⊗B)
de la manière suivante. Considérons (x, y) : ∆n → N(A) × N(B) un n-simplexe
de N(A) ×N(B). Les morphismes x et y correspondent à des ∞-foncteurs On → A
et On → B respectivement qu’on notera également x et y. Le morphisme simplicial s
associe à (x, y) le n-simplexe de N(A⊗B) défini par le composé
On
ν(∇)
−−−→ On ⊗On
x⊗ y
−−−→ A⊗B.
Proposition A.4. — L’application s est bien un morphisme d’ensembles simpli-
ciaux.
Démonstration. — Soit (x, y) un n-simplexe de N(A) ×N(B) et soit ψ : ∆n′ → ∆n
un morphisme de ∆. Notons (x′, y′) le n′-simplexe (N(A) × N(B))(ψ)(x, y). Par
définition, les triangles
On′
νc(ψ)
//
x′

✽✽
✽✽
✽✽
On
x
✞✞
✞✞
✞✞
A
On′
νc(ψ)
//
y′

✾✾
✾✾
✾✾
On
y
✞✞
✞✞
✞✞
B
sont commutatifs et il s’agit de montrer que les deux ∞-foncteurs de On′ vers A⊗B
donnés par le bord du diagramme
On′
ν(∇)
//
νc(ψ)

On′ ⊗On′
νc(ψ)⊗ νc(ψ)

x′⊗ y′
**❚❚❚
❚❚❚❚
❚❚
A⊗B
On
ν(∇)
// On ⊗On
x⊗ y
44❥❥❥❥❥❥❥❥❥
sont égaux. Or, le triangle de ce diagramme est commutatif car il est le produit
tensoriel des deux triangles commutatifs mentionnés précédemment dans la preuve et
le carré est commutatif par naturalité de ν(∇), d’où le résultat.
Proposition A.5. — Le morphisme
s : N(A)×N(B)→ N(A⊗B)
est une section de
N(q) : N(A⊗B)→ N(A) ×N(B)
naturelle en A et B.
Démonstration. — Commençons par montrer que s est une section de N(q). Soit
(x, y) un n-simplexe de N(A)×N(B). Il s’agit de montrer que le composé
On
ν(∇)
−−−→ On ⊗On
x⊗y
−−−→ A⊗B
q
−−→ A×B
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est égal à
(x, y) : On → A×B.
Pour cela, il suffit de montrer que le diagramme
On ⊗On
x⊗y
//
q

A⊗B
q

On
ν(∇) 66♠♠♠♠♠♠♠♠
∆ ((◗◗
◗◗◗
◗◗◗
On ×On
x×y
// A×B ,
où ∆ désigne le∞-foncteur diagonal, est commutatif. Le carré de ce diagramme étant
commutatif par naturalité de q, il suffit de montrer que les deux triangles
On ⊗On
q1

On
ν(∇) 66♠♠♠♠♠♠♠♠
1On ((◗◗
◗◗◗
◗◗◗
◗◗
On
On ⊗On
q2

On
ν(∇) 66♠♠♠♠♠♠♠♠
1On ((◗◗
◗◗◗
◗◗◗
◗◗
On
sont commutatifs, ce qui résulte du caractère coünitaire de la cogèbre On.
Montrons maintenant la naturalité de s en A et B. Soient u : A→ A′ et v : B → B′
deux∞-foncteurs et soit (x, y) un n-simplexe de N(A)×N(B). En considérant s(x, y)
comme un ∞-foncteur de On vers A⊗B, on a
(u⊗ v)s(x, y) = (u⊗ v)(x ⊗ y)ν(∇) = (ux⊗ vy)ν(∇) = s(ux, vx),
ce qu’on voulait démontrer.
Remarque A.6. — Il résulte immédiatement de la coassociativité et du caractère
coünitaire du coproduit ν(∇) que le morphisme
s : N(A)×N(B)→ N(A⊗B)
fait du nerf de Street N :∞-Cat → ∆̂ un foncteur monoïdal lax de ∞-Cat munie du
produit tensoriel vers ∆̂ munie du produit cartésien.
Remarque A.7. — On peut montrer que le morphisme s : N(A)×N(B)→ N(A⊗B)
n’est pas le nerf d’un ∞-foncteur A × B → A ⊗ B. Moralement, le morphisme s
correspond à un ∞-foncteur oplax.
A.8. — En particulier, lorsque C est une ∞-catégorie, on obtient une section
s : ∆1 ×N(C)→ N(D1 ⊗ C),
naturelle en C, du morphisme
N(q) : N(D1 ⊗ C)→ ∆1 ×N(C),
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compatible aux extrémités au sens où le diagramme
∆1 ×N(C) // N(D1 ⊗ C)
{ε} ×N(C)
?
OO
∼ // N({ε} ⊗ C)
?
OO
est commutatif pour ε = 0, 1.
Explicitons le morphisme s dans ce cas. Soit (ϕ, x) : ∆n → ∆1 × N(C) un
n-simplexe de ∆1×N(C). Par définition, le morphisme s associe à (ϕ, x) le n-simplexe
de N(D1 ⊗ C) défini par le composé
On
ν(∇)
−−−→ On ⊗On
νc(ϕ)⊗x
−−−−−→ D1 ⊗ C.
Autrement dit, en définissant un morphisme
gϕ : c(∆n)→ c(∆1)⊗ c(∆n)
par le composé
c(∆n)
∇
−−−→ c(∆n)⊗ c(∆n)
c(ϕ)⊗c(∆n)
−−−−−−−→ c(∆1)⊗ c(∆n),
on a
s(ϕ, x) = (D1 ⊗ x)ν(gϕ).
On vérifie que si (i0, . . . , ip) est dans la base de c(∆n) (voir le paragraphe 5.15) et si
r désigne le nombre de 0 parmi ϕ(i0), . . . , ϕ(ip), on a
gϕ(i0, . . . , ip) =

(1)⊗ (i0, . . . , ip) si r = 0,
(0)⊗ (i0, . . . , ip) + (01)⊗ (i1, . . . , ip) si r = 1,
(0)⊗ (i0, . . . , ip) si r > 2,
en convenant que (i1, . . . , ip) = 0 lorsque p = 0.
Proposition A.9. — Le morphisme
s : ∆1 ×N(C)→ N(D1 ⊗ C)
est l’unique section du morphisme
N(q) : N(D1 ⊗ C)→ ∆1 ×N(C)
qui soit à la fois naturelle en C et compatible aux extrémités au sens du paragraphe
précédent.
Démonstration. — Soit s′ une seconde section de N(q) vérifiant les conditions de
l’énoncé. Soit ϕ : ∆n → ∆1 un n-simplexe de ∆1. Considérons le n-simplexe (ϕ, 1On)
de ∆1 ×N(On). On en déduit un ∞-foncteur
s′(ϕ, 1On) : On → D1 ⊗On.
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Si x est un n-simplexe de N(C), alors, par naturalité de s′, on a
s′(ϕ, x) = (D1 ⊗ x)s′(ϕ, 1On)
et les s′(ϕ, 1On) déterminent donc s
′. Par ailleurs, puisqu’on a des isomorphismes
νc(∆n) ≃ On et ν(c(∆1)⊗ c(∆n)) ≃ D1 ⊗On
et que les complexes c(∆n) et c(∆1) ⊗ c(∆n) sont de Steiner forts (voir le para-
graphe 5.14 et la proposition 4.2), par pleine fidélité du foncteur ν restreint aux com-
plexes de Steiner forts (théorème 3.11), on obtient l’existence d’un unique morphisme
de complexes dirigés augmentés
g′ϕ : c(∆n)→ c(∆1)⊗ c(∆n)
tel que s(ϕ, 1On) = ν(g
′
ϕ). Quand on applique ces considérations à la section s de
l’énoncé, on obtient le morphisme gϕ du paragraphe A.8. Pour conclure, il suffit donc
de montrer l’égalité g′ϕ = gϕ.
Les propriétés de la section s′ se traduisent de la manière suivante sur les g′ϕ :
(a) les triangles
c(∆1)⊗ c(∆n)
q1

c(∆n)
g′ϕ 55❥❥❥❥❥❥❥❥❥
c(ϕ) ))❚❚
❚❚❚
❚❚❚❚
❚❚
c(∆1)
c(∆1)⊗ c(∆n)
q2

c(∆n)
g′ϕ 55❥❥❥❥❥❥❥❥❥
1c(∆n) ))❚❚
❚❚❚❚
❚❚❚❚
❚
c(∆n) ,
où q1 et q2 désignent les deux projections, sont commutatifs ;
(b) le carré
c(∆n′)
g′
ϕ′
//
c(ψ)

c(∆1)⊗ c(∆n′)
c(∆1)⊗c(ψ)

c(∆n)
g′ϕ
// c(∆1)⊗ c(∆n) ,
où ϕ : ∆n → ∆1 est un n-simplexe de ∆1, ψ : ∆n′ → ∆n est un morphisme
de ∆ et ϕ′ = ϕψ, est commutatif ;
(c) si ϕ = {ε} est l’application constante de valeur ε = 0, 1, alors g′ϕ s’identifie à
l’inclusion {ε} ⊗ c(∆n) →֒ c(∆1)⊗ c(∆n).
On va montrer par récurrence sur n > 0 que, pour tout ϕ : ∆n → ∆1, on a
l’égalité g′ϕ = gϕ. Pour n = 0, le morphisme ϕ est nécessairement constant et la
valeur de g′ϕ est imposée par la propriété (c). Soit n > 0. En vertu de la propriété (b)
et de l’hypothèse de récurrence, on a g′ϕ(i0, . . . , ip) = gϕ(i0, . . . , ip) dès que p < n.
Pour conclure, il suffit donc de montrer l’égalité g′ϕ(0, . . . , n) = gϕ(0, . . . , n). Notons
qu’on a
dg′ϕ(0, . . . , n) = g
′
ϕd(0, . . . , n) = gϕd(0, . . . , n) = dgϕ(0, . . . , n).
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Par ailleurs, la commutativité du deuxième triangle de la propriété (a) montre que
g′ϕ(0, . . . , n) = (ε)⊗ (0, . . . , n) + (01)⊗ x
pour ε = 0, 1 et x un élément de c(∆n)∗n−1. Ainsi, on a
dg′ϕ(0, . . . , n) = (ε)⊗ d(0, . . . , n) + (1)⊗ x− (0)⊗ x− (01)⊗ dx,
en convenant que dx = 0 dans le cas n = 1, et cette expression est égale
à dgϕ(0, . . . , n).
Commençons par traiter le cas n = 1. Si l’application ϕ est constante, la valeur
de g′ϕ est de nouveau imposée par la propriété (c). Il reste donc à considérer le cas où
ϕ est l’identité de ∆1. Dans ce cas, on a
gϕ(01) = (0)⊗ (01) + (01)⊗ (1)
et donc
dgϕ(01) = (0)⊗ (1)− (0)⊗ (0) + (1)⊗ (1)− (0)⊗ (1)
= (1)⊗ (1)− (0)⊗ (0).
Ainsi, pour déterminer g′ϕ(01), on est conduit à résoudre l’équation
(ε)⊗ (1)− (ε)⊗ (0) + (1)⊗ x− (0)⊗ x = (1)⊗ (1)− (0)⊗ (0).
Si ε = 0, alors, par identification, on a x = (1) et on trouve bien g′ϕ(01) = gϕ(01). Si
ε = 1, alors, toujours par identification, on a x = (0) et
g′ϕ(01) = (1)⊗ (01) + (01)⊗ (0)
est une seconde solution de l’équation. Néanmoins, on va montrer que cette for-
mule pour g′ϕ(01) est en contradiction avec le cas n = 2. Considérons le morphisme
ψ : ∆2 → ∆1 envoyant 0 et 1 sur 0, et 2 sur 1. En utilisant cette valeur de g′ϕ(01), on
aurait, en vertu des conditions (b) et (c),
dg′ψ(012) = g
′
ψ(12)− g
′
ψ(02) + g
′
ψ(01)
=
(
(1)⊗ (12) + (01)⊗ (1)
)
−
(
(1)⊗ (02) + (01)⊗ (0)
)
+ (0)⊗ (01)
= (0)⊗ (01) + (1)⊗
(
(12)− (02)
)
+ (01)⊗
(
(1)− (0)
)
et cette expression vaudrait
(ε)⊗ d(012) + (1)⊗ x− (0)⊗ x− (01)⊗ dx.
Si ε = 0, par identification, on aurait x = (12) − (02), ce qui est impossible puisque
cet élément n’est pas positif au sens où il n’appartient pas au sous-monoïde de positi-
vité c(∆2)∗1. De même, si ε = 1, on aurait x = −(01), ce qui est également impossible.
Ainsi, la seconde formule considérée pour g′ϕ(01) n’est pas correcte et on a bien établi
le cas n = 1 de notre récurrence.
Passons maintenant au cas n > 1. Notons r le nombre de 0 parmi les en-
tiers ϕ(0), . . . , ϕ(n). On distingue trois cas suivant la définition de gϕ :
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– Si r = 0, alors
gϕ(0, . . . , n) = (1)⊗ (0, . . . , n)
et donc
dgϕ(0, . . . , n) = (1)⊗ d(0, . . . , n).
Il suffit de montrer que l’équation
(ε)⊗ d(0, . . . , n) + (1)⊗ x− (0)⊗ x− (01)⊗ dx = (1)⊗ d(0, . . . , n)
admet pour unique solution ε = 1 et x = 0. Si ε = 0, alors, par identifica-
tion, x = d(0, . . . , n), ce qui est impossible puisque cet élément n’est pas positif.
Si ε = 1, alors, toujours par identification, x = 0, ce qu’on voulait démontrer.
– Si r = 1, alors
gϕ(0, . . . , n) = (0)⊗ (0, . . . , n) + (01)⊗ (1, . . . , n)
et donc dgϕ(0, . . . , n) est égal à
(0)⊗ d(0, . . . , n) + (1)⊗ (1, . . . , n)− (0)⊗ (1, . . . , n)− (01)⊗ d(1, . . . , n).
On cherche donc à résoudre l’équation affirmant l’égalité de cette dernière ex-
pression et de
(ε)⊗ d(0, . . . , n) + (1)⊗ x− (0)⊗ x− (01)⊗ dx.
Si ε = 1, alors x = (1, . . . , n) − d(0, . . . , n), ce qui est impossible puisque cet
élément n’est pas positif (car n > 1). Si ε = 0, alors x = (1, . . . , n), ce qu’on
voulait démontrer.
– Si r > 2, alors
gϕ(0, . . . , n) = (0)⊗ (0, . . . , n)
et donc
dgϕ(0, . . . , n) = (0)⊗ d(0, . . . , n).
Ainsi, il s’agit de résoudre l’équation
(ε)⊗ d(0, . . . , n) + (1)⊗ x− (0)⊗ x− (01)⊗ dx = (0)⊗ d(0, . . . , n).
Si ε = 1, alors x = −d(0, . . . , n) qui n’est pas positif. Si ε = 0, alors x = 0, ce
qui achève la démonstration de la proposition.
A.10. — Soient u, v : C → D deux ∞-foncteurs et α une transformation oplax de u
vers v. On définit une homotopie simpliciale N(α) : ∆1 × N(C) → N(D) de N(u)
vers N(v) en composant
∆1 ×N(C)
s
−−→ N(D1 ⊗ C)
N(α)
−−−→ N(D).
Théorème A.11. — Le morphisme N(α) : ∆1×N(C)→ N(D) est bien une homo-
topie simpliciale de N(u) vers N(v).
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Démonstration. — Il nous suffit vérifier que l’homotopie simpliciale N(α) a bien pour
source N(u) et pour but N(v). Cela résulte de la compatibilité de la section s aux
extrémités et plus précisément de la commutativité du diagramme
∆1 ×N(C)
s // N(D1 ⊗ C)
N(α)
// D
{ε} ×N(C)
?
OO
∼ // N({ε} ⊗ C)
?
OO
pour ε = 0, 1.
Remarque A.12. — On prendra garde au fait que si α : D1 ⊗ C → D est une
transformation oplax, alors N(α) désigne a priori deux objets distincts : d’une part,
l’homotopie simpliciale du théorème précédent et, d’autre part, le nerf du ∞-fonc-
teur α qui est un morphisme simplicial de N(D1 ⊗C) vers N(D). Dans la suite, sauf
mention expresse du contraire, c’est toujours le premier objet, à savoir l’homotopie
simpliciale, qui sera désigné par la notation N(α).
Corollaire A.13. — Soit u : C → D un ∞-foncteur. On suppose qu’il existe un
∞-foncteur v : D → C et des transformations oplax entre, d’une part, vu et 1C et,
d’autre part, uv et 1D. Alors N(u) est une équivalence d’homotopie et, en particulier,
u est une équivalence de Thomason.
Démonstration. — Cela résulte immédiatement de la proposition précédente.
Proposition A.14. — Soient u, v deux ∞-foncteurs, h : D1 × C → D une trans-
formation stricte de u vers v et αh la transformation oplax associée à h (voir le
paragraphe 4.19). Alors les homotopies simpliciales N(αh) et N(h) coïncident.
Démonstration. — Par définition, l’homotopie simpliciale N(αh) est donnée par le
composé
∆1 ×N(C)
s
−−→ N(D1 ⊗ C)
N(q)
−−−→ N(D1 × C)
N(h)
−−−−→ N(D).
Puisque s est une section de N(q), ce composé n’est autre que N(h), ce qu’on voulait
démontrer.
Proposition A.15. — Soient v0, v1 : C → D deux ∞-foncteurs et α une transfor-
mation oplax de v0 vers v1.
(a) Si u : B → C est un ∞-foncteur, alors on a
N(α ∗ u) = N(α)(∆1 ×N(u)).
(b) Si w : D → E est un ∞-foncteur, alors on a
N(w ∗ α) = N(w)N(α).
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Démonstration. — Ces égalités résultent des formules définissant α ∗ u et w ∗α (voir
le paragraphe 4.12) et de la naturalité de s pour la première.
Proposition A.16. — Considérons un diagramme
A
f
//
u

u′

α +3
C
w

w′

γ +3
B
g
oo
v

v′

β +3
A′
f ′
// C′ B′
g′
oo
de ∞-catégories, où α, β et γ sont de transformations oplax de u vers u′, de v vers v′
et de w vers w′ respectivement, commutatif au sens où
γ ∗ f = f ′ ∗ α et γ ∗ g = g′ ∗ β.
Alors on a
N(α×γ β) = N(α)×N(γ) N(β),
où α×γ β est la transformation oplax du paragraphe 4.13.
Démonstration. — Notons tout d’abord qu’en vertu de la proposition précédente, le
diagramme
∆1 ×N(A)
∆1×N(f)
//
N(α)

∆1 ×N(C)
N(γ)

∆1 ×N(B)
∆1×N(g)
oo
N(β)

N(A′)
N(f ′)
// N(C′) N(B′)
N(g′)
oo
est commutatif et le produit fibré N(α)×N(γ)N(β) est donc bien défini. Soit (ϕ, z) un
n-simplexe de ∆1 ×N(A×C B). Notons x : On → A et y : On → B les composantes
de z de sorte qu’on a z = (x, y) : On → A×CB. L’assertion résulte de la commutativité
du diagramme
D1 ⊗A D1 ⊗A
α // A′
D1 ⊗On
D1⊗z //
D1⊗x
77♥♥♥♥♥♥♥♥♥♥♥♥
D1⊗y
''PP
PPP
PPP
PPP
P D1 ⊗ (A×C B)
//
OO

(D1 ⊗A)×D1⊗C (D1 ⊗B)
α×γβ
//
OO

A′ ×C′ B
′
OO

D1 ⊗B D1 ⊗B
β
// B′ ,
où les flèches non nommées sont les flèches canoniques.
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Corollaire A.17. — Considérons un diagramme
A
u
))
u′
55
f

✹✹
✹✹
✹✹
✹✹
✹ α  A
′
f ′
✠✠
✠✠
✠✠
✠✠
✠
B
g
// C
de ∞-catégories, commutatif au sens où f ′ ∗ α = 1f . Alors on a
N(α×C B) = N(α)×C B.
Démonstration. — En vertu de la proposition précédente, on a
N(α×C B) = N(α)×N(11C ) N(11B ).
Or, il résulte de la proposition A.14 que, si D est une ∞-catégorie, alors N(11D ) est
la projection canonique ∆1 ×D → D, d’où le résultat.
A.18. — Soient u, v : C → D deux ∞-foncteurs et α une transformation lax de u
vers v. On va associer à α une homotopie simplicialeN(α) deN(u) versN(v). Considé-
rons la transformation oplax αop de vop vers uop et N(αop) : ∆1×N(Cop)→ N(Dop)
l’homotopie simpliciale de N(vop) vers N(uop) associée. En appliquant la dualité sim-
pliciale X 7→ Xop, on obtient un morphisme N(αop)op : ∆op1 ×N(C
op)op → N(Dop)op
qui définit une homotopie simpliciale de N(uop)op vers N(vop)op. Or, en vertu de la
proposition 5.2, ces deux morphismes s’identifient respectivement à N(u) et N(v).
Ainsi, N(αop)op est bien une homotopie simpliciale de N(u) vers N(v) et c’est cette
homotopie simpliciale qu’on notera N(α).
Tous les résultats obtenus dans le cas oplax s’adaptent immédiatement au cas lax.
Remarque A.19. — On peut également définir directement N(α), pour α une
transformation lax, comme on l’a fait dans le cas oplax. Pour ce faire, il suffit de
remplacer le morphisme gϕ : c(∆n) → c(∆1) ⊗ c(∆n) du paragraphe A.8 par le
morphisme g′ϕ : c(∆n)→ c(∆n)⊗ c(∆1) défini par le composé
c(∆n)
∇
−−−→ c(∆n)⊗ c(∆n)
c(∆n)⊗c(ϕ)
−−−−−−−→ c(∆n)⊗ c(∆1).
Explicitement, on a
g′ϕ(i0, . . . , ip) =

(i0, . . . , ip)⊗ (0) si r′ = 0,
(i0, . . . , ip)⊗ (1) + (i0, . . . , ip−1)⊗ (01) si r′ = 1,
(i0, . . . , ip)⊗ (1) si r′ > 2,
où r′ désigne le nombre de 1 parmi ϕ(i0), . . . , ϕ(ip) et où on a convenu que
(i0, . . . , ip−1) = 0 si p = 0.
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Appendice B
Tranches sesquicatégoriques et ∞-catégories comma
Le but de cet appendice est d’étudier les propriétés de 2-fonctorialité de la construc-
tion comma introduite dans la section 6 afin de démontrer la proposition 6.13 qu’on
a admise dans le corps de ce texte. Dans la première sous-section, on construit des
sesquicatégories C/c et C
to
/c associées à une∞-catégorie de Gray C et un objet c de C
et, dans la seconde, on montre que, pour toute∞-catégorie Z, la construction comma
−↓Z − définit un sesquifoncteur
∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Catoplax,
où ∞-Catoplax désigne la ∞-catégorie de Gray des ∞-catégories, ∞-foncteurs et
i-transformations oplax pour i > 1 et ∞-Catoplax la sesquicatégorie des ∞-catégo-
ries, ∞-foncteurs et transformations oplax.
B.1. Tranche sesquicatégorique d’une ∞-catégorie de Gray. —
B.1.1. — Une ∞-catégorie de Gray est une catégorie enrichie dans la catégorie mo-
noïdale des ∞-catégories munie du produit tensoriel de Gray. Ainsi, si C est une
∞-catégorie de Gray, on dispose d’un ensemble Ob(C) appelé ensemble des objets ou
des 0-cellules de C et, pour tous objets x et y, d’une ∞-catégorie HomC(x, y), qu’on
notera parfois aussi Cx,y. On dispose également, pour toute 0-cellule x, d’un objet
identité 1x de HomC(x, x) et, pour tous objets x, y et z de C, d’un ∞-foncteur de
composition
◦z,y,x : HomC(y, z)⊗ HomC(x, y)→ HomC(x, z).
Ces données sont soumises à des axiomes affirmant que les identités sont des neutres
pour la composition et que la composition est associative.
Soit C une ∞-catégorie de Gray. Pour i > 1, on appellera i-cellule de C une
(i − 1)-cellule de HomC(x, y) pour x et y deux objets de C. On dira que x est la
0-source et que y est le 0-but d’une telle cellule. Les cellules de C forment de manière
évidente un ensemble globulaire. Soient α et β deux i-cellules de C, pour i > 1, ayant
même 0-source x et même 0-but y. On notera β∗jα le composé β∗j−1α de HomC(x, y),
pour 1 6 j < i, si celui-ci est bien défini.
Exemple B.1.2. — Le foncteur identité ∞-Cat →∞-Cat est un foncteur monoïdal
lax de source ∞-Cat munie du produit cartésien et de but ∞-Cat munie du produit
tensoriel de Gray, la contrainte tensorielle étant donnée par la transformation naturelle
q : A⊗B → A×B du paragraphe 4.16. Une∞-catégorie stricte pouvant être considérée
comme une catégorie enrichie dans la catégorie monoïdale des ∞-catégories strictes
munie du produit cartésien, on en déduit un foncteur des∞-catégories strictes vers les
∞-catégories de Gray. Si C est une ∞-catégorie stricte, pour tout i > 0, les i-cellules
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de la ∞-catégorie de Gray associée à C coïncident avec les i-cellules de C, ce qui
justifie notre terminologie pour les cellules des ∞-catégories de Gray.
Exemple B.1.3. — Les ∞-catégories,∞-foncteurs, transformations oplax, 2-trans-
formations oplax, etc. s’organisent naturellement en une ∞-catégorie de Gray qu’on
notera ∞-Catoplax. Plus précisément, les objets de ∞-Catoplax sont les ∞-catégories
et, si A et B sont deux ∞-catégories, on pose
Hom∞-Cat
oplax
(A,B) = Homoplax(A,B).
Il résulte formellement de la relation d’adjonction entre le produit tensoriel ⊗
et Homoplax qu’on dispose de compositions et d’unités et que∞-Catoplax est bien une
∞-catégorie de Gray (voir [7, exemples C.10 et C.18]).
Nous allons maintenant expliciter une partie de la structure des ∞-catégories de
Gray. Nous commençons par des préliminaires sur les disques et les produits tensoriels
de disques.
Proposition B.1.4 (Steiner). — Soit i > 0. Le complexe dirigé augmenté λ(Di)
est de Steiner fort. Sa base est constituée des [x], où x varie parmi les cellules de Di
qui ne sont pas des identités. De plus, le morphisme d’adjonction Di → νλ(Di) est
un isomorphisme.
Démonstration. — Voir [27, section 3] ou [7, chapitre 4].
B.1.5. — Soient i > 0 et j > 0 deux entiers. On définit un ∞-foncteur
c : Di+j → Di ⊗Dj
de la manière suivante. En vertu de la proposition précédente et de la compatibilité
aux produits tensoriels du foncteur ν restreint aux complexes de Steiner forts (voir le
théorème 4.4), on a un isomorphisme canonique
Di ⊗Dj ≃ ν(λ(Di)⊗ λ(Dj)).
Ainsi, en notant ck, pour k > 0, la cellule principale de Dk (voir le paragraphe 4.9),
on dispose d’une (i+ j)-cellule
〈[ci]⊗ [cj ]〉
de Di⊗Dj . On appellera cette cellule la cellule principale de Di⊗Dj et on la notera ci,j .
Elle définit un ∞-foncteur c : Di+j → Di ⊗Dj comme annoncé.
Dans la suite, on identifiera ck, pour k > 0, avec [ck] et on notera donc simplement
〈ci ⊗ cj〉 la cellule principale de Di ⊗Dj .
Remarque B.1.6. — On peut montrer que ci,j = 〈ci ⊗ cj〉 est l’unique (i+j)-cellule
de Di ⊗Dj qui ne soit pas une identité.
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B.1.7. — Soit C une ∞-catégorie de Gray et soient i > 1 et j > 1 deux entiers. Si α
est une i-cellule de C de 0-source x et 0-but y et β est une j-cellule de C de 0-source y
et de 0-but z, on définit une (i+ j − 1)-cellule β ◦ α de C de 0-source x et de 0-but z
de la manière suivante. Les cellules α et β correspondent à des ∞-foncteurs
α : Di−1 → HomC(x, y) et β : Dj−1 → HomC(y, z)
et la cellule β ◦ α est définie par le ∞-foncteur
Di+j−2
c // Dj−1 ⊗ Di−1
β⊗α
// HomC(y, z)⊗ HomC(x, y)
◦z,y,x
// HomC(x, z),
où c désigne le ∞-foncteur du paragraphe B.1.5.
Si α est une 1-cellule f , on notera β ∗0 f la j-cellule β ◦ f . De même, si β est une
1-cellule f , on notera f ∗0 α la i-cellule f ◦ α.
Proposition B.1.8. — Soit f une 1-cellule d’une∞-catégorie de Gray C de source x
et de but y.
(a) Soit i > 1 et soit α une i-cellule de 0-source y et de 0-but z. Alors la i-cellule
α ∗0 f est l’image de α par le ∞-foncteur
HomC(y, z)
1⊗f
// HomC(y, z)⊗ HomC(x, y)
◦z,y,x
// HomC(x, z),
où on a identifié HomC(y, z) à HomC(y, z) ⊗ D0. En particulier, − ∗0 f est un
∞-foncteur.
(b) Soit i > 1 et soit α une i-cellule de 0-source t et de 0-but x. Alors la i-cellule
f ∗0 α est l’image de α par le ∞-foncteur
HomC(t, x)
f⊗1
// HomC(x, y)⊗ HomC(t, x)
◦y,x,t
// HomC(t, y).
En particulier, f ∗0 − est un ∞-foncteur.
Démonstration. — Démontrons la première assertion, la seconde se démontrant de
manière analogue. Il s’agit de démontrer l’égalité des deux composés de Di−1 vers Cx,z
du bord du diagramme
Di−1
c //
α

Di−1 ⊗D0
α⊗f
**❚❚
❚❚❚❚
❚❚
α⊗D0

Cy,z ⊗ Cx,y
◦z,y,x
// Cx,z
Cy,z // Cy,z ⊗D0
Cy,z⊗f
44❥❥❥❥❥❥❥❥
,
où la flèche horizontale du bas est la contrainte d’unité du produit tensoriel. Le triangle
de ce diagramme étant commutatif par définition, il suffit de vérifier la commutativité
du carré. Or, le morphisme c : Di−1 → Di−1⊗D0 n’est autre que la contrainte d’unité
du produit tensoriel et le carré est donc commutatif par naturalité de celle-ci.
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Remarque B.1.9. — La proposition précédente entraîne que si f est une 1-cellule
d’une ∞-catégorie de Gray, on a
f ∗0 1α = 1f∗0α 1α ∗0 f = 1α∗0f
f ∗0 (β ∗j α) = (f ∗0 β) ∗j (f ∗0 α) (β ∗j α) ∗ f = (β ∗0 f) ∗j (α ∗0 f),
où, dans les égalités du haut, α est une i-cellule avec i > 1 et, dans celles du bas,
α et β sont des i-cellules et i > j > 1, dès que ces compositions ont un sens (voir le
paragraphe B.1.1 pour la définition de ∗j).
Proposition B.1.10. — L’opération ◦ d’une∞-catégorie de Gray C est associative.
Autrement dit, pour i > 1, j > 1 et k > 1, si α est une i-cellule de C de 0-source x et
de 0-but y, β est une j-cellule de C de 0-source y et de 0-but z, et γ est une k-cellule
de C de 0-source z et de 0-but t, alors on a l’égalité
(γ ◦ β) ◦ α = γ ◦ (β ◦ α)
de (i+ j + k − 2)-cellules de 0-source x et de 0-but t.
Démonstration. — Posons i′ = i− 1, j′ = j − 1 et k′ = k − 1. Il s’agit de montrer la
commutativité du bord du diagramme
Dj′+k′ ⊗Di′
c⊗Di′
// (Dk′ ⊗Dj′ )⊗Di′
(γ⊗β)⊗α
//
∼

(Cz,t ⊗ Cy,z)⊗ Cx,y
))❙❙
❙❙❙
❙❙❙
❙
∼

Di′+j′+k′
c 55❧❧❧❧❧❧❧
c ))❘❘
❘❘❘
❘❘
Cx,t
Dk′ ⊗Di′+j′
Dk′⊗c
// Dk′ ⊗ (Dj′ ⊗Di′ )
γ⊗(β⊗α)
// Cz,t ⊗ (Cy,z ⊗ Cx,y)
55❦❦❦❦❦❦❦❦❦
,
où les isomorphismes verticaux sont la contrainte d’associativité du produit tensoriel
et les flèches obliques de droite sont induites par la composition de C. Le carré du dia-
gramme est commutatif par naturalité de la contrainte d’associativité et le triangle de
droite par associativité de la composition de C. Il suffit donc de montrer la commuta-
tivité du pentagone. Par définition, et avec les notations du paragraphe B.1.5, la flèche
oblique d’en haut à gauche correspond à la cellule 〈cj′+k′ ⊗ ci′〉. Puisque le∞-foncteur
c : Dj′+k′ → Dk′ ⊗Dj′ envoie 〈cj′+k′〉 sur 〈ck′ ⊗ cj′ 〉, en vertu de la proposition 4.20,
la flèche horizontale d’en haut à gauche envoie 〈cj′+k′ ⊗ ci′〉 sur (〈ck′ ⊗ cj′ )⊗ ci′〉.
Ainsi, le ∞-foncteur Di′+j′+k′ → (Dk′ ⊗ Dj′ ) ⊗ Di′ du diagramme correspond à la
cellule 〈(ck′ ⊗ cj′)⊗ ci′〉. De même, le ∞-foncteur Di′+j′+k′ → Dk′ ⊗ (Dj′ ⊗ Di′ ) du
diagramme correspond à la cellule 〈ck′ ⊗ (cj′ ⊗ ci′)〉, ce qui prouve la commutativité
du pentagone et donc du diagramme, d’où le résultat.
Proposition B.1.11. — L’opération ◦ d’une∞-catégorie de Gray C vérifie les com-
patibilités aux unités suivantes :
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(a) Soit i > 1 et soit α une i-cellule de C de 0-source x et de 0-but y. On a
1y ∗0 α = α et α ∗0 1x = α.
(b) Soient i > 1 et j > 1 deux entiers et soient α une i-cellule de C de 0-source x
et de 0-but y, et β une j-cellule de C de 0-source y et de 0-but z. Alors on a
1β ◦ α = 1β◦α et β ◦ 1α = 1β◦α.
Démonstration. — (a) Démontrons la première égalité, la seconde se démontrant
de manière analogue. Posons i′ = i−1. Il s’agit de montrer que le∞-foncteur composé
Di′
c // D0 ⊗Di′
1y⊗α
// Cy,y ⊗ Cx,y
◦y,y,x
// Cx,y
correspond à la cellule α. Considérons le diagramme
Di′
c // D0 ⊗Di′
1y⊗α
//
D0⊗α
&&◆
◆◆◆
◆◆◆
◆◆
◆◆
Cy,y ⊗ Cx,y
◦y,y,x
// Cx,y
D0 ⊗ Cx,y
1y⊗Cx,y
OO
∼
99ssssssssss
,
où la flèche oblique de droite est la contrainte d’unité du produit tensoriel. Le triangle
de gauche est commutatif par définition et celui de droite par l’axiome d’unité des
∞-catégories de Gray. Or, le morphisme c : Di′ → D0⊗Di′ n’est autre que la contrainte
d’unité du produit tensoriel et on conclut par naturalité de celle-ci.
(b) Démontrons la première égalité, la seconde se démontrant de manière analogue.
Posons i′ = i − 1 et j′ = j − 1. Il s’agit de montrer l’égalité des deux composés
de Di′+j′+1 vers Cx,z du bord du diagramme
Di′+j′+1
c //
κ

Dj′+1 ⊗Di′
1β⊗α
))❚❚
❚❚❚❚
❚❚
κ⊗Di′

Cy,z ⊗ Cx,y
◦z,y,x
// Cx,z
Di′+j′ c
// Dj′ ⊗Di′
β⊗α
55❥❥❥❥❥❥❥❥
,
où κ désigne le ∞-foncteur du paragraphe 4.9. Le triangle du diagramme étant com-
mutatif par définition, il suffit de montrer la commutativité du carré. Il s’agit donc
de montrer que la flèche verticale de droite envoie 〈cj′+1 ⊗ ci′〉 sur 1〈cj′⊗ci′〉, ce qui
résulte de la proposition 4.20.
Proposition B.1.12. — Soit C une ∞-catégorie de Gray provenant d’une ∞-caté-
gorie stricte (voir l’exemple B.1.2), soient i > 1 et j > 1 deux entiers et soient α une
i-cellule de 0-source x et de 0-but y, et β une j-cellule de 0-source y et de 0-but z.
Alors la (i+ j−1)-cellule β ◦α est l’identité itérée de la cellule β ∗0α. En particulier,
si i = 1 ou j = 1, les deux définitions de β ∗0 α coïncident.
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Démonstration. — Posons i′ = i−1 et j′ = j−1. Il s’agit de montrer la commutativité
du bord du diagramme
Dj′ ⊗Di′
q

β⊗α
// Cy,z ⊗ Cx,y
q

◦z,y,x
((◗◗
◗◗◗
◗◗◗
Di′+j′
c 66♠♠♠♠♠♠♠
((◗◗
◗◗◗
◗◗
Cx,z
Dj′ ×Di′
β×α
// Cy,z × Cx,y
66♠♠♠♠♠♠♠♠
,
où la flèche oblique d’en bas à gauche correspond à la (i′+j′)-cellule (1cj′ , 1ci′ ) et celle
d’en bas à droite est la composition de la ∞-catégorie stricte de laquelle provient C.
Or, le triangle de droite est commutatif par définition et le carré central est commutatif
par naturalité de q. Il s’agit donc de vérifier la commutativité du triangle de gauche,
c’est-à-dire le fait que les « projections » Dj′ ⊗Di′ → Dj′ et Dj′ ⊗Di′ → Di′ envoient
〈cj′ ⊗ ci′〉 sur 1〈cj′ 〉 et 1〈ci′〉 respectivement. Ceci résulte de la proposition 4.20 (qu’on
applique en identifiant Dj′ à Dj′ ⊗D0 et Di′ à D0 ⊗Di′ ), d’où le résultat.
On va maintenant décrire l’opération ◦ sur les 2-cellules d’une∞-catégorie de Gray.
B.1.13. — Soit C une ∞-catégorie de Gray et soient α une 2-cellule de 0-source x
et de 0-but y, et β une 2-cellule de 0-source y et de 0-but z
x
%%
99 y
%%
99 z .α  β 
Si C était une ∞-catégorie stricte, on disposerait d’une 2-cellule β ∗0 α composée
horizontale de β et α. Selon la règle de Godement, cette composée s’exprimerait en
termes de la composition verticale des 2-cellules des deux manières suivantes :
(β ∗0 t(α)) ∗1 (s(β) ∗0 α) et (t(β) ∗0 α)) ∗1 (β ∗0 s(α)).
En général, ces deux composés diffèrent dans une ∞-catégorie de Gray. Néanmoins,
la proposition suivante affirme que l’opération ◦ produit une 3-cellule de comparaison
qu’on appellera contrainte de Gray.
Proposition B.1.14. — Soit
x
%%
99 y
%%
99 zα  β 
un diagramme dans une ∞-catégorie de Gray. Le ∞-foncteur composé
D1 ⊗D1
β⊗α
// HomC(y, z)⊗ HomC(x, y)
◦z,y,x
// HomC(x, z)
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correspond à un diagramme
•
β∗0s(α)

s(β)∗0α +3 •
β∗0t(α)

•
t(β)∗0α
+3 •
β◦α
⑧w ⑧⑧
⑧⑧⑧
⑧
dans C. En particulier, on a
(β ∗0 t(α)) ∗1 (s(β) ∗0 α)
β◦α❴*4 (t(β) ∗0 α)) ∗1 (β ∗0 s(α)).
Démonstration. — En vertu de [7, proposition B.1.6], en notant a et b les cellules
principales des copies de D1 apparaissant de droite à gauche dans D1 ⊗D1, on a
D1 ⊗D1 ≃
•
〈b⊗s(a)〉

〈s(b)⊗a〉
// •
〈b⊗t(a)〉

•
〈t(b)⊗a〉
// •
〈b⊗a〉
{ ⑧⑧
⑧⑧ .
Par définition, le ∞-foncteur D2 → D1 ⊗ D1 du paragraphe B.1.5 correspond à la
2-cellule 〈b⊗ a〉. La composition ∗0 étant un cas particulier de la composition ◦, on
en déduit un carré
•
β∗0s(α)

s(β)∗0α
// •
β∗0t(α)

•
t(β)∗0α
// •
β◦α
{ ⑧⑧
⑧⑧
dans HomC(x, z), ce qu’on voulait démontrer.
Proposition B.1.15. — Soit C une ∞-catégorie de Gray.
(a) Si
•

//
EE•
""
<< •
α

β

γ

est un diagramme dans C, alors on a
γ ◦ (β ∗1 α) =
(
(t(γ) ∗0 β) ∗1 (γ ◦ α)
)
∗2
(
(γ ◦ β) ∗1 (s(γ) ∗0 α)
)
.
(b) De même, si
•
""
<< •

//
EE•α 
β

γ

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est un diagramme C, alors on
(γ ∗1 β) ◦ α =
(
(γ ◦ α) ∗1 (β ∗0 s(α))
)
∗2
(
(γ ∗0 t(α)) ∗1 (β ◦ α)
)
.
Démonstration. — Démontrons la première assertion, la seconde se démontrant de
manière analogue. Considérons donc un diagramme
x

//
DD
y
!!
<< z
α

β

γ

dans C. Notons ∇ : D1 → D1σ∐τD0 D1, où σ et τ désignent les ∞-foncteurs du
paragraphe 4.9, le ∞-foncteur correspondant au composé des deux 1-cellules de
D1 ∐D0 D1 = • // • // • .
Par définition, la 2-cellule γ ◦ (β ∗1 α) correspond au ∞-foncteur
D2
c // D1 ⊗D1
D1⊗∇ // D1 ⊗ (D1 ∐D0 D1)
γ⊗(β,α)
// Cy,z ⊗ Cx,y
◦z,y,x
// Cx,z .
Notons que, le produit tensoriel commutant aux limites inductives en chaque variable,
on a un isomorphisme canonique
D1 ⊗ (D1 ∐D0 D1) ≃ (D1 ⊗D1) ∐D1 (D1 ⊗D1)
et le ∞-foncteur γ ⊗ (β, α) s’identifie, à travers cet isomorphisme, au ∞-fonc-
teur (γ ⊗ β, γ ⊗ α). En vertu de [7, proposition B.1.6], en notant a, b et c les cellules
principales des copies de D1 apparaissant de droite à gauche dans D1 ⊗ (D1 ∐D0 D1),
on a
D1 ⊗ (D1 ∐D0 D1) ≃
•
〈c⊗s(a)〉

〈s(c)⊗a〉
// •

〈s(c)⊗b〉
// •
〈c⊗t(b)〉

•
〈t(c)⊗a〉
// •
〈t(c)⊗b〉
//
〈c⊗a〉
{ ⑧⑧
⑧⑧
•
〈c⊗b〉
{ ⑧⑧
⑧⑧ ,
la flèche verticale du milieu étant 〈c⊗ t(a)〉 = 〈c⊗ s(b)〉. L’image de ce diagramme
par le ∞-foncteur de D1 ⊗ (D1 ∐D0 D1) vers Cx,z est le diagramme
•
γ∗0s(α)

s(γ)∗0α
// •

s(γ)∗0β
// •
γ∗0t(β)

•
t(γ)∗0α
// •
t(γ)∗0β
//
γ◦α
{ ⑧⑧
⑧⑧
• ,
γ◦β
{ ⑧⑧
⑧⑧
la flèche verticale du milieu étant γ ∗0 t(α) = γ ∗0 s(β). Puisque le ∞-foncteur D1⊗∇
correspond à la composition des carrés, la cellule γ ◦ (β, α) est la 2-cellule du composé
des deux carrés ci-dessus, ce qui donne la formule qu’on cherchait à établir.
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Dans [7], nous conjecturons que si C est une ∞-catégorie de Gray et c est un objet
de C, alors il existe une ∞-catégorie de Gray tranche C/c (voir la conjecture C.24).
À défaut de prouver cette conjecture, nous allons maintenant prouver qu’il existe une
sesquicatégorie tranche C/c.
B.1.16. — Rappelons qu’une sesquicatégorie est une catégorie C munie d’un foncteur
HomC : C
◦ × C → Cat
rendant le triangle
C◦ × C
Hom
C //
HomC ""❊
❊❊
❊❊
❊❊
❊ Cat
Ob
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
Ens
commutatif. Ainsi, si C est une sesquicatégorie, on dispose d’objets, aussi appelés
0-cellules, de 1-cellules et de 2-cellules. Les objets et les 1-cellules ont des identités.
On peut par ailleurs composer les 1-cellules et composer verticalement les 2-cellules.
On notera ces deux compositions par la concaténation. On ne peut néanmoins pas
composer horizontalement les 2-cellules mais on dispose d’une composition ∗ d’une
1-cellule suivie d’une 2-cellule ou d’une 2-cellule suivie d’une 1-cellule. En notant x, y
des objets, f, g des 1-cellules et α, β des 2-cellules de C, les axiomes vérifiés par cette
composition ∗ sont les suivants :
(g ∗ α) ∗ f = g ∗ (α ∗ f)
1y ∗ α = α α ∗ 1x = α
g ∗ (f ∗ α) = (gf) ∗ α (α ∗ g) ∗ f = α ∗ (gf)
g ∗ 1f = 1gf 1g ∗ f = 1gf
g ∗ (βα) = (g ∗ β)(g ∗ α) (βα) ∗ f = (β ∗ f)(α ∗ f),
lorsque ces compositions ont un sens.
Si C et D sont deux sesquicatégories, un sesquifoncteur F : C → D est la donnée
d’un foncteur F de la catégorie sous-jacente à C vers la catégorie sous-jacente à D et
d’une transformation naturelle
C◦ × C
F◦×F
//
Hom
C ""❊
❊❊
❊❊
❊❊
❊ D
◦ ×D
Hom
D||①①
①①
①①
①①
Cat
ϕ 08❥❥❥❥ ❥❥❥❥
au-dessus de Ens au sens où, pour tous objets x et y de C, l’application
Ob(ϕx,y) : HomC(x, y)→ HomD(F (x), F (y))
est celle induite par le foncteur F . Explicitement, un sesquifoncteur F : C → D
associe à toute i-cellule x de C, pour i = 0, 1, 2, une i-cellule F (x) de D, ceci de
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manière compatible aux sources et aux buts, de sorte qu’on ait
F (1x) = 1F (x) F (gf) = F (g)F (f) F (β ∗ f) = F (β) ∗ F (f)
F (1f ) = 1F (f) F (βα) = F (β)F (α) F (g ∗ α) = F (g) ∗ F (α),
où x désigne un objet, f, g des 1-cellules et α, β des 2-cellules de C, dès que ces
compositions ont un sens.
Remarque B.1.17. — Il découle des résultats de cette section qu’une ∞-catégo-
rie de Gray a une sesquicatégorie sous-jacente et même une ∞-sesquicatégorie sous-
jacente (la notion de ∞-sesquicatégorie est obtenue en remplaçant Cat par ∞-Cat
dans la définition de sesquicatégorie, voir [7, paragraphe C.3]). Cela résulte en fait de
considérations purement formelles (voir [7, paragraphe C.9]).
B.1.18. — Soit C une ∞-catégorie de Gray et soit c un objet de C. On va définir
une sesquicatégorie C/c. Commençons par définir ses cellules.
– Les objets de C/c sont les couples (x, f), où x est un objet de C et f : x → c
une 1-cellule, c’est-à-dire les diagrammes
x
f

c
dans C.
– Les 1-cellules sont les diagrammes
x
u //
f

✾✾
✾✾
✾✾
✾ x
′
f ′
☎☎
☎☎
☎☎
☎
c
α
s{ ♦♦♦♦
dans C, où
u : x→ x′ et α : f ′ ∗0 u⇒ f.
On notera (u, α) une telle 1-cellule, sous-entendant ainsi f et f ′. La source de (u, α)
est (x, f) et son but est (x′, f ′).
– Les 2-cellules sont les diagrammes
x
u
((
u′ 66
f

✷✷
✷✷
✷✷
✷✷
✷
γ x
′
f ′
☛☛
☛☛
☛☛
☛☛
☛
c
α′
jr
α
	 Γ◗am ◗◗◗
dans C, où
γ : u⇒ u′ et Γ : α′ ∗1 (f ′ ∗0 γ)⇛ α.
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On notera (γ,Γ) une telle 2-cellule, sous-entendant ainsi, comme dans le cas des
1-cellules, les autres cellules du diagramme. La source de (γ,Γ) est (u, α) et son but
est (u′, α′).
Définissons maintenant les identités.
– L’identité d’un objet
x
f

c
est la 1-cellule
x
1x //
f

✿✿
✿✿
✿✿
✿ x
f
☎☎
☎☎
☎☎
☎
c
1f
s{ ♦♦♦♦
.
– L’identité d’une 1-cellule
x
u //
f

✾✾
✾✾
✾✾
✾ x
′
f ′
☎☎
☎☎
☎☎
☎
c
α
s{ ♦♦♦♦
est la 2-cellule
x
u
((
u 66
f

✷✷
✷✷
✷✷
✷✷
✷ 1u x
′
f ′
☛☛
☛☛
☛☛
☛☛
☛
c
α
jr
α
	 1α◗am ◗◗◗
.
Définissons enfin les compositions.
– Le composé de deux 1-cellules composables
x
u //
f
  
❅❅
❅❅
❅❅
❅❅
x′
u′ //
f ′

x′′
f ′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
c
zα ⑦⑦ yα
′ ③③
est la 1-cellule
x
v //
f

✽✽
✽✽
✽✽
✽ x
′′
f ′′
✄✄
✄✄
✄✄
✄
c
β
s{ ♦♦♦♦♦♦
,
où
v = u′ ∗0 u et β = α ∗1 (α′ ∗0 u).
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– Le composé verticale de deux 2-cellules
x
u
$$
u′ //
u′′ ::
f

✵✵
✵✵
✵✵
✵✵
✵✵
✵✵
✵  γ′
 γ
x′
f ′
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌
c

α
u}α′
iq
α′′
Γ❘bn ❘❘❘❘❘❘
Γ′❲ep ❲❲❲❲❲❲
est la 2-cellule
x
u
((
u′′ 66
f

✷✷
✷✷
✷✷
✷✷
✷ δ x
′
f ′
☛☛
☛☛
☛☛
☛☛
☛☛
c
α′′
jr
α

 ∆◗am ◗◗◗
,
où
δ = γ′ ∗1 γ et ∆ = Γ ∗2
(
Γ′ ∗1 (f ′ ∗0 γ)
)
.
– Le composé horizontal d’une 1-cellule suivie d’une 2-cellule
x
u //
f

❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅ x
′
u′
((
u′′ 66
f ′

x′′
f ′′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
γ
c
{α
⑦⑦⑦ 	
α′
fn
α′′
Γ❉Yh
est la 2-cellule
x
((
66
f

✷✷
✷✷
✷✷
✷✷
✷ δ x
′′
f ′′
✡✡
✡✡
✡✡
✡✡
✡✡
c
jr

 ∆◗am ◗◗◗◗◗◗
,
où
δ = γ ∗0 u et ∆ = α ∗1 (Γ ∗0 u).
– Enfin, le composé horizontal d’une 2-cellule suivie d’une 1-cellule
x
u
((
u′ 66
f

❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅  γ x
′ u
′′
//
f ′

x′′
f ′′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
c

α
go
α′
Γ❍[j y
α′′ ④④④④
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est la 2-cellule
x
((
66
f

✷✷
✷✷
✷✷
✷✷
✷ δ x
′′
f ′′
✡✡
✡✡
✡✡
✡✡
✡✡
c
jr

 ∆◗am ◗◗◗◗◗◗
,
où
δ = u′′ ∗0 γ et ∆ = (Γ ∗1 (α′′ ∗0 u)) ∗2 (α′ ∗1 (α′′ ◦ γ)).
Notons que ∆ a les source et but attendus. En effet, en vertu de la proposition B.1.14,
on a
α′ ∗1 (α′′ ◦ γ) : α′ ∗1 (α′′ ∗0 u′) ∗1 (f ′′ ∗0 u′′ ∗0 γ)⇛ α′ ∗1 (f ′ ∗0 γ) ∗1 (α′′ ∗0 u)
et
Γ ∗1 (α′′ ∗0 u) : α′ ∗1 (f ′ ∗0 γ) ∗1 (α′′ ∗0 u)⇛ α ∗1 (α′′ ∗0 u).
Théorème B.1.19. — Soit C une∞-catégorie de Gray et soit c un objet de C. Alors
C/c est bien une sesquicatégorie.
Démonstration. — Les formules définissant les cellules de C/c, ainsi que leurs identi-
tés et compositions, mis à part la composition horizontale d’une 2-cellule suivie d’une
1-cellule, sont les mêmes que pour les tranches C/c pour C une ∞-catégorie stricte
(voir [7, propositions 9.6 et 9.15] pour la tranche c\C). On vérifie par les mêmes
calculs que tous les axiomes des sesquicatégories ne faisant par intervenir la com-
position horizontale mentionnée ci-dessus sont vérifiés par C/c . Il nous reste donc à
vérifier le premier axiome et les axiomes de la colonne de gauche de la définition de
sesquicatégorie donnée au paragraphe B.1.16.
Commençons par le premier axiome. Soit donc
x
u //
f
&&▼
▼▼▼
▼▼
▼▼▼
▼▼
▼▼▼
▼▼
▼▼ x
′
u′
))
u′′ 55
f ′

✸✸
✸✸
✸✸
✸✸
✸
γ x
′′ u
′′′
//
f ′′
✡✡
✡✡
✡✡
✡✡
✡
x′′′
f ′′′
ww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
c
α′′
jr
α′ 
 Γ◗am ◗◗◗
α
 ✎
✎✎✎
α′′′
  ✡✡✡
✡
un diagramme dans C. Il s’agit de vérifier qu’on a(
(u′′′, α′′′) ∗ (γ,Γ)
)
∗ (u, α) = (u′′′, α′′′) ∗
(
(γ,Γ) ∗ (u, α)
)
.
Ces deux 2-cellules sont des « 3-cônes ». On vérifie facilement, en utilisant les proprié-
tés de sesquicatégorie de C, que ces cônes ont mêmes objets, 1-cellules et 2-cellules.
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Il reste à vérifier que leurs 3-cellules coïncident. Or, on a
α ∗1
[[(
Γ ∗1 (α′′′ ∗0 u′)
)
∗2
(
α′′ ∗1 (α′′′ ◦ γ)
)]
∗0 u
]
= α ∗1
[(
(Γ ∗0 u) ∗1 (α′′′ ∗0 u′ ∗0 u)
)
∗2
(
(α′′ ∗0 u) ∗1 ((α′′′ ◦ γ) ∗0 u)
)]
=
(
α ∗1 (Γ ∗0 u) ∗1 (α′′′ ∗0 u′ ∗0 u)
)
∗2
(
α ∗1 (α′′ ∗0 u) ∗1 ((α′′′ ◦ γ) ∗0 u)
)
=
(
α ∗1 (Γ ∗0 u) ∗1 (α′′′ ∗0 u′ ∗0 u)
)
∗2
(
α ∗1 (α′′ ∗0 u) ∗1 (α′′′ ◦ (γ ∗0 u))
)
,
la dernière égalité résultant de l’associativité de l’opération ◦ (proposition B.1.10), ce
qu’il fallait démontrer.
Nous allons maintenant vérifier les quatre axiomes de la colonne de gauche, dans
l’ordre. Considérons donc
x
u
((
u′ 66
f

❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅  γ x
′
1x′ //
f ′

x′
f ′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
c

α
go
α′
Γ❍[j y
1f′ ⑤⑤⑤⑤
un diagramme dans C et montrons qu’on a
1(x′,f ′) ∗ (γ,Γ) = (γ,Γ).
La seule vérification non triviale est celle de l’égalité des 3-cellules de ces deux 3-cônes
mais, en utilisant les compatibilités des contraintes de Gray aux identités (proposi-
tion B.1.11), on a (
Γ ∗1 (1f ′ ∗0 u)
)
∗2
(
α′ ∗1 (1f ′ ◦ γ)
)
=
(
Γ ∗1 (f ′ ∗0 u)
)
∗2
(
α′ ∗1 (f ′ ◦ γ)
)
=
(
Γ ∗1 (f ′ ∗0 u)
)
∗2
(
α′ ∗1 (f ′ ∗0 γ)
)
= Γ ∗2
(
α′ ∗1 (f ′ ∗0 γ)
)
= Γ,
ce qu’il s’agissait de vérifier.
Soit maintenant
x
u
((
u′ 66
f

❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅  γ x
′ u
′′
//
f ′

x′′
f ′′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
u′′′ // x′′′
f ′′′
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥
c

α
go
α′
Γ❍[j y
α′′ ④④④④
α′′′
y ④④
④④
un diagramme dans C. Montrons qu’on a
(u′′′, α′′′) ∗
(
(u′′, α′′) ∗ (γ,Γ)
)
=
(
(u′′′, α′′′) (u′′, α′′)
)
∗ (γ,Γ).
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Comme précédemment, nous allons uniquement vérifier l’égalité des deux 3-cellules des
3-cônes associés. On a, en utilisant l’associativité de l’opération ◦ (proposition B.1.10)
pour la première égalité,[((
Γ ∗1 (α′′ ∗0 u)
)
∗2
(
α′ ∗1 (α′′ ◦ γ)
))
∗1
(
α′′′ ∗0 u
′′ ∗0 u
)]
∗2
[
α′ ∗1
(
α′′ ∗0 u
′
)
∗1
(
α′′′ ◦ (u′′ ∗0 γ)
)]
=
[
Γ ∗1
(
α′′ ∗0 u
)
∗1
(
α′′′ ∗0 u
′′ ∗0 u
)]
∗2
[
α′ ∗1
(
α′′ ◦ γ
)
∗1
(
α′′′ ∗0 u
′′ ∗0 u
)]
∗2
[
α′ ∗1
(
α′′ ∗0 u
′
)
∗1
(
(α′′′ ∗0 u′′) ◦ γ
)]
=
[
Γ ∗1
((
α′′ ∗1 (α′′′ ∗0 u′′)
)
∗0 u
)]
∗2
[
α′ ∗1
[((
α′′ ◦ γ
)
∗1
(
α′′′ ∗0 u
′′ ∗0 u
))
∗2
((
α′′ ∗0 u
′
)
∗1
(
(α′′′ ∗0 u′′) ◦ γ
))]]
=
[
Γ ∗1
((
α′′ ∗1 (α′′′ ∗0 u′′)
)
∗0 u
)]
∗2
[
α′ ∗1
[(
α′′ ∗1 (α′′′ ∗0 u′′)
)
◦ γ
]]
,
la dernière égalité résultant de la compatibilité des contraintes de Gray à la compo-
sition ∗1 (proposition B.1.15), ce qu’il fallait démontrer.
Considérons maintenant
x
u
((
u 66
f

❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅  1u x
′ u
′
//
f ′

x′′
f ′′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
c

α
go
α
1α❍[j y
α′ ④④④④
un diagramme dans C et montrons qu’on a
(u′, α′) ∗ 1(u,α) = 1(u′,α′)(u,α).
Vérifions l’égalité des 3-cellules associées. En utilisant la compatibilité des contraintes
de Gray aux identités, on a(
1α ∗1 (α′ ∗0 u)
)
∗2
(
α ∗1 (α′ ◦ 1u)
)
=
(
1α ∗1 (α′ ∗0 u)
)
∗2
(
α ∗1 1α′∗0u
)
= 1α∗1(α′∗0u) ∗2 1α∗1(α′∗0u)
= 1α∗1(α′∗0u),
ce qu’il s’agissait de vérifier.
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Soit enfin
x
f

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
u
##
u′ //
u′′
<<
γ
γ′
x′
f ′

u′′′ // x′′
f ′′
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄
c
α
x α′
go
α′′
Γ❖`l ❖❖❖
Γ′❚co ❚❚❚ }
α′′′ ✄✄✄✄
✄
✄✄
un diagramme dans C. Montrons qu’on a(
(u′′′, α′′′) ∗ (γ′,Γ′)
) (
(u′′′, α′′′) ∗ (γ,Γ)
)
= (u′′′, α′′′) ∗
(
(γ′,Γ′) (γ,Γ)
)
.
On a[
Γ ∗1
(
α′′′ ∗0 u
)]
∗2
[
α′ ∗1
(
α′′′ ◦ γ
)]
∗2
[[(
Γ′ ∗1
(
α′′′ ∗0 u
′
))
∗2
(
α′′ ∗1
(
α′′′ ◦ γ′
))]
∗1
[
f ′′ ∗0 u
′′′ ∗0 γ
]]
=
[
Γ ∗1
(
α′′′ ∗0 u
)]
∗2
[
α′ ∗1
(
α′′′ ◦ γ
)]
∗2
[
Γ′ ∗1
(
α′′′ ∗0 u
′
)
∗1
(
f ′′ ∗0 u
′′′ ∗0 γ
)]
∗2
[
α′′ ∗1
(
α′′′ ◦ γ′
)
∗1
(
f ′′ ∗0 u
′′′ ∗0 γ
)]
=
[
Γ ∗1
(
α′′′ ∗0 u
)]
∗2
[
Γ′ ∗1
(
f ′ ∗0 γ
)
∗1
(
α′′′ ∗0 u
)]
∗2
[
α′′ ∗1
(
f ′ ∗0 γ
′
)
∗1
(
α′′′ ◦ γ
)]
∗2
[
α′′ ∗1
(
α′′′ ◦ γ′
)
∗1
(
f ′′ ∗0 u
′′′ ∗0 γ
)]
(en appliquant la loi d’échange aux termes centraux)
=
[(
Γ ∗2
(
Γ′ ∗1 (f ′ ∗0 γ)
))
∗1
(
α′′′ ∗0 u
)]
∗2
[
α′′ ∗1
[((
f ′ ∗0 γ
′
)
∗1
(
α′′′ ◦ γ
))
∗2
((
α′′′ ◦ γ′
)
∗1
(
f ′′ ∗0 u
′′′ ∗0 γ
))]]
=
[(
Γ ∗2
(
Γ′ ∗1 (f ′ ∗0 γ)
))
∗1
(
α′′′ ∗0 u
)]
∗2
[
α′′ ∗1
(
α′′′ ◦
(
γ′ ∗1 γ
))]
,
la dernière égalité résultant de la compatibilité des contraintes de Gray à la compo-
sition ∗1 (proposition B.1.15), ce qui achève la démonstration du théorème.
Remarque B.1.20. — On peut vérifier que si C est une ∞-catégorie et c est un
objet de C, alors la sesquicatégorie sous-jacente à la ∞-catégorie C/c est la sesqui-
catégorie C/c, où C est la∞-catégorie de Gray associée à C. Cela résulte des formules
explicites définissant C/c évoquées au début de la preuve de la proposition précédente
et de la description des contraintes de Gray dans le cas strict donnée par la proposi-
tion B.1.12.
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B.1.21. — Si C est une ∞-catégorie de Gray de sesquicatégorie sous-jacente C et c
est un objet de C, on définit un sesquifoncteur
C/c→ C
par
(x, f) 7→ x
(u, α) 7→ u
(γ,Γ) 7→ γ,
où les cellules de C/c sont désignées selon les notations du paragraphe B.1.18. Les for-
mules décrivant la structure de C/c données dans ce même paragraphe rendent évident
le fait qu’on obtient bien ainsi un sesquifoncteur. On appellera ce sesquifoncteur le
sesquifoncteur d’oubli de C/c vers C.
B.1.22. — Soit C une∞-catégorie de Gray. On définit une∞-catégorie de Gray tC◦
de la manière suivante : les objets de tC◦ sont les mêmes que ceux de C et, si x et y
sont deux objets de tC◦, on pose HomtC◦(x, y) = HomC(x, y)
◦. Il résulte immédiate-
ment de la compatibilité du dual total au produit tensoriel (voir la proposition 4.8)
qu’on obtient bien ainsi une ∞-catégorie de Gray. (La notation tC◦ provient du fait
que cette opération sur les ∞-catégories de Gray se décompose naturellement en
deux opérations, voir [7, paragraphe C.21].) Lorsque C provient d’une ∞-catégorie
stricte C, la ∞-catégorie de Gray tC◦ provient de la ∞-catégorie stricte tC◦ obtenue
à partir de C en inversant le sens des i-cellules pour i > 2. Notons également que
si C est la sesquicatégorie sous-jacente à C, alors la sesquicatégorie sous-jacente à la
∞-catégorie de Gray tC◦ est la sesquicatégorie tC◦ obtenue à partir de C en inversant
le sens des 2-cellules.
B.1.23. — Soit C une ∞-catégorie de Gray. On définit une sesquicatégorie C
to
/c en
posant
C
to
/c =
t
(
t
C
◦
/c
)
◦.
Cette sesquicatégorie admet une description semblable à celle de C/c, l’orientation de
certaines cellules étant renversée. Plus précisément, ses cellules se décrivent ainsi :
– Les objets de C
to
/c sont les diagrammes
y
g

c
dans C. On notera (y, g) un tel objet.
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– Les 1-cellules sont les diagrammes
y
v //
g

✽✽
✽✽
✽✽
✽
y′
g′
✆✆
✆✆
✆✆
✆
c
β 3;♣♣♣♣
dans C. On notera (v, β) une telle 1-cellule. La source de (v, β) est (y, g) et son but
est (y′, g′).
– Les 2-cellules sont les diagrammes
y
v
((
v′ 66
g

✷✷
✷✷
✷✷
✷✷
✷
δ y
′
g′
☛☛
☛☛
☛☛
☛☛
☛
c
BJ
β′
*2β
∆❘bn ❘❘❘❘
dans C, où
δ : v ⇒ v′ et ∆ : β′ ⇛ (g′ ∗0 δ) ∗1 β.
On notera (δ,∆) une telle 2-cellule. La source de (δ,∆) est (v, β) et son but est (v′, β′).
Notons C la sesquicatégorie sous-jacente à C. Le sesquifoncteur d’oubli de tC◦/c vers
la sesquicatégorie sous-jacente à tC◦, qui n’est autre que tC◦, induit un sesquifoncteur
de t
(
tC◦/c
)
◦ vers t
(
tC◦
)
◦ = C. On dispose donc d’un sesquifoncteur
C
to
/c→ C
qu’on appellera sesquifoncteur d’oubli.
B.1.24. — Soit C une ∞-catégorie de Gray. Considérons la sesquicatégorie produit
C/c× C
to
/c .
Si f : x→ c est une 1-cellule de C, on définit un sesquifoncteur d’inclusion
f ι : C
to
/c→ C/c× C
to
/c
par le produit
(x, f)× 1 : D0 × C
to
/c→ C/c× C
to
/c ,
où D0 désigne la sesquicatégorie terminale et (x, f) le sesquifoncteur correspondant
à l’objet (x, f) de C/c. De même, si g : y → c est une 1-cellule de C, on définit un
sesquifoncteur d’inclusion
ιg : C/c→ C/c× C
to
/c
par le produit
1 × (y, g) : C/c×D0 → C/c× C
to
/c .
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B.2. ∞-catégories comma : sesquifonctorialités. —
Dans cette sous-section, on fixe une ∞-catégorie Z.
B.2.1. — On a défini dans la section 6 un foncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Cat.
Le but de cette sous-section est d’étendre ce foncteur en un sesquifoncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Catoplax,
où∞-Catoplax/Z et∞-Catoplax
to
/Z désignent les sesquicatégories décrites dans la sous-
section précédente (et plus précisément aux paragraphes B.1.18 et B.1.23) dans le
cas C =∞-Catoplax (voir l’exemple B.1.3).
B.2.2. — Explicitons la sesquicatégorie ∞-Catoplax/Z × ∞-Catoplax
to
/Z . Commen-
çons par décrire ses cellules.
– Les objets sont les diagrammes
X
f
// Z Y
g
oo
dans ∞-Cat. On notera (X, f, g, Y ) un tel objet.
– Les 1-cellules sont les diagrammes
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
dans ∞-Catoplax, où
α : f ′ ∗0 u⇒ f et β : g ⇒ g′ ∗0 v
sont donc des transformations oplax. On notera (u, α, β, v) un tel morphisme. La
source de (u, α, β, v) est (X, f, g, Y ) et son but est (X ′, f ′, g′, Y ′).
– Les 2-cellules sont les diagrammes
X
u

u′
		
f
&&◆
◆◆
◆◆◆
◆◆
◆◆ Y
v′

v
		
g
xx♣♣
♣♣
♣♣♣
♣♣
♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆
γ +3 δks
α′
JRα 4<Γ✾Ud
β′
"*
β

∆❣.9❣❣❣
dans ∞-Catoplax, où
γ : u⇒ u′ et δ : v ⇒ v′
sont des transformations oplax et
Γ : α′ ∗1 (f ′ ∗0 γ)⇛ α ∆ : β′ ⇛ (g′ ∗0 δ) ∗1 β
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sont des 2-transformations oplax. On notera (γ,Γ,∆, δ) une telle 2-cellule. La source
de (γ,Γ,∆, δ) est (u, α, β, v) et son but est (u′, α′, β′, v′).
Définissons maintenant les identités.
– L’identité d’un objet
X
f
// Z Y
g
oo
est la 1-cellule
X
1X

f
''❖❖
❖❖❖
❖❖❖
❖ Y
g
ww♦♦♦
♦♦♦
♦♦♦
1Y

Z
X
f
77♦♦♦♦♦♦♦♦♦
Y .
g
gg❖❖❖❖❖❖❖❖❖
1f
@H
✠✠✠
✠✠✠
1g

✹✹
✹
✹✹
✹
– L’identité d’une 1-cellule
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
est la 2-cellule
X
u

u
		
f
&&◆
◆◆◆
◆◆
◆◆◆
◆ Y
v

v
		
g
xx♣♣
♣♣
♣♣
♣♣
♣♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′ .
g′
ff◆◆◆◆◆◆◆◆◆◆
1u +3 1vks
α
JRα 4<1α✾Ud
β
"*
β

1β❣.9❣❣❣
Enfin, définissons les compositions.
– Le composé de deux 1-cellules composables
X
u

f
$$■
■■
■■
■■
■■
■ Y
g
zz✈✈
✈✈
✈✈
✈✈
✈✈
v

X ′
f ′
//
u′

α 6>✈✈✈✈ ✈✈
Z Y ′
g′
oo
v′

β
 (❍
❍❍❍ ❍
X ′′
f ′′
::✈✈✈✈✈✈✈✈✈
α′ 6>✈✈✈✈ ✈✈✈
Y ′′
g′′
dd❍❍❍❍❍❍❍❍❍
β′
 (❍
❍❍
❍
❍
est la 1-cellule
X
u′′

f
''PP
PPP
PPP
P Y
g
ww♥♥♥
♥♥♥
♥♥♥
v′′

Z
X ′′
f ′′
77♥♥♥♥♥♥♥♥
Y ′′
g′′
ggPPPPPPPP
α′′
@H
✠✠✠
✠✠✠
β′′

✺✺
✺
✺✺
✺
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où
u′′ = u′ ∗0 u, α′′ = α ∗1 (α′ ∗0 u), β′′ = (β′ ∗0 v) ∗1 β et v′′ = v′ ∗0 v.
– Le composé vertical de deux 2-cellules
X
u

u′

u′′

γ
+3
γ′
+3
f
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ Y
g
xx♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
v′′

v′

v

δ
ks
δ′
ks
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆◆◆◆
α
19
α′
AI
α′′
LTΓ❑]k
Γ′❑]k
β


β′
β
′′
%-
∆s3A∆′
s3A
est la 2-cellule
X
u

u′′
		
f
&&◆
◆◆
◆◆◆
◆◆
◆◆ Y
v′′

v
		
g
xx♣♣
♣♣
♣♣♣
♣♣
♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆
γ′′ +3 δ
′′
ks
α′′
JRα 4<Γ′′✾Ud
β′′
"*
β

∆′′
❣.9❣❣❣
où
γ′′ = γ′ ∗1 γ, Γ′′ = Γ ∗2
(
Γ′ ∗1 (f ′ ∗0 γ)
)
, ∆′′ =
(
(g′ ∗0 δ′) ∗1∆
)
∗2∆′ et δ′′ = δ′ ∗1 δ.
– Le composé horizontal d’une 1-cellule suivie d’une 2-cellule
X
u

f
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆ Y
g
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
v

X ′
f ′
//
u′

u′′

γ +3
α :B⑥⑥⑥⑥
Z Y ′
g′
oo
v′

v′′

δks
β
$
❆❆
❆❆
X ′′
f ′′
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
Y ′′
g′′
``❆❆❆❆❆❆❆❆❆❆❆
α′ .6
α′′
EMΓ❀Ve β
′

β′′
'/
∆✄9H
est la 2-cellule
X
 		
f
''◆◆
◆◆◆
◆◆◆
◆◆◆
Y
 		
g
ww♣♣♣
♣♣♣
♣♣♣
♣♣
Z
X ′′
f ′′
77♣♣♣♣♣♣♣♣♣♣
Y ′′
g′′
ff◆◆◆◆◆◆◆◆◆◆
γ′ +3 δ
′
ksJR
4<
Γ′✾Ud
"* 
∆′❣.9❣❣❣
où
γ′ = γ ∗0 u, Γ′ = α ∗1 (Γ ∗0 u), ∆′ = (∆ ∗0 v) ∗1 β et δ′ = δ ∗0 v.
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– Enfin, le composé horizontal d’une 2-cellule suivie d’une 1-cellule
X
u

u′

γ +3 f
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆ Y
g
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
v

v′

δks
X ′
f ′
//
u′′

C Y ′
g′
oo
v′′

α 2:
α′
KSΓ❏\j
β
β′ $,
∆t4B
X ′′
f ′′
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
α′′
:B⑥⑥⑥⑥
Y ′′
g′′
``❆❆❆❆❆❆❆❆❆❆❆
β′′
$
❆❆
❆❆
est la 2-cellule
X
 		
f
''◆◆
◆◆◆
◆◆◆
◆◆◆
Y
 		
g
ww♣♣♣
♣♣♣
♣♣♣
♣♣
Z
X ′′
f ′′
77♣♣♣♣♣♣♣♣♣♣
Y ′′
g′′
ff◆◆◆◆◆◆◆◆◆◆
γ′ +3 δ
′
ksJR
4<
Γ′✾Ud
"* 
∆′❣.9❣❣❣
où
γ′ = u′′ ∗0 γ, Γ′ = (Γ ∗1 (α′′ ∗0 u)) ∗2 (α′ ∗1 (α′′ ◦ γ)),
∆′ = ((β′′ ◦ δ) ∗1 β) ∗2 ((β′′ ∗0 v′) ∗1 ∆), δ′ = v′′ ∗0 δ,
le symbole ◦ désignant la contrainte de Gray qui associe à deux transformations oplax
composables horizontalement une 2-transformation oplax (voir le paragraphe B.1.13
et la proposition B.1.14).
B.2.3. — La description donnée au paragraphe précédent de la sesquicatégorie
∞-Catoplax/Z ×∞-Catoplax
to
/Z montre que, comme annoncé, sa catégorie sous-
jacente est la catégorie ∞-Catoplax/Z ×∞-Catoplax
to
/Z décrite au paragraphe 6.6. En
particulier, le sesquifoncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Catoplax,
qu’on cherche à définir est déjà défini sur les objets et les 1-cellules (voir les para-
graphes 6.1 et 6.7).
B.2.4. — Soit
X
f
// Z Y
g
oo
un diagramme dans ∞-Cat et soit T une ∞-catégorie. En vertu du paragraphe 6.2,
la donnée d’une transformation oplax entre ∞-foncteurs de T vers f ↓ g, c’est-à-dire
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d’un ∞-foncteur D1 ⊗ T → f ↓ g, correspond à celle d’un diagramme
D1 ⊗ T
γ
zz✈✈
✈✈
✈✈
✈ δ
##❍
❍❍
❍❍
❍❍
X
f $$■
■■
■■
■■
■
Υ +3 Y
g
zz✈✈
✈✈
✈✈
✈✈
Z
dans ∞-Catoplax. La transformation oplax Υ correspond par définition à un ∞-fonc-
teur D1 ⊗ D1 ⊗ T → Z qui, à son tour, par adjonction, correspond à un ∞-foncteur
D1 ⊗ D1 → Homoplax(T, Z), ou encore à un « carré oplax » dans la ∞-catégorie
Homoplax(T, Z), c’est-à-dire à un diagramme
α

f∗γ +3
β

g∗δ
+3 ,
Λ
✁x ✁✁✁
où α et β sont des transformations oplax et Λ est une 2-transformation oplax. La
donnée d’une transformation oplax entre∞-foncteurs de T vers f ↓ g correspond donc
exactement à celle d’un diagramme
T
 
γ +3
  
β
+3
T
 
δ +3

α
+3X
f

Y
g

Z Z
Λ
❴*4
dans ∞-Catoplax. On notera (γ, α,Λ, β, δ) la transformation oplax D1 ⊗ T → f ↓ g
correspondant à un tel diagramme. La source et le but de cette transformation sont
les ∞-foncteurs T → f ↓ g correspondant respectivement aux diagrammes
T
s(γ)
~~⑦⑦
⑦⑦
⑦⑦ s(δ)

❅❅
❅❅
❅❅
X
f 
❅❅
❅❅
❅❅
α +3 Y
g⑧⑧
⑧⑧
⑧⑧
Z ,
T
t(γ)
~~⑦⑦
⑦⑦
⑦⑦ t(δ)

❅❅
❅❅
❅❅
X
f   
❅❅
❅❅
❅❅
β +3 Y
g⑦⑦
⑦⑦
⑦⑦
Z .
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B.2.5. — Considérons
(γ,Γ,∆, δ) =
X
u

u′
		
f
&&◆
◆◆
◆◆◆
◆◆
◆◆ Y
v′

v
		
g
xx♣♣
♣♣
♣♣♣
♣♣
♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆
γ +3 δks
α′
JRα 4<Γ✾Ud
β′
"*
β

∆❣.9❣❣❣
une 2-cellule de ∞-Catoplax/Z × ∞-Catoplax
to
/Z . On lui associe une transformation
oplax
f ↓ g
(u,α) ↓(β,v)
))
(u′,α′) ↓(β′,v′)
55
(γ,Γ)↓(∆,δ)

f ′ ↓ g′ ,
qu’on notera parfois également (γ,Γ,∆, δ)∗, de la manière suivante. Soit T une∞-ca-
tégorie et soit (x, λ, y) : T → f ↓ g un ∞-foncteur (voir le paragraphe 6.2). En com-
posant le diagramme
T
x
xx♣♣
♣♣
♣♣♣
♣♣♣ y
&&◆
◆◆
◆◆
◆◆◆
◆◆
λ +3X
u

u′
		
f
&&◆
◆◆◆
◆◆◆
◆◆
◆ Y
v′

v
		
g
xx♣♣
♣♣
♣♣
♣♣
♣♣
Z
X ′
f ′
88qqqqqqqqqq
Y ′ ,
g′
ff▼▼▼▼▼▼▼▼▼▼
γ +3 δks
α′
JRα 5=Γ✿Ve
β′
!)
β

∆❢.8❢❢❢
on obtient une 2-transformation oplax
T
x
xx♣♣
♣♣
♣♣♣
♣♣♣ y
&&◆
◆◆
◆◆◆
◆◆
◆◆
λ +3X
u

u′
		
f
&&◆
◆◆◆
◆◆
◆◆◆
◆ Y
v′
		
g
xx♣♣
♣♣
♣♣
♣♣
♣♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆
γ +3
α′
AI
☛☛☛☛
☛☛☛☛
β′ 
✸✸
✸✸
✸✸
✸✸ ❴ *4
T
x
xx♣♣
♣♣
♣♣♣
♣♣♣ y
&&◆
◆◆
◆◆◆
◆◆
◆◆
λ +3X
u

f
&&◆
◆◆◆
◆◆
◆◆◆
◆ Y
v

v′
		
g
xx♣♣
♣♣
♣♣
♣♣
♣♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆
δ +3
α
AI
☛☛☛☛
☛☛☛☛ β 
✸✸
✸✸
✸✸
✸✸
donnée par la formule (∆∗0y)∗1λ∗1 (Γ∗0x). Ainsi, en vertu du paragraphe précédent,(
γ ∗0 x, (β ∗0 y) ∗1 λ ∗1 (α ∗0 x), (∆ ∗0 y) ∗1 λ ∗1 (Γ ∗0 x), (β′ ∗0 y) ∗1 λ ∗1 (α′ ∗0 x), δ ∗0 y
)
définit une transformation oplax qui, par adjonction, peut se représenter comme un
∞-foncteur T → Homlax(D1, f
′ ↓ g′). Par ailleurs, en vertu de ce même paragraphe,
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la source et le but de cette transformation oplax sont les ∞-foncteurs T → f ′ ↓ g′(
u ∗0 x, (β ∗0 y) ∗1 λ ∗1 (α ∗0 x), v ∗0 y
)
et
(
u′ ∗0 x, (β′ ∗0 y) ∗1 λ ∗1 (α′ ∗0 x), v′ ∗0 y
)
,
selon la notation du paragraphe 6.2. Il résulte de la fonctorialité de la composition
horizontale par une 1-cellule que l’application
Hom∞-Cat(T, f ↓ g)→ Hom∞-Cat(T,Homlax(D1, f
′ ↓ g′))
que l’on vient de décrire est naturelle en T et, en vertu du lemme de Yoneda, on a
donc bien défini une transformation oplax (γ,Γ) ↓(∆, δ) entre ∞-foncteurs de f ↓ g
vers f ′ ↓ g′. Par ailleurs, les formules donnant la source et le but de la transformation
oplax T → Homlax(D1, f
′ ↓ g′) montrent que les source et but de la transformation
oplax (γ,Γ) ↓(∆, δ) sont bien respectivement (u, α) ↓(β, v) et (u′, α′) ↓(β′, v′) (voir le
paragraphe 6.7).
Théorème B.2.6. — Soit Z une ∞-catégorie. Les applications
(f, g) 7→ f ↓ g
(u, α, β, v) 7→ (u, α) ↓(β, v)
(γ,Γ,∆, δ) 7→ (γ,Γ) ↓(∆, δ)
définissent un sesquifoncteur
−↓Z − :∞-Catoplax/Z ×∞-Catoplax
to
/Z →∞-Catoplax.
Démonstration. — On a déjà montré la 1-fonctorialité de la construction comma
(proposition 6.8) et il s’agit de montrer la compatibilité aux opérations mettant en
jeu des 2-cellules. Fixons
(X, f, g, Y ) = X
f
// Z Y
g
oo
un objet de∞-Catoplax/Z ×∞-Catoplax
to
/Z , T une ∞-catégorie et (x, λ, y) : T → f ↓ g
un ∞-foncteur, c’est-à-dire un diagramme
T
x
~~⑦⑦
⑦⑦
⑦⑦ y

❅❅
❅❅
❅❅
X
f   ❅
❅❅
❅❅
❅
λ +3 Y
g⑦⑦
⑦⑦
⑦⑦
Z
dans ∞-Catoplax. On va vérifier la sesquifonctorialité de −↓Z − en utilisant le lemme
de Yoneda, c’est-à-dire en précomposant les égalités que l’on veut montrer par (x, λ, y).
Dans cette démonstration, on considérera toute transformation oplax entre ∞-fonc-
teurs d’une ∞-catégorie A vers une ∞-catégorie B comme un ∞-foncteur de A
vers Homlax(D1, B).
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Considérons
(u, α, β, v) =
X
u

f
''PP
PPP
PPP
P Y
g
ww♦♦♦
♦♦♦
♦♦♦
v

Z
X ′
f ′
77♦♦♦♦♦♦♦♦♦
Y ′
g′
gg❖❖❖❖❖❖❖❖❖
α
@H
✠✠✠
✠✠✠
β

✺✺
✺
✺✺
✺
une 1-cellule de ∞-Catoplax/Z ×∞-Catoplax
to
/Z . Vérifions la compatibilité de −↓Z −
à l’identité de (f, α, β, g). Il suffit donc de vérifier l’égalité
(1(f,α,β,g))∗(x, λ, y) = 1(f,α,β,g)∗(x, λ, y),
où on considère les transformations oplax (1(f,α,β,g))∗ et 1(f,α,β,g)∗ comme des∞-fonc-
teurs de f ↓ g vers Homlax(D1, f ↓ g), comme mentionné précédemment. En vertu du
paragraphe B.2.5, il s’agit donc de vérifier l’égalité entre deux 5-uplets. Toutes les com-
posantes de ces 5-uplets à l’exception de la troisième étant déterminées par la source
et le but de ces transformations oplax, par compatibilité de −↓Z − aux sources et
aux buts, il suffit de vérifier l’égalité des troisièmes composantes. Or ces composantes
sont respectivement
(1β ∗0 y) ∗1 λ ∗1 (1α ∗0 x) et 1(β∗0y)∗1λ∗1(α∗0x)
et sont donc bien égales.
Soient maintenant
X
u

u′

u′′

γ
+3
γ′
+3
f
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ Y
g
xx♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
v′′

v′

v

δ
ks
δ′
ks
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆◆◆◆
α
19
α′
AI
α′′
LTΓ❑]k
Γ′❑]k
β


β′
β
′′
%-
∆s3A∆′
s3A
deux 2-cellules composables verticalement de∞-Catoplax/Z×∞-Catoplax
to
/Z . Vérifions
la compatibilité de −↓Z − à leur composition. Il s’agit de vérifier l’égalité(
(γ′,Γ′,∆′, δ′)∗(γ,Γ,∆, δ)∗
)
(x, λ, y) =
(
(γ′,Γ′,∆′, δ′)(γ,Γ,∆, δ)
)
∗
(x, λ, y).
Pour les mêmes raisons que dans la vérification précédente (et le fait qu’on a déjà
vérifié la 1-fonctorialité), il suffit de vérifier l’égalité des troisièmes composantes des
5-uplets décrivant les deux membres. Or, la troisième composante du membre de
gauche est la 2-transformation oplax composée du diagramme

f ′∗0γ∗0x +3

f ′∗0γ
′∗0x +3

g′∗0δ∗0y
+3
g′∗0δ
′∗0y
+3 ,
Λ
①u ①①
①①①
① Λ′
①u ①①
①①①
①
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où les flèches verticales, qui ne joueront aucun rôle dans ce calcul, sont données par
les formules du paragraphe B.2.5 et où
Λ = (∆ ∗0 y) ∗1 λ ∗1 (Γ ∗0 x) et Λ′ = (∆′ ∗0 y) ∗1 λ ∗1 (Γ′ ∗0 x),
c’est-à-dire la 2-transformation oplax[
(g′ ∗0 δ′ ∗0 y) ∗1 (∆ ∗0 y) ∗1 λ ∗1 (Γ ∗0 x)
]
∗2
[
(∆′ ∗0 y) ∗1 λ ∗1 (Γ′ ∗0 x) ∗1 (f ′ ∗0 γ ∗0 x)
]
.
Par ailleurs, la troisième composante du membre de droite est
(∆′′ ∗0 y) ∗1 λ ∗1 (Γ′′ ∗0 x),
où
Γ′′ = Γ ∗2 (Γ′ ∗1 (f ′ ∗0 γ)) et ∆′′ = ((g′ ∗0 δ′) ∗1 ∆) ∗2 ∆′,
c’est-à-dire[
(((g′ ∗0 δ′) ∗1 ∆) ∗2 ∆′) ∗0 y
]
∗1 λ ∗1
[
(Γ ∗2 (Γ′ ∗1 (f ′ ∗0 γ))) ∗0 x
]
.
Or, la fonctorialité de la composition par une 1-cellule dans ∞-Catoplax et la loi de
l’échange (dans Homoplax(T, f
′ ↓ g′)) entraînent que ces deux expressions sont égales,
ce qui achève de montrer la compatibilité de −↓Z − à la composition verticale des
2-cellules.
Considérons maintenant
X
u

f
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆ Y
g
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
v

X ′
f ′
//
u′

u′′

γ +3
α :B⑥⑥⑥⑥
Z Y ′
g′
oo
v′

v′′

δks
β
$
❆❆
❆❆
X ′′
f ′′
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
Y ′′
g′′
``❆❆❆❆❆❆❆❆❆❆❆
α′ .6
α′′
EMΓ❀Ve β
′

β′′
'/
∆✄9H
une 1-cellule suivie d’une 2-cellule composables dans ∞-Catoplax/Z ×∞-Catoplax
to
/Z .
Montrons la compatibilité de −↓Z − à la composition de ces cellules. Il s’agit de
montrer, comme dans les vérifications précédentes, l’égalité entre les troisièmes com-
posantes des 5-uplets(
(γ,Γ,∆, δ)∗ ∗ (u, α, β, v)∗
)
(x, λ, y) et
(
(γ,Γ,∆, δ) ∗ (u, α, β, v)
)
∗
(x, λ, y).
Or (
(γ,Γ,∆, δ)∗ ∗ (u, α, β, v)∗
)
(x, λ, y)
= (γ,Γ,∆, δ)∗(u, α, β, v)∗(x, λ, y)
= (γ,Γ,∆, δ)∗(u ∗0 x, (β ∗0 y) ∗1 λ ∗1 (α ∗0 x), v ∗0 y)
et la troisième composante de ce 5-uplet est donc
(∆ ∗0 v ∗0 y) ∗1 (β ∗0 y) ∗1 λ ∗1 (α ∗0 x) ∗1 (Γ ∗0 u ∗0 x).
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D’autre part, la troisième composante de
(
(γ,Γ,∆, δ) ∗ (u, α, β, v)
)
∗
(x, λ, y) est
(∆′ ∗0 y) ∗1 λ ∗1 (Γ′ ∗0 x)
où
Γ′ = α ∗1 (Γ ∗0 u) et ∆′ = (∆ ∗0 v) ∗1 β,
c’est-à-dire (
((∆ ∗0 v) ∗1 β) ∗0 y
)
∗1 λ ∗1
(
(α ∗1 (Γ ∗0 u)) ∗0 x
)
.
Or ces deux expressions sont bien égales en vertu de la fonctorialité de la composition
par une 1-cellule dans ∞-Catoplax.
Enfin, soient
X
u

u′

γ +3 f
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆ Y
g
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
v

v′

δks
X ′
f ′
//
u′′

Z Y ′
g′
oo
v′′

α 2:
α′
KSΓ❏\j
β
β′ #+
∆s3A
X ′′
f ′′
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
α′′
:B⑥⑥⑥⑥
Y ′′
g′′
``❆❆❆❆❆❆❆❆❆❆❆
β′′
$
❆❆
❆❆
une 2-cellule suivie d’une 1-cellule composables dans ∞-Catoplax/Z ×∞-Catoplax
to
/Z .
Vérifions la compatibilité de −↓Z − à la composition de ces cellules. Comme précé-
demment, il s’agit de montrer l’égalité entre les troisièmes composantes des 5-uplets(
(u′′, α′′, β′′, v′′)∗ ∗ (γ,Γ,∆, δ)∗
)
(x, λ, y) et
(
(u′′, α′′, β′′, v′′) ∗ (γ,Γ,∆, δ)
)
∗
(x, λ, y).
Déterminons la troisième composante du 5-uplet du membre de gauche. Par définition,
ce 5-uplet correspond au composé du diagramme
D1 ⊗ T
γ∗0x
uu❧❧❧
❧❧❧
❧❧❧ δ∗0y
))❘❘
❘❘❘
❘❘❘
❘
X ′
u′′

f ′
))❙❙
❙❙❙
❙❙❙
❙❙❙ Y
′
g′
uu❧❧❧
❧❧❧
❧❧❧
❧❧
v′′

Λ +3
Z
X ′′
f ′′
55❧❧❧❧❧❧❧❧❧❧❧
Y ′′ ,
g′′
ii❘❘❘❘❘❘❘❘❘❘❘
α′′
>F
☎☎☎
☎☎☎
β′′
 
✿✿
✿
✿✿
✿
où
Λ = (γ,Γ,∆, δ)∗(x, λ, y).
On vérifie que si
D1 ⊗A
ϕ
// B
&&
88ψ  C
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est un diagramme dans ∞-Catoplax, alors le composé
D1 ⊗A
$$
::
C
correspond, par adjonction, au carré commutatif à transformation oplax près donné
par le ∞-foncteur
D1 ⊗D1
ψ⊗ϕ
// Homoplax(B,C) ⊗ Homoplax(A,B)
◦C,B,A
// Homoplax(A,C)
qui est décrit explicitement dans la proposition B.1.14 et dont la 2-cellule correspond
à la contrainte de Gray ψ◦ϕ. Ainsi, le composé qu’on cherche à déterminer correspond
au composé
•
f ′′∗0u
′′∗0γ∗0x+3
α′′∗0u∗0x

•
α′′∗0u
′∗0x

• +3
(β∗0y)∗1λ∗1(α∗0x)

•
(β′∗0y)∗1λ∗1(α′∗0x)

• +3
β′′∗0v∗0y

•
β′′∗0v
′∗0y

•
g′′∗0v
′′∗0δ∗0y
+3 • ,
α′′◦(γ∗0x)
⑧⑧⑧⑧
⑧⑧
⑧w ⑧⑧⑧
⑧
Λ′
⑧w ⑧⑧
⑧⑧⑧
⑧
β′′◦(δ∗0y)
⑧⑧⑧⑧
⑧⑧
⑧w ⑧⑧⑧
⑧
où les deux flèches horizontales non décorées sont, de haut en bas,
f ′ ∗0 γ ∗0 x et g′ ∗0 δ ∗0 y,
et où
Λ′ = (∆ ∗0 y) ∗1 λ ∗1 (Γ ∗0 x).
Ainsi, la troisième composante recherchée est la 2-transformation oplax[
(β′′ ◦ (δ ∗0 y)) ∗1 (β ∗0 y) ∗1 λ ∗1 (α ∗0 x) ∗1 (α′′ ∗0 u ∗0 x)
]
∗2
[
(β′′ ∗0 v′ ∗0 y) ∗1 (∆ ∗0 y) ∗1 λ ∗1 (Γ ∗0 x) ∗1 (α′′ ∗0 u ∗0 x)
]
∗2
[
(β′′ ∗0 v′ ∗0 y) ∗1 (β′ ∗0 y) ∗1 λ ∗1 (α′ ∗0 x) ∗1 (α′′ ◦ (γ ∗0 x))
]
.
En vertu de la loi de l’échange pour les compositions ∗1 et ∗2, cette 2-transformation
oplax est égale à
∆′′ ∗1 λ ∗1 Γ′′
où ∆′′ est[
(β′′ ◦ (δ ∗0 y)) ∗1 (β ∗0 y)
]
∗2
[
(β′′ ∗0 v′ ∗0 y) ∗1 (∆ ∗0 y)
]
∗2
[
(β′′ ∗0 v′ ∗0 y) ∗1 (β′ ∗0 y)
]
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et Γ′′ est[
(α ∗0 x) ∗1 (α′′ ∗0 u ∗0 x)
]
∗2
[
(Γ ∗0 x) ∗1 (α′′ ∗0 u ∗0 x)
]
∗2
[
(α′ ∗0 x) ∗1 (α′′ ◦ (γ ∗0 x))
]
.
Or, il résulte du fait que∞-Catoplax est une∞-catégorie de Gray (et plus précisément
des propositions B.1.10 et B.1.8) qu’on a
∆′′ =
[
(β′′ ◦ (δ ∗0 y)) ∗1 (β ∗0 y)
]
∗2
[
(β′′ ∗0 v′ ∗0 y) ∗1 (∆ ∗0 y)
]
=
[
((β′′ ◦ δ) ∗0 y) ∗1 (β ∗0 y)
]
∗2
[
(β′′ ∗0 v′ ∗0 y) ∗1 (∆ ∗0 y)
]
=
[
((β′′ ◦ δ) ∗1 β) ∗2 ((β′′ ∗0 v′) ∗1 ∆)
]
∗0 y
et, de même,
Γ′′ =
[
(Γ ∗1 (α′′ ∗0 u)) ∗2 (α′ ∗1 (α′′ ◦ γ))
]
∗0 x.
Ainsi, la troisième composante du membre de gauche de l’égalité qu’on cherche à
établir est égale à
(∆′ ∗0 y) ∗1 λ ∗1 (Γ′ ∗0 x),
où
Γ′ = (Γ ∗1 (α′′ ∗0 u)) ∗2 (α′ ∗1 (α′′ ◦ γ)),
∆′ = ((β′′ ◦ δ) ∗1 β) ∗2 ((β′′ ∗0 v′) ∗1 ∆).
Or, c’est précisément la définition de la troisième composante du membre de droite.
On obtient donc l’égalité recherchée, ce qui achève la démonstration.
B.2.7. — Fixons f : X → Z un ∞-foncteur. En vertu du paragraphe B.1.24, on
dispose d’un sesquifoncteur d’inclusion
f ι : (∞-Catoplax)
to
/Z →∞-Catoplax/Z ×∞-Catoplax
to
/Z
et on notera
f ↓− : (∞-Catoplax)
to
/Z →∞-Catoplax
le sesquifoncteur composé
(∞-Catoplax)
to
/Z
f ι
−−−→∞-Catoplax/Z ×∞-Catoplax
to
/Z
−↓Z −−−−−→∞-Catoplax.
De même, si on fixe un ∞-foncteur g : Y → Z, on dispose d’un sesquifoncteur
d’inclusion
ιg : (∞-Catoplax)/Z →∞-Catoplax/Z ×∞-Catoplax
to
/Z
et on notera
−↓ g : (∞-Catoplax)/Z →∞-Catoplax
le sesquifoncteur obtenu par composition avec le sesquifoncteur −↓Z −.
Corollaire B.2.8. — Soient
X
f
// Z Y
g
oo
deux ∞-foncteurs.
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(a) Si i : X ′ → X est un rétracte par transformation oplax à gauche fort, alors il
en est de même de
(i, 1fi) ↓ g : (fi) ↓ g → f ↓ g.
(b) Si j : Y ′ → Y est un rétracte par transformation oplax à droite fort, alors il en
est de même de
f ↓(1gj , j) : f ↓(gj)→ f ↓ g.
Démonstration. — Démontrons la première assertion, la seconde se démontrant de
manière analogue. Soit (r, α) une structure de rétracte par transformation oplax à
gauche fort sur i. Rappelons que cela signifie que r : X → X ′ est un ∞-foncteur
vérifiant ri = 1X′ et que α : ir⇒ 1X est une transformation oplax vérifiant α∗ i = 1i.
Par définition, (i, 1fi) ↓ g est l’image par le sesquifoncteur −↓ g du triangle commutatif
(i, 1fi) =
X ′
i //
fi

❁❁
❁❁
❁❁
❁ X
f
✄✄
✄✄
✄✄
✄
Z
=
.
Considérons le triangle
(r, f ∗ α) =
X
r //
f

❀❀
❀❀
❀❀
❀ X
′
fi
✂✂
✂✂
✂✂
✂
Z
f∗α
s{ ♥♥♥♥♥♥
.
Le composé
X ′
i //
fi
  ❇
❇❇
❇❇
❇❇
❇ X
r //
f

X ′
fi
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Z
= y
f∗α③③
est égal à
(r, f ∗ α)(i, 1fi) = (ri, f ∗ α ∗ i) = (ri, f ∗ 1i) = (1X′ , 1fi) = 1(X′,fi).
Ainsi, par fonctorialité de −↓ g, le ∞-foncteur (r, f ∗ α) ↓ g est une rétraction
de (i, 1fi) ↓ g. Par ailleurs, le composé
X
r //
f
  
❇❇
❇❇
❇❇
❇❇
X ′
i //
fi

X
f
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Z
z
f∗α ⑤⑤ =
est égal à
(i, 1i)(r, f ∗ α) = (ir, f ∗ α)
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et le cône commutatif
(α, 1f∗α) =
X
ir
((
f

✹✹
✹✹
✹✹
✹✹
✹ α  X
f
✡✡
✡✡
✡✡
✡✡
✡
Z
f∗α *2
◗◗◗
◗◗◗◗◗◗
définit une 2-cellule de ce composé vers 1(X,f) dans ∞-Catoplax/Z . Ainsi, par sesqui-
fonctorialité de −↓ g, on dispose d’une transformation oplax
(α, 1f∗α) ↓ g :
(
(i, 1fi) ↓ g
)(
(r, f ∗ α) ↓ g)
)
⇒ 1(X,f) ↓ g.
Enfin, le composé
X ′
i //
fi
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
X
ir
((
f

X
f
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
α
Z
= 	
f∗α
❉❉❉❉
étant égal à
(α, 1f∗α) ∗ (i, 1fi) = (α ∗ i, 1f∗α∗i) = (1i, 11fi) = 1(i,1fi),
on a, par sesquifonctorialité de −↓ g,
(
(α, 1f∗α) ↓ g
)
∗
(
(i, 1fi) ↓ g
)
= 1(i,1fi) ↓ g,
ce qui achève de montrer que
(
(r, α) ↓ g, (α, 1f∗α) ↓ g)
)
est une structure de rétracte
par transformation oplax à gauche fort sur (i, 1fi) ↓ g.
Proposition B.2.9. — Soit
(γ,Γ,∆, δ) =
X
u

u′
		
f
&&◆
◆◆
◆◆◆
◆◆
◆◆ Y
v′

v
		
g
xx♣♣
♣♣
♣♣♣
♣♣
♣
Z
X ′
f ′
88♣♣♣♣♣♣♣♣♣♣
Y ′
g′
ff◆◆◆◆◆◆◆◆◆◆
γ +3 δks
α′
JRα 4<Γ✾Ud
β′
"*
β

∆❣.9❣❣❣
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une 2-cellule de ∞-Catoplax/Z ×∞-Catoplax
to
/Z . Alors le diagramme
f ↓ g
p

(u,α) ↓(β,v)
))
(u′,α′) ↓(β′,v′)
55
(γ,Γ)↓(∆,δ)

f ′ ↓ g′
p

X × Y
u×v
**
u′×v′
55
γ×δ

X ′ × Y ′
est commutatif au sens où on a l’égalité
p ∗ ((γ,Γ) ↓(∆, δ)) = (γ × δ) ∗ p.
Démonstration. — Démontrons l’égalité par le lemme de Yoneda. Soient donc T une
∞-catégorie et (x, λ, y) : T → f ↓ g un ∞-foncteur. En vertu des paragraphes B.2.4
et B.2.5, la transformation oplax (γ,Γ) ↓(∆, δ) associe à (x, λ, y) le ∞-foncteur
(γ ∗0 x,Υ, δ ∗0 y) : D1 ⊗ T → f ′ ↓ g′, pour Υ une certaine transformation oplax. En
postcomposant par la projection p : f ′ ↓ g′ → X ′ × Y ′, on obtient donc le ∞-foncteur
(γ ∗0 x, δ ∗0 y) : D1 ⊗ T → X × Y qui est bien le ∞-foncteur associé à (x, λ, y) par la
transformation oplax (γ × δ) ∗ p, d’où le résultat.
Appendice C
Comparaison avec la preuve simpliciale
C.1. — Dans [6], nous donnons une preuve alternative, de nature simpliciale, de
notre théorème A ∞-catégorique. Le point central des deux démonstrations est le
même : il s’agit de montrer que si v : A → C est un ∞-foncteur et c est un
m-simplexe de N(C), alors le morphisme simplicial r : c\N(A) → cm\N(A) du
paragraphe 2.1 est une équivalence faible, c’est-à-dire, dans la terminologie du pré-
sent texte, que l’objet cosimplicial O : ∆ → ∞-Cat donné par les orientaux permet
un théorème A. Pour ce faire, dans [6], nous définissons par des formules explicites
une section s : cm\N(A) → c\N(A) de r (au paragraphe 6.2) et une homotopie
simpliciale h de sr vers 1
c\N(A) (au paragraphe 6.6).
Le but de cet appendice est de montrer que le rétracte par déformation simplicial s,
la rétraction r et l’homotopie simpliciale h sont les nerfs respectifs du rétracte par
transformation oplax de la proposition 5.17 du présent texte, et de la rétraction et de
la transformation oplax produite par cette même proposition.
On a déjà observé, dans la preuve de la proposition 2.12, que le morphisme r est
bien le nerf du ∞-foncteur m∗ : c\A → cm\A de la proposition 5.17. Rappelons que
par définition ce ∞-foncteur est égal à m∗ ×C A, où cette fois m∗ : c\C → cm\C
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désigne le ∞-foncteur associé en vertu du paragraphe 2.5 au triangle commutatif
O0
cm

❁❁
❁❁
❁❁
❁
m // Om
c
  ✁✁
✁✁
✁✁
✁
C .
Il nous reste donc à traiter les cas de s et h.
Remarque C.2. — Nous avons choisi de rendre cet appendice, dont le but n’est pas
d’établir un résultat mais de justifier les formules ad hoc de [6, section 6], raisonnable-
ment concise. C’est pourquoi on ne rappellera pas les définitions de s et h (le lecteur
devra donc parfois se référer à [6, section 6]) et on laissera plus de vérifications au
lecteur que dans le reste du texte.
C.3. — La section du ∞-foncteur m∗ ×C A : c\A→ cm\A produite par la proposi-
tion 5.17 est le∞-foncteur (r′, h′, c)∗×CA : cm\A→ c\A, où (r
′, h′, c)∗ : cm\C → c\C
est le ∞-foncteur associé par le paragraphe 4.31 au triangle
c(∆m)
r′ //
❋❋
❋❋
❋❋
❋❋
c(∆0)
m
||①①
①①
①①
①①
c(∆m)
h′ /7❣❣❣❣❣ ❣❣❣❣❣
,
où r′ et h′ sont le morphisme r et l’antihomotopie h de la preuve de la proposition 5.16
(qu’on a décorés d’un « ′ » pour ne pas les confondre avec les morphismes simpliciaux
en jeu dans cette appendice). Rappelons que cette antihomotopie h′ est définie sur la
base de c(∆m) (voir le paragraphe 5.15) par
h′(i0, . . . , ip) = (i0, . . . , ip,m),
en convenant que cette expression est nulle lorsque ip = m.
Nous allons montrer qu’on a N((r′, h′, c)∗×C A) = s. Pour cela, nous avons besoin
de compléments sur la construction du paragraphe 4.31.
C.4. — Soit
K
f
//
g

✿✿
✿✿
✿✿
✿ K
′
g′
✄✄
✄✄
✄✄
✄
L
k 19❦❦❦ ❦❦❦
,
un diagramme de complexes de Steiner forts, avec g′ une inclusion rigide ordonnée et
k une antihomotopie de g vers g′f , et soit C une ∞-catégorie munie d’un∞-foncteur
b : ν(L)→ C. Posons c = bν(g) et c′ = bν(g′) et considérons le ∞-foncteur
(f, k, b)∗ : c′\C → c\C
UN THÉORÈME A DE QUILLEN POUR LES ∞-CATÉGORIES STRICTES II 117
du paragraphe 4.31. Soit T un complexe de Steiner fort. D’après [7, remarque 11.2.3],
on peut décrire l’application
Hom∞-Cat(ν(T ), c′\C)→ Hom∞-Cat(ν(T ), c\C)
induite par (f, k, b)∗ de la manière suivante. On a des bijections naturelles
Hom∞-Cat(ν(T ), c′\C) ≃ Homν(L)\∞-Cat((ν(L ∐K′ (K
′ ⋆ T )), ν(j1)), (C, b))
⊂ Hom∞-Cat(ν(L ∐K′ (K ′ ⋆ T )), C),
Hom∞-Cat(ν(T ), c\C) ≃ Homν(K)\∞-Cat((ν(K ⋆ T ), ν(ι1)), (C, c))
⊂ Hom∞-Cat(ν(K ⋆ T ), C),
où j1 désigne la première inclusion canonique, et l’application
Hom∞-Cat(ν(T ), c′\C)→ Hom∞-Cat(ν(T ), c\C)
est induite par le morphisme
ψ : K ⋆ T → L∐K′ (K ′ ⋆ T )
défini par
ψ(x ⋆ y) =
{
g(x) si y = ∅,
f(x) ⋆ y + e(y)k(x) sinon,
où on convient que f(∅) = ∅, k(∅) = 0 et e(y) = 0 si y n’est pas de degré 0.
Notons que lorsque T = c(∆n), de sorte qu’on a ν(T ) = On, l’application que l’on
vient de décrire n’est autre que
N((f, k, b)∗)n : N(c′\C)n → N(c\C)n.
C.5. — Explicitons le morphisme ψ du paragraphe précédent dans le cas qui nous
intéresse, à savoir celui du triangle
c(∆m)
r′ //
❋❋
❋❋
❋❋
❋❋
c(∆0)
m
||①①
①①
①①
①①
c(∆m)
h′ /7❣❣❣❣❣ ❣❣❣❣❣
du paragraphe C.3 et de T = c(∆n). Le morphisme
ψ : c(∆m) ⋆ c(∆n)→ c(∆m) ∐c(∆0) (c(∆0) ⋆ c(∆n))
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est donné sur la base de c(∆m)⋆c(∆n) (voir le paragraphe 5.15 et la proposition 4.22)
par
ψ((i0, . . . , ip) ⋆ (j0, . . . , jq)) =

(i0, . . . , ip) si q = −1,
∅ ⋆ (j0, . . . , jq) si p = −1,
(m) ⋆ (j0) + (i0,m) si p = 0 et q = 0,
(m) ⋆ (j0, . . . , jq) si p = 0 et q > 0,
(i0, . . . , ip,m) si p > 0 et q = 0,
0 si p > 0 et q > 0,
où, d’une part, on a convenu que (i0, . . . , ip) et (j0, . . . , jq) sont égaux à ∅ pour p = −1
et q = −1 respectivement et, d’autre part, on a noté (m) la base de c(∆0) de sorte
qu’on puisse considérer le morphisme m : c(∆0)→ c(∆n) comme une inclusion.
Ainsi, pour n > 0, l’application
N((r′, h′, c)∗)n : Hom∞-Cat(On, cm\C)→ Hom∞-Cat(On, c\C)
est induite par le morphisme ψ décrit ci-dessus. Or, ce morphisme ψ coïncide avec le
morphisme fn défini au paragraphe 6.2 de [6] pour construire le morphisme simpli-
cial s. On en déduit que N((r′, h′, c)∗) = s dans le cas où A = C et v = 1C et donc
que N((r′, h′, c)∗×C A) = s dans le cas général puisque le nerf commute aux produits
fibrés et que s est défini comme un produit fibré.
C.6. — La transformation oplax de ((r′, h′, c)∗m∗) ×C A vers 1c\A produite par la
proposition 5.17 est le changement de base le long de v : A→ C de la transformation
oplax (h′, 1h′ , c)∗ : (r′, h′, c)∗m∗ → 1c\C associée par le paragraphe 4.36 au cône
c(∆m)
mr′
++
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
h′
KS
c(∆m)
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
c(∆m)
h′
+3
1h′
❖`l ❖❖❖
❖❖❖❖❖❖
,
où r′ et h′ sont le morphisme et l’antihomotopie du paragraphe C.3.
Nous allons montrer qu’on a N((h′, 1h′ , c)∗×CA) = h. Pour cela, nous avons besoin
de compléments sur la construction du paragraphe 4.36.
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C.7. — Soit
K
f ′
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ l
KS
K ′
g′
✠✠
✠✠
✠✠
✠✠
✠
L
k′
*2
k
@HH❘bn ❘❘❘❘❘❘
un diagramme de complexes de Steiner forts, avec g′ une inclusion rigide ordonnée,
k, k′ et l des antihomotopies de g vers g′f , de g vers g′f ′ et de f vers f ′ respective-
ment et H une 2-antihomotopie de g′l + k vers k′, et soit C une ∞-catégorie munie
d’un ∞-foncteur b : ν(L) → C. Posons c = bν(g) et c′ = bν(g′) et considérons la
transformation oplax
(l, H, b)∗ : (f ′, k′, b)∗ → (f, k, b)∗
du paragraphe 4.36. Par adjonction, cette transformation correspond à un∞-foncteur
c′\C → Homlax(D1, c\C).
Soit T un complexe de Steiner fort. D’après [7, remarque 11.4.3], on peut décrire
l’application induite
Hom∞-Cat(ν(T ), c′\C)→ Hom∞-Cat(ν(T ),Homlax(D1, c\C))
de la manière suivante. On a des bijections naturelles
Hom∞-Cat(ν(T ), c′\C) ≃ Homν(L)\∞-Cat((ν(L ∐K′ (K
′ ⋆ T )), ν(j1)), (C, b)),
où j1 désigne la première inclusion canonique, et
Hom∞-Cat(ν(T ),Homlax(D1, c\C))
≃ Homν(K)\∞-Cat((ν(K ⋆ (c(∆1)⊗ T )), ν(ι1)), (C, c)),
et l’application
Hom∞-Cat(ν(T ), c′\C)→ Hom∞-Cat(ν(T ),Homlax(D1, c\C))
est induite par le morphisme
χ : K ⋆ (c(∆1)⊗ T )→ L∐K′ (K ′ ⋆ T )
défini par
χ(x ⋆∅) = g(x)
χ(x ⋆ ((0)⊗ y)) = f ′(x) ⋆ y + e(y)k′(x)
χ(x ⋆ ((1)⊗ y)) = f(x) ⋆ y + e(y)k(x)
χ(x ⋆ ((01)⊗ y)) = l(x) ⋆ y + e(y)H(x),
où on ajoute aux conventions utilisées dans la définition de ψ au paragraphe C.4 les
conventions l(∅) = 0 et H(∅) = 0.
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On va voir que l’application χ, pour T = c(∆n), permet de décrire N((l, H, b)∗)
en termes de complexes dirigés augmentés. Pour ce faire, nous avons besoin d’une
description alternative du nerf d’une transformation oplax.
C.8. — Soit α une transformation oplax entre ∞-foncteurs de source C et de
but D. Par adjonction, la transformation oplax α correspond à un ∞-foncteur
C → Homlax(D1, D) qu’on notera kα. L’homotopie simpliciale N(α) peut se décrire
à partir de kα de la manière suivante. Soit (ϕ, x) : ∆n → ∆1 ×N(C) un n-simplexe
de ∆1 ×N(C). Le n-simplexe N(α)(ϕ, x) de N(D) est l’image de x : On → C par le
composé
Hom∞-Cat(On, C) // Hom∞-Cat(On,Homlax(D1, D))
∼

Hom∞-Cat(D1 ⊗On, D) // Hom∞-Cat(On, D) ,
où les flèches horizontales du haut et du bas sont induites respectivement par kα et
le ∞-foncteur ν(gϕ) du paragraphe A.8.
C.9. — Explicitons le paragraphe précédent dans le cas où α = (k,H, b)∗ est la
transformation du paragraphe C.7. On a des isomorphismes canoniques
Hom∞-Cat(On, c′\C) ≃ Homν(L)\∞-Cat((ν(L ∐K′ (K
′ ⋆ c(∆n))), ν(j1)), (C, b))
Hom∞-Cat(On, c\C) ≃ Homν(K)\∞-Cat((ν(K ⋆ c(∆n)), ν(ι1)), (C, c)),
et, si ϕ : ∆n → ∆1 est un n-simplexe de ∆1, l’application
Hom∞-Cat(On, c′\C)→ Hom∞-Cat(On, c\C)
du paragraphe précédent est induite par le composé
K ⋆ c(∆n)
K⋆gϕ
−−−−→ K ⋆ (c(∆1)⊗ c(∆n))
χ
−−−−→ L∐K′ (K ′ ⋆ c(∆n)),
où χ est le morphisme du paragraphe C.7 pour T = c(∆n). On notera χϕ ce composé.
C.10. — Explicitons les morphismes χ et χϕ du paragraphe C.7 et du paragraphe
précédent dans le cas qui nous intéresse, à savoir celui du cône
c(∆m)
mr′
++
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
h′
KS
c(∆m)
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
c(∆m)
h′
+3
1h′
❖`l ❖❖❖
❖❖❖❖❖❖
et de T = c(∆n). Le but de χ est c(∆m)∐c(∆m)(c(∆m)⋆c(∆n)) qui est canoniquement
isomorphe à c(∆m) ⋆ c(∆n) et on considérera χ comme un morphisme
χ : c(∆m) ⋆ (c(∆1)⊗ c(∆n))→ c(∆m) ⋆ c(∆n).
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De même, on considérera χϕ comme un morphisme
χϕ : c(∆m) ⋆ c(∆n)→ c(∆m) ⋆ c(∆n).
En explicitant les formules du paragraphe C.7 pour le cône ci-dessus, on obtient que
χ est donné par
(i0, . . . , ip) ⋆∅ 7→ (i0, . . . , ip) ⋆∅
(i0, . . . , ip) ⋆ ((0)⊗ (j0, . . . , jq)) 7→

∅ ⋆ (j0, . . . , jq) si p = −1,
(m) ⋆ (j0) + (i0,m) ⋆∅ si p = 0 et q = 0,
(m) ⋆ (j0, . . . , jq) si p = 0 et q > 0,
(i0, . . . , ip,m) ⋆∅ si p > 0 et q = 0,
0 si p > 0 et q > 0,
(i0, . . . , ip) ⋆ ((1)⊗ (j0, . . . , jq)) 7→ (i0, . . . , ip) ⋆ (j0, . . . , jq)
(i0, . . . , ip) ⋆ ((01)⊗ (j0, . . . , jq)) 7→
{
0 si p = −1,
(i0, . . . , ip,m) ⋆ (j0, . . . , jq) si p > 0.
Décrivons maintenant l’endomorphisme
χϕ : c(∆m) ⋆ c(∆n)→ c(∆m) ⋆ c(∆n).
Soit (i0, . . . , ip) ⋆ (j0, . . . , jq) un élément de la base de c(∆m) ⋆ c(∆n). Notons r
le nombre de 0 parmi ϕ(j0), . . . , ϕ(jq). Alors l’endomorphisme χϕ envoie l’élé-
ment (i0, . . . , ip) ⋆ (j0, . . . , jq) sur
(i0, . . . , ip) ⋆ (j0, . . . , jq) si r = 0,
∅ ⋆ (j0, . . . , jq) si r = 1 et p = −1,
(m) ⋆ (j0) + (i0,m) ⋆∅ si r = 1, p = 0 et q = 0,
(m) ⋆ (j0, . . . , jq) + (i0,m) ⋆ (j1, . . . , jq) si r = 1, p = 0 et q > 0,
(i0, . . . , ip,m) ⋆∅ si r = 1, p > 0 et q = 0,
(i0, . . . , ip,m) ⋆ (j1, . . . , jq) si r = 1, p > 0 et q > 0,
∅ ⋆ (j0, . . . , jq) si r > 2 et p = −1,
(m) ⋆ (j0) + (i0,m) ⋆∅ si r > 2, p = 0 et q = 0,
(m) ⋆ (j0, . . . , jq) si r > 2, p = 0 et q > 0,
(i0, . . . , ip,m) ⋆∅ si r = 2, p > 0 et q = 0,
0 si r > 2, p > 0 et q > 0.
On vérifie que ce morphisme χϕ s’identifie à travers l’isomorphisme canonique
c(∆m) ⋆ c(∆n) ≃ c(∆m+1+n) au morphisme fϕ défini au paragraphe 6.6 de [6]
pour construire l’homotopie simpliciale h. On en déduit que N(α) = h dans le cas
où A = C et v = 1C et donc que N(α ×C A) = h dans le cas général puisque
le nerf est compatible aux changements de base des transformations oplax (voir le
122 DIMITRI ARA & GEORGES MALTSINIOTIS
corollaire A.17) et que h est définie par un changement de base. Ceci achève de
montrer que
s = N((r′, h′, c)∗ ×C A), r = N(m∗ ×C A) et h = N((h′, 1h′ , c)∗ ×C A).
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