In this paper we show that significant simplicity can he exploited forpricing-hasedcontrnlnflargenetwnrks. We firstconsider agenera1 loss network with Poisson amvals and arbitrary holding time distributions. In dynamic pricing schemes, the network provider can charge different prices to the user according to the current ntilization level of the network and also other factors. We show that, when the system becomes large, the performance (in terms of expected revenue) of an appropriately chosen static pricing scheme, whose price is independent of the current network utilization, will approach that of the optimal dynamic pricing scheme. Further, we show that under certain conditions, this static price is independent of the route that the flows take. This indicates that we can use the static scheme, which has a much simpler structure than the optimal dynamic scheme, to control large communication networks. We then extend the result to the case of dynamic routing, and sbnw that the perfnrmance of an appropriately chosen static pricing scheme with hifurcatinn probahilily determined by average parameters can also approach that of the optimal dynamic routing scheme when the system is large. Finally, we study the control of elastic flows and show that there exist schemes with static parameters whose performance can approach that ofthe optimal dynamic resourceallocation scheme (in the largesystem limit). We alsnidenti$ the applications of our results for QoS routing and rate control for real-time streaming.
I. INTROOUCTION
In this work, we use pricing as the mechanism of controlling a network to achieve certain performance objectives. The performance objectives can be modeled by some revenue-or utility-functions. Such a framework has received significant interest in the literature (e.g., see [l], [Z] , [31, [41. [SI and the references therein) wherein price provides a good control signal because it canies monetary incentives. The network can use the current price of a resource as a feedback signal to coerce the users into modifying their actions (e.g., changing the rate or of the optimal dynamic pricing scheme when the number of users and the network capacity become very large. Note that a dynamic pricing scheme, is one where the network provider can charge different prices to the user according to the varying levels of congestion in the network, while a static pricing scheme is one where the price only depends on the average levels of congestion in the network (and is hence invariant to the instantaneous levels of congestion). The result is obtained under the assumption of Poisson flow arrivals, exponential flow holding times, and a single resource (single node). This elegant result is an example of the type of simplicity that one can obtain when the system becomes large. In this paper, we find that simple static network control can also approach the optimal dynamic network control under more general assumptions and a variety of other network problems.
For simplicity of exposition, we structure the paper as follows:
We first extend the result of [6] from the single-link case to a general loss network with arbitrary holding time distributions. '
Note that while the assumption of Poisson arrivals for flows in the network is usually considered reasonable, the assumption of exponential holding time distribution is not. For example, much of the traffic generated on the Internet is expected to occur from large file transfers which do not conform to exponential modeling. By weakening the exponential service time assumption we can extend our results to more realistic systems. We show that a static pricing scheme is still asymptotically optimal, and that the correct static price depends on the service time distribution only through its mean. A nice observation that stems from this result is that under certain conditions, the static price depends only on the price elasticity of the user, and not on the specific route or distance. This indicates, for example, that the flat pricing scheme used in the domestic long distance telephone service in the US mav be a sufficientlv good oricine mechanism.
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In [6] , Paschalidis and Tsitsiklis have shown that the performance (in terms of expected revenue Or welfare) Of an aPProPriately chosen static pricing scheme approaches the performance We then investigate whether more sophisticated schemes can improve network perfomance (e.g., schemes that have prior knowledge of the duration of individual flows. schemes that predict the future congestion levels, etc.). We find that the perfor-mance gains using such schemes become increasingly marginal as the system size grows.
We then weaken the assumptions of fixed routing and fixed bandwidth flows. In our dynamic routing model, flows can choose among several alternative routes based on the current network congestion level. In our elastic flow model, users are allowed to modify their rates when facing different prices, similar to the way in which TCP and some elastic multimedia traffic react to changing network conditions. In these more general models, when the system is large, we show that the invariance result still holds, i.e., there still exists a static pricing scheme whose performance can approach that of the optimal dynamic scheme.
In networks of today and in the future, the capacity will he very large, and the network will be able to support a large number of users. The work reportedin this paper demonstrates under general assumptions and different network problem settings that. when a network is large, significant simplicity can be exploited for pricing based network control. Our result also shows the importance of average information when the system is large, since the parameters of the static schemes are determined by average conditions rather than instantaneous conditions. These results will help us develop more efficient and realistic algorithms for controlling large networks. We have identified the applications of our results in QoS routing and rate control for real-time streaming.
Our work also has similarities to the work in [8], [9], and the reference therein. However, in their work, the price is fixed, and the focus is on how to admit and route each flow. Our work (as well as [ 6 ] ) explicitly models the users' price-elasticity, and consider the optimality of the pricing schemes. Our model of elastic flows is also similar to the optimization flow control model in However, their models assume that the number of users in the system is fixed. Hence their optimization is done for a snapshot in time, while we explicitly consider the dynamics of the network by taking into account the flow arrivals and departures.
Due to space limitations, we leave out most of the proofs. Details of these proofs are available online in [ll].
PRICING IN A GENERAL MULTI-CLASS Loss NETWORK

A. Model
The basic model that we consider in this section is that of a multi-class loss network with Poisson arrivals and arbitrary service time distributions. There are L links in the network.
Each link 1 E 11, ._., L } has capacity R'. There are I classes of users. We assume that flows generated by users from each class have a fixed route through the network. The routes are characterized by a matrix {Ct, i = 1, ._., I , 1 = 1, .._, L}, where Cf = 1 if the route of class i traverses link 1, C! = 0 otherwise.
Let T? = {nlrn2, ..., n,} denote the state of the system, where ni is the number of flows of class i currently in the network. We assume that each flow of class i requires a fixed amount of bandwidth T;. Thefixed routing andfixed bandwidth assumption will be weakened in Sections III and IV, respectively.
Flows of class i arrive to the network according to a Poisson process with rate X;(oi). The rate &(U,) is a function of the price U; charged to users of class i. Here U; is defined as the price per unit time of connection. We assume that &(U;) is a non-increasing function of ut. Therefore Xi(ui) represents the price-elasticity of class i. We also assume that for each class i, there is a "maximal price" u , , ,~,~ such that Xi(ui) = 0 when U; 2 umaX,i. Therefore by setting a high enough price U ; the network can prevent users of class i from entering the network. Once admitted, a flow of class i will hold T ; amount of resource in the network and pay a cost of ui per unit time, until it completes service, where ui is the price set by the network at the time of the flow arrival. The service times are i i d . with mean l,'~,. The service time distribution is general.
The bandwidth requirement determines the set of feasible states S 2 = {T? : xi n;r;Cf 5 R' W}. A flow will be blocked if the system becomes infeasible after accommodating it. Other than this feasibility constraint, the network provider can charge a different price to each flow, and by doing so, the network provider strives to maximize the revenue collected from the users. The way price is determined can range from the simplest static pricing schemes to more complicated dynamic pricing schemes. In a dynamic pricing scheme, the price at time t can depend on many factors at the moment t , such as the current congestion level of the network, etc. On the other hand, in a static pricing scheme, the price is fixed over all time t , and does not depend on these factors. Intuitively, the more factors a pricing scheme can be based on, the more information it can exploit, and hence the higher the performance (i.e., revenue) it can achieve. The dynamic pricing scheme we study in ihis section is more sophisticated than the one in [6]. Firstly, we allow the network provider to exploit the knowledge of the immediate past history of states up lo length d . Note that when the exponential holding time assumption is removed, the system is no longer Markovian. There will typically be correlations between the past and the future given the current state. In order to achieve a higher revenue, we can potentially take advantage of this correlation,
i.e., we can use the past to predict the future, and use such prediction to determine the price. Secondly we allow the network provider to exploit prior knowledge of the parameters of the incoming flows. In particular, the network knows the holding time of the incoming flows, and can charge a different price accordingly. In order to achieve a higher revenue, the network can thus use pricing to control the composition of flows entering the network, for example, short flows may be favored under certain network conditions, while long flows are favored under others. We assume that the priceelasticity of flows is independent of these parameters.
For convenience of exposition, we restrict ourselves to the case when the range of the service time can be partitioned into a series of disjoint segments, and the price is the same for flows that are from the same class and whose service times fall into the same segment. In particular, let { a k } , k = 1 , 2 , ... be an increasing series of positive numbers, i.e., 0 < a l < a2 < ... and let ao = 0. We assume that at any time t, for all flows of class i whose service times Ti fall into segment [ak-l, ah), we charge the same price U;k(t), i.e. we do not care about the exact value of T i as long as T i E [ah-,, ak).
The dynamic pricing scheme can thus be written as The system under such a dynamic pricing scheme can be shown to be stationary and ergodic under very general conditions. For example, when the arrival rates &(U) are bounded above by some constant A, ,
, one can construct a so-called "regenerative event" (due to the Poisson nature of the arrivals), which is the event that the system is empty in the time inter-
One can show that such an event is a s t a t i o n q event and occurs with positive probability. This ensures that any stochastic process that is only a function of the system state is asymptotically stationary and the stationary version is ergodic. (121. We are now ready to define the performance objective function. For each class i, let E k = E{T& E [ak--l,ak)} be the mean service time for flows of class i whose service time T; falls into segment [ a k -l , a k ) . The expectation is taken with respect to the service time distribution of class i. Let pik = P{T, E [ a k -I , a k ) } be the probability that the service time Ti of an incoming flow of class i falls into segment [ak-a k ) . We can decompose the original arrivals of each class into a spectrum of substreams. Substream k of class i has service time in [~k -~, a k ) . Its arrival is thus Poisson with rate Ai(U)p;k, since we assume that the price-elasticity of flows is independent For any dynamic pricing scheme f, the expected revenue of Ti.
Fordetails,pleasesee[II],
achieved per unit time is given by where the expectation is taken with respect to the steady state distribution. The limit on the left hand side as the time C --t CO exists and equals to the right hand side due to stationarity and ergodicity. Note that the right hand side is independent o f t (from stationarity).
Therefore, the performance of the optimal dynamic policy is When the exponential holding time assumption is removed, we can no longer use the MDP approach as in [6] to find the optimal dynamic pricing scheme. We will instead study the behaviour of the dynamic pricing scheme and its relationship with the static pricing scheme when the system is large. In particular, we will establish an upper bound for the performance of dynamic pricing schemes and show that the performance of an appropriately chosen static pricing scheme can approach this upper bound as the system is large. We will then conclude that, when the system is large, the performance of an appropriately chosen static pricing scheme can approach that of the optimal dynamic pricing scheme. Further, we show that the performance gains of schemes that use such sophisticated mechanisms as prediction and charging based on prior knowledge of the holding times are minimal when the system is large.
B. An Upper Bound
We find that the upper bound of the form in The maximizer of the upper bound (I) induces a set of optimal
It is interesting to note that although the dynamic pricing scheme can use prediction and exploit prior knowledge of the parameters of the incoming flows, the upper bound (1) and its induced optimal prices are indifferent to these additional mechanisms.
C. Static Policy
We now consider the static pricing scheme. In this scheme, the price for each class is fixed, i.e., it does not depend on the current state of the network, nor does it depend on the individual holding time of the flow. Let U, be the static price for class i. Throughout this paper we will focus on large systems with many small users. To be specific, we consider the following scaling If we take the optimal price induced by the upper bound as our static price, then the right hand side of (4) is exactly the upper bound. Therefore, and the result follows.
H
Proposition 3 can be seen as a network version (with also general holding times) of Theorem 6 in [61. It tells us that extending the result of [6] from a single link to a network of links and from exponential holding time distributions to arbitrary holding time distributions does not change the invariance result. In other words, there still exists static pricing schemes whose performance can approach that of the optimal dynamic pricing scheme when the system is large. Further, even though the dynamic pricing scheme can use prediction and exploit prior knowledge of the parameters of the incoming flows, the upper bound (1) tums out to be indifferent to these additional mechanisms. This shows that these extra mechanisms have a minimal effect on the long term revenue when the system is large.
The static schemes are much easier to implement because they do not require the collection of instantaneous load information. Instead, they only depend on some average parameters, such as the average load, etc. The static schemes are also much easier to obtain because of their simple structure. Hence, they introduce less communication and computation overhead and they are insensitive to feedback delays. In future work we intend to develop efficient distributed algorithms that can find these static prices. We will discuss this briefly in Section V.
Here we report a few numerical results. Consider the network in Fig. 1 Table I .
First, we consider a base system where the 5 links have capacity IO, 10,5, 15, and 15 respectively. The solution of the upper bound(1)isshowninTableII. Theupperboundis Jub = 127.5.
We then use simulations to verify how tight this upper hound is and how close the performance of the static pricing policy can approach this upper bound when the system is large. We use the price induced by the upper bound calculated above as our static price. We first simulate the case when the holding time distributions are exponential. We simulate c-scaled versions of the base network where c ranges from 1 to 1000. For each scaled system, we simulate the static pricing scheme, and report the revenue generated. In Fig. 2 we show the normalized revenue JO/C as a function of c.
As we can see, when the system grows large, the difference in performance between the static pricing scheme and the upper is also the maximizer of the constrained problem. In this case the price only depends on the function Fi, which is determined by the price elasticity of the users. Readers can verify that, in our second example, when thecapacity of link 3 is 15 bandwidth units. if we lift the constraints in (2). and solve the upper bound again, we will gel the same result. Therefore in our example, the optimal price will only depend on the price elasticity of each class and not on the specific mute. Since class 1 has the same price elasticity as class 2, its price is also the same as that of class 2, even though it traverses a longer route through the network. This result perhaps justifies the use offrat pricing in inter-state long distance telephone service in the United States. 
The static pricing policy compared with the upper hound when the
We also simulate the case when the holding time distribution is deterministic. The result is the same as that of the exponential holding time distribution. The simulation result with heavy tail holding time distribution also shows the same trend except that the sample path convergence (i.e., convergence in time) becomes very slow, especially when the system is large. For example, Fig.  4 is obtained when the holding time distribution is Pareto, i.e., the cumulative distribution function is 1 -1/z", with a = 1.5.
We use the same set of parameters as the constrained case above, and let the Pareto distribution have the same mean as that of the exponential distribution. Note that this distribution has finite mean hut infinite variance. This demonstrates that our result is indeed invariant of the holding time distribution.
III. DYNAMIC ROUTING
We next consider a system with dynamic routing. Many results in the QoS routing literature focus on finding the "best" route for each individual flow based on the instantaneous network conditions. When these QoS routing algorithms are used in a dynamic routing setting, the network is typically required to first collect link information (such as available bandwidth, delay, etc.) on a regular basis. Then, when a request for a new flow arrives, the QoS routing algorithms are invoked to find a route that can accommodate the flow. When there are multiple routes that can satisfy the request, certain heuristics are used to pick one of the routes. However, such "greedy" schemes may be sub-optimal system wide, because a greedy selection may result in an unfavorable configuration such that more future flows are blocked. Further, an obstacle to the implementation of these dynamic schemes is that it consumes a significant amount of resources to propagate link states throughout the network. Propagation delay and stale information will also degrade the performance of the dynamic routing schemes.
In this section, we will formulate a dynamic routing problem that directly optimizes the total system revenue. Although our model is simplified, it reveals important insight on the performance tradeoff among different dynamic routing schemes. We will establish an upper bound on the performance of the dynamic schemes, and show that the performance of an appropriate chosen static pricing scheme, which selects routes based on some pre-determined probabilities, can approach the performance of the optimal dynumic scheme when the system is large. The static scheme only requires some averageparameters. It consumes less communication and computation resources, and is insensitive to network delay. Thus the static scheme is an attractive alternative for control of routing in large networks.
The network model is the same as in the last section, except that now a user of class i has B(i) alternative routes that are represented by matrix { H f , } such that Hij = 1, if route j of class i uses resource 1 and Hii = 0, otherwise. The dynamic schemes we consider have the following idealized properties: the routes of existing flows can be changed during their connection; and the traffic of a given flow can be transmitted on multiple routes at the same time. Thus our model captures the packet-level dynamic routing capability in the current Internet. These idealized capabilities allow the dynamic schemes to "pack" more flows into the system. Yet, we will show that an appropriately chosen static routing scheme will have comparable performance to the optimal dynamic scheme. Let n; be the number of flows of class i currently in the network. Consider the k-th flow of class i, k = 1, ... ,n;. Let P$ A dynamic scheme can charge prices based on the current state of the network, or a finite amount of past history, i.e., prediction based on past history. (For simplicity we consider pricing schemes that are insensitive to the individual holding times.) An incoming flow will be admitted if the resulting state is in a. Once the flow is admitted, its route (i.e., Pk.)
is assigned based on (5). involving (in an idealized dynamic scheme) possible rearrangement of routes of all existing flows.
We assume that such reammgement can be canied out instantaneously. Thus a dynamic pricing scheme can be modeled by
v;(t) = g,(i;(s),s E [t -d , t ] ) , where g; is a function from
The performance objective is again the expected revenue per unit time generated by the incoming flows admitted into the system. The performance of the optimal dynamic routing scheme is given by:
to R. Let $= {si, . . . , g I } .
1
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Pi subject to (5).
The expectation is taken with respect to the steady state distribution. Note that (6) is independent o f t because of stationarity and ergodicity. The set of dynamic schemes we have described may require complex capabilities (e.g., rearrangements of routes and transmitting traffic of a single flow over multiple routes) and hence may not be suitable for actual implementation. We make clear here that we are not advocating implementing such schemes but instead advocate implementing static schemes. In fact, we will show that, as the system scales, our static scheme will approach the performance of the optimal idealized dynamic scheme. The static schemes do notrequire the afore-mentioned complex capabilities andcould be an attractive alternative for network routing.
Letv; = u;(X;) andF,(Xi) = u;(Xi)X,. AnalogoustoProposition 1, we can derive the following upper bound on the optimal revenue in (6). Details are available online in [l I]. incoming flows are directed to alternative routes based on pre-determined probabilities. Note that the static policy does not have the idealized capabilities prescribed for the dynamic schemes, i.e., all traffic of a flow has to follow the same path, and rearrangement of routes of existingflows is not allowed. Let {U:, P$} denote such a static policy, where vf is the price for class i, and PP, is the bifurcation probability that an incoming flow from class i is directed to route j.
Then the optimal static policy can be found by solving:
where P~~~~, i j is the blocking probability experienced by users When the routing is fixed, by replacing Xij with X i , and Hi, with Cf , we recover Propositions 1 and 3 from the results in this Section. When there are multiple available routes, the upper bound in Proposition 4 is typically larger than that of Proposition 1. Therefore one can indeed improve revenue by employing dynamic routing. However, Proposition 5 shows that, when the system is large, most of the performance gain can also be obtained by simpler static schemes that routes incoming flows based on pre-determined probabilities. Further, what we learn is that for large systems the capability to rearrange routes and to transmit traffic of a single flow on multiple routes does not lead to significant performance gains.
Not only can the static schemes be asymptotically optimal, they also have a very simple structure. Their parameters are determined by average conditions rather than instantaneous conditions. Collecting average information introduces less communication and processing overhead, and it is also insensitive to network delay. Hence the static schemes are much easier to The optimal static scheme also reveals the macroscopic suuc-
i ture of the optimal dynamic routing scheme. For example, the static price us shows the preference of some classes than the others, and the static bifurcation probability P!. reveals the preference on certain routes than theother. While :"greedy"routing scheme tries to accommodate each individual flow, the optimal subject to $Hf,ri 5 R' "1.
We next construct our static routing policy as follows: The network charges a static price to all incoming flows, and the static scheme may reveal that one should indeed prevent some flows from entering the network, or prevent some routes from being used. For our future work we plan to study efficient distributed algorithms to derive these optimal static parameters.
N. ELASTIC FLOWS
In previous sections we have restricted ourselves to the case when the bandwidth requirements of flows are fixed. In this section we will extend the model to the case when users can change their bandwidth requirements according to the current price. For ease of exposition we assume that there is only one route for each class i. The This model is appropriate for real-time streaming applications that can change the transmission rate according to the network congestion level. For example, the utility function U i ( z i ) can be taken as the index of reception quality when the real-time stream is transmitting at rate 2;.
The network tries to allocate resources to the flows so that the total utility of all flows supported by the network is maximized. For each flow, the resource allocation may vary over time. In this section, we will first establish the optimal dynamic scheme.
We will then show, as before, that there exists a static scheme whose performance will approach that of the optimal dynamic scheme when the system is large. Surprisingly, this near-optimal solution is in a "fixed-bandwidth" and "loss-network" form as in Section ll.
A. The Optimal Dynamic Scheme
Let ni(t) be the number of flows from class i that are in the network at timet. Let 6(t) = {n,(t),n2(t), ..., nr(t)}. The optimal resource assignment is then given by the solution to the following problem: where J . ( Z ( t ) ) can he interpreted as the maximal total utility achieved by the system at time t. For each t we can solve (9) and obtain the optimal assignment xi(t). Over time, this policy will optimize the total utility.
Remark: in the optimal assignment (9), each flow of class i will consumesameamount ofresource 2 . . Thisis aconsequence of the concavity of U,. For details, see 11 11.
In the past (e.g.. [3] , [4], [lo]) this model has been used to study the behavior of TCP congestion control when the number offlows in the system isfued. It has been shown that there exist distributed algorithms that can drive the flows to the optimal resource assignment. The notion of "price" arises naturally as Lagrange multipliers for the constraints. Some examples of such distributed algorithms resemble the control of TCP in the Internet. Therefore, TCP congestion control can he seen to maximize the total utility of a group of users with concave utility functions. Our model is different from theirs because we consider the dynamics caused by the arrivals and departures offlows. We are interested in finding alternative forms of resource assignment schemes that can also achieve near optimal total utility when the system is large. These schemes can then he used in cases when TCP does not work as well.
B. An Upper Bound
We formulate another optimization problem: 
C. Static Policy
Let xo = {zy, x!, .._, xy} he the corresponding maximizing parameterof (IO) . Now considerthe following controlalgorithm with a static rate assignment: when a new flow from class i arrives to the network, it will he assigned a rate sp if there is enough capacity available along its route, otherwise it will either be blocked, or, equivalently, be assigned a rate 0. Therefore, the Row is still elastic except that the rate is chosen according to the average condition as in (10) rather than the instantaneous condition as in (9). The flow will hold the same amount of resource xp until it leaves the system.
In such a system, the expected total utility will be where PloSs,, is the blocking probability of class i. Under scaling (S), we have the following proposition. There are yet other schemes, such as some binomial algorithms [161, which change the rate slower than TCP. However they are also slower in adapting to changing network conditions.
Note that fairness objectives are very closely related to the utility maximization objectives. For example, proportional fairness is equivalent to maximizing the total utility of a group of users with log-utility functions. If we adopt utility maximization as a substitute for the fairness requirement, we can use the result above to obtain a new class of congestion-control algorithms for real-time traffic. For example, consider the special case when a portion of,the flows are real-time flows, and the rest are TCP flows. To be precise, let npT( It is interesting to compare existing congestion-control schemes with our scheme above. In existing schemes, flows start from an arbitrary initial condition, and congestion control is exercised during the connection. In our scheme, congestion control is exercised ai the beginning of the connection. The congestion controller reacts to changing network condition by choosing the correct initial bandwidth assignment for incoming flows. Although our scheme does not modify the bandwidth assignment for on-going flows, the difference between the total utility of our scheme and the optimal utility is minimal (when the system is large). Therefore, in the long run, the real-time flows and TCP flows will receive fair share of the bandwidth. In future work we plan to investigate the problem of efficiently distributing our congestion controller over the network.
V. CONCLUSION AND FUTURE WORK
In this work we study pricing as a mechanism to control large networks. We show under very general settings that an appropriately chosen static pricing scheme is asymptotically optimal when the system is large. We have established these results for admission control, dynamic routing, and control of elastic flows.
The above results have important implications in the networks of today and in the future. Compared with dynamic pricing schemes, static pricing schemes have some desirable properties. They are less computationally intensive, and introduce less communication overhead. Their performance will not degrade as the network delay grows. Our results show that when the system is 0-7803-7426-6/02/$17.00 (c) 2002 IEEE.
