We describe the application of complexity estimation and the surrogate data method to identify deterministic dynamics in simulated gravitational wave (GW) data contaminated with white and coloured noises. The surrogate method uses algorithmic complexity as a discriminating statistic to decide if noisy data contain a statistically significant level of deterministic dynamics (the GW signal). The results illustrate that the complexity method is sensitive to a small amplitude simulated GW background (SNR down to 0.08 for white noise and 0.05 for coloured noise) and is also more robust than commonly used linear methods (autocorrelation or Fourier analysis).
Introduction

Simulating a GW background from cosmological supernova
Three long-baseline laser interferometer GW detectors have been, or are nearly, constructed. The US LIGO (Laser Interferometer Gravitational-wave Observatory) has started observation with two 4 km arm detectors situated at Hanford, Washington, and Livingston, Louisiana; the Hanford detector also contains a 2 km interferometer. The Italian/French VIRGO project is commissioning a 3 km baseline instrument at Cascina, near Pisa. There are detectors being developed at Hannover (the German/British GEO project with a 600 m baseline, which had its first test runs in 2002) and near Perth (the Australian International Gravitational Observatory, AIGO, initially with an 80 m baseline). A detector at Tokyo (TAMA, 300 m baseline) has been in operation since 2001. The astrophysical detection rates are expected to be low for the current interferometers, such as 'Initial LIGO', but second-generation observatories with high optical power are in the early stages of development; these 'advanced' interferometers have target sensitivities that are predicted to provide a practical detection rate.
Our interest is in developing new signal-processing methods for detecting the GW background generated by transient events throughout the Universe, in particular supernova. For an assumed local GW transient source rate density, r 0 , we have developed methods to simulate the GW amplitude and temporal distribution of cosmic transient GW events, e.g. supernova [1] [2] [3] [4] . The simulations provide a tool to model the signature of the GW signal comprising many unresolved GW transients in interferometric data.
With the assumption that interferometer noise is Gaussian and stationary, we use simulated GW time series using the procedure described in [1, 3] . The simulation procedure incorporates source rate evolution based on the evolving star formation rate. We use r 0 ≈ 5 × 10 −12 s −1 Mpc −3 for the z = 0 (local rate density) of core-collapse supernova and an evolution locked to the star formation rate model developed by Hernquist and Springel [5] in a flat-(0.3, 0.7) cosmology. Meanwhile, there are some significant efforts to model realistic nonstationary noise for the interferometric data in the VIRGO group [6] and the LIGO group [7] .
There is much uncertainty in the GW emissions from stellar core-collapse. For example, earlier models (DFM) [8] predicted that the maximum GW amplitude occurs at the time of core bounce; however, recent hydrodynamical simulations of Müller et al [9] suggest that the dominant contribution to the GW emission is not produced by stellar core bounce, but by neutrino convection behind the SN shock-this results in GW amplitudes an order of magnitude larger at 100 ms after the core bounce.
For illustrative purposes, we use here a highly simplified input waveform, h(t)-a quasimonochromatic damped sinusoid of characteristic rest-frame frequency 1 kHz and duration 10 ms, with a maximum dimensionless strain amplitude of 7 × 10 −24 at a fiducial distance of 10 Mpc. The waveform duration is approximately that of strongest GW emission of a DFM type I (regular collapse) waveform, corresponding roughly to the ringdown phase.
In addition to the input waveform, we assume an all-sky cumulative core-collapse rate of about 25 s −1 . Figure 1 (a) shows a simulated GW signal from supernovas throughout the Universe; the other shorter section-figure 1(b)-shows the individual events. The cumulative signal from transient GW sources at cosmological distances is commonly described as a stochastic background because of the temporal randomness of the individual events.
GW data detection
Techniques developed from the domains of signal processing and nonlinear analysis have been verified to detect GW bursts from the noise. The standard matched filter technique is the optimal solution when the detected waveforms buried in stationary and Gaussian noise are known. For the same reason, this optimal method may be impossible in practice. Recently feasible filtering methods have been developed by European, American and Japanese groups. Flanagan and Hughes [11] have described in detail the features for GW detection from the three different phases of coalescence events. Anderson et al [12, 13] further developed the excess power method to detect gravitational bursts of unknown waveform. Time-frequency detection algorithms are also proposed to identify short bursts of gravitational radiation [14, 15] . Meanwhile, a set of practical filters with high robustness is designed to detect gravitational wave burst signals, and the performances and efficiencies of these filters are also studied [16] [17] [18] . Beauville et al firstly compared search methods for GW bursts using LIGO and VIRGO simulated data [19] . These improved filter techniques can obtain the optimal Figure 1 . The simulated GW background signal from core-collapse supernovas occurring throughout the Universe using the procedure developed by Coward, Burman and Blair [1] . For definiteness, the simulation uses a GW waveform, from a set of 78, obtained from the simulations of Zwerger and Müller [10] . We use this waveform as a representative example for a transient GW event. (a) A simulated time series, and (b) the individual transient events.
SNR only in terms of certain known characteristics of the signal, such as signal duration and bandwidth. In addition, the outputs of the filters named SF and ALF are distorted comparing with the input signal in [18] . In this paper, we utilize the estimation of algorithmic complexity to detect GW signals in the presence of Gaussian white or coloured noise. The algorithmic complexity of a sequence, suggested by Lempel and Ziv, is a measure of the extent to which the given sequence resembles a random one [20] . In essence, it measures the regularity of the specified finite sequence, and its behaviour is distinct for deterministic and random sequences. Therefore, algorithmic complexity is sensitive to intrinsic deterministic components of the signal and can be employed to search for determinism in otherwise apparently random data. Notably, the calculation of complexity is independent of characteristics of the signal, and its performance on SNR is better than spectral estimation. Algorithmic complexity does not require prior knowledge of these underlying signals, nor does it require fixed characteristics (e.g. period). It is robust to noise and may be applied in conjunction with existing filtering methods as a further improvement to detection performance. Hence, comparison to existing techniques is largely irrelevant as this method will actually augment these existing methods.
But estimating complexity is not sufficient to make a decision on the data: one cannot determine with certainty (or even probability) that a particular value of complexity indicates the presence of deterministic dynamics. To address this problem, we employ the surrogate data method (a form of statistical hypothesis testing). Algorithmic complexity provides a quantitative measure of deterministic dynamics in time series. The surrogate data method may be employed to benchmark these statistical results and compare them to the results expected for various types of pure noise processes. Significantly, the VIRGO group has described the surrogate data method with the hypothesis of NH1 (see section 3) to test for the nonlinearity of the data of the VIRGO interferometer [21] . According to this hypothesis we can reject that the data are not linear noise but it may be insufficient to determine whether the data contain nonlinearity. Moreover, our application of the surrogate data method is different. In [21] the surrogate data method was used to test for nonlinearity in the underlying data (a reasonably likely hypothesis). We use the surrogate data method to provide a benchmark for our algorithmic complexity results. The surrogate data method provides a method to determine whether algorithmic complexity indicates significant nonlinear determinism in the underlying data (unlike [21] algorithmic complexity is specifically testing for deterministic dynamicssuch as GW data). Here we adopt the surrogate data method with the hypotheses of NH0 and NH1 so as to attach statistical significance to the results of algorithmic complexity and also ensure that the data distinguished by complexity are not linear filtered noise. For our choice of test statistics, we propose to replace the popular statistics, correlation dimension [22] , with algorithmic complexity. Since correlation dimension estimates are quite sensitive to the noise, in even uncorrelated noise they are not applicable to field measurements [23] . Comparing with the existing statistics, complexity has the great advantage of small computational cost and is suited for real-time implementation.
The algorithm of complexity
Let us assume that a sequence S of length n is fully specified by S = (s 1 , s 2 , . . . , s n ) where each s i is one of d symbols, s i ∈ A = {a 1 , a 2 , a 3 , . . . , a d }. Note that for the binary case A = {0, 1} , i.e. S is composed of only zeros and ones. For the general case in this paper, let A be an alphabet of d (d 2) symbols. Let c(n) be the counter of the novel sub-sequences in the sequence S; P and Q denote two sequences which are substrings of S; P Q is the concatenation of P and Q; and P Qπ represents the sequence which is the concatenation of P and Q and with the last symbol deleted. Let v(P Qπ ) denote the set of all the substrings of P Qπ .
The procedure for calculating the algorithmic complexity of the sequence S = {s i } i=1,2,...,n , where s i ∈ A, is as follows:
and update Q = s 2 s 3 ; if Q / ∈ v(P Qπ ), add one to c(n), update P = s 1 s 2 and Q = s 3 . (2) Continue from the previous step. Now assume that P = s 1 s 2 · · · s r , Q = s r+1 . If Q ∈ v(P Qπ ), leave P unchanged and update Q = s r+1 s r+2 , and then judge whether Q belongs to v(P Qπ ). 3 Repeat the previous comparison, until Q / ∈ v(P Qπ ). So c(n) = c(n) + 1. Let us assume Q = s r+1 s r+2 · · · s r+i at this time. Then let P be updated to P = s 1 s 2 · · · s r s r+1 s r+2 · · · s r+i and set Q = s r+i+1 .
(3) Repeat step 2 until Q reaches the last string of S = {s i } i=1,2,...,n . Thus the computation of the complexity c(n) of the unique sequence S is completed.
Lempel and Ziv [20] have shown that for a sequence of length n consisting of d symbols
→ 0. We therefore define the normalized complexity as
which is between zero and one (for a random sequence its normalized complexity is approximately one). In the following when we mention complexity, we mean the normalized complexity (1) . If the length of the sequence is S and n is larger than 10 3 , one can obtain results for c(n) that are independent of n [24] . Hence, the strength of this method is robust for the data used in this paper and their surrogate data. Certainly, the complexity of longer data is more accurate and reliable.
For the time series {x n } some encoding scheme f is employed to convert it to the sequence consisting of n symbols from an alphabet A of d symbols. For example, in the binary case A = {0, 1} the time series is converted to the sequence of zeros and ones. The performance of this technique is closely related to the encoding scheme selected. One can generate a new encoding scheme easily but there is no criterion to determine the right encoding scheme for the given time series. Very probably one can obtain better performance of algorithmic complexity by using some other encoding scheme. In this paper, the observed data are partitioned into three symbols 0, 1 and 2 in terms of the same probability. We also have tried to convert these data to sequences of 2, 4 and 5 symbols and calculate their complexities respectively. Among these results, the complexities in terms of three symbols are most sensitive to the SNR. But we have not found a way to select the suitable numbers of bins for this encoding scheme. Before computing this symbolic sequence, we first employ a numerical filter to smooth the data. The filtered data are achieved through the equation, x filter (i) = (x(i) + x(i + 1) + x(i + 2))/3 i = 1, . . . , n, where n is the length of time series {x i }. We note that the numerical filter is not necessary for calculation of complexity but it can improve the sensitivity of complexity to the noisy data. We may expect better performance of this method by applying advanced filtering techniques. This also indicates that a combination of filtering techniques and analysis of complexity may improve the performance of application of one of them to detect GW data in the presence of strong noise.
Real interferometric data may contain some short-time pulses (glitches) probably produced by malfunction in the detector. The method of complexity is robust to such effect of the glitches. First of all, by using our encoding scheme of three symbols (0, 1, 2) and two symbols (0, 1) to convert these data, the converted sequence can be affected by these glitches with the probability of only 66.7% and 50% respectively. Even if the converted sequence has been disturbed by the glitch, these abnormal segments contribute little to the calculation of the complexity of the whole sequence. So the glitch does not substantially change the complexity of measured signals. For the same reason, the complexity does not identify the Gaussian burst signal contaminated with strong noise as well as the filtering techniques in [18] . The complexities of the noisy data and strong noise itself are almost the same. Hence, this method is expected to perform well for the background signals and complicated waveforms.
The linear surrogate data method
Surrogate data tests are examples of Monte Carlo hypothesis tests. For time series from systems which one suspects to contain nonlinearity and determinism, it is reasonable to choose a null hypothesis which falsifies these properties. The rationale of surrogate data hypothesis testing is to generate an ensemble of artificial surrogate data (abbreviated to surrogates) which is consistent with that hypothesis, and then evaluate some suitable quantity (or test statistic) both for the original data set and surrogates. If the results for the original are significantly different from those for the surrogates, one can reject the given null hypothesis: the original data set is statistically unlikely to be generated by a process consistent with the null hypothesis. If not, one merely fails to reject it: note that failure to reject does not imply that the null hypothesis is true, only that we have found no evidence that it is false. In this way, the surrogate data method provides a rigorous way to apply statistical hypothesis testing to experimental time series.
There are three commonly employed null hypotheses, known as NH0, NH1 and NH2, which form a hierarchy [25] :
• NH0: The data are independent and identically distributed (i.i.d.) noise.
• NH1: The data are linearly filtered noise.
• NH2: The data are a static monotonic nonlinear transformation of linearly filtered noise.
The three hypotheses are all forms of linear noise process (albeit a possible static nonlinear filter). According to these hypotheses, we can determine whether the observed time series are linear noise. The three algorithms to generate surrogates are known as algorithm 0, algorithm 1 and algorithm 2 [25] corresponding to NH0, NH1 and NH2, respectively. The exact nature of the algorithm used to generate surrogates should be consistent with the chosen hypotheses.
Algorithm 0. Shuffle the order of the original data eliminating any temporal correlation. In essence the surrogates are random data (i.i.d. noise) consistent with the same probability distribution as the original data. For the hypothesis NH0, algorithm 0 is adopted to generate surrogates. Algorithm 1. Surrogate data produced by this algorithm are linearly filtered noise. One employs the discrete Fourier transform (DFT) of the data and shuffles (or randomizes) the phases of the complex conjugate pairs to generate these surrogates. The surrogates are the inverse discrete Fourier transform. By shuffling the phases but maintaining the amplitude of the complex conjugate pairs, the surrogate will have the same power spectrum as the data, but will have no nonlinear determinism. Algorithm 2. Amplitude adjusted Fourier transform (AAFT) algorithm. Surrogates generated by this algorithm are static monotonic nonlinear transformations of linearly filtered noise. One rescales values of the original data so that they are Gaussian, and then applies algorithm 1 to generate the surrogates that have the same power spectra as the rescaled data. Finally, the generated surrogates are rescaled back to keep the same amplitude distribution as the original data.
Algorithms 1 and 2 (particularly algorithm 2) are hampered by technical issues related to the Fourier transformation. If the original time series is stationary and adequately long, algorithm 1 can work well without limitation [25] . Note that for the real data we need to analyse the stationarity of the data before applying the surrogate data method with one of the two algorithms to it. Otherwise, non-stationary data would increase false rejections of the given testings. Surrogates generated by algorithm 2 usually fail to keep exactly the same power spectra as the original and such systematic errors can result in high false rejections [26, 27] . Solutions to technical problems of this algorithm are also available in the same literature but require great computational cost. Actually, the careful application of the above algorithms can provide significant results [28] . In addition, there are other algorithms to produce surrogate data, such as the pseudo-periodic surrogate (PPS) algorithm [29] and cycle-shuffled surrogate algorithm [30] . The surrogate data method with these algorithm tests examines the hypotheses that an observed time series is a noise-driven periodic orbit, which is not applicable to the current GW signals.
Identification of GW transients
In sections 4.1 and 4.2, we apply our estimation of algorithmic complexity and the surrogate data method to detection of the background from different levels of noises, including both white Gaussian and coloured noises; in section 4.3, we try to localize each single event in certain strong noise by algorithmic complexity. There are several forms of SNR, such as equation (24) in [31] , equation (1) in [19] and equation (29) in [32] . For consistency, we choose for our definition of SNR the square root of the ratio of the power spectral densities of the signal and noise integrated over all frequencies.
To compare the performance of this method to existing techniques, we also calculate linear autocorrelation as an alternative criterion. The numerical results indicate that application of algorithmic complexity can distinguish deterministic GW data from both the white and coloured noises. By comparison autocorrelation failed to identify the GW signals in the presence of coloured noise. Our general computational scheme is illustrated as follows:
(1) Add different levels of white Gaussian noise to the GW data (from the very low SNR to high SNR) and then calculate the complexity of the sum with different signal-to-noise ratios. Higher SNR indicates that the GW data are dominant and the calculated complexity is closer to the complexity of the noise-free GW data and vice versa. By varying the SNR we can therefore test how much noise this complexity measure is able to overcome. (2) Verify the sensitivity of complexity to the GW data with different levels of coloured (that is, linearly filtered) noises. The coloured noise is generated by white Gaussian noise plus the same noise with a certain delay time. We add the coloured noise to the original data in the same way as step (1). (3) Apply the surrogate data method to the same data. For the data contaminated with white noise, we employ the surrogate data method to determine whether to reject the hypothesis, NH0, that the data can be described as i.i.d. noise. (For white noise, this hypothesis is true; for the GW data, it is false.) At each SNR we generate 30 surrogates and calculate the complexity for the surrogates and the original data to make a decision. According to the results, we can determine the minimum SNR for which complexity can present meaningful results. (4) For the data contaminated with coloured noise, we apply the hypothesis, NH1, that these generated data are linearly filtered noise. We then repeat the above procedure. Rejection of the first case (step (3)) indicates that the data exhibit temporal correlation. This is true for both linearly filtered noise and deterministic signals such as the GW data. Rejection of the second case (step (4)) indicates that the data are also inconsistent with simple linear noise. (5) To compare the results of this test with more standard (albeit linear) statistics, we make further comparative experiments (following the procedure in steps (3) and (4)) using the autocorrelation as the discriminating statistic d(·) in the surrogate test. That is, autocorrelation is used to detect the deterministic dynamics in the place of algorithmic complexity.
Sensitivity of algorithmic complexity to GW data
For both a long section of data (23 988 points) and a short data section (5892 points), the sensitivity of algorithmic complexity is shown in figures 2 and 3, respectively. We observe that algorithmic complexity can even identify the difference between the data and white noise at the SNR of 0.08 (see figure 2(a) ) and 0.14 (see figure 3(a) ), and also the difference between the data and the coloured noise at the SNR of 0.05.
We take the standard deviation of the detector noise to be [17] with h rms the root-mean-squared value of the advanced LIGO noise curve at f c , and f o the sampling frequency. We assume the noise is white, Gaussian with zero-mean and take h rms ∼ 1.4 × 10 −23 corresponding to the most sensitive region of the advanced LIGO noise curve.
The SNR for the same data in the presence of the Gaussian detector noise of advanced LIGO is 10 −6 , which is beyond the capability of the current approach. In fact for such a low SNR, it is unlikely that any method can successfully distinguish signal from noisewithout making significant assumptions about the signal or demanding substantially more data. However, a combination of advanced filtering techniques and complexity with an effective encoding scheme may provide further improved sensitivity.
When we calculate the power spectrum of the same data by FFT, the power spectra of the data are almost identical to that of random noise. The complexity algorithm has superior power to detect determinism compared to the standard of FFT, especially for long and nonstationary data sets. The power spectrum estimated by FFT seeks to describe the signal as the average frequency content over the entire data length. For longer samples with several pulses of different frequency, this approach does not make sense. For short samples, there are insufficient data. However, the complexity algorithm looks for patterns in the data: and can detect such patterns, even if the dominant frequency changes.
In the following we not only determine to what extent the complexity of these data is significantly different from that of random noise, but also test whether more sophisticated coloured noise could contribute to the observed difference in complexity. To address both these questions we employ the surrogate data method.
Application of the surrogate data method
For the case of added white noise, the given hypothesis is that the contaminated signal is i.i.d. noise and the surrogate generation algorithm 0 is required; for added coloured noise the given hypothesis is that the contaminated noise is linear noise and algorithm 1 is used to generate surrogate data. We then calculate the complexity for both surrogate data and the original to make a decision.
In figure 2(a) , the algorithmic complexity of the long original data is significantly different from the range of complexity of surrogates for the data whose SNR is equal to or higher than the SNR of 0.18 with 99.97% probability. The ensemble of surrogates conforms to a Gaussian distribution. Figure 4 illustrates the typical results that for the above four kinds of surrogates their distributions are all approximate to the Gaussian distribution. We also conclude that the lowest SNR for which the surrogate method can identify the non-random structure using complexity as a discriminating statistic is 0.18. Note that if the range is reduced to twofold standard deviation, the surrogate method can identify the SNR of 0.06 with 60% probability. Figure 3 (a) presents the analogous results for the short data contaminated with white noise. When making a decision on the contaminated data in figure 2 (b) the surrogate data method can reject the hypothesis for the original data whose SNR is higher than the SNR of 0.31 with 99.97% probability and the SNR of 0.24 with 60% probability. Although there is a crossing at the SNR of 6.6 in the figure, it is of no significance as the GW data are dominant.
For the short GW data, as shown in figure 3(b) , estimates of algorithmic complexity follow the complexity of surrogates, but this does not mean that the complexity failed to work as a discriminating statistic. Actually a feature of the surrogate generation algorithm (algorithm 1) leads to these results. When applying algorithm 1, the phases of the complex conjugate pairs are shuffled to generate the surrogates. The short data are an approximately periodic time series, and surrogates generated by this algorithm are similar to the original data. Certainly the complexity of the surrogates is close to the complexity of the original. That is, this is a negative result-but not an unexpected one. Consequently, algorithmic complexity can obtain better performance on longer data sets contaminated by either noise.
The autocorrelation [33] function is commonly used for two primary purposes: to detect non-randomness in data and to identify an appropriate linear time series model if the data are not random. If the autocorrelation is used to detect non-randomness, the first (lag 1) autocorrelation is usually sufficient. If the autocorrelation is used to identify an appropriate model of time, the autocorrelation is usually plotted over a range of lags. Since we are not, at this stage, concerned with modelling, the first autocorrelation (lag 1) is selected.
Accordingly, we employ the autocorrelation function to repeat all the previous experiments for the same data. We find that for the experiments in section 4.1 the sensitivity of the autocorrelation to GW data is similar but not superior to the complexity. However, when applied to data contaminated with coloured noise the autocorrelation is clearly deficient. The relevant results are shown in figure 5 . Referring to figure 5(b) we cannot reject the hypothesis that the contaminated noise is linear. In fact the contaminated data consist of the deterministic signal (GW data), which is not linear noise. Consequently, although the autocorrelation can differentiate either contaminated data from the random noise as well as algorithmic complexity, it is of no use in the presence of coloured noise. Note that this is not surprising as the autocorrelation is mathematically equivalent to the power spectrum. Weakness of the FFT-based power spectrum estimation is also evident in the autocorrelation calculations. For the short GW data contaminated with either white noise or coloured noise, autocorrelations are nearly identical to those of the long data (for the sake of brevity we omit these figures).
Localization of GW data using the complexity method
Finally, we now turn to the problem of locating a short deterministic burst in a noisy signal. In order to estimate the location of GW data in the noisy signal, we apply a moving window to the noisy data to calculate the complexity of the data in the window. The window size we selected is 1000 points, and the moving step size is 200 points. The noisy data are the same five bursts selected from the long GW data, which are then contaminated with white noise. Its SNR is 0.24. The results are presented in figure 6 .
We note that the local minima (top panel) indicate the existence of GW data in the corresponding windows, and the local minima of the complexity match the location of GW data in the noisy data.
Discussion
We have described an alternative method, algorithmic complexity, to identify deterministic dynamics (simulated GW data) in the presence of substantial background noise. It can identify the existence of GW data contaminated with strong white or coloured noise better than other common methods, such as the FFT. Complexity used as the test statistic of the surrogate data method is more robust than autocorrelation for the surrogate data method. To provide a statistical benchmark for the results, we find it necessary to employ the method of surrogate data. The surrogate data method aims to determine whether the data contain statistically significant deterministic dynamics. For the surrogate data method presented here, we employ complexity as a test statistic. In the literature, however, correlation dimension is a common and popular choice. But, because correlation dimension is rather sensitive to noise, it is not a good choice to identify small dynamics contaminated with substantial noise. In contrast, the experimental results we present show that the surrogate data method with complexity as a test statistic can make the correct decision even for the relatively low SNR data. The final minimal SNR is determined by the sensitivity of the surrogate data method to the noisy data.
Like all statistical estimation problems, with more data our estimate of algorithmic complexity will improve. In fact, for very long data sets the sensitivity of algorithmic complexity to deterministic dynamics with a low signal-to-noise level will be much better. Moreover, unlike linear statistical methods, the estimate of algorithmic complexity is also relatively robust to non-stationary (that is parametric changes) in the underlying deterministic signal. The essential and important feature of algorithmic complexity is that it differentiates between deterministic patterns and random perturbations: irrespective of the precise origins of those signals. Hence, with sufficient computational resources, algorithmic complexity may offer a viable alternative for the detection of persistent deterministic dynamics hidden under substantial noise-even when the exact forms of both the noise and the deterministic dynamic are unknown and may change with time.
In practical applications, due to the limitation of current interferometer technology, the data are usually contaminated with unknown noise sources, which may contain GW signals. It is possible to generate Gaussian noise with the same energy as the noisy data and apply complexity to both this data set and the noisy data. If the complexity of the data is smaller than that of the noise we could utilize the surrogate data method to assess the level of deterministic dynamics. Algorithmic complexity, therefore, a potentially available method to detect deterministic dynamics in GW data where the signal power is significantly smaller than the noise level.
