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Abstract 12 
Pronounced improvements in the understanding of semiconductor device performance are expected if 13 
electrostatic potential distributions can be measured quantitatively and reliably under working 14 
conditions with sufficient sensitivity and spatial resolution. Here, we employ off-axis electron 15 
holography to characterize an electrically-biased Si p-n junction by measuring its electrostatic 16 
potential, electric field and charge density distributions under working conditions. A comparison 17 
between experimental electron holographic phase images and images obtained using three-18 
dimensional electrostatic potential simulations highlights several remaining challenges to quantitative 19 
analysis. Our results illustrate how the determination of reliable potential distributions from phase 20 
images of electrically biased devices requires electrostatic fringing fields, surface charges, specimen 21 
preparation damage and the effects of limited spatial resolution to be taken into account. 22 
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1) Introduction 23 
As semiconductor devices continue to shrink, so variations in the placement of small numbers of 24 
dopant atoms can drastically change electrostatic potential distributions in the devices’ active regions 25 
and affect their electrical and optical properties
1
. Existing methods for introducing dopants are not yet 26 
sufficiently controllable, while electrostatic potential measurement techniques are not yet precise 27 
enough for the development and understanding of future device generations
2
. Comprehensive 28 
feedback from a quantitative potential measurement technique is crucial for parameter optimization in 29 
device modeling, ideally in three dimensions with high spatial resolution and high precision.  30 
The technique of off-axis electron holography in the transmission electron microscope (TEM) 31 
promises to achieve the required spatial resolution and precision for potential measurement in two 32 
dimensions
3
 and can be combined with electron tomography for three-dimensional measurements
4
. 33 
Moreover, by carrying out electron holography on a semiconductor device that is electrically biased in 34 
situ in the TEM, it is in principle possible to map the electrostatic potential distribution of a device 35 
under working conditions, thereby providing additional information for the optimization of device 36 
design and fabrication.  37 
An off-axis electron hologram is an interference pattern created by overlapping part of the electron 38 
wave that has passed unperturbed through vacuum (the “reference wave”) with another part of the 39 
electron wave that has passed through the sample (the “object wave”). The resulting interference 40 
pattern encodes the phase difference between the reference and object waves, which can then be 41 
reconstructed, e.g., with a standard FFT-based algorithm
5
. Provided that the reference beam is not 42 
perturbed by the presence of the specimen, that the specimen is not magnetic and that the effect of 43 
dynamical diffraction on the phase shift is negligible, the reconstructed phase difference can be 44 
written in the form: 45 
𝜑(𝑥, 𝑦) = 𝐶𝐸 ∫ 𝑉(𝑥, 𝑦, 𝑧)𝑑𝑧
+∞
−∞
 (1) 
where CE is a constant that depends on the energy of the electron beam (CE = 8.56 mrad V
-1
 nm
-1
 at 46 
120 keV), V is the electrostatic potential and z is the electron beam direction. If the electrostatic 47 
potential distribution is constant in the electron beam direction (i.e., it has no z-dependence) and 48 
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limited to the interior of the specimen (i.e., there are no fringing fields), then Eq. (1) can be simplified 49 
to: 50 
𝜑(𝑥, 𝑦) = 𝐶𝐸𝑉(𝑥, 𝑦)𝑡(𝑥, 𝑦), (2) 
where 𝑡 is the specimen thickness. Therefore, if the specimen thickness 𝑡(𝑥, 𝑦) is known and the 51 
phase shift 𝜑(𝑥, 𝑦) is measured using electron holography, then in principle the electrostatic potential 52 
distribution across the specimen can be mapped. However, despite the fact that the phase shift can be 53 
measured with high sensitivity (better than 1 mrad
6
) using electron holography, the interpretation of 54 
phase images in terms of electrostatic potential distributions requires several factors to be taken into 55 
account. 56 
As the phase shift is highly sensitive to specimen thickness, any small thickness variations can be 57 
misinterpreted as electrostatic potential variations. For example, a 3 nm step in thickness (e.g., due to 58 
preferential milling) in a Si specimen of thickness 300 nm can be misinterpreted as a built-in potential 59 
difference of 0.12 V (at 120 kV accelerating voltage). A possible workaround to bypass this problem 60 
and to avoid possible misinterpretation is to electrically bias the specimen, since, to a first 61 
approximation, the phase variation across a p-n junction changes with applied voltage, whereas the 62 
contribution to the phase shift due to specimen thickness variations remains unchanged.       63 
Changes in mean inner potential (MIP) across heterojunctions must also be taken into account. Steps 64 
in phase across heterojunctions measured using electron holography depend on both the difference in 65 
MIP and the dopant potential profile across each junction, as well as on any local redistribution of 66 
charge that may be present at each interface in the sample. Differences in MIP can therefore be 67 
misinterpreted as dopant potentials, or vice versa. Because MIPs are unchanged by external voltages, 68 
it should again be possible to avoid such misinterpretation by measuring phase steps across 69 
heterojunctions under different electrical biasing conditions. Similarly, the effects of diffraction 70 
contrast on the phase shift can be misinterpreted as changes in dopant potential and can be removed 71 
by electrical biasing, so long as the contribution to the phase from diffraction contrast is unaffected by 72 
the applied electrical bias. 73 
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The measured potential may also be affected by electrical charging of the specimen in the presence of 74 
electron beam irradiation due to the emission of secondary electrons and the generation of electron-75 
hole pairs in the specimen. The presence of electrical contacts close to the region of interest is 76 
expected to help to restore any charge imbalance resulting from secondary electron emission from the 77 
specimen
7
.  Electrical contacts can also be used to measure electron beam induced current (EBIC)
8
 78 
and, in this way, to provide information about electron-hole pair generation. 79 
The fact that dopant potentials are, in general, much smaller than mean inner potentials, means that a 80 
measurement with 0.1 V sensitivity in Si, which has a mean inner potential of ∼12 V, requires a 81 
signal to background ratio of better than 1% (to measure a 0.1 V dopant potential on a 12 V 82 
background). The ability of electron holography to detect variations in dopant potential can therefore 83 
be improved by the application of an applied electrical bias. 84 
For all of these reasons, in situ electrical biasing of semiconductor devices in the TEM is expected to 85 
provide a valuable solution to many of the issues that need to be overcome when converting electron 86 
holographic phase images into electrostatic potential maps, as well as providing an opportunity to 87 
characterize semiconductor devices under working conditions. 88 
Previous electron holography studies of electrically biased p-n junctions have shown only qualitative 89 
agreement between experimental results and theory
9–12
 . For example, researchers at the University of 90 
Bologna demonstrated electrical leakage fields (fringing fields) from an electrically biased p-n 91 
junction into vacuum, as expected on the basis of electrostatics
10
. They also showed that the fringing 92 
fields increase in magnitude with applied reverse bias
13
. Subsequently, scientists from Cambridge 93 
demonstrated a linear increase of the step in phase across a Si p-n junction with applied reverse bias in 94 
a focused ion beam (FIB) prepared specimen
14
.  95 
Despite qualitative agreement between experiment and theory, the quantitative interpretation of such 96 
experimental results reveals large discrepancies. Measured fringing fields are considerably smaller 97 
than expected
15
, while electrostatic potentials, electric fields, charge densities and dopant 98 
concentrations inferred from phase images are almost always significantly lower than predicted 99 
values. In addition, measured charge densities across p-n junctions have been reported to depend on 100 
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applied bias, while theory predicts that their magnitude should remain constant, as the depletion layer 101 
width increases with applied reverse bias
16
. Although electron beam irradiation and specimen 102 
preparation damage have been blamed for these discrepancies in the literature
17,18
, their origin is not 103 
yet fully understood. Here, we address these issues quantitatively by measuring the electrostatic 104 
potential, electric field and charge density across a Si p-n junction from electron holograms acquired 105 
under different electrical biasing conditions and by comparing the measurements with simulations. 106 
2) Experiment 107 
2.1) Experimental Details 108 
An abrupt symmetrical Si p-n junction comprising a 4-µm-thick As-doped (n-type) layer grown 109 
epitaxially onto a (100) oriented B-doped (p-type) substrate using molecular beam epitaxy was 110 
provided by OKMETIC
19
. The electrically active dopant concentration was determined using a four-111 
point-probe measurement to be 6×10
18
 cm
-3
 on each side of the junction, which corresponds to an 112 
expected built-in potential of 1.02 V across the junction.  In order to electrically bias the p-n junction 113 
in situ in the TEM, a 1.5 mm × 1.5 mm × 100 µm cleaved piece of the wafer was clamped between 114 
two electrical contacts in a cartridge-based single tilt biasing holder
20
. A parallel-sided electron 115 
transparent membrane was then micromachined at one corner of the cleaved wedge using a 30 keV 116 
focused ion beam (FIB)
21
. The length of the electron transparent membrane was kept as short as 1 µm, 117 
while the rest of the specimen was significantly thicker, to minimize charging during the holography 118 
observation. At the final stage of specimen preparation, at a thickness of approximately 600 nm, low 119 
keV cleaning was carried out using 2 keV FIB milling to reduce the effects of specimen surface 120 
damage and Ga implantation. The crystalline thickness of the membrane was determined to be 121 
550±10 nm using convergent beam electron diffraction (CBED) in a two beam condition.  The 122 
applied voltage across the junction was varied between 0 and 2 V reverse bias in intervals of 0.2 V.  123 
At each voltage, both an object off-axis electron hologram and a vacuum reference electron hologram 124 
were recorded. The holograms were acquired in an FEI Titan 80-300 TEM operated at 120 kV in 125 
Lorentz mode. By setting the biprism voltage to 70 V and the magnification to 18600×, holograms 126 
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with a visible overlap region of ∽0.6×2 µm2 at 6 pixels per fringe could be acquired on a 2k×2k 127 
charge-coupled device (CCD) camera, with a holographic interference fringe spacing of 4.6 nm and 128 
fringe visibility of 20% for an acquisition time of 16 s. The p-n junction was oriented exactly edge-on 129 
with respect to the electron beam by tilting the specimen to the central line of the 040 Kikuchi band, 130 
at a specimen tilt angle of 5.2
o
 from the <001>  zone axis. 131 
2.2) Experimental Results  132 
Representative reconstructed phase and amplitude images, obtained by applying a mask of radius 1/14 133 
nm
-1
 to the sideband in the Fourier transform of the hologram for 0 V applied bias, are shown in Figs. 134 
1(a) and (b), respectively. The p- and n- regions are clearly visible in the phase image. No diffraction 135 
contrast can be seen in the amplitude image at this specimen orientation, suggesting that dynamical 136 
diffraction does not affect the phase step across the p-n junction significantly. 137 
The step in phase across the junction (Fig. 1(c)) is plotted as a function of applied bias voltage in Fig. 138 
1(d), showing the expected linear relationship between the step in potential and applied bias across the 139 
junction for a reverse biased p-n junction. It is immediately apparent from this plot that the FIB-140 
prepared p-n junction specimen responds to the applied voltage, with the potential step across the 141 
junction increasing with applied reverse bias. Assuming that i) the electrically active specimen 142 
thickness is the same on both the n- and the p- sides of the junction
21
, ii) the phase shift due to the 143 
junction is contained within the specimen and iii) the applied bias is dropped fully across the junction 144 
and not elsewhere on the specimen or holder, then the slope and intercept of the graph shown in 145 
Fig. 1(d) provide values for the electrically active specimen thickness and the built-in potential across 146 
the junction of 500±10 nm and 0.9±0.1 V, respectively, by using the expressions 147 
{
∆φ = 4.35Vapp + 3.92
∆φ = CEtVapp + CEtVbi
  ⟹ t = 500 ± 10 nm, Vbi = 0.9 ± 0.1 V 
(3) 
where Δφ, Vapp and Vbi are the phase step, applied reverse bias voltage and built-in potential across the 148 
p-n junction, respectively. Fig. 1(e) shows representative potential, electric field and charge density 149 
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distributions extracted from the dashed box marked in Fig. 1(a) for different values of applied reverse 150 
bias, assuming the full 550 nm crystalline thickness of the specimen (measured using CBED) when 151 
converting the phase images into maps of electrostatic potential V, electric field E and charge density 152 
ρ using the expressions: 153 
𝑉(𝑥, 𝑦) = 𝜑(𝑥, 𝑦)/𝐶𝐸𝑡  (4) 
𝐸(𝑥, 𝑦) = −∇. 𝑉(𝑥, 𝑦) 
𝜌(𝑥, 𝑦) = −𝜀Siε0∇
2𝑉(𝑥, 𝑦)    
(5) 
(6) 
where εSi=11.7 and ε0= 8.85×10
-12 F/m.  154 
The difference between the crystalline specimen thickness measured using CBED and the electrically 155 
active specimen thickness inferred from the step in phase plotted as a function of applied voltage is 156 
50±10 nm, suggesting that there is a 25±5 nm crystalline layer on each surface of the specimen that is 157 
depleted due to a combination of electrical surface states (i.e., surface depletion) and FIB damage
22
. 158 
The thickness of the depleted and inactive crystalline surface layer has been widely assumed in the 159 
literature to be the primary explanation for low values of steps in phase obtained from electron 160 
holography results
23–27
.  161 
The measured built-in potential, 0.9±0.1 V, is just in agreement with the expected theoretical value of 162 
1.02 V, while the slope of Fig. 1(d) can be explained by considering an electrically dead layer of 163 
thickness 50±10 nm
28
. However, there are other discrepancies in the experimental measurements, 164 
which are not consistent with this explanation alone. In Fig. 2, experimental electric field and charge 165 
density profiles obtained from Fig. 1(e) are compared with classical one-dimensional solutions of the 166 
Poisson equation for an abrupt symmetrical Si p-n junction with the measured dopant concentration of 167 
6×10
18
 cm
-3
. Although the general trend in the experimental data is consistent with the simulations, 168 
with the depletion width and maximum electric field increasing with applied reverse bias, there are 169 
large differences between the magnitudes of the experimental and simulated values. The electric fields 170 
measured using electron holography are only about 15% of the simulated values, whether or not the 171 
thickness of the electrically inactive surface layer is taken into account, while the measured charge 172 
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densities are more than an order of magnitude lower than the expected value of 6×10
18
 cm
-3
. In 173 
addition, the experimentally measured depletion regions are asymmetrical in the plots of E and ρ and 174 
approximately 5 to 10 times wider than the simulated widths, with the measured charge density 175 
increasing with reverse bias voltage instead of remaining constant. In contrast to reports in the 176 
literature that electrical biasing can reactivate some of the dopants that have been deactivated by 177 
specimen preparation (due to Joule heating)
12
, in the present study we measured the same charge 178 
density at 0 V after many biasing cycles.  179 
In contrast to previous reports
29
, the surface of the present FIB-prepared specimen is not an 180 
equipotential. The experimental phase images are shown in Fig. 3 in the form of eight-times-amplified 181 
phase contours and illustrate the presence of fringing fields in the vacuum region outside the 182 
specimen, which change with applied reverse bias. The phase shift in the vacuum region along the 183 
specimen edge, within the field of view, is greater than 9 rad at 2 V reverse bias. It is important to 184 
note that the position of the fringing field is not aligned with the junction position within the 185 
specimen, but is shifted slightly towards the p-side of the junction.  186 
The leakage of the electric field into the vacuum region has two consequences for off-axis electron 187 
holography. First, the assumption that the reference wave is not influenced by the electrostatic 188 
potential of the specimen is not strictly valid, and this perturbation needs to be taken into account in 189 
the interpretation of the recorded phase images. Second, the presence of the fringing field above and 190 
below the specimen needs to be considered. 191 
In the following section, by means of numerical simulations, we investigate the role of i) finite spatial 192 
resolution, ii) fringing fields, and iii) surface charge on the determination of charge density from 193 
electron holographic phase images. 194 
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3) Simulations 195 
3.1) Limited spatial resolution  196 
One important factor that needs to be considered when calculating charge densities from electrostatic 197 
potential maps that have been extracted from phase images is the smoothing of the potential 198 
distribution as a result of the finite spatial resolution of the experimental measurements. The effect of 199 
limited spatial resolution (14 nm, as dictated by the size of the mask used in reconstructing the phase 200 
image) on the charge density distribution extracted from a phase image is illustrated in Fig. 4. In this 201 
figure, the theoretical potential distribution across an abrupt Si p-n junction with a dopant 202 
concentration of 6×10
18
 cm
-3
 is convoluted with a Gaussian point spread function (with a 14 nm 203 
standard deviation) and the charge density is then calculated from its second derivative. Fig. 4(a) 204 
shows calculated (theoretical) and smoothed potential profiles across the p-n junction for 0 and 2 V 205 
reverse bias. The limited spatial resolution has no effect on the measurement of the magnitude of the 206 
potential step across the junction if the measurement can be performed sufficiently far from the 207 
position of the junction. However, the potential profile becomes smoother as a result of the limited 208 
spatial resolution, resulting in a decrease in the charge density and an increase in the depletion width 209 
inferred from the second derivative of the potential profile. For example, the apparent charge density 210 
in Fig. 4(b) decreases from 6×10
18
 cm
-3
 to 1×10
18
 cm
-3
 at 0V bias, while the depletion width increases 211 
from 20 to 70 nm.  212 
The effect of limited spatial resolution on the inferred charge density is not the same for different 213 
applied reverse bias voltages. For a larger reverse bias, the curvature of the potential profile is 214 
influenced less strongly by the limited spatial resolution, resulting in an apparent increase in charge 215 
density in Fig. 4(b), calculated from the second derivatives of the smoothed potential profiles, with 216 
applied reverse bias.   217 
3.2) Fringing fields  218 
Three-dimensional (3D) simulations of electrostatic potentials within and around TEM specimens 219 
containing p-n junctions were carried out using the commercially available device simulator ATLAS 220 
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by Silvaco
30
. By solving Poissonʹs equation, the electrostatic potential was calculated inside a 500-221 
nm-thick parallel-sided specimen containing an abrupt symmetrical Si p-n junction for a dopant 222 
concentration of 6×10
18 
cm
-3
, as well as in a 750-nm-thick vacuum region above and below the 223 
specimen and in a 700-nm-thick vacuum region to the side of the specimen. A representative 224 
simulated 3D potential distribution is shown in Fig. 5 (a) for an applied bias of 0 V. This figure shows 225 
only half of the simulated volume, which continues along the z-axis on the opposite side of the xy 226 
plane. The 750-nm-thick vacuum region above and below the specimen is large enough for the 227 
electrostatic potential variation to reach a value close to zero at the edge of the simulated volume. In 228 
order to apply an electrical bias in the simulations, electrical contacts were considered on the n- and p- 229 
sides of the specimen at y = 0 and 1 µm in Fig. 5 (a), respectively. When solving Poissonʹs equation, 230 
the difference between the normal components of the respective electric displacements was assumed 231 
to be equal to surface charge densities (Neumann boundary conditions) at the positions of the planes 232 
with no electrical contacts. At the electrical contacts, a fixed surface potential, fixed electron 233 
concentrations and fixed hole concentrations (Dirichlet boundary conditions) were used as boundary 234 
conditions. These boundary conditions for the electrical contacts were chosen because experimentally 235 
the electrical contacts are over 1 mm away from the region of interest and therefore the drop in 236 
voltage across the electrical contacts and its consequent fringing fields do not affect the holography 237 
observation. The boundary condition used here for the electrical contacts result in no drop in the 238 
electrostatic potential in the semiconductor close to the electrical contacts. In order to investigate the 239 
effect of fringing fields on the projected potential, the specimen surface was assumed to have a 240 
negligible surface state density in the simulations. The phase shift that the electron beam experiences 241 
as it passes through the 3D potential distribution was calculated by integrating the electrostatic 242 
potential along the electron beam direction (the z-axis in Fig. 5(a)) and then multiplying the projected 243 
potential by the constant CE, according to Eq.1. The perturbation of the reference wave by the fringing 244 
field was also considered when calculating the simulated phase images, using an overlap width of 245 
500 nm (similar to that measured experimentally). The mean inner potential of Si (∼12 V) was not 246 
included in the present simulations, but should have no effect on the calculated electric field and 247 
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charge density, since it simply adds a constant to the electrostatic potential inside the specimen 248 
relative to that in vacuum.  249 
A representative simulated phase image and corresponding eight-times-amplified phase contours are 250 
shown before and after considering the perturbation of the reference wave for an applied reverse bias 251 
of 0 V in Figs. 5(b) and (c), respectively. The profiles in Fig. 5(d) represent phase profiles across the 252 
junction at 0 V (a, b and c) and 2 V (aʹ, bʹ and cʹ) reverse bias. In this figure, the profiles marked (a) 253 
and (aʹ) show the phase change across the junction within the specimen without considering the 254 
effects of fringing fields, those marked (b) and (bʹ) show the entire phase change across the junction, 255 
including the fringing fields above and below the specimen, while those marked (c) and (cʹ) show the 256 
phase profiles after including the effect of the perturbed reference wave. The difference between 257 
profiles (cʹ) and (aʹ) shows how much the fringing fields and the perturbed reference wave are 258 
predicted to contribute to the phase shift of the electron beam at 2 V reverse bias. The phase step 259 
across the junction in this 500-nm-thick specimen is predicted to increase by approximately a factor of 260 
three when the contributions to the phase shift from fringing fields above and below the specimen and 261 
the perturbed reference wave are considered. Profiles (b) and (bʹ) show that the presence of fringing 262 
fields above and below the specimen can introduce a difference in slope in the phase profiles between 263 
the p- and n-side of the junction, as well as resulting in a larger phase difference between the p- and n-264 
side further from the junction. This difference in slope increases with applied reverse bias. By taking 265 
the perturbation of the reference wave into account (profiles (c) and (cʹ) in Fig. 5(d)), the phase step 266 
across the junction decreases slightly. However, the profiles also become less flat and the slope of the 267 
phase profile on the p- and n- side changes such that further from the junction the phase difference 268 
between the p-side and n-side decreases, when compared to that measured close to the junction.  269 
In Fig. 5(e), the calculated phase step across the junction is shown before considering the effects of 270 
fringing fields and the perturbed reference wave (black triangles), after considering the contribution to 271 
the phase shift due to fringing fields above and below the specimen but without considering the 272 
perturbed reference wave (blue circles), and after taking the effect of the perturbed reference wave 273 
into account (red squares), plotted as a function of applied reverse bias. It can be seen that the 274 
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presence of fringing fields does not affect the linear relationship between the phase step and the 275 
applied reverse bias. Although the phase step increases linearly with applied reverse bias in all three 276 
cases, the slope and intercept of the fitted lines (shown in the figure) are different. Without 277 
considering fringing fields, the intercept of the fitted line represents the product of the specimen 278 
thickness, the built-in potential and the constant CE (Eq. 3). After including the contribution to the 279 
phase shift from fringing fields above and below the specimen, both the intercept and the slope of the 280 
fitted line increase. The values then decrease only slightly when perturbation of the reference wave is 281 
taken into account. An important point to note is that the fringing fields do not change the intercept-282 
to-slope ratio, which provides a measure of the built-in potential across the junction. This means that 283 
the built-in potential extracted from the plot of phase step versus applied reverse bias is not sensitive 284 
to the presence of fringing fields. This conclusion can also be reached by analytical calculations
31
.  285 
In contrast to the experimental observations, when the effects of fringing fields are included in the 286 
simulations, the inferred electric fields and charge densities increase significantly when compared to 287 
calculations for no fringing fields. The same processing steps were applied to the simulations as to the 288 
experimental phase images to obtain the difference electric field and charge density distributions 289 
shown in Figs. 5(f) and (g) for different applied bias voltages. For example, the electric field profile 290 
shown in Fig. 5(f) for a 2 V reverse bias is the difference between the electric fields calculated from 291 
phase profiles (cʹ) and (aʹ). The electric fields and charge densities contributed by the fringing fields 292 
show the same trend as the electric fields and charge densities across the p-n junction in response to 293 
applied reverse bias, but their magnitudes are larger than those shown in Figs. 2(b) and (d). For 294 
example, the maximum electric field at 2 V reverse bias determined from the simulated phase image 295 
including the effects of fringing fields (profile (cʹ) in Fig. 5(d)) is 3800 kV/cm, which is the sum of 296 
the electric field across the junction (1600 kV/cm) at this applied voltage and the contribution from 297 
the presence of fringing fields (2200 kV/cm).  298 
The simulations show that, if perfect surfaces with no surface states and damage are assumed for a p-n 299 
junction specimen, then the contribution from fringing fields to the phase step across the junction is 300 
predicted to be larger than that caused by the p-n junction within the specimen. In contrast, the 301 
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presence of fringing fields does not have a severe effect on the measurement of the depletion width, as 302 
the depletion widths in Figs. 5(f) and (g) are approximately in agreement with those in Figs. 2(b) and 303 
(d).  The built-in potential extracted from the phase step versus applied voltage plot is also not 304 
affected significantly by the fringing fields. 305 
3.3) Positive surface charge  306 
In an attempt to investigate the effect of surface states and secondary electron emission on the 307 
measurement of electrostatic potentials using off-axis electron holography, the above 3D electrostatic 308 
potential simulation was repeated for the same p-n junction specimen, in the same geometry, but 309 
including a uniform positive surface charge on its surfaces. 310 
The origin of surface states in a FIB-prepared TEM specimen could be a combination of surface 311 
termination, ion beam damage and high-energy electron beam irradiation
28,32
.  Regardless of the 312 
origin, the overall effect of surface states in the presence of electron beam irradiation is likely to result 313 
in the presence of positive surface charge on the specimen surfaces. Since few primary electrons are 314 
absorbed by a TEM specimen when compared with the number of emitted secondary electrons, it is 315 
expected that in the absence of good electrical conductivity on the specimen surfaces they will charge 316 
positively
33,34
. It is difficult to measure the surface charge density independently. However, we 317 
assume a positive surface charge density of 8×10
12
 e.c. (electron charges)/cm
2
 on all three surfaces of 318 
the specimen (top, bottom and edges) in our simulation, based on a comparison between simulated 319 
phase profiles in the vacuum region and our experimental electron holographic phase images. 320 
Simulated phase profiles for different uniform surface charge densities between 1×10
12
 and 1×10
13
 321 
e.c./cm
2
 in intervals of 1×10
12
 e.c./cm
2
 were compared with a corresponding phase profile taken along 322 
the specimen edge in the vacuum region from the experimental phase image recorded at 0 V bias. The 323 
closest match between the experimental and simulated phase profile in the vacuum region at 0 V bias 324 
was obtained for a surface charge density of 8×10
12
 e.c./cm
2
. For higher surface charge densities, the 325 
fringing fields disappeared completely, while for lower surface charge densities much stronger 326 
fringing fields than those measured experimentally appeared in the vacuum region. As a result of 327 
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assuming a positive surface charge density of 8×10
12
 e.c./cm
2
,
 
the specimen surfaces on the p-side 328 
became inverted to have n-type character. Assuming the depletion approximation
32
, such a charge 329 
density would result in a surface depletion width of approximately 11 nm and a surface potential 330 
difference of approximately 0.6 V on the p-side of the specimen, far from the junction. The strong 331 
inversion on the p-side, when the electron concentration at the surface is equal to the dopant 332 
concentration in the bulk
32
, occurs in this specimen if a positive surface charge density of 333 
approximately 10
18
 e.c./cm
2
 is assumed on the specimen surface, resulting in a maximum surface 334 
depletion width of approximately 15 nm
35
. For the purpose of the simulations, the surface charge was 335 
considered to be embedded in a 2 nm oxide layer on the specimen surface. The 3D potential 336 
distribution obtained from such a simulation is shown in Fig. 6(a). The phase image determined from 337 
the simulated potential distribution, as well as corresponding eight-times-amplified phase contours, 338 
are shown in Fig. 6(b), taking into account the perturbed reference wave. From Figs. 6(a) and 5(a), it 339 
can be seen that the presence of positive surface charge decreases the leakage of electric fields into the 340 
vacuum region, with the electrostatic potential variation in the vacuum region in Fig. 6(a) now limited 341 
to the proximity of the specimen surfaces when compared to Fig. 5(a). The fringing fields are not only 342 
weaker, as can be seen in the eight-times-amplified phase contours shown in Fig. 6(b), but they are 343 
also not aligned with the junction position within the specimen in the presence of surface charge. 344 
The calculated phase step across the junction in the presence of surface charge is plotted in Fig. 6(c) 345 
as a function of applied reverse bias. The phase steps marked with red squares are calculated from the 346 
entire simulated volume, whereas the phase steps marked with green diamonds and blue triangles 347 
show the contributions from the fringing fields in the vacuum region and the potential variation within 348 
the specimen, respectively. At 0 V bias, the calculated phase step associated with the potential 349 
variation within the specimen is larger than that from the fringing fields, while at 2 V reverse bias the 350 
opposite is the case.  351 
Figs. 6(d) and (e) show electric fields and charge densities, respectively, calculated from the phase 352 
shift caused only by fringing fields, as in Figs. 5(f) and (g). The electric fields and charge densities 353 
calculated from the phase shift determined from the entire simulated volume are shown in Figs. 6(f) 354 
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and (g), respectively. The electric fields and charge densities caused by the fringing fields alone are 355 
significantly smaller now that positive charge is included on the specimen surface. Both the electric 356 
field and the charge density are asymmetrical in the presence of surface charge, with a lower inferred 357 
charge density on the p-side than on the n-side. The inferred charge density increases with applied 358 
reverse bias in the presence of surface charge, whereas it does not change with applied bias if no 359 
surface charge is included (Fig. 5(g)). The depletion width is also wider in the presence of surface 360 
charge. For example, in Fig. 6(g), the depletion width is approximately 80 nm at 2 V reverse bias, 361 
whereas in the absence of surface charge it is below 50 nm (Figs. 2(b) and 5(g)). 362 
4) Discussion and Summary 363 
In the experimental section of this paper, it was shown that a Si p-n junction specimen prepared using 364 
FIB milling responds to an applied electrical bias. In qualitative agreement with theory, the potential 365 
step, electric field and depletion width across the junction, measured from electron holographic phase 366 
images, increase with applied reverse bias. However, instead of remaining constant, the measured 367 
charge density increases with applied reverse bias. In contrast to previous reports, but in agreement 368 
with theory, fringing fields are observed in the vacuum region close to the specimen edge. The 369 
fringing fields increase in magnitude with applied reverse bias. 370 
Quantitative comparisons between the experimental results and classical one-dimensional solutions of 371 
the Poisson equation for an abrupt Si p-n junction reveal more discrepancies than agreement. 372 
Although the built-in potential determined from a plot of phase step versus applied reverse bias is 373 
approximately in agreement with the value expected from theory, the electrically active specimen 374 
thickness determined from this plot is 50 nm smaller than the crystalline thickness of the specimen 375 
measured using CBED. Although one can explain this discrepancy by assuming an electrically 376 
inactive crystalline layer on the top and bottom surfaces of the specimen, the presence of fringing 377 
fields means that they need to be considered to interpret the measured phase step across the junction. 378 
More significantly, the measured electric fields and charge densities are 85% and an order of 379 
magnitude smaller than the expected values, respectively, while the measured depletion widths are too 380 
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high by ~300%, the measured charge density is asymmetrical and the fringing fields are not aligned 381 
with the position of the junction within the specimen. These discrepancies cannot be explained by the 382 
assumption of a simple electrically inactive layer on the top and bottom surfaces of the specimen.   383 
In the simulation section, we investigated the effects of limited spatial resolution, fringing fields and 384 
surface charge on the electron holography measurements. Simulations presented in this paper did not 385 
account for all of the discrepancies, particularly the large depletion width measured experimentally. 386 
Limited spatial resolution smooths the potential distribution and results in a lower electric field, a 387 
lower charge density and a larger depletion width determined from the projected potential profile. As 388 
the effect of limited spatial resolution on the potential step across a p-n junction is smaller for a larger 389 
applied reverse bias, a larger charge density is then inferred. Limited spatial resolution is likely to be 390 
part of the explanation for the low values of measured electric field and charge density and the large 391 
values of depletion width, both in the present study and in other reports
16
. However, neither the full 392 
extent of the discrepancies nor the asymmetrical charge density profiles can be explained by limited 393 
spatial resolution alone. For studying modern nanoscale devices, which was not the aim of this work, 394 
a large field of view is not necessary and therefore spatial resolution is not a limiting factor.  395 
If the specimen surfaces are assumed to be ideal, with negligible surface states and defects, then 396 
electric fields are predicted to leak out from the p-n junction into vacuum and to generate strong 397 
fringing fields that can affect the phase image significantly. Our simulations show that the phase shift 398 
caused by fringing fields can then be about two times larger than that caused by the potential variation 399 
inside a 500-nm-thick specimen containing a symmetrical abrupt Si p-n junction with a dopant 400 
concentration of 6×10
18
 cm
-3
. When calculating electric field and charge density distributions from 401 
phase images, the contribution from the phase shift caused by the fringing fields can then be larger 402 
than that originating from the interior of the specimen. However, the determination of the built-in 403 
potential from the intercept to slope ratio of a plot of phase step versus applied reverse bias is not 404 
affected significantly by the fringing fields in the absence of surface charges. When compared with 405 
this simulation, significantly weaker fringing fields are observed experimentally, suggesting that the 406 
surfaces of TEM specimens in the presence of electron irradiation cannot be assumed to have 407 
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negligible surface state concentrations. In modern devices, in which dopant concentrations can reach a 408 
few percent, the fringing fields are expected to be stronger.  409 
Simulations incorporating positively charged specimen surfaces were used to model the effects of 410 
secondary electron emission during electron irradiation. In order to reproduce the phase shift in the 411 
vacuum region close to the specimen edge measured experimentally at 0 V bias, a uniform positive 412 
surface charge of 8×10
12
 e.c./cm
2
 had to be included on the specimen surfaces in the simulation. 413 
When compared with simulations for ideal specimen surfaces, the presence of surface charges 414 
resulted in weaker fringing fields, lower electric fields, smaller charge densities and wider depletion 415 
widths. Moreover, the calculated electric fields and charge densities in the presence of surface charges 416 
were asymmetrical, the inferred charge densities increased with applied reverse bias and the fringing 417 
fields in vacuum close to the specimen edge were shifted slightly. These observations are all in 418 
qualitative agreement with the experimental measurements, suggesting that the presence of positive 419 
surface charge on the TEM specimen surface is one of the reasons behind the discrepancies seen 420 
between our experimental results and initial simulations.  421 
The quality of FIB-prepared surfaces directly affects the strength of fringing fields and is likely to be 422 
the reason for the absence of fringing fields in previous studies. It is therefore necessary to develop a 423 
standard FIB-based specimen preparation recipe that provides reproducible surfaces and a 424 
corresponding electrostatic potential model that predicts the effect of such surface conditions on the 425 
electrostatic potential distribution inside and outside the specimen. 426 
In conclusion, the discrepancies between experiment and theory seen in electron holographic studies 427 
of semiconductor devices are likely to have four different origins: 1) the failure of the dopant potential 428 
model used for bulk samples in a thin specimen in which surface termination plays a role; 2) changes 429 
in the potential distribution during specimen preparation associated with surface damage and 430 
implantation, 3) alteration of the original potential distribution as a result of high-energy electron 431 
beam irradiation, which results in secondary electron emission, electron-hole pair and point defect 432 
generation and 4) other sources of error such as dynamical diffraction and limited spatial resolution. 433 
18 
 
Further studies are in progress in our group
36
 and by others
17,37–40
 to disentangle the role and 434 
contribution of these parameters in electron holographic studies of semiconductor devices. Attempts 435 
are also being made to electrically bias more complex device structures in situ in the TEM to measure 436 
electrostatic potential distributions under working conditions
41–46
.      437 
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Figure 1. Representative a) unwrapped phase and b) amplitude images of the Si p-n junction studied 
here at 0 V applied bias. c) Phase profile measured along the arrow shown in (a). d) Phase step across 
the p-n junction plotted as a function of applied reverse bias. The dashed box in the phase image 
shows the area from which e) the potential, electric field and charge density distributions were 
generated. Only part of the field of view is shown in each frame. The 50-nm-wide box in (e) shows 
the area from which the profiles in Figs. 2(a) and (c) were obtained. 
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Figure 2. Measured a) electric field and c) charge density profiles across the Si p-n junction studied 
here, determined from the plots shown in Fig. 1(e) for  different applied reverse bias voltages. b) and 
d) show corresponding simulated electric field and charge density profiles, respectively, for an abrupt 
symmetrical Si p-n junction with a dopant concentration of 6×10
18
 cm
-3
, obtained using a one-
dimensional Poisson solver for the dopant species studied experimentally. The simulations are also 
shown as a function of applied reverse bias voltage.      
 521 
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Figure 3. Eight-times-amplified phase contours shown as a function of reverse bias voltage for the Si 
p-n junction studied here. The scale bar is 500 nm. The details of the phase contours within the 
depletion region should be discounted, as they contain artefacts resulting from phase amplification. In 
order to reduce the noise in the amplified phase contours, the phase images were smoothed. 
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Figure 4. Illustration of the effect of limited spatial resolution on the apparent charge density 
determined from a potential profile for different applied reverse bias voltages, determined from 
simulations for an abrupt symmetrical Si p-n junction with a dopant concentration of 6×10
18
 cm
-3
. In 
(a) the potential profiles across the junction at 0 V and 2 V reverse bias (blue solid curves) are 
compared with corresponding potential profiles that were convoluted with a Gaussian point-spread-
function with a standard deviation of 14 nm (red dashed curves), showing the smoothing effect of 
limited spatial resolution on a potential profile at two different biasing voltages. The purple dotted 
curve in (b) shows the charge density determined from the potential profile at 0 V without considering 
the effect of limited spatial resolution. The other curves correspond to charge densities determined 
from potential profiles that have been convoluted with the Gaussian point-spread-function.  Note the 
increase in the apparent depletion width, the decrease in the apparent charge density and the variation 
of maximum charge density with applied reverse bias, resulting from the effects of limited spatial 
resolution alone.  
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Figure 5. a) Representative 3D simulation of the electrostatic potential inside and around a 500-nm-
thick parallel-sided specimen containing an abrupt symmetrical Si p-n junction for an applied bias of 
0 V. Only half of the simulated volume (cut at the xy plane) is shown, so that the potential variation 
within and around the specimen can be seen. A corresponding phase image, limited to a volume of 
27 
 
x = 0.1 to x = 1.1 µm, y = 0.1 to y = 0.9 µm and z = -1 to 1 µm in (a), and its eight-times-amplified 
phase contours calculated for an accelerating voltage of 120 kV at 0 V bias, are shown in b) and c). 
The effect of the perturbed reference wave is taken into account in (c), but not in (b). The profiles in 
(d) show the phase change across the junction at 0 V (a, b and c) and 2 V (aʹ, bʹ and cʹ) reverse bias. 
The profiles marked (a) and (aʹ) show the phase change across the junction within the specimen 
without considering the effects of fringing fields; those marked (b) and (bʹ) show the entire phase 
change across the junction, including the effects of fringing fields above and below the specimen; 
those marked (c) and (cʹ) include the effect of the perturbed reference wave. e) Contributions to the 
measured phase step across the junction plotted as a function of applied reverse bias from the interior 
of the specimen (black triangles), from the entire simulated volume without considering the perturbed 
reference wave (blue circles) and from the entire simulated volume taking the perturbed reference 
wave into account (red squares). f) and g) show electric field and charge density profiles for different 
applied bias voltages determined from the contribution to the phase shift from fringing fields alone.  
Similar to the experimental measurements shown in Fig. 1, all of the profiles are taken 300 nm away 
from the sample edge.  
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Figure 6. a) Representative 3D simulation of the electrostatic potential inside and around a 500-nm-
thick parallel-sided specimen containing an abrupt symmetrical Si p-n junction, calculated for an 
applied reverse bias of 0 V with a positive surface charge density of 8×10
12
 e.c./cm
2
 on all three 
surfaces of the specimen (x = 0.5 µm, z = - 0.25 µm and z = 0.25 µm). b) Corresponding phase image 
and its eight-times-amplified phase contours. c) Contributions to the phase step across the junction 
measured only from the interior of the specimen (black triangles), from the entire simulated volume 
(red squares) and only from the fringing fields above and below the specimen (green diamonds). d) 
and e) show electric field and charge density profiles for different applied bias voltages determined 
from the phase profiles corresponding solely to contributions from fringing fields.  f) and g) show 
electric field and charge density profiles for different applied bias voltages, determined from phase 
profiles corresponding to the entire simulated potential volume. All profiles are taken 300 nm away 
from the sample edge. 
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