1 Full details of crystal structure and molecular structure optimisations Prior to lattice energy minimisation, any missing hydrogen atoms in the reported crystal structures were placed at standardised positions and, in a few cases where their positions were poorly determined in the reported crystal structure, hydrogen atoms were removed and replaced at standard positions.
DFT Calculation settings
Several tests were performed to examine the influence of the energy minimisation method and DFT integration grid on the results of molecular optimisations. As a set of test structures, we chose the independent molecular geometries of two the of packing polymorphic systems studied: the 9 geometries of MABZNA and the 2 geometries of GALCAX. Geometry optimisation starting from each of these starting points should result in the same final conformer of the isolated molecule. However, numerical differences will result from differences in the parameters used in evaluating energies and forces, as well as convergence thresholds for geometry optimisation. Therefore, differences in the resulting energies provide a measure of the inherent errors involved with a chosen set of computational parameters.
The following combinations of computational parameters were assessed: Standard: Optimisation performed in Cartesian coordinates. The default pruned (55,434) DFT integration grid, containing 55 radial points and a maximum of 434 angular points. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 × 10 −4 , 1.2 × 10 −3 , 4.5 × 10 −4 and 1.8 × 10 −3 a.u., respectively. 
DFT CALCULATION SETTINGS
TightOpt: Optimisation performed in Cartesian coordinates. The default pruned (55,434) DFT integration grid, containing 55 radial points and a maximum of 434 angular points. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 × 10 −5 , 1.2 × 10 −4 , 4.5 × 10 −5 and 1.8 × 10 −4 a.u., respectively.
INTREDUN: The same as Standard, but optimising in redundant internal coordinates in place of Cartesian coordinates. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 × 10 −5 , 1.2 × 10 −4 , 4.5 × 10 −5 and 1.8 × 10 −4 a.u., respectively.
LGRID: Optimisation performed in Cartesian coordinates. Pruned (75,434) DFT integration grid, containing 75 radial points and a maximum of 434 angular points. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 × 10 −5 , 1.2 × 10 −4 , 4.5 × 10 −5 and 1.8 × 10 −4 a.u., respectively.
INT LGRID: Optimisation performed in redundant internal coordinates. Pruned (75,434) DFT integration grid, containing 75 radial points and a maximum of 434 angular points. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 × 10 −5 , 1.2 × 10 −4 , 4.5 × 10 −5 and 1.8 × 10 −4 a.u., respectively.
XLGRID: Optimisation performed in Cartesian coordinates. Pruned (75,974) DFT integration grid, containing 75 radial points and a maximum of 974 angular points. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 × 10 −5 , 1.2 × 10 −4 , 4.5 × 10 −5 and 1.8 × 10 −4 a.u., respectively.
INT XLGRID: Optimisation performed in redundant internal coordinates. Pruned (75,974) DFT integration grid, containing 75 radial points and a maximum of 974 angular points. Thresholds for convergence on RMS gradient, RMS displacement, maximum gradient and maximum displacement were set to 3 ×10 −5 , 1.2 × 10 −4 , 4.5 × 10 −5 and 1.8 × 10 −4 a.u., respectively. Figure S1 summarises the errors in calculated molecular energies using each set of computational parameters. Each coloured slice of the total bar represents the difference in calculated energy between the optimised geometry resulting from that starting structure, calculated with respect to the lowest calculated energy acheived from any of the starting points for the same molecule, with the same set of computational parameters.
The results show the importance of the greater number of radial points in the integration grid -the average errors decrease by almost an order of magnitude when the grid is increased from the pruned (55,434) to the pruned (75,434) grid. This improved accuracy comes at a minor increase in computational cost ( Figure S2 ). The use of an even larger grid (more angular points) has no effect on the average errors.
The choice of optimising in Cartesian or redundant internal coordinates has little impact on the resulting errors in energy ( Figure S1 ), but the use of redundant internal coordinates approximately halves the total cost of molecular geometry optimisations ( Figure S2 ).
Based on these data the decision was taken to use internal redundant coordinates during optimisation and the large (not extra large) integration grid (INT LGRID settings).
Using these settings, the mean and maximum difference in energies from optimisations that should result in the same molecular geometry are 0.22 kJ mol −1 and 0.36 kJ mol −1 , respectively. We estimate that maximum errors in relative energies may be up to double this value, approximately 0.7 kJ mol −1 , given that the error in a particular structure may have either sign. Errors were calculated as the difference in energy between structures that are expected to optimise to the same conformer. The total bar height is the mean error for that calculation method; the coloured stripes represent the proportion of that mean error due to a given structure.
FULL DETAILS OF CONFORMATIONAL SEARCHES

Full details of conformational searches
The LMCS method for conformer generation was chosen based on a recent review of conformer generators. 6 LMCS is a mode-following algorithm -a starting molecular geometry is perturbed along one or a combination its calculated normal modes before re-minimising. Due to the number of energy minimisations required for an exhaustive search, this initial search is based on a molecular mechanics description of the intramolecular energy; OPLS2005 7 was chosen based on its performance in a recent review of available force fields. 8 Minimum and maximum move distances of 3 and 6Å were applied and 2,000 search steps were performed per flexible dihedral angle present in the molecule. A gradient of < 0.05 kJ mol −1Å −1 was set as a criterion for convergence of geometry optimisations. All conformations within a 50 kJ mol −1 window of the global minimum were saved, both to keep all conformers that might be relevant to crystal packing and to allow for significant inaccuracies of the force field. Duplicate molecular geometries were identified and removed first using an all-atom RMS deviation of atomic positions (within Macromodel), with a 0.05 A tolerance, followed by clustering based on selected dihedral angles (performed using in-house software), with tolerances of 5 • RMS and 10 • maximum dihedral angle difference to identify duplicate conformers. Table S1 Calculated strain energies of all 36 observed molecular geometries. 6 
STRAIN ENERGY OF ALL OBSERVED GEOMETRIES
MABZNA                            MABZNA
CORRELATION BETWEEN STRAIN ENERGY AND GEOMETRY CHANGE
5 Correlation between strain energy and geometry change Figures S3 and S4 show the correlation between strain energy and the change in molecular geometry between the crystalline molecular geometry and the associated optimised isolated conformer. The change in molecular geometry is measured as the root mean squared deviation (RMSD) in atomic positions (Fig S3) and as the RMSD in the flexible torsion angles (Fig S4) . RMSDs were calculated using a command line program based on the molecular overlay function in CCDC's Mercury software. The calculated value excludes hydrogen atom positions. Both show a similar trend, demonstrating that the molecular strain energy tends to be higher when the geometrical distortion is larger. However, there is considerable scatter in both graphs. Error bars are estimated for both the molecular strain energy and the geometrical distortion. The error in the molecular energy is based on the value obtained from tests reported in the see previous section.
The errors in the RMSD atomic position and RMSD torsion values are calculated by comparing the molecular geometry from the optimised crystal structure after isolated molecule optimisation with its best match from the sets of predicted conformers. The geometrical match should be perfect if the structural optimisation is fully converged. However, the convergence criteria used mean there may be small differences between the optimised geometries. The error in the geometry of the conformers is approximated as the mean difference in RMSD between the conformer from the crystal and the that from the conformational search. Energy vs surface area distributions for the ensemble of conformers of each molecule are show below. Each distribution is shown on two scales: an optimised scale for that molecule and, for comparison between molecules, on the same scale for each molecule. Table S2 Details of the rigid molecules used to relate Connolly surface to lattice energy. The Cambridge Structural Database REFCODE for the crystal structure used for the molecular surface area calculation is given following the molecular name. The sublimation enthalpy is taken as a mean of reported valuesa given in the references for each molecule.
