Machine learning for electronically excited states of molecules by Westermayr, Julia & Marquetand, Philipp
Machine learning for electronically excited
states of molecules
Julia Westermayr† and Philipp Marquetand∗,†,‡,¶
†Institute of Theoretical Chemistry, Faculty of Chemistry, University of Vienna,
Währinger Str. 17, 1090 Vienna
‡Vienna Research Platform on Accelerating Photoreaction Discovery, University of Vienna,
Währinger Str. 17, 1090 Vienna, Austria.
¶Data Science @ Uni Vienna, University of Vienna, Währinger Str. 29, 1090 Vienna,
Austria.
E-mail: philipp.marquetand@univie.ac.at
Abstract
Electronically excited states of molecules are
at the heart of photochemistry, photophysics,
as well as photobiology and also play a role
in material science. Their theoretical descrip-
tion requires highly accurate quantum chemi-
cal calculations, which are computationally ex-
pensive. In this review, we focus on how ma-
chine learning is employed not only to speed up
such excited-state simulations but also how this
branch of artificial intelligence can be used to
advance this exciting research field in all its as-
pects. Discussed applications of machine learn-
ing for excited states include excited-state dy-
namics simulations, static calculations of ab-
sorption spectra, as well as many others. In
order to put these studies into context, we dis-
cuss the promises and pitfalls of the involved
machine learning techniques. Since the latter
are mostly based on quantum chemistry cal-
culations, we also provide a short introduction
into excited-state electronic structure methods,
approaches for nonadiabatic dynamics simula-
tions and describe tricks and problems when us-
ing them in machine learning for excited states
of molecules.
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1 Introduction
1.1 From Foundations to Applica-
tions
In recent years, machine learning (ML) has be-
come a pioneering field of research and has an
increasing influence on our daily lives. Today
it is a component of almost all applications
we use. For example, when we talk to Siri or
Alexa, we interact with a voice assistant and
make use of natural language processing.1,2 ML
is applied for refugee integration,3 for playing
board games,4 in medicine,5 for example, for
image recognition6 or for autonomous driving.7
A short historical overview over general ML is
provided in ref 8.
Recently, ML has also gained increasing inter-
est in the field of quantum chemistry.9,10 The
power of (big) data-driven science is even seen
as the "fourth paradigm of science",11 which
has the potential to accelerate and enable quan-
tum chemical simulations that were considered
unfeasible just a few years ago. In general, the
field of ML in quantum chemistry is progressing
faster and faster. In this review, we focus on an
emerging part of this field, namely ML for elec-
tronically excited states. In doing so, we con-
centrate on singlet and triplet states of molecu-
lar systems, since almost all existing approaches
of ML for the excited states focus on singlet
states and only a few studies consider triplet
states.12–15 We note that electron detachment
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or uptake further leads to doublet and quartet
states, and even higher spin multiplicities, such
as quintets, sextets, etc. are common in transi-
tion metal complexes, where an important task
is to identify which multiplicity yields the low-
est energy and is thus the ground state.15 refs
16–19 give a good overview of such processes.
The theoretical study of the excited states
of molecules is crucial to complement experi-
ments and to shed light on many fundamen-
tal processes of life and nature.20 For example,
photosynthesis, human vision, photovoltaics or
photodamage of biologically relevant molecules
are a results of light-induced reactions.20–37
Experimental techniques like UV/visible spec-
troscopy or photoionization spectroscopy38–45
lack the ability to directly describe the exact
electronic mechanisms of photo-induced reac-
tions. The theoretical simulation of the cor-
responding experiments can go hand-in-hand
with experimental results and can provide the
missing details of photodamage and -stability
of molecules.20,27,35,44,46–67 However, the compu-
tation of the excited states is highly complex,
costly, and often necessitates expert knowl-
edge.68 As ML models have only recently been
applied in the field of photochemistry, keeping
track of the approaches is still possible and this
field is still in its initial stage.
Due to the multi-faceted photochemistry of
molecular systems, ML models can target this
research field in many different ways, which
are summarized in Figure 1. For example, the
choice of relevant molecular orbitals for active
space selections can be assisted with ML.70 The
fundamentals of quantum chemistry, e.g., to
obtain an optimal solution to the Schrödinger
equation or Density Functional Theory, can be
central ML applications. For the ground state,
ML approximations to the molecular wave func-
tion71–79 or the density (functional) of a system
exist.69,79–88 Obtaining a molecular wave func-
tion from ML can be seen as the most powerful
approach in many perspectives, as any property
we wish to know could be derived from it. Un-
fortunately, such models for the excited states
are lacking and have yet only been investigated
for a one-dimensional system,89 leaving much
room for improvement.
Most ML studies instead focus on predicting
the output of a quantum chemical calculation,
the so-called "secondary-output".69 Hence they
fit a manifold of energetic states of different spin
multiplicities, their derivatives and properties
thereof. With respect to different spin states
of molecular systems only a few studies exist,
which predict spins of transition metal com-
plexes15 or singlet and triplet energies of car-
benes12 of different composition or focus on the
conformational changes within one molecular
system13,90,91 for the sake of improving molec-
ular dynamics (MD) simulations. The energies
of a system in combination with its properties,
i.e., the derivatives, the coupling values between
them, and the permanent and transition dipole
moments,13,14,90–97 can be used for MD simula-
tions to study the temporal evolution of a sys-
tem in the ground-state 98–135 and in the excited
states.13,14,90–92,130,136–143,143–147,147–149
With energies and different properties, ter-
tiary outputs can be computed, such as absorp-
tion, ionization or X-ray spectra,150–153 gaps be-
tween HOMO (highest occupied molecular or-
bital) and LUMO (lowest occupied MO) or ver-
tical excitation energies.154–157
In addition, quantum chemical outputs can
also be analyzed or fitted in a direct way, e.g.,
reaction kinetics as results of dynamics simu-
lations can be mapped to a set of molecular
geometries and can be predicted with ML mod-
els.158 Excitation energy transfer properties can
be learned,,159,160 and structure-property corre-
lations can be explored to design materials with
specific properties.16,76,131,152,161–170
1.2 Scope and Philosophy of this
Review
ML for the excited states is developing at a
slower pace than the exploding field of ML for
the electronic ground state.168,171–173 The rea-
son is in our opinion mainly a result of the
complexity and high expenses of the underlying
reference calculations and the associated com-
plexity of the corresponding ML models. Sim-
ulation techniques to understand the excited-
state processes are not yet viable for many
applications at an acceptable cost and accu-
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Figure 1: Targets of ML for the excited states of molecules. All areas of excited-state quantum
chemistry (QC) calculations can be enhanced with ML, ranging from input to primary outputs that
are used in the computation of secondary outputs, which in turn are employed to calculate tertiary
outputs. Analysis can be carried out at all stages. This classification is inspired by the one in Ref.
69.
racy. Therefore, within this review we also
want to highlight the existing problems of quan-
tum chemical approaches that might be solvable
with ML and put emphasis on identifying chal-
lenges and limitations that hamper the appli-
cation of ML for the excited states. The young
age of this research field leaves much room for
improvement and new methods.
This review is structured as follows:
(1) Throughout this review, we will start
(non-exhaustively) discussing ground state pro-
cesses, since they are inherently linked to the
excited state processes and should also be con-
sidered here. We will therefore start by dis-
cussing the differences between the ground-
state potential energy hypersurfaces (PESs)
and the excited-state PESs and will also em-
phasize the difference in their properties in
section 2.
(2) Section 3.1 gives an overview of the theo-
retical methods that can be used to describe the
excited states of molecules. In the forthcoming
discussion, we will describe different reference
methods with a view to their application in
time-dependent simulations, namely MD simu-
lations.27,172 It is worth mentioning, that unlike
for the ground state, where a lot of different
methods can provide reliable reference compu-
tations for training, choosing a proper quantum
chemistry method for the treatment of excited
states is a challenge on its own. Many methods
require expert knowledge, prohibiting their use
further.37,174 In addition, not any method can
provide the necessary properties for any type
of application. Subsequently, we aim to review
the different flavours of excited-state MD simu-
lations with focus on those methods that have
been enhanced with ML models lately.
(3) After having provided the basic theoreti-
cal background, we will discuss how to generate
a comprehensive, yet full-fledged training set
for the excited states from the quantum chem-
istry data. We will summarize the existing
approaches that are applied to create a com-
prehensive training set and put emphasis on the
bottlenecks of existing methods that can limit
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also the application of ML. This will provide
the reader with the knowledge about starting
points for future research questions and clar-
ify where method development is needed. It
further provides the basis for the discussion of
ML models for the excited states of molecular
systems.
(4) A summary of state-of-the-art ML meth-
ods for photochemistry follows. We will differ-
entiate between single-state and multi-state ML
models and single-property and multi-property
ML models.93 As mentioned before, ML models
can tackle a quantum chemical calculation in
many different ways, see Figure 1. The different
ML models will be classified in the ways they
enhance quantum chemical simulations. Most
approaches aim at providing an ML-based force
field for the excited states, so most focus will be
put on this topic. At last, the prospects of ML
models to revolutionize this field of research
and future avenues for ML will be highlighted.
Noteworthy, we focus on the excited states of
molecules, as the excited electronic states in the
condensed phase are challenging to fit and are
thus often not explicitly considered in conven-
tional approaches.175–180 In solid state physics
for example, the electronic states are usually
treated as continua. The density of states at
the Fermi level,181 band gaps,182–184 and elec-
tronic friction tensors123,185,186 have been de-
scribed with ML models up to date and es-
pecially the electronic friction tensor is use-
ful to study the indirect effects of electronic
excitations in materials.187–192 Electron trans-
fer processes as a result of electron-hole-pair
excitations can be further investigated along
with multi-quantum vibrational transitions by
discretizing the continuum of electronic states
and fitting them (often manually) to reproduce
experimental or quantum chemical data in a
model Hamiltonian.178,193–198 Yet, to the best of
our knowledge, the excited electronic states in
the condensed phase have not been fitted with
ML. A recent review on reactive and inelastic
scattering processes and the use of ML for quan-
tum dynamics reactions in the gas phase and at
a gas-phase interface can be found in ref 199.
Besides the electronic excitations that take
place in molecules after light excitation, ML
models have successfully entered research fields,
which focus on other types of excitations as
well. Those are for example vibrational or ro-
tational excitations giving rise to Raman spec-
tra or Infrared spectra,43,109,200–204 nuclear mag-
netic resonance,205 or magnetism,206,207 which
we will also not consider in this review.
2 General Background: From
the Ground State to the
Excited States
Figure 2: Excited-state processes that can take
place after excitation of a molecule by light.
Absorption of light can make the molecule enter
a higher electronic singlet state. Intersystem
crossing to a triplet state or internal conver-
sion to another state of same spin-multiplicity
can take place. Radiative emission, i.e., fluo-
rescence and phosphorescence, are possible re-
actions from an excited singlet and triplet state,
respectively.
Figure 2 gives an overview of the excited state
processes that will be discussed within this re-
view. It shows a schematic one-dimensional
representation of the potential energy curves
for the ground and excited states as a func-
tion of molecular coordinates. Figure 2 il-
lustrates that the ground state potential en-
ergy curve, given by a dark-blue solid line, is
mostly a smooth function of the reaction coor-
dinate and gives information about several lo-
cal minima. In the ground state, many meth-
ods exist to describe the physico-chemical prop-
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erties of molecules and materials reasonably
well, ranging from small systems up to proteins,
DNA or nanoparticles. For small system sizes,
highly accurate ab-initio methods can be ap-
plied, while more crude approximations have
to be used for larger systems. The unfavor-
able scaling of many quantum chemical meth-
ods with the size of system under investigation
requires this compromise between accuracy and
system size. Crude approximations for systems
that are larger than several 100s of atoms be-
come inevitable.20,24,37
The chemistry we are interested in, however,
is not static, but rather depends to a large
extent on the changes that matter undergoes.
In this regard, it is more intuitive to study
the temporal evolution of a system. Much ef-
fort has been devoted to develop methods to
study the temporal evolution of matter in the
ground state potential. As an example, physi-
cal functions can be obtained with conventional
force fields, such as AMBER,208 CHARMM209
or GROMOS.210,211 The first ones already date
back to the 1940s-1950s. Such force fields
enable the study of large and complex sys-
tems, protein dynamics or binding-free ener-
gies on time scales up to a couple of nanosec-
onds.175,212–220 However, their applicability is
restricted by the limited accuracy and inabil-
ity to describe bond formation and breaking.
Novel approaches, such as reactive force fields
exist, but have not yet entered the mainstream
and still face the problem of generally low ac-
curacy.221
The accuracy of ab-initio methods can be
combined with the efficiency of conventional
force fields with ML models. The latter have
shown to advance simulations in the ground
state considerably and allow for the fitting of al-
most any input-output relation.98–132,135,172,222
Accurate and reactive PESs of molecules in the
ground state can be obtained with a compre-
hensive reference data set, which contains the
energies, forces and ground-state properties of a
system under investigation. Proper training of
an ML model then guarantees that the accuracy
of the reference method is retained, while infer-
ences can be made much faster. In this way,
they allow for a description of reactions and
can overcome the limitations of existing force
fields.133,171,223–227
Regarding the excited states, processes be-
come much more complex and the computation
of excited state PESs is far more difficult than
the computation of the ground state PESs. As
can be seen in Figure 2, a lot of different classes
of excited states, e.g. singlet states as shown
by continuous blueish lines or triplet states as
shown by dashed reddish lines, have to be ac-
counted for, which are characterized by several
transition states, local minima, and crossing
points. This complexity makes a separate treat-
ment of each electronically excited state inac-
curate and leads to further challenges that pro-
hibit the straight-forward and large-scale use of
many existing quantum chemical methods and
consequently also existing ML models for the
ground state.
Additionally, computations of the excited
states suffer from being generally less efficient.
To name only one central problem: The larger
the system becomes, the closer the electronic
states lie in energy, and the more excited-state
processes can usually take place. The neces-
sary consideration of an increasing number of
excited states increases the already substantial
computational expenses even more and restricts
the use of accurate methods to systems contain-
ing only a few dozens of atoms in a reasonable
amount of time with current computers. This
increasing complexity makes not only the refer-
ence computations, but also the application of
ML models for the excited states more compli-
cated than for the ground state. At the same
time, the application of ML models for the ex-
cited states might also be more promising, be-
cause higher speed-ups can be achieved.
For the excited states, methods similar to
force fields, like the linear vibronic coupling
(LVC) approach,228,229 are usually limited to
small regions of conformational space and re-
stricted to a single molecule. General force
fields that are valid for different molecules in
the excited states do not exist. Also the ML
analogue, so-called transferable ML models, to
fit the excited state PESs of molecules through-
out chemical compound space are unavailable
up to date. Nevertheless, it is out of ques-
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tion that an ML model, which is capable of de-
scribing the photochemistry of several different
molecular systems, e.g., different amino acids or
DNA bases of different sizes, is highly desirable.
A lot remains to be done in order to achieve
this goal and yet, to the best of our knowledge,
no more than a maximum of about 20 atoms
and 3 electronic states with a distinct multiplic-
ity have been fitted accurately with ML mod-
els.13,14,90–92,94,130,136–143,143,144,144–147,147–149
Whether or not the excited states of a molec-
ular system become populated depends on the
ability of a molecule to absorb energy in the
form of light, or more generally, electromag-
netic radiation of a given wavelength. Usu-
ally, the so-called resonance condition has to be
fulfilled, i.e., the energy gap between two elec-
tronic states has to be equivalent to the photon
energy of the incident light. Note however that
also multi-photon processes can occur, where
several photons have to be absorbed at once to
bridge the energy difference between two elec-
tronic states230–232 Further, the absorption of
light does not only provide access to one, but
most often to a manifold of energetically close-
lying states. The number of states that can be
excited is related to the range of photon en-
ergies that is contained in the electromagnetic
radiation. This energy range is inversely pro-
portional to the duration of the electric field,
e.g., of a laser pulse, due to the Fourier rela-
tion of energy and time.233 However, the en-
ergy range of the photons and the energy dif-
ference between the electronic states are not
the only factors influencing the absorption of
light, which gives rise to questions like: Is the
molecule able to absorb light of a considered
wavelength? Which of the excited states is pop-
ulated with the highest probability?
An answer to these questions can be obtained
from an analysis of the oscillator strength. In
order to make an electronic transition possible,
an oscillating dipole must be induced as a re-
sult of the interaction of the molecule with light.
The oscillator strength, f oscij , between two elec-
tronic states, i and j, is proportional in atomic
units (a.u.) to the respective transition dipole
moment, µij, and the respective energy differ-
ence, ∆Eij:234
f oscij =
2
3
∆Eij | µij |2 . (1)
If the transition dipole moment between two
states is zero, no transition is allowed. The
reasons can be that a change of the electronic
spin would be required, and the transition is
thus spin forbidden. Another reason can be
the molecular symmetry, leading to symme-
try forbidden transitions. The latter are com-
mon in molecules that carry an inversion centre
and transitions that conserve parity are forbid-
den.235 An energetic state is called dark, if the
transition dipole moment is very small or zero.
In contrast, a state is called bright, if the transi-
tion dipole moment is large. Most often, studies
that target the photochemistry of molecules fo-
cus on excitation to the lowest brightest singlet
state, i.e., the state that absorbs most of the
incident energy.
After an excitation process, the molecule is
considered to move on the excited-state PESs
and is expected to undergo further conversions.
The excess of energy a molecule carries – as a
result of the initial absorption of energy – is
most often converted into heat, light, such as
fluorescence or phosphorescence, or into chem-
ical energy. If the molecule returns to its orig-
inal state, then the molecule is photostable.
Otherwise, either photodamage, such as de-
composition, or useful photochemical reactions
including bond breaking/formation occur. In
all cases, heat or light can be emitted, which
can also be harnessed in light-emission applica-
tions.27,236–238 With respect to photo-stability,
ultrafast transitions, in the range of femto- to
picoseconds (10−15–10−12 seconds) take place
and lead the molecule back to the ground state.
This means, the electronic energy is converted
into vibrations of the molecule and the molecule
is termed hot. This heat is usually dissipated
into the environment, a procedure that is of-
ten neglected in excited-state simulations due
to the cost of describing surrounding molecules.
Radiationless transitions from one electronic
state to another take place in so-called criti-
cal regions of the PESs. As the name already
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suggests, critical regions are crucial for the dy-
namics of a molecule, but are also challeng-
ing to model accurately. A transition from
one state to another that conserves the spin-
multiplicity is called internal conversion. Fur-
thermore, states of different spin-multiplicities
may be accessible via intersystem crossing. The
critical points, where transitions are most likely
to occur, are called conical intersections and are
illustrated in Figure 2. At these crossing points,
PESs computed with quantum chemistry can
show discontinuities. These discontinuities can
occur also in other excited-state properties and
pose an additional challenge for an ML model
when fitting excited-state quantities.
In addition to the aforementioned complica-
tions of treating a manifold of excited states,
also the probability of a radiationless transi-
tion between them has to be computed some-
how. This probability is usually determined
by couplings between two approaching PESs.
Between states of the same spin multiplicity,
nonadiabatic couplings (NACs) arise, and spin-
orbit couplings (SOCs) give rise to the transi-
tion probability between states of different spin
multiplicities. These couplings are intimately
linked to the excited-state PESs and therefore
should also be considered with ML. However,
only a handful of publications describe cou-
plings with ML,13,90,92–94,138,143,144,147,239 which
highlights the difficulty of providing the neces-
sary reference data as well as the challenges of
accurately fitting them. New methods are con-
stantly needed to further enhance this exciting
research field.
3 Quantum Chemical The-
ory and Methods
In this section, we present some key aspects of
quantum theory for excited states because (i)
the outcome of the corresponding calculations
serve as training data for ML and (ii) to clar-
ify the employed nomenclature. We put spe-
cial emphasis on describing the differences of
excited-state computations to computations in
the ground state and the challenges that arise
due to the treatment of a manifold of excited
states. These challenges also point at issues
that are problematic for ML. These explana-
tions will provide the groundwork to evaluate
different quantum chemical methods for their
use to generate a training set for ML and to
use it for different types of applications, such
as excited-state MD simulations. Naturally, we
can only provide a general idea of this field and
refer the interested reader to pertinent text-
books and reviews, such as Refs.26,29,36,37,240–248
In order to follow a consistent notation within
this review, we try to explain all basic con-
cepts with notations that are frequently used
in literature. Currently, a zoo of different no-
tations for the same property can be found.
For example, the NACs, or derivative couplings,
are sometimes referred to as so-called inter-
state couplings, i.e. couplings between two
states multiplied with the corresponding energy
gap between those two states,142 while in other
works interstate couplings refer to off-diagonal
elements of the Hamiltonian in another basis,
where the potential energies are no eigenval-
ues of the electronic Schrödinger equation. We
want to avoid a confusion of the different no-
tations and thus provide a consistent definition
below. For the excited states, a number of dif-
ferent electronic states is required. Throughout
this review, we adopt the following labelling
convention for different electronic states: The
lower case Latin letters, i, j, etc. will be used
to denote different electronic states. The ab-
breviations NS, NM , and NA will indicate the
number of states, molecules and atoms, respec-
tively.
The foundation for the following sections
is a separation of electronic and nuclear de-
grees of freedom, which is based on the work
of Born and Oppenheimer.249 However, the
famous Born-Oppenheimer approximation is
later on (partly) lifted and the coupling be-
tween electrons and nuclei is taken into account
in nonadiabatic dynamics simulations.
3.1 Electronic Structure Theory
for Excited States
The main goal when carrying out an electronic
structure calculation is usually to compute the
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potential energy and other physico-chemical
properties of a compound. We distinguish be-
tween two overarching theories to achieve this
goal: Wave Function Theory (WFT) and Den-
sity Functional Theory (DFT) – as outlined,
e.g., by Kohn in his Nobel lecture.250
The basis of WFT, as for any electronic struc-
ture calculation, is the electronic Schrödinger
equation251,252 with the electronic Hamilton op-
erator, Hˆel, and the N-electron wave function
Ψi(R, r) of electronic state i, which is depen-
dent on the electronic coordinates r and para-
metrically dependent on the nuclear coordi-
nates, R:
Hˆel(R, r) | Ψi(R, r)〉 = Ei | Ψi(R, r)〉. (2)
From the wave function, the eigenvector of this
eigenvalue equation, any property of the sys-
tem under investigation can be derived. How
to solve the electronic Schrödinger equation ex-
actly to obtain the potential energy of an elec-
tronic state i, Ei, is known in theory. However,
from a practical point of view, the computa-
tion is infeasible for molecules that are more
complex than for example H2, He+2 , and similar
systems.253 In order to make the computation
of larger and more complex systems viable, ap-
proximated wave functions are introduced.
In contrast to WFT, DFT reformulates the
energy of a system in terms of the ground state
electron density rather than the N-electron
wave function and the energy is expressed as a
functional thereof. The advantage of DFT over
WFT is a rather high accuracy for a rather low
computational cost. If DFT is applied prop-
erly, it is considered as one of the most efficient
ways to obtain reliable and reasonably accurate
results of molecules up to 100s of atoms. In
solid state physics, DFT is even the workhorse
of most studies aiming to describe ground state
properties.254 However, the problem is that the
equations to be solved are unknown. The miss-
ing piece is the exact exchange-correlation func-
tional of a system. Up to date, researchers have
come up with many different approximations to
this functional that can be used to treat spe-
cific problems, but a universal functional ca-
pable of describing different problems equally
accurately has not yet been found. Moreover,
there is no systematic way to improve a den-
sity functional. The results obtained with DFT
therefore critically depend on the choice of the
functional.253,255
In the following sections, we will describe
both theories in the light of excited states of
molecules. We will start to cover ab-initio
methods, which means that they are derived
from first principles without parametrization.
3.1.1 Wave Function Theory (WFT)
The basis of all discussed ab-initio methods
is the Hartree-Fock method. The N-electron
wave function is represented by a single Slater
Determinant, φ0, which makes N coupled one-
electron problems out of the N-body problem.
This Slater determinant is the anti-symmetric
product of one-electron wave functions, the spin
orbitals, which can be atomic, molecular or
crystal orbitals, depending on the system. In
the case of molecular (or also crystal) orbitals,
they are usually expanded as a linear combina-
tion of atomic orbitals, where the expansion co-
efficients are optimized during the calculation.
In order to do so efficiently, the atomic orbitals
are themselves expanded with the help of a ba-
sis set. The N-electron wave function is there-
fore obtained as a double expansion. Two ap-
proximations are applied, which is the use of a
finite basis set to represent the atomic orbitals
and in turn also the molecular orbitals on the
one hand and the use of a single Slater Deter-
minant on the other hand. This usually gives
a poor description of a system under investiga-
tion, due to a lack of electronic correlation.
Electronic correlation describes how much the
motion of an electron is influenced by all other
electrons. Since the Hartree-Fock method can
be seen as a mean-field theory, where an elec-
tron ”feels” only the average of the other elec-
trons, correlation is quantified by the correla-
tion energy, which is the difference between the
Hartree-Fock energy and the exact energy of a
system.
Unsurprisingly, all further discussed quan-
tum chemical methods aim at improving the
Hartree-Fock method. They can be seen as dif-
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ferent flavors of the same solution to the prob-
lem: They all include more determinants in
one way or another. Accordingly, the wave
function is expanded as a linear combination
of determinants, where a determinant consists
of molecular orbitals, which are expanded in
atomic orbitals. This ansatz contains two
types of coefficients that can be optimized,
the ones for the determinants and the ones
yielding the molecular orbitals. If the latter
are kept the same for different determinants,
we speak of a single-reference wave function.
If both types of coefficients are adapted, we
speak of a multi-reference wave function. Sim-
ilarly, the electron correlation is also divided
into two parts, termed dynamic correlation and
static correlation. Single-reference methods im-
prove on the dynamic correlation, while a multi-
reference wave function allows for static corre-
lation. However, the separation is not so strict,
as can be seen by the following fact: Both the
aforementioned single-reference variant and the
multi-reference variant become equivalent when
including an infinite number of terms and de-
liver the exact solution to the Schrödinger equa-
tion if also an infinite basis set is used.
Configuration Interaction In the case of
single-reference methods, the orbitals obtained
from the reference calculation (usually Hartree-
Fock) are kept fixed. Since usually more or-
bitals than the number of electrons in the sys-
tem are calculated, the possibility of construct-
ing different Slater determinants from these or-
bitals exist, which can be used for expanding
the actual wave function:256,257
| Ψi〉 =
∑
I
cI | φI〉 (3)
Each Slater Determinant is weighted by a co-
efficient, cI . These coefficients can be obtained
variationally by minimizing the total energy un-
der the constraint of fixed orbitals, ending up
in the Configuration Interaction (CI) methods.
Ψ0 is the reference, Hartree-Fock, wave func-
tion. In principle, the exact solution can be
obtained by considering all possible Slater De-
terminants in combination with a complete ba-
sis set. The use of all possible configurations is
called Full-CI and represents the case, when all
electrons are arranged in all possible ways. This
approach is infeasible for almost all molecular
systems, more complex than e.g. He, and trun-
cated methods are needed. Those are for exam-
ple, CIS (CI Singles) or CISD (CIS and Dou-
bles), where only single excitations or addition-
ally double excitations are accounted for, re-
spectively. Figure 3 gives a schematic overview
of the improvements of CI that one can apply.
A huge advantage of these methods is, that how
to obtain the exact solution is known, and that
they are systematically improvable. However,
truncated CI does not scale correctly with the
system size and is therefore not size-extensive
and also not size-consistent (i.e., the energy of
two fragments A and B at large distance com-
puted together, E(A + B), is not equal to the
sum of the energies of the fragments from sep-
arate calculations, 6= E(A) + E(B)).258
Figure 3: Different arrangements of electrons in
molecular orbitals giving rise to the configura-
tion interaction (CI) method. Inclusion of ex-
cited configurations in addition to the ground-
state, reference determinant, φ0, allows to go
beyond the Hartree-Fock method. Electrons
are excited into higher electronic orbitals and
Slater Determinants are indicated using the let-
ters S, D, T, and Q, which refer to single, dou-
ble, triplet, and quadruple excitations.
The CI scheme can be employed to improve
the ground-state wave function by mixing the
Hartree-Fock determinant and determinants of
different electron configurations. In the same
way, also wave functions of excited states can
be computed. Then, the coefficients CI are op-
timized for higher eigenvalues of the electronic
Hamiltonian instead of the first one. Beginners
in the field then often get confused by terms
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like single excitation in comparison to first ex-
cited state. A single excitation determinant
(see Fig. 3) can be part of the wave function
for the first excited state but can also be a part
of the ground-state wave function.
Electron Propagator Methods Another
class of methods that we shortly want to men-
tion here are electron propagator methods, that
are based on one electron Green’s function
and are another variant of perturbation theory
schemes. One popular method that is based
on Green’s function one electron propagator ap-
proach is the algebraic diagrammatic construc-
tion scheme to second order perturbation the-
ory (ADC(2)).259 ADC(2) is a single-reference
method and can be used to efficiently compute
excited states of molecules. It offers a good
compromise between computational efficiency
and accuracy, while being systematically im-
provable (higher order variants like ADC(2)-x
or ADC(3) exist). The time evolution of a sys-
tems polarizability is obtained by applying the
polarization propagation, which contains infor-
mation on a system’s excited states.256,260–263
The ground-state energy of ADC(2) is based
on Møller-Plesset perturbation theory of sec-
ond order,264,265 MP2, where the latter can for-
mally be shown to include double excitations for
the improvement of Hartree-Fock, see Ref. 256.
The dependence of ADC(2) on MP2 gives rise
to instabilities in regions, where excited states
come close to the ground state or homolytic
dissociation takes place. The excited states
of bound molecules are described with reason-
able accuracy. Compared to multi-reference CI
methods (see below), the black box behaviour
of ADC(2) is a clear advantage.259
Coupled Cluster The gold standard of ab-
initio methods for the ground state is the fam-
ily of Coupled Cluster (CC) methods. CC is
often referred to as the size-extensive and size-
consistent version of CI. The different electronic
configurations accounting for single or double
excitations (such as in CIS and CISD for ex-
ample) are obtained by applying an excitation
operator, Tˆ :266
| φCC〉 = eTˆ | Ψ0〉 =
(Tˆ = 1 + Tˆ +
1
2!
Tˆ 2 +
1
3!
Tˆ 3 + ...) | Ψ0〉.
(4)
Similarly to CI, this operator can be truncated.
If Tˆ = Tˆ1 + Tˆ2, single and double excitations
are accounted for.
Excited states can be computed in a single-
reference approach by equation-of-motion-CC
(EOM-CC), where the excited-state wave func-
tion is written as an excitation operator times
the ground-state wave function. For further de-
tails, see, e.g., the reviews 267,268.
CASSCF The problem of missing static cor-
relation in the Hartree-Fock approach is tackled
by a multi-reference ansatz for the wave func-
tion.255 This treatment is important for many
excited-state problems, but also some transition
metal complexes in their ground state, transi-
tion states or homolytic bond-breaking with the
dissociation of the N2 molecule being a notori-
ously difficult example.269,270
The multi-configurational self-consistent field
(MCSCF) method can be seen as the multi-
reference counterpart to the Hartree-Fock
method.271 One of the most popular variants of
MCSCF methods is the Complete Active Space
SCF (CASSCF),272,273 where important atomic
orbitals and electrons are selected giving rise to
an active space. An example is shown in Fig-
ure 4. According to this scheme, the orbitals
are split into an inactive, doubly occupied part,
an active part and an inactive, empty part.
Within the active space a FCI computation is
carried out. The active space has to be chosen
manually by selecting a number of active elec-
trons and active orbitals. CASSCF is no black
box method and a meaningful active space se-
lection is the full responsibility of the user. As
an advantage, CASSCF can describe static cor-
relation well, which is necessary in systems with
nearly degenerated configurations with respect
to the reference Slater determinant. For com-
pleteness, state-averaging (i.e. SA-CASSCF)
is most often applied, where states belonging
to the same symmetry are averaged. Another
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Figure 4: Electrons and orbitals of an arbitrary
system to exemplify the active space needed for
many multi-reference methods. (a) The high-
est, not considered, molecular orbitals are in-
active and always empty. (c) The lowest, not
considered, molecular orbitals are always dou-
bly occupied. (b) The active space is shown
with two active electrons in two active orbitals.
The occupancy of the orbitals is between zero
and two.
variant of MCSCF methods is restricted active
space SCF (RASSCF), which is very similar to
CASSCF, but within RASSCF the active space
is restricted and no FCI computation is carried
out.256
MR-CI Even higher accuracy can be
obtained with multi-reference CI meth-
ods,29,274,275 such as MR-CISD, that addition-
ally add single and double excitations out of
the active space and are therefore based on
CASSCF wave functions. With this approach
electronic correlation, i.e. static and dynamic
correlation, can be treated.
CASPT2 Alternatively, complete-active-
space perturbation theory of second order,
CASPT2,276–278 can correct electronic corre-
lation effects via treating multi-reference prob-
lems with perturbation theory. This variant
of multi-reference perturbation theory methods
uses the CASSCF wave function as the ze-
roth order wave function. CASPT2 can be ap-
plied to each state separately (single-state (SS)-
CASPT2) or correlated states can be mixed at
second order resulting in a multi-state pertur-
bation treatment (MS-CASPT2).276–278 Other
perturbation approaches for multi-reference
problems exist, like the n-electron valence state
perturbation theory (NEVPT2).279–281
MRCC In addition to multi-reference meth-
ods based on CI, multi-reference variants of CC
approaches exist. A relatively efficient imple-
mentation is for example the Mk-MRCC ap-
proach of Mukherjee and co-workers282 or the
Brillouin-Wigner approach,283 which is however
not size extensive. Noticeably, the development
of multi-reference CC approaches is a rather
young research field compared to other excited-
state methods and the computation of proper-
ties and forces is not well explored. Many stud-
ies therefore focus on the simulation of energies
of low-lying states with MRCC methods. Ad-
ditionally, such methods suffer from algebraic
complexity and numerical instabilities. Inter-
ested readers that seek for a more extensive
summary of existing MRCC methods are re-
ferred to Refs. 29,284,285.
Challenges The probably biggest drawback
of the aforementioned multi-reference meth-
ods is that their protocols are very demand-
ing. Finding a proper active space is a te-
dious task that often requires expert knowledge.
Too small active spaces can lead to inaccurate
energies and problems with so-called intruder
states are common. Those are electronic states,
that are high in energy at a reference molecu-
lar geometry, but become very low in energy
at another molecular geometry, that is visited
along a reaction coordinate. The active space
then changes along this path. This behavior
can result in inconsistent potential energies. In
case of CASPT2, the configurations of intruder
states can lead to large contributions in the
second-order energy, making the assumption of
small perturbations invalid. Especially for de-
scribing molecular systems with many energet-
ically close-lying states and for the generation
of a training set for ML, such inconsistencies
are problematic. Figure 5 shows an example
of potential energy curves of 3 singlet states
and 4 triplet states of tyrosine computed with
(a) CASSCF(12,11) and (b) CASPT2(12,11),
where 12 refers to the number of active elec-
trons and 11 to the number of active orbitals.
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We used OpenMolcas286 to compute an unre-
laxed scan along the reaction coordinate, which
is a stretching of the O-H bond located at the
phenyl-ring of tyrosine.
Figure 5: Potential energy curves of the three
lowest singlet (S0-S2) and the four lowest triplet
state (T1-T4) of the amino acid tyrosine along
the O-H bond length of the hydroxy group
located at the phenyl ring (Ph-OH) com-
puted with CASSCF(12,11)/ano-rcc-pVDZ and
CASPT2(12,11)/ano-rcc-pVDZ.287
Intruder states are no exception. Actu-
ally, they are quite common in small to
medium sized organic molecules. A large
enough reference space can mitigate this prob-
lem, but makes computations almost infeasi-
ble. The computational costs increase expo-
nentially with the number of active orbitals.
In many cases, the improved accuracy due to
a larger active space cannot justify the consid-
erably higher expenses. At its best and with
massively parallel simulations, an active space
of about 20 electrons in 20 orbitals can be
treated,288 which is impracticable for many ap-
plications, such as dynamics simulations. For
medium-sized molecules, the active space that
would be required for a given simulation might
even be way to large to be feasible for calcula-
tions in a static picture.
Worth mentioning at this point are also Ry-
dberg states, that often need to be considered
in small to medium sized molecules. Rydberg
states can be strongly interlaced with valence
excited states. In such cases, the active space
needs to be large enough to treat both, the va-
lence and Rydberg molecular orbitals. Addi-
tionally, the one electron basis set should be
flexible enough to describe both types of or-
bitals. This increases the computational costs
additionally. More details on the inclusion of
Rydberg states in simulations can be found in
refs 289–292.
A promising tool to eliminate the complex
choice of active orbitals is autoCAS.293–295 It
provides a measure of the entanglement of
molecular orbitals that is based on the den-
sity matrix renormalization group (DMRG). A
DMRG-SCF calculation is similar to a CASSCF
calculation, but instead of a FCI solution of
the active space, an approximated solution with
DMRG is obtained to avoid the exponential
scaling of the computational costs with the
number of active orbitals.296–301 As an alterna-
tive, ML can be used to determine an active
space.70
3.1.2 Density Functional Theory
A complementary view on how to obtain the
energy of a system is provided by DFT. DFT
dates back to 1964, when it was formulated by
Hohenberg and Kohn302 entirely in terms of the
electron density, η(~r). A one-to-one correspon-
dence between this density and an external po-
tential, v(~r), exists and the potential acts on the
electron density. The energy can be formulated
in terms of a universal functional, F [η(~r)], of
the electron density, which is independent of the
external potential. In this way, the energy of a
system’s ground state can be computed with
the following equation:
E[η(~r)] =
∫
v(~r)η(~r)d~r + F [η(~r)] (5)
The most widely used implementations of DFT
rely on the Kohn-Sham approach.303 In fact,
Kohn-Sham DFT is so successful that it is often
simply referred to as DFT. In this approach, an
auxiliary wave function in the form of a Slater
determinant is employed. Since a single Slater
determinant is the exact solution for a system
of noninteracting electrons, this DFT approach
can be seen as describing a system of nonin-
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teracting electrons that are forced to behave as
if they were interacting. The latter effect can
be achieved only by an unknown modification
of the Hamiltonian or rather of the aforemen-
tioned functional. In other words, a Slater de-
terminant as wave function ansatz is exact but
the Hamiltonian can only be approximated, in
contrast to Hartree-Fock, where the true elec-
tronic Hamiltonian is used but the Slater deter-
minant is only an approximate wave function.
The functional F [η(~r)] can be separated into
Coulombic interactions and a non-Coulombic
part. The latter can further be divided into two
terms: the kinetic energy of the noninteract-
ing electrons and the exchange-correlation part,
which describes the interaction of electrons and
thus also corrects the kinetic energy by the dif-
ference of the real kinetic energy and the kinetic
energy of the fictitious system of noninteracting
electrons. The exchange-correlation functional
is the part of DFT that is unknown and finding
the exchange-correlation functional remains the
holy grail of DFT.
In principle, if the exact functional was
known, the exact ground-state energy of a sys-
tem could be computed. Unfortunately, it is
not known and the success of a DFT calculation
critically depends on the approximation that is
used to the unknown exchange-correlation func-
tional. For completeness, KS-DFT is often used
for closed-shell systems. In case of open-shell
systems, two spin densities are distinguished,
resulting in spin-polarized KS theory.304
As explained above, the electron density is
computed from a single reference Kohn-Sham
wave function, i.e., the one of noninteracting
electrons with the density of the real system.
This single-reference wave function makes DFT
a single-reference method. In fact, most failures
of DFT are a consequence of an improper de-
scription of static correlation.255 In order to de-
scribe excited states, the time-dependent (TD)
version of DFT, namely TDDFT, can be used.
The foundation of this theory was laid in the
1980s with the Runge-Gross theorems,305 which
can be regarded as analogies to the Hohenberg-
Kohn theorems. They are based on the assump-
tion that a one-to-one correspondence exists
also between a time-dependent potential and a
time-dependent electron density in this poten-
tial. A system can therefore be completely de-
scribed by its time-dependent density. Also in
the time-dependent case, the variational princi-
ple for the density is proposed.
The most widely used approach of TDDFT is
linear response TDDFT (LR-TDDFT). Again,
often TDDFT is used synonymously with LR-
TDDFT due to its extensive use. Within this
theory and the KS approximation, no time de-
pendent density is necessary to compute ex-
citation energies and excited state properties.
Linear response theory can be directly applied
to the ground state density.306,307 Casida’s for-
mulation of this theory is the most popular
one and gives rise to random-phase approxi-
mation pseudo-eigenvalue equations, which are
also known as the Casida equations. Within
the adiabatic approximation, they are imple-
mented efficiently in many existing electronic
structure programs. The Tamm-Dancoff ap-
proximation308,309 further simplifies the equa-
tions to an eigenvalue problem, resulting in
the counterpart to CIS.310 Especially in cases,
when the time evolution of a system is studied,
the Tamm-Dancoff approximation is beneficial,
since it leads to more stable computations close
to critical regions of the PESs.253,304
The advantage of LR-TDDFT is its computa-
tional efficiency. The reasonable accuracy if a
proper functional is chosen makes this approach
often the method of choice to study the photo-
chemistry of medium-sized to large and com-
plex systems, which are not feasible to treat
with costly multi-reference WFT based meth-
ods.29,311,312 Shortcomings of LR-TDDFT are
the incorrect dimensionality of conical intersec-
tions, which are, however, one of the most im-
portant regions during nonadiabatic MD sim-
ulations.313–315 The incorrect dimensionality of
conical intersections with standard TDDFT im-
plementations leads to a qualitatively incor-
rect description of such critical regions. The
missing couplings can be corrected for example
with the CI-corrected Tamm-Dancoff approxi-
mation316 or the hole-hole Tamm-Dancoff ap-
proximation,317 which can recover the missing
couplings and provide correct dimensionality at
conical intersections.
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In addition, one should be aware that by def-
inition, double excitations cannot be accounted
for with LR-TDDFT. The computation of dou-
ble excitations can be achieved by using a fre-
quency dependent exchange kernel, which is
known as dressed TDDFT.318,319 Alternatively,
spin-flip TDDFT320,321 can be used, where a
triplet state is taken as a reference state and
single excitations are treated with a flip in the
electron’s spin. However, spin-contamination is
quite common within these methods. In gen-
eral, the description of double excitations from
a multi-reference state would be more favorable,
although spin-flip TDDFT is often considered
to be a multi-reference method. In order to
compute specific orbital occupations and conse-
quently excitations and charge-transfer states,
an alternative approximation exists, which is
known as the ∆-SCF approach. In this the-
ory, the electrons are forced into specific KS
orbitals. The SCF is applied to converge the
energy with respect to this configuration.322–324
Other multi-reference variants of TDDFT exist
too. However, their description is beyond the
scope of this review and we refer the reader to
a review covering this topic in much more de-
tail.29
Last but not least, we shortly want to discuss
the most critical part of a DFT calculation,
which is the proper choice of the exchange-
correlation functional. In case of excited states,
the treatment of valence excitations, Rydberg
states and long-range charge transfer excita-
tions on the same footing is highly problematic.
While hybrid (meta-) generalized gradient ap-
proximation (GGA) or range-separated hybrid
functionals325 are for example well suited for
vertical excitations and the latter also for Ryd-
berg states, global hybrid meta GGA or range-
separated hybrid GGA functionals are better
to describe charge transfer.253,326 Most often,
functionals are accurate for one specific prob-
lem, but they fail to describe others. Although
much effort has been devoted to develop func-
tionals, finding a universal functional for DFT
is still far from being achieved.29,175,253,304
In summary, it should be stressed that, in
general, there is not only one single solution
to a particular problem, but that many possi-
ble ways can be considered which lead to an
equivalent description of a particular problem.
Considering the excited states of molecules,
it should be mentioned that it is of utmost
importance to think carefully about the photo-
chemical processes that may occur in order to
find the most appropriate method for most of
the assumed reactions. It often happens that
within the same molecular system, one method
can describe a certain photochemical reaction
quite well, while another reaction can be de-
scribed better with another method. However,
the mixing of methods is not practicable for
standard applications. Recently, studies on ML
models have emerged that combine the different
strengths of several methods, e.g. ∆-learning
techniques327,328 or transfer learning.329 These
methods could be well-suited solutions for many
future applications to overcome the current lim-
itations of existing quantum mechanical meth-
ods for the excited states. Even more than
for ground state properties, the quality of the
excited states depends critically on the ability
of a method to describe the different possible
reactions - as a consequence of the larger acces-
sible configuration space of a molecular system.
Even for medium-sized systems it should be
clear that a suitable method may already be
computationally impracticable and a balance
between accuracy and computational effort has
to be found.
3.2 Bases
The potentials computed with the aforemen-
tioned methods for different nuclear geometries
can be represented in different bases, which are
connected by unitary transformations. An ex-
ample of five states in different bases are given
in Figure 6. Note that often a system in a cer-
tain basis is also referred to as being in a certain
picture or representation; here we will not use
the term representation in order to not confuse
the reader with molecular representations used
in ML. As it is visible in the figure, we focus
on three types of bases: (a) the diabatic basis,
(b) the adiabatic (spin-diabatic) basis, i.e., the
direct output of standard electronic structure
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programs, (c) the diagonalized version of (a)
and (b), i.e., the spin-adiabatic basis. Through-
out literature, different names are given to these
bases, which are summarized in Table 1. They
stem from a partition of the total wave function
into a sum of electronic and nuclear contribu-
tions, which can be written for all bases as:
Ψ(r,R, t) =
∑
i
ψbasisi (r,R)χ
basis
i (R, t). (6)
In a similar way as the number 20 can be fac-
tored into 4·5 or 4.5·4.4¯, the total wave function
can be expanded in the different bases. Here,
ψbasisi (r,R) corresponds to the eigenfunctions of
the electronic Hamiltonian only for one of the
bases (namely the one from column B of ta-
ble 1). Associated with these functions are the
corresponding potentials, depicted for a model
system in Fig. 6. Note that a different approach
is taken in the exact factorization method,330
where the total wave function is expanded only
in a single product, i.e., without the sum in
eq. 6, giving rise to only one (time-dependent)
potential.
Table 1: Commonly used names of bases for the
excited-state potential energy surfaces based on
refs 228,242,331–334. The labels a, b, and c are
consistent with Fig. 6
a b c
diabatic adiabatic diagonal
crude adia-
batic
spin-diabatic spin-
adiabatic
spectroscopic MCH field-adiabatic
quasi-
diabatic field-free field-dressed.
3.2.1 Adiabatic (Spin-Diabatic) Basis
The direct output of an electronic structure
calculation usually provides the eigenenergies
and eigenfunctions of the electronic Hamilto-
nian. In many cases, only one spin multi-
plicity is calculated. If this procedure is re-
peated along a nuclear coordinate, potential
curves result that are termed adiabatic. Adi-
abatic means ”not going through” (from greek
a=not, dia=through, batos=passable) and, in-
deed, the potentials never cross when consider-
ing one multiplicity. This situation is schemati-
cally illustrated in Figure 6(b) for singlet Si and
singlet Sj.
Within one multiplicity, 3NA-dimensional
adiabatic PESs are obtained that are strictly
ordered by energy. Hence, the states are usu-
ally denominated with the first letter of the
multiplicity and a number as subscript, e.g.,
S0, S1, etc. For states of the same multiplicity,
critical points and seams exist. These regions
of the PESs are referred to as conical intersec-
tion (seams), in which the corresponding states
become degenerate. Such features make adia-
batic PESs non-smooth functions of the atomic
coordinates, which make them difficult to pre-
dict with the intrinsically smooth regressors of
ML. At a conical intersection, the approaching
potential energy curves form a cone and the
NACs, denoted as CNACij , between them show
singularities as a result of the inverse propor-
tionality to the vanishing energy gap:274,335
CNACij ≈ 〈Ψi | ∂∂RΨj〉 =
1
Ei−Ej 〈Ψi |
∂Hel
∂R
| Ψj〉 for i 6= j, (7)
Second order derivatives are neglected here, as
is done in many quantum chemistry programs
that compute NAC vectors. The blue dashed
curve in panel (b) of Fig. 6 illustrates the norm
of the NAC vector, CNACij , that couples the
states Si and Sj. At the avoided crossing points
of the states, the NAC norm shows a sharp
spike, but is almost vanishing elsewhere. If
more than one multiplicity is considered, the
term adiabatic is not adequate anymore, be-
cause potentials of different multiplicity might
cross through each other. This situation is then
called diabatic with respect to the spin multi-
plicities, or spin-diabatic in short. For exam-
ple, singlets are adiabatic among each other,
triplets are adiabatic among each other but sin-
glets are diabatic with respect to triplets. How-
ever, also the diabatic basis (see Fig. 6(a) and
also below) qualifies as spin-diabatic. Due to
this nomenclature issue, which even gets ex-
perts confused sometimes, we refer to this ba-
sis as MCH (Molecular Coulomb Hamiltonian)
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Figure 6: (a) Example of three potential energy curves ordered by their character along with
respective potential couplings between different states shown by dashed lines. (b) Two singlets
(Ei and Ej) and one triplet state (Ek) including coupling values (with vectorial properties, CNACij ,
shown by their norm) in the the adiabatic basis, in which the triplet state crosses singlet states.
(c) The diagonal, or spin-adiabatic, basis, in which all states are ordered by their energy and are
spin-mixed. Kinetic couplings are shown by their norm. Note that the ground state is not shown.
because it is obtained from the eigenfunctions
and eigenvalues of the non-relativistic electronic
Hamiltonian, where only Coulomb interactions
are considered.
As an example, a crossing of a singlet state
and a triplet state is shown in Fig. 6(b). As it
is visible, the triplet components, which are de-
fined by different magnetic quantum numbers,
are degenerate. The states are coupled by SOCs
(denoted as CSOCij), which are usually obtained
as smooth potential couplings with standard
quantum chemistry programs:28,242,334
CSOCjk = 〈Ψj | HˆSO | Ψk〉. (8)
These couplings are single real-valued or
complex-valued properties.34,336 Whether they
are complex or not depends on the electronic
structure program employed, but they can be
converted into each other.34,36,242,337
HˆSO in eq. 8 is the spin-orbit Hamilton op-
erator, which describes the relativistic effect
due to interactions of the electron-spin with
the orbital angular momentum, allowing states
of different spin-multiplicities to couple.337–339
Note that also SOCs between different states
of the same multiplicity exist except for sin-
glets. No exact expression on how to include
relativistic effects into the many-body equa-
tions has been found, yet. Among the most
popular approximations used is the Breit equa-
tion,340 applying an adapted Hamiltonian in-
stead of the electronic Hamiltonian, which com-
prises, among other terms, a relativistic part.
This additional part of the Hamiltonian ac-
counts for spin-orbit effects and is proportional
to the atomic charge,34,36,337,339,340 leading to
the belief that SOCs would only be relevant
in systems with heavy atoms.341,342 Today it is
known, that spin-orbit effects also play a cru-
cial role in many other molecular systems and
are important for intersystem crossing between
states of different spin multiplicities.37,343–345
The states in the MCH basis can also be cou-
pled via external electric-magnetic fields, e.g.,
by sunlight or a laser. The corresponding cou-
plings stem from the transition dipole moments
multiplied with the electric field. Since the
effect of the field is not included in the po-
tentials but as off-diagonal potential couplings,
the MCH basis is also called field-free.331–333,346
However, also the diabatic basis qualifies as
field-free.
3.2.2 Diabatic Basis
In the diabatic basis, the electronic wave func-
tion is not parametrically dependent on the nu-
clear coordinates. Note that such a strictly dia-
batic basis for polyatomic systems does not ex-
ist in practice and only approximated, so called,
quasi-diabatic, PESs can be fit. In literature,
quasi-diabatic PESs are most often referred to
as diabatic ones, so we will also use this nota-
tion here. Further, diabatic potentials usually
need to be determined from adiabatic potentials
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and are not unique, i.e., they rely on the method
and the reference point, which is chosen in the
adiabatic basis to fit diabatic potentials.228,242
An example of a system in the diabatic ba-
sis as given in panel (a) of Figure 6 and com-
monly used notations can be found in Table 1 in
the first column. In regions, where an avoided
crossing is present in the adiabatic basis, the
coupled diabatic potential energy curves cross.
Since the electronic wave function of a state is
ideally independent of the nuclear coordinates,
its character is conserved. Consequently the
states are labeled according to their character
and multiplicity, e.g., as 1pipi∗ or according to
symmetry labels. Similar to the character, also
spectroscopically important quantities like the
dipole moment are mostly conserved or vary
smoothly along the nuclear coordinates. There-
fore, spectroscopic experiments can easily be in-
terpreted when using the diabatic basis, which
is thus sometimes also called spectroscopic ba-
sis. Note that sometimes labels like S1, etc.
are used also when referring to the diabatic ba-
sis, especially in experimental papers when an
identification of the wave function’s character
has not been carried out and only one geome-
try is considered. However, at a different ge-
ometry, the energetic order of the states might
have changed such that a state previously la-
beled as S2 might now be lower in energy than
a state previously labeled as S1. Furthermore,
this labeling scheme in the diabatic basis can
lead to confusion with the labels from the MCH
basis, and we suggest to reserve it only for the
MCH basis.
Due to the mostly conserved characters and
the crossing of states, diabatic potentials are
smooth functions of the nuclear coordinates,
in contrast to adiabatic potentials. A diabatic
PES is thus highly favorable for several numer-
ical applications including ML.
The MCH and diabatic bases can be intercon-
verted by a unitary transformation
ΨMCH(r,R) = U(R)Ψdiab(r,R) (9)
with a unitary matrix, U, that is determined
up to an arbitrary sign (as a result of the arbi-
trary sign of the wave function, which will be
discussed in detail in section 4.2). In the case
of two states, U, is a rotation matrix:
U =
(
cosθ(R) −sinθ(R)
sinθ(R) cosθ(R)
)
(10)
and is dependent on the rotation angle, θ. Ac-
cordingly, the peaky NACs, which are obtained
as derivative couplings (also called kinetic cou-
plings) in the MCH basis, are converted to
smooth potential couplings in the diabatic ba-
sis. The smooth SOCs from the MCH basis
become even smoother (ideally constant) in the
diabatic basis.
While one can straightforwardly apply diago-
nalization to convert diabatic PESs to adiabatic
PESs (and similarly adiabatic PESs to diago-
nal PESs), a dilemma arises when one wants to
take the inverse way to obtain diabatic PESs
from adiabatic ones (and similarly adiabatic
PESs from diagonal ones). In fact, finding dia-
batic PESs is highly complex and most often re-
quires expert knowledge. Up to date, only small
molecules could be represented with accurate
diabatic potentials and developing a method to
automatically generate diabatic PESs remains
an active field of research. Existing methods to
obtain diabatic potentials require human input
and are mostly applicable to small systems and
certain reaction coordinates. Early pioneering
works can be found in refs.228,347 Today, a lot
more variants exist. Examples are the propaga-
tion diabatization procedure,348 diabatization
by localization,349 Procrustes diabatization239
or diabatization by ansatz.140,350 Further, meth-
ods can be based on couplings or other prop-
erties,351–354 configuration uniformity,355 block-
diagonalization,356,357 CI vectors358 or (partly)
on ML.140,141,350,359–362
3.2.3 Diagonal Basis
As the name indicates, the diagonal basis can
be obtained by a diagonalization from the MCH
or diabatic bases. In this case, a strictly adi-
abatic picture is obtained, where states never
cross.242 Accordingly, the concept of multiplic-
ity for a single state is lost because the state
might be of singlet character in one region and
of triplet character in another region. There-
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fore, the basis is also called spin-mixed or spin-
adiabatic.36,336,363 The states are strictly or-
dered by energy and can be labeled simply
with numbers (see Fig. 6(c)). The resulting
wave functions are eigenfunctions of the rel-
ativistic electronic Hamiltonian.36,242,344 These
eigenfunctions as well as the eigenenergies can
be also obtained directly with e.g. relativis-
tic two-component or four-component calcula-
tions,364 instead of via diagonalization.
In this basis, the effect of the SOCs are incor-
porated into the PESs to a large extent. What
remains are localized kinetic couplings, which
are similar in nature to the NACs in the MCH
basis. An example is given in Fig. 6(c). The
parts of the potentials that correspond to the
different triplet components in the MCH basis
are split energetically in the diagonal basis. In
the case of small SOCs, the diagonal potentials
look similar to the MCH potentials. However,
if the SOCs are strong, potentials that are de-
generate in the MCH basis can be easily shifted
apart by 1 eV in the diagonal basis. Such split-
tings are then also experimentally observable,
and the diagonal basis yields a more intuitive
interpretation of these experiments.45,365,366
As mentioned above, the states in the MCH
basis can also be coupled via electromagnetic
fields. A diagonalization of the potential ma-
trix then yields so-called field-dressed states
or light-induced potentials, which can also be
termed field-adiabatic.331,346,367–369 Since the
fields are usually time-dependent, the most im-
portant axis along which the potentials in this
field-dressed basis need to be plotted is time.346
In principle, all these bases are equivalent but
only if an infinite number of terms is considered
in eq. (6). In practice, potentials represented in
different bases have different advantages for dy-
namics simulations, especially in combination
with different approximations made in the dif-
ferent dynamics methods as outlined below.
3.3 Excited-State Dynamics Sim-
ulations
In order to investigate the temporal evolution
of an isolated molecular system in the excited
states, the time-dependent Schrödinger equa-
tion has to be solved:240
ih¯
∂Ψ(r,R, t)
∂t
= Hˆel(r,R)Ψ(r,R, t). (11)
From a technical point of view, a sequence of
time steps is computed, where in every step the
electronic problem is solved to yield potentials,
which determine the forces acting on the nuclei
such that the nuclear equations of motion can
be solved for the current time step.
Ideally, the nuclei are treated quantum me-
chanically. In this case, the PESs are usually
computed in advance and either interpolated or
stored on a grid for later use. The hope is that
ML can improve the interpolation of potentials
drastically. Such global PESs are needed be-
cause a wave function is employed for the nu-
clei, which extends over a range of nuclear co-
ordinates at the same time (see Fig. 7(a)). An
overview over corresponding dynamics methods
is given in section 3.3.1.
The nuclear dynamics can also be approxi-
mated classically while quantum potentials are
used, i.e., mixed quantum classical dynamics
(MQCD) simulations are carried out. Such
methods is discussed in section 3.3.2. Since the
classical nuclear trajectories are defined only at
one nuclear geometry at a time (see Fig. 7(b)),
on-the-fly calculations of the potential energies
are possible. An on-the-fly scheme is compu-
tationally advantageous, if the number of vis-
ited geometries during the dynamics is smaller
than the number of points needed to represent
the conformational space on a grid or via inter-
polation.26,28,242,313,314,344,370 No fitting of PESs
is necessary in an on-the-fly approach but fit-
ted PESs can still be used as an alternative.
Since ML approaches provide such interpolated
potentials, the amount of training points gener-
ated with quantum chemistry must be less than
the number of points needed in an on-the-fly ap-
proach in order to be advantageous. This de-
mand is satisfied, e.g., for long time scales or if
many trajectories are necessary.
In the following, we will shortly discuss the
different types of nuclear motion and the oppor-
tunities of ML models to enhance the respective
dynamics simulations.
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Figure 7: Excited-state dynamics can be
treated with (a) quantum approaches, where
wave functions are used for the nuclei, or (b)
classical approaches, based on trajectories.
3.3.1 Quantum Nuclear Dynamics
The computational cost of an exact nuclear dy-
namics simulation scales exponentially with the
nuclear degrees of freedom. Hence simulations
are limited to small systems, typically contain-
ing less than 5 atoms.27,34,371 Still, the calcu-
lation of the PESs of the molecule can be a
rather expensive part of the whole scheme and
the use of ML algorithms is advisable even for
such small systems.
To treat larger systems, approximations have
to be invoked. A prominent approach that
can be converged to the exact solution is the
multi-configurational time-dependent Hartree
(MCTDH) approach.49,372–374 Its high efficiency
stems from the use of time-dependent basis
functions to represent the nuclear wave func-
tions. Nonetheless, the computations are com-
putationally costly and the nuclear degrees of
freedom are often reduced to only a few im-
portant key coordinates,228,375 where classical
simulations can help identifying the latter.376
Whether quantum dynamics of such reduced-
dimensionality models are better than using
classical dynamics of a full-dimensional sys-
tem is still under debate and probably de-
pends on the system. The potentials need
to be presented to the algorithm in the di-
abatic basis, mostly due to numerical stabil-
ity (e.g., smooth couplings are easier to inte-
grate than singular ones). Since more than
20 years, (modified) Shepard interpolation is
used to fit diabatic potentials.149,377–380 No-
tably, the grow algorithm149 can be used to ef-
ficiently generate the database of points upon
which the interpolation is based. However, it
is clearly desirable to treat larger systems, and
ML models like neural networks (NNs) promise
higher performance or more flexibility in such
cases.141,144,145,147,348,359–362
More recently, on-the-fly methods address-
ing quantum dynamics have been devel-
oped.143,381–383 They mostly rely on a combina-
tion of Gaussians to represent the nuclear wave
function.26 For example, the variational multi-
configuration Gaussian method (dd-vMCG)384
offers a variational and thus accurate solu-
tion for the equations of motion. Also full
multiple spawning46,371,385 can be regarded as
fully quantum mechanically by describing the
wave function with a number of time-dependent
Gaussian functions, that follow classical trajec-
tories with quantum mechanically determined
time-dependent coefficients. In its more afford-
able ab-initio multiple spawning variant, more
approximations are introduced such that the
results sometimes draw near the classical solu-
tions.386,387 Further related methods exist, like
the ab-initio multiple cloning method,388 or the
thawed Gaussian approximation.389
Another class of dynamics methods are semi-
classical approaches, which allow the inclu-
sion of quantum effects in the classical dy-
namics of nuclei, such as quantum mechan-
ical tunnelling or coherence.390 Note that
these methods, where the nuclear dynamics
is treated semi-classically, should not be con-
fused with the MQCD approaches (see below)
that are also often termed semi-classical (be-
cause the nuclei are treated classically and the
electrons quantum-mechanically). The semi-
classical dynamics methods range from the ini-
tial value representation,391,392 adapted with
the Zhu-Nakamura approach leading to the
Zhu-Nakamura-Herman-Kluk initial value rep-
resentation,393 to path integral approaches.394
The path integral formalism is especially in-
teresting when the quantum and classical de-
grees of freedom should be coupled in a dynam-
ically consistent manner. By using so-called
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ring-polymers, i.e., replica of the original clas-
sical system, a deviation of the nuclear dynam-
ics from the classical path can be obtained and
the time evolution of a system including nuclear
quantum effects can be investigated. However,
ring-polymer dynamics suffer from high com-
putational efforts as a consequence of the large
number of replica required. Accelerated formal-
ism exist, which are for example implemented in
the Python wrapper i-PI,395,396 which allows to
interface path-integral methods with programs
that provide PESs, but are mostly dedicated to
the electronic ground state. Up to date, only a
few implementations of semi-classical methods
in atomistic simulation software are available.
Compared to classical mechanics, the compu-
tational costs increase by a factor of about 10
to 100.390,397,398
3.3.2 Mixed Quantum-Classical Molec-
ular Dynamics
While semi-classical methods are promising to
simulate the dynamics of molecular systems
containing up to tens of atoms highly ac-
curately, the study of larger systems is still
dominated by computationally cheaper MQCD
methods, where the nuclear motion is treated
fully classically.27,397–399 In contrast to quan-
tum dynamics, the motion of the nuclei can be
computed very fast using classical mechanics,
and the computation of the PESs, on which the
nuclei are assumed to move, remains the time
limiting step. In this sense, ML models have a
huge potential to enhance MQCD simulations
by providing the electronic PESs and enabling
the investigation of reactions that are not fea-
sible with conventional approaches.13,400–402 In
fact, most studies that describe photochemistry
with ML up to date aim to replace the quan-
tum chemical calculation of the PESs in MQCD
approaches.
The most popular MQCD method is trajec-
tory surface hopping,403–405 schematically rep-
resented in Figure 7(b). A manifold of indepen-
dent trajectories is required to obtain statisti-
cally relevant results and to mimic the extended
nuclear wave functions. For a single trajectory,
the nuclei move classically on one of the quan-
tum potentials, hence only one state is consid-
ered to be active, but transitions between dif-
ferent states are allowed.406
Different approaches exist to determine the
probability of such a transition, also called hop
or jump in surface hopping methods. To this
aim, different quantities are needed that are
commonly provided in the MCH basis, as it
is the direct outcome of a quantum chemical
simulation. One of the first implementations
to compute the hopping probability is based
on the Landau-Zener formalism.407,408 Based on
the Landau-Zener formula, the potential en-
ergy differences are used to determine the hop-
ping probability. No information about cou-
plings is required, which implies that the ap-
proach must fail for states that do not couple
but lie close in energy. Very similar to this
approach is the Zhu-Nakamura theory.409–412
Also here, the computation of couplings is
omitted and only information about PESs is
used. Among the mostly used hopping algo-
rithm is Tully’s fewest switches algorithm,403
which is valid for many cases and based on
the NACs between different PESs. An exten-
sion to other couplings is provided e.g. in the
SHARC (surface hopping including arbitrary
couplings) method.344 When couplings are con-
sidered, an internal transformation from the
MCH basis to the diagonal basis is most ad-
vantageous because the localized couplings of
the diagonal picture precisely indicate, where
the few switches of the fewest switches approach
should take place. In cases, where the PESs are
fit in advance, either with ML models or other
types of analytical functions, the use of a di-
abatic basis is favorable (because of the Berry
phase, see below) but should be transformed
to the diagonal picture for the calculation of
hopping probabilities. Other flavors to account
for transitions exist. However, they have not
been applied in simulations with ML algorithms
yet. Interested readers are therefore referred to
refs36,48,242,314,344,403,410,413–417 for further infor-
mation.
The bottleneck of approaches that require
NACs is that the computation of the couplings
remains one of the most expensive part of a
quantum chemical calculation. The computa-
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tional effort to compute a NAC vector is com-
parable to that of a force calculation. However,
more NACs are present than there are forces,
i.e. NS×(NS−1)/2 NACs need to be computed,
whereas NS forces are needed (respectively with
entries for the Cartesian coordinates of each nu-
cleus). Note that in case of fitted PESs with
ML, all of these vectors have to be computed
for each data point. Conventional approaches
with an ab-initio on-the-fly evaluation of the
PESs can make use of the fact, that only one
active state needs to be considered at a certain
time step. Many MD programs therefore only
require a computation of the forces of the active
state and the respective couplings arising from
this state.
Note that despite the benefits of MQCD sim-
ulations, they obey micro-reversibility only ap-
proximately418 and effects due to coherences or
tunneling necessitate additional considerations
as a consequence of the classical treatment of
nuclear motion.419
A more approximate approach is the Ehren-
fest dynamics method, also referred to as mean-
field trajectory method. It is often used for
large systems and also frequently in material
science.178,189 The Ehrenfest method is based on
the approximation that nuclei move classically
on an average potential, rather than switching
from one specific state to another.314,420,421 Due
to the treatment of each electronic state sepa-
rately, surface hopping methods allow the accu-
rate bifurcation into different reaction channels,
while such effects are neglected in a mean-field
treatment of PESs.
The main limitation of MQCD approaches are
the expensive evaluation of ab-initio potentials,
which allows dynamics simulations only for up
to a couple of picoseconds. In addition, rare re-
action channels are hardly explored as a result
of usually bad statistics.36,422,423 In this sense,
MQCD simulations offer a perfect place for ML
to enter this field of research and advance it sig-
nificantly. The fast evaluation of the ML PESs
can help to explore different reaction channels
and to obtain accurate reaction kinetics. Ob-
servables and macroscopic properties can be
computed directly or with post-processing as
well as analysis runs, and offer another fulcrum
for ML. The computed observables should then
be directly compared to experiments.
3.4 Dipole Moments and Spectra
An important property for comparing experi-
ment and theory is the dipole moment. The
permanent dipole moment of the ground state
is a frequent target of studies with ML.109,424–435
The permanent dipole moment, µi (or µii) , of
a state i can be obtained via the dipole mo-
ment operator (see eq. (12) below) or as the
sum of partial charges, qa,i of atom a in state
i, and the vector that describes the distance of
the position of atom a to the center of mass of
the molecule, rα: µi =
∑NA
a = qa,irα. It can
be used for the computation of infrared spectra
with MD simulations. The spectrum is then
obtained as the Fourier transform of the time
auto-correlation function of the time derivative
of the dipole moment.436
In contrast to the ground state, excited-state
simulations often make use of the transition
dipole moments, which are computed from the
dipole moment operator within many quantum
chemistry programs:
µij = 〈Ψi | µˆ | Ψj〉. (12)
The ground state dipole moment can differ
strongly from those in the excited states, due
to a frequency shift and altered electron distri-
bution upon light-excitation.437
Transition and permanent dipole moments
can be fit with the charge model of ref. 109,
where point charges are never learned directly,
but instead are inferred as latent variables by an
NN dipole model making use of rα.435 Notice-
ably, the computation of absolute values of per-
manent and transition dipole moments is very
challenging even when highly accurate quantum
chemistry methods are employed and experi-
mental values are hardly reproduced.93,438 How-
ever, also experimental studies provide absolute
values only in few cases. Most computational
studies therefore do not aim to reproduce the
absolute values of transition dipole moments
but rather use relative values to obtain reason-
ably accurate absorption spectra, which can be
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compared to experiments.56,240,242,439–441 Since
many molecules absorb in the UV, the terms
UV spectra and absorption spectra are often
used interchangeably. However, absorption can
take place in many regions of the electromag-
netic spectrum, including, e.g., X-rays, where
rather core electrons than valence electrons are
excited.31
As already mentioned shortly, absorption
spectra can be obtained from a calculation of
excited-state energies and oscillator strengths,
which are proportional to the squared transi-
tion dipole moments. Noticeably, the transition
dipole moment is only defined up to an arbi-
trary sign as a result of the arbitrary phase of
the wave function (see section 4.2). To circum-
vent this ill-definition, oscillator strengths or
the lengths of dipole vectors can be fitted with
ML. However, this workaround can be problem-
atic if explicit field-dipole interactions should be
considered with ML models.
4 Data Sets for Excited
States
The basis of any successful ML model is a com-
prehensive and accurate training set that can
describe the required conformational space of a
molecule comprehensively and accurately with
as little noise as possible.442 While electronic
structure theory for ground state problems is
almost free of noise, the same cannot be said so
easily for problems in the excited states. "Bad
points with abrupt changes"14 within ab-initio
calculations for the excited states are frequently
observed, which can occur even far away from
any critical point of the PESs and are difficult
to detect.13,14,92 The amount of noise in the ref-
erence data does not only depend on the chosen
method (and in case of multi-reference methods
on the selected active space), but also on the
number of electronic states considered and the
photochemistry of the molecule under investi-
gation.
4.1 Choosing the Right Refer-
ence Method for Excited-
State Data
Many existing training sets for ML in quantum
chemistry are based on DFT.101,103,110,443–446
The ease of use and low computational costs
of DFT-based methods make them suitable to
treat large systems with acceptable accuracy.
In fact, DFT is the workhorse of many stud-
ies solving ground-state problems. In con-
trast, TDDFT has not yet managed to equal
DFT for the treatment of excited-state prob-
lems. Consequently, training sets for the ex-
cited states are less frequently computed with
TDDFT91,95,96,160,327,447 and rely most often on
multi-reference methods. Examples of applied
methods are CASSCF13,137–139,143,144,147,158 or
MR-CI schemes,12–14,90,92–94,140,142,448–453 where
the latter method is more expensive than the
former and therefore limited to describe small
systems.
In general, the computation of excited-state
PESs is much more expensive than the com-
putation of the ground state potential of the
same molecule. Not only highly accurate ab-
initio methods have to be applied for many
systems, but also forces and couplings are re-
quired for the considered states. A high den-
sity of electronic states present in a molecular
system can thus increase the costs of a calcu-
lation considerably. In this regard, an active,
efficient and meaningful training set generation
is indispensable, especially when photodynam-
ics simulations are the target of a study.
Keeping in mind, that the quality of the refer-
ence data confines the quality of an ML model,
several key questions can be identified when de-
signing a study based on ML potentials. We
believe the following questions to be important
for the selection of a suitable reference method:
1) What is the goal of an ML model and what
properties must it predict in order to benefit
from the advantages that ML can offer? Are
only energy gaps of different electronic states
to the electronic ground state necessary or are
gaps between other states and couplings be-
tween them also relevant? Especially the de-
scription of couplings requires further consid-
23
eration, as they cannot be calculated with all
quantum chemistry methods and additionally
face the problem of random sign jumps along
different reaction coordinates.90,92,454
2) How many excited states are relevant and
which method is computationally affordable to
treat the amount of states required? A compar-
ison with experiment and the computation of
vertical excitation spectra with reference meth-
ods can help to obtain an answer to this ques-
tion.
3) How large is the system under investiga-
tion and how complex are the excited state
processes that are considered to be important?
This question is important in order to identify
if single reference methods like LR-TDDFT or
ADC(2) make sense for certain reactions that
might occur. While large and flexible molecules
with a lot of energetically close-lying states
can give rise to a multifaceted photochem-
istry including dissociation, homolytic bond-
breaking, and bond-formation, the dynamics of
rigid molecules might only be dominated by one
main reaction channel and lose the additional
energy in form of molecular vibrations. The
complexity of the excited-state processes can
help to estimate the number of necessary data
points to describe the relevant configurational
space of the molecule.
In case multi-reference methods are neces-
sary to describe many different excited-state
processes of a molecule, the training set gen-
eration can become infeasible. For example,
356 data points were computed for the 15-atom
cyclopentoxy molecule with MR-CISD(5,3)/cc-
pVD(T)Z.94 Respective calculations comprised
19,302,445 configuration state functions and
one reaction coordinate could be fitted in the
diabatic basis. We also ran into a similar prob-
lem when fitting the excited states of the amino
acid tyrosine containing 24 atoms, which also
requires a multi-reference treatment. The size
of the active space and the number of states
needed for an accurate description made multi-
reference methods like CASSCF or CASPT2
computationally too expensive, see Fig. 5. In
these cases, the computation of an ample train-
ing set is far too expensive with multi-reference
methods and the quantum chemistry calcula-
tions remain the bottleneck even when using
ML.
In addition to the aforementioned intricacies
to build up a meaningful, yet accurate train-
ing set for the excited-states, the process is
further complicated by the arbitrary phase of
the wave function. As a consequence, excited-
state properties resulting from two different
electronic states, such as transition dipole mo-
ments or couplings between different electronic
states,13,14,90,92,93,454 are not uniquely defined
and cannot simply be fitted with conventional
ML models. Either an additional data prepro-
cessing or an adaption of the learning algorithm
has to be incorporated to render data learnable
with ML models.
4.2 Phase of the Wave Function
In contrast to ground state properties, excited-
state properties such as transition dipole mo-
ments, NACs or SOCs arise from two differ-
ent electronic states. As a consequence of the
arbitrary phase of the wave function of each
electronic state, properties resulting from two
different states carry an arbitrary sign, which
makes them generally double-valued. In case
of vectorial properties, such as dipole moments
or coupling vectors, the whole vector can be
multiplied by +1 or -1 and is still a valid so-
lution. Similarly, single valued properties, such
as SOCs obtained from electronic structure pro-
grams, can be multiplied by +1 or -1 and
are equally correct. This additional complex-
ity prohibits that conventional ML algorithms
learn such raw data of quantum chemistry and
hampers the training process to find a proper
relation between a molecular geometry and the
excited-state property.92,454
A one-dimensional example of this problem is
illustrated for the NAC (exemplified using one
single value along the reaction coordinate) that
couples an excited singlet state, Si, and a sec-
ond excited singlet state, Sj, in Figure 8. A
positively signed function of atomic coordinates
is shown by dashed blue lines with a cusp at
the point at which the two singlet states are
degenerate. Such a smooth function (besides
the sharp spike at the conical intersection) is
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highly desirable when fitting with ML models
is aimed for. It is worth mentioning that a
consistent negative sign (light-blue dashed line)
along this reaction coordinate is equally correct
and that it is desirable to seek for one global
sign. However, the direct output of a quantum
chemistry program along this reaction coordi-
nate looks more similar to the dashed magenta
line in-between the blue curves. As one can
imagine, no proper training can be guaranteed
with these inconsistent data. Note that exist-
ing MD programs for the excited states usually
track such phase jumps within electronic wave
functions in order to account for nonadiabatic
transitions correctly.242
Figure 8: NAC value between singlet state Si
and Sj in the MCH basis. A consistent sign
along the reaction path of couplings is shown by
blue dashed lines. The direct output of a quan-
tum chemical calculation is shown by a magenta
line.
The idea of phase tracking can also be ap-
plied in ML in order to thwart the problems
due to the arbitrariness within coupling or
dipole elements. Some algorithms have been
developed to remove the arbitrary sign jumps
and provide smooth functions of atomic coordi-
nates.13,14,92,455 Noticeably, the properties ob-
tained after a transformation to the diabatic
basis are already smoothly varying functions of
atomic coordinates.336 However, the challenges
arising due to the arbitrary phase of the wave
function still persist, because the inconsisten-
cies within adiabatic properties have to be re-
moved in order to make the diabatization pro-
cess feasible.14,90
It is worth mentioning at this point that also
another kind of phase exists that cannot be
eliminated in the aforementioned way. It is
called Berry phase or geometric phase. After
performing a loop in space around a conical in-
tersection and returning to the original point,
a change in the phase of the wave function of
pi can be observed, i.e., the same point is only
reached after two loops around the conical in-
tersection. Neglecting this effect can lead to
false transition probabilities, depending on the
dynamics method and the system. While in
most cases in MQCD the Berry phase can be
safely neglected, this is not possible in quan-
tum dynamics simulations. A diabatic basis is
advantageous in this case, because the Berry
phase is absent in this picture. However, the
Berry phase has to be kept in mind, when fit-
ting diabatic potentials.456–460
4.2.1 Phase Correction of Adiabatic
Data
First ML studies on dynamics in the adiabatic
basis omitted a preprocessing and were un-
able to reproduce reference results based on
ML alone,138 or avoided the phase problem
by using the Zhu-Nakamura method.137,139 Ev-
idently, potentials and forces can be learned
with conventional ML approaches but adapta-
tions or a preprocessing of data is necessary to
learn coupling elements or transition dipole mo-
ments. Independent of the purpose – the fitting
of adiabatic quantities92,454 or the diabatization
of adiabatic data with property-dependent dia-
batization schemes14 – the adiabatic data has to
be corrected to remove the arbitrary sign jumps
that are due to the arbitrary phase of the wave
function. Several ways for these corrections ex-
ist, which have been shown to work well for
different excited-state problems.
One possibility is to preprocess data accord-
ing to the wave function overlap – betweem the
wave functions from a geometry of interest and
a reference geometry – for each electronic state.
This process is termed phase correction242,454
and has been applied by us in order to gen-
erate a training set for three singlet states of
CH2NH+2 92 and 2 singlet and 2 triplet states
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of CSH2. SOCs,13 NACs,13,92,93 and transition
dipole moments92,93 could be fitted in the adi-
abatic basis with deep NNs and kernel ridge
regression (KRR).13,92,93 Very recently, Zhang
et al.95 applied this procedure to describe tran-
sition dipole moments of N-methylacetamide.
The wave function overlap matrix, S, with
size NS×NS, is computed between two molecu-
lar geometries α and β:461
S = 〈Ψα | Ψβ〉. (13)
In many cases along a given reaction path, the
off-diagonal elements of the overlap matrix are
very close to zero and the diagonal elements are
very close to +1 or -1, indicating whether the
phase of a state has changed along this path
or not. Whenever a new state enters along
the reaction path or adiabatic states switch
their character, which is common after passing
through a conical intersection for example, the
off-diagonal elements provide the relevant phase
information instead of the diagonal elements.
Taking all these effects into account, a phase
vector, p, can be derived for each given molec-
ular geometry. A property resulting from elec-
tronic state i and j has to be multiplied by the
corresponding phase factors of these states.92
An advantage of this algorithm is that it does
not require any manual fitting of data. How-
ever, this procedure has to be carried out for
every data point included in the training set
with respect to one pre-defined reference wave
function. This reference wave function can be
for example the wave function of the ground-
state equilibrium structure of the molecule and
needs to be identified to guarantee an almost
globally consistent sign of elements. During a
photo-initiated simulation, it is common that
geometries quickly start to differ from the refer-
ence geometry. The wave function overlap then
tends to zero and cannot provide information
about the correct sign of a certain electronic
state. In this case, the phase must be propa-
gated from the reference geometry on with n
interpolation steps. The phase vector applica-
ble for the correction of the data point to be
included in the training set is then obtained
by multiplication with all previously obtained
phase vectors, p0 to pn−1:
p =
n−1∏
α=0
pα. (14)
Intruder states prohibit a proper tracking be-
cause their wave function is absent at the ear-
lier geometries. Hence, a phase correction may
be rendered infeasible for systems with a high
density of states.
In order to obtain the correct phase, more
states can be included in the simulations, which
however increases the computational cost. A
solution is to take many electronic states into
account only close to the reference geometry.
The amount of states can then be reduced along
a given reaction coordinate and relevant states
can be disentangled from irrelevant ones. Fur-
ther, it makes sense to save the already phase-
corrected wave functions of several geometries
in addition to the reference geometry. When-
ever a new data point should be included into
the training set, the distance to each saved data
point can be computed in order to find the clos-
est available structure and reduce the amount
of interpolation steps.92,400
This problem has also been recognized by
Robertson et al.358 for a diabatization process,
where a sufficiently large vector space of the
CAS wave function is required for proper di-
abatization. The overlaps of electronic states
can be maximized by rotation of CI vectors of
CAS wave function states. A similar version to
use the information of CI vectors for diabati-
zation was applied by Williams et al.,140 who
used NNs to assist the diabatization process of
adiabatic NO3 potentials.
Another way to correct the sign of data points
was carried out by Guan et al.,14 who fitted di-
abatic 1,21A PESs and dipole moment surfaces
of NH3 from MR-CISD/aug-cc-pVTZ data with
NNs. The diabatic PESs were taken from a pre-
vious study and obtained with the Zhu-Yarkony
diabatization procedure.462–464 By diagonaliza-
tion, the rotation matrix defined in eq 10 could
be obtained, which connects the diabatic and
the adiabatic basis (see eq. (9)). The adiabatic
dipole moments, µMCH , could then be trans-
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formed into the diabatic basis using the unitary
matrix, U:
µdiab = UµMCHU†. (15)
As the unitary matrix U is only defined up
to an arbitrary sign, the signs of the diabatic
dipole moments have to be corrected in order
to provide a consistent diabatic dipole moment
surface. This correction has been done with a
so-called cluster growing algorithm.455
The cluster growing algorithm requires an ini-
tial set of phase corrected data points. In this
work, 347 data points were adjusted manually
for this purpose. Subsequently, a Gaussian pro-
cess regression (GPR) model465 was fitted to
these data points. The signs of the rest of the
data points to be corrected were then adjusted
with the GPR model. Several iterations were
carried out, where each iteration aims for the in-
clusion of close-lying points to the cluster, lead-
ing to the name "cluster growing" algorithm.146
The singularities in regions close to conical in-
tersections can make this algorithm fail. There-
fore, data points in such regions have been re-
moved by setting a threshold. Data points with
energy gaps lower than this threshold were ex-
cluded from the cluster. The regions around
conical intersections could not be fitted as com-
prehensively as other regions of the PESs. As
another drawback, the authors note that the
initial manual fitting of the signs is a tedious
task, especially when larger systems and more
dimensions are described.
Two of the authors also fitted diabatic PESs
of two singlet states and one triplet state as
well as the SOCs between singlets and triplets
of formaldehyde, CH2O, with NNs.90 The elec-
tronic structure reference method was MR-
CISD/cc-pVTZ. The diabatic potentials were
obtained using an adapted version of the Boys
localization.351 The energy differences between
two states are incorporated in the equations in
order to remove earlier identified diabolic singu-
larities.146 The range of pi, which the rotation
angle for the diabatization covers, guarantees a
proper treatment of the Berry phase. The dia-
batization procedure further requires consistent
transition dipole moments, which were adjusted
manually for this purpose. The diabatic SOCs
were then obtained as a linear combination of
the adiabatic SOCs by applying the same ro-
tation matrix as for the energies. One separate
NN function was used to fit each coupling value
and electronic state separately.
It becomes clear that only a small number
of works on this topic exist. At the moment,
many problems remain unsolved for generating
a training set that properly accounts for both
types of phases, the arbitrary phase and the
Berry phase, and is applicable for large sys-
tems with many states. An automatic phase
correction procedure without the need of man-
ual input would be very advantageous, espe-
cially when larger and more flexible systems are
treated. Further developments are needed.
4.2.2 ML-Based Internal Phase Correc-
tion
One step towards a routine application of ML
for photochemical studies and an easier train-
ing set generation with quantum chemistry is
an ML-based internal phase correction, which
has been implemented by us into the SchNarc
approach for photodynamics simulations.13 In
contrast to the phase correction algorithm to
correct the training data, this procedure ren-
ders the learning of inconsistent quantum chem-
ical data possible. A modification of the train-
ing process, termed phase-free training, is re-
quired for this purpose.13
We implemented this training algorithm in
a combination of the deep continuous-filter
convolutional-layer NN SchNet,428,432 adapted
for excited states, and the MD program
SHARC242,344,466
Similar to standard training algorithms, pa-
rameters of an ML model are optimized in or-
der to minimize a cost function. Most fre-
quently, the L1 or L2 loss functions are applied,
which take the mean absolute error or mean
squared error between predicted and reference
data into account. The phase-free training al-
gorithm uses a phase-less loss function, which
includes all trained properties at once and ad-
ditionally removes the influence of the random
phase switches. In this way, the computational
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costs for the training set generation can be re-
duced.
Compared to the previously reported ML
models for photochemistry, where each state
was fitted independently,14,90,139 SchNarc is ca-
pable of describing all PESs at once, includ-
ing the elements resulting from different pairs
of states. This results in an overall loss function
with several terms, where each term is weighted
with a different trade-off value, t, that can be
defined manually:
Lph =
tE || EQC − EML ||2
+tF || FQC − FML ||2
+tSOC · LSOC
+tNAC · LNAC
(16)
If only energies (E) and forces (F) are fitted,
then the loss function is equal to a linear com-
bination of L2 loss functions for energies and
forces.13,109 The parts of the SOCs and NACs
are
LSOC = min(| εκSOC |)
with 0 ≤ κ ≤ 2NS−1 (17)
and
LNAC = min(| εκNAC |)
with 0 ≤ κ ≤ 2NS−1, (18)
respectively. The error for SOCs and NACs
that enters the loss function is the minimum
error that can be achieved when trying out all
possible combinations of phases for each pair of
states, i.e., 2NS−1 possible solutions. The algo-
rithm takes into account that the signs of SOCs
and NACs coupling different pairs of states de-
pend on each other.
The error function containing all possible so-
lutions for SOCs, εphaseSOC , and NACs, ε
phase
NAC , can
be obtained as follows:
εκSOC =
1
N2S
∑NS
i=1
∑NS
i 6=j || CQCSOCij − CMLSOCij · pκi · pκj ||2
with 0 ≤ κ ≤ 2NS−1
(19)
εκNAC =
1
N2S
∑NS
i=1
∑NS
i 6=j
1
NA
∑NA
a=1
|| CQCNACij,a − CMLNACij,a · pκi · pκj ||2
with 0 ≤ κ ≤ 2NS−1
(20)
This phase-less loss procedure does not re-
quire any preprocessing of training data. Quan-
tum chemistry calculations can be directly fit-
ted with this adaption of the loss function. The
power of this approach is that, once a given
phase vector for a data point has been found,
it can be directly applied to correct the arbi-
trary signs of other properties, such as tran-
sition dipole moments. If other properties are
targeted, the loss function applied for NACs can
be similarly used for other vectorial properties,
and the loss function applied for SOCs can be
used for any other single- or complex-valued el-
ement of arbitrary sign.13 However, as a con-
sequence of the higher complexity of the loss
function, the training process is generally more
expensive. The computational effort required
for training can be reduced if only one type of
coupling is treated within MD simulations. In
these cases, a simpler adaption of the phase-free
loss is also applicable.13
4.3 Training Set Generation
The requirements and desirable specifications
for a training set can vary strongly, dependent
on the type of application: When the focus of a
study is the investigation of the huge chemical
space and the search for certain patterns thereof
or the design of new molecules with targeted
properties, usually the training set should be
as large as possible to cover as many molecules
as possible. In the best case, the data points
are computed with high accuracy and this ref-
erence method is accurate for the excited states
of many different types of systems. In terms
of accuracy and general applicability, ab-initio
methods are more suitable, as they do not
require the selection of a density functional,
which might be accurate for some cases, but
fail for others. However, the costs and com-
plexity of highly accurate multi-reference ab-
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initio methods limit their applicability, so that
TDDFT remains the method of choice when
making predictions throughout chemical com-
pound space.150,327,467 The most widely applied
approach to generate a training set for this pur-
pose is to start from an existing (ground-state)
data base that already covers a large chemical
space of certain types of molecules. In this way,
not much effort has to be devoted into the ex-
ploration of chemical space and structure opti-
mizations to get the most stable conformations
of different molecules.
For the purpose of ML-based excited-state dy-
namics simulations, things look quite different.
Note that for photodynamics simulations, only
molecule-specific ML model exist until now,
which can potentially develop into a universal
excited-state force field, but much remains to
be done to achieve this goal. Indeed, the gen-
eralization of the excited state PESs and corre-
sponding couplings is expected to be a highly
complex task, especially due to the problematic
generalization of excited states.92 A compari-
son of the isoelectronic molecules CH2NH+2 and
C2H4 can serve as an example. Their conical in-
tersection between the first excited singlet state
and the ground state is accompanied by a rota-
tion along the dihedral angle, which could lead
to very similar photo-initiated processes. How-
ever, higher-lying excited states are ordered
completely different in both molecules and ex-
citation leads to completely different photody-
namics.92,468–478
As it stands, existing ML models for photo-
dynamics simulations are developed to investi-
gate the photo-initiated processes of one spe-
cific molecule.
Overall, we arrive at the following wish list
for the training set, which has been identified
also for MD in the ground state:101,115,479,480
1) The training set should be as small as
possible to keep the number of reference cal-
culations at a minimum. 2) At the same
time, the relevant conformational space of the
molecule that is required for the reaction un-
der investigation should be sampled compre-
hensively.92,115,328,442,480
Keeping this in mind, an efficient procedure to
obtain relevant molecular structures has to be
applied. A large number of schemes to achieve
this goal have been proposed, which are mainly
based on two different strategies: One approach
is to simulate MD in the ground and excited
states with the reference method and putting
much effort into covering critical regions of the
PESs comprehensively.137–139 Structure-based
sampling or subsequent clustering is beneficial
in this case.137,138,481–483 The other strategy is
to use an active learning approach, which de-
creases the number of necessary reference calcu-
lations considerably, but is usually more time-
consuming.480 Noticeable, within ML for quan-
tum chemistry, active learning often refers to
an approach, where an initial training set is
used to fit an ML model and this previously
learned information is applied to expand the
training set.402 The latter approach is often car-
ried out with the help of MD simulations, but
has also recently been adapted in a trajectory-
free way.402,484
4.3.1 Basic Sampling Techniques and
Existing Databases
To find patterns within certain groups of
molecules, to explore chemical space and to
develop new methods that can fit for exam-
ple different properties of molecules, such as
the valence density used in DFT,81 or large
molecules from small building blocks,107 a good
starting point is often considered to be an al-
ready existing data base. Prominent exam-
ples are the QM data bases, namely QM7,
QM7b, QM8, and QM9,424 which have been
used in a large number of publications up
to date and provide a benchmark for many
ML studies.12,150,428,433,434,446,485–489 Especially
the QM9424 data set containing more than
133k small organic molecular structures and
corresponding DFT energies, enthalpies, har-
monic frequencies, and dipole moments (to
name only a few properties) is very popular
among the scientific community and has also
been used in challenges on kaggle, where re-
searcher and layperson all over the world can
compete against each other to find the most
suitable solution to a given task. Prices up to
several thousand dollar are quite common.490 In
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a similar spirit, the QM9 IPAM ML 2016 chal-
lenge requires to predict the energies of QM9
from only 100 training points within chemical
accuracy (error of ≈0.05 eV).491
All aforementioned data bases originate from
GDB data bases,492–494 and are often a subset
thereof. The chemical universe GDB data bases
have been designed using molecular graphs to
sample a comprehensive space of molecular
structures for the search of new lead compounds
in drug design.494
One of the first data bases available for the
scientific community to treat the excited states
of molecules is most probably the QM7b495 data
set, that contains the excitation energies com-
puted with TDDFT for a total amount of >14k
molecules with atoms C, N, O, H, S, and Cl.
This data set is based on the molecular geome-
tries of the QM7100,494 data set plus an addi-
tional amount of 7211 molecules containing a
chlorine atom. The excitation energies of the
first singlet state and other properties were re-
computed for each optimized molecular geom-
etry. Very similar, the QM8327 data base was
developed, based on the GDB-17 data base.496
This data set can be used for the computa-
tion of vertical excitation spectra. It hence
includes not only the vertical excitation ener-
gies of the first excited singlet state, but also
the corresponding oscillator strengths. Oscil-
lator strengths are also reported in an auto-
generated data set for optoelectronic materials
with DFT.467 Note that the oscillator strength
is computed from the squared transition dipole
moment, hence an arbitrary phase factor can-
cels out and the data does not have to be
preprocessed. In addition to the TDDFT en-
ergies, CCSD energies are reported, having
enabled the development of the so-called ∆-
learning approach - a powerful way to obtain
the accuracy of highly accurate ab-initio meth-
ods with only a small amount of respective
reference calculations. Two ML models are
trained in this approach, one on a less accu-
rate method and another one on the difference
between the less accurate and higher sophisti-
cated method.497 This scheme can also be ap-
plied multiple times to achieve increasing ac-
curacy with little additional computational ef-
fort328 and has been adapted for spectroscopy
in the condensed phase as well.151
The QM9 data set has further been the ba-
sis of a very recently constructed data set
for singlet and triplet states of >13k carbene
structures, termed QMspin.12 4,000 geometries
from the QM9 data set were randomly se-
lected, hydrogen atoms were subtracted and
singlet and triplet states were optimized using
CASSCF(2,2)/cc-pVDZ-F12 and open-shell re-
stricted KS-DFT with the B3LYP498,499 func-
tional, respectively. The MR-CI method was
subsequently used to compute the electronic en-
ergies of singlet and triplet states. This data
set has been used to investigate structural and
electronic relationships in carbenes, which are
important intermediates in many organic reac-
tion networks.12
The OE62500 data base, a benchmark data
set applicable for spectroscopy, is another de-
scent of several existing data sets, such as the
QM8 and QM9 data sets. It consists of >61k
organic molecules able to form crystals includ-
ing up to 174 non-hydrogen atoms. Reported
are the orbital energies of molecules computed
with DFT/PBE.501
Another database, which also contains
excited state data, is the PubChemQC
data base.502 It contains over three million
molecules, whose structures are reported along
with the energies at DFT/B3LYP/6-31G* level
of theory. In addition, the excitation energies of
at least three million structures are reported for
the 10 energetically lowest-lying singlet states
at TDDFT/B3LYP/6-31G* level of theory.
A simple strategy was carried out by Kolb et
al.,503 who used an existing analytical PES to
create an ML potential: They randomly sam-
pled data points, trained an ML model and
added more points in regions with deviations
from the original PES. Other strategies have
been carried out mainly for the fitting of ground
state potentials and for materials, which are
however also relevant to consider for the excited
states. One novel, suitable strategy is for ex-
ample "de novo exploration" of PESs using a
similarity measure provided by ML models.504
At least for material discovery, this method can
be used to omit any additional active learn-
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ing procedure to converge PESs. Another way
to build a training set is to employ molecule-
generating ML models,164,505,506 such as the re-
cently developed Gschnet.507 Alternatively, MD
simulations with the reference method can pro-
vide a good starting point for training.120,486,508
Ye et al.509 sampled 70k conformations for N -
methylacetamide via MD simulations with the
OPLS force field510 within GROMACS511 for
subsequent UV spectra calculations. We have
applied a similar scheme to generate a train-
ing set of SO2 based on an LVC model.229 Sur-
face hopping MD simulations with the SHARC
method242,344,466 were carried out with the ref-
erence method LVC(MR-CISD) ending up in
>200k data points of different conformations
of SO2.13 Due to the crude sampling and low
cost of the reference method, no emphasis was
put on clustering the training set into a smaller,
still comprehensive set.
90k data points were required in an ML-
based surface hopping study of CH2NH with
the Zhu-Nakamura method. Reference data for
the ground and first excited singlet state, S0
and S1, were generated with CASSCF(2,2)/6-
31G via ground-state and surface hopping MD
simulations. The latter method was applied to
sample the regions around conical intersections
between the S0 and S1 state.139
Similarly, Hu et al.137 sampled 200k
data points of 6-aminopyrimidine using
ground-state and surface hopping MD with
CASSCF(10,8)/6-31G*. State-averaging over
three singlet states was applied. In addition,
structures that led to hops between different
states were used as starting points to find mini-
mum energy conical intersections and clustering
was carried out to reduce the amount of data
for training.
One way to select data points more efficiently
is a structure-based sampling scheme, as pro-
posed for instance by Ceriotti et al. with sketch
map,481,512,513 an algorithm for dimensionality
reduction of atomistic MD simulations or en-
hanced sampling simulations. Likewise, Dral et
al.138 applied a grid-based sampling method to
construct PESs of a model spin-boson Hamil-
tonian to execute surface hopping MD with
KRR. The energetically low-lying regions of
the PESs were first sampled via an inexpen-
sive method and subsequently the distances
between the molecular structures were com-
puted. In this way, 10,000 data points were ob-
tained.138,482 ML models trained on only 1,000
data points were accurate enough to reproduce
reference dynamics. This approach was com-
pared with random sampling for the methyl
chloride molecule and was shown to reduce the
amount of training data needed up to 90% for
static calculations.482,483
4.3.2 Active Learning
As shown in the previous section, training sets
with the respective equilibrium structure of a
large number of molecules are very powerful for
investigating the huge chemical space or for the
design of new molecules. However, the useful-
ness of such training sets for photodynamics is
rather questionable. The reason for this de-
ficiency is that, especially in MD simulations
in the excited states, the excess of energy car-
ried by a molecule very quickly leads to con-
formations that are far beyond the equilibrium
structure and most likely far away from orig-
inally sampled structures. The formation and
breaking of bonds is quite common in photo-
dynamics simulations and is usually only acces-
sible from an excited, dissociative state. The
use of photodynamics simulations with the ref-
erence method could solve this problem, but
are not feasible if specific reactions occur on
a rather slow time scale or if many different
processes take place.27,28,36,37,171,400 As previous
studies have shown, inefficient sampling tech-
niques lead to a huge amount of data, which
still does not guarantee that the training set is
comprehensive enough for excited-state MLMD
simulations. In fact, ML models fail dramat-
ically in under-sampled and extrapolative re-
gions of the PESs. A smarter sampling tech-
nique is advantageous in these cases in order to
efficiently identify such under-sampled regions
and build trustworthy ML models.
Active learning, where ML ”asks” for its train-
ing data, is one solution to create a data
set more efficiently. An example from chem-
istry is the adaption of an initially generated
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training set due to an uncertainty measure
for ML models trained on this initial train-
ing set. This concept has already been intro-
duced in 1992 as query by committee514 and
has been adapted for quantum chemistry quite
fast due to the required fitting and interpola-
tion of PESs for grid-based quantum dynamics
simulations. Pioneering works by Collins and
co-workers148,149,377,515 applied modified Shep-
ard interpolation to fit PESs and iteratively
adapt them in out-of-confidence regions us-
ing the GROW algorithm.515,516 Since then,
several sampling techniques have been devel-
oped that are based on MD and an exten-
sion of data bases using interpolation moving
least squares,517,518 permutation invariant poly-
nomial fitting,519,520 and different ML models
for the ground state99,101,109,479,480,521–533 and
also excited states.13,92,138
As active learning starts from already trained
ML models, an initial training set has to be
provided. Some strategies to provide this initial
reference data set will be discussed, following
strategies applied to adapt this initial training
set. Note that all previously discussed methods
can be similarly applied to generate an initial
training set.
Initial training set In general, an initial
training set can be obtained in many different
ways. As photo-initiated MD simulations usu-
ally start from vertical excitation of the ground
state equilibrium geometry, this structure is
commonly used as the starting point and refer-
ence geometry for the training set generation.
In principle, any technique can be applied to
then add conformations to obtain a preliminary
training set. A good starting guess is to use
normal modes of a molecule, as they are gen-
erally important for dynamics. In two recent
works, we carried out scans along different nor-
mal modes and combinations thereof to sample
conformations of small molecules.13,92 Normal
modes are also sampled for generating ANI-1
NN PESs.113 For the excited states, it is favor-
able to include critical regions of the molecule
in the initial training set by carrying out opti-
mization of these geometries and including the
calculations into the training set.92,137
When small molecules are targeted, this ini-
tial training set can already be comprehensive
to start the training of ML models and adapt
the training set based on an uncertainty mea-
sure provided by the ML models.92 In case more
flexible and larger molecules are studied that
give rise to a complex photochemistry and a
high density of states including different spin
multiplicities, a small initial training set might
not be sufficient and a larger conformational
space of the molecule needs to be sampled.
This can be done for example via Wigner sam-
pling534 and also with MD simulations in the
ground state.535,536 Suitable methods are for ex-
ample umbrella sampling,537 trajectory-guided
sampling,538 enhanced sampling539 or metady-
namics540 in combination with a cheap elec-
tronic structure method like the semi-empirical
tight-binding based quantum chemistry method
GFN2-xTB541 or existing ground-state force
fields. A large amount of different geome-
tries can be created very fast and inexpensively,
which then can be clustered to exclude similar
conformations of the molecule to keep the num-
ber of reference simulations at a minimum. The
selected data points for the training set can then
be computed with the chosen reference method,
whose accuracy is targeted with ML. Addition-
ally, if certain reaction coordinates have been
shown to be important in experiments or pre-
vious studies, then it is favorable to include
data from scans along these reaction coordi-
nates.94,400
As soon as meaningful ML models can be ob-
tained from the initial training set, active learn-
ing techniques can be applied to enlarge the set.
What number of data points turns out to be
sufficient for the initial training set is depen-
dent on a lot of different factors, such as the
size and flexibility of the molecule under inves-
tigation, the number of excited electronic states
described, and the ML model and descriptor
applied.92,93 In order to give a ballpark figure,
we note that we used approximately 1000 data
points as initial training set for small molecules
in recent studies using deep multi-layer feed-
forward NNs.13,92
32
Strategies for actively expanding the
training set The next step in active learning
is to expand the initial training set by adding
points from out-of-confidence regions. The de-
tection of these undersampled regions can be
done in many different ways, whereby most ap-
proaches rely on MD simulations.
Among the most popular strategy is the itera-
tive sampling scheme of Behler,480 originally de-
veloped for fitting ground-state PESs. Today, it
is widely used, see for example refs 101,479,542,
and has been modified as a so-called adap-
tive sampling approach.109 The latter has been
adapted by us for the generation of a training
set for the excited state PESs of molecules in-
cluding couplings.92 The basis of almost any it-
erative or adaptive sampling scheme is a sim-
ilarity measure to judge whether a molecular
geometry can be predicted reliably with ML
models or not. While kernel methods intrin-
sically provide a measure of similarity for each
molecular geometry, NNs do not. Therefore,
adaptive sampling with NNs requires at least
two ML models. In case of KRR or GPR, two
ML models can be used as well, but are not
necessarily needed. Indeed, the statistical un-
certainty estimate of the predictions remains a
huge advantage of GPR models.442,543
The adaptive sampling scheme for the excited
states is illustrated in Figure 9 and exemplified
with two ML models. The whole process starts
with an initial training set, which is used to
train the two (or more) preliminary ML mod-
els. These models differ in their initial weights
or model parameters. The resulting dissimilar
ML architectures guarantee that the ML mod-
els do not predict the exact same number for a
given molecular input. The hypothesis under-
lying this scheme is that inferences of different
ML models trained on the same training set will
be similar to each other as long as an interpola-
tive regime is given. The inferences of the ML
models are inaccurate and should differ from
each other to a much larger extent if a molecu-
lar input lies in an unknown or under-sampled
region of the PESs.
In order to find such regions, sampling steps
are carried out, e.g., by running (excited-state)
MD simulations based on the mean of the in-
ferences made by the different ML models for
energies, EML, forces, FML, and if required also
couplings, CML. In each sampling step, the
variances for each predicted property are com-
puted. In the present example, energies and
forces are treated together as σMLE+F (but can
also be used separately), separately from vari-
ance of the couplings σMLC . If a variance exceeds
a pre-defined threshold, the ML models diverge
and the predictions are deemed untrustworthy.
NML refers to the number of different ML mod-
els, ζ, used for adaptive sampling:
σMLE+F =
1
NS
∑NS
i
(√
1
NML−1
∑NML
ζ=1
(
EMLζ − E
ML
)2)
+(√
1
NML−1
∑NML
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1
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(
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)2
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Note that the variance is averaged over all
states for energies and forces and over all pairs
of states for couplings, that are described with
the ML models. As a variant, each state could
also be treated separately. However, as the dif-
ferent electronic states are not independent of
each other, a mean-treatment is assumed to be
advantageous.93
Each data point that is predicted with a vari-
ance larger than the pre-defined threshold for
a given property, is recomputed with the ref-
erence quantum chemistry method and added
to the training set. In this way, undersampled
or generally unknown regions of the PESs are
identified. Whenever the variance of each prop-
erty is within the range that is thought to be
reliable, the mean of the inferences is forwarded
to the MD program to propagate the nuclei and
continue MLMD simulations. The name adap-
tive sampling is based on the recommendation
to choose a rather large threshold in the begin-
ning of the adaptive sampling procedure and to
adapt this threshold to smaller values as the ML
models become more accurate and robust.109 A
first estimate for the initial value of a threshold
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Figure 9: Adaptive sampling scheme illustrated using two ML models (blue and red blocks). The
active learning procedure starts from an initial, preliminary training set (yellow), which is used to
train ML models. A sampling step, e.g. a time step of an MD simulation, is executed: The ML
models take the molecular geometry of the sampling step as an input and predict the energies of
the considered excited states, their derivatives, and additional required photo-chemical properties.
In case the predictions of the ML models are deemed to be different, quantum chemical reference
calculations are carried out, ML models are retrained and the serial steps are carried out again. This
procedure is executed until the desired quality of the ML PESs is attained in order to sufficiently
describe the chemical problem under investigation.
can be obtained from the MAE of the corre-
sponding ML model on the initial training set.
In principle, adaptive sampling can be carried
out for every property, that should be repre-
sented with ML potentials, and is not restricted
to energies, forces, and couplings. Similarly, it
does not need to be executed with excited-state
dynamics, but could also be done with ground-
state MD or any sampling method that is con-
sidered to be suitable.
As a negative side effect, this procedure
is generally more time-consuming than many
other sampling techniques, because ML mod-
els have to be trained each time a new data
point is added to the training set. To apply
adaptive sampling in a more efficient way, it is
advantageous to execute not only one ML tra-
jectory, but many hundred trajectories in paral-
lel, as it is usually done in MD simulations. The
ML models should then only be retrained, when
all ML-based trajectories have reached an un-
dersampled conformational region.92,109,480 De-
spite the higher complexity of adaptive sam-
pling compared to random sampling, it can re-
duce the number of required data points for
MLMD simulations substantially. In this re-
gard, also the computational costs for the train-
ing set generation can be kept at a minimum.
Adaptive sampling was carried out success-
fully to generate a training set of 4,000 data
points of CH2NH+2 containing three singlet
states and couplings. ML-based surface hop-
ping MD simulation could be carried out on
long time scales using the average of two deep
NNs. The concept of iterative sampling also
proved beneficial for the long MD simulation to
guarantee accurate ML potentials throughout
the production run. Here, the threshold was
not adapted anymore and the MD was contin-
ued from the current geometry after a training
cycle was completed.92 In addition, the average
of more NNs turned out to be more accurate
than the prediction of only one NN, which was
also shown in Ref. 109.
Another quality control besides the property-
based one proposed by Behler can be obtained
by comparing the molecular structures at each
time step as done by Dral et al.138,482 and Ce-
riotti et al.481 A combination of a structure-
based and property-based detection of sparsely
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sampled regions of the PESs has been done by
Zhang et al. and Guo et al.362,524,544–546 Very
recently, an alternative approach has been ap-
plied with NNs by Lin et al.402 that does not
require MD simulations. It is based on the find-
ing that the negative of the squared difference
surface obtained from NNs approaches zero in
regions, where no data points are available.518
Therefore, new points can be computed at the
minima of the negative squared difference sur-
faces of at least two NNs (or, equivalently, at
local maxima of the squared difference surface).
This method is supposed to be very efficient in
cases, where different conformations are sepa-
rated by large energy barriers or strongly sta-
bilized local minima are common. MD simula-
tions would take a long time to overcome the
potential barriers and reach the region of un-
known molecular structures.402
The idea behind this technique is similar to
previous works with GPR. A measure of confi-
dence can be provided with GPR models that
enables the search of regions with large vari-
ance in ML predictions. In these regions, data
points can be added to build up a training
set .484,547–549 Similarly, Bayesian Optimisation
Structure Search (BOSS) has been proposed for
constructing energy landscapes of organic and
inorganic interfaces.550 A combination of differ-
ent approaches has also been applied by Häse
et al.,160 who fitted TDDFT excited-state ener-
gies of a light-harvesting system. Given a large
enough, error-free, and comprehensive data set,
ML has the potential to determine known and
unknown (un)physical laws within the data.551
5 ML Models
Besides the training set, which defines the high-
est possible accuracy an ML model can attain,
the type of regressor and the descriptor to rep-
resent a molecule to the ML model play also
important roles.552 Improper choices of regres-
sors and descriptors can result in inaccurate ML
models.
5.1 ML Models: Type of Regres-
sor
Given the vast number of ML algorithms ap-
plied in the field of computational chemistry,
one might ask which one to use or adapt for
photochemistry. As recent studies applying ML
for quantum chemistry have shown, many pos-
sible choices of ML approaches exist and there
is no single solution. Nevertheless, a trend can
be observed: Many studies that use ML in the
research field of quantum chemistry employ la-
belled data sets, i.e., supervised learning tech-
niques. Within supervised learning, one can
distinguish between regression and classifica-
tion. Classification aims at finding patterns and
at grouping data into certain clusters.553 Those
types of ML models are often used e.g. in spam
filters, in medicine to diagnose diseases,554,555
or in food research, e.g. to guarantee a certain
wine quality or origin.556 Examples of applied
classification models in the field of computa-
tional chemistry are for example support vector
machines, random forests or decision trees used,
e.g., to classify enzymes557 or for the selection
of an active space.70,558
More often than classification models, regres-
sion models are applied to assist the search
for a solution of a quantum chemical prob-
lem. Regression is used to fit functions that
can relate a molecular input, X, to a quan-
tum chemical output, Y . The simplest rela-
tion that can be assumed is linear. Although
many quantum chemical problems cannot be
accurately described with a linear function as
given in eq. 23, it can serve as a baseline model
to evaluate the minimum accuracy one can ob-
tain.92,171,553,559,560
Y = b+ w ·X (23)
The regression coefficients, also known as
weights, w, and biases, b, are tailored for a given
problem under investigation. In case of linear
regression, ordinary least squares regression
can be applied to find these coefficients. The
process of finding the optimal relation between
X and Y is termed training. The coefficients
are optimized by minimizing a so-called loss
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function, L, which monitors the error between
the original property, Y QC , and the predicted
property by the ML model, Y ML, with respect
to the training instances. Most often, the L1
loss or the L2 loss is used as an indicator for
the training convergence. The L1 monitors the
mean average error (MAE) and the L2 loss the
mean squared error (MSE) of predictions:
L2 =
1
NM
NM∑
β
(
Y MLβ − Y QCβ
)
. (24)
The Greek letter β runs over all molecules, NM ,
inside the training set. In principle, any error
estimate can be used to train an ML model and
find suitable regression coefficients.
An example specifically developed for excited-
state problems is the aforementioned phase-less
loss (see section 4.2.2).13 Such adapted loss
functions and also conventional ones are em-
ployed in different types of ML models. In the
following, we focus on the two most widely used
models for the description of the excited states:
Kernel methods and NNs.
Kernel methods Kernel methods561 are
based on a similarity measure between data
points. Examples are KRR or GPR, which go
beyond linear regression by applying the ker-
nel trick and ridge regression. Ridge regression
is used to find the weights, which differs from
linear regression by a regularization term, λ:
w = (K + λ1)−1Y QC (25)
YQC refers to the training data and K to the
kernel matrix.
The kernel trick makes it possible to apply
ridge regression to non-linearly separable data
by mapping them into a higher-dimensional fea-
ture space, in which the data points are lin-
early separable. Therefore, a kernel function,
k, e.g. a Gaussian or Laplacian, is placed on
each compound to measure the distance to all
of the other compounds in the training set. The
kernel function defines the non-linearity of the
model. A property of a query compound, α, can
be obtained as the weighted sum of regression
coefficients and kernel instances:
Y ML(Xα) =
NM∑
β
wβK(Xα, Xβ). (26)
The size of the kernel matrix is dependent on
the number of training points and hence the
depth of the model is inherently linked to the
size of the training set, which is why they are
called ”non-parametric”.553,562
An advantage of kernel methods is that they
mainly contain two hyperparameters, i.e., in-
ternal model parameters, which need to be op-
timized for proper training. Most important
are the width of the non-linear kernel func-
tion, σ, and the regularization. The latter is
used to prevent the model from overfitting – the
case when the model fits training data includ-
ing noise almost exactly and fails to accurately
predict data points not included in the training
set but stemming from an interpolative regime.
As quantum chemical data is most often noise-
free, the regularization term is usually small.
As the optimization of hyperparameters is of-
ten a tedious task, kernel methods with their
few hyperparameters are easier to use than, e.g.,
NNs with many hyperparameters. Nonetheless,
kernel methods can provide almost exact so-
lutions of problems under investigation.125 A
drawback is, however, that the inversion of the
kernel matrix can become expensive and even
be rendered infeasible on current computers
due to increasing memory requirements with in-
creasing training set size.93
Further, kernel methods are usually defined to
only map an input to a single output. There-
fore, they can treat only one electronic state
at a time in standard implementations and,
thus, can be referred to as single-state mod-
els. A single-state treatment requires a sep-
arate ML model for each electronic state or
for each property resulting of a pair of states,
whereas a multi-state ML model describes all
electronic states and properties resulting from
different pairs of states at once.93,400 Hence
in their standard implementation, the treat-
ment of several excited states necessitates the
use of several kernel models, which is com-
monly done in the research field of quantum
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chemistry.137,138,147,563,564 The description of
forces is possible for the ground state or a
single excited state and is implemented, e.g.,
in the QML toolkit using KRR and the Faber-
Christensen-Huang-Lilienfeld (FCHL) repre-
sentation,433 in the symmetric gradient domain
ML (sGDML)120,120 method or with smooth
overlaps of atomic positions (SOAP)565 for
GPR.119
Neural Networks Another prominent ap-
proach in ML is the use of NNs as highly flex-
ible parametric functions, which can fit huge
amounts of data and can map a molecular input
to many quantum chemical outputs.93 The sim-
plest form of NNs are multi-layer feed-forward
NNs, which are schematically represented in
Fig. 10. As it is visible in Fig. 10, the width
Figure 10: Schematic representation of a multi-
layer feed-forward NN with inputs, X, nodes, n,
and outputs, Y . In the usual implementation
for the fitting of PESs, the NN maps a molec-
ular geometry to the ground state, which could
be similarly done for any other single state. In
case a manifold of excited states is described,
one molecular input can also be mapped to
a vector of different excited states and addi-
tionally, other properties can be included. The
forces are treated as derivatives of the NN po-
tentials with respect to Cartesian coordinates.
of the model is dependent on the number of
nodes, ntr, which are connected to each other
using weights, wturs. The indices refer to a con-
nection between node r and node s from layer t
and layer u, respectively. The number of nodes
and hidden layers can be chosen independently
of the training set size.
Due to the highly flexible functional form of
NNs, highly complex relationships can be fit,
but an analytical solution to find the weights is
not available (in contrast to KRR). A numerical
solution can be obtained with stochastic gradi-
ent algorithms, which are frequently applied to
obtain a step-wise update of the weights:
wk+1 = wk − lr∇L2(w). (27)
The gradient of the loss function as given in
eq. (24) with respect to the weights is multiplied
with a so-called learning rate, lr. This hyper-
parameter is deemed one of the most important
hyperparameters used for training.9,566 In or-
der to obtain an optimal solution, the learning
rate needs to be chosen properly. Algorithms
such as AdaGrad567 or Adam568 can automat-
ically adapt the learning rate during training.
Further, the second-order derivatives can be in-
cluded into algorithms, which is for instance
done in the global extended Kalman filter,569 in
its parallel variant,570 or the element-decoupled
variant.103 The loss function can be adapted
so that more than only one property can be
trained at once. This is often done to include
the forces in the training process.
In general, NNs possess various hyperparame-
ters like the learning rate, regularizers, number
of nodes, etc. As a consequence, an extensive
hyperparameter search complicates the use of
NNs and makes them more complex to apply
than kernel methods.
Besides simple multi-layer feed-forward NNs,
high-dimensional variants exist. These net-
works comprise several atomic NNs, which rep-
resent atoms in their chemical and structural
environment and are thus also called atomistic
NNs. Each local atomic contribution, Ea, can
be summed up to provide the energy of the
whole system, E, which is well known to work
for the ground state PESs:
E =
NA∑
a=1
Ea, (28)
and was originally implemented by Behler to
construct high-dimensional NN potentials.571
Embedded-atom NNs533 are similar to high-
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dimensional NNs in their way of constructing
the energy of a system. They differ in the
underlying descriptors to the ones of Behler.
Atomic contributions to the energy are depen-
dent on the embedded density of atoms and are
summed up according to eq 28. These embed-
ded density-like descriptors are approximated
from atomic orbitals.
Independent of a simple or an atomistic ar-
chitecture, the model can be used to fit a single
output or a vector of many outputs at the same
time. For ground state problems, a single-state
model is usually used, which maps an input to a
single output, e.g. the PES of the ground state.
Oftentimes, this single-state fashion is adapted
to fit different excited states with different NN
models.14,139,199,509 However, it has been shown
that including more excited-states in one model
can be advantageous,93 as the excited-states are
inherently linked to each other and so are the
excited-state properties.37 Treating many ex-
cited states can be referred to as multi-state
model and the inclusion of more properties can
result in a multi-property model.76,93,95,186,400
The different properties can be weighted with
respect to their magnitudes or importance for
a given chemical problem under investigation,
such that the best possible accuracy can be ob-
tained.13
Another type of networks are convolutional
NNs, which are most often applied in image
or speech recognition,572–574 but can also be
adapted to process a molecular input and iden-
tify an optimal molecular descriptor. This type
of network can be combined in an end-to-end
fashion with an architecture, which fits this gen-
erated molecular representation to a query out-
put.428,432,508,575,576
An important ingredient of all these ML mod-
els is the descriptor, which is mapped to the
output. In most studies, the descriptor is one
of many different possibilities to represent a
molecule, which will be discussed in the next
section.
5.2 Descriptors and Features
Electronic structure methods can process and
uniquely identify molecules using e.g. Carte-
sian coordinates. In contrast, such types of
inputs are not optimal for ML models as the
same molecular geometry, but translated or ro-
tated, could only be mapped to the same out-
put with great effort and unnecessary com-
putational cost. Hence, a molecular descrip-
tor should fulfill the following requirements:
It should be translationally, rotationally, and
permutationally invariant as well as differen-
tiable.102 It should also be unique with respect
to the relative spatial arrangement of atoms,
universally applicable for any kind of system,
and computationally efficient.552 However, a de-
scriptor can be more than that; it can already
include a part of the mapping, e.g., from a
molecular structure to an energy. It can thus
ease the task of the regressor and help to attain
the best possible accuracy for a given training
set.
The ways to represent a molecule to an ML
model can be classified roughly into two cat-
egories: molecule-wise descriptors, which rep-
resent the molecule as a whole to the ML
model, and atom-wise descriptors, which repre-
sent atoms in their chemical and structural en-
vironment and build up a property using local
contributions.102,480 Both ways in describing a
molecular system have their merits and pitfalls
and will be discussed along with their applica-
tions in recent studies for the excited states in
the following.
Molecule-wise descriptors The distance
matrix is one of the simplest descriptors that
preserves rotational and translational invari-
ance. Most often it is used in its inverse form
with distances between atoms a and b,
Dab =
1
|| ra − rb || , (29)
giving rise to the symmetric inverse distance
matrix, D. Due to the ill-definition of diagonal
elements, which are not differentiable, the diag-
onal elements are excluded and only the upper
or lower triangular matrix is used to represent a
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molecule to an ML model.564 Since the Hamil-
tonian contains distances rather in the denom-
inator, it makes sense to also use the matrix of
inverse distances.92 The matrix of inverse dis-
tances is very similar to the Coulomb Matrix,
C:100
Cab =
{
0.5Z2.4a if a = b
ZaZb
||ra−rb||
(30)
but the Coulomb matrix additionally considers
the atomic charges, Z. These types of descrip-
tors are frequently used in ML studies for the
excited states. For example, MLMD simula-
tions in the excited states could be advanced us-
ing these simple descriptors92,93,137,138 and were
also accurate enough to fit NNs and KRR mod-
els for excited-state properties.92,93,160,327,509,563
Distance based descriptors are further imple-
mented in several program packages that have
been used for photodynamics simulations with
KRR. For example, MLAtom577 contains the
Coulomb Matrix and a representation that in-
cludes all nuclear pairs in form of normalized
inverted internuclear distances.482 The QML
toolkit578 includes the Coulomb matrix in ad-
dition to other representations, such as bag
of bonds.579 Another variant are polynomials
formed from inverse distances.92
These molecule-wise descriptors have the ad-
vantage of being easy to use and implement.
Especially for small molecular systems and with
regard to the training of an ML model, they
are cheap. However, they might miss some im-
portant information based on angular distribu-
tions. Currently, it is also investigated, whether
representations based on two-body or three-
body terms are accurate enough to uniquely
identify a molecule.580
A problematic issue of the aforementioned
types of distance-based molecular descriptors
is that they are not permutationally invari-
ant.102,400,480,576 This problem can be mitigated
by data augmentation, i.e., randomly permuta-
tion of atoms by mixing of matrix rows, which
results in more data points for the same molec-
ular input. The additional amount of data in-
creases rapidly with the system size and could
lead to long training times.480,576 Alternatively,
another metric than the commonly used L1
or L2 norms can be employed, the so-called
Wasserstein metric, which was tested with the
Coulomb matrix.581
Permutation invariant polynomials (PIPs),
introduced by Bowman and co-workers,519,520,582
are frequently applied in a PIP-NN approach by
Guo and coworkers to investigate photochemi-
cal problems.141,142,145,359–362 The advantage of
these polynomials is that they are invariant to
permutation of atoms and inversion.145 They
comprise single-valued functions, pab, such as
logarithmic or Morse like functions, which in-
corporate internuclear distances, rab. The PIP
vector, G is obtained applying a symmetriza-
tion operator, Sˆ, accounting for possible per-
mutation operations:
G = Sˆ
NA∏
a<b
pab (31)
with an example of pab:
pab = e
−crab . (32)
Evidently, additional hyperparameters such as
c have to be optimized and the choice of PIPs
is generally not unique.360,543
Another negative aspect of molecule-wise de-
scriptors is that they can only treat one molec-
ular system, because the input size is fixed.
The input dimension could, in principle, be de-
fined according to the largest system included
in the training set, but this would lead to un-
necessarily large input vectors for smaller sys-
tems, which would then contain many zero val-
ues.571,576 The training of more ML models,
each for one specific system size, is one pos-
sible solution,160 but obviously necessitates the
training and evaluation of more than one ML
model.
Atom-wise descriptors In contrast, atom-
wise representations allow for a fitting of
molecules of arbitrary size and composition.
Such descriptors are state-of-the-art for ground-
state problems with commonly used examples
being the SOAP,565 atom-centered symmetry
functions (ACSF),571 weighted ACSFs446,583 or
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the FCHL representation.125,487 These represen-
tations describe atoms in their chemical and
structural local environment and usually rely
on a cut-off function. This cut-off function
defines the sphere around an atom, which is
deemed to be important and is therefore con-
sidered when modelling the atomic local en-
vironment. Radial distribution functions, so-
called second-order terms, account for inter-
atomic distances and are often used together
with angular distribution functions, i.e., third-
order terms. It is further beneficial to in-
clude first-order terms, i.e., the stoichiometry
of atoms.125,428,446,583 Most often, higher order
terms than third-order terms are not included
due to increasing costs and little improvements
in accuracy.576
The description of PESs from atomic contri-
butions is beneficial in order to treat systems of
arbitrary sizes and to use systematic molecular
fragmentation methods.107 Admittedly, the va-
lidity of this approach is not so clear for the
excited-states and consequently, such represen-
tations are less frequently used in ML studies
targeting the excited states. Up to day, only
small molecules have been fitted with atom-
wise representations, which are too small to
prove the validity of excited-state PESs, which
are constructed from local atomic contribu-
tions. To the best of our knowledge, the largest
molecule fitted with atom-wise descriptors con-
tained 12 atoms and was N -methylacetamide.95
Other molecules were CH2NH+2 ,13,93 CH2NH,139
SO2 13 or CSH2.13 Further studies are needed
to demonstrate whether an atom-wise construc-
tion of excited-state properties and PESs is pos-
sible or not. Nevertheless, this approach is
most powerful for studies that aim to describe
large and complex systems, which could poten-
tially be described from smaller building blocks.
For instance, the construction of a DNA dou-
ble strand or a peptide could be, at least in
principle, constructed from ML models that are
trained on their smaller subsystems, i.e., DNA
bases and amino acids, respectively. Unfortu-
nately, we are far away from having achieved a
description of large molecular systems for the
excited states, let alone the construction of ac-
curate PESs of medium-sized molecular sys-
tems, such as DNA bases or amino acids.
Other types of descriptors Besides the
benefits high-dimensional ML models offer for
the fitting of PESs of molecules, descriptors
are not restricted to the aforementioned exam-
ples. In general, any type of descriptor might
be suitable for a given problem. Applied de-
scriptors range from topological and binary
features generated from SMILES strings584 to
normal modes, which are often used as a coor-
dinate system and descriptors to fit diabatic
PESs.14,97,134,141,143,143–145,147,359–362,585 Other
types of molecular features besides structure-
based ones, e.g. electronegativity, bond-order,
oxidation states, ...,15,70 are also used.
Automatically generated descriptors
The selection of an optimal descriptor and the
optimization of the related parameters for this
descriptor is no trivial task and requires ex-
pert knowledge in many cases.576 A way to
circumvent an extensive parameter search is
offered by the aforementioned message pass-
ing NNs,575 which include the descriptor pa-
rameters in the network architecture. In this
way, they automatically fit the optimal param-
eters of a descriptor for a given problem, i.e.,
training set under investigation. Such tailored
descriptors can guarantee highly accurate so-
lutions if the NN model is trained properly.
PhysNet,586 HIP-NN587 or Deep Tensor NN
(DTNN),508 which forms the basis of the deep
learning model SchNet,,428,432 which in turn is
used within the SchNarc approach for excited
states,13 are examples of such NNs.
6 Application of ML for Ex-
cited States
In this chapter, we review ML studies of ex-
cited states and their properties. We aim to
show how they have been employed to improve
static and dynamics calculations and focus on
the used type of regressor, descriptor, train-
ing set, and property. We will classify the ap-
proaches according to Figure 1.
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6.1 Parameters for Quantum
Chemistry
At the current state of research, the user must
decide whether a multi-reference method is nec-
essary or a single reference method is sufficient
to describe a chemical problem. It would be
helpful if ML models could suggest a suitable
reference method, e.g. based on a literature
search. Unfortunately, such a tool is not yet
available, but ML can help to select an active
space for multi-reference methods. Jeong et.
al70 developed an ML protocol for classification
based on XGBoost558 to allow for a ”black box”
use of many multi-reference methods by auto-
matically selecting the relevant active space for
molecular systems. The tedious selection of ac-
tive orbitals and active electrons can thus be
avoided. The accuracy of this approach was
demonstrated for diatomic molecules in the dis-
sociation limit and the molecules were repre-
sented via the molecular orbital bond order and
the average electronegativity of the system.
6.2 ML of Primary Outputs
To the best of our knowledge, no ML mod-
els for providing primary outputs of quantum
chemistry exist for excited states (see Figure 1).
Targeting the primary output of a quantum
chemistry simulation, i.e., the N-electron wave
function, or providing ML density (function-
als) is far from trivial even for ground-state
problems.71–79,81,89,588–591 However, such an ap-
proach for excited states could solve many prob-
lems and allow for wave function analysis, pro-
viding additional insights like the excited state
characters.592 Therefore, we expect such models
to appear in the near future.
6.3 ML of Secondary Outputs
In the following, we summarize the contribu-
tions of ML models that fit the secondary
output of quantum chemical calculations, i.e.,
PESs, SOCs, NACs, and transition as well as
permanent dipole moments in the adiabatic and
diabatic basis (Figure 1). The prediction of the
manifold quantities (see Fig. 2) can be done in
two ways, i.e., in a single-state fashion and in a
multi-state fashion.93 The applicability of such
ML models to the simulation of photodynamics
will be discussed.
6.3.1 ML in the Diabatic Basis
Diabatic PESs are fitted with ML and related
methods since more than 25 years.149,377 An ad-
vantage of diabatic PESs is their smoothness,
which is perfectly matched by ML models built
upon smooth functions. However, the tedious
procedure to generate diabatic PESs remains.
Some effort is therefore devoted to develop ML-
assisted diabatization procedures and eliminate
this limiting step.
Diabatization Williams et. al140 incorpo-
rated NNs into diabatization by ansatz and
fit diabatic NO3 PESs. Recently, Shen and
Yarkony94 fit two diabatic potentials of the cy-
clopentoxy radical, C5H9O, and one state of
cyclopentoxide, C5H9O−, with 356 data points
sampled from scans along different reaction co-
ordinates. The diabatization was assisted with
NNs. Due to the high dimensionality of the
system, the authors resort to application of
regularization in the fitting algorithm and an
adapted loss function to obtain an accurate
representation of two-state diabatic PESs with
NNs. This novel strategy is envisioned for the
computation of the photoelectron spectrum of
cyclopentoxide.94 Fitting 39 degrees of freedom
in the diabatic basis is a huge improvement in
this research field. The authors further note
that a comprehensive sampling of the full rel-
evant PESs in such high dimensional space is
problematic.
Due to the aforementioned problems, a de-
scription of medium-sized to large molecules
with diabatic potentials is often done with
more crude approximations.140,376 An exam-
ple is the LVC model,228 with its one-shot
variant,229 or the exciton model.177,593 For
more details on this topic, the reader is re-
ferred to refs.63,228,313,594–596 The Frenkel exci-
ton Hamiltonian can be used to describe light-
harvesting systems or charge-transfer.177,593
Such a Hamiltonian was constructed for the
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investigation of the excited state energies of
bacteriochlorophylls of the Fenna-Matthews-
Olson complex. Multi-layer feed-forward NNs
with the Coulomb matrix as a molecular de-
scriptor could accelerate the construction of
such Hamiltonians for the prediction of excited-
state energies.160 The effective Hamiltonian of
the whole complex was subsequently used to
predict excitation energy transfer times and ef-
ficiencies. Therefore, Häse et al. used exciton
Hamiltonians as an input.159
Fitting diabatic potentials and properties
Given diabatic PESs, ML models can be used to
fit them. KRR models are often employed for
this task, due to their ease of use and ability
to provide accurate predictions, as mentioned
above. Recent studies by Habershon and co-
workers focus on interpolation of diabatic PESs
and their use for grid-based quantum dynamics
methods, i.e., variational Gaussian wavepack-
ets and MCTDH. The butatriene cation has
been investigated in two-dimensions comprising
two electronic states.147 The description of this
molecule has been recently advanced with a new
diabatization scheme, namely Procrustes diaba-
tization. The method was evaluated with two-
state direct-dynamics MCTDH (DD-MCTDH)
simulations of LiF and applied to four elec-
tronic states of butatriene.239 Some of the au-
thors also carried out DD-MCTDH 4-mode/2-
state143 and subsequently 12-mode/2-state dy-
namics of pyrazine.144 The investigation of the
higher-dimensional space of pyrazine could be
achieved by systematic tensor decomposition
of KRR and advances conventional MCTDH
simulations considerably with respect to accu-
racy and computational efficiency. Further, the
method was applied to investigate the ultra-
fast photodynamics of mycosporine-like amino
acids, which are suitable as ingredients in sun-
screens due to their photochemical properties
and photostability.597 However, the reduced 6-
dimensional and 14-dimensional DD-MCTDH
simulations with KRR interpolated PESs were
unable to reproduce the expected ultrafast pho-
todynamics, which had been observed in pre-
viously performed surface hopping calculations
and is typical for sunscreen ingredients. The
authors note that the inclusion of more adia-
batic states for the diabatization procedure and
the consideration of additional relevant modes
can lead to more accurate results. All of the
reference simulations were carried out at the
CASSCF level of theory with KRR fitted di-
abatic PESs.
In addition to KRR models, NNs were also
used to describe diabatic PESs. Seminal works
include PIP-based NNs by Guo, Yarkony and
co-workers. Absorption spectra and the dy-
namics of excited states of NH3 and H2O could
be studied by fitting potential energy matrix
elements.141,145,359–362,543 Subsequently, some of
the authors fit the dipole moments correspond-
ing to the diabatic 1,21A surface of NH3.14
SOCs of formaldehyde were learned with NNs
in the diabatic picture.90 341 data points were
used for training of SOCs. A singlet and a
triplet state in the adiabatic basis were trans-
formed to diabatic states using Boys localiza-
tion.351 Since this diabatization is based on
transition dipole moments, the respective prop-
erties of the excited states had to be phase cor-
rected. The authors proved the accuracy of
their fitted PESs and emphasized the usability
of the ML models to describe full-dimensional
quantum dynamics.14,90,543 Very recently, they
investigated the OH + H2 reaction, i.e., the
nonadiabatic quenching of the hydroxyl radical
colliding with molecular hydrogen. Four dia-
batic potentials including forces and couplings
were fitted using a least squares fitting proce-
dure. 1345 data points of 1,2,3 2A adiabatic
PESs were computed with MR-CISD.543
The aforementioned ML models are single-
state models. Each energetic state and each
coupling or dipole moment value resulting from
different pairs of states is fitted with a sepa-
rate ML model. While this yields justifiable
accuracy for energies and diabatic coupling val-
ues,93 dipole moments are vectorial properties
and need to preserve rotational covariance.95
As the aforementioned studies show, ML
models are generally powerful to advance quan-
tum dynamics simulations for the excited states
and can also assist the construction of effec-
tive Hamiltonians. However currently, diabatic
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PESs cannot simply be fit for systems with arbi-
trary size and arbitrary complexity. The diaba-
tization remains a methodological bottleneck,
where additional developments are needed.
The investigation of medium-sized to larger
molecular systems, especially the investigation
of their temporal evolution, is more often car-
ried out in the adiabatic basis using on-the-
fly simulations. An increasing number of re-
cent studies focus on fitting such adiabatic
PESs. The inconsistencies in adiabatic proper-
ties make such quantities generally more chal-
lenging to fit, which is why this field of research
gained a lot of attention relatively late, i.e., only
in the last 3 years.
6.3.2 ML in the Adiabatic Basis
Surface hopping MD Probably, the first
ML models for MQCD calculations date back to
the year 2008.96 Nonadiabatic MD simulations
were carried out with NN-interpolated PESs
to investigate O2 scattered from Al(III). Sym-
metry functions were used as descriptors.598 A
spin-unpolarized singlet and a spin-polarized
triplet state at DFT level of theory were fit-
ted with 3768 data points.598,599 This two-state
spin-diabatic problem allowed for evaluation of
coupling values and singlet-triplet transitions
with the fewest switches surface hopping ap-
proach.403,404 In a later study, another adia-
batic spin-polarized PES was included and cou-
pling values were computed between singlets
and triplets600 and evaluated from constructed
Hamiltonian matrices.91 MD simulations were
executed using a manifold of ML-fitted PESs
according to different spin-configurations. The
studies showed that singlet-triplet transitions
are highly probable during the scattering event
of O2 on Au(III).91,96
After these two seminal studies, the interest
in advancing MQC photodynamics simulations
in the adiabatic basis increased mainly in the
last three years. One of the first works dur-
ing this time was conducted by Hu et. al,137
who investigated the nonadiabatic dynamics of
6-aminopyrimidine with KRR and the Coulomb
matrix. Due to the many degrees of freedom of
the molecule and including three singlet states,
a large amount of training data was required (>
65k data points). Coupling values were not fit-
ted but, instead, the Zhu-Nakamura approach
was used to compute hopping probabilities.
Later, Dral et al.138 applied KRR models to
accurately fit a two-state spin-Boson Hamilto-
nian and reproduce reference dynamics using
1,000 and 10,000 data points. NAC vectors
were fit in a single-state fashion. During dy-
namics simulations, conformations close to crit-
ical regions were computed with the reference
method instead of the ML model in order to
allow for accurate transitions.
In another study, Chen et al.139 used two sep-
arate deep NNs to fit the energies and forces of
two adiabatic singlet states of CH2NH. About
90k data points were used to generate these
single-state models. Using the Zhu-Nakamura
approach to account for hopping probabilities,
the reference dynamics could be reproduced
and quantum chemical calculations were re-
placed completely during the dynamics.
Cui and coworkers601 further developed a
multi-layer energy-based fragmentation method
to study the excited-state dynamics and pho-
tochemistry of larger systems. This scheme
composes a molecular system into a photo-
chemically active (inner) region and a photo-
chemically inert (outer) region. In the original
scheme, the active region and the interactions
with the outer region are described with the
multi-reference method CASSCF, whereas the
outer region is treated with DFT. This decom-
position of the total energy of a system allows to
treat larger systems, which cannot be described
fully with CASSCF. The approach is similar to
QM/MM (quantum mechanics/molecular me-
chanics) schemes in the mechanical embedding
framework. The authors simulated two-state
photodynamics of CH3N=NCH3 (inner region)
including five water molecules (outer region)
without the use of ML. The Zhu-Nakamura ap-
proximation to model hopping probabilities in
nonadiabatic MD simulations was applied.601
In order to make the simulations more effi-
cient, the authors replaced the DFT calcula-
tions with deep multi-layer feed-forward NNs
using a distance-based descriptor,123 hence they
describe the ground state energies and forces
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of the photochemically inert region with ML
and describe the S1 and S0 state of the inner
region with CASSCF. The hybrid ML multi-
layer energy-based fragmentation method can
reproduce the photodynamics of the system.443
Subsequently, the deep NNs were replaced with
embedded-atom NNs533 and accurate second
derivatives could be computed efficiently.444
Recently, we sought to fit NACs and transi-
tion and permanent dipole moments in addition
to energies and forces of three singlet states of
the methylenimmonium cation, CH2NH+2 , using
deep NNs and the matrix of inverse distances
as a molecular descriptor.92 We were able to
perform ML-enhanced excited-state MD simu-
lations with hopping probabilities based on ML-
fitted NACs. NNs could replace the reference
method MR-CISD completely during the dy-
namics. Long time scale photodynamics simu-
lations for 1 ns were achieved using the mean
of 2 NN models in approximately two months,
whereas the reference method would have taken
an estimated 19 years to compute the dynam-
ics for 1 ns on the same computer. This study
demonstrated the possibility of MLMD simula-
tions to go beyond time scales of conventional
methods. As another benefit of the ML models,
it was shown that a large ensemble of trajecto-
ries could be calculated, still at lower cost than
a few trajectories with the reference method.92
With the same training set, we further as-
sessed the performance of KRR together with
von Lilienfeld and co-workers.93 The opera-
tor formalism602 and the FCHL representa-
tion125,487 were used to fit the three singlet
states of CH2NH+2 . A single-state treatment
and a multi-state treatment for predicting en-
ergies were compared. To this aim, a multi-
state KRR approach as developed with an addi-
tional kernel that encodes the quantum energy
levels. The accuracy of KRR models could be
improved using this extended approach.93 The
KRR models were further compared to deep
NN models regarding their ability to predict
dipole moments and NACs. While NNs yielded
slightly higher accuracy at the largest avail-
able training set size, KRR models exhibited
a steeper learning curve, hence more efficient
learning. The different performance of NNs and
KRR models was proposed to be a result of the
parametric dependence of the depth of NNs and
the non-parametric dependence of the depth of
KRR models. Results further suggested that
small differences between the reference method
and ML models, especially in critical regions of
the PESs, can lead to completely wrong pho-
todynamics simulations.93 Nevertheless, multi-
reference quantum chemical potential energy
curves could be faithfully reproduced with KRR
models and NN models for the three singlet en-
ergies of CH2NH+2 .
In order to omit the extensive hyperpa-
rameter search of the descriptor and regres-
sor, we further developed the SchNarc ap-
proach for photodynamics,13 which is based
on SchNet.428,432 SchNarc allows for (1) a de-
scription of SOCs, (2) an NAC approximation
based on ML-fitted PESs, their first and sec-
ond derivatives with respect to Cartesian coor-
dinates, and (3) a phase-free training algorithm
to enable a training of raw quantum chemical
data. The SchNarc approach is based on the
message passing NN SchNet,428,432 which was
adapted by us for the treatment of a manifold
of excited electronic states. Additionally, this
model can describe dipole moments using the
charge model of ref,109 also adapted for excited-
states. All excited-state properties can be de-
scribed in one ML model in a multi-state fash-
ion. The performance of SchNarc was evaluated
with surface hopping dynamics: Three singlet
and three triplet states of SO2 were computed
with ML models for 700 fs and the underlying
PESs were based on an "one-shot" LVC(MR-
CISD) model.229 CSH2 was investigated using 2
singlets and 2 triplet states for 3 ps at CASSCF
level of theory representing slow population
transfer, and the performance of SchNarc to
reproduce ultrafast transitions during dynam-
ics was assessed using CH2NH+2 with the afore-
mentioned training set. The hopping proba-
bilities were computed according to ML-fitted
SOCs and NACs – the latter being fitted in a
rotationally covariant way as derivatives of vir-
tual ML properties and approximated from ML
PESs. In all cases, excellent agreement with
the reference method could be achieved. No-
ticeably, all the aforementioned photodynam-
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ics studies with ML models13,92,93,137–139 make
use of Tully’s fewest switches surface hopping
approach with hopping probabilities based on
coupling values or approximated schemes.403,404
Exemplary timings for MLMD, LVC dy-
namics, and MQCD The speed-up of simu-
lations is one of the main arguments employed
for promoting ML in quantum chemistry. In or-
der to get an idea about the computational time
used in different calculations, we provide an ex-
ample here. The timings of surface hopping
MD with analytical PESs (from LVC), quantum
chemical PESs, and ML-fitted PESs based on
fitted and approximated NACs from Hessians
can be found for three exemplary molecules in
Table 2.
Obviously, crude excited-state force fields like
the LVC model are faster than ML models, e.g.,
for SO2. We note that even such force field
implementations can probably still be stream-
lined for speed but will always be more expen-
sive than ground-state MD simulations, where
it would take approximately 0.005 seconds to
simulate 100 fs for the gas-phase methylenim-
monium cation, CH2NH+2 , using a state-of-the-
art program like Amber.208
However, dynamics based on highly accurate
quantum chemical calculations can be acceler-
ated significantly with ML-fitted PESs, e.g.,
SchNarc models for CH2NH+2 based on MR-
CISD/aug-cc-pVDZ.13 The speedup is higher if
NACs are learned directly (MLMD1) compared
to when they are approximated from Hessians
(MLMD2). A lot of Hessian evaluations are re-
quired in this example because ultrafast tran-
sitions occur in CH2NH+2 . The second-order
derivatives reduce the efficiency by a factor of
about ten. Nevertheless, Hessian calculations
of ML-PESs can be accelerated by a factor of
about 5-10 using a GPU (dependent on the
molecule and GPU used).
Table 2 further shows that a cheaper underly-
ing reference method, such as CASSCF(6,5)/def2-
SVP used for CSH2, does not allow for such a
significant speed-up. In this example however,
the difference between simulations with learned
NACs and approximated NACs is small be-
cause the dynamics of CSH2 is characterized
by slow population transfer. Hence, less Hes-
sian evaluations are required to estimate the
hopping probabilities.
The time required to train a SchNarc model
on a GeForce GTX 1080 Ti GPU is approxi-
mately 11 hours for energies and forces of 3 sin-
glet states with 3,000 data points of CH2NH+2 ,
about 13 hours for energies, forces, and SOCs
of 2 singlet and 2 triplet states using 4,000 data
points of CSH2 and about 4 hours for energies
and forces of 3 singlet states of SO2 using 5,000
data points.
Table 2: Comparison of the timings to compute
100 fs with the surface hopping including arbi-
trary couplings (SHARC)242,344,466 method. For
SO2 and CH2NH+2 , three singlet states are de-
scribed and for CSH2 two singlet and two triplet
states. The molecule SO2 is approximated us-
ing a highly efficient LVC model,229 while the
underlying reference method to describe the
excited states of CH2NH+2 is MR-CISD/aug-
cc-pVDZ and of CSH2 is CASSCF(6,5)/def2-
SVP. SchNarc is used for the MLMD sim-
ulations. Once, energies, forces, and NACs
are trained and predicted (MLMD1) and once,
NACs are approximated from first- and second-
order derivatives of ML PESs (MLMD2). 2x
Intel Xeon E5-2650 v3 CPUs are used.13
100 fs dynamics [s/CPU]
MLMD1 MLMD2 Reference
SO2 10 12 2-3
CH2NH+2 24 250 74,224
CSH2 14 16 104
Dipole Moments In addition to the inves-
tigation of the temporal evolution of some sys-
tems in the excited states, permanent and tran-
sition dipole moments have been computed
with ML models. As mentioned before, in our
earlier approaches, we fitted permanent and
transition dipole moments as single values with
NNs and KRR – strictly speaking we were ne-
glecting the rotational covariance of the vec-
tors (since rotations were negligible in these
simulations).92,93 The SchNarc model improved
on this description by treating dipole moments
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as vectorial properties. The NN and KRR
models for dipole moments have been evalu-
ated and compared to quantum chemical refer-
ence dipole moments using learning curves and
MAEs. Their potential to compute UV spectra
was emphasized.
The use of dipole moments to actually
simulate UV spectra was demonstrated by
Jiang, Mukamel, and co-workers using N -
methylacetamide, a model system to investi-
gate peptide bonds.95,509 They evaluated the
ability of ML to describe transition dipole mo-
ments at TDDFT level of theory. In a first
attempt,509 the authors predicted dipole vec-
tors as independent values. 14 internal coor-
dinates in combination with multi-layer feed-
forward NNs were used to predict transition
energies of N -methylacetamide. Xyz represen-
tations served as an input for fitting ground
state dipole moments. The Coulomb matrix
was employed to fit transition dipole moments
for the npi∗ and pipi∗ transitions, but did not
lead to sufficiently accurate results. Higher ac-
curacy was obtained by replacing the atomic
charges in the Coulomb matrix (eq 30) with
charges from natural population analysis. The
choice of descriptors was justified by screen-
ing different types of descriptors for prediction
of different properties. In a later work, some
of the authors used embedded-atom NNs to
predict transition dipole moments from atomic
contributions in a rotationally covariant way.
The dipole moment vector between two states
i and j was obtained as a linear combination of
three contributions:
µij = µ
i
T + µ
j
T + µ
3
T (33)
µiT and µ
j
T were modeled using the charge model
of ref 109. A third contribution, µ3T , was ob-
tained as the cross product of µiT and µ
j
T :
µ3T =
NA∑
a
q3a(µ
i
T × µjT ) (34)
µiT , µ
j
T and q
3
a were outputs of the same
embedded-atom NN.
6.4 ML of Tertiary Outputs
The secondary outputs, such as dipole moments
or excited state energies can be used to cal-
culate oscillator strengths (eq 1) and energy
gaps (Fig. 1(d)). These properties can serve for
the modelling of UV absorption spectra. UV
spectra were computed in the previously de-
scribed studies of N -methylacetamid with the
ML fitted transition dipole moments. Jiang,
Mukamel and co-workers509 applied the tran-
sition dipole moment and additionally fitted
npi∗ and pipi∗ excitation energies to compute
UV spectra this molecule with NNs. Subse-
quently, some of the authors95 used these ex-
citation energies and the transition dipole mo-
ments to model a Frenkel exciton Hamiltonian
for proteins using amino acid residues and pep-
tide bonds. This effective Hamiltonian could
subsequently be used to approximate UV spec-
tra of proteins. The interaction between amino
acid residues and peptides was neglected so only
the isolated peptide excitation energies, i.e.,
those of N -methylacetamid, and the respective
transition dipole moments were needed to con-
struct the Hamiltonian. The authors made use
of the dipole-dipole approximation603 and ap-
plied embedded-atom NNs.
Ramakrishnan et. al327 predicted excitation
energies of the lowest-lying two excited singlet
states, S1 and S2, as well as corresponding os-
cillator strengths obtained from TDDFT calcu-
lations with KRR. The QM8496 data base was
used consisting of 20k organic molecules. With
the ∆-learning approach, CC2 accuracy could
be obtained. Very recently, Xue et al.563 as-
sessed the performance of KRR models with
the normalized inverse distances as a molecu-
lar descriptor to predict absorption spectra of
benzene and a derivative of acridine contain-
ing 38 atoms. Therefore, the authors learned
the excited-state energy gaps of several states
and the corresponding oscillator strengths in a
single-state fashion. Applying Gaussian broad-
ening, the absorption cross sections could be
computed at TDDFT accuracy.
Pronobis et al.156 compared 2-body, 3-body
and automatically designed descriptors to learn
TDDFT HOMO-LUMO gaps as well as first
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and second vertical excitation energies. More
than 20k molecules of the QM9 data base424,496
were selected for this purpose and learning
curves were used to evaluate the learning be-
haviour of different ML models. While atom-
wise descriptors worked well for HOMO-LUMO
gaps, the authors concluded that the accu-
racy of predicted transition energies is not
sufficiently accurate and suggested that ad-
vanced non-local descriptors might be neces-
sary to achieve higher accuracy. They fur-
ther proposed the idea of encoding information
about the electronic state in the ML model.156
Indeed, our recent study, in which we com-
pared the performance of KRR and NN models
with atom-wise and molecule-wise descriptors
demonstrated that encoding of the energy level
is advantageous.93
Recently, Kang et. al584 used 500,000
molecules of the PubChemQC502 data base to
train a random forest model on the excita-
tion energy and the oscillator strength corre-
sponding to the electronic state with the high-
est oscillator strength. 10 singlet states, as
available in the PubChemQC data base, were
evaluated for that purpose. The authors used
SMILES (simplified molecular-input line-entry
system) strings and converted them into de-
scriptors. The descriptors comprised several
topological604 and binary605 fingerprints, which
were calculated with the help of the RDkit
library.606 The authors compared the predic-
tion accuracy to the aforementioned models and
stated that their model outperformed previous
ML models in the task of predicting accurate os-
cillator strengths and excitation energies for the
most probable transition in organic molecules.
Analysis of important features led the authors
identify that nitrogen-containing heterocycles
are important for high oscillator strengths in
molecules. The authors concluded that their
study could serve the design of new fluorophores
with high oscillator strengths.584
Ghosh et. al150 used multi-layer feed-forward
NNs, convolutional NNs and DTNNs to fit 16
highest occupied orbital energies from DFT,
i.e., the respective eigenvalues, for the compu-
tation of molecular spectra with a full width at
half maximum of 0.5 eV for Gaussian broad-
ening. Geometries from the QM7b494,495 and
QM9424,496 data base were used for training
and molecular spectra were tested using 10k
additional diastereomers, which were also used
by Ramakrishnan et. al327 to evaluate the
∆-learning approach. The convolutional NNs
with the Coulomb matrix and DTNNs with
an automatically generated representation out-
performed the simpler NNs. Overall, good
agreement to reference DFT spectra could be
achieved.150
Markland and co-workers447 trained NNs
with atom-centered Chebyshev polynomial de-
scriptors108 on the TDDFT/CAM-B3LYP/6-
31+G* S0-S1 energy gap of the deprotonated
trans-thiophenyl-p-coumarate (chromophore of
yellow protein) in water and Nile red chro-
mophore in water and benzene. Farthest point
sampling121 was used to select about 2,000 data
points from a larger set of 36,000 data points
and was compared to random sampling. The
authors assessed the performance of three dif-
ferent ML approaches to compute absorption
spectra, spectral densities and 2-dimensional
electronic spectra. One model (hidden solva-
tion) completely ignored any environmental ef-
fects and only described the chromophore, an-
other model (indirect solvation) incorporated
environmental effects within a 5Å cutoff of the
atomistic descriptor for the chromophore and
a third model (direct solvation) treated the
whole system, i.e., the chromophore and the
atoms of the solvent, explicitly. As expected,
the hidden solvation model turned out to be
insufficiently accurate for systems with strong
solvent-chromophore interactions, but was com-
parable to the hidden solvation model when de-
scribing Nile red chromophore in benzene. The
indirect solvation and direct solvation models
were comparable to each other, but with respect
to the computational efficiency, the indirect sol-
vation model was beneficial. This model could
reproduce reference linear absorption spectra,
spectral densities, and could capture spectral
diffusion of 2-dimensional electronic spectra of
all treated chromophores.447
Penfold and co-workers153 applied deep multi-
layer feed-forward NNs to proof the ability of
ML to predict X-ray absorption spectra (XAS),
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which provide a wealth of information on the
geometry and electronic structure of chemical
systems, especially in the near-edge structure
region. Note that X-Ray free-electron laser
spectroscopy can further be used to generate
ultrashort X-ray pulses to investigate photo-
dynamics simulations in real-time. The train-
ing set for the prediction of Fe K-edge X-
ray near-edge structure spectra contained 9040
data points. The inputs for NNs were gener-
ated using local radial distributions around the
Fe absorption site of arbitrary systems taken
from the Materials Project Database.607 Qual-
itatively accurate peak positions and intensi-
ties could be obtained computationally efficient
and the structural refinement of nitrosylmyo-
globin and [Fe(bpy)3]2+ was assessed with NNs.
The authors noted that future development
is needed to accurately capture structures far
from equilibrium as well as irregularities in the
bulk.
Another study was executed by Aarva et
al.,608 who focused on XAS and X-ray pho-
toelectron spectra of functionalized amorphous
carbonaceous materials. By clustering of DFT
data with unsupervised ML techniques aver-
age fingerprint spectra of distinct functional-
ized surfaces could be obtained. The authors
use GPR. Similarly to the aforementioned state
encoding,93 the authors encoded the electronic
structure, i.e., the ∆-Kohn Sham values (core-
electron binding energies), in a Gaussian kernel.
This kernel was then linearly combined with a
structure-based kernel based on the SOAP609
descriptor. The spectra computed from the
different clusters were used to fit experimental
spectra allowing for an approximation to the
composition of experimental samples on a semi-
quantitative level. The so-called fingerprint
spectra, which enabled the differentiation of the
spectral signatures, were assessed in a previous
study using different models for amorphous car-
bon,610 among them an ML fitted PES using
GPR.110,611
Kulik and co-workers15 used deep NNs to pre-
dict the spin-state ordering in transition metal
complexes to determine the spin of the low-
est lying energetic state in open-shell systems.
The determination of spin states is important
to evaluate catalytic and material properties of
metal complexes. Descriptors based on a selec-
tion of empirical features were used to capture
the bonding in inorganic molecular systems.
The performance of descriptors including dif-
ferent features was assessed for a set of octahe-
dral complexes with first-row transition metals.
The most important features were identified to
be the atom, which connects the ligand to the
metal, its environment and its electronegativ-
ity, the metal identity and its oxidation state,
as well as the formal charge and denticity of
the ligand.612 The ML models were tested on
spin-crossover complexes and could assign the
correct spin in most cases. Additionally, ML
models were applied for the discovery of inor-
ganic complexes613–616
The inverse design of molecules with specific
properties was further targeted by Schütt et.
al,76 who developed SchNOrb, a deep NNmodel
based on SchNet. The automatically generated
descriptor was extended with a description of
atom pairs in their chemical and structural en-
vironment. An analytic representation of the
electronic structure of a molecular system was
obtained in a local atomic orbital representa-
tion. The analytic derivatives of the electronic
structure allowed for optimization of electronic
properties. This was demonstrated by minimiz-
ing and maximizing the HOMO-LUMO gap of
malonaldehyde.486 Besides, the ML method was
used to predict the lowest 20 molecular orbitals
of ethanol at DFT level of theory, to investigate
proton transfer in malonaldehyde using ground-
state dynamics and to analyze bond order and
partial charges of uracil.
Bayesian NN models were applied by Häse et.
al158 to relate molecular geometries to the out-
come of nonadiabatic MD simulations obtained
with CASSCF. Normal modes with and with-
out velocities of initial conditions served as an
input for NN models. Velocities in addition to
normal modes as descriptors improved the ac-
curacy of ML models slightly, pointing out that
normal modes contain already enough informa-
tion for the sake of their study. The dissociation
times of 1,2-dioxetane obtained from nonadia-
batic MD simulations was the targeted output.
The NNs could faithfully reproduce dissociation
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times and further provided a measure of uncer-
tainty. The authors noted that their method
could be particularly interesting for analysis of
MLMD simulations.
6.5 ML-Assisted Analysis
The aforementioned studies have shown that
ML enables the simulation of MD simulations
and spectra predictions at low computational
costs. The computational efficiency allows for
enhanced statistics, i.e., in case of MD simu-
lations a huge number of trajectories and the
simulations on long time scales.13,92 Therefore,
subsequent analyses of production runs can be-
come a time limiting step of studies. This prob-
lem was identified in the aforementioned study
on the dissociation times of 1,2-dioxetane by
Häse et. al.158 Therefore, the authors further
used their method to interpret the outcomes
of nonadiabatic MD simulations. 1,2-dioxetane
is the target of their study as it is the small-
est molecule known to show chemilumiescence
after nonadiabatic transitions from an excited
state to the ground state. The chemilumines-
cent properties of this compound were related
to its decomposition rate into two formaldehyde
molecules. By analysis of the ML models that
fit the dissociation times, correlations could be
observed between the normal modes and the
dissociation times. For example, the modes
corresponding to C-C bond stretching and C-O
bond stretching were relevant for the accurate
prediction of dissociation times. It was further
emphasized by the authors that although the
findings of NNs were expected and obey phys-
ical laws, ML models were helpful to extract
relevant information of large amount of data
and could potentially serve as an inspiration to
humans.
Time-resolved experimental photolumines-
cence spectra could be analyzed with the Lu-
miML software developed by Ðorđević et. al,617
who applied linear regression models to learn
from computer-generated photoluminescence
data. The software was employed to pre-
dict decay rate distributions618 of perovskite
nanocrystals from data generated with fem-
tosecond broadband fluorescence upconversion
spectroscopy.619 The authors highlighted the
applicability of their method to enhance stud-
ies on the optimization and design of opti-
cal devices and further noted that their ap-
proach can also be used to analyze transient
absorption spectra. Aspuru-Guzik and co-
workers152 applied Bayesian NNs to find corre-
lations of nanoaggregates with electronic cou-
pling in semiconducting materials using ab-
sorption spectra. In general, the analysis of
experimental spectra and the inverse design of
compounds is most frequently applied in the
research field of material science. Their de-
scription goes beyond the scope of this review
and the reader is referred to Refs 163–167,169.
7 Conclusion and Future
Perspectives
In the last few years, machine learning (ML)
has started to slowly enter the research field of
photochemistry, especially the photochemistry
of molecular systems. Although this field of
research is rather young compared to ML for
the electronic ground-state, some groundbreak-
ing works have already shown the potential of
ML models to significantly accelerate and im-
prove existing simulation techniques. So far,
most studies provide a proof of concept using
small molecular systems or model systems. Dif-
ferent applications are targeted and will also be
aimed at in the future, ranging from dynamics
with excited-state ML potentials via absorption
spectra to the interpretation of data, see Fig. 1.
Analysing the different studies reviewed here,
some trends in the choice of reference methods,
ML models, and descriptors can be observed.
These trends are illustrated in Figure 11.
The pie chart in panel 11(a) shows the
used reference methods for the computa-
tion of a training set to describe the excited
states or excited-state properties of molecules.
As can be seen, about half of the training
sets are computed with multi-reference meth-
ods.12–14,70,90,92–94,137,139–145,147,158,239,359,360,362,597
The employed single-reference approaches are
exclusively based on DFT.15,76,91,95,96,150,156,327,447,467,509,584,610
Analytical methods or experimental data are
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Figure 11: Pie diagrams summarizing the ref-
erence methods used for the training set gen-
eration, the chosen ML models and the type
of descriptors for the description of the excited
states with ML.
also applied.138,152,159,160,617
When restricting the analysis to studies tar-
geting dynamics, the fraction that employs
multi-reference methods even increases. About
70% of all dynamics studies use multi-reference
methods to compute the training data for ML
models. 15% of the studies use single-reference
methods and an equally large portion apply
model Hamiltonians or analytical potentials.
This shows that most chemical problems for the
investigation of the excited states of molecules
require multi-reference accuracy.
Recent studies of ML-based photodynam-
ics simulations have shown that many thou-
sands of data points are necessary to describe
a few excited-state potentials of small molec-
ular systems. To the best of our knowl-
edge, the dynamics in the excited states with
ML for molecules with more than 12 atoms
in full dimensions has not yet been investi-
gated.137,143,144 Especially the huge number of
data points is concerning in this case, as larger
molecules with more energetic states and a
complex photochemistry could require many
more data points. A meaningful training set
generation, which can be achieved with ac-
tive learning, adaptive sampling and structure-
based sampling techniques, is thus essential for
dynamics simulations.92,109,479,480 Clustering of
molecular geometries obtained from dynamics
simulations with a cheap method further is ben-
eficial for selecting important reference geome-
tries.137,138,481–483 Still, the high costs and the
complexity of multi-reference methods to com-
pute an ample training set for ML also hampers
the application of ML models to fit the excited
states of larger polyatomic systems, whose ac-
curate photochemical description is often addi-
tionally complicated by a high density of elec-
tronic states.
Single reference methods, such as time-
dependent DFT, are advantageous with respect
to the computational costs of the training set,
but suffer from qualitatively incorrect PESs
in some conformational regions of molecules,
such as dissociative regions. In principle, these
conformational regions could be excluded from
the training set and the remaining conforma-
tional space could be interpolated using ML,
but the training set would then remain incom-
plete and so would the dynamics. Schemes like
the ∆− learning approach327 or transfer learn-
ing329 could be helpful in this regard. These
approaches might be useful to let ML models
learn from single-reference data and adjust their
accuracy according to multi-reference methods.
The direct use of approximated methods, such
as time-dependent DFT-based tight binding,
is most likely not suitable for photodynamics
on long time scales, because such approaches
might easily be quantitatively incorrect. Of
particular concern is then the accumulation
of quantitatively tiny errors in the underlying
potentials toward wrong dynamics trends. At
the current stage of research, it is not clear
whether such approximate potentials can pro-
vide qualitatively correct trends for reaction
dynamics.400
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In addition to the aforementioned problems,
the training set generation is complicated by
the arbitrariness of the signs of coupling val-
ues and properties resulting from two different
electronic states.13,14,90,92,93,95 This arbitrari-
ness has to be removed in order to make data
learnable with conventional methods. Such a
correction scheme is termed phase correction
and has been applied to correct coupling values
and dipole moments.14,90,92,95,454 An alternative
phase correction training algorithm has been
shown to be beneficial with respect to the costs
of the training set generation and has enabled
the learning of raw quantum chemical data.13
Figure 11(b) shows which ML models are
applied in the discussed studies. About two
thirds rely on NNs, whereby simple multi-
layer feed-forward NNs are most often em-
ployed. Several research fields were advanced
with NN-fitted functions: photodynamics sim-
ulations,13,91–93,96,138,139,141,142,145,359,360,362 spec-
tra predictions and analysis,95,150,153,447,509,563
excited-state properties,13–15,90,93,95,509 diabati-
zation procedures,94,140 interpretation of re-
action outcomes,158,617 and the prediction
of HOMO-LUMO gaps or gaps between en-
ergetic states.76,150,156 KRR methods were
mainly applied to interpolate diabatic poten-
tials143,144,147,239,597 and in studies focusing on
more than one molecular systems.327 In general,
only a few studies focused on extrapolation
throughout chemical compound space in the
excited states. Yet only the energies, HOMO-
LUMO gaps or spectra based on fitted oscillator
strengths could be predicted using a single ML
model for different molecules.15,153,156,327 Deci-
sion trees were used to select an active space
for diatomic molecules.70
One drawback of recently developed ML mod-
els is that they are molecule-specific and thus
not universal. In part, this issue is related
to the used molecular descriptors. As can be
seen in panel (c) in Figure 11, most stud-
ies apply descriptors that capture molecules
as a whole. The few studies, which describe
PESs and properties of molecular systems from
atomic contributions, either treat small molec-
ular systems13,93,95 or predict properties re-
lated to the ground-state equilibrium structure
of a molecular system or to electronic ground
state calculations, e.g. the HOMO-LUMO
gaps.76,150,156 Due to the limited transferabil-
ity of existing ML models to predict the excited
state PESs and properties of different molecular
systems, an extrapolation throughout chemical
compound space is hindered in many cases.
In order to fully exploit the advantages that
ML models offer and to achieve the aforemen-
tioned goal of a transferable ML model for the
excited states, a highly versatile descriptor is re-
quired, which can describe atoms in their chem-
ical and structural environment and enables an
ML model to treat molecules of arbitrary size
and composition. It would be highly desirable,
if an ML model could then describe the pho-
tochemistry of large systems, which are too ex-
pensive to compute with precise multi-reference
methods, using only small building blocks, i.e.,
small enough ones to describe their electronic
structure accurately. For example, the excited
states of proteins or DNA strands could poten-
tially be predicted from contributions of amino
acids or DNA bases, respectively, which is most
often done using effective model Hamiltonians
up to date.56 A local description of the excited-
state PESs and their properties derived from
the ML-fitted PESs, could further provide a
way toward excited-state ML/MM simulations
alike QM/MM (quantum mechanics/molecular
mechanics) techniques.400,443,601 Unfortunately,
it is not yet known whether the excited-state
PESs and properties can be constructed from
atomic contributions or not.400
In studies comparing different ML models, it
was even suggested that non-local descriptors
might be needed or that the electronic state has
to be encoded explicitly in the molecular rep-
resentation to enable a transferable description
of the excited states with ML.93,156
To conclude, the reviewed studies focus on al-
most all aspects of excited-state quantum chem-
istry and improve them successfully: ML mod-
els can help to choose a proper active space
for multi-reference methods, they predict sec-
ondary and tertiary outputs of quantum chem-
ical calculations and help in the interpreta-
tion of theoretical studies. ML models push
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the boundaries of computed time scales92 and
are used to investigate and analyze the huge
amount of data we produce every day in ex-
periments or with high-performance comput-
ers.158,617
It should be emphasized once more that the
recent studies show that the goal of ML is not
to replace existing methods completely, but to
provide a way to improve them. In fact, ML
models for the excited states at their current
stage are far from replacing existing quantum
chemical methods, and they are also far from
being routine. Without human intervention,
ML cannot solve existing problems and much
remains to be done to describe systems beyond
single, isolated molecules.
To the best of our knowledge, what is still
missing is the proof that ML can provide an ap-
proximation to the multi-reference wave func-
tion of a molecular system. Such an achieve-
ment would be a great advancement in the re-
search field of photochemistry, as any property
we wish to know could possibly be derived from
the ML wave function. An ML representation
of the electronic structure would further be ben-
eficial to allow for an inverse design of molecules
with specific properties, which has been shown
to be feasible for the ground state of a molec-
ular system.76 The optimization of photochem-
ical properties with respect to molecular ge-
ometries would be useful for many exciting re-
search fields, e.g. photocatalysis,165 photosen-
sitive drug design620 or photovoltaics.609,621
The multi-faceted photochemistry offers a
perfect playground for ML models. It may be
important to highlight that, despite the neg-
ative image ML has suffered in some research
communities, it cannot be denied that it opens
up many new ways and possibilities to improve
simulations and make studies feasible that were
considered unattainable only a few years, if not
only months ago.442 The computational effi-
ciency and high flexibility of deep learning mod-
els can lead this research field toward simula-
tions of long time and large length scales. The
possibilities ML models offer are far from be-
ing being exhausted. Considering the enormous
chemical space, estimated to consist of more
than 1060 molecules,622 and the desire to de-
velop methods, which could develop into a uni-
versal approximator, make ML models perfectly
suited to advance this research field. The pos-
sibility of deep ML models to process a huge
amount of data can even assist the interpreta-
tion and analysis158,617 of many photochemical
studies and can help to explore unknown physi-
cal relations and be a source of potential human
inspiration.
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