Decision-making requires choosing from treatments on the basis of correctly estimated outcome distributions under each treatment. In the absence of randomized trials, 2 possible approaches are the parametric g-formula and agent-based models (ABMs). The g-formula has been used exclusively to estimate effects in the population from which data were collected, whereas ABMs are commonly used to estimate effects in multiple populations, necessitating stronger assumptions. Here, we describe potential biases that arise when ABM assumptions do not hold. To do so, we estimated 12-month mortality risk in simulated populations differing in prevalence of an unknown common cause of mortality and a time-varying confounder. The ABM and g-formula correctly estimated mortality and causal effects when all inputs were from the target population. However, whenever any inputs came from another population, the ABM gave biased estimates of mortality-and often of causal effects even when the true effect was null. In the absence of unmeasured confounding and model misspecification, both methods produce valid causal inferences for a given population when all inputs are from that population. However, ABMs may result in bias when extrapolated to populations that differ on the distribution of unmeasured outcome determinants, even when the causal network linking variables is identical.
Editor's note: Invited commentaries on this article appear on pages 143 and 146.
Clinical and public health decision-making requires choices among treatment strategies. For these decisions to be sound, researchers need to correctly estimate the distribution of the outcome-survival, cost-effectiveness, or another utility function-under each of the candidate strategies. When a randomized trial of these strategies is not feasible, agent-based models (ABMs) (1, 2) and the parametric g-formula (3, 4) are 2 alternative analytical approaches. We compared the relative advantages and disadvantages of these 2 approaches.
The parametric g-formula has been exclusively applied to data from a single prospective study. This reflects the fact that parameter estimates of both the model parameters and intervention distributions based on the data from one population cannot be extrapolated to a second population, except under strong assumptions. As a result, inferences from the parametric g-formula are restricted to populations similar to the study population and to the time horizon and treatment strategies that are observed in the data. In contrast, ABMs combine data from multiple sources, so they are viewed as tools to make more generalized inferences that are not constrained by the population characteristics, time horizon, and treatment strategies observed in any particular study (5) .
The greater flexibility of ABMs makes them a key tool for clinical and public health decision-making. However, this greater flexibility comes at a price: For the extrapolations to be correct, the model needs to make implicit or explicit assumptions about the distribution of unmeasured determinants of the outcome that do not confound the effect of interest, given the measured variables. In contrast, because it is not used for extrapolation, the parametric g-formula can be agnostic about the distribution of unmeasured nonconfounders. As a consequence, the input parameters of ABMs are often implicitly (and frequently incorrectly) endowed with a causal interpretation, whereas the input parameters of the parametric g-formula do not necessarily receive a causal interpretation. In other words, the components of ABMs are specified as causal models to yield causal estimates in many populations, whereas the parametric g-formula uses noncausal models to yield causal estimates in a single population (3, 4) .
Despite these different interpretations, ABMs and the parametric g-formula use a similar mathematical approach: construction of a sequential model that is the basis for a Monte Carlo simulation of a (counterfactual) population under each treatment strategy of interest. However, ABMs and the parametric g-formula have generally been considered in isolation, and there is typically little overlap in the population of researchers familiar with each method (6, 7) .
In this paper we explore the practical consequences of the different interpretation of the model parameters between ABMs and the parametric g-formula. We start with the description of a simplified decision analysis example; the goal is to determine whether we can decrease the 12-month mortality risk of HIV-positive individuals by offering them antiretroviral therapy.
A SIMPLIFIED DECISION-ANALYSIS EXAMPLE
Let A k be an indicator for initiation of antiretroviral treatment in month k, L k an indicator for high CD4 cell count (defined as ≥350 cells/μL) measured at the beginning of month k, and Y k+1 an indicator for death by the beginning of month k + 1. We use overbars to represent history. For example, an individual with a high CD4 cell count in months 0 and 1, and low in month 2, has CD4 count historȳ = ( ) L 1, 1, 0 3 . As shown in the decision tree (1, 8) depicted in Figure 1 , a decision to start treatment may be more likely when previous CD4 cell counts are low, which indicates a worse prognosis (9) . Therefore an individual's probability of initiating treatment at k,
, depends on her CD4 cell count history. To simplify, we assume that treatment, once initiated, is maintained until death. The probabilities of having a low CD4 cell count,
, and of dying,
, for an individual alive in month k depend on her CD4 cell count and treatment history.
Suppose we are interested in the effect of treatment on 12-month mortality risk. We might specify treatment strategies, such as "always treat" and "never treat." We can then create an ABM where treatment at each time point is assigned based on one of these strategies and compare the (counterfactual) 12-month mortality risk under each. Similarly, we can use the parametric g-formula to estimate these mortality risks.
Simplified decision process for the use of treatment among HIV-positive individuals at each month k. Square black nodes represent decision points where intervention is possible, white circles represent nodes where an individual's path depends on the conditional probability distribution specified, and triangles represent terminal nodes.
Agent-based model
The model is defined by nonoverlapping, mutually exclusive states based on L k (i.e., low and high CD4 cell count) and Y k (i.e., dead and alive) specified by the investigators. The transition probabilities
govern movement between states conditional on prior history. These probabilities are obtained from published sources, including randomized trials and observational studies (10) . The dependence of these probabilities on prior history is often achieved through modeling. For example, a model for the monthly conditional probability of mortality may be
, where h(t) is a flexible function (e.g., restricted cubic splines) of time k, and the vector of parameters β is replaced by published estimates from a similar model fitted to data from a particular population. Similarly, a model for the monthly conditional probability of high CD4 cell count may be
2 where the vector of estimated parameters is also obtained from one or more observational studies or randomized trials that may differ from the study used to estimate the model for Y k .
Investigators then use these models to simulate individuals' trajectories under a strategy of interest. For example, if we were interested in comparing the 12-month mortality risk under the strategies "always treat" and "never treat," we would set the probability of treatment to 1 for all times and conduct a Monte Carlo simulation (1) with a large number of simulated individuals and, separately, set the probability of treatment to 0 at all times and conduct another Monte Carlo simulation. The 12-month mortality risks estimated from these simulations would then be compared.
The parametric g-formula
The implementation of the parametric g-formula (3, 4, 11) has the same 2 steps as that of ABMs: specification of parametric models for
followed by Monte Carlo simulation under the treatment strategies of interest. The parameters of these models are estimated from a single study (here, a follow-up study of HIV-positive individuals with monthly measurements of CD4 cell count, treatment, and mortality). The parametric g-formula could be based on exactly the same parametric models that define the ABM. Then the mortality under different treatment strategies is estimated by simulation as described above.
ABM users routinely make inferences across settings, populations, and time frames. This extrapolation generally requires that the model parameters are interpreted as causal effects. In contrast, this causal interpretation has not been necessary for the parametric g-formula because users have exclusively restricted their inferences to settings, populations, and time frames very similar to those of the study population. In the next section we examine the implications of this different interpretation of the model parameters when treatment-confounder feedback exists.
TREATMENT-CONFOUNDER FEEDBACK
The causal diagram in Figure 2 represents 2 time points for the setting described in the previous sections. We say that there is treatment-confounder feedback because, at each time point k, the confounder CD4 cell count L k affects subsequent treatment A k and is affected by prior treatment A k−1 . The causal diagram also includes an unmeasured prognostic factor U which independently affects both the confounder CD4 cell count and the mortality outcome. Unmeasured common causes of confounders and outcome are likely to exist in most settings. In our example U could represent the underlying damage to the immune system.
The simultaneous presence of treatment-confounder feedback and the unmeasured U prevents conventional methods (e.g., outcome regression) that adjust for the confounder L k from validly estimating the counterfactual probabilities or causal effects (even when null) under the treatment strategies of interest. The variable L k is referred to as a collider on the path from A k−1 to Y k because it is a common effect of 2 variables (A k−1 and U) on that path. Because conditioning on a collider will generally induce an association between its causes (12), conditioning on L k would create an association between A k−1 and U, and therefore between A k−1 and Y k (because U is associated with Y k ).
As an example, consider the outcome regression model for
described in the previous section. The parameter β 5 for past treatment quantifies the conditional association between A k−1 and Y k . Part of this association may be due to the direct causal effect on A k−1 on Y k that is not mediated through L k and the other variables in the model, and another part of this association may be due to bias because of conditioning on L k . That is, the parameter β 5 is expected to be nonzero even if treatment A k−1 had no effect on any individual's outcome Y k and therefore cannot be interpreted causally as the direct effect of past treatment that is not mediated through the other variables in the model.
The impossibility of endowing the parameter β 5 with a causal interpretation is not a problem for the parametric g-formula, which simply uses the models for
as an intermediate step to estimate the counterfactual probability of death in the study population (3, 4) . ABMs, on the other hand, implicitly endow individual model parameters with a causal interpretation to allow for extrapolation to new populations. Thus the parameter β 5 in the outcome model of the ABM is interpreted as the direct effect of A k−1 on Y k . This can result in biased estimates of counterfactual risks and causal effects (even when null). In fact, as we discuss in Appendix 1, such biases may even occur when U is a cause of L k or Y k but not both, if the effect of treatment is non-null. Figure 2 . Causal directed acyclic graph depicting 2 arbitrary time points from a setting with a time-varying treatment A that has no causal effect on the outcome Y. Conventional adjustment for the confounder L by regression or stratification is expected to introduce bias, because L is affected by prior treatment and shares a cause (U) with the outcome.
In the next section, we present simulation studies that quantify this bias in our example with multiple treatment decisions over time when ABMs are used to extrapolate from one population to another. Because the bias in extrapolating risk from one population to the other is affected by the mortality risks in the absence of treatment, our simulations include scenarios with different underlying mortality risks. The results for both risks and causal contrasts follow directly from the g-formula (see Appendix 1, Appendix Figures 1-4 , and Appendix Tables 1-4) and, for risks, also from the graphical results of Bareinboim and Pearl (13, 14) . In all simulations an unmeasured variable U was a common cause of the L k and Y k . Appendix 1 considers the case when this is not so.
SIMULATIONS UNDER A NULL TREATMENT EFFECT
We simulated 3 scenarios by varying the distribution of the unmeasured variable U in Figure 2 : a base scenario with a 12-month risk of approximately 10%, a high-risk scenario with a risk of approximately 50%, and a low-risk scenario with a risk of approximately 1%. For each scenario, we simulated a cohort of 10 5 HIV-positive individuals followed for 12 months under the data-generating mechanism in Figure 2 . We simulated monthly CD4 count, treatment, and death status, with no missing data, for each individual. Treatment had no effect on mortality, which could represent the comparison of 2 active treatments of equal effectiveness or the comparison of an ineffective treatment with no treatment. (To simplify the simulations, we let U correspond to a subject's time of death under no treatment.)
In each scenario, we estimated the counterfactual 12-month mortality risk under the treatment strategies "always treat" and "never treat." We first estimated these risks using the parametric g-formula applied to the simulated data. We then estimated these risks using ABMs with the same model specification as the parametric g-formula.
In the high-and low-risk scenarios, we implemented 4 ABMs depending on the origin of the model parameters:
1. The scenario of interest (high or low risk). ABM 1 is expected to provide an unbiased risk estimate and thus an unbiased estimate of the null causal effect of treatment. 2. The base scenario. ABM 2 is expected to provide a risk estimate that is unbiased for the base scenario but biased for the high-and low-risk scenarios, because of nontransportability. However, the estimate of the causal effect should correctly be null. 3. The parameter for prior treatment β 5 from the base scenario and all other parameters from the scenario of interest. ABM 3 is expected to provide biased risk estimates. In fact, the estimate of the null causal effect is expected to be biased, because the magnitude of the association between prior treatment and the outcome conditional on a collider generally varies across populations with different outcome risk in the absence of treatment. 4. The parameter for prior treatment β 5 from the scenario of interest and all other parameters from the base scenario. Like ABM 3, ABM 4 is expected to provide biased estimates of risks and the null causal effect.
The data were simulated following the algorithm described by Robins (15) Table 2 ). SAS, version 9.4 (SAS Institute, Inc., Cary, North Carolina), was used for all analyses, and the code is provided in Web Appendix 3.
SIMULATION RESULTS
The first row of Table 1 shows the 12-month mortality risk in the 3 simulated scenarios. Table 1 shows estimates under "always treat" and "never treat" for the parametric g-formula and ABM 1. As expected under the null, both methods estimated identical risks. Table 1 shows the 95% confidence intervals around the g-formula estimates. (Owing to the so-called "null paradox" (17) , one might be concerned that the parametric models used in the g-formula are misspecified and bias might result. However, in the simulation studies performed here, this bias will be much less than the standard error, so the "null paradox" can be safely ignored throughout.) See Web Appendix 4 and Web Table 3 for uncertainty intervals around the ABM estimates (18) . Although the uncertainty intervals obtained from these sensitivity analyses are not interpretable as confidence intervals, they can provide some insight into the range of possible outcome distributions consistent with variations of the model (19) .
Next, Table 1 shows estimates for ABMs 2, 3, and 4 for the high-and low-risk scenarios. ABM 2 predictably replicates the g-formula estimates from the base scenario, and the risk estimates are therefore biased for the high-and low-risk scenarios. However, because the effect is null in all populations, the causal effect estimate from ABM 2 is correct for the highand low-risk scenarios. ABM 3 and ABM 4 yield biased estimates of the risk and causal effect for both scenarios.
SIMULATIONS UNDER A NON-NULL TREATMENT EFFECT
We conducted 2 additional sets of simulations that were identical to the one described above except that the treatment effects were non-null. In one, treatment was designed to have a harmful effect on survival, with treated individuals expected to have a mortality rate approximately twice that of as untreated individuals. In the second, treatment was designed to have a beneficial effect on survival, such that individuals who were treated were expected to have a mortality rate approximately half that of individuals who were untreated.
When the treatment was harmful, 12-month risk increased in all scenarios ( Table 2 ). As expected, ABM 2 replicated the base scenario 12-month mortality. However, since the treatment effect was no longer null, the causal effect estimates from ABM 2 were now biased for the high-and low-risk populations. ABMs 3 and 4 remained biased for both the high-and low-risk scenarios.
These results also held when the treatment was protective, except the 12-month risk decreased in all scenarios (Table 3 ).
DISCUSSION
We showed that ABMs that transport the risks and causal effects estimated in one population to another population will often result in bias. The bias has 2 distinct sources: 1) nontransportability of the input parameter estimates due to nonconfounding unmeasured causes of the outcome or of the time-dependent covariates, and 2) lack of causal interpretation of parameters in the regression of the outcome on past treatment and covariates, owing to unmeasured common causes of the outcome and of time-varying confounders affected by earlier treatment.
The first source of bias is relatively obvious. ABM 2 used input parameters from the base-case scenario only and therefore did not provide correct risk estimates in the high-and low-risk scenarios. In addition, whenever the risks are biased and the causal effect is non-null, the causal effect estimate will also generally be biased. This lack of transportability is expected (13, 14) and not unique to ABMs. The same problem would arise if we tried to transport the g-formula estimates from one population to another population with different outcome risk in the absence of treatment. However, the reason for using ABMs is precisely the need to make valid inferences in multiple populations. Therefore, the potential bias due to a lack of transportability is of much greater concern for ABMs, especially because their inputs (parameter estimates) are taken from multiple different sources rather than from a single source population.
The second source of bias is less obvious. ABMs 3 and 4 estimated the parameter for past treatment in the outcome model from a different population than all other input parameters. Because the outcome model is conditional on a confounder for subsequent treatment that is also a collider on the path between past treatment and the outcome, the parameter for past treatment cannot be interpreted causally. The lack of causal interpretation of this parameter is not a problem if, as in all published applications of the g-formula, the estimates are not transported to populations different from the one under study. However, this lack of causal interpretation results in biased estimates of the causal effect, even under the causal null hypothesis (as demonstrated by ABMs 3 and 4), when transporting the estimates to different populations, as the ABMs are meant to do. In general, extrapolation bias cannot be wholly eliminated. In certain situations, considering one or more of following approaches to ABM construction may help decrease the bias.
As a first step, the models used in the ABM could include adjustment for the common causes of the outcome and of the time-dependent confounding factors affected by earlier treatment. Unfortunately, it would rarely be possible to adjust for all such common causes. For instance, in our HIV example, this strategy would require adjustment for the common causes U of CD4 cell count and the outcome in Figure 2 . Because a subject's unknown underlying immune status is a component of U, full adjustment is not possible.
Even if adjustment for these common causes were possible, the models used in the ABM would also require adjustment for a large set of nonconfounding determinants of either the outcome or the time-varying covariates. Furthermore, the distribution of this set would need to be known in the target population one hopes to extrapolate to. Unfortunately, many elements of this set will either be unmeasured due to technical or resource limitations or simply be unknown to the analyst.
Because of the above difficulties, the ABM could be parameterized using estimates from populations where the joint distribution of outcome determinants is known to be identical to that in the population of interest. Not only are such populations essentially impossible to identify but even if it were possible, it would severely limit the applicability of the ABM.
A more realistic approach is to conduct sensitivity analyses. Although applications of the parametric g-formula to selected populations may help design these sensitivity analyses, a complete theory of the design and interpretation of sensitivity analyses for ABMs remains an open question that is beyond the scope of the present work. One partial approach that is frequently tried is to assume that various effect estimates can be extrapolated between populations that differ in baseline risk. However, this approach requires one to specify the scale on which the effect is transportable and thus should not be relied on.
In summary, in the absence of unmeasured confounding and model misspecification, both the parametric g-formula and ABMs may ignore unmeasured nonconfounding determinants of the outcome when causal inference is restricted to the population from which all inputs (parameter estimates) were obtained. However, ABMs constructed from data in one or more populations may result in biased estimates of the risk or causal effect in another population, when, as is commonly the case, the populations differ in the distribution of unmeasured determinants of the outcome and/or the timevarying covariates, even when the causal network linking all variables is identical in both populations. 
APPENDIX 1: FORMALIZING THE LACK OF TRANSPORTABILITY IN AGENT-BASED MODELS
In this section, we summarize the results for transportability in the 4 agent-based models (ABMs) described in the main text, except that we only consider a point treatment A, because the main issues arise even with a point treatment.
The causal graph in Appendix Figure 1 depicts the point treatment A, an outcome Y, a measured covariate L, and an unmeasured variable U with prevalence p. For readers interested in performing their own calculations, Appendix Table 1 shows data generated under this causal graph for 10,000 individuals in 2 populations: a high-risk population with prevalence of U = 1 of 45% and a low-risk population with prevalence of 15%.
The 2 populations differ in the marginal distribution of U. They agree on the distribution
, of L given U and A. Because the 2 populations differ in the distribution of U, the distributions of L given A, of Y given L and A, of Y given A, and of Y will generally differ under the causal graph in Appendix Figure 1 . Now let Pr 1 represent a probability in the low-risk population and Pr 2 a probability in the high-risk population. When these probabilities are equal, we write Pr without a subscript. Our goal is to estimate counterfactual risk
in the low-risk population if all individuals had received treatment value a.
Under the causal graph in Appendix Figure 1 , the g-formula based on the low-risk data that adjusts only for L, the gformula that adjusts for no confounders, and the g-formula that adjusts for U and L are equal to one another and to the counterfactual risk
in the low-risk population. The g-formula that adjusts for L is the estimand associated with ABM 1 in the main body of the paper. The 3 g-formulas are as follows:
g-formula adjusting for L only (ABM 1):
g-formula adjusting for no confounders:
g-formula adjusting for L and U:
The fact that all the g-formulas are equal follows from the fact that the counterfactuals Y a , L a are jointly independent of A conditional on U and unconditionally. Equivalently there are no unblocked backdoor paths from A to Y or L when we condition on U or do not condition.
One can verify that each of the 3 g-formulas equals 21% in the low-risk population under treatment a = 1.
As in the text, we will examine the conditions under which the following estimands corresponding to ABMs 2, 3, and 4 differ from the counterfactual risk in the low-risk population (i.e., the ABM 1 estimand (1)).
Under the causal graph in Appendix Figure 
ABM 3:
ABM 4:
It can be seen from the data in Appendix Table 1 under treatment a = 1 are, respectively, 33%, 30%, and 23%. Hence the difference in the distribution of U between the 2 populations implies a lack of transportability by any of the 3 ABMs under the causal graph in Appendix Figure 1 .
We now provide some formal mathematical results to show why this is the case. Our results will be based on the following lemma, which follows directly from the laws of probability.
Lemma: Given U independent of A, the identities given in (7) and (8) hold
Hence, given U independent of A, the ABM estimands can be rewritten as follows. Thus under the causal graph in Appendix Figure 1 , we can see that the summand of ABM 1 differs from ABM 2 by the term
, from ABM 4 by the term
, and from ABM 3 by
Consider next the graph in Appendix Figure 2 , which differs from the graph in Appendix Figure 1 only in that the arrow from U to Y is no longer present. The data for the highand low-risk populations under this scenario are provided in Appendix Table 2 . In this case,
, is the same in the 2 populations. It follows from (1), (5) that ABM 3 now equals ABM 1, but ABM 2 and ABM 4 still differ from ABM 1.
Next consider the graph in Appendix Figure 3 , which differs from the graph in Appendix Figure 1 only in that the arrow from U to L is missing (data in Appendix Table 3 Figure 2 . In the example data, the true causal effects of treatment A, measured covariate L, and unmeasured covariate U on the outcome Y are null.
b A is an indicator for treatment (1 if treated, 0 otherwise), L is an indicator for a measured covariate (such as CD4 count), Y is an indicator for mortality, and U is an indicator for an unmeasured covariate, such as underlying immune function.
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Appendix Figure 3 . Causal graph depicting a point treatment A, an outcome Y, a measured covariate L, and an unmeasured variable U, when U is a cause of Y and not a cause of L. Figure 3 , in which the U to L arrow is missing, all 4 ABM estimands do not depend on A. However, only ABM 4 is equal to ABM 1.
Appendix
Appendix Table 4 and Appendix Figure 4 present a summary of these transportability results for the 4 ABMs.
