In this paper we report the first stages of an investigation into the X-ray properties of extragalactic jets. Our approach is to subject all sources for which X-ray emission has been detected by Chandra to uniform reduction procedures. Using Chandra archival data for 106 such sources, we measure X-ray fluxes in three bands and compare these to radio fluxes. We discuss the sample, the reduction methods, and present first results for the ratio of X-ray to radio flux for jet knots and hotspots. In particular, we apply statistical tests to various distributions of key observational parameters to evaluate differences between the different classes of sources. Subsequent papers will deal with various ramifications such as considerations of how well the observational data fulfill expectations of the different radiation processes proposed for the knots of FR I radio galaxies and quasars.
INTRODUCTION
Over the past decade, Chandra observations of radio galaxies (RGs) and quasars (QSRs) have provided crucial clues to investigate the nature of their extended components (e.g., jets and hotspots). Since the Chandra discovery of X-ray emission in the 100 kpc radio jet of PKS 0637-752 (Schwartz et al. 2000) , the number of sources with X-ray detected extended components has increased from a handful to more than 100. For these radio sources with extended components detected in the X-ray band, we compiled their observed parameters, aiming at developing a classification criterion for these extragalactic components, independent of their core properties, and only based on the different radiative processes proposed to interpret their X-ray emission.
In 1974, Fanaroff and Riley introduced a classification scheme for extragalactic radio sources. Investigating the complete sample of 3C sources (Mackay 1971) , they chose two main classes noting that relative positions of regions of high and low surface brightness in the extended regions of extragalactic radio sources are correlated with their radio luminosities. In particular, they divided these radio sources into two classes using the ratio R F R of the distance between the regions of highest surface brightness on opposite sides of the central galaxy and/or quasar, to the total extent of the source up to the lowest brightness contour in the radio map. Sources with R F R ≤ 0.5 were placed in Class I (i.e., FR I) and sources with R F R ≥ 0.5 in Class II (i.e., FR II). In particular, at radio frequencies, FR Is show surface brightness higher toward their cores while FR IIs toward their edges (Fanaroff & Riley 1974) .
Fanaroff and Riley found that all sources with luminosity L 178MHz ≤ 2 × 10 25 h −2 100 W Hz −1 str −1 were classified as Class I while the brighter sources all were Class II. This luminosity boundary between them is not very sharp, and there is some overlap in the luminosities of sources classified as FR I or FR II on the basis of their structures.
Since the original work, the FR scheme remains successful in classifying RGs. Extending the FR morphological/radio luminosity classification to radio-loud sources in general, one needs to consider the source orientation with respect to the observer. Under such 'unification schemes' (Urry & Padovani 1995) , all radio-loud QSRs are posited to be FR II RG's observed at smaller angles to our line of sight (see also Barthel 1989) . Orr & Browne (1982) introduced a sub-classification for QSRs distinguishing between core-dominated quasars (CDQ) and lobe-dominated quasars (LDQ), on the basis of the ratio between each source's radio core flux relative to the extended one (see also Hine & Scheuer 1980; Hough & Readhead 1989) . The most core-dominated sources have the largest such ratios presumably due to Doppler boosting of emission from a relativistic jet aligned most closely to our line of sight. However, this classification based on core-dominance is not as useful as the basic FR I/FR II distinction since the determining parameters are more strongly dependent on the angular resolution and frequency of a particular observation, nor is there an obvious correlation with radio luminosity or other primary observational parameter (e.g., Landt et al. 2006) .
The radio to optical emission arising from extended components of RGs and QSRs is widely interpreted as synchrotron radiation by relativistic particles (e.g., Meisenheimer et al. 1989; Sambruna et al. 2004) , whereas the origin of X-ray emission in their components (i.e., knots in jets and hotspots) is still unclear, but certainly non-thermal (see Harris & Krawczynski 2002; Harris & Krawczynski 2006; Worrall 2009 ). The main dichotomy lies in which emission mechanism, synchrotron or inverse Compton (IC) scattering, dominates the X-ray emission of jets and hotspots. The former describes emission from low power jets, typically in FR Is, while the latter provides an explanation for high power RGs (i.e., FR IIs) and QSRs (see e.g., Harris & Krawczynski 2006) .
Over the past ten years, we have collected a sample of RGs and QSRs for which the X-ray emission associated with their radio jets or hotspots has been detected by Chandra.
The main goal of this endeavor (hereinafter XJET project 3 ) (Harris et al. 2010; Massaro et al. 2010a; Massaro et al. 2011a ) is the development of a new classification criterion based not only on the radio morphology and power but also on the Xray properties of these extended components. Our goal is to find criteria to distinguish between knots in jets and hotspots, both in RGs and QSRs, linked with the radiative process responsible for their X-ray emission. Here, we present the X-ray data reduction and analysis procedures together with some basic results. The current work (Paper I) represents our initial effort, and although we have not yet developed a new classification scheme as originally envisaged, we will explore additional lines of investigation in forthcoming works, such as including the information at optical frequencies to see if a more complete SED description will permit us a better differentiation of extragalactic jet components. In particular, the XJET project guidelines can be summarized as follows: in Paper II (Massaro et al. 2011b ), we develop a statistical test for the IC/CMB model in QSR jets, while in Paper III (Massaro et al. 2011c) , we plan to introduce the radio and X-ray emission from the cores as new parameters that could be used to classify RG and QSR jets and we will also provide measurements of the upper limits for the undetected X-ray components in our XJET sample, taking into account the Chandra sensitivity limits. In Paper IV (Harris et al. 2011) , we will present a detailed comparison between the distributions of the observed parameters and the expectations of both analytical and numerical calculations for different radiative scenarios. Finally, the possible extension of the XJET project to the infrared and optical frequencies is already in progress.
Throughout, we assume a flat cosmology with H 0 = 72 km s −1 Mpc −1 , Ω M = 0.26 and Ω Λ = 0.74 (Dunkley et al. 2009 ) and spectral indices, α, are defined by flux density, S ν ∝ ν −α . Unless otherwise stated, we use cgs units.
THE XJET SAMPLE
The sample considered for our investigation consists of 106 radio sources with a published Chandra X-ray detection of a radio knot and/or hotspot, for a total of 236 components. The selected sample contains: 22 FR I RGs, 29 FR II RGs, 3 BL Lacs, and 52 QSRs (35 CDQs and 17 LDQs). In AGN unification schemes, QSRs and BL Lacs are broadly understood as FR IIs and FR Is, respectively, observed at smaller angles with respect to the line of sight (e.g., Urry & Padovani 1995; Landt et al. 2004) .
The 236 components consist of 41 hotspots in FR II RGs and 21 in QSRs; 58 knots in FR I RGs, 22 in FR II RGs, 68 in CDQs, 19 in LDQs, and 7 in the BL Lacs. All these knots and hotspots have been classified on the basis of the radio morphology of their parent source, adopting the definition suggested by Leahy et al. (1997) -An X-ray image of 3C303 with radio contours (1.4 GHz) overlayed. The X-ray image is for the band 0.5-7 keV and has been smoothed with a Gaussian of FWHM=0.87 . Radio contours start at 2 mJy/beam and increase by factors of 4. Photometric regions are shown in yellow, with background regions dashed. The labels are based on the cardinal direction from the nucleus and the distance in arcsec from the nucleus. Note the northern background circle for w17 is moved further north than usual so as to avoid the secondary hotspot. When a region is close to a bright nucleus, we deploy the background circles so as to lie at the same distance from the nucleus as the 'on' region (e.g. w2.8). The logarithmic scale of the X-ray brightness runs from 0.002 (black) to 0.08 (red) but the peak intensity is 6.29 counts per pixel. The pixel size in this image is 0.0615 . Coordinates are in J2000.0 equinox. the hotspots, i.e., brightness peaks which are neither the core nor a part of the jet, usually lying where the jet terminates, and considering all other discrete brightness enhancements as jet knots. Here, we did not investigate the extended radio/X-ray emission arising from lobesthe typically roughly symmetrical kpc-scale double radio structures lying on both sides of the host RG and/or QSR. The identification of BL Lacs have been adopted accordingly to the ROMA BZCAT classification scheme 4 (Massaro et al. 2009a ). Finally, we note that due to the small number of BL Lacs in our sample, and their limited number of components (i.e., only 7 out of 236), we did not consider the comparison between them class and the RGs or the QSRs.
The following conventions for the knots has been adopted for all the figures:
• FR I RGs = 'k1' (filled black squares)
• FR II RGs = 'k2' (filled red squares)
• CDQs = 'kqc' (filled green squares)
• LDQs = 'kql' (filled blue squares) while we label hotspots as follows:
• FR II RGs = 'hs2' (open red circles)
• QSRs = 'hsq' (open blue circles)
We also introduce a nomenclature for indicating each component in every source. The name of each knot or hotspot is a combination of one letter indicating the orientation of the radio structure and one number indicating Note: 'CFS' and 'CFM 'correspond to the correction factor for the Galactic absorption in the soft and in the medium bands, respectively (see Section 3.3 for more details). References: H04 (Hardcastle e al. 2004 ), (1) (Fabian et al. 2003a) , (2) (Kataoka et al. 2003b ), M09 (Massaro et al. 2009c) , (3) (Worrall et al. 2003) , (4) (Hardcastle et al. 2002a ), H11 (Hogan et al. 2011 ), (5) ), M10 (Massaro et al. 2010b ), W01 , M05 (Marshall et al. 2005) , (6) (Hardcatle et al. 2001b ), (7) (Sun et al. 2005) , S04 (Sambruna et al. 2004 ), (8) (Harris et al. 2004 ), (9) (Hardcastle et al. 2001a ), (10) , (11) (Wilson et al. 2001) , (12) (Birkinshaw et al. 2002) , S02 (Sambruna et al. 2002) , (13) (Siemiginowska et al. 2003a) .
distance from the core in arcsec. The case of 3C 303 is shown as an example in Figure 1 . All the components identified in our analysis have been previously discovered as reported in the referenced papers (see Table 1 , 2 and 3) with four exceptions, namely: n46.4 in 3C 109, n3.5, n5.6 in M 84 and w6.0 in 3C 280, that we detected because in this work we used Chandra observation with longer exposure than the previous ones. In Table 1 , 2 and 3 we summarize the whole XJET sample and the main properties of the sources. We report the name, the source class (e.g., FR I, LDQ etc.), the radio coordinates adopted for the registration of the X-ray image (see Section 3 for details), the redshift (z), and the corresponding scale (kpc/ ) and luminosity distance, D L (Wright 2006) 5 , the Galactic absorption (Kalberla et al. 2005) , the Chandra observation ID in which the radio component is detected in the X-rays, and the correction factors computed to correct the Xray fluxes for the Galactic absorption in the soft and the medium bands (see Section 3.3). In Figure 2 , we show the 5 For the 3 nearby objects (Centaurus A, M 87, M 84), distances from the literature are adopted in favor of those computed based on their redshifts. redshift distributions of RGs and QSRs in our selected sample. We show the plot of the X-ray count rate of each component vs. the redshift for both knots and hotspots Note: 'CFS' and 'CFM 'correspond to the correction factor for the Galactic absorption in the soft and in the medium bands, respectively (see Section 3.3 for more details). References: (14) (Jorstad & Marscher 2004) , S04 (Sambruna et al. 2004 ), (15) (Brunetti et al. 2002) , (16) , M10 (Massaro et al. 2010b ), M05 (Marshall et al. 2005) , (17) (Comastri et al. 2003) , H07 ), (18) , (19) (Miller et al. 2006) , H11 (Hogan et al. 2011) , (20) (Schwartz et al. 2006) , D03 (Donahue et al. 2003) , (21) (Siemiginowska et al. 2002) , S02 (Sambruna et al. 2002) , H02 (Hardcastle et al. 2002b ), (Perlman et al. 2010b ), (23) (Bondi et al. 2004 ), (Chiaberge et al. 2003) , J06 (Jorstad & Marscher 2006) , (Finoguenov et al. 2008 ), (26) (Marshall et al. 2001), (27) (Marshall et al. 2002) , (28) ), C03 (Crawford & Fabian 2003) , (29) (Kraft et al. 2000) , (30) (Miller & Brandt 2009 ), (31) (Fabian et al. 2003b ), (32) (Harris et al. 2000) , (33) (Hardcastle et al. 2005a ), (34) (Gelbord et al. 2005) , (35) (Kataoka et al. 2003a ), (36) (Siemiginowska et al. 2003b ), H04 (Hardcastle e al. 2004 ), S04 (Sambruna et al. 2004) .
TABLE 3
The basic parameters of the (16-24 h) sources considered in the XJET sample (see Section 2). Note: 'CFS' and 'CFM 'correspond to the correction factor for the Galactic absorption in the soft and in the medium bands, respectively (see Section 3.3 for more details). References: H07 ), (37) (Hodges-Kluck et al. 2010) , H02 (Hardcastle et al. 2002b ), (38) (Evans et al. 2005) , S04 (Sambruna et al. 2004 ), M10 (Massaro et al. 2010b ), (39) , (40) (Kataoka et al. 2008) , (41) (Cheung et al. 2006) , H11 (Hogan et al. 2011) , (42) (Pesce et al. 2001) , M05 (Marshall et al. 2005) , H07 ), (43) (Kraft et al. 2005) , (44) (Wilson et al. 2000) , (45) (Sambruna et al. 2008) , (46) (Ly et al. 2005) , (47) ), (48) (Perlman et al. 2010a ), H04 (Hardcastle e al. 2004 ), (49) (Hardcastle et al. 2005b) . in Figure 3 and Figure 4 , respectively and the distribution of the X-ray count rate for the whole XJET sample in Figure 5 . In detail, the distribution of the count rate for the whole XJET sample has an average count rate of 5.5×10 −4 ± 7.4×10 −6 s −1 with a variance 3.9×10
s −1 , corresponding to about 0.5 counts in 1 ksec similar to the peak of the X-ray count rate distribution, that is ∼ 1 count per 1 ks of exposure (see Figure 5 ). Note that the individual X-ray count rate distributions for the different components are reported in Figure 32 of Appendix A. The majority (∼3/4) of the exposures are ∼5-50 ksec in length with longer exposures up to 100-150 ksec for a handful of objects. The apparent lack of dependence of count rate on redshift is most likely caused by the limited sensitivity of most Chandra observations. For example, there are presumably large numbers of FRI jet knots at z¿0.1 with count rates less than 10−4 counts/sec.
X-RAY DATA REDUCTION AND ANALYSIS
The Chandra data reduction has been performed following the standard reduction procedure described in the Chandra Interactive Analysis of Observations (CIAO) 6 , using CIAO v4.2 and the Chandra Calibration Database (CALDB) version 4.2.2. All the data reduction and the data analysis procedures described in the following sections were adopted previously in our studies of 3C 305 (Massaro et al. 2009b ) and 3C 17 (Massaro et al. 2009c) , and for the ongoing Chandra 3C snapshot survey (Massaro et al. 2010b) .
Specifically, level 2 event files were generated using the acis process events task, after removing the hot pixels with acis run hotpix. Events were filtered for grades 0, 2, 3, 4, 6 and we removed pixel randomization.
Light curves for every dataset were extracted and checked for high background intervals that have been excluded if the background count rate was found high over the whole back illuminated chip in the 7 -10 keV energy range accordingly to the CIAO threads 7 . Astrometric registration was achieved by changing the appropriate keywords (RA NOM, DEC NOM, TCRVL11, TCRVL12) in the fits header so as to align the nuclear X-ray position with that of the radio (i.e., the world coordinate system (WCS) of the X-ray image was shifted so it would be the same as the radio image).
Fluxmaps
Following the standard reduction, we created fluxmaps in 3 defined bands (soft, medium, and hard, in the ranges 0.5 -1, 1 -2, and 2 -7 keV, respectively) by dividing the data with monochromatic exposure maps (with nominal energies of soft=0.8 keV, medium=1.4 keV, and hard=4 keV). The exposure maps and the flux maps were regridded to a common pixel size which was usually 1/4 the size of a native ACIS pixel (native=0.492 ). For sources of large angular extent we used 1/2 or no regridding. To obtain maps with brightness units of ergs cm −2 s −1 pixel −1 , we multiplied each event by the nominal energy of its respective band.
3.2. Photometry X-ray detected components were identified via visual inspection of the fluxmaps, referring to the detections published in the original references. To measure observed X-ray fluxes, we construct appropriate regions (usually circular) as well as two adjacent background regions of the same size (see e.g., Figure 1 ). The shape and the sizes of regions selected for our flux measurements are reported in Appendix A together with the radio and the X-ray fluxes for each component.
The net X-ray flux in each region for each band were measured using funtools 8 . After applying a small correction which is the ratio of the mean energy of the events within the 'on' aperture to the nominal energy applied earlier to all events, a 1σ error is assigned based on the usual Poisson statistic √ number − of − counts in the on and background regions.
Absorption corrections
To estimate the factors required to correct the observed X-ray fluxes for Galactic absorption we adopted the following method. We chose an arbitrary value of the intrinsic flux (F int ) in each band (i.e., soft, medium, hard) and we computed the ratio between F int and the absorbed flux F abs for different values of N H,Gal using the WEBPIMMS tool 9 . We considered N H,Gal in the range between 10 20 cm −2 and 10 22 cm −2 , as for the sources in our sample (see Table 1 , Table 2 and Tabel 3). We repeated this procedure for three representative values of the X-ray spectral index, α X = 0.5, 1.0 and 1.5.
In Figure 6 , we show the plot of the correction factor, F int /F abs vs. N H,Gal for the soft (0.5 -1 keV) and the medium (1.0 -2.0 keV) bands evaluated assuming α X = 1. For each source in Table 1, Table 2 and in Table 3 , this ratio (again, for α X = 1) appears in the column 'CFS' and 'CFM' for the X-ray soft and the medium band, respectively. For the range of N H,Gal considered, we found < 7% difference in the corrections assuming α X = 0.5 and 1.5. In addition, for our choice of the hard band (i.e., 2 -7 keV), we found that the correction factor for N H,Gal ≤ 10 22 cm −2 is always less than 1% different from unity for all three choices of the spectral index (α X = 0.5, 1.0, and 1.5). Thus the only significant corrections occur for the soft and the medium bands.
The X-ray fluxes reported (i.e., absorbed) in Appendix A are those measured for each component while those corrected for Galactic absorption were used in calculating the X-ray to radio flux ratios (see Section 4) and the Xray hardness ratios (see section 5).
FLUX RATIOS
We developed one initial parameter to begin the investigation of the selected knots and hotspots. Using radio maps available in the public archives (e.g., NVAS
10 , NED 11 , and MERLIN 12 ) or kindly provided by our colleagues, we measured the radio fluxes and computed ν R × S ν (ν R ) where the radio frequency of the maps used were, ν R = 1.4, 5, or 8 GHz. We then calculated the X-ray-to-radio flux ratio (ρ)
where the X-ray fluxes (0.5 -7 keV) are the totals from the three band fluxmaps corrected for Galactic absorption (see Section 3.3 for details). Observationally, this flux ratio is, to first order, independent of the redshift and it also is the same as the luminosity ratio, that hereinafter will be simply referred to as the ratio. All the main results derived from our analysis are reported in the Section 7. We also note that for the X-ray to radio flux ratios, we utilized the integrated 0.5-7 keV X-ray fluxes (i.e., F 0.5−7keV ) whereas in other works, the monochromatic (ν S ν ) fluxes at both X-rays and radio are used (e.g. Cheung 2004; Kataoka & Stawarz 2005; Marshall et al. 2011) . For the range of considered X-ray spectral indices, α X = 0.5 − 1.5, these monochromatic X-ray fluxes scale as: ν S ν (1 keV) = (0.26 -0.48) × F 0.5−7keV . Consequently the intrinsic dispersion in α X cannot be responsible for the observed dispersion of the ratios ρ (see Section 7).
Finally, we show the relation between our ratios ρ and the conventional radio-to-X-ray spectral index α rx . As is well known, a slope of -1 in a power-law radiation spectrum (i.e. S ν = k ν −1 , with k the normalization) leads to equal energy per decade. However, since we have defined the ratio of X-ray flux to radio flux to be the measured flux in the 0.5 to 7 keV band divided by ν R S(ν R ) (i.e. an approximation to a radio flux), a value of ρ = 1 does not correspond to α rx =1. The actual relation is:
where ν r is the observed radio frequency (Hz) and the integral is taken over the band from ν 1 = 1.21 × 10 17 to ν 2 = 1.69 × 10 18 Hz. In Figure 7 we show the above relationship (i.e., Equation 2) for the three radio bands we have used in this work, namely: 1.5, 5, and 8 GHz. -The relation between the luminosity ratios, ρ (see Equation 1) and the conventional radio-to-X-ray spectral index αrx estimated for three different radio frequencies (see Section 4 for more details).
Because most of our measured values of ρ fall between 0.01 and 100, it is fairly obvious that our total range can be described by a range of α rx from 0.7 to 1.3. Since we have not included radio knots which are not detected at X-rays, there will be larger values of α rx than 1.3. However, jet components with α rx significantly less than 0.7 have yet to be found.
Finally, we note that we did not apply any K-correction to our fluxes in order to estimate the luminosities in both the radio and the X-ray bands. Given the redshift distribution of our XJET sample, with only one exception, the highest value of z is ∼ 2; consequently, for values of the spectral slope α between 0.5 and 1.5, the K-correction ranges between 0.58 and 1.73 and it does not affect our results, because it cannot be responsible for the large scatter of the observed luminosities and/or ratios (see Section 7). In particular, for the value α = 1, used for the X-ray band to estimate the absorption correction factors (see Section 3.3), no K-correction is needed (e.g., Hogg 2000; Hogg et al. 2002) .
X-RAY HARDNESS RATIOS
We also evaluated the X-ray hardness ratios (HRs) using the hard (H), medium (M ), and soft (S) X-ray fluxes corrected for the Galactic absorption, with the following relations:
We note that because HRs are defined using X-ray fluxes, there is a relationship between the X-ray spectral index (α X ) and HRs for any given selection of energy bands (e.g., Figure 8 ). In this way, the X-ray HRs serve as a reasonable surrogate for the α X of these extended components because the short exposures of the available Xray observations combined with their low intrinsic flux (i.e., ∼10 −15 erg s −1 cm −2 ) do not allow us to estimate values of α X with the usual spectral tools (e.g. Sherpa, XSPEC etc.) for the whole sample. However, as the current HR values do not provide robust constraints on α X , this conclusion should be revisited over a wide sample of source when deep X-ray observations will be available ) for knots. We only considered those components for which the error on the HR 3 is lower than 0.2. The red dashed line corresponds to α X = 1 (see Figure 8 for more details).
that will further limit the error on the HRs, also involving the Bayesian analysis (Park et al. 2006 ). In Figure 9 and Figure 10 we report the ratios with respect to the hardness ratios HR 3 only for those sources for which the error on HR 3 is lower than 0.2, no significant trend is evident.
We compare all the values of ρ and HRs dividing the knots and the hotspots of our sources in 6 categories as defined in Section 2. We did not find any significant difference in the distributions of the HRs between RGs and QSRs.
Finally, we note that given the small number of BL Lacs in our sample, and the limited number of their components (i.e., only 7 out of 236), we did not consider the comparison between this class of object and the RGs or the QSRs not only regarding the HRs but also with respect to the other parameters. The ratios vs the hardness ratios HR 3 (see Equation 3) for hotspots. We only considered those components for which the error on the HR 3 is lower than 0.2. The red dashed line corresponds to α X = 1 (see Figure 8 for more details).
THE KS TEST AND THE MONTE CARLO SIMULATIONS
To search for possible differences or similarities between knots and hotspots both in RGs and QSRs, we compared the distributions of the observed parameters such as the luminosities (both L R and L X ), their ratios (ρ), and their HRs as defined in Equation 3.
To perform our analysis, we adopted a KolmogorovSmirnov (KS) test, measuring the distance D KS between the normalized cumulative distributions of parameters for two different samples of components and estimating the associated probability to test our hypothesis. However, because our selected sample is not statistically complete, our analysis could be affected by some biases. Consequently, it is possible to measure a large value of D KS between two selected cumulative distributions, suggesting that they are different, simply because of the lack of sources in a particular bin of our histograms. This could strongly affect our analysis and our results. To check the significance of results provided by the KS test, we developed a Monte Carlo method to take into account this effect and to estimate its relevance.
We illustrate this method for the simple case to test if the distributions of radio luminosities L R in RGs and QSRs are similar or different (see Figure 11) .
First, we performed the KS test and we measured the D KS in the L R normalized cumulative distributions. Second, we randomly simulate the two distributions of L R for both cases of hotspots in RGs and QSRs, with the same number of components (i.e., 41 hs2 and 21 hsq). We adopted two different shapes for the simulated distributions, the log-uniform and the log-normal. The former having simply the same maximum and minimum value of the observed distribution while the latter with the same variance, the same median of the observed distribution and spanning the same range of luminosities (see Table 4 ). Then, we measured the D KS,simul variable between the two simulated distributions.
We repeated the simulation 8000 times and we built the distribution of the D KS,simul distance (see Figure 12 , for the case of the log-uniform distribution). Finally, we estimated the probability to obtain, randomly, the observed D KS , and this provides us the level of confidence of our KS test (see Figure 12 , lower panel).
The levels of confidence (i.e., probabilities) derived from Monte Carlo simulations performed to generate the two hotspot distributions of L R , run adopting both the log-uniform and log-normal function are reported in Table 5 and Table 6 for the two different cases. Adopting the log-uniform function for the simulated distributions in the case of the ratio comparison, because these depend only by the maximum and the minimum value of ρ, that is roughly the same for all components does not provide a meaningful and significative check of the KS test. Thus, we do not report the P (D KS ) u for the ratio comparison. This problem does not occur in the case of the log-normal distribution because it is described by more parameters than the log-uniform.
In both Tables 5 and 6 (5) show the probability of the Monte Carlo simulations assuming a log-uniform distribution (i.e., P (D KS ) u ) while that of a log-normal is reported in Col. (6) (i.e., P (D KS ) g ). Finally, we note that, unfortunately, due to the short exposures of X-ray observations for the majority of the selected sources, a statistical analysis of their HRs cannot be performed. Consequently, no firm conclusions can be obtained from our investigation on the average spectral behavior of different source classes and no results are reported in the following sections. The errors on the single source HRs are too large to allow a statistically significant comparison between their distributions.
RESULTS
The average properties (i.e., max, min values, median and variance of L R , L X and ρ) for all the class components are reported in Table 4 , while the level of confidences derived from our Monte Carlo simulations are shown in Table 5 and 6 as described in Section 6. Here, we discuss the main observational results derived from our investigation.
When comparing the radio and the X-ray luminosities possible biases could arise from the the different red- The D KS between the two cumulative normalized L R distributions of hotspots in FR IIs and LDQs simulated via the Monte Carlo method as described in Section 6. Lower panel) The probability to obtain randomly the observed D KS assuming a log-uniform shape for the simulated L R hotspots distributions (see Section 6 for more details).
shift distributions of RGs and QSRs. For example, QSRs could appear more luminous than FR Is simply because they lie at higher redshift, where the low luminosity RGs would be too faint for detection. However, this will not affect the comparison of the ratios. The ratios could be affected by biases of the incompleteness of our source sample, but this problem have been addressed by using the MonteCarlo simulations (see Section 6). Finally, we note that to make the redshift distribution more uniform future Chandra observations of both QSRs and RGs have been proposed.
Hotspots
The components that can be morphologically classified as hotspots are only present in FR IIs (hs2) and in QSRs (hsq). We compared the distributions of their radio and X-ray luminosity (i.e., L R , L X ) and also of their ratios (i.e., ρ) (see Figure 17 in Appendix A).
We found that hotspots in FR IIs and in LDQs do not show significant differences in the distributions of L R and L X , and they appear to have also similar ρ distribution. We also note that the hs2 are the only components for which the average value of ρ is lower than one (see Table 4 ). In Figure 13 we show the ratios vs both L R and L X for the hotspots. There is a marginal trend between ρ and L R where hotspots in both RGs and QSRs, with high values of ρ have typically low values of L R , in agreement with the results found in Hardcastle et al. (2004) . However, because the two variables ρ and L R are not independent the estimate of their correlation coefficient will not be statistically meaningful. In Figure 14 we report the ρ values as a function of the projected distance, where no clear trend has been found.
Knots
First, we compared knots between RGs (i.e., FR Is vs FR IIs) and between QSR classes (CDQs vs LDQs), then we considered also the comparison between RGs and QSRs.
1.) k1 vs k2. Knots in FR Is are less powerful in L R than knots in FR IIs (see Figure 18 in Appendix A). There is no significant difference in L X and ρ between k1 and k2 components even if the probability given from our Monte Carlo method is not very high, as reported in Table 5 . However, the FR II L R distribution is not well sampled as is the case for FR Is, that has about 3 times the number of components with respect to the former, requiring a deeper investigation to confirm these results.
2.) kqc vs kql. The situation of QSR knots is very different with respect to that of RGs (see Figure 19 in Appendix A). We did not find any difference between knots in CDQs and LDQs. All their distributions of L R , L X and ρ are identical, within the level of confidence provided by the Monte Carlo simulations (see Table 5 ).
3.) k1 vs kq. Comparing the FR I with the CDQ knots we found that: k1 components are systematically different in L R and L X distributions than kqc components with a high level of confidence (see Table 5 ). CDQ knots appear to be systematically brighter than FR I knots in both the radio and the X-ray band. On the other hand, k2 components show similar ρ distributions, while they appear to be significantly fainter than kq components in both L X and L R distributions even if with a small difference in the probability provided by the Monte Carlo method (see Table 5 ). In Figure 15 we show the ratios vs both the L R and L X luminosities for the knots, while in Figure 16 we report the ρ values as a function of the projected distance, in both cases no clear trend or correlation has been found between the observed parameters. Finally, we note the presence of a few red filled squares with ρ < 1, shown in both Figure 15 and Figure 16 , these k2 components belong to three different FR II RGs, as the case of 3C 353, that with z = 0.0304 is also the second closest FR II RG in our sample (the closest is PKS2153-69 at z = 0.0283).
These k2 components have been detected because the exposures of these source observations are the longest among the whole FR II RGs, a crucial test to verify if other k2 knots show similar values of ratios could be provided by deeper observations of radio sources in the same class. These 'low ratio' knots in these FR II RGs represent a clear example of a bias that could appear in the KS test. In fact, they can make the k2 ratio distribu-tion different from the real one, because the number of components in FR IIs is lower with respect to the other classes (i.e., 20), resulting in a large value of the D KS variable (see Table 5 ).
However, our Monte Carlo method developed to take into account this problem, shows that the differences in ρ between k2 and other knots are marginal. A better investigation of the k2 ratio distribution might be possible in the future if/when deeper Chandra observations will be performed.
Hotspots vs Knots
We compared hotspots and knots in RGs and QSRs and between them.
1.) k1 vs hs2. We found that hs2 components are different in L R and ρ with respect to k1 ones, being less bright at radio frequencies, while their L X distribution is roughly similar (see Figure 24) .
2.) k2 vs hs2. No signifcant differences have been found in both the L X distributions comparing hotspots and knots of FR II RGs (see Figure 25 ), while their L R and ρ distributions appear different as for k1 components.
3.) kq vs hs2. Comparing hotspots in RGs (hs2) with knots in QSR (i.e., both kqc and kql), we found no significant differences in their L R distribution while they appear to be extremely different in the L X distributions, where kq components are brighter than hs2 ones. Consequently also their ρ distributions are significantly different (see Figure 26 and Figure 27 ).
4.) k1 vs hsq. Knots in FR Is appear very different in L R , L X and ρ distributions with respect to hotspots in QSRs (see Figure 28) . FR I knots are systematically fainter than hsq components at radio and X-ray frequencies.
5.) k2 vs hsq. In the case of FR II knots (i.e., k2), the situation is similar to that of k1 components in comparison with hsq. Even if k2 are different in L R and in L X with respect to hsq, their ρ distribution appear to be similar (see Figure 29 ) within our level of confidence (see Table 6 ). However, we note that this comparison regards the two classes with the smallest number of components, that could be more affected by statistical biases. Thus to confirm this result an investigation on a larger sample than the one considered is necessary.
6.) kqc vs hsq. The behavior of hotspots vs knots in QSRs appear to be different from that in RGs. We did not find any significant difference between hsq and kqc components in their L R and L X distributions, there is only a significant difference in their ρ distribution (see Figure 30 ). In addition, kqc components have ρ values systematically higher than 1, while the average ρ of hsq is closer to zero (see Table 4 ).
7.) kql vs hsq. Also the L R and L X distributions of hsq and kql components are similar within the probabilities as indicated by our statistical analysis, while a marginal difference has been found in the ρ distribution (see Figure 31) , less significant than that found between kqc and hsq components, because of the smaller number of knots considered.
Finally, we note that the most statistically significant differences we found regard the comparison between all the parameter distributions of knots in RGs and hotspots in QSRs. Both the kqc and kql components are significantly different in all the L R , L X , ρ distributions, with respect to the hs2 ones.
DISCUSSION AND SUMMARY
The chief reason we investigated the ratios of X-ray to radio fluxes was the expectation that there would be substantial differences between components commonly thought to be synchrotron X-ray sources (e.g., FR I knots) and those thought to come from inverse Compton scattering off the Cosmic Microwave Background (IC/CMB) (Bergamini et al. 1967; Tavecchio et al. 2000; Celotti et al. 2001 ) dominated emission (e.g., QSR knots). In this section we compare the observed results with various "expectations" associated with the two emission processes.
In a sense, the most surprising result is that the ρ distributions for FR I knots is essentially indistinguishable from that for QSR knots. If the X-rays from both classes of objects are dominated by synchrotron emission there would be no reason for surprise: the observed spread in ρ would reflect the spread in the ratio of amplitudes of the electron spectra between the energies responsible for the X-rays and those responsible for the radio. However, if the X-ray emission from QSR knots is actually IC/CMB, we must deduce that the factors contributing to < ρ > and the width of the ρ distribution conspire to produce the same results for FR I and QSR knots. In the synchrotron case these factors are those described above.
In the IC/CMB model, ρ is mainly dependent on three factors: the ratio of amplitudes of the electron energy spectra around γ ≈ 10 2 emitting in the X-rays to those producing the observed radio emission at GHz frequencies (i.e., γ ≈ 10 4 ), the ratio of the bulk Lorentz factor Γ over the magnetic field B, as (Γ/B) 2 , and an additional broadening of the ρ distribution arising from the dispersion in the distribution of the angle between the velocity vector of the jet knot and the line-of-sight in different sources (Harris et al. 2010) . Our expectation was that these completely different factors would produce substantially different ρ distributions, however, we found no significant differences between the QSRs and FR Is in this respect.
Another difference between the two emission processes is the additional bulk Lorentz factor in the IC/CMB model stemming from the fact that headon IC scattering is more probable than over-taking scattering (i.e., "extra-beaming factor") (Dermer 1995; Harris & Krawczynski 2002; Massaro et al. 2009c ). Statistically, this feature should manifest most prominently when comparing sources with small angles between our line-of-sight and the jet to those with larger angles. In our sample, we have both LDQs and CDQs, and it is commonly believed that the determining factor for this division is that CDQ have jets closer to the line-of-sight. Thus we might expect larger ρ values for CDQs than LDQs. This prediction was not found in our current data. A possible interpretation of the lack of differences between knots in CDQs and in LDQs is that the sampling of Chandra observations (and subsequent x-ray jet detections compiled in XJET) have tended toward sampling of the most 'aligned' sources (i.e., the most core-dominated) in general. Future observations of LDQs characterized with systematically lower radio core-dominance values than currently probed may make any differences apparent. Alternative explanations include that most jets of CDQs bend significantly between the inner (pc-scale) and the outer (kpc-scale).
One of the few real differences in ρ distributions occurs when one compares FR II hotspots to knots (both in RGs and QSRs). Most FR II hotspots have ρ < 1 whereas most knots have ρ > 1. This effect finds a reasonable cause in our current understanding of Xray emission from hotspots (Hardcastle e al. 2004 ). The more powerful radio hotspots are consistent with a synchrotron self-Compton (SSC) model for the dominant Xray emission process. As shown in Figure 13 , the FR II hotspots with ρ > 1 all have L r < 10 42 erg s −1 , and these lower luminosity hotspots are those for which SSC is thought not to be the dominant X-ray emission process (Hardcastle e al. 2004 ) but rather, an additional emission mechanism (synchrotron or additional IC) may be responsible for the observed X-rays.
More details about the interpretations of the above results and the comparison between the theoretical expectations and the observational evidences will be discussed in forthcoming papers (Harris et al. 2011) where these results will be also compared with those on RGs found by Kataoka & Stawarz (2005) . Finally, a possible statistical test for the IC/CMB process in QSRs will be described in (Massaro et al. 2011b ).
We thank the anonymous referee for useful comments that led to improvements in the paper. We are extremely grateful to our friends and colleagues: T. Aldcroft, M. Birkinshaw ratios corrected for the Galactic absorption (see Section 3.3), for each components in every source of our XJET selected sample. When a dashed line is shown, it implies that the flux is consistent with zero within 1σ error.
All the distributions of the observed parameters to compare their properties are shown in Figures 17, 18, 19 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, and 31 .
Finally, we also report the distribution of the X-ray count rate for the different components in Figure 32 . (3), where the region size for the flux measurements is shown, the letters 'c', 'r', and 'e' indicate a circular, a rectangular and an elliptical region, respectively. Col. (10) reports the value of the ratios as defined in Section 4. (3), where the region size for the flux measurements is shown, the letters 'c', 'r', and 'e' indicate a circular, a rectangular and an elliptical region, respectively. Col. (10) reports the value of the ratios as defined in Section 4. (3), where the region size for the flux measurements is shown, the letters 'c', 'r', and 'e' indicate a circular, a rectangular and an elliptical region, respectively. Col. (10) reports the value of the ratios as defined in Section 4. (3), where the region size for the flux measurements is shown, the letters 'c', 'r', and 'e' indicate a circular, a rectangular and an elliptical region, respectively. Col. (10) reports the value of the ratios as defined in Section 4. The normalized cumulative distributions of radio luminosities for hotspots and knots in LDQs and CDQs. c) The distributions of X-ray luminosities L X of hotspots and knots in LDQs and CDQs. d) The normalized cumulative distributions of X-ray luminosities for hotspots and knots in LDQs and CDQs. e) The distributions of ρ of hotspots and knots in LDQs and CDQs. f) The normalized cumulative distributions of luminosity ratios for hotspots and knots in LDQs and CDQs. The normalized cumulative distributions of radio luminosities for hotspots and knots in LDQs. c) The distributions of X-ray luminosities L X of hotspots and knots in LDQs. d) The normalized cumulative distributions of X-ray luminosities for hotspots and knots in LDQs. e) The distributions of ρ of hotspots and knots in LDQs. f) The normalized cumulative distributions of luminosity ratios for hotspots and knots in LDQs. (Note the different color convention adopted for this figure). 
