Norm-minimizing-type methods for solving large sparse linear systems with symmetric and indefinite coefficient matrices are considered. The Krylov subspace can be generated by either the Lanczos approach, such as the methods MINRES, GMRES and QMR, or by a conjugate-gradient approach. Here, we propose an algorithm based on the latter approach. Some relations among the search directions and the residuals, and how the search directions are related to the Krylov subspace are investigated. Numerical experiments are reported to verify the convergence properties.
Introduction
For solving large sparse linear systems with symmetric and positive-definite coefficient matrices, the conjugate gradient (CG) method [8] is an applicable and efficient method when appropriate preconditioning is employed [6] . However, many applications including discretization of the classical Stokes problem of fluid dynamics [ 141, inverse iteration with a fixed shift closed to an interior eigenvalue, the solution of a wide range of optimization problems which require the solution of a KKT system [5] , and the linear systems associated with least-squares problems [ 131 give rise to symmetric indefinite linear systems. For such systems, a CG method is generally inapplicable because it can break down. Thus, there is a need to consider methods that handle large sparse systems Ax=b with A symmetric and indefinite. In 1975, Paige and Saunders proposed MINRES in [l I] , a method for such linear systems. Ten years later, Saad and Schultz developed a powerful iterative method GMRES [12] for the most general nonsymmetric linear systems. It is also applicable for symmetric linear systems. Both MINRRS and GMRES methods are directly related to the basic algorithm developed by Lanczos [9] for tridiagonalizing A. It is known that the biconjugate gradient method (BCG [3] ) is a natural generalization of the classical CG method for general nonsymmetric linear systems. Recently, a novel BCG-like approach, QMR, has been presented in [4] . However, it is easy to show that QMR's symmetric equivalent is MINRES (see [2] ). Thus, it should be considered as a Lanczos approach rather than a conjugate gradient approach. It is noted that all three methods are referred to as Lanczos and norm-minimizing methods since the residual is minimized over the Krylov subspace spanned by the Lanczos vectors. In 1970, Luenberger [lo] proposed a method that employs the CG idea and generates iterates via the minimal residual property. Unfortunately, his method encountered an unresolved computational difficulty. In this paper, we propose a method that is quite similar to that method. We call this method the conjugate gradient and residual norm-minimizing (CG-MRES) method since the residual is minimized over the Krylov subspace whose basis is pairwisely A2-conjugate. The CG-MRES method also has similar computational difficulty. However, our numerical experience indicates that the chance of encountering that difficulty is very rare and we propose a reasonable way to resolve that difficulty. In addition, rounding error leads to less loss of the A2-conjugacy for the CG-MRES method than for Luenberger's method.
As we will see in Section 4, the CG-MRES method is different from applying the CG method to the normal equation A2x = Ab. The latter one tends to converge slowly and takes many more iterations than the former one. In particular, CG-MRES, MINRES, symmetric GMRES and QMR produce the same residuals whose norms are strictly decreasing. However, it is observed from the construction of the Krylov subspace, that the new method is different from the other three.
The outline of this paper is as follows. Section 2 contains a detailed description of the CG-MRES algorithm and its derivation. Moreover, a theorem that contains its theoretical insight is given. In Section 3, the details of an implementation of the CG-MRES algorithm are discussed. In Section 4, we study its convergence properties and derive the connection of CG-MRES to MINRES. Furthermore, we present an algorithm that incorporates preconditioning into the CG-MRES method. In Section 5, computational results for the new algorithms are reported.
CGMRES method
For the computation of the solution of Ax = b with A =AT E Iw"'" and b E BP, it is natural to consider minimizing the quadratic functional f(x) = ]I b -Ax]/:. A vector ,? such that f( 2) = minX, V f(x) is called a minimizer of f over the subspace I'. If A is nonsingular, then both functionals f and 4(x) = xTA2x -2bTAx over [w" achieve the same minimizer x = A-lb. Thus, to simplify the analysis that follows, we shall now derive the CG-MRES method for the numerical computation of the minimizer of the functional 4 instead of the functional f.
Let V, = C~1,~2,...,~2k_1,~2kl E WxZk be the matrix of search directions for a given natural number k. We shall find the minimizer of 4 along the subspaces generated by { pl, p2,. . . , p2j-1, p2j) forj=1,2,..., k. Since 4(x) must be strictly decreasing with respect to k, two new search directions will be considered at the current step. Thus, we write x = V,_ 
While, if p2k = CpZk_1 for some Scalar c and p2k-, # 0, we can choose one of the minimizers as
and Pk ="
In both cases, We obtain that xk = xk-, + &pZk-, + fikp2k and rk = rk_, -a&2&, -/?&&. In order to carry out the decoupling procedure, we must be sure to choose pZk and p&, in the subspace span{A2pl,A2p2,.
. . ,A2p2k-3,A2p2k_2} I. Here, we generalize the construction of the search directions for the CG method. Hence, we consider &_, = rk_, + &_, &_3 + b2k_1 p2k_2, where @k-l and b2k--1 .
By the formula above, we may encounter the search direction &k_, = 0. Although this happens very rarely in practice, it will cause stagnation and the method will become useless. As we will see later, it is due to q-1 having no component in the direction of Ap2k-2. Thus, we employ the relation p2k-, = Ark_l + $k_1 p2&_3 + b2k-lp2k_-2 instead. We conclude the algorithm as follows: 
endif endwhile
We can establish a number of useful relationships between the residuals rk and the search directions pk. Theorem 1. After k iterations of Algorithm 1, the following four (1) (Apzk,Api)=(Apzk_l,Apj)=O for al/j= 1,2,...,2k-2, (2) (rk,Apj)= 0 for ad j = 1,2 ,..., 2k, (3) rk E span{ro,Aro,. . . ,AZkro}, (4) SP~{PI, ~2,. . . , p2k) = sp~{ro,Ar0,.
. . , A2k-1ro}. properties hold Proof. The proof proceeds by a sequence of inductions on k. It is noted first that p-] = p. = 0 is assumed. Properties (l), (3) and (4) are clearly true for k = 1. Since (al,Pl) minimizes I/b --Axl12 over the subspace generated by p1 and ~2, we get (rl,Apl ) = (rl, Ap2) = 0. Now, suppose all four properties hold for all i satisfying 1 <i < k.
(1) From the definitions of u~~_~,Q~ and b2k_i, b2k, the assertion trivially holds for j=2k-3,2k-2. For j 62k -4 we have (&2k-1,&j) = (Ark-l,&j) + a2k-1(&2k-3,&j) + b2k-lCb2k-2,APj) or and Because of property (1 ), the last two terms on the right-hand sides of the two equations above vanish. It follows from property (4) that both Apj and A'pj are in the subspace span{pi, ~2,. . . , p2k-2}. Consequently, we get (AQ_l,Apj) = 0 and (Ark_l,A2pj) = 0 by property (2). We conclude that
(2) Since (&,Pk) minimizes 4 over the space generated by p&_l and p& i.e., minimizes Jib -
tO0, we knOW that (r+,,Apzk_i) = (rk,&k) = 0. For j<2(k -l), because Of properties (1) and (2) that the second formula was used for generating p2k-3. It follows that (Ark-2,Ark_2) = 0. This implies that r-k-2 = 0 and the algorithm should have been terminated before the kth step. On the other hand, if /Ik-l = 0, then rk__l E span {pl,. . . , p2k_2). Hence, the first formula for p~-~ hIplieS (Ap2k_1,Ap2k_1) = (Ap2k_-1,Ark_-l) = 0, i.e., p&i E 0. It follows that the second formula will be used instead for generating p2k_1. Combined with the fact c&i + /?i_i >O, we conclude that pZk__l = cft,' YiA'ro With y2k_2 # 0. Now, since p2k iS in the same direction as p2k-1 and p2k = k&k-1 + &k&.-3 + &kPzk-2, We conclude that We conclude that if det B = 0 at the kth iteration, then the implementation will be stopped with the solution being obtained.
Remark. (0)
Because of properties (3) and (4), we know Arj E span{ pl, ~2,. . . , pzj+l, pzj+z}. Then from property (2), we conclude that (Ark,Arj) = (rk,&rj) = 0 for all j = 1,. . . , k -1. In other words, the residuals are mutually A2-conjugate. (0) It is readily verified that span{ pl, p2,. . . , p2&_1} = span{ro, Are, . . . , A2k-2ro}.
Implementation details
In this section, we present an algorithm for the practical implementation of Algorithm 1. We shall describe a few important details to simplify the computation.
We first notice that (AXk-,,&k-,) = (AXk-Q&k) = 0 because xk-1 E SpaIl{pl, p2,. . . , p2&2}, hence (b,Ap,k_, ) and (b,Apzk) can be replaced by (r&l, Apzp_-I ) and (rk-_l,ApZk), respectively. From the fact that Ap2k_-3 E span{ pl, p2,. . . , pZk-2}, it fOllOWS that Y;_IA2P2k-j = (Ark-&+~) = 0 and p~k_1A3pzk_3
by properties (2) and (l), respectively, of Theorem 1. From the proof of Theorem 1, it is obvious that the value of &-_l can be used in advance to determine which formula will be used to generate p2k__1. In case p&i # 0, most computation iS Spent in Calculating p&_1A3p2k-_2. To reduce the computational cost, we consider the relation rk-_l = rk-_2 -Uk-,Ap2k_3 -flk-iAP2_2. Because of the fact that rk-2 E SPan{Pl, p2,. . . , p2,+2) implies (A2p2k_l, rk-2) = 0 and from the relation (A2pzk_1, Apzk-3) = 0, which we just obtained, we conclude that (A2P2k-,,AP2k-_2) = -(Ap2kj;frk-l) for j?k_, # 0.
If /3k-l = 0, the calculation of A2q_1 is unavoidable because it will be used to get Ap2~_, explicitly. Then Apzk_r will be used to generate the vector p2k. In addition, A2rk_l can be used to simplify the calculation of j$k_,A3p2k-2 as follows. Since ?.k.-1 = q-2 -CQ-,Aj&-3, A&k_3 = &k_2+y for some vector y E span{ pl, ~2,. . . , p2k_4) and C&-l #O, it iS shown that (A2pzk_1,Ap2k_2) = -(A2rk-,,AP2k-,)/ak-1. [ 
endif endwhile
We point out a number of important observations below: From the procedure, it is observed that three and four matrix-vector multiplications are required per iteration for the case fik_l # 0 and pk-_l = 0, respectively. However, it is possible to reduce the computation to only two matrix-vector multiplications. To see this, assume that Ap2k-3 and Ap2k-2 have been stored. For ljk-_l # 0, the two matrix-vector multiplications are used to calculate Ark-I and Ap2k because Ap2k_I can be calculated from the relation Ap2k-, = Ark_-, -a2k_1Ap2k-3 -b2k_,Ap2k_z. For Pk_, = 0, SiIlCC ?-k-l = t-k-2 -C't,&,AP2k-~, WC obtain (AV-l>AP2k-z)= -ak-,(AP2k--2,A2P2k-3)= -%,(AP2k-2,AJ%k-2).
Note that, the last equality comes from the definition of p2&2. Then, by solving
we obtain the relation r&l = ap2k-3 + bp2k-2. Thus, the calculation of Ark_] can be saved by the relation above. For this case, the calculation of Ap2k_-I can also be saved as the case bk_, # 0. Conclusively, there are two matrix-vector multiplications required to calculate A(Ark_* ) and Apzk.
Rounding error leads to a loss of A"-conjugacy property among the search directions as well as the residuals. Therefore, finite termination is not mathematically guaranteed. The criteria /$__l # 0 is unrealistic. On the other hand, small Bk_l may introduce unacceptable rounding error to the vector p2k. It is difficult to determine how small l/&l should be to treat it as zero. However, since fiz + I$ > 0, it is intuitive to treat flk as zero if l/&l is small and l/&l < 1~~1.
Convergence and preconditioning
We first note that xk is the minimizer of 116 -Axll over the subspace generated by the linearly independent vectors pj for j = 1,2,. . . ,2k, thus
Because Span{ pl, p2,. . . , pzk} = span{ ro, Are, . . . , A2k-'ro} is equal to the Krylov subspace K2k(A; ro), we get where pZk denotes the set of all polynomials of degree less than or equal to 2k. Therefore, the norm of the residual produced by the CG-MRES iteration is the same as the one produced by other Lanczos approach methods. In fact, all methods minimize the la-norm of the residual over the same Krylov subspace. However, the CG-MRES method generates an A2-conjugate basis for K2k while the other three methods generate an orthonormal basis for K2k. Their relation will now be established. If P = [p, , . . . , p2k] denotes the matrix of the search directions of the CG-MRES method, then it is clear that PTA2P = diag (di, d2,. . . , dk), where each di denotes a 2 x 2 symmetric and positive-definite matrix. A few manipulations establish the relation V2kL;T = Pa, where V2k and Lzk are described in [ 11, p. 6241. Since A is indefinite, the classical conjugate gradient method may fail to solve the system Ax = b. Instead, let the CG method be applied to the normal equations A2x =Ab, and denote this by CGN. Let {&} denote the sequence produced by the CGN iteration. It is known that
From a theoretical point of view, both methods are guaranteed to converge. However, as a consequence of the fact that we would expect CG-MRES method to take fewer iterations than the CGN method. On the other hand, both methods require two matrix-vector multiplications per iteration. Consequently, CG-MRES is preferred over CGN for computing the solution of Ax = b for the case that A is symmetric and indefinite.
Occasionally, CG-MRES takes significantly less iterations than CGN. It can be explained by the analysis that follows. First, we suppose n(A) is the set of eigenvalues of A, and it is contained in the union of two disjoint intervals, [a, b] It is easy to verify that <i is always larger than or, in some trivial cases, equal to &. This confirms the previous observation that CG-MRES converges faster than CGN. It is noted that the comparison is based on two different norms. Furthermore, if the distribution of o(A) is less symmetric to the origin, then the CG-MRES method is more likely to take significantly less iterations than CGN.
As for the classical CG method, it is crucial to incorporate an efficient preconditioner into the CG-MRES algorithm to speed up the convergence. From the previous discussion, it is observed that the CG-MRFS method, for a given linear system Ax = b, converges fast when &A) > 1. Thus, we shall choose a matrix C to convert the linear system into 22 = 6, where A"= C-'ACwT, P = CTx and 6 = C-lb, so that r(A") is as large as possible or the distribution of the eigenvalues of the smallest modulus is improved. Then, the CG-MRES method is applied to the new system. Similar to the simplification for the CG method, if we define the preconditioner A4 by M = CCT, r" = C-'r and j = CTp, it is possible to avoid explicit references to the matrices C-' and 2 and the vectors 2 and r". Thus, the CG-MRES algorithm combined with a preconditioning technique can be summarized as follows: 
endif endwhile
Observe that for each iteration there are three linear systems, with the coefficient matrix M, that must be solved when /&__i # 0 and there are four such systems when /&_i = 0. However, similar to the first observation in the previous section, if and M-'Y~_, have been stored, then only two linear systems are required to be solved at the current step. For Algorithm 3 to be an effective iterative method the preconditioner M must be chosen so that the associated linear systems are easily solved and the method will converge more rapidly.
Numerical experiments
In this section, we report on a number of numerical experiments that compare the performance of CG-MRES with CGN as well as symmetric QMR (denoted by SQMR) . All tests were performed on a SUN470 using double precision. We always choose x0 = 0 as the initial guess for all the tests. The iteration is stopped as soon as the criterion Ilr, II< to1 is satisfied. These experiments are intended to demonstrate the convergence behavior of CG-MRES. We do not employ any preconditioning, since it is only the convergence behaviors of these methods that we are comparing.
First, we focus on the least-squares problem which is transferred to the indefinite system Example 1. Two distinct Fs from Harwell-Boeing sparse matrix collection [7] are tested. Both are 1850 x 712 matrices. However, one is well conditioned and the other one is ill conditioned. We name these two cases as WELL1850 and ILLl850, respectively. Table 1 . It is noted that the Jacobian matrices A, are symmetric but indefinite and of order n2.
Since the condition numbers of the matrices grow as n increases, we take to1 = l.Od -12 for cases IZ = 10 and 12 = 15, and to1 = 1 .d -9 for n = 20. In addition, due to the same reason, it is easy to see from the table that the required iterations grow as n increases. It is also observed that the CC-MRES method takes much less iterations than the CGN method for the case when Al2 is the Jacobian matrix. This is because A12 is ill conditioned and the distribution of its eigenvalues is not symmetric with respect to the origin.
