Introduction {#s1}
============

From neurons to behavior, evidence shows that adaptation takes place over a wide range of timescales, with temporal dynamics often captured by power-law, or collection of multiple exponents, rather than a single exponent ([@bib64]; [@bib65]; [@bib10]; [@bib17]; [@bib29]; [@bib68]; [@bib34]; [@bib47]; [@bib46]). On the other hand, single-exponent model analysis of behavioral data showed that the time constant of exponents (or learning rate) changed across trials ([@bib6]; [@bib53]; [@bib58]; [@bib41]; [@bib40]; [@bib42]; [@bib38]). While theoretical and experimental studies strongly suggest that activity-dependent synaptic plasticity plays a crucial role in learning and adaptation in general ([@bib36]; [@bib28]; [@bib12]), the neural mechanisms behind flexible learning, especially in the case of decision making under uncertainty, has remained unclear. To address this issue, here we investigate the roles of synaptic plasticity within an established decision-making neural circuit model, and propose a model that can account for empirical data.

Standard learning models which use a single learning rate, $\alpha$, fail to capture multiple timescales of adaptation, including those described by a power-law, since these models can only store and update memory on a single timescale of $\tau \sim {1/\alpha}$. This includes a well studied switch-like synaptic model of memory ([@bib2]; [@bib16]) in which synapses make transitions between weak- and strong-efficacy states at a rate $\alpha$. It has been shown that its transition rate $\alpha$ effectively functions as the learning rate of systems with populations of such synapses in a decision making network ([@bib59]; [@bib17]; [@bib26]). Unlike the classical un-bounded synapses model, this switch-like model incorporates a biologically relevant assumption of bounded synaptic weights. However, by itself, the plausible assumption of bounded synapses fails to capture key phenomena of adaptive learning, including well-documented multiple timescales of adaptation ([@bib64]; [@bib65]; [@bib10]; [@bib17]; [@bib29]; [@bib68]; [@bib34]; [@bib47]; [@bib46]).

It is however known that there are various chemical cascade processes taking place in synapses that affect synaptic plasticity ([@bib8]; [@bib30]). Those processes, in general, operate on a wide range of timescales ([@bib72]; [@bib31]). To capture this complex, multi-timescale synaptic plasticity in a minimum form, a complex -- but still switch-like -- synaptic model, the *cascade model* of synapses, has been proposed ([@bib18]). In the cascade model, synapses are still bounded in their strengths but assumed to be *metaplastic*, meaning that, in addition to the usual case of adaptable synaptic strengths, synapses are also permitted to change their rates of plasticity $\alpha$. The resulting model can efficiently capture the widely-observed power-law forgetting curve ([@bib70]). However, application has been limited to studies of the general memory storage problem ([@bib18]; [@bib55]), where synapses *passively* undergo transitions in response to uncorrelated learning events.

Indeed, recent experiments show that humans and other animals have a remarkable ability to *actively* adapt themselves to changing environments. For instance, animals can react rapidly to abrupt step-like changes in environments ([@bib6]; [@bib53]; [@bib58]; [@bib41]; [@bib40]; [@bib42]; [@bib38]), or change their strategies dynamically ([@bib63]; [@bib15]). While the original cascade model ([@bib18]) is likely to be able to naturally encode multiple timescales of reward information ([@bib10]; [@bib17]; [@bib7]; [@bib27]; [@bib25]), such *active* adaptation may also require external guidance, such as in the form of a surprise signal ([@bib23]; [@bib20]).

So far the computational studies of such changes in learning rates have largely been limited to optimal Bayesian inference models (e.g. [@bib6]). While those models can account for normative aspects of animal's inference and learning, they provide limited insight into how probabilistic inference can be implemented in neural circuits.

To address these issues, in this paper we apply the cascade model of synapses to a well studied decision-making network. Our primary finding is that the cascade model of synapses can indeed capture the remarkable flexibility shown by animals in changing environments, but under the condition that synaptic plasticity is guided by a novel surprise detection system with simple, non-cascade type synapses. In particular, we show that while the cascade model of synapses is able to consolidate reward information in a stable environment, it is severely limited in its ability to adapt to a sudden change in the environment. The addition of a surprise detection system, which is able to detect such abrupt changes, facilitates adaptation by enhancing the synaptic plasticity of the decision-making network. We also shows that our model can capture other aspects of learning, such as spontaneous recovery of preference ([@bib37]; [@bib19]).

Results {#s2}
=======

The tradeoff in the rate of synaptic plasticity under uncertainty in decision making tasks {#s2-1}
------------------------------------------------------------------------------------------

In this paper, we analyze our model in stochastically-rewarding choice tasks in two slightly different reward schedules. One is a concurrent variable interval (VI) schedule, where rewards are given stochastically according to fixed contingencies. Although the optimal behavior is to repeat a deterministic choice sequence according to the contingencies, animals instead show probabilistic choices described by the matching law ([@bib24]; [@bib62]; [@bib32]) in which the fraction of choices is proportional to the fraction of rewards obtained from the choice. In fact, the best probabilistic behavior under this schedule is to throw a dice with a bias given by the matching law ([@bib54]; [@bib26]). We therefore assume that the goal of subjects in this case is to implement the matching law, which has previously been shown to be produced by the model under study ([@bib59]; [@bib17]; [@bib67]; [@bib26]). The other schedule is a variable rate (VR) schedule, also known as a multi-armed bandit task, where the probability of obtaining a reward is fixed for each choice. In this case, subjects need to figure out which choice currently has the highest probability of rewards. In both tasks, subjects are required to make adaptive decision making according to the changing values of options in order to collect more rewards.

We study the role of synaptic plasticity in a well-studied decision making network ([@bib59]; [@bib17]; [@bib67]; [@bib26]) illustrated in [Figure 1A](#fig1){ref-type="fig"}. The network has three types of neural populations: (1) an input population, which we assume to be uniformly active throughout each trial; (2) action selection populations, through which choices are made; and (3) an inhibitory population, through which different action selection populations compete. It has been shown that this network shows attractor dynamics with bi-stability, corresponding to a winner-take-all process acting between action selection populations. We assume that choice corresponds to the winning action selection population, as determined by the synaptic strength projecting from input to action selection populations. It has been shown that the decision probability can be well approximated by a sigmoid of the difference between the strength of two synaptic populations $E_{A}$ and $E_{B}$ ([@bib59]):$$P_{A} = \frac{1}{e^{- \frac{E_{A} - E_{B}}{T}} + 1},$$

where $P_{A}$ is the probability of choosing target $A$, and the temperature $T$ is a free parameter describing the noise in the network.10.7554/eLife.18073.003Figure 1.The decision making network and the speed accuracy tradeoff in synaptic learning.(**A**) The decision making network. Decisions are made based on the competition (winner take all process) between the excitatory action selective populations, via the inhibitory population. The winner is determined by the synaptic strength between the input population and the action selective populations. After each trial, the synaptic strength is modified according to the learning rule. (**B**, **C**). The speed accuracy tradeoff embedded in the rate of synaptic plasticity. The horizontal dotted lines are the ideal choice probability and the colored lines are different simulation results under the same condition. The vertical dotted lines show the change points, where the reward contingencies were reversed. The choice probability is reliable only if the rate of plasticity is set to be very small ($\alpha = 0.002$); however, then the system cannot adjust to a rapid unexpected change in the environment (**B**). On the other hand, highly plastic synapses ($\alpha = 0.2$) can react to a rapid change, but with a price to pay as a noisy estimate afterwards (**C**).**DOI:** [http://dx.doi.org/10.7554/eLife.18073.003](10.7554/eLife.18073.003)

This model can show adaptive probabilistic choice behaviors when assuming simple reward-based Hebbian learning ([@bib59], [@bib60]; [@bib27]). We assume that the synaptic efficacy is bounded, since this has been shown to be an important biologically-relevant assumption ([@bib2]; [@bib16]). As the simplest case, we assume binary synapses, and will call states 'depressed' and 'potentiated', with associated strengths 0 (weak) and 1 (strong), respectively. We previously showed that the addition of intermediate synaptic efficacy states does not alter the model's performance ([@bib26]). At the end of each trial, synapses are modified stochastically depending on the activity of the pre- and post-synaptic neurons and on the outcome (i.e. whether the subject receives a reward or not). The synapses projecting from the input population to the winning target population are potentiated stochastically with probability $\alpha_{r}$ in case of a reward, while they are depressed stochastically with probability $\alpha_{nr}$ in case of no-reward (for simplicity we assume $\alpha_{r} = \alpha_{nr} = \alpha$, otherwise explicitly noted). These transition probabilities are closely related to the plasticity of synapses, as a synapse with a larger transition probability is more vulnerable to changes in strength. Thus, we call $\alpha$'s the rate of plasticity. The total synaptic strength projecting to each action selection population encodes the reward probability over the timescale of $1/\alpha$ ([@bib59]; [@bib60]; [@bib26]) (For more detailed learning rules, see the Materials and methods section).

It has also been shown, however, that this model exhibits limited flexibility in the face of abrupt changes of timescales in the environment ([@bib59]; [@bib26]). This is due to the trade-off: a high rate of synaptic plasticity is necessary to react to a sudden change, but at the cost of very noisy estimation (as the synapses inevitably track local noise). This is illustrated in [Figure 1B,C](#fig1){ref-type="fig"}, where we simulated our model with a fixed rate of synaptic plasticity in a VI reward schedule in which reward contingencies change abruptly ([@bib62]; [@bib10]). As seen in [Figure 1B,C](#fig1){ref-type="fig"}, the choice probability is reliable only if the rate of plasticity is set to be very small ($\alpha = 0.002$); however, then the system cannot adjust to a rapid unexpected change in the environment ([Figure 1B](#fig1){ref-type="fig"}). On the other hand, highly plastic synapses ($\alpha = 0.2$) can react to a rapid change, but with a price to pay as a noisy estimate afterwards ([Figure 1C](#fig1){ref-type="fig"}).

Changing plasticity according to the environment: the cascade model of synapses and the surprise detection system {#s2-2}
-----------------------------------------------------------------------------------------------------------------

How can animals solve this tradeoff? Experimental studies suggest that they integrate reward history on multiple timescales rather than a single timescale ([@bib10]; [@bib17]; [@bib7]). Other studies show that animals can change the integration timescale, or the learning rate, depending on the environment ([@bib6]; [@bib41]; [@bib40]). To incorporate these findings into our model, we use a synaptic model that can change the rate of plasticity $\alpha$ itself, in addition to the strength (weak or strong), depending on the environment. The best known and successful model is the cascade model of synapses, originally proposed to incorporate biochemical cascade process taking place over a wide range of timescales [@bib18]). In the cascade model, illustrated in [Figure 2A](#fig2){ref-type="fig"}, the degree of synaptic strength is still assumed to be binary (weak or strong); however, there are $m$ states with different levels of plasticity $\alpha_{1}$, $\alpha_{2}$, ..., $\alpha_{m}$, where $\alpha_{1} > \alpha_{2} > \ldots > \alpha_{m}$. The model also allows transitions from one level of plasticity to another with a *metaplastic* transition probability $p_{i}$ ($i = {1,2,\ldots,{m - 1}}$) that is fixed depending on the depth. Following ([@bib18]), we assume $p_{1} > p_{2} > ... > p_{m - 1}$, meaning that entering less plastic states becomes less likely to occur with increasing depth. All the transitions follow the same reward-based learning rule with corresponding probabilities, where the probabilities are separated logarithmically (ex. $\alpha_{i} = \left( \frac{1}{2} \right)^{i}$ and $p_{i} = \left( \frac{1}{2} \right)^{i}$ ) following ([@bib18]) (see Materials and methods section for more details).10.7554/eLife.18073.004Figure 2.Our model solves the tradeoff the cascade model of metaplastic synapses guided by a surprise detection system.(**A**) The cascade model of synapses for the decision making network. The synaptic strength is assumed to be binary (weak or strong); and there are multiple (three for each strength, in this example) meta-plastic states associated with these strengths. The transition probability of changing synaptic strength is denoted by $\alpha_{i}$, while the transition probability of changing plasticity itself is denoted by $p_{i}$, where $\alpha_{1} > \alpha_{2} > \ldots$ and $p_{1} > p_{2} > ...$. Deeper states are less plastic and less likely to enter. (**B**) The cascade model of synapses can reduce the fluctuation of estimation when the environment is stationary, thanks to the memory consolidation; however, the model fails to respond to a sudden change in the environment. (**C**) The changes in the fluctuation of choice probability in a stable environment. The cascade model synapses (black) can reduce the fluctuation gradually over time. This is also true when a surprise detection network (described below) is present. The dotted lines indicate the case with a single fixed plasticity that are used in [Figure 1B,C](#fig1){ref-type="fig"}. The probability fluctuation $\delta P_{A}$ is defined as a mean standard deviation in the simulated choice probabilities. The synapses are assumed to be at the most plastic states at $t = 0$. (**D**) The adaptation time required to switch to a new environment after a change point as a function of the size of the previous stable environment. The adaptation time increases proportionally to the duration of the previous stable environment for the cascade model (black). The surprise detection network can significantly reduce the adaptation time independent of the previous context length (red). The adaptation time $\tau$ is defined as the number of trials required to cross the threshold probability ($P_{A} = 0.7$) after the change point. (**E**) The simple synapses in the surprise detection network. Unlike the cascade model, the rate of plasticity is fixed, and each group of synapses takes one of the logarithmically segregated rates of plasticity $\alpha_{i}$'s. (**F**) The decision making network with the surprise detecting system can adapt to an unexpected change. (**G**) How a surprise is detected. Synapses with different rates of plasticity encode reward rates on different timescales (only two are shown). The mean difference between the reward rates (expected uncertainty) is compared to the current difference (unexpected uncertainty). A surprise signal is sent when the unexpected uncertainty significantly exceeds the expected uncertainty. The vertical dotted line shows the change point, where the reward contingency is reversed. (**H**) Changes in the mean rates of plasticity (effective learning rate) in the cascade model with a surprise signal. Before the change point in the environment, the synapses become gradually less and less plastic; but after the change point, thanks to the surprise signal, the cascade model synapses become more plastic. In this figure, the network parameters are taken as $\alpha_{i} = {(\frac{1}{5})}^{i}$, $p_{i} = {(\frac{1}{5})}^{i}$, $T = 0.1$, $\gamma = 0$, $m = 10$, $h = 0.05$, while the total baiting probability is set to $0.4$ and the baiting contingency is set to $9:1$ (VI schedule).**DOI:** [http://dx.doi.org/10.7554/eLife.18073.004](10.7554/eLife.18073.004)

We found that the cascade model of synapses can encode reward history on a wide, variable range of timescales. The wide range of transition probabilities in the model allows the system to encode values on multiple timescales, while the meta-plastic transitions allow the model to vary the range of timescales. These features allow the model to consolidate the value information in a steady environment, as the synapses can become less plastic ([Figure 2B--D](#fig2){ref-type="fig"}). As seen in [Figure 2C](#fig2){ref-type="fig"}, the fluctuation of choice probability with the cascade model synapses becomes smaller as the model stays in the stable environment, where we artificially set that all synapses are initially at the most plastic states (top states). Because of the reward-based metaplastic transitions, more and more synapses gradually occupy less plastic states in the stationary environment. Since those synapses at less plastic states are hard to modify its strength, the fluctuations in the synaptic strength becomes smaller.

We also found, however, that this desirable property of memory consolidation also leads to a problem of resetting memory. In other words, the cascade model fails to respond to a sudden, step-like change in the environment ([Figure 2B,D](#fig2){ref-type="fig"}). This is because after staying in a stable environment, many of the synapses are already in deeper, less plastic, states of cascade. In fact, as seen in [Figure 2D](#fig2){ref-type="fig"}, the time required to adapt to a new environment increases proportionally to the duration of the previous stable environment. In other words, what is missing in the original cascade model is the ability to reset the memory, or to increase the rate of plasticity in response to an unexpected change in the environment. Indeed, recent human experiments suggest that humans can react to such sudden changes by increasing their learning rates ([@bib41]).

To overcome this problem, we introduce a novel surprise detection system with plastic synapses that can accumulate reward information and monitor the performance of decision-making network over multiple (discrete) timescales. The main idea is to compare the reward information of multiple timescales that are stored in plastic (but not meta-plastic) synapses in order to detect changes on a trial-by-trial basis. More precisely, the system compares the current difference in reward rates between a pair of timescales to the expected difference; once the former significantly exceeds the latter, a surprise signal is sent to the decision making network to increase the rate of synaptic plasticity in the cascade models.

The mechanism is illustrated in [Figure 2E--H](#fig2){ref-type="fig"}. The synapses in this system follow the same reward based learning rules as in the decision making network. The important difference, however, is that unlike the cascade model, the rate of plasticity is fixed, and each group of synapses takes one of the logarithmically segregated rates of plasticity $\alpha_{i}$'s ([Figure 2E](#fig2){ref-type="fig"}). Also, the learning takes place *independent of* selected actions in order to monitor the overall performance. While the same computation is performed on various pairs of timescales, for illustrative purposes only the synapses belonging to two timescales are shown in [Figure 2G](#fig2){ref-type="fig"}, where they learn the reward rates on two different timescales by two different rates of plasticity (say, $\alpha_{i}$ and $\alpha_{j}$ and $\alpha_{i} \gg \alpha_{j}$ ). As can be seen, when the environment and incoming reward rate is stable, the estimate of the more plastic population fluctuates around the estimate of the less plastic population within a certain range. This fluctuation is *expected* from the past, since the rewards were delivered stochastically, but the probability was well estimated. This expected range of fluctuation is learned by the system by simply integrating the difference between the two estimates with a learning rate $\alpha_{j}$, which we call *expected uncertainty*, inspired by ([@bib71]) (the shaded area in [Figure 2G](#fig2){ref-type="fig"}). Similarly, we call the current difference in the two estimates *unexpected uncertainty* ([@bib71]). Updating unexpected uncertainty involves a prediction error signal, which is the difference between the unexpected uncertainty and the current expected uncertainty.

If the unexpected uncertainty significantly exceeds the expected uncertainty (indicated by yellow in [Figure 2G](#fig2){ref-type="fig"}), a surprise signal is sent to the decision making network, resulting in an increase in the plasticity of the cascade model synapses; thus, the synapses increase their transition rates between depressed and potentiated states. We allow this to take place in the states higher (or more plastic) than $j$ ($k \leq j$). This selective modification is not crucial in a simple task but may become important in more complex tasks in order to retain information on longer timescales that is still useful, such as task structures or cue identities. As encoding these information is in fact beyond the limit of our simple decision making network, we leave this study for future works. The surprise signal is transmitted as long as the unexpected uncertainty significantly exceeds the expected uncertainty, during which the synapses that received the surprise signal keep enhanced plasticity rates so that they reset the memory ([Figure 2H](#fig2){ref-type="fig"}). Ultimately, expected uncertainty catches up with unexpected uncertainty so that synapses can start consolidating the memory again with the original cascade model transition rates.

Thanks to the surprise detection system, the decision making network with cascade model synapses can now adapt to an unexpected change. As seen in [Figure 2C,D,F](#fig2){ref-type="fig"}, it can successfully achieve both consolidation (i.e. accurate estimation of probabilities before the change point) and the quick adaptation to unpredicted changes in the environment. This is because the synapses can gradually consolidate the values by becoming less plastic as long as the environment is stationary, while plasticity can be boosted when there is a surprise signal so that memory can be reset. This can be seen prominently in [Figure 2H](#fig2){ref-type="fig"}, where the distribution of synaptic plasticity decreases over time before the change point, but increases afterwards due to the surprise signal.

For more details of implementation of our model, including how the two systems work as a whole, please see the Materials and methods section and Figure 8 wherein.

Our model self-tunes the learning rate and captures key experimental findings {#s2-3}
-----------------------------------------------------------------------------

Experimental evidence shows that humans have a remarkable ability to change their learning rates depending on the volatility of their environment ([@bib6]; [@bib41]). Here we show that our model can capture this key experimental finding. We note that single learning rates have been usually reported in most of the past analyses of experimental data. This was simply because single timescale models were assumed when fitting data. Our model, however, has no specific timescale, since it has a wide range of timescales in metaplastic states. Thus, merely for the purpose of comparison of our results with previous findings from single timescale models, we define the *effective* learning rate of our system as the average transition rates $\alpha_{i}$'s weighted by the synaptic populations that fill corresponding states. Changes in learning rate were therefore characterized by changes in the distribution in synaptic plasticity states in our model.

In [Figure 3A](#fig3){ref-type="fig"}, we simulated our model in a four-armed bandit task, where one target has a higher probability of obtaining reward than the other targets, while the identity of the most rewarding target is switched at the change points indicated by vertical lines. We found that the effective learning rate is on average significantly larger when the environment is rapidly changing (those trials in shorter blocks) than when the environment is more stable (those trials in longer blocks). This is consistent with the experimental finding in ([@bib6]) that the learning rate was high in a smaller block (volatile) condition than in a larger block (stable) condition. Also, within each block of trials, we found that the learning rate is largest after the change point, decaying slowly over subsequent trials. This is consistent with both experimental findings and the predictions of optimal Bayesian models ([@bib41]; [@bib13]).10.7554/eLife.18073.005Figure 3.Our model captures key experimental findings and it shows a remarkable performance with little parameter tuning.(**A**) The effective learning rate (red), defined by the average potentiation/depression rate weighted by the synaptic population on each state, changes depending on the volatility of the environment, consistent with key experimental findings in [@bib6], [@bib41]. The learning rate gradually decreases over each stable condition, while it rapidly increases in response to a sudden change in environment. The grey vertical lines indicate the change points of contingencies. (**B**) The effective learning rate is self-tuned depending on the timescale of the environment. This contrasts the effective learning rate of our model (red line) to the harvesting efficiency if the model had a single-fixed rate of plasticity in a multi-armed bandit task with given block size (indicated by x-axis). The background colour shows the normalized harvesting efficiency of a single rate of plasticity model, which is defined by the amount of rewards that the model collected, divided by the maximum amount of rewards that the best model for each block size collected, so that the maximum is always equal to one. The median of the effective learning rate in each block is shown by the red trace, as the effective learning rate constantly changes over trials. The error bars indicate the 25th and 70th percentiles of the effective learning rates. (**C**) Our cascade model of metaplastic synapses can significantly outperform the model with fixed learning rates when the environment changes on multiple timescales. The harvest efficiency of our model of cascade synapses combined with surprise detection system (red) is significantly higher then the ones of the model with fixed learning rates, or the rates of plasticity (black). The task is a four-armed bandit task with blocks of 10 trials and 10,000 trials with the total reward rate $= 1$. The total number of blocks is set to $1000:1$. In a given block, one of the targets has the reward probability of $0.8$, while the others have $0.2$. The network parameters are taken as $\alpha_{r}^{i} = 0.5^{i}$, $\alpha_{nr}^{i} = 0.5^{i + 1}$, $p_{r}^{i} = 0.5^{i}$, $p_{nr}^{i} = 0.5^{i + 1}$, $T = 0.1$, $\gamma = 1$, $m = 12$, $h = 0.05$ for (**A**), $\alpha_{i} = p_{i} = 0.5^{i}$, $T = 0.1$,$\gamma = 1$, $m = 20$, $h = 0.05$ for (**B**), $\alpha_{i} = p_{i} = 0.5^{i}$, $T = 0.1$, $\gamma = 1$, $m = 4$, $h = 0.0005$ for (**C**) , and $\gamma = 1$ and $T = 0.1$ for the single timescale model in (**B**).**DOI:** [http://dx.doi.org/10.7554/eLife.18073.005](10.7554/eLife.18073.005)

It should be noted that our model does not assume any *a priori* timescale of the environment. Rather, the distribution of the rates of synaptic plasticity is dynamically self-tuned to a given environment. To see how well the tuning is achieved, in [Figure 3B](#fig3){ref-type="fig"}, we contrasted the effective learning rate of our model (red line) under a fixed block size condition (the size was varied over x-axis), to the harvesting efficiency of a single timescale model with different rates of plasticity (varied over y-axis, which we simply call here the learning rate). The background colour shows the normalized harvesting efficiency of single rate of plasticity models, which is defined by the amount of rewards that the model collected, divided by the maximum amount of rewards that the best model for each block size collected, so that the maximum is always equal to one. The effective learning rate of our full model is again defined by the average potentiation/depression rate weighted by the synaptic population on each state, and the median of the effective learning rate in each block is shown by the red trace. (Note that the effective learning rate constantly changes over trials. The error bars indicate the 25th and 70th percentiles of the effective learning rates.) As can be seen, the cascade model's effective leaning rate is automatically tuned to the learning rate expected from the hand-tuned non-cascade plasticity model. This agreement is remarkable, as we did not assume any specific timescales in our cascade model of plasticity nor any optimisation technique; rather, we assumed a wide range of timescales ($1/\alpha_{i}$'s) and that synapses make reward-based plastic and metaplastic transitions by themselves, guided by surprise signals.

Moreover, we found that our cascade model of metaplastic synapses can significantly outperform the model with fixed learning rates when the environment changes on multiple timescales, which is a very realistic situation but has yet to been explored experimentally. We simulated a four-armed bandit task with two different sizes of blocks with fixed reward contingencies, which is similar to the example in [Figure 3A](#fig3){ref-type="fig"}. As seen in [Figure 3C](#fig3){ref-type="fig"}, our model of cascade synapses combined with surprise detection system can collect significantly more rewards than any model with fixed single synaptic plasticity. This is because that the synaptic plasticity distribution of the cascade model is self-tuned on a trial-by-trial basis, rather than on average over a long timescale, as shown in [Figure 3A](#fig3){ref-type="fig"}. We also found that this is true with a very wide range of threshold values for the surprise detection network, indicating that tuning of the threshold is not required.

In order to further investigate the optimality of our neural model, we compared our model with a previously proposed Bayesian learner model ([@bib6]). This Bayesian model has been proposed to perform an optimal inference of changing reward probabilities and the volatility of the environment. While human behavioral data has been shown to be consistent with what the optimal model predicted ([@bib6]), this model itself, however, does not account for how such an adaptive learning can be achieved neurally. Since our model is focused on an implementation of adaptive learning, a comparison of our model and the Bayes optimal model can address this issue.

For this purpose, we simulated the Bayesian model ([@bib6]), and compared the results with our model's results. Remarkably, as seen in [Figure 4](#fig4){ref-type="fig"}, we found that our neural model (red) performed as well as the Bayesian learner model (black). [Figure 4A](#fig4){ref-type="fig"} contrasts the fluctuation of choice probability of our model to the Bayesian learner model under a fixed reward contingency. As seen, the reduction of fluctuations over trials in our model is strikingly similar to that the Bayesian model predicts. [Figure 4B](#fig4){ref-type="fig"}, on the other hand, shows the adaptation time as a function of the previous block size. Again, our model performed as well as the Bayesian model across conditions, though our model was marginally slower than the Bayesian model when the block was longer. (Whether this small difference in the longer block size actually reflects biological adaptation or not should be tested in future experiments, as there have been limited studies with a block size in this range.)10.7554/eLife.18073.006Figure 4.Our neural circuit model performs as well as a previously proposed Bayesian inference model ([@bib6]).(**A**) Changes in the fluctuation of choice probability in a stable environment. As shown in previous figures, our cascade model synapses with a surprise detection system (red) reduces the fluctuation gradually over time. This is also the case for the Bayesian model (black). Remarkably, our model reduces the fluctuation as fast as the Bayesian model ([@bib6]). The probability fluctuation $\delta P_{A}$ is defined as a mean standard deviation in the simulated choice probabilities. The synapses are assumed to be at the most plastic states at $t = 0$, and uniform prior was assumed for the Bayesian model at $t = 0$. (**B**) The adaptation time required to switch to a new environment after a change point. Again, our model (red) performs as well as the Bayes optimal model (black). Here the adaptation time $\tau$ is defined as the number of trials required to cross the threshold probability ($P_{A} = 0.6$) after the change point. The task is a 2-target VI schedule task with the total baiting rate of $= 0.4$. The network parameters are taken as $\alpha_{i} = 0.2^{i}$, $p_{i} = 0.2^{i}$, $T = 0.1$, and $\gamma = 0$, $m = 10$, $h = 0.01$. See Materials and methods, for details of the Bayesian model.**DOI:** [http://dx.doi.org/10.7554/eLife.18073.006](10.7554/eLife.18073.006)

So far we have focused on changes in learning rate; however, our model has a range of potential applications to other experimental data. For example, here we briefly illustrate how our model can account for a well-documented phenomenon that is often referred to as the spontaneous recovery of preference ([@bib37]; [@bib19]; [@bib48]; [@bib33]). In one example of animal experiments ([@bib37]), pigeons performed an alternative choice task on a variable interval schedule. In the first session, two targets had the same probability of rewards. In the following sessions, one of the targets was always associated with a higher reward probability than the other. In these sessions, subjects showed a bias from the first session persistently over multiple sessions, most pertinently in the beginning of each session. Crucially, this bias was modulated by the length of inter-session-intervals (ISIs). When birds had long ISIs, the bias effect was smaller and the adaptation was faster. One idea is that subjects 'forget' recent reward contingencies during long ISIs.

We simulated our model in this experimental setting, and found that our model can account for this phenomenon ([Figure 5](#fig5){ref-type="fig"}). The task consists of four sessions, the first of which had the same probability of rewards for two targets (3000 trials). In the following sessions, one of the targets (target A) was always associated with a higher reward probability than the other (the reward ratio is 9 to 1; 200 trials per session). We simulated our model in a task with short ([Figure 5A](#fig5){ref-type="fig"}) and long ([Figure 5B](#fig5){ref-type="fig"}) ISIs. We assumed that the cascade model synapses 'forget' during the ISI, simulated by random transitions with the probabilities according to each synaptic states (See Materials and methods and Figure 7).10.7554/eLife.18073.007Figure 5.Our neural model with cascade synapses captures spontaneous recovery of preference ([@bib37]).(**A**) Results for short inter-session-intervals (ISIs) (= 1 $T_{ISI}$). (**B**) Results for long ISIs (= 5 $T_{ISI}$). In both conditions, subjects first experience a long session (Session 1 with 3000 trials) with a balanced reward contingency, then following sessions (Sessions 2,3,4, each with 200 trials) with a reward contingency that is always biased toward target A (reward probability ratio: 9 to 1). Sessions are separated by ISIs, which we modeled as a period of forgetting according to the rates of plasticity in the cascade model (see [Figure 7](#fig7){ref-type="fig"}). As reported in ([@bib37]), the overall adaptation to the new contingency over sessions 2--4 was more gradual for short ISIs than long ISIs. Also, after each ISI the preference dropped back closer to the chance level due to forgetting of short timescales; however, with shorter ISIs subjects were slower to adapt during sessions. The task is a alternative choice task on concurrent VI schedule with the total baiting rate of 0.4. The mean and standard deviation of many simulation results are shown in Black line and gray area, respectively. The dotted horizontal lines indicate the target choice probability predicted by the matching law. The network parameters are taken as $\alpha_{i} = 0.2^{i}$, $p_{i} = 0.2^{i}$, $T = 0.1$, and $\gamma = 0$, $m = 10$, $h = 0.001$.**DOI:** [http://dx.doi.org/10.7554/eLife.18073.007](10.7554/eLife.18073.007)

As seen in [Figure 5](#fig5){ref-type="fig"}, the model shows a bias from the first session persistently over multiple sessions (Sessions 2--4), most pertinently in the beginning of each session. Also, learning was slower with shorter ISIs, which is consistent with findings in [@bib37]. This is because the cascade model makes metaplastic transitions to deeper states (memory consolidation) during stable session 1, and those synapses are less likely to be modified in later sessions, remaining as a bias. However, they could be reset during each ISI due to forgetting transitions (Figure 7), the chance of which is higher with a longer ISI.

We also found that the surprise system played little role in this spontaneous recovery, because forgetting during the ISI allowed many synapses to become plastic, a function virtually similar to what the surprise system does at a block change in block-designed experiments. Crucially, however, not all synapses become plastic during the ISIs, leading to a persistent bias toward the previous preference. Our model in fact predicts such a bias can develop over multiple sessions, and this is supported by experimental data ([@bib27]). We plan to present this formally elsewhere. Also, we note that our model echoes with the idea that animals carry over memory of contexts of the first session to later sessions ([@bib33]).

Discussion {#s3}
==========

Humans and other animals have a remarkable ability to adapt to a changing environment. The neural circuit mechanism underling such behavioral adaptation has remained, however, largely unknown. While one might imagine that the circuits underlying such remarkable flexibility must be very complex, the current work suggests that a relatively simple, well-studied decision-making network, when combined with a relatively simple model of synaptic plasticity guided by a surprise detection system, can capture a wide range of existing data.

We should stress that there have been extensive studies of modulation of learning in conditioning tasks in psychology, inspired by two very influential proposals. The first was by Mackintosh ([@bib35]), in which he proposed that learning should be enhanced if a stimulus predicts rewards. In other words, a reward-irrelevant stimulus should be ignored, while a reward-predictive stimulus should continue to be attended to. This can be interpreted in our model in terms of formations of stimulus-selective neural populations in the decision making circuit. In other words, such a process would be equated with a shaping of the network architecture itself. This modification is beyond the scope of the current work, and we leave it as future work. The other influential proposal was made by Pearce and Hall ([@bib44]). They proposed that learning rates should be increased when an outcome was unexpected. This indeed is at the heart of the model proposed here, where unexpected uncertainty enhanced synaptic plasticity and hence the learning rate. Since the Pearce-Hall model focused on the algorithmic level of computation while our work focusing more on neural implementation level of computation, our work complements the classical model of Pearce and Hall ([@bib44]). We should, however, stress again that how our surprise detection system can be implemented should still be determined in the future.

In relation to surprise, the problem of change-point detection has long been studied in relation to the modulation of learning rates in reinforcement learning theory and Bayesian optimal learning theory ([@bib44]; [@bib1]; [@bib13]; [@bib19]; [@bib11]; [@bib71]; [@bib6]; [@bib63]; [@bib45]; [@bib69]). These models, however, provided limited insight into how the algorithms can be implemented in neural circuits. To fill this gap, we proposed a computation which is partially performed by bounded synapses, and we found that our model performs as well as a Bayesian learner model ([@bib6]). We should, however, note that we did not specify a network architecture for our surprise detection system. A detailed architecture for this, including connectivity between neuronal populations, requires more experimental evidence. For example, how the difference in reward rates (subtraction) were computed in the network needs to be further explored theoretically and experimentally. One possibility is a network that includes two neural populations (X and Y), each of whose activity is proportional to its synaptic weights. Then one way to perform subtraction between these populations would be to have a readout population that receives an inhibitory projection from one population (X) and an excitatory projection from the other population (Y). The activity of the readout neurons would then reflect the subtraction of signals that are proportional to synaptic weights (Y--X).

Nonetheless, the surprise detection algorithm that we propose was previously hinted by Aston and Cohen ([@bib3]), where they suggested that task-relevant values computed in the anterior cingulate cortex (ACC) and the orbitofrontal cortex (OFC) are somehow integrated on multiple timescales and combined at the locus coeruleus (LC), as they proposed that the phasic and tonic release of norepinephrine (NE) controls the exploitation-exploration tradeoff. Here we showed that this computation can be carried out mainly by synaptic plasticity. We also related our computation to the notions of unexpected and expected uncertainties, which have been suggested to be correlated with NE and Acetylcholine (Ach) release, respectively ([@bib71]). In fact, there is increasing evidence that the activity of ACC relates to the volatility of the environment ([@bib6]) or surprise signal ([@bib23]). Also, there is a large amount of experimental evidence that Ach can enhance synaptic plasticity ([@bib22]; [@bib39]). This could imply that our surprise signal could be expressed as the balance between Ach and NE. On the other hand, in relation to encoding reward history over multiple timescales, it is well known that the phasic activity of dopaminergic neurons reflects a reward prediction error ([@bib57]), while tonic dopamine levels may reflect reward rates ([@bib43]); these signals could also play crucial roles in our multiple timescales of reward integration process. We also note that a similar algorithm for the surprise detection was recently suggested in a reduced Bayesian framework ([@bib69]).

In this paper, we assume that the surprise signals are sent when the incoming reward rate decreases unexpectedly, so that the cascade model synapses can increase the rate of plasticity and reset memory. However, there are other cases where surprise signals could be sent to modify the rates of plasticity. For example, when the incoming reward rate is dramatically increased, surprise signals could enhance the metaplastic transitions so that the memory of recent action values are rapidly consolidated. Also, in response to an unexpected punishment rather than reward, surprise signals could be sent to enhance the metaplastic transitions to achieve a one-shot memory ([@bib56]). Furthermore, the effect of the surprise signal may not be limited to reward-based learning. An unexpected recall of episodic memory could itself also trigger a surprise signal. This may explain some aspects of memory reconsolidation ([@bib56]).

Our model has some limitations. First, we mainly focused on a relatively simple decision making task, where one of the targets is more rewarding than the other and the reward rates for targets change at the same time. In reality, however, it is also possible that reward rates of different targets change independently. In this case it would be preferable to selectively change learning rates for different targets, which might be solved by incorporating an additional mechanism such as synaptic tagging ([@bib9]; [@bib5]). Second, although we assumed that the surprise signal would reset most of the accumulated evidence when reward-harvesting performance deteriorates, in many cases it would be better to keep accumulated evidence, such as to form distinct 'contexts' ([@bib21]; [@bib33]). This would allow subjects to access it later. This type of operation may require further neural populations to be added to the decision making circuit that we studied. In fact, it has been shown that introducing neurons that are randomly connected to neurons in the decision making network can solve context dependent decision-making tasks ([@bib50]; [@bib4]). Those randomly connected neurons were reported in the prefrontal cortex (PFC) as 'mixed-selective' neurons ([@bib49]). It would be interesting to introduce such neuronal populations to our model to study more complex tasks.

Also, distributing memory among different brain areas may also allow flexible access of memory on different timescales, or hierarchical structure of contexts, if the rates of synaptic plasticity are similarly distributed amongst different brain areas, with memory information being transferred from one area to another ([@bib61]). Indeed, it has recently been shown that such a partitioning could also be advantageous general memory performance ([@bib52]), and this could be incorporated with relative ease into our model. One possibility is that the value signals computed by the cascade model synapses with a different range of timescales in distinct brain areas are combined to make decisions, so that the surprise signal is sent to the appropriate brain areas with the targeted rates of plasticity and contexts.

Some of the key features of our model remain to be tested as predictions. One is that the synapses encoding action values in the decision making network should change the level of plasticity itself. In other words, those synapses that reach the boundary of synaptic strength should become more resilient to change. For example, if rewards are given every trial from the same target, the synaptic strength targeting such target would reach the boundary, say after 100 trials. This means that the synaptic strength would remain the same, even after 1000 trials. However, the synapses after 1000 trials should be more resilient to change than synapse after 100 trials. Equally, the synapses that encode overall reward rates, or subject's performance, in a surprise detection system should not make meta-plastic transitions. Thus, studying the nature of synaptic plasticity may allow us to dissociate the functions of circuits.

While we found that our model is robust to parameter changes, the effect of extreme parameter values may give insights into psychiatric and personality disorders. For example, if the threshold of the surprise signal, $h$, is extremely low, the model can become inflexible in the face of changes in the environment. On the other hand, if the threshold is extremely high, the model cannot consolidate the values of actions, leading to unstable behavior. As these sorts of maladaptive behaviors are common across different psychiatric and personality disorders, our model could potentially provide insights into the circuit level dynamics underlying aspects of these disorders ([@bib14]).

Materials and methods {#s4}
=====================

Our model consists of two systems: (1) the decision making network, which makes decisions according the actions values stored in plastic synapses (2) the surprise detection system, which computes expected uncertainties and unexpected uncertainties on multiple timescales to send a surprise signal to the decision making network, when the unexpected uncertainty exceeds the expected uncertainty.

The decision making network with cascade type synapses {#s4-1}
------------------------------------------------------

The decision making network ([@bib59]; [@bib17]; [@bib67]; [@bib26]) is illustrated in [Figure 1A](#fig1){ref-type="fig"}. In this neural circuit, two groups of excitatory neurons (decision populations), each of which is selective to an action of choosing each target stimuli (A or B), receive inputs from sensory neurons on each trial. Each of the excitatory populations are recurrently connected to sustain their activity during each trial. In addition, they inhibit with each other through a inhibitory neuronal population.

As a result of the inhibitory interaction, the firing rate of one population of excitatory neurons become much larger than the other population (winner take all process) ([@bib66]). This is a stable state of this attractor network, and we assume that subject's action is determined by the winning population (selecting A or B).

Soltani and Wang ([@bib59]) showed in simulations of a such network with spiking neurons that the decision of the attractor network is stochastic, but the probability of choosing a particular target can be well fitted by a sigmoid function of the difference between the synaptic input currents $I_{A} - I_{B}$ from the sensory neurons to the action selective populations A and B:$$P_{A} = 1 - P_{B} = \frac{1}{e^{- \frac{I_{A} - I_{B}}{T}} + 1},$$

where $P_{A}$ is the probability of choosing target $A$ and the temperature $T$ is a free parameter determined by the amount of noise in the network.

The afferent currents $I_{A}$ and $I_{B}$ are proportional to the synaptic weights between the input population of neurons and the two decision populations of neurons. The current to a neuron that belongs to the decision of selecting target A can be expressed as:$$I_{A} = \sum\limits_{j = 1}^{N}w_{j}^{A}\nu_{j}$$

where the $\nu_{j}$'s are the firing rates of the $i$-th neuron (of the total of $N$ neurons) in the input population and $w_{j}^{A}$ is the synaptic weight to the population selective to A. An analogous expression holds for the $I_{B}$ and we assume that $N$ is the same for both populations. Assuming that the firing rates of input population is approximately to be uniform $\nu_{j} = \nu$, we can simplify the expression of the current:$$I_{A} = {\sum\limits_{j = 1}^{N}{w_{j}^{A}\nu}} = {\nu N{\langle w\rangle}_{A}}$$

where ${\langle w\rangle}_{A}$ is the average synaptic weight to the population selective to A. Here we can assume ${\nu N} = 1$ without any loss of generality, as we can rescale $T$ as $\left. {{T/\nu}N}\rightarrow T \right.$. Also any overlapping of selectivity or any other noise in those two decision making populations can be incorporated to the temperature parameter $T$ in our model.

Following ([@bib18]), the cascade model of synapses assumes that each synaptic strength is binary -- either depressed or potentiated, with the value of 0 or 1, respectivey. This follows the important constrant of bounded synapses ([@bib2]; [@bib16]), and it has been shown that having intermediate strength between 0 and 1 does not significantly improve model's memory performance ([@bib16]) or decision-making behavior ([@bib26]). In addition, the cascade model of synapses ([@bib18]; [@bib59]; [@bib26]) assumes synapses can take different levels of plasticity. Following ([@bib26]), we assume there are $m$ states in this dimension.

Instead of simulating the dynamics of all individual synapse, it is more convenient to keep track of the distribution of synapses over the synaptic state space:$$\sum\limits_{i = 1}^{m}F_{i}^{A -} + \sum\limits_{i = 1}^{m}F_{i}^{A +} = 1,$$

where $F_{i}^{A -}$ ($F_{i}^{A +}$) is the fraction of synapses occupying the depressed (potentiated) state at the $i$'th level of the plasticity state in the population targeting the action of choosing $A$. The same can be written for the synapses targeting the neural population selective to target B. As we assume that the synaptic strength is 0 for the depressed states and 1 for the potentiated states, the total (normalized) synaptic strength can be expressed as$$\langle w\rangle_{A} = \sum\limits_{i = 1}^{m}F_{i}^{A +}.$$

Again, an analogous relation holds for the synaptic population between the input neurons and the neurons selective to choosing target B.

Hence the action of choosing A or B is determined by the decision making network as:$$P_{A} = \frac{1}{e^{- \frac{\sum\limits_{i = 1}^{m}{(F_{i}^{A +} - \ F_{i}^{B +})}}{T}} + 1}$$

Thus the decision is biased by the synapses occupying the potentiated states, which reflects the memory of past rewards that is updated according to a learning rule. Here we apply the standard activity dependent reward-based learning rule ([@bib17]; [@bib59]; [@bib58]; [@bib26]) to the cascade model. This is schematically shown in [Figure 6](#fig6){ref-type="fig"}. When the network received a reward after choosing target A, the synapses between input population and the action selective population that is targeting the just rewarded action A (note that these neurons have a higher firing rates than the other population) make transitions as following.$$$$

where $\alpha_{r}^{i}$ is the transition probability to modify synaptic strength (between depressed 0 and 1) from the $i$'th level to the first level after rewards, and $p_{r}^{i}$ is the metaplastic transition probability from $i$'th (upper) level to $i + 1$'th (lower) level after a reward. In words, the synapses at depressed states make stochastic transitions to the most plastic potentiated state, while the synapses that were already at potentiated states make stochastic transitions to deeper, or less plastic, states (see [Figure 6](#fig6){ref-type="fig"}).10.7554/eLife.18073.008Figure 6.Learning rules for the cascade model synapses.(**A**) When a chosen action is rewarded, the cascade model synapses between the input neurons and the neurons targetting the chosen action (hence those that with high firing rates) are potentiated with a probability determined by the current synaptic states. For those synapses at one of the depressed states (blue) would increase the strength and go to the most plastic, potentiated, state (red-1), while those at already one of the potentiated sates (red) would undergo metaplastic transitions (transition to deeper states) and become less plastic, unless they are already at the deepest state (in this example, state 3). (**B**) When an action is not rewarded, the cascade model synapses between the input population and the excitatory population targeting the chosen action are depressed with a probability determined by the current state. One can also assume an opposite learning for the synapses targeting the non-chosen action (In this case, we assume that all transition probabilities are scaled with $\gamma$).**DOI:** [http://dx.doi.org/10.7554/eLife.18073.008](10.7554/eLife.18073.008)

For the synapses tarting un-chosen population, we assume the opposite learning:$$$$

where $\gamma < 1$ is the factor determining the probability of chaining states of synapses targeting an unchosen action at a given trial. In words, the synapses at potentiated states make stochastic transitions to the most plastic depressed state, while the synapses that were already at depressed states make stochastic transitions to deeper, or less plastic, states (see [Figure 6](#fig6){ref-type="fig"}).

Similarly, when the network received no reward after choosing target A, synapses change their states as:$$$$

and$$$$

where $\alpha_{nr}^{i}$ is the transition probability from the $i$'th state to the first state in case of no reward, and $p_{nr}^{i}$ is the metaplastic transition probability from $i$'th (upper) level to $i + 1$'th (lower) level after no reward. Unless otherwise noted, in this paper we set $\alpha_{n}^{i} = \alpha_{nr}^{i}\left( = \alpha_{i} \right)$ and $p_{n}^{i} = p_{nr}^{i}\left( = p_{i} \right)$.

In [Figure 5](#fig5){ref-type="fig"}, we also simulating the effect of inter-session-interval (ISI). To do this, we simply assumed that random noisy events drive forgetting during the ISIs. This was simulated simply by letting synapses undergo what we define as forgetting transitions ([Figure 7](#fig7){ref-type="fig"}):$$$$

and$$$$

In [Figure 5](#fig5){ref-type="fig"}, we assume the unit of ISI, $T_{\text{ISI}}$, is 100 repetition of these transitions. We found that our qualitative finding is robust against the setting of threshold value $h$. We did not allow metaplastic (downward) transitions during forgetting, since we focused on the forgetting aspect of ISI, which was sufficient to account for the data ([@bib37]).10.7554/eLife.18073.009Figure 7.Forgetting during inter-session-intervals (ISIs).In our simulations for the spontaneous recovery ([Figure 5](#fig5){ref-type="fig"}), we assumed that, during the ISI, random forgetting takes place in the cascade model synapses as shown on the right. As a result, synapses at more plastic states were more likely to be reset to the top states. This results in forgetting recent contingency but keeping a bias accumulated over a long timescale.**DOI:** [http://dx.doi.org/10.7554/eLife.18073.009](10.7554/eLife.18073.009)

The surprise detection system {#s4-2}
-----------------------------

Here we describe our surprise detection system. We do not intend to specify detailed circuit architecture of the surprise detection system. Rather, we propose a simple computation algorithm that can be partially implementable by well-studied bounded synaptic plasticity. As detailed circuits of a surprise detection system have yet to be shown either theoretically or experimentally, we leave a problem of specifying the architecture of system to future studies.

In summary, this system (1) computes reward rates on different timescales (2) computes expected differences between the reward rates of different timescales (we call this as expected uncertainty) (3) compares the expected uncertainty with the current actual difference between reward rates (we call this unexpected uncertainty) (4) sends a surprise signal to the decision making network, if the unexpected uncertainty exceeds the expected uncertainty. As a result, the system receives an input of a reward or no-reward every trial, and sends an output of surprise or no-surprise to the decision making network.

It has been shown that a population of binary synapses can encode the rate of rewards on a timescale of $\tau = {1/\alpha}$, where $\alpha$ is the rate of synaptic plasticity ([@bib51]; [@bib26]). Here we use this property to monitor reward rates on multiple timescales, by introducing populations of synapses with different rates of plasticity. Since the goal of this system is to monitor incoming reward rates on which the cascade model synapses in the decision making network operates, we assume the total of $m$ populations of synapses, where $m$ is the same as the number of metaplastic states of the cascade model synapses. Accordingly, synapses in population $i$ have the plasticity rate of $\alpha_{r}^{i}$, which is the same rate as the cascade model's transition rate at the $i$'th level. Crucially, we assume these synapses are not meta-plastic. They simply undergo reward-dependent stochastic learning; but importantly, this time they do so independent of a chosen action so that the system can keep track of overall performance.

It is again convenient to keep track of the distribution of synapses in the state space. We write the fraction of synapses at the depressed state is $G_{i}^{-}$, and the fraction of synapses at potentiated state is $G_{i}^{+}$:$$G_{i}^{-} + G_{i}^{+} = 1,$$

Assuming that the synaptic strength is either 0 (depressed) or 1 (potentiated), the total synaptic strength $Z_{i}$ of population $i$ is simply$${Z_{i} = {G_{i}^{+}n}},$$

where $n$ is the total number of synapses. For simplicity, we assume each population has the same number of synapses. While $Z_{i}$ is the value that should be read out by a readout, without a loss of generality, we keep track of the normalized weight $R_{i} = {Z_{i}/n} = G_{i}^{+}$ as the synaptic strength.

The distribution changes according to a simple reward based plasticity rule ([@bib26]). When a network receives a reward,$$$$

which means that the synapses at the depressed state make transitions to the potentiated state with a probability of $\alpha_{r}^{i}$. When the network received no reward, on the other hand,$$$$

which means that the synapses at the potentiated state make transitions to the depressed state with a probability of $\alpha_{nr}^{i}$. The transition rate $\alpha_{nr}^{i}$ is designed to match the transition rate of the cascade model in case of no-reward. (In this paper we set $\alpha_{r}^{i} = \alpha_{nr}^{i}\left( = \alpha^{i} \right)$, as is also the case in the cascade model synapses in the decision making network.) These transitions take place independent of the taken action, and the synaptic strength $v_{i} = {Z_{i}/n} = G_{i}^{+}$ is a low-pass filtered (by bounded synapses) of reward rates on a timescale $\tau_{i} = {1/\alpha^{i}}$.

On each trial, the system also computes the expected uncertainty $u_{i,j}$ of reward rates between different timescales of synaptic populations. Note that for this we focus on the computational algorithm, and we do not specify the architecture of neural circuits responsible for this computation. As detailed circuits of a surprise detection system have yet to be shown either theoretically or experimentally, we leave a problem of specifying the architecture of system to future studies. The system learns the absolute value of the difference between the approximated reward rates $v_{i}$ and $v_{j}$ at a rate of $min{(\alpha^{j},\alpha^{i})}$:$$u_{i,j} = u_{i,j} + min(\alpha^{i},\alpha^{j})\left( |v_{i} - v_{j}| - u_{i,j} \right),$$

where we assume that the learning rate is a smaller rate of plasticity in the two populations. We call $u_{i,j}$ as the expected uncertainty between $i$ and $j$ ([@bib71]), representing the how different the reward rates of different timescales are expected to be. We also call the actual current difference $|{v_{i} - v_{j}}|$ as unexpected uncertainty between $i$ and $j$. Hence the expected uncertainty is the low-pass filtered unexpected uncertainty, both of which dynamically change over trials.

On each trial, the system also compares the expected uncertainty $u_{i,j}$ and unexpected uncertainty $|{v_{i} - v_{j}}|$ for each pair of $i$ and $j$. If the latter significantly exceeds the former, ${|{v_{i} - v_{j}}|} \gg u_{i,j}$, then the system sends an output of a surprise signal to the decision making network. For simplicity, we set the threshold $h$ as $erf(\frac{v_{i} - v_{j}}{\sqrt{2}u_{i,j}}) = h$ when $i > j$, where $erf(.)$ is the error function. Note that the error function is sign sensitive. Thus when $v_{i} > v_{j}$, or when the reward rate is increasing locally in time, surprise signal is not sent if the threshold is set to be $h < 0.5$. This threshold $h$ is a free parameter; but we confirmed that the system is robust over a wide range of $h$.

If a surprise signal is sent, because of the discrepancy between two timescales $i$ and $j$, ${|{v_{i} - v_{j}}|} \gg u_{i,j}$, the decision making network (cascade synapses) increase the rates of plasticity. Importantly this is done only for the levels of synapses that the surprise is detected (the lower levels do not change the rates of plasticity). This allows the decision-making network to keep information on different timescales as long as it is useful. For example, when a surprise was detected between $i$'th and $j$'th levels, we set the cascade model of transition rates$$\alpha^{k}\rightarrow\alpha^{1}$$

for $k \leq j$ of the cascade model synapses. This allows the decision making network to reset the memory and adapt to a new environment. Note that this change of the rate of synopses is only for the cascade model synapses. The synapses in the surprise detection system do not change the rate of plasticity.

[Figure 8](#fig8){ref-type="fig"} illustrates how the whole system of the decision making network and the surprise detection work together. We simulated our model in a two-choice VI schedule task with a total baiting probability of $0.4$. The reward contingency was reversed every 100 trials. The mean synaptic strength of each population $v_{i}$ is shown in [Figure 8D](#fig8){ref-type="fig"}, while each pair was compared separetly in [Figure 8E--G](#fig8){ref-type="fig"}. Surprises were detected mostly between $v_{2}$ and $v_{3}$, or between $v_{1}$ and $v_{3}$, ([Figure 8I](#fig8){ref-type="fig"}), but not between $v_{1}$ and $v_{2}$. This makes sense because the timescale of block change was 100 trial, which is similar to the timescale of $v_{3}$: $1/\alpha_{3} = 25$ trials. Thus the timescale of $v_{2}$ was too short to detect this change: $1/\alpha_{3} = 25$ trials. Thanks to the surprise signals, the cascade model of synapses were able to adapt to the sudden changes in contingency ([Figure 8B,C](#fig8){ref-type="fig"}). As a result, the choice probability also adapt to the environment ([Figure 8A](#fig8){ref-type="fig"}).10.7554/eLife.18073.010Figure 8.How the model works as a whole trial by trial.Our model was simulated on a VI schedule with reward contingency being reversed every 100 trials (between $1:4$ and $4:1$). (**A**) The choice probability (solid line) generated from the decision making network. The dashed line indicates the target probability predicted by the matching law. The model's choice probability nicely follows the ideal target probability. (**B**) The distribution of synaptic strength $F_{i}^{A^{+}}$ of the population targeting choice A. The different colors indicate different level of the depth $i = 1,\, 2,\, 3$ of synaptic states in the cascade model. The sum of these weights give the estimate of the value of choosing A. The shape rises in Blue are due to the surprise signals that were sent roughly every 100 trials due to the block change (see panel [**I**]{.smallcaps}). (**C**) The same for the other synaptic population $F_{i}^{B^{+}}$ targeting choice B. (**D**) The normalized synaptic strength $v_{i}$ in the surprise detection system that integrate reward history on multiple timescales. The numbers for different colors indicate synaptic population $i$, with a fixed rate of plasticity $\alpha_{i}$. (**E**) The comparison of synaptic strengths $v_{i}$ between population 1 and 2. The black is the strength of slower synapses $v_{2}$, while the red is the one of faster synapses $v_{1}$. The gray area schematically indicates the expected uncertainty. (**F**) The comparison between $v_{2}$ and $v_{3}$. (**G**) The comparison between $v_{2}$ and $v_{3}$. (**H**) The presence of a surprise signal (indicated by 1 or 0, detected between $v_{1}$ and $v_{2}$. There is no surprise since the unexpected uncertainty (red) was within the expected uncertainty (see **E**). (**I**) The presence of a surprise signal detected between $v_{1}$ and $v_{3}$, or between $v_{2}$ and $v_{3}$. Surprises were detected after each of sudden change in contingency (every 100 trials), mostly between $v_{2}$ and $v_{3}$ (see **F**,**G**). This surprise signal enhances the synaptic plasticity in cascade model synapses in the decision making circuit that compute the values of actions shown in **B** and **C**. This enables the rapid adaptation in choice probability seen in **A** The network parameters are taken as $\alpha_{i} = {(\frac{1}{5})}^{i}$, $p_{i} = {(\frac{1}{5})}^{i}$, $T = 0.1$, $\gamma = 0$, $m = 10$, $h = 0.01$.**DOI:** [http://dx.doi.org/10.7554/eLife.18073.010](10.7554/eLife.18073.010)

Bayesian model ([@bib6]) {#s4-3}
------------------------

We also compared our model with a previously proposed Bayesian inference model ([@bib6]). Details of the model can be found in [@bib6]; thus, here we briefly summarize the formalism. In this model, the probability $R_{i}^{A}$ of obtaining a reward from target A at time $t = i$ is assumed to change according to the volatility $v_{i}^{A}$.$$p\left( r_{i + 1}^{A}|r_{i}^{A},v_{i}^{A} \right) \sim N\left( r_{i}^{A},V_{i}^{A} \right),$$

where $R_{i}^{A} = {1/\left( {1 + e^{- r_{i}^{A}}} \right)}$, $V_{i}^{A} = e^{v_{i}^{A}}$, and $N{(,)}$ is a Gaussian. Variables are transformed for a computational convenience. The volatility also changes according to the equation:$$p\left( v_{i + 1}^{A}|v_{i}^{A},k^{A} \right) \sim N\left( v_{i + 1}^{A},K^{A} \right),$$

where $K^{A} = e^{k^{A}}$ determines the rate of change in volatility. Using the Bayes rule, the posterior probability of the joint distribution given data $y^{A}$ can be written as$$p\left( r_{i + 1}^{A},v_{i + 1}^{A},k|y_{i + 1}^{A} \right) \propto \ p\left( y_{i + 1}^{A}|r_{i + 1}^{A} \right)\int dr_{i}^{A}p\left( r_{i + 1}^{A}|r_{i}^{A},v_{i + 1}^{A} \right)\int dv_{i}^{A}p\left( r_{i}^{A},v_{i}^{A},k^{A}|y_{i}^{A} \right)p\left( v_{i + 1}^{A}|v_{i}^{A},k^{A} \right).$$

Following ([@bib6]), we performed a numerical integration over grids without assuming an explicit function form of the joint distribution, where at $t = 0$ we assumed a uniform distribution. Inference was performed for each target independently. For simplicity, we assumed that the model's policy follows the matching law on concurrent VI schedule, as it has been shown to be the optimal probabilistic decision policy ([@bib54]; [@bib26]).

All the analysis/simulations in this paper were conducted in the MatLab (MathWorks Inc.), and the Mathematica (Wolfram Research).
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Thank you for resubmitting your work entitled \"Adaptive learning and decision-making under uncertainty by metaplastic synapses guided by a surprise detection system\" for further consideration at *eLife*. Your revised article has been favorably evaluated by Eve Marder as the Senior Editor, a Reviewing Editor, and three reviewers.

The author has performed additional simulations and revised the manuscript extensively. All the referees agreed that the manuscript has greatly improved. However, there are some remaining issues to which we would like to see your response.

1\) The reviewers pointed out that it is unclear whether the author\'s model is biologically plausible as proposed. During discussion, however, the reviewers noted that \"biophysiological plausibility\" is often difficult to define or relative, and that abstract models are often useful. Nevertheless, because the author now emphasizes biological plausibility in order to contrast with existing models (e.g. Bayesian models; Mackintosh; Pearce-Hall), the reviewers thought a little more clarifications or toning down of this point would be required.

We do appreciate that the proposed model is an important step toward a mechanistic investigation of the interesting question; yet, it appears very difficult to implement some of the key components of the model. Specifically, one important proposal is the \"surprise detection system\" which takes the difference between the current and expected uncertainty, with uncertainty defined as the range of fluctuation ([Figure 2G](#fig2){ref-type="fig"}). To compute this, the author proposes to calculate the difference in synaptic weights of two groups. This is a very interesting idea yet it is unclear how a neural circuit computes the difference in synaptic weights. One reviewer thought that precisely computing the difference of synaptic weights is beyond the ability of neural circuits (or \"out of biological constraints\"). We would like you to address this point either by showing how such a computation can be performed or approximated while obeying biological constraints or by simply further de-emphasizing the claim for implementation on specific parts although we note that you already state explicitly that network architecture of the surprise detection system is not specified in the present study, and that the efforts toward biophysical implementation is an important aspect of the present study overall.

2\) Please make sure that you do not say that the model \"implements\" Bayes-optimal solution.

3\) One reviewer suggested two additional considerations (Reviewer 1\'s point \#2 and \#3). Although we do not see these as essential for revision, they might improve the manuscript. So we would like to see your response.

4\) During discussion, all the reviewers agreed that we should not raise the concern of biological plausibility of the cascade model.

Below please find the reviewers\' original comments, which contains additional comments for your reference.

Reviewer \#1:

The author has mostly addressed my comments. Some lingering issues:

1\) I don\'t think it\'s correct to say that the model implements the Bayes-optimal solution. There\'s nothing showing that this is true mathematically. What was shown is that it achieves comparable performance. The discussion should be modified to reflect this.

2\) The model accounts for the findings of Mazur\'s second experiment; can it account for the findings of Mazur\'s first experiment, namely that spontaneous recovery is towards roughly the average of recent sessions? I think it can, which would be a compelling demonstration.

3\) While it is nice to see a further application of the model, this seems like a rather random choice of application. Since the author is emphasizing the neural implementation perspective, what one would really like to see is a simulation of specific neural phenomena. Note that the (small number of) phenomena modeled here are all behavioral results. Are there really no neural data bearing on the neural predictions of the model?

Reviewer \#2:

The manuscript has been significantly improved and also contains new simulation data. I appreciate all these efforts made for improving the clarity of the manuscript. This work shows an interesting idea in computation and will be highly appreciated by computational journals. However, I still doubt whether the model is biologically plausible enough for publication in *eLife*.

The author claims that the model is biologically plausible as it is based on a previously published work of the \"cascade synapse model\". In fact, I doubt the biological plausibility of the cascade model itself even though the cascade model is unique and provides interesting computational functions. The cascade model assumes binary states to avoid unbounded growth of synaptic strength. However, results from various cortical areas have revealed long-tailed or skewed distributions for the strength of cortical synapses (e.g., Song et al., PLoS Biol 2005; Buzsaki and Mizuseki, Nat Rev Neurosci 2014). These results do not seem to be consistent with binary synapses having only a depressed and a potentiated state. Though the long-tailed distributions contain very strong synapses, these synapses only constitute a small fraction of several thousands of synapses a cortical neuron receives, meaning that the fraction of synapses in the potentiated states should be much smaller than that of synapses in the depressed states. However, it is unclear whether the cascade model, or multi-timescale plasticity, also works under such constraint.

Another concern is that there will be a plenty of different ways to implement a surprise detection system. For example, the detection system may be realized within the framework of reinforcement learning as a system that simply monitors the expected amount of instantaneous reward. Though the author claimed that the previous models of surprised detection did not provide much insight into biological implementation (e.g., in the Discussion), so does the present model. This is my honest impression. I feel that the surprise detection system was proposed in this study just to save the specific cascade model.

*Reviewer \#3:*

In the revised paper, several things have been improved.

First, the model by Iigaya is now compared to the Bayesian model by Behrens et al. (2007), and it is shown that the model essentially yields similar results. Second, the model is applied to another type of behavior, and the model can successfully account for this behavior, as well. Third, the method section has been improved and more details to the underpinning of the model have been provided.

In my original review, I had specifically addressed the lack of a clear biophysical implementation of the model. With respect to these points, the author has now more clearly specified the network model, the location of the synapses, and the way they are being modeled. In these respects, I find that the paper has been improved. However, the surprise detection system is still modeled on a purely phenomenological level. This would in principle be fine, except that the author really emphasizes how this model is about a circuit implementation (Marr\'s third level) of the observed behaviors, and I don't find that this is really the case.

In fact, my main problem is not even that the surprise detection system is not explicitly modeled as a circuit/ network. Rather, it is that some of the key computations required -- taking differences of synaptic strength -- seem to rule out *any* halfway realistic circuit computation. How would information about synaptic strength be propagated to reach a location where the subtraction can then be carried out? Apart from wildly speculative ideas, this is not clear to me. The author addressed this by saying that it is left for future work, but the problem is that it looks like this type of computation *cannot* be implemented biophysically. There may be other ways of performing the relevant computations, but the current set of computations really seem to rule out that this could work biophysically.

\[Editors' note: a previous version of this study was rejected after peer review, but the author submitted for reconsideration. The first decision letter after peer review is shown below.\]

Thank you for submitting your work entitled \"Adaptive learning and decision-making under uncertainty by metaplastic synapses guided by a surprise detection system\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, and the evaluation has been overseen by Naoshige Uchida as Reviewing Editor and Eve Marder as the Senior Editor. Our decision has been reached after consultation between the reviewers. Based on these discussions and the individual reviews below, we regret to inform you that your work will not be considered further for publication in *eLife*.

All the reviewers thought that this work addresses an important question of how the brain adjusts its learning rates in the face of changing volatility of the environment. The author introduce a surprise detection system to a \"cascade model\" that was previously proposed by Fusi and colleagues. The manuscript is clearly written although it would benefit from better explanations of modeling (see below). Overall, all the reviewers thought that the idea and the results are promising. On the other hand, the reviewers raised a number of concerns that would require substantial revisions. Addressing these concerns would require a substantial amount of simulations and rewriting. It is *eLife*\'s policy to not invite revisions that require substantial new scientific work. For that reason, we are forced to reject the manuscript in its current form.

The detailed comments from each referee are attached below. After discussion, the referees thought that the following four points are especially important. First, previous work (e.g. Behrens et al. 2007) have addressed a similar question and presented computational models. The author should compare different models and make the novelty of the current model more explicit. Second, this study only addresses one empirical finding and it is unclear whether this model can explain other phenomena. Applying the current model to other data that demonstrated changes in learning rates would be illuminating. Third, it is argued that the current model is biophysically-inspired but some reviewers thought that the model is still very phenomenological, although this argument could be strengthened by further simulations. Fourth, the methods section requires more work to fully explain the model, and the simulation code should be made available.

*Reviewer \#1:*

This paper presents a new computational model of metaplasticity, building on ideas from the cascade model, which allows synapses to rapidly adapt to changing volatility. This is an important question for biological decision-making systems. The article is clearly written and the theory is elegantly simple. However, I have several fundamental concerns that prevent me from recommending this paper for publication.

1\) The model only explains a single empirical finding (adaptation of learning rate to reward volatility). This finding is already explained by a number of other models (for example, see Behrens et al. 2007). So it\'s not clear to me what this new model is adding.

2\) While the model is discussed in terms of synapses, no specific biological evidence is presented that directly supports the assumptions of the model.

3\) There\'s a huge literature on the effects of various experimental manipulations on learning rate. Much of this research was inspired by the seminal models of Mackintosh (1975) and Pearce & Hall (1980). Addressing at least some of this literature is important for demonstrating the explanatory power of the model.

Reviewer \#2:

In this work, Iigaya investigates how organisms can adjust their learning rates to the time scales of a randomly varying and somewhat unpredictable environment. The author studies this problem in the context of models of synaptic plasticity. In these \'cascade\' models, learning operates on many different time scales. Iigaya shows that an organism can rapidly switch to the right time scale if it has access to a \'surprise\' system that detects any changes in an agents\' ability to predict outcomes in the environment. The results are illustrated through various simulations.

Overall, I found the paper quite well written and a pleasure to read. I also think it addresses an interesting and important topic. The only quibble I have is that the model, despite being announced as mechanistic and biophysical, is actually rather phenomenological. It would be nice if the author could find a way to better tie the \'synaptic\' plasticity to the underlying neurobiology. For instance, if I were to run an experimental lab and was really interested in these learning questions, what exactly should I measure to test this theory? I elaborate a bit more on this below.

Comments:

1\) Biophysical realism: Iigaya emphasizes that this is a model of \'synaptic\' plasticity. However, the synapses seem to be considered completely in isolation, and their embedding within a network is only hinted at in words. For instance, no neuron model is specified in the method section, and a (somewhat unspecific) network model is only referenced in the main text. I\'d be completely fine with a learning model on a purely phenomenological level. However, if the author wants to emphasize that this type of learning occurs at the level of synapses, he should make the model more biophysical, e.g., by introducing a specific neuron and network model etc. The biophysical plausibility is particularly stretched in equation (24) which learns \'differences\' between synaptic weights. I am fine with the learning rules per se, but talking about them in terms of networks and synapses seems a stretch. So either really show that this works within a network, or de-emphasize the biophysical interpretation.

2\) One simplification of the whole model seems to be that, if an animal has learnt a particular environment quite well, and synapses are fairly stable with slow plasticity, then a change in environment and the concomitant set of \'surprise signals\' would essentially erase everything that had been learnt, and start things from scratch (at least for all learning rates faster than the detected surprise). The author states that longer time scales could remain stable, but it seems to me that does not exactly solve problem of switching between environments each of which changes on a faster time scale. This kind of context-dependence may be worth discussing.

Reviewer \#3:

Behavioral learning by humans and other animals occurs at multiple timescales. Some years ago, the cascade synapse model successfully modeled the multi-timescale dynamics of synaptic plasticity for decision-making. However, as the overall learning performance gradually shifts to slower timescales in a stationary environment, the cascade synapse model has a difficulty in adapting sudden changes in the environment. To overcome this difficulty, the author proposes a \"surprise\" detection system for decision-making. The basic idea is to compare the reward information stored in plastic synapses on multiple timescales to detect change points in the environment. Since pieces of evidence suggest that such a signal exists in the brain, the idea and results are of potential interest. However, I feel that the current manuscript is not unambiguously written and is hard to follow for readers unfamiliar with the cascade model. Some improvement is necessary.

Major comments:

1\) [Figure 2A and E](#fig2){ref-type="fig"} explains the cascade model and surprise detection system, respectively. While reading the manuscript, I wondered whether the two systems work in harmony or work independently without interactions. Though now I find that the former should be the case, how the two systems interact with one another, or how a surprise signal is informed to the cascade synapses, during decision-making is not perfectly clear to me. Methods also do not clarify my doubt. Please explain more about this point. In Methods, mathematical descriptions also require some revisions. For instance, the definition of *R^B+(-)^* remains unclear in equations. (20-23). Are there also quantities like *R^A+(-)^* as in equations 5-19 of the cascade model? Should the cascade model and surprise detection system have the same depth of multi-timescales? The parameters *α~r~*and *α~nr~* in the r.h.s. of equations 25 and 26 are not defined, and the meaning of these operations is also unclear.

2\) Related to the above point, I want to see in [Figure 2F](#fig2){ref-type="fig"} how multiple state variables in the cascade model and surprise detector simultaneously evolve on multiple timescales during decision-making. Showing synaptic strength only for two timescales in [Figure 2G](#fig2){ref-type="fig"} is not sufficient to understand the entire decision-making system. For example, is a surprise signal detected only at a pair of some timescales or at multiple pairs of different timescales slower than a critical timescale? Does the complex entire system (cascade model + surprise system) always work consistently on all timescales?

3\) Results section, subsection "C. Our model self-tunes the learning rate and captures key experimental findings": The author mentioned that optimal Bayesian model and the proposed model show a similar behavior of the learning rate in each block of trials. Given this information, the readers may wonder what is the advantage of the proposed model over the optimal Bayesian model. Please make comments on this point.

10.7554/eLife.18073.012

Author response

*The author has performed additional simulations and revised the manuscript extensively. All the referees agreed that the manuscript has greatly improved. However, there are some remaining issues to which we would like to see your response.*

*1) The reviewers pointed out that it is unclear whether the author\'s model is biologically plausible as proposed. During discussion, however, the reviewers noted that \"biophysiological plausibility\" is often difficult to define or relative, and that abstract models are often useful. Nevertheless, because the author now emphasizes biological plausibility in order to contrast with existing models (e.g. Bayesian models; Mackintosh; Pearce-Hall), the reviewers thought a little more clarifications or toning down of this point would be required.*

*We do appreciate that the proposed model is an important step toward a mechanistic investigation of the interesting question; yet, it appears very difficult to implement some of the key components of the model. Specifically, one important proposal is the \"surprise detection system\" which takes the difference between the current and expected uncertainty, with uncertainty defined as the range of fluctuation ([Figure 2G](#fig2){ref-type="fig"}). To compute this, the author proposes to calculate the difference in synaptic weights of two groups. This is a very interesting idea yet it is unclear how a neural circuit computes the difference in synaptic weights. One reviewer thought that precisely computing the difference of synaptic weights is beyond the ability of neural circuits (or \"out of biological constraints\"). We would like you to address this point either by showing how such a computation can be performed or approximated while obeying biological constraints or by simply further de-emphasizing the claim for implementation on specific parts although we note that you already state explicitly that network architecture of the surprise detection system is not specified in the present study, and that the efforts toward biophysical implementation is an important aspect of the present study overall.*

Thank you very much for the comments and suggestions. As stated in our original manuscript, we do not intend to propose a network architecture that implements the whole surprise detection algorithm. Specifying the entire architecture will require more experimental evidence and theoretical analysis.

As for the 'subtraction', we agree that it is implausible that the system can read out the synaptic strength per se. We sincerely apologize if this caused the confusion. Now we omitted synaptic strength from the following sentence:

In Materials and Methods, in the subsection \'The surprise detection system\': "As detailed circuits of a surprise detection system have yet to be shown either theoretically or experimentally, we leave a problem of specifying the architecture of system to future studies. The system learns the absolute value of the difference between the synaptic strength approximated reward rates vi and vj at a rate of...".

We believe, however, that the difference of weights between two synaptic populations can be approximated by reading out from relevant neural populations. For example, imagine a network that includes two neural populations (A and B), each of whose activity is proportional to its total synaptic weights. Then one way to perform subtraction between these populations would be to have a readout population that receives an inhibitory projection from one population (A) and an excitatory projection from the other population (B). The activity of the readout neurons would then reflect the subtraction of signals that are proportional to synaptic weights (B -- A). Now we further emphasize the limitation of the model and mention this possibility:

Second paragraph of Discussion: "We should, however, stress again that how our surprise detection system can be implemented should still be determined in the future."

"To fill this gap, we proposed a more biophysically implementable computation which is partially performed by bounded synapses, and we found that our model performs as well as a Bayesian learner model"

"We should, however, note that we did not specify a network architecture for our surprise detection system. \[...\] The activity of the readout neurons would then reflect the subtraction of signals that are proportional to synaptic weights (B -- A)."

2\) Please make sure that you do not say that the model \"implements\" Bayes-optimal solution.

We sincerely apologize for this. We had no intention to claim that our model implemented the Bayes-optimal solution. We corrected our manuscript to avoid such confusions.

*3) One reviewer suggested two additional considerations (Reviewer 1\'s point \#2 and \#3). Although we do not see these as essential for revision, they might improve the manuscript. So we would like to see your response.*

Point \#2:

We appreciate this suggestion. We agree that our model would be consistent with the data that the spontaneous recovery was towards the average of recent sessions. In order to further investigate other aspects of spontaneous recovery, including this one, we plan to conduct a more systematic analysis in future studies. Thank you for the suggestion.

Point \#3:

Thank you again for the suggestion. Unfortunately, experimental studies into the circuit dynamics of adaptive learning rates are very limited (though, some studies are discussed in the Discussion). As a result, it is currently very difficult to test our model in specific neural data. We hope that our study will stimulate further experimental, and computational, studies.

\[Editors' note: the author responses to the first round of peer review follow.\]

*Reviewer \#1:*

*This paper presents a new computational model of metaplasticity, building on ideas from the cascade model, which allows synapses to rapidly adapt to changing volatility. This is an important question for biological decision-making systems. The article is clearly written and the theory is elegantly simple. However, I have several fundamental concerns that prevent me from recommending this paper for publication.*

*1) The model only explains a single empirical finding (adaptation of learning rate to reward volatility). This finding is already explained by a number of other models (for example, see Behrens et al. 2007). So it\'s not clear to me what this new model is adding.*

I'm sorry that it was not clear. We aware that there are models that shows changes in learning rates, including the one by Behrens et al. (2007). However, as we noted above, most computational studies have been limited to Bayesian inference models, which focus on optimal probability interference according to the Bayes law. Those models cannot, by design, specify any biological implementation of such computation. Thus we aimed to provide a more biologically implementable computation in this manuscript, by combining a previously proposed neural circuit model and the cascade model of synaptic plasticity.

We agree that we should compare our model with such optimal computation models. In the current version we simulated Behrens et al. model and compared with our model. We found that our neural model performs as well as the Bayes optimal model. Our results thus now provide a unique insight into how the optimal adaptation of learning rates can be implemented in neural circuits with plastic synapses.

Also, in the current version we account for a different phenomenon with the same model, which is spontaneous recovery of preference.

*2) While the model is discussed in terms of synapses, no specific biological evidence is presented that directly supports the assumptions of the model.*

We apologize that we failed to provide biological supports of the synaptic model. Experiments and computational studies have shown that long time modification of synaptic strengths accounts for memory. It has been recognized, however, that remarkable memory performance of classical memory circuit was based on an assumption of unbounded synaptic weights. Bounding synaptic weights has been shown to create a catastrophic consequence to the memory performance, because synapses 'forget' very quickly by overwriting \[Amit and Fusi, 1995; Fusi and Abbott, 2007\]. However, human memory does not seem to suffer from such a catastrophic forgetting. To account for this, the model of cascade synapse \[Fusi et al., 2005\] has been proposed. This model was based on the biochemical cascades that are ubiquitous in biological systems and, in particular, are associated with synaptic plasticity. Those processes take place over a wide range of timescales. They showed that the model could significantly improve the model's memory maintenance performance.

Adaptive decision-making has been studied in a neural circuit model with binary synapses (Soltani and Wang, 2006; Iigaya and Fusi, 2013). The decision-making network was originally proposed by X-J Wang (2002). It is a biophysically based model because it has an "anatomically plausible architecture in which not only single spiking neurons are described biophysically with a reasonable level of accuracy but also synaptic interactions are calibrated by quantitative neurophysiology (which turned out to be critically important) \[Wang, 2008\]". It has been shown that the circuit model can account for features of experimental data.

However, it has been recognized that the model has a severe limitation due to the simple synaptic model, that is a speed accuracy trade-off of adaptation. To address this issue, we applied the cascade model of synapses to a well-studied decision-making network.

We did not intend to specify detailed circuit architecture of the surprise detection system. Rather, we proposed a simple computation algorithm that can be partially implementable by a simple binary synaptic plasticity.

As detailed circuits of a surprise detection system have yet to be shown either theoretically or experimentally, we leave a problem of specifying the architecture of system to future studies.

*3) There\'s a huge literature on the effects of various experimental manipulations on learning rate. Much of this research was inspired by the seminal models of Mackintosh (1975) and Pearce & Hall (1980). Addressing at least some of this literature is important for demonstrating the explanatory power of the model.*

We apologize that we failed to stress the important past research. We discussed these works and their relationship to our work in our current manuscript:

"We should stress that there have been extensive studies of modulation of learning in conditioning tasks in psychology, inspired by two very influential proposals.\[...\] Since the Pearce-Hall model focused on the algorithmic level of computation while our work focusing on neural implementation level of computation, our work complements the classical model of Pearce and Hall."

We now also applied our model to a phenomenon called spontaneous recovery, and showed that our model can account for the phenomenon. We should however stress that our work is considered to be complementally to both mackintosh and Pearce & Hall models, because those models do not specify neural implementation of the algorithm. It is David Marr's 2nd level, algorithm of computation (Marr, 1982). Our approach is at the third level, the neural implementation of computation.

As Marr stressed, these levels should be studied in parallel.

*Reviewer \#2:*

*In this work, Iigaya investigates how organisms can adjust their learning rates to the time scales of a randomly varying and somewhat unpredictable environment. The author studies this problem in the context of models of synaptic plasticity. In these \'cascade\' models, learning operates on many different time scales. Iigaya shows that an organism can rapidly switch to the right time scale if it has access to a \'surprise\' system that detects any changes in an agents\' ability to predict outcomes in the environment. The results are illustrated through various simulations.*

*Overall, I found the paper quite well written and a pleasure to read. I also think it addresses an interesting and important topic. The only quibble I have is that the model, despite being announced as mechanistic and biophysical, is actually rather phenomenological. It would be nice if the author could find a way to better tie the \'synaptic\' plasticity to the underlying neurobiology. For instance, if I were to run an experimental lab and was really interested in these learning questions, what exactly should I measure to test this theory? I elaborate a bit more on this below.*

*Comments:*

*1) Biophysical realism: Iigaya emphasizes that this is a model of \'synaptic\' plasticity. However, the synapses seem to be considered completely in isolation, and their embedding within a network is only hinted at in words. For instance, no neuron model is specified in the method section, and a (somewhat unspecific) network model is only referenced in the main text. I\'d be completely fine with a learning model on a purely phenomenological level. However, if the author wants to emphasize that this type of learning occurs at the level of synapses, he should make the model more biophysical, e.g., by introducing a specific neuron and network model etc. The biophysical plausibility is particularly stretched in equation (24) which learns \'differences\' between synaptic weights. I am fine with the learning rules per se, but talking about them in terms of networks and synapses seems a stretch. So either really show that this works within a network, or de-emphasize the biophysical interpretation.*

We apologize for this confusion and thank you very much for pointing this out. We now detail this in our new version of manuscript.

The cascade models of synapses are embedded in the X.-J. Wang's decision-making network. In this network, it has been shown previously that the firing rates of neurons that are responsible for making decisions are largely determined by the strengths of synaptic weights. Hence most of our focus was on the strengths of such synapses. This is now explained in more details in the methods section.

As the reviewer pointed out, however, we did not intend to specify the actual architecture of the other system: the surprise detection system.

This is because there is little experimental and theoretical evidence for specifying the architecture. Hence, for the surprise detection system, we proposed a computational algorithm, which can partially be operated on bounded synapses, without specifying the circuits. We agree that the part that the model learns the difference in the synaptic weights is abstract and we had no intention to specify its biological implementation. We apologize that we did not make this clear. We leave a problem of specifying the architecture of system to future studies. We stress this in the current manuscript:

"Note that for this we focus on the computational algorithm, and we do not specify the architecture of neural circuits responsible for this computation. As detailed circuits of a surprise detection system have yet to be shown either theoretically or experimentally, we leave the problem of specifying the architecture of system to future studies."

"To fill this gap, we proposed a more biophysically implementable computation, partially performed by bounded synapses, and we found that our model performs as well as a Bayesian learner model (Behrens et al., 2007). We should, however, note that we did not specify network architecture for our surprise detection system. A detailed architecture for this, including connectivity between neuronal populations, requires more experimental evidence."

*2) One simplification of the whole model seems to be that, if an animal has learnt a particular environment quite well, and synapses are fairly stable with slow plasticity, then a change in environment and the concomitant set of \'surprise signals\' would essentially erase everything that had been learnt, and start things from scratch (at least for all learning rates faster than the detected surprise). The author states that longer time scales could remain stable, but it seems to me that does not exactly solve problem of switching between environments each of which changes on a faster time scale. This kind of context-dependence may be worth discussing.*

Thank you very much for pointing this out. This is indeed a limitation of our model. Our model needs a modification to apply more complex situations (for example, what (Gershman et al., 2010) has addressed). In our current manuscript, we explicitly discussed it:

"Our model has some limitations. First, we mainly focused on a relatively simple decision-making task, where one of the targets is more rewarding than the other and the reward rates for targets change at the same time. \[...\] Those randomly connected neurons were reported in PFC as 'mixed selective' neurons \[50\]. It would be interesting to introduce such neuronal populations to our model to study more complex tasks."

*Reviewer \#3:*

*Behavioral learning by humans and other animals occurs at multiple timescales. Some years ago, the cascade synapse model successfully modeled the multi-timescale dynamics of synaptic plasticity for decision-making. However, as the overall learning performance gradually shifts to slower timescales in a stationary environment, the cascade synapse model has a difficulty in adapting sudden changes in the environment. To overcome this difficulty, the author proposes a \"surprise\" detection system for decision-making. The basic idea is to compare the reward information stored in plastic synapses on multiple timescales to detect change points in the environment. Since pieces of evidence suggest that such a signal exists in the brain, the idea and results are of potential interest. However, I feel that the current manuscript is not unambiguously written and is hard to follow for readers unfamiliar with the cascade model. Some improvement is necessary.*

*Major comments:*

*1) [Figure 2A and E](#fig2){ref-type="fig"} explains the cascade model and surprise detection system, respectively. While reading the manuscript, I wondered whether the two systems work in harmony or work independently without interactions. Though now I find that the former should be the case, how the two systems interact with one another, or how a surprise signal is informed to the cascade synapses, during decision-making is not perfectly clear to me. Methods also do not clarify my doubt. Please explain more about this point. In Methods, mathematical descriptions also require some revisions. For instance, the definition of R\^{B+-} remains unclear in equations. (20-23). Are there also quantities like R\^{A+-} as in equations 5-19 of the cascade model? Should the cascade model and surprise detection system have the same depth of multi-timescales? The parameters α\_{r} and α\_{nr} in the r.h.s. of equations 25 and 26 are not defined, and the meaning of these operations is also unclear.*

Thank you very much for pointing this out. We apologize and we detailed this in the Methods section.

*2) Related to the above point, I want to see in [Figure 2F](#fig2){ref-type="fig"} how multiple state variables in the cascade model and surprise detector simultaneously evolve on multiple timescales during decision-making. Showing synaptic strength only for two timescales in [Figure 2G](#fig2){ref-type="fig"} is not sufficient to understand the entire decision-making system. For example, is a surprise signal detected only at a pair of some timescales or at multiple pairs of different timescales slower than a critical timescale? Does the complex entire system (cascade model + surprise system) always work consistently on all timescales?*

We really appreciate this comment. The whole system is designed to work on all timescales. The cascade model, however, could potentially have a bias to the task relevant time scales. This sometimes leads to a maladaptive behavior when the environment has suddenly changed. To adjust this, the surprise system must operate on all timescales.

It is very important to illustrate how our model works as a whole. We now illustrate this in detail with new [Figure 8](#fig8){ref-type="fig"}, and we extended the Methods section.

*3) Results section, subsection "C. Our model self-tunes the learning rate and captures key experimental findings": The author mentioned that optimal Bayesian model and the proposed model show a similar behavior of the learning rate in each block of trials. Given this information, the readers may wonder what is the advantage of the proposed model over the optimal Bayesian model. Please make comments on this point.*

Thank you very much for pointing this out. As we explained above, we now stress the difference, and conducted an explicit model comparison.
