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Abstract
The modelling of the short rate offers many advantages, with the models explored
in this dissertation all offering closed-form, analytic formulae for bond prices and
for options on bonds. Often, a vital primary condition is for a model to be calibrated
to the initial term structure and to recover the bond prices observed in the market –
that is, to be calibrated to the initial yield curve. Under the two exogenous models
explored in this dissertation, the Hull-White and the CIR++, the effect of increasing
the volatility parameter of the SDE increases the mean of the short rate. Increasing
volatility of an SDE is a common approach to stress testing a model, as such, the
consequences of bumping volatility in a calibrated model is a vital concern.
The Hull-White model and CIR++ model were calibrated to market data, with
the former being able to match the observed cap prices, while the latter failed, dis-
playing an upper bound on cap prices. Investigating this, under CIR++ model,
bond option prices are shown to not be straightforward increasing functions of the
volatility parameter. In fact, for high volatility, bond option prices display an upper
limit before decreasing, thus providing a limit to the level of cap prices too. This
dissertation points to the reason residing in the underlying CIR model from which
the CIR++ is based on, and the manner in which the model is extended.
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Term structure modelling typically involves specifying a model through stochas-
tic differential equations (SDEs) for various points on the instantaneous forward
curve. A particular example of term structure models is short rate models, where
the short rate, the shortest term instantaneous forward rate, is modelled. Through
this, the rest of the term structure of interest rates is specified through the relation-
ship between interest rates and bonds.
In specifying the dynamics of the short rate, there is an emphasis on specifying
a model that reflects reality. Often of vital importance is the need for the initial term
structure of a short rate model to match the one observed in the market. Intuitively,
this is necessary, since bonds, being primary term structure objects should be priced
correctly at the outset. Additionally, specifying dynamics of a short rate model also
imply hedges overtime when the model is used to price options – thus the model
should be calibrated to the instruments that will be used to hedge.
It is by focusing on these aspects that this dissertation serves to explore short
rate models that are calibrated to the initial term structure. The approach taken in
this introduction to follow, is to present core concepts that relate interest rates and
short rate models, briefly alluded to in the preceding paragraphs, and then to focus
on a specific class of models called Affine Term Structure models (ATSMs). It is
within this class of models that the effect of calibrating to an initial yield curve will
be explored. It is this central idea, the calibration effect, that is explored further in
Chapter 2; the effect rests on the observation that increased volatility for models that
take the initial term structure as an input, increases the expectation of future short
rates. With this, models that possess desirable features, that are mentioned in the
introduction, namely the Vasicek, Hull-White, CIR and CIR++ models, are then the
focus of the rest of this dissertation. Chapter 3 serves to calibrate the models used to
market data, attaining values used for simulation. Chapter 4 simulates the Vasicek
and Hull-White models, comparing distributions and option prices, while Chapter
5 does similarly for the CIR and CIR++ models. Finally, Chapter 6 concludes the
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discussion, synthesising the observations made in this dissertation.
1.1 Interest Rates and Term Structure Modelling
The modelling of interest rates is crucial in the pricing of not only fixed income
assets such as bonds, and the associated fixed income derivatives; but also of other
assets due to discounting assets over time (Benninga and Wiener, 1998).
Firstly, to understand the various interest rates involved in modelling, it may
be assumed that there is a continuous term structure of zero-coupon bonds (ZCBs)
with prices at t given by P (t, T ), where T is maturity date. Alternatively, instead of
the assumption of a continuous term structure of bonds, in practice there are only
observations at discrete times, producing finitely many bond prices observed in
the market. These observations may then be used to imply other ZCB prices, via a
bootstrapping procedure. It is this approach that will be taken in this dissertation,
in order to calibrate models to market data.
The ZCBs of different tenors gives rise to different continuous interest rates
which are defined as follows (Filipovic, 2009, Chapter 2):
1. continuously compounded forward rate: R(t;T, S), which relates bond prices
of different tenors to each other by eR(t;T,S)(T−S) = P (t,T )P (t,S) ,
2. instantaneous forward rate: f(t, T ) = limS↓T R(t;T, S) = − ∂∂T logP (t, T ),
3. instantaneous short rate: rt = f(t, t).
Lastly, when observing bond prices, the associated yields with the bonds are
also observed. These yields are inversely proportional to the price of the bond and
are related by P (t, T ) = e−y(t,T )(T−t).
The short rate is related to the bond price via risk-neutral expectation, where
P (t, T ) = EQ[e−
∫ T
t rsds|Ft], (1.1)
which is the time t value of a bond maturing at time T . It follows that at maturity
the value of the T -Bond is P (T, T ) = 1. To be specific, in the above equation, the
time t price of the T -Bond, is equal to the expected value of 1 discounted by the
bank account back to time t, under the Equivalent Martingale Measure (EMM),
Q. Q is also known as the Risk-Neutral Measure (RNM) since the bank account
is used as the discounting asset, or the numeraire. (For the existence of Q, and the
conditions required for this expectation to hold, and a more thorough mathematical
treatment, see Brigo and Mercurio (2007)).
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This dissertation will centre on an approach that models the short rate, rt, which
by the expectation in 1.1 can be related to the prices of bonds, and indeed, of other
payoffs with discounted expectations where the bank account is the numeraire. It
is worth pointing out again something that was alluded to earlier, namely: this
approach to modelling the term structure via the short rate gives access to all the
different rates mentioned above. To be clear, in modelling the short rate, essentially
one models one instantaneous forward rate, that of f(t, t) that then this gives rise to
ZCB prices, and associated yields, as well as the other forward rates of different T .
This is in contrast to another class of models, the focus of which is to model different
points on the instantaneous forward rate curve simultaneously. This modelling of
many instantaneous forward rates is best illustrated by the Heath-Jarrow-Morton
model (Filipovic, 2009).
1.2 Modelling the Short Rate
A short rate model is a model where the instantaneous short rate is specified by a
SDE of the form,
drt = µ(t, rt)dt+ σ(t, rt)dWt,
often first stated under the real world measure P. If modelling under P, values
are needed for the parameters in the drift and diffusion coefficients. It is with the
aforementioned assumption that the time t price of a T -bond is given by a suf-
ficiently smooth function F , P (t, T ) = F (t, rt, T ), i.e. that there is a continuous
term structure of ZCBs, often implied, that one can construct a risk-less portfo-
lio by a weighted composition of two bonds of different maturities, that a Term
Structure PDE, that the function F needs to satisfy, is derived. In an arbitrage-
free market, all bonds have the same market price of risk, λ. This, together with
the Feynman-Kac Theorem then relates this Term Structure PDE to a SDE. That
is, the price of a bond is the expectation of the following function short-rate, i.e.
P (t, T ) = F (t, r(t);T ) = EQλ [e−
∫ T
t rsds|Ft]. The bond market is not necessarily
complete, thus there might exist different risk-neutral measures. However, the
market participants will implicitly determine a λ through bond prices. Hence, in
calibrating to the observed bond prices in the market, one ensures that the SDE
specified is risk-neutral. It is for this reason that in what follows, the SDEs are
all specified under Q, since calibration then ensures the correct pricing under the
risk-neutral measure (Filipovic, 2009).
One of the major advantages of short rate models is that in specifying the SDE
of only one explanatory variable of bond prices, rt, there is a chance that the model
may give rise to analytically tractable forms for both bond prices, and bond option
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prices. For example, if the dynamics of r under Q, gives rise to a tractable condi-
tional distribution at time t of e−
∫ T
t rsds on rt, then bond prices may be able to be
priced analytically. If one cannot deduce the exact distribution, an estimation of
ZCBs numerically via some method, such as Monte Carlo Estimation can then be
used. Typically, these are computationally expensive, and the history of specify-
ing short rate dynamics has focused on the former, specifying dynamics in such a
way that has led to analytically tractable formulas for bonds and other contingent
claims (Brigo and Mercurio, 2007).
1.2.1 Affine Term Structure Models
After the seminal work of Vasicek (1977), which modelled the short rate with a
one-dimensional source of randomness and produced analytic formulas for the
pricing of ZCBs, short rate models were extended in various ways that accommo-
dated different aspects that were desirous. A class of models was later identified
by Duffie and Kan (1996), called Affine Term Structure Models, that grouped some
of the models that arose after Vasicek’s seminal work. The models that came to
be grouped under this class of models all had the main advantage of tractability
and focused on producing analytic formulas for bond prices and options (Piazzesi,
2010). This analytical tractability arose from the conditional expectation of the short
rate at time t on rt, which then simplified the conditional expectation of the bond
pricing formula, Equation 1.1, to an expression only dependent on the current short
rate at time t and not on the future short rates rs, where s ≥ t. Hence, it follows
from the distributional properties of rt that these models are defined by a rela-
tionship between bond prices and short rates that is exponentially affine, i.e., the
following definition exists for these models:
Definition 1.1. A model is said to possess an Affine Term Structure (ATS) if the
term structure has the form P (t, T ) = F (t, r(t);T ), where F has the form:
P (t, T ) = eA(t,T )−B(t,T )rt ,
where, A(t, T ) and B(t, T ) are deterministic functions.
Alternatively, it may be said that the log of the bond prices, logP (t, T ), is an
affine function of the short rate (Filipovic, 2009). This definition reduces the con-
ditional expectation of rt, s ≥ t, seen in 1.1, to a bond price only dependent on the
current value of rt at t.
This definition is expanded upon, and is linked to the specification of the SDE
of the short rate, by the following:
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Proposition 1.2. Models are ATSMs if and only if the drift and variance-squared are
affine functions of the short rate. This is proved by Duffie and Kan (1996) in the paper that
introduces the ATS class of models.
That is, for short rate dynamics:
drt = µ(t, r)dt+ σ(t, r)dWt,
both the drift, and the volatility-squared are also both affine function of the short rate, r and
as such,
µ(t) = α(t)r + β(t),
σ2(t) = γ(t)r + δ(t).
This proposition makes it easier to identify and define affine short rate models,
since it is easier to identify the SDE of the short rate where both the mean and
volatility-squared are affine function of the short rate. It is with the use of the Term
Structure PDE, and the above definition of the ATS models above, that a coupled
system of differential equations are obtained; arising from the fact (1.1) relates bond
prices to deterministic functions A and B. Hence,
Proposition 1.3. assuming that µ and σ are of the affine forms mentioned above, then the
model is an ATSM, where A and B satisfy the following weakly coupled ODE’s:
∂
∂t





A(t, T ) = β(t)B(t, T )− 1
2
δ(t)B2(t, T ),
with initial conditions, A(T, T ) = B(T, T ) = 0 (Björk, 2009).
When the SDE of r is in terms of α, β, γ, δ, the solutions to the ODEs giveA(t, T )
and B(t, T ). However, the solving of these equations is not always trivial, but
provides a key method for finding analytic expressions for bond prices. Another
method, as mentioned before, is the distributional properties of rt that are of in-
terest in the pricing of bonds. An example of this that will be seen later is: when
the instantaneous short rate is Gaussian, it is rather straightforward to calculate
the expected value of a log-normal stochastic variable via the Normal moment-
generating-function (MGF). In short, ATSM have the added advantage of having
the above system of ODEs, which can be seen to be easier to solve to obtain bond
prices, and to price derivatives via dP (t, T ) and change of measure techniques
(Björk, 2009).
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1.3 The Chronology of Single Factor Affine Models
Vasicek (1977) in his seminal paper assumed that the instantaneous spot rate evolved
as an Ornstein-Uhlenbeck process under the real world measure P, with constant
coefficients.
drt = k(θ − rt)dt+ σdWt. (1.2)
This SDE for the short rate accounted for the useful empirical observation of mean
reversion, where θ is the long-term value for the short rate, or the mean-reverting
rate and is used to incorporate a view, or an anticipation of future events. The dis-
tribution of the short rate is Gaussian, which has the benefit of analytic tractability
for bond prices and options on bonds. The rate of mean reversion is k; intuitively,
regarding the drift term, if rt is below θ, the drift term would be positive, pulling
the evolution of the process up towards the mean-reversion level θ by the speed of
reversion, k. If rt is 0 at some time t, the SDE allows the short rate to still rise, or
fall in the future, moving away from 0. Analogously, the interpretation for rt ≥ θ
follows. The possibility of negative instantaneous short rates resulting from the
normal distribution has been seen as a drawback in the development of short rate
models, as it results in can result in an error in pricing particular instruments.
Cox et al. (1985) introduced the square root term in the diffusion coefficient,
overcoming precisely this possibility of negative instantaneous short rates in the
Vasicek model. Addressing that, and still maintaining the property of θ anticipating
future events, the CIR model models the short rate with the following dynamics:
drt = k(θ − rt)dt+ σ
√
rtdWt. (1.3)
The SDE above removed the possibility of negative rates by the introduction of
the square root of rt in the volatility component, provided certain conditions on
the other parameters are met. The Feller condition, 2kθ ≥ σ2, ensures that the
origin is inaccessible, thus the process remains positive since the upward drift will
then outweigh the contribution to the change in rt from the diffusion coefficient –
necessary because of the square root in the above SDE.The parameters k and θ have
a similar interpretation as in the Vasicek model, however of particular importance,
is the effect of the square root of the short rate in the diffusion term; it is this that
results in the variance of interest rates increasing with increasing rates Cox et al.
(1985).
As mentioned before, the strength of these early models rests on tractability and
in pricing of both bonds and options on bonds analytically. The distribution of rt in
the CIR model is non-central Chi-squared. The parameter values for both models
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are decided both by what best matches the initial term structure seen in the market,
inverted from the observed bond prices. It may be argued then, that the empirical
evidence that might be used to specify a particular value – say previous data indi-
cates a high volatility of rates, leading to a high choice of σ, or by using past market
data, a particular mean-reverting parameter θ is apparent, are somewhat offset de-
pending on the use of the model. As mentioned earlier in the necessity to calibrate
to the initial term structure in order to correctly specify an SDE under risk-neutral
dynamics, done implicitly through calibration of parameter values. Consequently,
in the case of the above two models, the unknown parameter values are solved
for by minimising (absolute) difference between the bond prices produced by the
model and ZCBs observed in the market. A minimsation scheme could also be
stipulated on the associated yields, leading to slightly different results.
The two models introduced, the Vasicek and the CIR, are characterised as en-
dogenous term-structure models (Brigo and Mercurio, 2007), which means that the
current term structure of interest rates is computed by the specification of these
models and given as an output – it is considered as endogenous to the model, rather
than as an input. Typically, it is a necessary concern that the initial term structure of
continuously compounded rates that the model produces matches the initial term
structure observed in the market as closely as possible. However, depending on
how the parameters are chosen, typically with this idea of θ reflecting some antici-
pation of future events, σ and k might not be able to match the initial term structure,
typically minimising the difference between the bond prices implied by the model
and that observed in the market, despite the efforts made to minimise the absolute
difference between two. If the initial term structure of the model does not match
that of the observed market’s, all pricing and use of the model for hedging is im-
mediately incorrect. Thus, a natural consequence of this is the demand that models
can fit the observed term structure completely, for pricing and hedging purposes in
particular (Björk, 2009).
Exogenous models arose to meet this need, and it is in these models where the
initial term structure is taken as an input into the model – that is, the initial term
structure is exogenous to the model, hence the name. This is done by introducing
parameters that are of infinite dimension, instead of the scalars seen above. Thus,
by varying the parameter deterministically in the SDE, i.e., by letting it be time de-
pendent, the required system of equations may be solved (Björk, 2009). The models
that are exogenous and possess an ATS follow below.
Ho and Lee (1986) were the first to introduce an exogenous term structure
model, with the Ho-Lee model having the following dynamics,
drt = θ(t)dt+ σdWt.
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However, the lack of a mean reversion term in the above SDE limited its use, as it
lacked the same empirical justification that the Vasicek and CIR models rested on.
As such, Hull and White (1990) extended the Vasicek model by introducing time
varying parameters, giving rise to the Hull-White model, sometimes known as the
Extended Vasicek model. Following from the explanation outlined in Brigo and
Mercurio (2007), focusing on the deterministic extension of only one of the param-
eters, instead of time-varying volatility and mean reversion too, the dynamics of
the short rate are specified as follows:
drt = (b(t)− art)dt+ σdWt, (1.4)
where, a and σ are constants and are chosen to fit a viable volatility structure, and b
is a deterministic function of time, chosen such that it fits the observed initial term
structure of bonds P (0, T ) (Brigo and Mercurio, 2007).
Placing the Hull-White parametrisation in an equivalent form, to compare to
the Vasicek model, manipulation is as follows:
drt = k(θ(t)− rt)dt+ σdWt, (1.5)
where θ(t) = b(t)k , and k = a, a simple substituting to move from the definition
found in Brigo and Mercurio (2007) to a comparable form with Vasicek and models
presented later – the last substitution of k being an aesthetic one.
It is in this model that an ideal observation of the calibration effect might be
most easily identifiable, and it is this effect that this dissertation will seek to ex-
plore. To be more specific with regards to this effect, it is by fitting the initial term
structure with the deterministic parameter specified in the Hull-White model, that
the two other parameters may then be adjusted, effecting the SDE dynamics. This
dissertation then focuses on the effect on short rates when precisely these parame-
ters are changed, in particular when bumping σ in combination with these changes
– the effect of calibrating is thus teased out. It is important to note that the pa-
rameter values that allow this SDE to be specified under Q are motivated precisely
by calibrating to market data of a particular volatility structure. It is by calibrat-
ing to an initial term structure, and manipulating parameter values for the other
’constant’ parameters that the next chapter explores the effect of.
Lastly, how the Vasicek model was extended to the Hull-White model, moving
from endogenous to exogenous, the CIR model may be extended too. If done simi-
larly, then the CIR model would ideally make the θ parameter in Equation 1.3 time
varying. However, as Brigo and Mercurio (2000) explains, this does not give rise
to analytically tractable formulae. Nor does the scenario where all the coefficients
– both k(t), and σ(t) too – are time varying. Numerical solutions are needed for
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these equations to be solved, and Brigo and Mercurio (2000) then reasons that this
model loses the analytical tractability that placed it above log-normal models. As
an alternative, Brigo and Mercurio (2000) introduces the CIR++ model, which cre-
ates an endogenous extension of the CIR model by means of a deterministic shift.
The SDE is specified as:
dxt = k(θ − xt)dt+ σ
√
xtdWt, (1.6)
rt = xt + ϕ
CIR(t), (1.7)
where the deterministic shift function is given by
ϕCIR(t) = fM (0, t)− fCIR(0, t),
fCIR(0, t) =
2kθ(eth − 1)
2h+ (k + h)(eth − 1)
+ x0
4h2eth




k2 + 2σ2, and fM (0, t) is the market observed instantaneous forward
curve.
Note that in this model the process xt is exactly the same as the process speci-
fied in the CIR SDE (1.3). The CIR++ can be understood intuitively as shift in this
random process, such that the model prices the observed ZCBs in the market from
the outset. For a full discussion on the CIR++ model, and how other short rate
models may be extended in a similar manner, Brigo and Mercurio (2000) and Brigo
and Mercurio (2007) provide detailed descriptions of the process of doing just this.
Chapter 2
On the Calibration Effect, Short
Rate Models
The primary aim of this dissertation, as stated in the introduction, is to explore
the calibration of term structure models, and the effects of this calibration. As can
be seen in the above literature review, the Hull-White model is a key starting point
when deducing the effect of the calibration effect in the presence of constant volatil-
ity. The idea behind exploring single-factor models, is to explore the effect of in-
troducing a time deterministic parameter that takes the initial term structure as an
input. It is this that changes the meaning behind the parameters used in the SDE;
no longer is there a mean reversion rate θ, but rather some b(t) that enables exact
calibration to an initial term structure - no longer is it ’mean reverting’ to a rate, but
rather to the time-determistic parameter dependent on the initial yield curve. As
shall be seen, it is with the resulting effect of calibration on the SDE and the future
evolution of the short rate that the effect of changing the other parameters in the
SDE is explored.
As a base case, considering the Vasicek model, and then proceeding in extend-
ing this model to the Hull-White model, an illustration emerges of this effect.
2.1 Motivation for the Calibration Effect
The SDE of the Vasicek Model is defined in 1.2, from which the derivation of con-
ditional expectation and variance of the short rate at some time t is:





It can be seen that this expectation of the future rate is not dependent on the choice
of the σ parameter, the volatility specified in the SDE.
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Unconditionally, this simplifies to





The SDE of the Hull-White model is defined as in 1.4, from which the derivation
of the conditional distribution, following Brigo and Mercurio (2007), at some future
time t has mean and variance





where α(t) = fM (0, t) + σ
2
2k2
(1 − e−kt), and fM (0, t) is the observed instantaneous
forward rate curve that is implied at time 0. This forward rate curve is, in prac-
tice, constructed from bootstrapping the forward curve from observed bond prices,
which will be done in the following chapter.
Unconditionally, this simplifies to








from which it is slightly easier to observe the effects of the changing σ parameter
on the expectation of rt.
Comparing the SDEs and the resulting unconditional means at some future time
of the short rate, the effect of changing the parameters of the SDE on the distribu-
tional properties of the short rate are deduced. In the case of the Vasicek model,
any change in the model parameter σ has no effect on the mean of the short rate.
There is however an increase in the variance; an increase in the value of σ simply
increases the paths that lie on either side of the mean – that is, when generating a
sample of the short rate at t, there will be a greater spread of paths located around
this unchanged mean. Comparatively, in the case of the Hull-White Model, the
mean at some future time of the short rate, is now dependent on the volatility pa-
rameter σ. Here, an increase in the value of σ, increases the value of the mean - that
is, we can think of an increase in σ as increasing the ’trajectory’ of more of these
future paths. It is this observation that is of particular relevance when considering
the effects of changing σ on the values of the corresponding theoretical options on
the short rate, and on corresponding options on bond prices.
The theoretical considerations serve as a motivation for the exploring the effects
of calibration: by extending Vasicek model to allow for the inclusion of the initial
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yield curve as an input parameter, one makes the the conditional expectation of
the short rate dependent on σ, rendering the future expectation of the short rate
dependent on the volatility specified in the SDE.
It is with this that one can consider the effect by creating a ’theoretical’ options
on the short rate. The term theoretical is used, since this is not an option that is
traded in the market, as the payoff would be based on an instantaneous short rate
realisation, a theoretical interest rate in itself. In any case, consider a:
• Call Option on rt, with payoff of (rT −K)+ at T ,
• Put Option on rt, with payoff of (K − rT )+ at T ,
where (·)+ = max(·, 0).
In constructing these options on the observed instantaneous short rate at the
future time T , the effects of changing σ can be deduced. In the case of a call op-
tion on rT , more of the paths will be pulled into the money at the same strike with
increasing σ, since σ will now increase both the mean and the spread of the short
rates about that mean, and so the price of the call will increase. Interestingly, with a
put, more of the paths will be pulled out of the money with the increasing mean as
a result of the increasing σ, and so the price of the put will be expected to decrease
due to this effect. However, increasing this variance, might also have the effect of
increasing the spread about this new mean, and place more paths in the money
for the put too, which would counteract the increasing mean (and for the call, that
increased spread might offset the increase in mean). Hence, in the case of the Hull-
White model, the effect of calibrating to an initial term structure, has a crucial first
consequence – that call options on the instantaneous short rate might increase with
increasing σ since both variance and mean increase, while put options might de-
crease in value with increasing σ depending on the interaction between increased
mean and variance.
This primary comparison with a theoretical short rate option is indeed of in-
tuitive importance, but importantly, needs to be aligned with the pricing of an
option of some practical value. It is with this need that the effect of increasing σ
on bond options is also made. As mentioned before, the ATS class of models, has
the advantage of analytical tractability, and as such, there are closed form solutions
for options on bonds. This then serves as the motivation to explore the effects of
changing the parameter in the Hull-White model. The point of illustrating the intu-
ition using the Vasicek model first, served two purposes. Firstly, it was to establish
the heuristic, or the intuitive assumption that we have from most models – namely,
that increasing σ increases option prices. Secondly, it was to draw attention to how
making one parameter deterministic brings one to the Hull-White SDE, and how
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the effect of changing σ on the short rate is not immediately obvious. The purpose
of the instantaneous short rate option is not necessarily to price the option itself,
but rather through the interpretation of the payoff of these options, to understand
the distributional effects of moving from an endogenous to an exogenous model.
With that brief exposition of the calibration effect on the distributional proper-
ties of rt, an exposition for the CIR and CIR++ models should follow in an analo-
gous manner as to the Vasicek, Hull-White case. That being said, the non-central
chi-squared distribution of the CIR short rate, following from the SDE defined in
1.3, gives the following conditional mean and variance:








where t ≥ s (Cox et al., 1985).
Expressing this unconditionally, again provides an easier and more useful com-
parison








The appropriate comparison with the CIR, is that with the other endogenous
model, the Vasicek model. Firstly, in comparing the expectations of the short rate,
one observes that they are the same under both models. As such, when k → ∞,
the expectation of rt tends to θ, as one would expect; the higher mean reversion
rate overcoming the effects of the diffusion term. When k → 0, E[rt|rs] → rs, the
current interest rate, as a value of k = 0 would ensure that the drift term contributes
nothing.
Secondly, in comparing the variances of the short rate, these expressions are
not equal. However, considering the same case when k → ∞, under both models,
V[rt] → 0. Comparatively, when k → 0, a slightly closer inspection is required
using l’Hôpital’s rule to evaluate these limits of indeterminate form.
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where the second equality followed by applying l’Hôpital’s rule, and the last line
by applying the limit. Comparing both expression, the presence of rs, the current
short rate, in the variance of the CIR follows from the diffusion coefficient in the
SDE.
While comparison by placing parameter values in both expressions might be a
more thorough way of comparing the two, some further intuition can be gleaned
from a similar reasoning mentioned above, regarding the presence of the square
root of rt in the diffusion coefficient in 1.3: since rt is an instantaneous short rate,
and is typically less than 1, the square root of it, while making it slightly larger, will
still decrease the variance of the path generated for an equivalent value of σ, if that
same σ is used in the Vasicek model. This is clearly seen in the comparison between
the variances above, when k →∞, all else equal that is, one would expect the short
rate at time t to have a lower variance in the CIR model, than the Vasicek model.
The CIR++ model, as mentioned before, is a deterministic shifted CIR model.
The mean of the rt under the of the CIR++ model is then simply that of the the CIR
model, shifted upwards by the function ϕCIR, since this function is increasing in




The short rate models that were introduced in the brief literature review, and fol-
lowed by observations of their distributional properties, are now explored with
changing σ. Alluded to before, an intuition was established to indicate that the
’value’ of σ is not the same under both models. Calibration then to the market can
be seen in this dissertation as an attempt to find the analogous parameters for each
model, in order to observe the effect of changing σ.
Calibration to the market, is also an attempt to ’recover’ an equivalent martin-
gale measure, in particular, the risk-neutral measure. As mentioned before, this
measure is not necessarily unique and by calibrating to the market, recovery of the
one the market participants collectively imply through price making is possible,
allowing the SDEs to be specified under Q. The aim of this section is to calibrate
model parameters k and σ for the Hull-White and CIR++. The parameter values
found for the Hull-White and for the CIR++ model, are then passed down to the
Vasicek and CIR models respectively. The reason for this, and also for not calibrat-
ing the other parameters, θ and x0, is that the former is an anticipation of future
events, and an observation of current interest rate r0 for the latter. As such, one
would set θ to be the longest term yield observed from bootstrapped market data,
and set x0 to r0.
3.1 Bootstrapping the Initial Yield Curve
Both the Hull-White model, and the CIR++ model, take the initial yield curve as an
input, thus both need the observed instantaneous forward rate as an initial input
into the model before calibration is possible. The observed instantaneous forward
rate needs to be taken from observed market data. The market data in question
here, is that of Euro 6-month Curve Structure on the 29 July, 2015. Here, the 6-
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month Euribor is the shortest instrument quoted, followed by the 6x12 FRA, 12x18
FRA, and then semi-annual swaps from a maturity of 2 out to 10 years.
The bootstrapping procedure, of which there are many alternative approaches,
followed in this dissertation was to simply recover the discount factor associated
with the desposit rate and the FRAs, and then to assume a constant multiplica-
tive factor between the implied ZCBs for each of the maturities after 2 years – this
means, when considering the discount factors, or ZCBs, at t = 2, Z2.5 = x2 × Z2,
and Z3 = x2 × Z2.5, or equivalently, Z3 = x22 × Z2.
Once the discount factors are calculated in this sequential procedure, boot-
strapped that is, from the curve structure, then continuously compounded and
instantaneous forward rates are calculated.
A brief description of the instruments used in bootstrapping is useful. Firstly,
the shortest term deposit rate, is simply a quote of the simple rate at which one may
deposit money today, earning the associated interest in 6 months’ time. Secondly, a
Forward-Rate Agreement (FRA), agrees on a fixed interest rate for a specific period
in the future. In the case of the first FRA, a 6x12, this means that the rate the market
trades at today is an agreement for that simple rate of interest to apply between 6
and 12 months – what this contract in essence allows, is for the holder to trade an
unknown variable interest rate that will only become know at some future time,
for a fixed interest rate that can be ’locked-in’, or fixed, today. Finally, an Interest
Rate Swap, or Swap, is a generalisation of the FRA, most intuitively thought of as
a sum of adjacent FRAs traded at one particular rate. Here, there are reset days, at
which fixed and variable interest rate payments are exchanged. For a full treatment
of the relevant pricing formula, see Chapter 1 of Brigo and Mercurio (2007), which
features a more thorough yet still concise introduction.
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The market data consists of the traded instrument and the associated market
rates at which they trade. The discount factors are then calculated, and interpolated
on, giving rise to the following bootstrapped data set:
t Instrument Market Rate Z(0, t) x i r(0, t) f(0, t)
0 - - 1.00000 - - 0.000480
0.5 6-month Euribor 0.0004800 0.99976 - 0.000480 0.000480
1 6x12 FRA 0.0006000 0.99946 - 0.000540 0.000600
1.5 12x18 FRA 0.0010500 0.99894 - 0.000710 0.001050
2 2yr Swap 0.0009850 0.99803 - 0.000985 0.001811
2.5 - 0.99640 0.99836 0.001445 0.003283
3 3yr Swap 0.0017500 0.99476 - 0.001751 0.003283
3.5 - 0.99166 0.996884 0.002393 0.006242
4 4yr Swap 0.0028689 0.98857 - 0.002874 0.006242
4.5 - 0.98385 0.995228 0.003617 0.009567
5 5yr Swap 0.0041974 0.97916 - 0.004212 0.009567
5.5 - 0.97301 0.993717 0.004975 0.012605
6 6yr Swap 0.0055780 0.96689 - 0.005611 0.012605
6.5 - 0.95944 0.992295 0.006370 0.015471
7 7yr Swap 0.0069583 0.95205 - 0.007020 0.015471
7.5 - 0.94359 0.991113 0.007742 0.017854
8 8yr Swap 0.0082750 0.93520 - 0.008374 0.017854
8.5 - 0.92611 0.990275 0.009031 0.019545
9 9yr Swap 0.0094719 0.91710 - 0.009615 0.019545
9.5 - 0.90782 0.989876 0.010180 0.020351
10 10yr Swap 0.0104993 0.89863 - 0.010689 0.020351
Tab. 3.1: Bootstrapped initial yield curve – Euro 6-month curve structure
where, f(0, 0) = f(0, 0.5). That is, the initial short rate r0 = f(0, 0) is set to
equal the yield on the shortest instrument, the 6-month deposit. Furthermore, θ =
0.010499253, the longest term rate.
Rates, or yields, can be calculated from the discount factor by the one-to-one
relationship between bond prices and yields leading to
Z(0, t) = e−r(0,t)(t−0).
Instantaneous forward rates are calculated from the discount factors by relating
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each successive discount factor to each other as follows,







where the last line follows by assuming an equal continuous instantaneous forward
rate seen from t = 0, between each interval [ti, ti+1],∀i.
In plotting the ZCB prices, and the implied initial instantaneous forward rates,
the following are observed:
Fig. 3.1: Bootstrapped Rates from Market Data.
3.2 Calibration to the Initial Yield Curve and Volatility
Structure
The cap market prices provide information for a volatility structure, to which cal-
ibration is done. This is to find k, σ for both the Hull-White and CIR++ models.
The market quotes these cap prices in the form of an implied vol, which is the vol
parameter that will relate Black’s price to the price of the cap quoted in the market
– it is market practice to quote the price of a cap via the implied vol.
In calculating a cap price, Black’s formula is applied to the individual caplets
that make up the cap. Again, Brigo and Mercurio (2007) can be used to find Black’s
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formula for calculating the price of a cap from the implied volatility. Following
this, the cap prices are quoted in the table below.










Tab. 3.2: Market cap implied vol, and implied cap price
It is with the cap prices that the parameters for k, σ can be found that minimises
the absolute difference between the market cap prices and the relevant model cap
prices for the term structure of caps. Formula for pricing caps under the Hull-White
and CIR++ models can be found in Brigo and Mercurio (2007) Chapter 3. Following
the minimisation, the following parameters for each model where found to best





Tab. 3.3: Calibration procedure: parameter values
where, a *CIR++ refers to a calibration where the Feller condition, 2kθ ≥ σ2,
was relaxed, and CIR++ was where this condition was enforced. The sum of the
absolute difference between the cap prices produced by the models, and that of the
market are found in the table below:




As can be seen, in the table above and more explicitly in the table to follow, the
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Hull-White model is roughly able to match the cap prices observed in the market
and performs far better than the CIR++ model. Naturally, finding two parameters
while trying to match 9 cap prices will rarely provide a perfect fit across the entire
term structure.










Tab. 3.4: Calibration procedure: Hull-White cap prices
For the CIR++ model, enforcing the Feller condition, results in cap prices that
simply do not match that of the market – calibration has failed in this case. In
relaxing the Feller condition, here too, the CIR++ model seems unable to produce
cap prices as high as the market – this issue will be explored in Chapter 5.
Cap Maturity Market Cap Price *CIR++ Cap Price CIR++ Cap Price
2 0.00171507669463000 0.00396809994771242 0.00270374264266211
3 0.00467348373391000 0.00835040994297384 0.00560280936300939
4 0.00873336358060300 0.0134774542393617 0.00914268080163767
5 0.0151157296221760 0.0190640223843363 0.0133476594864128
6 0.0229727536860400 0.0250732315963645 0.0181306361203770
7 0.0320342054191050 0.0320342053957091 0.0234687940134150
8 0.0427992035588840 0.0389274522154714 0.0291018671115293
9 0.0540858776267340 0.0459473460915975 0.0346751979840594
10 0.0649350131635850 0.0522021102292349 0.0398341570733051
Tab. 3.5: Calibration procedure: CIR++ cap prices
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3.3 Simulation Specifics
3.3.1 Model Simulation
In the case of the Vasicek model, the SDE (1.2) may be integrated to give the expres-
sion,
rt = rse




where s ≤ t (Brigo and Mercurio, 2007). The last term can be deduced to be nor-
mally distributed, as the integrand is deterministic. The integral is thus normally
distributed with mean zero via the martingale property, and the variance is de-
duced via Ito isometry. As such, a discretisation may then be obtained replacing
the last expression with a normal random variable. Hence, letting ∆t = ti+1 − ti,
this gives
rti+1 = rtie





where Z ∼ N(0, 1). In this expression, the first two terms are the conditional mean,
seen in (2.1), added to the random component of the last term that generates the
required conditional variance, seen in (2.2). This algorithm is an exact simulation
of the stochastic process, i.e., it produces precisely the distribution of the Vasicek
process at each interval time ti. Alternatively, a slightly simpler Euler scheme might
be used to generate the Vasicek short rate. This Euler discretisation is expressed
analogously as
rti+1 = rti + k(θ − rti)∆t+ σ
√
∆tZi,
which has some discretisation error, but since the expression itself is normal, the
distribution of the short rate should closely follow the true distribution even over
wider intervals. This Euler discretisation has been used to provide another valida-
tion step in the implementation of code in this dissertation (Glasserman, 2013).
In the case of the Hull-White model, an expression of rt dependent on rs is:
rt = rse




where α(t) is defined as in Equation 2.3. As such, paths of the instantaneous short
rate may be generated by relating the short rate at some time ti to ti−1:
rti = rti−1e




Proceeding in the same manner as above, replacing the Ito integral with a normal
random variable, the following expression is used in the code to simulate sample
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paths of the Hull-White short rate:
rti = rti−1e





where Z ∼ N(0, 1). An Euler expression may be similarly derived as in the case of
the Vasicek, but the need to deterministically define b(t) at each t makes this Euler
expression slightly more complicated to use than the above expression. Since the
former is exact and easier, it is favoured.
For the CIR Model, an Euler discretisation is used. Since the Euler discretisation
is normal conditional on the previous of short rate, it only approximates the short
rate, which, as mentioned, has a non-central chi-squared distribution. An Euler
discretisation of the CIR process is complicated by the presence of the square root
of the short rate in the SDE (1.3). If the process rt goes negative at some point in
the simulation, then the square root will be non-real. In order to avoid taking the
square root of a negative number, there are a handful of schemes that may be used
to discretise the CIR process. Lord et al. (2010) discuss these various methods of
discretely simulating a CIR process, doing so in the context of stochastic volatil-
ity models. Lord et al. (2010) show that the ’full truncation’ method has the best
convergence properties among the various possible alternatives.
Applying the full truncation to the CIR process gives the following discretisa-
tion scheme:





rti+1 = max(rtemp, 0).
A discussion of the Feller condition, how the different schemes approximate the
CIR process, and the effects on pricing is not within the scope of this dissertation,
and relevant information is perhaps best found first in Cox et al. (1985) and Brigo
and Mercurio (2000), and Lord et al. (2010).
The CIR++ model follows an identical simulation as that of the CIR process.
This can be seen in the SDE, (1.7) where xt in the CIR++ is the same stochastic pro-
cess as rt in the CIR model. It is the function ϕ that shifts the CIR paths to that of
the CIR++, in order to match the initial yield curve. A point worth returning to,
is that an Euler scheme used to generate the CIR stochastic process, not only has a
discretisation error which is also found in an Euler discretisation of the Vasicek and
Hull-White processes, but also that of a ’mismatch’ between distributions. As such,
the discretisation time steps need to be finer, or fine enough at least, to approxi-
mate the true distribution. Hence, in discretising the CIR process, and similarly the
CIR++ process, a time step of ∆T10 is used. That is, if the time step of the normally
distributed models of Vasicek and Hull-White were that of the 6-month time-step
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given by the market data, i.e, ∆t = 0.5, half a year, then the CIR discretisation
subdivides each year into 20 time steps.
3.3.2 Random Variable Calculation
The consideration of theoretical options briefly alluded to earlier, that of these in-
stantaneous short rate options, have the following payoffs:
• Call option on rt, with payoff of (rT −K)+ at T ,
• Put option on rt, with payoff of (K − rT )+ at T .
Thus, in order to calculate a price at t = 0, a discounted expectation is needed.
Since the bank account which acts as the numeraire under risk-neutral expectation,
is itself a stochastic process, both the payoff and the discounting numeraire depend
on the SDE specified. Thus in pricing this option, the discounted payoffs are:
• c0 = EQ[e−
∫ T
0 rsds(rT −K)+],
• p0 = EQ[e−
∫ T
0 rsds(K − rT )+].
In using a Monte-Carlo estimation, there is then a need to calculateZT = e−
∫ T
0 rsds
for each path at some time T . Observing that in calibrating a model, and moving
from an endogenous to an exogenous model, there is an increase in the mean of the
short rates, there will be a resulting effect on the discount factor Zt too. This is a
key point for further exploration in this dissertation, and something that will be re-
turned to. To be specific, as the ’trajectory’ of short rate paths increase, it is expected
that
∫ T
0 rsds will increase, and thus −
∫ T





Hence, in the case of the call option on the instantaneous short rate, there is an
interplay between the pull upwards of the paths by the increased mean, the wider
spread about that mean by the increased variance, and the effect of the discount
factor. Similarly, the effect on the put option is that the increased mean will pull
more paths out of the money, decreasing the put value. The increased spread or
variance about this mean might place more paths in the money, and further in the
money too, increasing the value of the put. The effect on the discount factor will
also be path specific, and an accumulation of the trajectory of the short rate. In
general, the increased mean would be expected to decrease the value of Zt, but as
mentioned, the spread of the short rates due to increased σ might increase the value
of Zt depending on the model. It is this that will be returned to when distributions
of these random variables are explored.
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3.3.3 On the Simulation of Yt
Letting Yt =
∫ t
0 rsds, to represent the integral of the simulated short rate path shows
that Yt is clearly dependent on the path of the short rate over the period [0, t]. An
approach in simulating the Vasicek short rate is to jointly simulate rt and Yt, avoid-
ing the need for a discretisation method and the introduction of another source of
error. This is done through finding an analytic expression for the correlation be-
tween rt and Yt, allowing joint simulation. This approach to the Vasicek model is
taken in Glasserman (2013).
In the Hull-White model and in the CIR models, the analytic approach that is
taken in the Vasicek case, is more cumbersome and closed form expressions for the
correlation not found. Thus an approximation is used – a trapezoidal quadrature
scheme is then used to calculate Yt, which is an improvement over simple quadra-
ture. Naturally, this introduces a discretisation error, which if necessary to quantify
or observe, can be deduced by comparing the mean of the Yt simulated with that of
the theoretical mean. For the theoretical distribution of Yt in the Hull-White model,
Brigo and Mercurio (2007) can be consulted.








Now that the random variable Yt has been defined and an approximation scheme
for it has been stipulated, the summation above can be used to see that the intuition
of Yt as the sum of the short rate values over the path taken is useful in thinking of
the effect of changing σ. In the case of the Vasicek model, since σ does not change
the mean of rt, then the mean of Yt will remain unchanged. Naturally, increased
variance of rt will also increase that of Yt. For the Hull-White model, as the mean,
and indeed the entire normal distribution of rt shifts towards the right ∀t ∈ [0, t],
Yt being the sum of these thus shifts rightwards, and further rightwards for higher
values of σ.
3.3.4 Jensen’s Inequality and Zt
In defining the discount factor, asZt = e−Yt for each path, an important relationship
is the following:
E[Zt] = E[e−Yt ] = E[e−
∫ t
0 rsds] = P (0, t).
That is, the mean of Zt gives the price of a ZCB maturity at t, P (0, t). This mean
could be estimated using a Monte-Carlo estimate (MCE), essentially an average
over simulated realised paths of the short rate.
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Of particular relevance to the consideration of changing σ and the effects on Yt
and subsequently on Zt, is Jensen’s inequality.
Definition 3.1. Jensen’s Inequality states that if g is a convex function, then in a
probabilistic sense:
g(E[X]) ≤ E[g(X)],
where X is a random variable and E[X] exists.
In the specific case, where g(x) = e−x. Then,
e−E[Yt] ≤ E[Zt] = E[e−Yt ] = P (0, t).
It is the convex relationship between Yt and Zt that leads to the observation
that as σ increases, if E[Yt] increases, then e−E[Yt] decreases but in such a way that
this decrease is always more than the resulting effect on E[Zt] = P (0, t). It is this
relationship that will now be explored in the simulation and comparison of the
factors mentioned here between the various models.
3.3.5 A Redefined Motivation
The observation mentioned before, that in considering a theoretical put option on
the short rate and in increasing σ, firstly, there is an increase in mean and an in-
crease in average trajectory of paths, pulling more paths upwards and out of the
money. Secondly, there is also an increase in variance of these paths, placing more
paths further in the money and out the money. These two effects influence the pay-
off. As has just been explored, another variable impacted is the discount factor,
changing with σ too.
The effects deduced in considering a theoretical short rate option, can then be
applied to options on bonds. Since all the models considered here are ATSM, there
is the convenient inverse relationship between the short rate, rt, and the bond price
P (t, T ) as seen in 1.1. With this inverse relationship, as rates increase, bond prices
fall. Thus, increasing rates by increasing the σ would lower bond prices. Con-
sidering an option on a bond, lower bond prices as a result of increasing σ will
then decrease the value of a call option on a bond – as this would pull more bond
prices out of the money. It is the resulting effects under the Vasicek model and the




The previous chapter explored the need and the method used for calibration to
market data. The results of the calibration procedure indicated that the Hull-White
model was capable of matching the market price of caps. It is the parameters of this
calibration that are used in the Hull-White model to compare distributions of the
variables mentioned at the end of the last chapter, namely that of rt, Yt and Zt. The
Vasicek model, if calibrated, would need to be calibrated to the bond prices or the
initial term structure, and not that of the caps priced. Consequently, this difference
in calibration might suggest a lack of comparison between the two. In light of
this, the approach used in the simulation to follow is to leave the Vasicek model
uncalibrated to the market data, and instead, to pass down the calibrated Hull-
White model parameters. This approach is intended to highlight the distributional
effects of changing σ in a calibrated model, and to compare with the effects in an
uncalibrated model for those same values of σ.
4.1 Simulation of Short Rates
In simulating short rates, it is desirous to have various checks to validate the sim-
ulation and the coding behind the simulation. In the Vasicek and the Hull-White
models paths may be simulated with an exact simulation and an Euler scheme men-
tioned in Chapter 3, providing said check. Furthermore, comparison with theoret-
ical means and variances of the short rate, of bond prices, and finally with closed-
form, analytic bond option prices are all methods used to validate the simulation.
A few of these results will be used in this section, not only to validate the approach
but also to provide a numerical perspective that serves in comparing the Vasicek
and Hull-White models in the face of changing σ.
The first point of comparison is that of the prices of ZCBs. Recalling thatP (0, t) =
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E[Zt] = E[e−Yt ], finding a Monte-Carlo estimate of the bond price at some time
point t produces the price of a t-ZCB. In the Vasicek model, an endogenous model
which is not calibrated to the initial yield curve, one would expect the Vasicek
model to not match the market P (0, t). In fact, even if the Vasicek model was
calibrated to the yield curve initially, and could recover the bond prices for some
value of σ, then changing σ would ’uncalibrate’ it and produce different initial
bond prices. That insight points to the advantages of exogenous models; if the
term structure is an initial input, then changing the value of ’free’ parameters has
no impact on the recovery of initial bond prices, but would impact the volatility
structure that it was calibrated to. This may be desirous, if considering a change
in σ as a ’stress test’ under which prices of caps are higher than that traded in the
market. Consequently, in the Hull-White model, it is expected that the initial yield
curve will be matched exactly, recovering the observed ZCB when σ is changed.
This observation is explored numerically in the first table below:
σ 2σ 5σ
0.006656 0.013312 0.033280
Vasicek 0.997296 1.000153 1.004301
Hull-White 0.981385 0.981558 0.981228
Tab. 4.1: MCE of P (0, t), where t = 5.
The time horizon is five years, where the bootstrapped discount factor, or equiv-
alently, the market price of a ZCB is 0.979158519. With some error, perhaps result-
ing from discretisation and the calculation of Yt as well as a potential Monte-Carlo
sample size error – a sample of n = 100000 simulations has been used for all mean
estimation and n = 50000 for the latter histogram plotting – it can be seen that the
Hull-White ZCB price is unchanged, while the Vasicek ZCB price increases with
increasing σ.
The reasons as to why this occurs, and linking the underlying intuition to the
fact that the Hull-White model is calibrated, is now explored at a later time step,
t = 10. The simple motivation behind using the last time step, t = 10, is that when
increasing the σ parameter of the diffusion coefficient of an SDE, there is a more
pronounced effect on the shifted mean of the Hull-White model at later time steps
– this allows for differences in the distribution of the variables considered to be
more easily seen in the corresponding histograms. Furthermore, in the choice of
k, σ from calibration, the relatively low value of k, results in the effects of changing
σ being more pronounced at later time steps. If k was higher, then there would
be more time for the short rate to pull back towards θ in the Vasicek case, and the
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deterministic value of rt in the Hull-White that matches the initial yield curve. The
effect of k on these models are explored in the limit in Chapter 2.
The following two tables show the estimation of this ZCB price, and the factors
contributing to it, with changing σ under the two models. At time t = 10, the
bootstrapped discount factor, or ZCB price, is 0.898626737.
σ 2σ 5σ
0.006656 0.013312 0.033280
E[rt] 0.001459 0.001429 0.001563
E[Yt] 0.009811 0.009319 0.009983
exp(−E[Yt]) 0.990237 0.990725 0.990066
E[Zt] = E[exp(−Yt)] 0.997087 1.018461 1.176017
Tab. 4.2: Vasicek MCE, where t = 10.
σ 2σ 5σ
0.006656 0.013312 0.033280
E[rt] 0.022411 0.028424 0.070863
E[Yt] 0.109072 0.129235 0.274478
exp(−E[Yt]) 0.896666 0.878768 0.759969
E[Zt] = E[exp(−Yt)] 0.90284 0.903254 0.901988
Tab. 4.3: Hull-White MCE, where t = 10.
A particularly useful comparison is to be found between the two tables above
– one that centers on Jensen’s inequality (3.1). In the first table, the Vasick MCEs
indicate that when increasing σ, the mean of rt is roughly unchanged, given some
estimation error. As is to be seen in Figure 4.1, there is an increased variance of
rt. Both the unchanged mean and increased variance carry over to Yt, since Yt can
simply be thought of as the sum of all rt and an accumulation of this increased vari-
ance over the path – this is seen in Figure 4.3. The unchanged value of E[Yt], when
passed through the convex function, shows that e−E[Yt] will remain unchanged.
However, in applying Jensen’s inequality, e−E[Yt] ≤ E[Zt] must hold. And as can
be seen for the Vasicek model, the increase in σ affects the right hand side (RHS)
of that inequality, increasing the value of E[Zt] = P (0, t). The effects of changing σ
on the distribution of rt, Yt and Zt can correspondingly be found in the figures to
follow.
Comparatively, in the Hull-White model, being calibrated to the term structure,
means that the recovery of, or the matching of, the ZCB prices should be preserved
under changing σ. This is seen in Table 4.3. Proceeding in a similar manner of
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comparison, it can be seen that the mean of rt increases with changing σ along with
increased variance, seen in Figure 4.2. Similarly, this additive effect, is present in the
increased mean of Yt, seen in Figure 4.4. The increased expectation of Yt, decreases
the value of e−E[Yt]. Again, applying Jensen’s inequality, the convex relationship
between the two infers that e−E[Yt] ≤ E[Zt] must hold. Now, it is observed that the
left hand side (LHS) of the inequality decreases, with the RHS remaining constant,
leaving E[Zt] to match the value of P (0, t) bootstrapped.
4.2 Histograms of Distributions - changing σ
Fig. 4.1: Vasicek: Distribution of rt Fig. 4.2: Hull-White: Distribution of rt
Fig. 4.3: Vasicek: Distribution of Yt Fig. 4.4: Hull-White: Distribution of Yt
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Fig. 4.5: Vasicek: Distribution of Zt Fig. 4.6: Hull-White: Distribution of Zt
Regarding the above histograms, of particular interest is the impact on Zt. Since
both rt and Yt are normally distributed under both Vasicek and Hull-White mod-
els, Zt is lognormally distributed. As Zt = e−Yt , all positive Yt will push Zt toward
0, this is more prevalent in the Hull-White model as the increased mean with chang-
ing σ increases rt and avoids the negative short rates seen in the Vasick model, thus
placing more Zt closer to 0. In the Vasicek model, the greater possibility of negative
short rates, when accumulated into Yt, results in realisations of Zt that are positive,
and indeed, may be greater than 1. The effect of these negative short rates can be
seen in Figure 4.5 compared to Figure 4.6. To be succinct, the increase in σ in the Va-
sicek model is an increase in the skewness of the lognormal distribution of Zt. This
increase in skewness shifts the mode of the distribution leftwards, and the mean
rightwards, increasing P (0, t). In the Hull-White model, the same alteration of the
skewness occurs, however, the increase in the mean of Yt is such that the mean of
Zt shifts leftwards by such an amount as a result of calibration, that the increase by
σ results in the E[Zt] = P (0, t), remaining unchanged.
4.3 Hull-White: ’Options’ on Short Rates
Recalling the previous derivation of the ’theoretical’ short rate options, on the value
of rT at some maturity time T , a present value at t = 0 is now calculated at a strike
rate of K = 0.01411. Monte-Carlo estimates are computed, the results of which are
seen in the table below. Since there is an interplay both between the payoff and
the discount factor for each path, the option prices at t = 0 were computed for two
different maturities T = 5 and T = 10. As can be seen in the table to follow, option
prices for calls and puts increase with increasing σ, not displaying a decreasing
option price as was theorised when looking only at the effect of σ on the payoff.
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σ 2σ 5σ
0.006656 0.013312 0.033280
c0(5) 0.003747 0.00926 0.026268
p0(5) 0.008163 0.013794 0.03054
c0(10) 0.010413 0.017491 0.039072
p0(10) 0.00474 0.011847 0.033139
Tab. 4.4: Hull-White MCE of options on instantaneous short rate
4.4 Hull-White: Options on Bonds
In the Hull-White model, from the distributional properties of Yt, and using the
MGF of the normal distribution, the closed-form expression for the value of an S-
Bond at time t is











where B(t, T ) = 1k (1− e
−k(T−t)) (Brigo and Mercurio, 2007).
With this expression, a Monte-Carlo estimation can also be computed for op-
tions on an S-Bond, where S = 10, the last maturity date of the given data set. The
above expression shows that the bond price is indeed affine and is only dependent
on the short rate, rt at some time T . Thus, in order to price this bond, a similar
deduction can be made about the effect of σ as was on made on rt, except now that
P (t, T ) is such that σ increases the mean of rt, which has a negative coefficient in
the exponent of the expression that relates P (t, T ) and rt. Thus, with an increase in
the mean of rt, one would expect a decrease in the mean of the bond prices at time
T , before considering the convexity effect and Jensen’s inequality.
To derive bond option prices, one can follow the steps taken in Brigo and Mer-
curio (2007) and find the distribution of rt under the T-forward measure QT . It
is from this that closed-form European call option prices on an S-bond are found,
with the option maturity at time T . At some strike K, the call price at t is:
c(t) = P (t, S)Φ(h)−KP (t, T )Φ(h− σp).
The price of a put on the same bond, with strike and maturity the same as the
above,
p(t) = KP (t, T )Φ(−h+ σp)− P (t, S)Φ(−h),

















The closed-form, analytic formula for these bond option prices provide a useful
check to test the simulation of the short rate and subsequent pricing on, in com-
paring the Monte-Carlo price to that of the analytic price generated from the same
parameters – this follows in the table below.
σ 2σ 5σ 7σ
0.006656 0.013312 0.033280 0.046593
p0 0.070714 0.089094 0.157837 0.204903
cMCE0 0.070670 0.089540 0.156942 0.206243
p0 0.004372 0.022752 0.091495 0.138561
pMCE0 0.004394 0.022712 0.091687 0.138901
Tab. 4.5: Hull-White analytic and MCE of options on bonds
Here the strike price wasK = 0.85, and a sample of n = 100000 was used for the
MCE. The MCE can be seen to be close to that of the analytic prices. Importantly,
with increasing σ, prices of options on bonds increase. An additional bump of 7σ
was included to show that option prices increase at this higher value of σ and to
make the table more comparable with the analysis that will be carried out on the
CIR++ model in the following section.
Chapter 5
CIR and CIR++: Simulation, and
Pricing
An observation of CIR++ short rates is necessary to complete a comparison of the
ATSMs that were introduced in the beginning of this dissertation. Additionally, the
differences in extending the CIR model to the CIR++ by means of a deterministic
shift, in contrast to that of the Vasicek to Hull-White, will also emerge via this com-
parison. Lastly, an attempt is made to find a reason as to why the CIR++ model is
unable to price the market caps in the current data set, while the Hull-White model
has been able to.
5.1 Choice of Parameters
A primary consideration however, is the choice of the parameters for the CIR model,
as the CIR++ calibration seen in Chapter 3 was unsuccessful. The results showed
a calibration attempt where, when the Feller condition was enforced, cap prices
failed to match that of the market. In fact, even when the Feller condition was re-
laxed, despite the cap price being closer to that of the market, they were still not
high enough – perhaps indicating that an upper bound in cap prices was reached.
The failure to calibrate and to find appropriate values for k and σ presents a
problem; reasonable parameters are needed to simulate the CIR and CIR++ short
rates. A potential solution is the use of the parameter values for the Hull-White
model, where σ is now scaled up to adjust for the change in the SDE of the CIR
model. The justification here is sound; as the CIR++ model has failed to calibrate to
the market data, a choice of reasonable parameters are needed. With these param-
eters, observations can be made of the effect of changing σ.
Thus, comparing the SDE of the Hull-White (1.4), to that of the CIR++ (1.7), one
can choose a σ such that the magnitude of the diffusion coefficient is the same in
both models. That is, if comparing the diffusion coefficients at the initial time step
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and if r0 = f(0, 0) = 0.0004799, and σHW = 0.006656, then σCIR++ = 0.303825.
However the model would merely start at this value, and in fact the magnitude
is not reflective of the evolution of the process. Rather, it is perhaps more appro-
priate to consider the mean-reverting rate that rt will drift to over the long term, θ.




and if θ = 0.01068875 and σHW = 0.006656, then σCIR++ = 0.06438055. The second,
smaller σ has been chosen as the starting value from which to bump σ upwards.
Additionally, in the plots and calculations to follow, two different sets of pa-
rameters are chosen to simulate the random variables needed. Firstly, α1 = (k1, θ)
where k1 = 0.0095704, the rate of mean reversion from the calibrated Hull-White
model. Secondly α2 = (k2, θ) where k2 = 0.358734 – the far higher rate of mean
reversion that the CIR++ model without the Feller condition found to be closest to
matching the market cap prices. The reason for simulating under different k will
be best explained by the plots to follow, but primarily it is in the attempt to ex-
plain why there is an upper limit to the cap prices that the CIR++ model is able to
calibrate to, and as to why calibration to the market data in Chapter 3 failed.
In the first set of plots to follow, for k1, the narrow bounds on rt and all sub-
sequent variables, result in plots the scaling of which isn’t ideal for display here.
However, the first set of plots do not exist in isolation, and the reason for maintain-
ing the current, slightly erroneous scaling, is to provide an easier comparison with
the histograms under k2.
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5.2 Histograms of Distributions - k1, changing σ
Fig. 5.1: CIR: Distribution rt, k1 Fig. 5.2: CIR++: Distribution rt, k1
Fig. 5.3: CIR: Distribution Yt, k1 Fig. 5.4: CIR++: Distribution Yt, k1
Fig. 5.5: CIR: Distribution Zt, k1 Fig. 5.6: CIR++: Distribution Zt, k1
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5.3 Histograms of Distributions - k2, changing σ
Fig. 5.7: CIR: Distribution rt, k2 Fig. 5.8: CIR++: Distribution of rt, k2
Fig. 5.9: CIR: Distribution of Yt, k2 Fig. 5.10: CIR++: Distribution of Yt, k2
Fig. 5.11: CIR: Distribution of Zt, k2 Fig. 5.12: CIR++: Distribution of Zt, k2
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5.4 Simulation Comparison
A similar comparison may now be carried out on the means of the relevant random
variables as was carried out under the Vasicek and Hull-White models. The first
noticeable feature of the histograms under k1 and k2, is that of the deterministic
shift of rt, in moving from CIR to CIR++. This is seen first under k1 in Figure 5.1
moving to Figure 5.2, and then more significantly under k2 in Figure 5.7 to 5.8.
In the histograms of the short rate, a crucial observation can be made that cen-
ters on the effect of k on the distributions of rt. Firstly, rt cannot be negative, conse-
quently, there is a lower bound on rt of 0 in the CIR model, which then becomes a
lower bound of ϕ(t) where t ∈ [0, 10] when moving to the CIR++ model. Secondly,
as θ = 0.010499253 is low, a lower rate of mean reversion k results in more and
more of rt being around 0 in the CIR model, seen clearly in Figure 5.1, contrasted
with Figure 5.7. Importantly, the value of E[rt] is much higher under k2 than it is
under k1, in line with what was expected of E[rt] when analysed for the CIR model
in Chapter 2. Furthermore, with low k and low θ, there is a lower mean and the
short rate sits mostly around 0. With higher k, the higher rate of mean reversion
works to overcome the higher variance, and shifts the distribution around θ – this
is seen in Table 5.2 below and in the histograms under k2.
k1 CIR CIR++
σ 2σ 5σ σ 2σ 5σ
E[rt] 0.00145 0.00149 0.00281 0.02052 0.02085 0.02271
E[Yt] 0.00995 0.01117 0.02322 0.10724 0.10949 0.12449
exp(−E[Yt]) 0.99010 0.98889 0.97705 0.89831 0.89629 0.88295
E[Zt] 0.99055 0.99067 0.98923 0.89872 0.89791 0.89395
Tab. 5.1: CIR and CIR++ MCE under k1, where t = 10.
k2 CIR CIR++
σ 2σ 5σ σ 2σ 5σ
E[rt] 0.01043 0.01054 0.01048 0.02051 0.02099 0.02268
E[Yt] 0.07956 0.07942 0.08238 0.10738 0.10908 0.12162
exp(−E[Yt]) 0.92352 0.92366 0.92092 0.89818 0.89666 0.88549
E[Zt] 0.92413 0.92595 0.93285 0.89877 0.89889 0.89696
Tab. 5.2: CIR and CIR++ MCE under k2, where t = 10.
When considering the CIR++ model, as mentioned, the first thing to notice is
the shift in distribution as a result of ϕ. The table below clearly shows the effect
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of ϕ under the different values of k. The higher E[rt] in the CIR model under k2,
results in a smaller deterministic shift, ϕ, to the CIR values. It is this shift that
allows calibration; both Table 5.1 and Table 5.2 show that E[Zt] is roughly equal
to P (0, t) = 0.898626737, showing that the CIR++ models does indeed recover the
observed ZCB price for maturity t = 10.
The consequences of the higher k are revealing; in the CIR model the higher
k ensures that the distribution is centred around θ and not 0, as it is with k1. It
is then the increased amount of non-zero rates which allows the higher σ to affect
the paths simulated – this is the striking difference seen between the histograms
and the increased spread of the distributions under k2. These distributions are then
shifted to the CIR++ model, from Figure 5.7 to Figure 5.8, where the effect of ϕ is




ϕ(10) 0.01908 0.01936 0.01990
E[rt]CIR++ − E[rt]CIR 0.01908 0.01936 0.01990
k2
ϕ(10) 0.01008 0.01045 0.01221
E[rt]CIR++ − E[rt]CIR 0.01008 0.01045 0.01221
Tab. 5.3: Difference between rt indicating shift by ϕ
Lastly, an observation of Zt is crucial to understanding the calibration under
the CIR++ model. In the CIR model the lower bound of 0, as mentioned, provides
an upper bound of 1 for Zt, since Zt = exp(−Yt) and as Yt is always positive,
hence 0 ≤ Zt ≤ 1. This is most clearly seen in Figure 5.12. For the CIR++ model,
the aforementioned determinsitic shift affects each instantaneous short rate across
t ∈ [0, 10] and the accumulation of those shifts is then seen in Yt. The shift likewise
shifts Zt. Since Yt would be increased, resulting in larger positive values, this then
moves the lower bound of 0 for Yt under the CIR model. Yt is then shifted similarly
under the CIR++ model which then effects the the values of Zt; the higher lower
bound of Yt similarly providing a lower upper bound for Zt , which can be seen in
comparing Figure 5.7 to Figure 5.8.
A similar application of Jensen’s inequality due to the convex relationship be-
tween Yt and Zt can be done in this section too, but due to the fact that the CIR++ is
a shifted CIR, the usefulness of such an explanation is perhaps of limited value in
the light of the description that has preceded above. That being said, what was ob-
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served in Chapter 4 still holds here. In the CIR model, it was deduced that the the-
oretical mean of rt is independent of σ, which is seen in the tables above. Firstly in
Table 5.1 a relatively constant E[rt] is observed, where the last, higher value under
5σ might very well be due to discretisation errors since the paths simulated are so
close to 0; the theoretical mean under k1 is 0.001411.... Secondly, under k2, Table 5.2
shows a more constant E[rt], roughly around the theoretical mean of 0.0104062...,
calculated from the theoretical expression in Chapter 2. For Jensen’s Inequality (3.1)
to hold, e−E[Yt] ≤ E[Zt]. In the CIR model, this results in E[Zt] mostly increasing
(under k2 it is noticeable) with increasing σ as was the case in the Vasicek model.
When moving to the CIR++ model, the deterministic shift increases with increasing
σ, seen in Table 5.3, which then increases E[rt]. These effects result in the left-hand
side of Jensen’s inequality, e−E[Yt], decreasing, with the right-hand side, E[Zt] re-
maining constant. This is similar to the effect under the Hull-White model and
ensures that the CIR++ model is calibrated.
5.5 Comparison of P (T, S)
The histograms of Zt hints at something important happening to the distribution
of bonds under different parameter sets. Consequently, a comparison of P (T, S) is
of interest, with attention paid to the upper and lower bounds of P (T, S). Here,
P (T, S) is the time T = 5 price of a bond maturing at time S = 10. This is the
same maturity, T , of the same S-Bond that was calculated in Chapter 4. Here, the
calculation of P (T, S) can best be summarised as follows:
Under the CIR model,
P (t, T ) = A(t, T )e−B(t,T )rt ,
affirming that the CIR model is indeed affine, and
A(t, T ) =
[
2he(k+h)(T−t)/2




B(t, T ) =
2(e(T−t)h − 1)
2h+ (k + h)(e(T−t)h − 1)
,
where h is defined as in 1.7, that is h =
√
k2 + 2σ2.
Under the CIR++ model,
P (t, T ) = ACIR(t, T )e
−B(t,T )rt ,
where
ACIR(t, T ) =
PM (0, T )A(0, t)e−B(0,t)x0
PM (0, t)A(0, T )e−B(0,T )x0
A(t, T )eB(t,T )ϕ(t),
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where PM (0, T ) is the market price of a ZCB maturing at T from the dataset to be
calibrated to (Brigo and Mercurio, 2007). Recall that rt = xt+ϕCIR(t) as in Equation
1.7.
The formulae above show that for P (t, T ) the relationship between the CIR and
CIR++ model is also that of a determinsitc shift – as taking the ratio of the above
expressions for P (t, T ) would reveal. Furthermore, as rt ≥ 0 under both of these
models, there is an upper bound on P (t, T ). For the CIR model, the upper bound
is A(t, T ) and for the CIR++ model, it is ACIR(t, T ). The upper bound on P (T, S)
as well as the deterministic shift that changes with σ is most clearly seen in Figure
5.16 below. Interestingly, this shows that under the CIR++ model, the upper bound
for 5σ is in fact lower than for 3σ, resulting in the distribution for P (T, S) lying to
the left of the one of the lower σ.
Fig. 5.13: CIR: P (T, S) under k1 Fig. 5.14: CIR++: P (T, S) under k1
Fig. 5.15: CIR: P (T, S) under k2 Fig. 5.16: CIR++: P (T, S) under k2
Performing a similar analysis on the MCE of the means of P (T, S) and of the
upper bound (which is a closed form expression and requires no estimate) now
follows in the tables below. Table 5.4 shows an increasing mean with increasing σ,
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that is more easily seen under the higher k2 – this is inline with the derivation by
Cox et al. (1985) that P (t, T ) is an increasing convex function of σ2. This table also
shows that the upper bound increases with σ, moving closer and closer to 1.
Under the CIR++ model, E[P (T, S)] is now a decreasing function of σ for this
set of input rates. This is seen in Table 5.5 where it is also seen that the upper
bound is a decreasing function of σ. With this information, the effect of calibration




E[P (T, S)] 0.994124 0.994389 0.994330
A(T, S) 0.998753 0.998783 0.998942
k2
E[P (T, S)] 0.951926 0.953219 0.958271
A(T, S) 0.971910 0.972231 0.974165




E[P (T, S)] 0.917435 0.916867 0.914714
ACIR(t, T ) 0.960750 0.958434 0.948658
k2
E[P (T, S)] 0.917478 0.917360 0.915374
ACIR(t, T ) 0.938129 0.937421 0.934086
Tab. 5.5: CIR++: MCE and upper bound of P (T, S)
5.6 CIR++: Options on Bonds
The distributions of P (T, S) indicate something striking, that there is an upper
bound on P (T, S) that decreases with increasing σ under this particular term struc-
ture. Call and put prices on this S-Bond are now calculated under k1 and k2, com-
paring analytic prices to MCE to provide a justification of the results observed. An-
other additional bump of σ has been added in this comparison that was not present
in the previous histograms; this has been done to compare option prices at higher
σ and postulate a reason as to why the attempted calibration in Chapter 3 returned
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a value of σ = 358734.
Firstly, under k1, Table 5.6 clearly show that call and put prices decrease at 5σ =
0.321903, noting that the point at which option prices decrease could potentially be
at a lower value of σ. Under k2, Table 5.7 shows that this decrease is later, at higher
values of σ – occurring at 7σ = 0.450664.
Interestingly, while the bond option prices are slightly lower under k2 at lower
σ, they increase by more as one moves to 2σ. Furthermore, the fact that the prices
only decrease at later σ shows that the option prices under k2 can reach higher
values at higher σ.
σ 2σ 5σ 7σ
0.064381 0.128761 0.321903 0.450664
c0 0.019193 0.019671 0.018407 0.017949
cMCE0 0.019140 0.019598 0.018317 0.017824
p0 0.001809 0.002287 0.001023 0.000565
pMCE0 0.001918 0.002910 0.001767 0.001028
Tab. 5.6: CIR++ options on bonds, k1, K = 0.9
σ 2σ 5σ 7σ
0.064381 0.128761 0.321903 0.450664
c0 0.019069 0.022942 0.025405 0.024008
cMCE0 0.019017 0.022934 0.025362 0.023892
p0 0.001685 0.005558 0.008021 0.006623
pMCE0 0.001706 0.005693 0.008141 0.006848
Tab. 5.7: CIR++ options on bonds, k2, K = 0.9
It is the above two observations, combined with the histograms of P (T, S) that
indicate that the upper bound on P (T, S) that decreases with higher σ, results in
decreasing bond option prices with increasing σ. It is this that would explain the
failure of the CIR++ model to calibrate to the cap prices in Chapter 3, as an upper
bound for a put price, results in an maximum possible caplet price, thus, an upper
bound on a cap price.
Chapter 6
Conclusion
This dissertation explored two groupings of ATS models. The first is that of the
Vasicek model and the exogenous extension, the Hull-White model. The second is
that of the CIR model and its extension, the CIR++ model. In moving from endoge-
nous to exogenous models, changing σ affects the mean of the short rates, rt. With
this observation, potential consequences on option prices were theorised – the fo-
cus, the potential of decreasing bond option prices when increasing σ. This would
be a counter-intuitive result, as stress-tests are immediately thought to increase the
value of options.
The exogenous models were calibrated to a volatility structure from Euribor
market data, with the Hull-White model being able to match market caps suf-
ficiently, while the CIR++ model failed to do so. When simulations with cali-
brated parameters were performed, the Hull-White model showed increasing op-
tion prices across all values of σ. In the second group, the CIR++ model showed
decreasing bond option prices at very reasonable bumps of σ. Furthermore, an-
other observation at higher k, showed decreasing option prices but at higher σ.
The reason for the decrease in option prices with increasing σ stems from the com-
bination of the underlying model, the CIR model, and the deterministic shift that
increases the mean of rt. The CIR model does not allow negative rates and this
lower bound on rt, produces an upper bound on P (T, S). The deterministic shift in
moving to the exogenous model, results in a higher lower bound under the CIR++
for rt, and a lower upper bound on P (T, S) that decreases with increasing σ. It is
this that causes decreasing bond option prices after a certain value of σ.
The consequences of this are twofold and yet fundamentally tied. Firstly, when
stress-testing the CIR++ model, consideration needs to be made for what value σ is
bumped to, as was shown that depending on the parameters used, even reasonable
bumps can produce lower bond option prices. Secondly, the later decreasing prices
of bond options explains why there is an observed upper bound on cap prices,
resulting in failed CIR++ calibration to the market volatility structure.
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