Abstract. We consider the simplest example of a time-dependent first order Hamilton-Jacobi equation, in one space dimension and with a bounded and Lipschitz continuous Hamiltonian which only depends on the spatial derivative. We show that if the initial function has a finite number of jump discontinuities, the corresponding discontinuous viscosity solution of the corresponding Cauchy problem on the real line is unique. Uniqueness follows from a comparison theorem for semicontinuous viscosity sub-and supersolutions, using the barrier effect of spatial discontinuities of a solution. We also prove an existence theorem, as well as a comparison theorem for viscosity solutions with different initial data. In addition, we describe several properties of the evolution of the jump discontinuities.
Introduction
After the introduction of continuous viscosity solutions of first order HamiltonJacobi (HJ) equations [15, 16] , it was readily understood that the basic concepts and comparison results of the theory could be extended to the case of semicontinuous viscosity sub-and supersolutions. Addressing systematically discontinuities, both of the Hamiltonian itself and of solutions of HJ equations, was first undertaken in [22, 23] -an important issue, since discontinuous solutions are known to arise in many important applications (e.g., optimal control problems, differential game theory; see [3, 14] and references therein).
Although existence of possibly discontinuous viscosity solutions was proven in [23] by Perron's method, uniqueness of such solutions remained unclear. In this connection, it should be noted that in general the comparison result for semicontinuous viscosity sub-and supersolutions does not imply uniqueness of viscosity solutions -apart from the trivial case of continuous data, in which case the unique viscosity solution is itself continuous (see [12] ; see also Theorem 3.1 and Proposition 5.1 below). In fact, examples of nonuniqueness are known e.g. for the Cauchy problem of HJ equations, if the Hamiltonian is non-convex with explicit space and/or time dependence and the initial data function is discontinuous (see [3, 6, 21] ).
Motivated by these difficulties, several different notions of discontinuous solutions of HJ equations have been proposed [2, 5, 7, 13, 21, 30] , proving existence, comparison and uniqueness results under various assumptions (for instance, if the Hamiltonian is convex). Although interesting in their own and for their applications (e.g. to control problems), the mutual relationships between these different notions of solution have been elucidated only in some cases (see [14, 21] ).
In the present paper we investigate discontinuous viscosity solutions, defined in the spirit of [23] , in the simplest example of a time-dependent HJ equation, i.e. the one-dimensional equation
where the Hamiltonian H is bounded and uniformly Lipschitz continuous:
Observe that we do not assume convexity conditions on H, nor the existence of the limits of H(p) as p → ±∞. Assuming boundedness of H is suggested by a mathematical model of ion etching [20, 28, 29] .
The results of the present paper primarily concern the Cauchy problem
where U 0 is a given locally bounded and piecewise continuous function on R with a finite number of jump discontinuities (see (H 2 ) below). The main results are the existence and uniqueness of a discontinuous viscosity solution (Theorems 3.3 and 3.6). We also prove some regularity results (see below), and a comparison result for discontinuous viscosity solutions with different initial data (Theorem 3.5). Let us briefly describe the core of our approach. It is known (see [18] ) that spatial discontinuities of a solution produce a barrier effect. For example, if a viscosity solution U is continuous in the set (R ∖ {a}) × (0, τ ) and has spatial jump discontinuities at {a} × (0, τ ), then the evolution of U in (−∞, a) × (0, τ ) is totally independent of that in (a, ∞)×(0, τ ). More precisely, if the jump U (a + , t)−U (a − , t) (t ∈ (0, τ )) is positive, then U satisfies on either side of a the singular Neumann problems ⎧ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎩ U t + H(U x ) = 0 in (−∞, a)×(0, τ ) U x (a, t)=∞ for 0 < t < τ U (x, 0) = U 0 (x) for x < a , ⎧ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎩ U t + H(U x ) = 0 in (a, ∞)×(0, τ ) U x (a, t)=∞ for 0 < t < τ U (x, 0) = U 0 (x) for x > a (see Lemma 5.3) . Similarly if U (a + , t) − U (a − , t) is negative, with the condition U x (a, t) = ∞ replaced by U x (a, t) = −∞.
For this reason we consider the Neumann problems A major tool of our analysis is the comparison result for semicontinuous viscosity sub-and supersolutions of (N ) (Theorem 3.1), which seems to be new even in the case of general m 1 , m 2 ∈ R (see [27] for the case m 1 = m 2 = 0 in any space dimension).
Then, if U 0 is continuous in Ω, existence and uniqueness of a viscosity solutions of (N )-(1.2) can be proved in a rather standard way (see Propositions 5.1 and 6.4).
The above results for the Neumann problems are the basis for the proof of the main results. Assume that
U 0 ∈ L ∞ loc (Ω), U 0 piecewise continuous in Ω with a finite number of discontinuities, and consider, to be specific, problem (CP ). It is proven that there is a positive time τ until which all discontinuities persist (see Lemma 5.2 and Remark 5.1), thus in a natural way the strip R × (0, τ ) is a finite disjoint union of subdomains. In view of the barrier effect, in each subdomain we solve problem (N ), the initial data being the restriction of U 0 , with m 1 , m 2 = ±∞ depending on the sign of the discontinuity jump as discussed above. The function determined by this procedure in R × (0, τ ) is proven to be the unique viscosity solution of (CP ) until the time t = τ . If τ < T we iterate the procedure in R × (τ, T ) with a smaller number a discontinuities, thus well-posedness of (CP ) follows in a finite number of steps. In the above argument it is often enough to prove "local" results, since by (H 1 ) the "speed of propagation" is bounded by the Lipschitz constant H ′ ∞ (in this connection, see [16, 24] ). As stated in Theorems 3.3 and 3.6, similar arguments and results hold for general Neumann problems.
As a by-product of our analysis, we prove that jump discontinuities of the solution cannot appear spontaneously nor disappear instantaneously in time (see Remark 3.4, claims (i)-(ii)). Moreover, the jumps are non-increasing in time and satisfy an explicit decay rate if lim sup p→±∞ H(p) > lim inf p→±∞ H(p) (Proposition 3.4). Due to the boundedness of H, we also prove the Lipschitz continuity of solutions with respect to time (see (3.29) ).
The paper is organized as follows. In the preliminary Section 2 we introduce the concept of semicontinuous envelopes of functions based on essential limits. In Section 3 we use the envelopes to define viscosity sub-and supersolutions, and we state the main results for the Neumann problem (which contain those for the Cauchy problem (CP ) if (a, b) = R). In Section 4 we prove the basic comparison result for discontinuous viscosity sub-and supersolutions. In Section 5 we prove uniqueness of the viscosity solution, a comparison result for discontinuous viscosity solutions with different initial data, and some regularity results. Finally, in Section 6 we prove the existence of viscosity solutions.
Reassuming, the main novelty of the paper is the introduction of a procedure, based on the barrier effect of spatial discontinuities, which indicates how the comparison result for semicontinuous sub-and supersolutions can be used to prove uniqueness of viscosity solutions with discontinuous initial data. Although we have only done this for a particularly simple problem, preliminary calculations suggest that the procedure can be adapted to more general problems (to be addressed in future papers), namely the cases of initial data with infinitely many jump discontinuities and Hamiltonians with linear growth and explicit x and t dependance. The latter case is particularly interesting since it includes equations for which uniqueness of discontinuous viscosity solutions fails, as mentioned in the beginning of the Introduction. In particular our approach seems to suggest a mathematical uniqueness criterium.
Of course many open problems concerning discontinuous solutions of first order HJ equations remain to be solved, in particular the multidimensional case and that of Hamiltonians depending on U .
Finally let us observe that, setting u ∶= U x and u 0 ∶= U ′ 0 , problem (CP ) is formally related to the Cauchy problem for a scalar conservation law,
although it is not trivial to make the correspondence rigorous ( [11] ; see also [4] for a statement in this direction). If u 0 = U ′ 0 is a Radon measure, it is possible to prove existence of suitably defined measure-valued entropy solutions of problem (CL) ( [10] ; see also [8, 9] for the case of positive initial measures). Moreover, if the singular part u 0s of u 0 (with respect to the Lebesgue measure) is a finite superposition of Dirac masses, uniqueness of such solutions can be proven, if additional compatibility conditions are satisfied near the support of u 0s . Remarkably, the singularities of u 0 in (CL) have a barrier effect which corresponds to that produced by discontinuities of U 0 in (CP ), and well-posedness of (CL) can be proven using singular Dirichlet problems which are the counterpart of (N ) for HJ equations (see [9, 10] for details).
Preliminaries
Let χ E denote the characteristic function of E ⊆ R. For every u ∈ R we set
is piecewise continuous if:
-the restriction f j ∶= f ⌞ I j belongs to C(I j ) for every j = 1, . . . , p + 1, and f j (x j ) ≠ f j+1 (x j ) for every j = 1, . . . , p.
A function f ∈ C(Ω) is piecewise continuous (this corresponds to the case p = 0).
where
If ess lim sup D∋(x,t)→(x0,t0) z(x, t) = ess lim inf D∋(x,t)→(x0,t0) z(x, t), we also set ess lim
z(x, t) ∶= ess lim sup
z(x, t) = ess lim inf
z(x, t) .
The quantities ess lim sup
z(x, t), ess lim inf
. By the essential upper semicontinuous envelope of z we mean the function z * ∶ D → R,
Similarly, the essential lower semicontinuous envelope of z is the function z * ∶ D → R,
We also set
z(x, t) ,
Observe that
. Similar definitions hold for any measurable function z ∶ F ⊆ R → R. For shortness, we shall say "upper (respectively lower) envelope" instead of "essential upper (respectively lower) semicontinuous envelope". 
Observe that (2.5)-(2.6) are a particular case of the above inequalities. If D = Ω × (0, T ) and t 0 = 0, inequalities (2.5) from above become equalities, namely
For further reference we consider some specific cases of
The first two examples concern trapezoidal domains.
(
It is easily checked that the upper (lower) envelope z * (z * ) is indeed upper (lower) semicontinuous in D, namely for any
Actually, the inequalities in (2.11) can be replaced by equalities:
Setting B ε ∶= ⋃ r≤rε B r,ε , it follows that B ε ∩ B r (x 0 , t 0 ) > 0 for every r > 0 (hence B ε > 0), and
Let (x, t) ∈ B ε satisfy B δ (x, t) ∩ B ε > 0 for every δ > 0; this choice is possible up to a null set N ε ⊂ B ε , since B ε > 0 and almost every (x, t) ∈ B ε is a Lebesgue point of f (x, t) = χ Bε (x, t) (e.g., see [19, Subsection 1.7 .1]). Then we have
and the conclusion follows from the arbitrariness of ε.
An analogous result holds for
and by (N S ) when m 1 = ±∞ and/or m 2 = ±∞.
We shall also consider problem (N ) in trapezoidal domains of the following type:
Due to their slope, no boundary conditions on the oblique sides,
T )} , will be needed for the well-posedness of (N ) in such domains. So if (N ) is stated in (a, ∞) × (0, T ) or in the trapezoidal domain A defined by (3.1) (respectively in (−∞, b) × (0, T ) or in B defined by (3.2)), only the condition at x = a (respectively at x = b) is assumed (see also Remark 3.2). Similarly, if (N ) is stated in R × (0, T ) (the Cauchy problem) or in C defined by (3.3) , all boundary conditions disappear.
3.2.
Definitions. The following definitions are used throughout the paper.
Observe that if the open set D ⊆ R 2 is bounded, viscosity sub and supersolutions of equation (1.1) 
(i) By a viscosity subsolution of (N R ) in Q we mean any viscosity subsolution U of (1.1) in Q, such that for all ϕ ∈ C 1 (Q), if (a, t) and/or (b, t) are local maximum points of U * − ϕ inQ, then
(ii) By a viscosity supersolution of (N R ) in Q we mean any viscosity supersolution U of (1.1) in Q, such that for all ϕ ∈ C 1 (Q), if (a, t) and/or (b, t) are local minimum points of U * − ϕ inQ, then
Formally, conditions (3.6) for viscosity subsolutions of (N R ) are void when m 1 = −∞, m 2 = ∞; similarly, conditions (3.7) for viscosity supersolutions of (N R ) are void when m 1 = ∞, m 2 = −∞. This motivates the following definitions. Let Ω = (a, b) with −∞ < a < b < ∞. Let either m 1 = ±∞ and m 2 ∈ R, or m 1 ∈ R and m 2 = ±∞. By a viscosity subsolution of (N S ) in Q we mean any viscosity subsolution U of (1.1) in Q, such that for all ϕ ∈ C 1 (Q): (i) if m 1 = ∞ and m 2 ∈ R, and (a, t) and/or (b, t) are local maximum points of
(ii) if m 1 = −∞ and m 2 ∈ R, and (b, t) is a local maximum point of U * − ϕ inQ, then
iv) if m 1 ∈ R and m 2 = −∞, and (a, t) and/or (b, t) are local maximum points of
Let either m 1 = ±∞ and m 2 ∈ R, or m 1 ∈ R and m 2 = ±∞. By a viscosity supersolution of (N S ) in Q we mean any viscosity supersolution U of (1.1) in Q, such that for all ϕ ∈ C 1 (Q): (i) if m 1 = ∞ and m 2 ∈ R, and if (b, t) is a local minimum point of U * − ϕ inQ, then
(ii) if m 1 = −∞ and m 2 ∈ R, and if (a, t) and/or (b, t) are local minimum points of
(iii) if m 1 ∈ R and m 2 = ∞, and if (a, t) and/or (b, t) are local minimum points of
By a viscosity subsolution of (N S ) in Q we mean any viscosity subsolution U of
and (a, t) and/or (b, t) are local maximum points of By a viscosity supersolution of (N S ) in Q we mean any viscosity supersolution U of (1.1) in Q, such that for all ϕ ∈ C 1 (Q):
and (a, t) and/or (b, t) are local minimum points of
Remark 3.1. If U is a viscosity subsolution of (N ) with m 1 , m 2 ∈ R, it is also a viscosity subsolution of (N ) with m
it is also a viscosity supersolution of (N ) with m
Viscosity sub-and supersolutions of (N ) in (a, ∞) × (0, T ) or in the open trapezoidÅ, with A defined by (3.1) (respectively, in (−∞, b) × (0, T ) or in B with B defined by (3.2)), are defined as above, yet dropping conditions at x = b (respectively at x = a). For instance, setÂ ∶= {(x, t) ∈ A t ∈ (0, T ]}. If m 1 ∈ R, by a viscosity subsolution of (N R ) inÅ we mean any viscosity subsolution U of (1.1)
Also observe that the above definitions make sense for any H ∈ C(R).
, by (2.9) it is also a local maximum point of U * − ϕ inQ, whereas in the case t 0 = τ 2 it suffices to argue as in [ 
Definition 3.7. (i)
A function U is called a viscosity solution of (N ) in Q, if it is both a viscosity subsolution and a viscosity supersolution.
is a viscosity solution of (N ) such that
3.3.
Comparison, uniqueness and regularity. The following comparison result will be proven (see Section 4).
hold. Let U, V be a viscosity sub-and supersolution of problem (N ) in Q with the same boundary conditions.
The same holds if Q is replaced by a trapezoidal domain of the form
there holds
Theorem 3.1 will be proven by a method of doubling variables adapted from [27] , where only the case m 1 = m 2 = 0 was considered. We first prove the result when Q is a trapezoidal domain like (3.1)-(3.2) (see Proposition 4.3), whence Theorem 3.1 easily follows. Observe that the cases m 1 ∈ R and m 2 = ±∞ or vice versa, as well as the cases m 1 = ±∞ and m 2 = ±∞, are covered by Theorem 3.1.
As for time regularity of viscosity solutions of (N ) we have the following result, which might be guessed from the boundedness of the Hamiltonian H in (1.1).
Proposition 3.2. Let (H 1 ) hold. Let U and V be a viscosity sub-and supersolution of problem (N ) in Q. Then for any
Theorem 3.1 will be used to prove uniqueness of discontinuous viscosity solutions of (N ) with piecewise continuous (see Section 2) initial data. If (H 2 ) holds in Ω = (a, b), with −∞ ≤ a < b ≤ ∞, we denote by x j the points where U 0 is discontinuous and by J 0 (x j ) the corresponding jumps:
(c) for every j = 1, . . . , p + 1 the representativeŨ j is Lipschitz continuous with
Remark 3.4. Let assumptions (H 1 )-(H 2 ) be satisfied, and let U be the viscosity solution of problem (N ) in Q with initial datum U 0 (existence of U is ensured by Theorem 3.6 below). As a by-product of Theorem 3.3, we obtain several results:
and by Theorem 3.3-(b) there exists τ j ∈ (0, T ] such that
(iii) If U 0 has a jump discontinuity at x j , then for all t ∈ [0, τ j ) there holds
(see also Lemma 5.2 and Remark 5.1 below).
(iv) According to Theorem 3.3-(c) and
Lipschitz continuous in time, since for every
Jumps turn out to be nonincreasing in time:
Under the assumptions of Theorem 3.3, let U be a viscosity
In addition to the uniqueness of discontinuous viscosity solutions, another important consequence of Theorem 3.1 is a comparison principle for such solutions:
Then there exists a viscosity solution U of problem (N ) in Q with initial condition (1.2).
Comparison: Proofs
To prove Theorem 3.1 we need two preliminary results of independent interest.
The same results hold if Ω = (a, ∞) for all a ≤ c < d, and if
We only prove (4.1), the proofs of (4.2)-(4.4) being similar. Let (c, t 0 ) be a local maximum point of U * − ϕ inQ 1 , then (4.5) lim sup
Clearly, by (4.5) for every ξ ≥ ϕ x (c + , t 0 ) there holds (4.6) lim sup
First suppose thatξ > −∞. In this case inequality (4.6) holds with ξ =ξ, hence there exists
, and U * − ψ has a strict maximum at (c, t 0 ) (e.g., see [25, Proposition 2.6]). Then for any δ > 0 sufficiently small the function U * −ψ+δ(x−c) has a maximum at some point (x δ , t δ ) ∈ (c, d) × (t 1 , t 2 ]; observe that x δ > c by the minimality ofξ, and (x δ , t δ ) → (c, t 0 ) as
Now letξ = −∞. Then there exists a sequence ξ n → −∞ such that inequality (4.6) holds for ξ = ξ n , thus for all ξ ≥ ξ n (n ∈ N). Hence by the arbitariness of n (4.6) holds for all ξ ∈ (−∞, ϕ x (c, t 0 )]. As a consequence, for any
, and U * − ψ has a strict maximum at (c, t 0 ).
By Lemma 2.1 there holds
In particular, for every ε > 0 there exists n ε ∈ N such that
Let ε > 0 be fixed, and for n > n ε set
Then ψ ε,n ∈ C 1 (Q 1 ), and
Assuming without loss of generality that t 0 < t 2 , we fix any σ ∈ (0, min{d − c, t 0 − t 1 , t 2 − t 0 }), and set Q 2 ∶= (c, c + σ) × (t 0 − σ, t 0 + σ).
Claim: For any ε > 0 small enough and n > n ε , U * − ψ ε,n has a maximum inQ 1 , attained at a point (x n,ε , t n,ε ) = (x n , t n ) ∈ Q 2 .
In fact, since U * − ψ has a strict maximum at (c, t 0 ) and (4.12) holds, for all ε > 0 small enough and n > n ε the function U * − ψ ε,n has a maximum inQ 1 , attained at a point (x n , t n ) ∈ [c, c + σ) × (t 0 − σ, t 0 + σ). Let us prove that x n > c. Otherwise, were x n = c, it would follow that t n = t 0 , since U * − ψ has a strict maximum at (c, t 0 ) and ψ ε,n (c, t) = ψ(c, t) for every t ∈ (t 0 − σ, t 0 + σ) (see (4.11) ). On the other hand, by (4.8) and the equality ψ ε,n (y n , τ n ) = ψ(y n , τ n ) − 2ε (see (4.9)), we have that
Since ψ(y n , τ n ) → ψ(c, t 0 ) (see (4.7)), for every n sufficiently large we also get
a contradiction since y n > c by (4.7). Hence the Claim has been proved.
Since U is a viscosity subsolution of U t + H(U x ) = 0 in Q 1 , by the above Claim, inequality (3.4) and the first equality in (4.10) there holds
On the other hand, letting first n → ∞ and then ε → 0 + in (4.12) we find that (x n , t n ) = (x n,ε , t n,ε ) → (c, t 0 ) (recall that c ≤ x n,ε ≤ c + σ and σ > 0 is arbitrarily fixed). Since ψ x (c, t 0 ) = ξ, from (4.14) we obtain that
Hence inequality (4.1) also holds ifξ = −∞. This completes the proof.
(ii) Let V be a viscosity supersolution of equation
Similar results hold for the trapezoids B and C.
Proof. We only prove claim (i) for A. The remaining proofs are similar. Set
ThenH is Lipschitz continuous on R and nondecreasing. We claim that W is a viscosity subsolution inÅ of the equation
, and let W * − ψ have a local maximum at (ȳ,t) ∈Å; here by definition (see (2.1))
It is easily seen that W *
, has a local maximum at (ȳ − H ′ ∞t ,t) ∈Å. Since U is a viscosity subsolution of equation (1.1) inÅ, by (3.4), we obtain the claim:
Since W is a viscosity subsolution inÅ of equation (4.17) andH is nondecreasing, by (4.2) we have that
Hence inequality (4.15) follows.
Now we can prove Theorem 3.1 for trapezoidal domains.
Proposition 4.3. Let (H 1 ) hold, and let A be defined by (3.1). Let U and V be a viscosity sub-and supersolution of (N ) with the same boundary conditions. Then
Similar inequalities hold for B and C defined by (3.2)-(3.3).
Proof. We only deal with A. The proof is similar for B and easier for C.
Arguing by contradiction we suppose that for some σ > 0
, and so
Since
which implies that
Hence there holds t −s ≤ (4M )
Observe that both estimates can be made independent of p ∈ (1, 2] . Now consider the function g ∶ A ↦ R,
Observe that g is upper semicontinuous, thus its maximum in A exists.
Below we prove the following claims. Claim 1: There exists τ ∈ (0, T ) such that To prove Claim 1 set
Since G is nondecreasing, there exists lim t→0 + G(t) =∶ L 0 , and Claim 1 follows if we prove that
In fact, by (4.26)-(4.27) there exists τ ∈ (0, T ) such that
To prove (4.27), let {t n } be a decreasing sequence such that t n → 0 + , and let (x n , τ n ) ∈ A tn be a maximum point -namely, G(t n ) = g(x n , τ n ). Clearly, there exists a converging subsequence (not relabelled) of {(x n , τ n )} ⊆ A t1 and a point (x, 0), x ∈ [a, d], such that (x n , τ n ) → (x, 0) as n → ∞ (observe that lim n→∞ τ n = lim n→∞ t n = 0). Then by the upper semicontinuity of g there holds
This proves (4.27), hence Claim 1 follows.
To prove Claim 2, we preliminarily observe that, by (4.20) 
In view of (4.21), this implies that
Now we argue by contradiction. Let m 1 ∈ R and p = 2. Were Claim 2 false, there would exist a sequence {ε n } ⊂ (0, ε 0 ) such that ε n → 0 + , and a sequence of maximum points of
By the boundedness of {(x n ,t n ,ȳ n ,s n )} and the second inequality in (4.22), there would exist a converging subsequence (not relabelled) of {(x n ,t n ,ȳ n ,s n )} and a point (x,t,x,t) ∈ (A τ ) 2 , such that (x n ,t n ,ȳ n ,s n ) → (x,t,x,t) as n → ∞. By the upper semicontinuity of the function in the right-hand side of (4.29), rewriting (4.29) with ε = ε n , (x,t,ȳ,s) = (x n ,t n ,ȳ n ,s n ) and letting n → ∞ we would obtain
which contradicts Claim 1 since (x,t) ∈ A τ . Hence Claim 2 follows in this case. If m 1 = ±∞ and p ∈ (1, 2] we argue similarly. Were the claim false, there would exist a sequence {ε n } ⊂ (0, ε 0 ) such that ε n → 0 + , a sequence {p n } ⊂ (1, 2] and a sequence of maximum points of
As before, there would exist a converging subsequence (not relabelled) and a point (x,t,x,t) ∈ (A τ ) 2 , such that (x n ,t n ,ȳ n ,s n ) → (x,t,x,t) as n → ∞. Letting n → ∞ in (4.30) rewritten with ε = ε n , (x,t,ȳ,s) = (x n ,t n ,ȳ n ,s n ) we would obtain again inequality (4.31), a contradiction. Hence we have completed the proof of Claim 2. Now we complete the proof. Henceforth we assume that ε ∈ (0, ε 1 ), so that we can use Claim 2. Then the function
has a maximum at some point (x,t) ∈ A ∖ A τ with τ ∈ (0, T ) given by Claim 1. Similarly, the function
has a minimum at some point (ȳ,s) ∈ A ∖ A τ with τ ∈ (0, T ) as above. Since U is a viscosity subsolution and V a viscosity supersolution of (N ), by definition φ and χ must satisfy suitable differential inequalities at (x,t) and (ȳ,s) (see Subsection 3.2 and Proposition 4.1). We show below that these inequalities always lead to a contradiction, whence the result follows. Before proceeding observe that
Problem (N R ) ∶ In this case we suppose that ε ∈ (0, ε 1 ), so that equality (4.25) holds, p = 2 and α = m1ε 2 (see (4.21)). Four cases are possible:
(1)x > a,ȳ > a: Since U is a viscosity subsolution and (x,t) is a maximum point of U * − φ, there holds
This follows from Definition 3.1 ifx < d − H 
This follows from Definition 3.1 ifȳ < d − H (2)x = a,ȳ > a: Since
by Definition 3.2-(i) (see (3.6)) we have that
whereas now (4.33) reads
Subtracting from each other the above inequalities we get again 2λ ≤ 0.
by Definition 3.2-(ii) (see (3.7)) we have that
On the other hand, now (4.32) reads
hence we get again 2λ ≤ 0. (4)x =ȳ = a: In this case there holds φ x (a + ,t) = χ y (a + ,s) = m 1 , and inequalities (4.34)-(4.35) (which hold by (3.6)-(3.7) of Definition 3.2) become (see (4.21)). We have two possibilities:
(1)x =x ε,p ≥ a,ȳ =ȳ ε,p > a for some ε ∈ (0, ε 1 ) and p ∈ (1, 2]: Arguing as for problem (N R ), and using Definitions 3.5-3.6 instead of Definition 3.2, we get
whence again 2λ ≤ 0.
(2)x =x p ≥ a,ȳ =ȳ p = a for every p ∈ (1, 2] and ε ∈ (0, ε 1 ): we fix ε =ε ∈ (0, ε 1 ) so small that
Hencex =x p andȳ =ȳ p only depend on p, as we have chosen ε =ε. Now inequality (4.36) reads
On the other hand, by Proposition 4.1-(ii) (see (4.3)) there holds
. Subtracting (4.40) from (4.39) gives
Letting p → 1 + in the above inequality gives
whence by (4.38) we get λ ≤ 0, again a contradiction.
Problem (N S ), m 1 = −∞ ∶ In this case we choose α = − √ ε 2 (see (4.21)). As before, we have two possibilities:
(1)x =x ε,p > a,ȳ =ȳ ε,p ≥ a for some ε ∈ (0, ε 1 ) and p ∈ (1, 2]: in this case we have again inequalities (4.36)-(4.37), whence 2λ ≤ 0.
(2)x =x p = a,ȳ =ȳ p ≥ a for every p ∈ (1, 2] and ε ∈ (0, ε 1 ): we fix ε =ε ∈ (0, ε 1 ) so small that (4.42) inf
(observe thatx =x p andȳ =ȳ p only depend on p). By Proposition 4.1-(i) (see (4.1)) there holds
(since a −ȳ + αε < 0, sgn(a −ȳ + αε) = −1). On the other hand, sinceȳ > a,
Subtracting (4.44) from (4.43) gives
whence by (4.42) we get λ ≤ 0, again a contradiction.
Now we can prove Theorem 3.1.
Proof of Theorem 3.1.
for every τ ∈ (0, τ 1 ], with τ 1 defined by (2.10). By Remark 3.3, the restrictions 
whence, by Remark 2.1,
for every δ ∈ (0, τ 1 ). By the arbitrariness of δ we get
Let δ ∈ (0, τ 1 ) be arbitrary and fixed. Arguing as before in the rectangle Q τ2−δ ∖ Q τ1−δ , where
(see (2.5)), from the above inequality and (4.46) we obtain that
whence, by the arbitrariness of δ,
It is now clear that in a finite number of steps the claim follows.
(ii) Let Q = (a, ∞) × (0, T ). Consider the family of trapezoids
Since U A is a viscosity subsolution and V A a viscosity supersolution of problem (N ) in A (see Remark 3.3), by Proposition 4.3 we get (4.47) max
and the conclusion follows. The proof for Q = (−∞, b)×(0, T ) and Q = R×(0, T ) is analogous, using trapezoids B, respectively C. ◻
Uniqueness and regularity: Proofs
Proof of Proposition 3.2. We only prove (3.27a) whenx ∈ Ω, since the proof when x ∈ ∂Ω is similar. Set K ∶= sup u∈R (−H(u)). By (2.5), (3.27a) follows if we prove the stronger inequality
. Let us first consider the case Ω = (a, b) with −∞ < a < b < ∞. Let Q t1,T ∶= {(x, t) ∈ Q t ∈ (t 1 , T )} and U 1 ∶= U ⌞ Q t1,T . By Remark 2.1 there holds
thus in particular U 1 is a viscosity subsolution of problem (N ) in Q t1,T (see Remark 3.3). By Lemma 2.1 applied to (U 1 ) * , for any ε > 0 there exists δ > 0 such that
with ε, δ as in (5.2). Clearly
(with ϕ x (x 0 , t 0 ) replaced by ϕ x (a + , t 0 ) if x 0 = a, and similarly for b). Therefore, V is a viscosity supersolution of problem (N ) in Q t1,T . Applying Theorem 3.1 in Q t1,T , and observing that, by (5.2)
for any x −x < δ and t ∈ (t 1 , T ] and (5.1) follows from the arbitrariness of ε.
The cases Ω = (a, ∞), Ω = (−∞, b) and Ω = R will easily follow arguing as above, replacing the set Q t1,T by suitable trapezoidal domains
It is similarly seen that
, where V is a supersolution of problem (N ) in Q. From (5.4) and (2.5) we get (3.27b), hence the result follows. ◻ Next we prove Theorem 3.3 for continuous initial data, namely:
hold, and let U 0 ∈ C(Ω). Let U and V be viscosity solutions of problem (N ) in Q with initial condition (1.2). Then
in Q;
(ii) U has a continuous representativeŨ in Q; (iii)Ũ is Lipschitz continuous with respect to t in Q, and satisfies inequality (3.29) for every x ∈ Ω and t 1 , t 2 ∈ [0, T ], t 1 ≠ t 2 .
Proof. Let −∞ < a < b < ∞. Let U and V be viscosity solutions of (N ) with the same initial data U 0 . Since U 0 ∈ C(Ω), there holds
Hence there holds U = V a.e. in Q, and U has a continuous representativeŨ in Q. By Proposition 3.2,Ũ is Lipschitz continuous with respect to t in Q and satisfies (3.29) for every x ∈ Ω and t 1 , t 2 ∈ [0, T ], t 1 ≠ t 2 . This proves the result if Q is bounded. If Q is unbounded we argue similarly, using (3.24)-(3.26) instead of (3.23) .
Using Proposition 3.2 we can prove the following lemma, which is needed to prove Theorem 3.3 for general piecewise continuous initial data.
Lemma 5.2. Let (H 1 ) hold and let U be a viscosity solution of problem (N ) in
; (β) for some x 0 ∈ Ω there exist the essential limits ess lim x→x
Then there exists t ∈ (t 0 , T ] such that for all t ∈ (t 0 , t): ). More precisely, under this assumption there exists t ∈ (0, T ] such that for all t ∈ [0, t):
Proof. We only address the case G(x .8) is similar. By assumption, for any ε > 0 there exists δ ∈ (0,δ) such that
for all y ∈ (x 0 , x 0 + δ). Set as before K ∶= sup u∈R (−H(u)), and k ∶= inf u∈R (−H(u)). Then we get for every t ∈ (t 0 , T ] and x ∈ (x 0 − δ, x 0 )
. Similarly, using (5.10) instead of (5.9) we get for all t ∈ (t 0 , T ] and y ∈ (x 0 , x 0 + δ)
In particular, from the above inequalities we get for all t ∈ (t 0 , T ]:
Then for all ε ∈ (0, ε 0 ), t ∈ [t 0 , t) there holds
. As a consequence, for all ε ∈ (0, ε 0 ), t ∈ (t 0 , t), x ∈ (x 0 − δ, x 0 ) and y ∈ (x 0 , x 0 + δ), from inequalities (5.11) we get
. Plainly, from inequalities (5.14) we obtain for any t ∈ (t 0 , t)
(in these estimates the equalities follow by Lemma 2.1 applied to Q = (a, x 0 )×(0, T ), respectively Q = (x 0 , b) × (0, T )). Therefore, by Lemma 2.1 we get U * (x 0 , t) = ess lim sup
and the conclusion follows. U * (x 0 , t) > U * (x 0 , t) for all t ∈ (t 0 , t) .
Also observe that (5.12) gives an expression of t, e.g. by choosing ε = ε0 2 .
The concept of barrier effect of a discontinuity, discussed in the Introduction, is made precise by the following lemma.
Let U be a viscosity solution of (N ) in Q, and let U i ∶= U ⌞ Q Now we are able to prove the uniqueness of discontinuous viscosity solutions. If U 0 ∈ C(Ω), uniqueness follows from Proposition 5.1. Lemma 5.3 will be used to handle possible discontinuities of the solutions if U 0 is piecewise continuous.
Proof of Theorem 3.3. For simplicity we suppose that U 0 has a single jump discontinuity at x 1 ∈ Ω = (a, b), and that
) and if the number of jumps is finite, the proofs are similar. Let U and V be two viscosity solutions of (N ) in Ω with initial datum U 0 . By (5.22) and Remark 5.1 there exists t 1 ∈ (0, T ] such that for any t ∈ [0, t 1 )
. Therefore τ 1 ∶= sup {t ∈ (0, T ) (5.23) holds} > 0 and, without loss of generality, we may assume that (5.24) is satisfied for all t ∈ [0, τ 1 ).
Set
where b) . By Remark 5.1 and Lemma 5.3, the restrictions
(with infinite boundary conditions at least on one side of the lateral boundary of Q j,τ1 ), with initial datum U 0,j ∶= U 0 ⌞ I j . Then by Proposition 5.1 there holds U 1 = V 1 a.e. in Q 1,τ1 and U 2 = V 2 a.e. in Q 2,τ1 , thus U = V a.e. in Q τ1 . Moreover, U j and V j admit a continuous representativeŨ j ∈ C(Q j,τ1 ), thus U j = V j =Ũ j a.e. in Q j,τ1 (j = 1, 2), whereŨ j is Lipschitz continuous with respect to t in Q j,τ1 and satisfies (3.29) (this proves Theorem 3.3 (c)). Then it follows from (5.23) that
for all t ∈ (0, τ 1 ), and similarly for V . Hence by (5.23) there holds for all t ∈ (0, τ 1 )
We claim thatŨ 2 (x 1 , τ 1 ) =Ũ 1 (x 1 , τ 1 ) . Arguing by contradiction, it follows from the continuity ofŨ j in each rectangle Q j,τ1 (j = 1, 2) that there exists η > 0 such thatŨ 2 (x 1 , τ ) −Ũ 1 (x 1 , τ ) ≥ η for all τ ∈ (0, τ 1 ) sufficiently close to τ 1 . Then, by Lemma 5.2, there exists δ > 0, independent of τ (see (5.12) and Remark 5.2), such that (5.23) holds for every t ∈ (τ, τ + δ), a contradiction for τ > τ 1 − δ by the very definition of τ 1 . Now observe that, since 0, τ 1 ) ). For the sake of brevity, we shall only consider the case of a bounded interval Ω = (a, b) with −∞ < a < b < ∞; otherwise, the conclusion will follow arguing in a similar way, considering suitable trapezoidal domains as in (3.1)-(3.3) instead of Q t,T . Applying Theorem 3.1 in Q t,T and using (5.26) gives
Proof of Proposition 3.4. We only prove inequality (3.34) (that of (3.35) is similar).
) and let τ j ∈ (0, T ] be as in (3.31)-(3.33). Then, by (3.32),
For every 0 ≤ t 0 < t 1 < τ j , (3.34) will follow by subtracting the inequalities
We only prove (5.28a). We set P ∶= (x j , b) × (t 0 , τ j ) and U 1 = U ⌞ P . Herafter, for the sake of brevity, we shall only consider the case b < ∞. Otherwise, the conclusion will follow replacing the set P by some trapezoidal domaiñ
Observe that by Remark 2.1 and (5.27) there holds
By Lemma 2.1 applied to (U 1 ) * , for any ε > 0 there exists δ > 0 such that
and for every p > max{p ε , 0} define V ∶ P ↦ R by setting
By (5.30)-(5.31), for every p as above we get
Moreover, V is a viscosity supersolution of problem
By (5.27), Lemma 5.3-(i) and Remark 3.1, for every p > m 2 U 1 is a viscosity subsolution of (5.33) (recall that m 2 is the boundary condition satisfied by U (⋅, t) at b). Hence from Theorem 3.1 and (5.32), for every p > max{p ε , 0, m 2 } we get
for t 0 < t 1 < τ j (here we have also used (5.29)). Choosing in the above inequality p = p n , with p n → +∞ such that lim
and (5.28a) follows from the arbitrariness of ε. ◻ We have already proved that discontinuous viscosity solutions are unique. Below we show that they also satisfy a comparison principle. Proof of Theorem 3.5. Let us first observe that, since by the assumption U 0 ≤ V 0 a.e. in Ω, there holds
Also observe that 
In particular, S 0 consists of a finite number of points x 1 < x 2 < ⋯ < x q , and for every x k ∈ S 0 the following holds:
In fact, were the claims false, from (5.34) we would get
For the sake of brevity, we shall consider below the case Ω = (a, b), with −∞ < a < b < ∞; the case of an unbounded Ω can be addressed similarly replacing Q q+1 and/or Q 1 by trapezoidal domains as in (3.1)-(3.2) (with a = x q and b = x 1 , respectively).
Observe that by the very definition of the set S 0 , and since U 0 ≤ V 0 a.e. in Ω, for any k = 1, . . . , q + 1 there holds
Also observe that, by claims (b)-(c) and Lemma 5.3, for every k = 2, ⋯, q the restrictions U k and V k are viscosity solutions of (N ) in Q k with initial data U 0,k and V 0,k respectively, and the same boundary conditions m 1 (at x k−1 ) and m 2 (at x k ):
Similar remarks hold in Q 1 and Q q+1 . Then by inequality (5.36), applying Theorem 3.1 to each rectangle Q k , and using inequality (5.36) we get
Since both U k and V k are piecewise continuous in Q k (see Theorem 3.3-(ii), claim (a)), the above inequality plainly gives
If T 1 = T the proof is complete. If not, we assume that there exist a uniquē k ∈ {1, ⋯, q} such that T 1 = τk < T (the argument is similar if more than onek has this property). Set
we can argue as before, and we obtain that
Further, setQk ∶= Ωk × (0, T 2 ),Ũk ∶= U ⌞Qk andṼk ∶= V ⌞Qk. Observe thatŨk and Vk are viscosity solutions of problem (N ) in Ωk × (τ, T 2 ) for every τ ∈ (0, T 1 ), with boundary conditions as in (5.37) with: k =k for m 1 and k =k + 1 for m 2 . Then by Theorem 3.1 for every (x, t) ∈ Ωk × (τ, T 2 ) we get
, by Theorem 3.3-(c) and (3.31)-(3.32) there holds
Since bothŨk andṼk are piecewise continuous in Ωk × [T 1 , T 2 ], from the above inequality we get
By (5.39), (5.40) and (5.43) we have that U ≤ V a.e. in Ωk × (0, T 2 ), whence the result follows if T 2 = T . Otherwise, we obtain the result by iterating the above argument finitely many times. ◻
Existence: Proofs
Let Ω = (a, b) with −∞ < a < b < ∞. Let f 1,ε , f 2,ε , f 3,ε ∈ C ∞ (R) (ε ∈ (0, 1)) be a partition of unity:
such that for i = 1, 2, 3
(observe that u 0,ε also depends on m 1 , m 2 ; we disregard this dependence to make notations simpler). Then U 0,ε ∈ C ∞ (Ω), and
for any ε ∈ (0, 1) ,
where the family
It is easily seen that (6.5) sup ε∈(0,1) H ε W 1,∞ (R) < ∞ , H ε → H uniformly on the compact subsets of R .
Let u ε ∈ C 2,1 (Q) be the unique classical solution of the parabolic problem
with m 1 , m 2 ∈ R, u 0,ε and H ε as above (e.g., see [26] ). By the maximum principle and (6.2) there holds
for any ε ∈ (0, 1) .
Moreover, there exists c > 0 (depending on m 1 , m 2 , U ′′ 0 L 1 (Ω) , and H W 1,∞ (R) ) such that for any ε ∈ (0, 1)
In fact, arguing as in the proof of [31, Proposition 3.1] (see also [1] ) and using (6.3) gives (6.7)-(6.8), whence (6.9) easily follows (see [ (Q) such that (6.10)
It should be mentioned (see [1, 11] ) that u is the unique entropy solution of the problem
The following result will be used (see [10, Lemma 5.4 
]).
Lemma 6.1. Let u be given by (6.10). Then for every t ∈ (0, T ]
satisfies U εx = u ε in Q and is the unique classical solution of the initial-boundary value problem
Then, by (6.6)-(6.9), with the same constant c > 0 as above for any ε ∈ (0, 1) there holds
where (6.13e) follows from (6.13d) and the equality U εt = εU εxx − H ε (U εx ). Let us first prove Theorem 3.6 when Ω is bounded, U 0 is smooth and m 1 , m 2 ∈ R. (Q) and there holds
Proof. By estimates (6.13a), (6.13e) the family {U ε } is bounded in W
). Inequality (6.14a) is a direct consequence of (6.13a), since by (6.13b)-(6.13c) (possibly extracting a subsequence, not relabelled) U ε k x → U x a.e. in Q. As for (6.14b), it follows from (3.29) as soon as we prove that U is a viscosity solution of problem (N R ).
To this purpose, we shall only check conditions (3.4) and (3.6), the proof being analogous for (3.5) and (3.7). Without loss of generality we may assume that ϕ ∈ C 2 (Q) and U − ϕ assumes a strict local maximum.
The latter property and the regularity of U ε k imply that
As k → ∞, by (6.5) we get inequality (3.4).
(β) Let U − ϕ assume a strict local maximum at (a, t), t ∈ (0, T ], and let ϕ x (a + , t) ≤ m 1 . Suppose first that ϕ x (a + , t) < m 1 . Arguing as in (α), there exists a sequence
Observe that x k > a for every k, for otherwise we would have
Hence also in this case (6.15) holds, whence as k → ∞ we get ϕ t (a, t) + H(ϕ x (a + , t)) ≤ 0, the second inequality in (3.6).
Next, let ϕ x (a + , t) = m 1 . Set
notice that ϕ δt = ϕ t , ϕ δx = ϕ x − δ, and ϕ δ → ϕ in C(Q) as δ → 0 + . Then, since U − ϕ has a strict local maximum at (a, t), there exists a sequence {(
On the other hand, if x δ k = a, for every k sufficiently large we get t δ k = t (recall that U − ϕ achieves a strict local maximum at the point (a, t)), hence U − ϕ δ k admits a local maximum at the point (a, t). Since ϕ δx (a, t) = ϕ x (a + , t) − δ k < m 1 , by the first part of case (β), we get inequality (6.18) in (a, t), namely (6.19) ϕ t (a, t) + H(ϕ x (a + , t) − δ k ) ≤ 0 , and the conclusion follows by the continuity of H, taking the limit in (6.18)-(6.19) as k → ∞.
(γ) If U − ϕ achieves a local maximum at (b, t), with t ∈ (0, T ] and ϕ x (b − , t) ≥ m 2 , arguing as in step (β) the conclusion follows by considering first the case ϕ x (b − , t) > m 2 and then the case ϕ x (b − , t) = m 2 (we omit the details). Hence the result follows.
Next we prove Theorem 3.6 when Ω is bounded, U 0 is smooth and m 1 , m 2 ∈ R. (Q) and (6.14b) holds true.
Proof. Let at least one of m 1 , m 2 be infinite. For every n ∈ N consider the problem
Observe that (6.20) m n ∶= max{ m 1,n , m 2,n } = n for n large enough .
(Q) be the viscosity solution of problem (N n ), which exists by Proposition 6.2. By the proof of Proposition 6.2, U n is the uniform limit in Q of a sequence {U nε k } of solutions of problem (N ε ) with ε = ε k and m 1 = m 1,n , m 2 = m 2,n :
It is also known that in Q there holds U nε k x = u nε k , where u nε k is the unique classical solution of problem (D ε ) with ε = ε k and m 1 = m 1,n , m 2 = m 2,n : w (−n−q)ε k ≤ w (−n)ε k ≤ U nε k x ≤ w nε k ≤ w (n+q)ε k in Q for n ∈ N large enough and q ∈ N. By estimates (6.6)-(6.8) and embedding results, there exist subsequences (not relabelled) {w (−n)ε k }, {U nε k x }, {w nε k }, and w −n , w n , z ∈ L 1 (Q) such that
It is easily seen that z = U nx , thus from (6.21)-(6.22) we get (6.23) w −n−q ≤ w −n ≤ U nx ≤ w n ≤ w n+q a.e. in Q for n ∈ N large enough and q ∈ N. In addition, since by (6.11) for n ∈ N there holds
arguing by monotonicity shows that there exist w 1 , w 2 ∈ L 1 (Q) such that
Then letting q → ∞ in (6.23) we obtain w 1 ≤ w −n ≤ (U n ) x ≤ w n ≤ w 2 a.e. in Q for all n ∈ N large enough. It follows that for all x 1 , x 2 ∈ Ω, t ∈ (0, T ) and n as above, (6.24) U n (x 2 , t) − U n (x 1 , t) ≤ x2 x1
w(x, t) dx , where w(x, t) ∶= max{ w 1 (x, t) , w 2 (x, t) }. On the other hand, by (6.14b), (6.25) U n (x, t 2 ) − U n (x, t 1 ) ≤ H ∞ t 2 − t 1 (x ∈ Ω; t 1 , t 2 ∈ (0, T )) .
By inequalities (6.24)-(6.25) the sequence {U n } is uniformly equicontinuous. Hence, possibly up to a subsequence (not relabelled) there holds (6.26) U n → U in C(Q) ,
for some U ∈ W 1,1 (Q) with U t ∈ L ∞ (Q). Moreover, by (6.25), U t satisfies (6.14b).
Let us prove that U is a viscosity solution of problem (N S ). Again we only check conditions (3.4) and (3.6), since the proof is analogous for (3.5) and (3.7). (α) Let U − ϕ assume a strict local maximum at (x, t) ∈ Ω × (0, T ). Then, by (6.26) there exists a sequence {(x n , t n )} ⊆ Ω × (0, T ) such that (x n , t n ) → (x, t) as n → ∞ and the function U n − ϕ assumes a local maximum in (x n , t n ) ∈ Ω × (0, T ). Since U n is the viscosity solution of of problem (N n ), it follows that (6.27) ϕ t (x n , t n ) + H(ϕ x (x n , t n )) ≤ 0 .
Letting n → ∞ in (6.27) gives the conclusion in this case.
(β) We only consider the case m 1 = ∞, since otherwise the proof is analogous to that of Proposition 6.2. Let ϕ ∈ C
1
(Ω × (0, T )), and let U − ϕ assume a strict local maximum in (a, t), t ∈ (0, T ). Fix any δ > 0 sufficiently small. Then there exists a sequence {(x n , t n )} ⊆ [a, b) × (0, T ) such that: (i) (x n , t n ) → (a, t) as n → ∞, 0 < t − δ ≤ t n ≤ t + δ < T for every n large enough; (ii) the function U n − ϕ achieves a local maximum at (x n , t n ); (iii) there holds ϕ x (x, t) < n for all (x, t) ∈ Ω×[t−δ, t+δ].
Since U n is the viscosity solution of (N n ) and ϕ x (x n , t n ) < n, we get again inequality (6.27) , whence the conclusion follows in this case, too. The case when U −ϕ achieves a local maximum in (b, t), with t ∈ (0, T ), can be similarly settled. Hence the result follows also in this case. This completes the proof.
Now we can prove Theorem 3.6 for general Ω and m 1 , m 2 ∈ R, provided that U 0 is continuous in Ω.
Proposition 6.4. Let Ω = (a, b) with −∞ ≤ a < b ≤ ∞, and let (H 1 ) hold. Then for every U 0 ∈ C(Ω) there exists a viscosity solution of problem (N ) with initial condition (1.2).
Proof. First suppose −∞ < a < b < ∞. Let U 0 ∈ C(Ω), and let {U 0,n } ⊆ C ∞ (Ω), U 0,n → U 0 in C(Ω). Let U n be the viscosity solution of problem (N ) with initial condition U n (⋅, 0) = U 0,n , which exists by Propositions 6.2-6.3. By Theorem 3.1-(i) (see (3.23) ) there holds By (6.28) {U n } is a Cauchy sequence in C(Q), hence there exists U ∈ C(Q) such that U n → U in C(Q). Arguing as in Proposition 6.3 shows that U is a viscosity solution of problem (N ) with initial condition (1.2). Hence the result follows. Now let Ω = (a, ∞) (the argument is similar for Ω = (−∞, b) or Ω = R). Let Ω j ∶= (a, b j ), b j ≤ b j+1 for every j ∈ N, b j → ∞ as j → ∞. Let U 0 ∈ C(Ω), U 0,j ∈ C(Ω j ), supp U 0,j = Ω j , and let U 0,j → U 0 uniformly on compact subsets of [a, ∞). Let U j be the viscosity solution of (N ) in Q j ∶= Ω j × (0, T ) with initial condition U j (⋅, 0) = U 0,j in Ω j , with the given boundary condition U jx = m 1 at {a} × (0, T ) and arbitrary boundary condition U jx = m 2 at {b j } × (0, T ). U 0,j − U 0,k .
By the above inequality {U j } is a Cauchy sequence, thus a converging sequence in C(K). Then by the arbitrariness of K and a diagonal argument there exists a subsequence of {U j } (not relabelled) and U ∈ C(Q) such that U j → U uniformly on the compact subsets of Q. Arguing as before it is shown that U is a viscosity solution, thus the conclusion follows.
Finally we prove Theorem 3.6 in the general case. Proof. Set U 0,j ∶= U 0 ⌞ I j (j = 1, . . . , p + 1). For every j = 2, . . . , p let U j be the viscosity solution of (N S ) in Q j ∶= I j × (0, T ) with initial condition U j (⋅, 0) = U 0,j in I j , and If τ 1 = T , from the above considerations the result follows. Instead, if τ 1 ∈ (0, T ), for some k = 1, . . . , p there exists (x k ,t k ) such that U k (x − k , t) ≠ U k+1 (x + k , t) for 0 ≤ t < τ 1 =t k , yet (6.33)
k ,t k ) (otherwise, by the continuity of U k (x − k , ⋅) and U k+1 (x + k , ⋅) there would existt k ∈ (t k , T ) such that U k (x − k , t) ≠ U k+1 (x + k , t) for t ∈ [t k ,t k ), which contradicts the definition oft k ). By (6.33) we can repeat the above arguments with a lesser number of discontinuities of U , hence in a finite number os steps the conclusion follows.
