Biased category payoff matrices engender separate reward-and accuracy-maximizing decision criteria. Although instructed to maximize reward, observers use sub-optimal decision criteria that place greater emphasis on accuracy than is optimal. This study compared objective classifier feedback (the objectively correct response) with optimal classifier feedback (the optimal classifier's response) at two levels of category discriminability when zero or negative costs accompanied incorrect responses for two payoff matrix multiplication factors. Performance was superior for optimal classifier feedback relative to objective classifier feedback for both zero and negative cost conditions, especially when category discriminability was low, but the magnitude of the optimal classifier advantage was approximately equal for zero and negative cost conditions. The optimal classifier feedback performance advantage did not interact with the payoff matrix multiplication factor. Model-based analyses suggested that the weight placed on accuracy was reduced for optimal classifier feedback relative to objective classifier feedback and for high category discriminability relative to low category discriminability. In addition, the weight placed on accuracy declined with training when feedback was based on the optimal classifier and remained relatively stable when feedback was based on the objective classifier. These results suggest that feedback based on the optimal classifier leads to superior decision criterion learning across a wide range of experimental conditions.
Introduction
A robust finding from the decision criterion learning literature is that observers use a sub-optimal decision criterion when the costs and benefits of correct and incorrect responses are manipulated. For example, if the benefit of a correct category A response is 3 points, the benefit of a correct category B response is 1 point, and the cost of an incorrect response is 0 points (referred to as a 3:1 zero cost condition because no loss of points is associated with an incorrect response), then the optimal classifier decision criterion, β o = 3, maximizes long-run reward. Under these conditions, observed decision criterion values fall somewhere between this reward-maximizing criterion (β o = 3), and the accuracy-maximizing criterion (β = 1) (e.g., Green & Swets, 1966; Healy & Kubovy, 1981; Kubovy & Healy, 1977; Lee & Janke, 1964 , 1965 Lee & Zentall, 1966; Maddox & Bohil, 1998; Ulehla, 1966) . This is termed conservative cutoff placement, because the decision criterion is not shifted far enough toward the optimal value 2 . Maddox and Bohil (1998; see also Maddox & Dodd, 2001; Maddox, in press) suggested that this might be due to observers' inability to focus exclusively on reward-maximization while sacrificing accuracy-maximization. Because the observer must sacrifice some measure of accuracy to maximize reward when costs and benefits are manipulated, any weight placed on accuracy will lead to the use of a sub-optimal decision criterion. Maddox and Bohil (1998; Maddox & Dodd, 2001; Maddox, in press ) offered a COmpetition Between Reward and Accuracy (COBRA) maximization hypothesis (Maddox & Bohil, 1998; Maddox & Dodd, 2001; Maddox, in press ) to (at least partially) explain this result. COBRA postulates that observers attempt to maximize reward (consistent with instructions and monetary compensation contingencies) but also place importance on accuracy-maximization. Because the observer must sacrifice some measure of accuracy to maximize reward when payoffs are manipulated, any weight placed on accuracy will lead to the use of a sub-optimal decision criterion.
2
In a recent study, Maddox and Bohil (2001) attempted to improve decision criterion learning when costs and benefits were manipulated by reducing the weight placed on accuracy through manipulation of the trial-by-trial feedback. They speculated that observers place importance on accuracy-maximization in part because the most common type of feedback in decision criterion learning studies emphasizes accuracy. Consider the top panel of Figure  1 which presents a hypothetical feedback display from a typical decision criterion learning study. Following the observer's response, they are presented with information regarding the actual gain for that trial, and the potential gain had they responded with the correct category label. In this example, the observer generated an incorrect B response and earned 0 points, whereas a correct A response would have earned 3 points. [In our studies we also include information regarding cumulative performance (i.e., the Total Points and the Potential Point Total)]. We refer to this as objective classifier feedback, because the potential gain is always based on performance of the classifier that generates the objectively correct response on every trial, and thus is 100% accurate. Maddox and Bohil (2001) compared decision criterion learning for objective classifier feedback with that obtained through optimal classifier feedback. The bottom panel of Figure 1 presents a hypothetical optimal classifier feedback display. Following the observer's response, they are presented with information regarding the actual gain for that trial, and the optimal classifier's gain. In this example, the observer generated an incorrect B response and earned 0 points. Importantly, the optimal classifier also generated an incorrect B response and earned 0 points. Maddox and Bohil suggested that optimal classifier feedback might lead observers to sacrifice accuracy in order to maximize reward, leading to better decision criterion learning.
INSERT FIGURE 1 ABOUT HERE Maddox and Bohil (2001) had each observer complete several blocks of trials in four perceptual categorization conditions that were constructed from the factorial combination of two types of feedback (optimal vs. objective classifier) with two levels of category discriminability (d' = 1.0 and 2.2). All conditions used the 3:1 zero cost payoff matrix, outlined above, and thus the optimal decision criterion was identical across all conditions. Maddox and Bohil (2001) found more nearly optimal decision criterion learning (a) in the optimal classifier feedback condition than in the objective classifier feedback condition, with a much larger effect resulting for d' = 1.0 (where the accuracy sacrifice necessary to maximize reward was large -8%) than for d' = 2.2 (where the accuracy sacrifice was small -3%), and (b) in the d' = 2.2 than in the d' = 1.0 conditions. Maddox and Bohil (2001) applied a recently developed model of decision criterion learning that proposes two mechanisms that determine decision criterion placement. These will be outlined in detail below but for now a few brief comments are in order. The first mechanism is COBRA, which postulates that observers attempt to maximize reward but also place importance on accuracy-maximization. The second mechanism is based on the flat-maxima hypothesis. The flat-maxima hypothesis states that the observer's estimate of the rewardmaximizing decision criterion is determined from the objective reward function. The objective reward function plots long-run reward as a function of decision criterion placement (see . Steep objective reward functions, for which large changes in reward are associated with small changes in the decision criterion, lead to better learning of the reward-maximizing decision criterion than do flat objective reward functions. Several factors influence the steepness of the objective reward function including category discriminability and payoff matrix multiplication. Payoff matrix multiplication refers to one payoff matrix being constructed by multiplying all entries of another payoff matrix by a constant. As we detail later, the objective reward function is steeper for intermediate levels of d', such as d' = 2.2, than for small values of d', such as d' = 1.0 (and large d' values above 3), and is steeper for large payoff matrix multiplication factors than for smaller multiplication factors. Maddox and Bohil (2001) instantiated the flat-maxima and COBRA hypotheses within the framework of a hybrid model that they used to account for decision criterion placement in their task. Briefly, the model assumes that the observer's estimate of the reward-maximizing decision criterion is determined from the steepness of the objective reward function (i.e., the flat-maxima hypothesis). The observable decision criterion is a weighted function of the estimated reward-maximizing decision criterion and the accuracy-maximizing decision criterion. The weight denotes the emphasis placed on accuracy maximization and thus instantiates the COBRA hypothesis. Maddox and Bohil (2001) applied the model to their data and found that the model provided a good account of the data by assuming that the weight placed on accuracy was larger for objective than for optimal classifier feedback.
This article reports the results from an experiment that replicates Maddox and Bohil (2001) by examining decision criterion learning in the 3:1 zero cost condition for the same four feedback x d' conditions (i.e., objective classifier feedback/d' = 1.0, optimal classifier feedback/d' = 1.0, objective classifier feedback/d' = 2.2, and optimal classifier feedback/d' = 2.2), and extends Maddox and Bohil by introducing two additional manipulations, both of which affect the entries in the payoff matrix. The first manipulation is a payoff matrix subtraction manipulation. In short, we include both the 3:1 zero cost payoff matrix and a 3:1 negative cost payoff matrix derived by subtracting 1 point from all 3:1 zero cost payoff matrix entries. Importantly, payoff matrix subtraction does not affect the value of the optimal decision criterion, nor does it affect the steepness of the objective reward function. However, as suggested by Maddox and Dodd (2001; see also Maddox & Bohil, 2000) , decision criterion learning is more sub-optimal in negative cost conditions than in zero cost conditions, which may be due to an increased emphasis on accuracy-maximization in negative-cost conditions. The second manipulation is payoff matrix multiplication. In short, we include the 3:1 zero and 3:1 negative cost payoff matrices outlined above, and two additional matrices derived by multiplying each 3:1 zero and each 3:1 negative cost payoff matrix entry by a factor of 6. Like payoff matrix subtraction, payoff matrix multiplication does not affect the value of the optimal decision criterion; unlike payoff matrix subtraction, it does affect the steepness of the objective reward function. Multiplication by a factor of 6 yields a steeper objective reward function. In light of this fact we will refer to the original payoff matrices as the 3:1 zero cost/shallow and 3:1 negative cost/shallow payoff matrix conditions, and the two derived from payoff matrix multiplication as the 3:1 zero cost/steep and 3:1 negative cost/steep payoff matrix conditions.
To summarize, the predictions are as follows. First, we predict better decision criterion learning with optimal classifier feedback than with objective classifier feedback, because there is a sacrifice in accuracy associated with reward-maximization in all conditions and optimal classifier feedback should lead the observer to be more willing to sacrifice accuracy in order to maximize reward. Second, we predict an interaction between the nature of the feedback and category d', with a larger effect of feedback being predicted in the d' = 1.0 than in the d' = 2.2 conditions. This follows because the accuracy sacrifice necessary to maximize reward is larger for d' = 1.0 (8%) than for d' = 2.2 (3%). Third, we predict no interaction between the nature of the feedback and the payoff matrix multiplication because payoff matrix multiplication does not affect the magnitude of the accuracy sacrifice necessary to maximize reward. Fourth, we predict better decision criterion learning for zero than for negative cost conditions because observers place more weight on accuracy when losses are associated with incorrect responding. We have no a priori prediction regarding an interaction between the feedback and payoff matrix subtraction manipulations, but it is possible that optimal classifier feedback will have an even larger effect on decision criterion learning for negative cost conditions. Finally, we predict better decision criterion learning for the d' = 2.2 than for the d' = 1.0 conditions and for the steep payoff matrix multiplication conditions than for the shallow payoff matrix multiplication conditions, as expected from the flat-maxima hypothesis. Initial tests of these predictions are provided by examining trends in performance measures such as accuracy, points, and decision criterion estimates from signal detection theory using ANOVA. A more detailed understanding of the psychological processes involved in decision criterion learning under these conditions is provided by applying a series of models to the data from all conditions simultaneously, but separately by observer and block.
The next (second) section outlines briefly the optimal classifier and our modeling framework. The third section introduces Maddox and Dodd's (2001) theory of decision criterion learning, and generates predictions from the model for the experimental factors of interest. The fourth section is devoted to the experimental method and the fifth section to the Results and Theoretical Analyses. Finally, we conclude with some general comments.
The Optimal Classifier and Decision Bound Theory Optimal Classifier
The optimal classifier is a hypothetical device that maximizes long-run expected reward. Suppose a medical doctor must classify a patient into one of two disease categories, A or B, based on medical test X, whose outcomes for diseases A and B are normally distributed as depicted in Figure 2 . Figures 2a and 2b depict hypothetical disease categories for two levels of discriminability, d' = 1.0 and 2.2. The optimal classifier has perfect knowledge of the form and parameters of each category distribution and records perfectly the test result, denoted x. This information is used to construct the optimal decision function, which is the likelihood ratio of the two category distributions, l o (x) = f(x|B) / f(x|A) (1) where f(x|i) denotes the likelihood of test result x given disease category i. The optimal classifier has perfect knowledge of the costs and benefits in the payoff matrix. This information is used to construct the optimal decision criterion
where V aA and V bB denote the benefits associated with correct diagnoses, and V bA and V aB denote the costs associated with incorrect diagnoses 3 . (The category base-rates affect the optimal decision criterion, but in the current study the base-rates are equal and thus drop out of the Equation.) The optimal classifier (e.g., Green & Swets, 1966) uses l o (x) and β ο to construct the optimal decision rule:
If l o (x) > β ο , then respond "B", otherwise respond "A".
4 Two points are in order. First, when (V aA -V bA ) = (V bB -V aB ) β ο = 1, the optimal classifier assigns the stimulus to the category with the highest likelihood. Under these conditions, β ο = 1 simultaneously maximizes reward and accuracy. Second, if the payoff for disease A is three times the payoff for disease B -a 3:1 payoff condition [i.e., if (V aA -V bA ) = 3(V bB -V aB )] -then β ο = 3.0 (see Figure 2) . In this case, the optimal classifier will generate a disease A diagnosis unless the likelihood of disease B is at least three times larger than the likelihood of disease A. Importantly, although β ο = 3.0 maximizes reward in this case, β = 1 maximizes accuracy. Thus, the optimal classifier must sacrifice some measure of accuracy in order to maximize reward when the payoffs are manipulated.
INSERT FIGURE 2 ABOUT HERE Decision Bound Theory
The optimal classifier decision rule (Equation 3) has been rejected as a model of human performance, but performance often approaches that of the optimal classifier as the observer gains experience with the task. Ashby and colleagues argued that the observer attempts to respond using a strategy similar to that of the optimal classifier, but fails because of at least two sources of sub-optimality in perceptual and cognitive processing: perceptual and criterial noise (Ashby, 1992a; Ashby & Lee, 1991; Ashby & Townsend, 1986; . Perceptual noise refers to trial-by-trial variability in the perceptual information associated with each stimulus. With one perceptual dimension the observer's percept of Stimulus i, on any trial, is given by x pi = x i + e p , where x i is the observer's mean percept and e p is a random variable denoting perceptual noise (we assume that σ pi = σ p ). Criterial noise refers to trial-by-trial variability in the placement of the decision criterion. With criterial noise the decision criterion used on any trial is given by β c = β + e c , where β is the observer's average decision criterion, and e c is a random variable denoting criterial noise (assumed to be univariate normally distributed). Decision bound theory assumes that the observer attempts to use the same strategy as the optimal classifier, but with less success due to the effects of perceptual and criterial noise. Hence, the simplest decision bound model is the optimal decision bound model. The optimal decision bound model is identical to the optimal classifier (Equation 3) except that perceptual and criterial noise are incorporated into the decision rule. Specifically, If l ο (x pi ) > β ο + e c then respond "B", otherwise respond "A".
(4) A Theory of Decision Criterion Learning and a Hybrid Model Framework Maddox and Dodd (2001; Maddox, in press ) offered a theory of decision criterion learning and a model-based instantiation called the hybrid model. The theory proposes two mechanisms that determine decision criterion placement.
Flat-Maxima Hypothesis
The first mechanism is based on the flat-maxima hypothesis (Busemeyer & Myung, 1992; vonWinterfeld & Edwards, 1982) . As suggested by many researchers, suppose that the observer adjusts the decision criterion based (at least in part) on the change in the rate of reward, with larger changes in rate being associated with faster, more-nearlyoptimal decision criterion learning (e.g., Busemeyer & Myung, 1992; Dusoir, 1980; Kubovy & Healy, 1977; Thomas, 1975; Thomas & Legge, 1970) . To formalize this hypothesis one can construct the objective reward function. The objective reward function plots objective expected reward on the y-axis and the decision criterion value on the x-axis (e.g., Busemeyer & Myung, 1992; Stevenson, Busemeyer, & Naylor, 1991; vonWinterfeldt & Edwards, 1982) . To generate an objective reward function one chooses a value for the decision criterion and computes the long-run expected reward for that criterion value. This process is repeated over a range of criterion values. The expected reward is then plotted as a function of decision criterion value. Figure 3a plots expected reward as a function of the deviation between a hypothetical observer's decision criterion ln(β) and the optimal decision criterion ln(β o ) standardized by category d'. This is referred to as k -k o = ln(β)/d' -ln(β o )/d'. Notice that for large deviations from the optimal decision criterion, the expected reward is small, and as the deviation from the optimal decision criterion decreases, the expected reward increases. Notice also that when the deviation from optimal is zero (i.e., when the decision criterion is the optimal decision criterion), expected reward is maximized.
The derivative of the objective reward function at a specific k -k o value determines the change in the rate of expected reward for that k -k o value; the larger the change in the rate, the "steeper" the objective reward function at that point. Derivatives for three k -k o values are denoted by tangent lines 1, 2, and 3 in Figure 3a . Notice that the slope of each tangent line, which corresponds to the derivative of the objective reward function at that point, decreases as the deviation from the optimal decision criterion decreases (i.e., as we go from point 1 to 2 to 3). In other words, the change in the rate of reward or steepness declines as the decision criterion approaches the optimal decision criterion. Figure 3b plots the relationship between the steepness of the objective reward function (i.e., the derivative at several kk o values) and k -k o . The three derivatives denoted in Figure 3a are highlighted in Figure 3b . If the observer adjusts the decision criterion based on the change in the rate of reward (or steepness), then steeper objective reward functions should be associated with more-nearly-optimal decision-criterion values, because only a small range of decision-criterion values around the optimal value have near-zero derivatives (or small steepness values). Flat objective reward functions, on the other hand, will lead to less-optimal decision criterion placement because a larger range of decision criterion values around the optimal value have derivatives near zero.
Category Discriminability, Payoff Matrix Subtraction, Payoff Matrix Multiplication and the Flat-Maxima Hypothesis Figure 4a displays the objective reward functions for category d' = 1.0 and 2.2 with both the 3:1 zero-cost and 3:1 negative-cost payoff matrices. Figure 4b plots the relationship between the steepness for each objective reward function (i.e., the derivatives of each objective reward function) and k -k o . The tangent lines (labeled '1') in Figure 4a correspond to the k-k o values associated with the same fixed steepness value for d' = 1.0 and 2.2, respectively. The horizontal line (labeled '1') on Figure 4b denotes the same fixed non-zero steepness value, and the vertical lines denote the associated k -k o values for each condition. Two comments are in order. First, notice that the four objective reward functions in Figure 4a collapse onto two steepness functions in Figure 4b because the steepness of the objective reward function is unaffected by payoff matrix subtraction. Second, notice that the deviation between the decision criterion and the optimal value, k -k o , differs systematically across category d' conditions in such a way that the decision criterion, k, is closer to the optimal value, k o , for category d' = 2.2 than for d' = 1.0. Thus, the flat-maxima hypothesis predicts that performance should be closer to optimal for d' = 2.2 than for d' = 1.0. Figure 5a displays the objective reward functions for the steep and shallow 3:1 zero-cost payoff matrices for category d' = 1.0 and 2.2. The objective reward functions associated with the 3:1 negative-cost payoff matrices are omitted since they share equivalent steepness values with their 3:1 zero-cost matrix counterparts. Figure 5b plots the relationship between the steepness for each objective reward function (i.e., the derivatives of each objective reward function) and k -k o . The tangent lines in Figure 5a (labeled '1') denote the k-k o values associated with the same fixed steepness value on all 4 objective reward functions. The horizontal line (labeled '1') on Figure 5b denotes the same fixed non-zero steepness value, and the vertical lines denote the associated k -k o values for each condition. Notice that k -k o is smaller for conditions in which the payoff matrix multiplication (PMM) factor is 6, and, as in Figure 4b , for d' = 2.2 than for d' = 1.0.
Because the flat-maxima hypothesis is based on the objective reward function, it applies only to learning of the reward-maximizing decision criterion. The observed decision criterion is assumed to be a weighted average of the reward-and accuracy-maximizing decision criteria. The COBRA hypothesis instantiates the weighting process.
INSERT FIGURES 3 -5 ABOUT HERE COBRA Hypothesis
The second mechanism assumed to influence decision criterion placement is based on Maddox and Bohil's (1998) COmpetition Between Reward and Accuracy (COBRA) maximization hypothesis. COBRA postulates that observers attempt to maximize expected reward (consistent with instructions and monetary compensation contingencies), but they also place importance on accuracy-maximization. Consider the univariate categorization problem depicted in Figure 6 with a 3:1 payoff ratio. Notice that the reward-maximizing decision criterion, k ro = ln(β ro )/d' = ln(3)/d' is different from the accuracy-maximizing decision criterion, k ao = ln(β ro )/d' = ln(1)/d, and thus the observer can not simultaneously maximize accuracy and reward. If an observer places importance or weight on reward and accuracy, then the resulting decision criterion will be intermediate between the reward-and accuracy-maximizing criteria. We instantiate this process with a simple weighting function, k = wk a + (1-w)k r , where w (0 ≤ w ≤ 1) denotes the weight placed on accuracy. This weighting function results in a single decision criterion that is intermediate between that for accuracy maximization and that for reward maximization 4 . For example, in Figure 6 , k 1 denotes a case in which w < .5, whereas k 2 denotes a case in which w > .5. An accuracy weight w < .5 might correspond to a situation in which feedback is based on the optimal classifier, and an accuracy weight w > .5 might correspond to a situation in which feedback is based on the objective classifier.
INSERT FIGURE 6 ABOUT HERE Framework for a Hybrid Model Maddox and Dodd (2001) developed a hybrid model of decision criterion learning that incorporated both the flat-maxima and COBRA hypotheses. To facilitate development of the model consider the following equation that determines the decision criterion used by the observer on condition i trials (k i )
The model assumes that the decision criterion used by the observer to maximize expected reward (k r ) is determined by the steepness of the objective reward function (see . A single steepness parameter is estimated from the data that determines a distinct decision criterion in every condition for which the steepness of the objective reward function differs. The accuracy-maximizing decision criterion, k a , is associated with the equal likelihood criterion. Before each experimental condition, the observer is pre-trained on the category structures in a baseline condition with equal payoffs (described in the Methods section), which pre-trains the accuracy-maximizing decision criterion. This criterion is then entered into the weighting function along with the observer's estimate of the reward-maximizing decision criterion to determine the criterion used on each trial. The COBRA hypothesis is instantiated in the hybrid model by estimating the accuracy weight, w, from the data.
It is important to make a clear distinction between predictions that can be derived mathematically from the theory, and those that are not based on a mathematical derivation, but instead are based on a body of empirical evidence or on a sensible assumption. All predictions associated with the flat-maxima hypothesis are mathematically derived. For example, as suggested by Figures 3 -5 , k -k o is smaller for d' = 2.2 than for d' = 1.0, and is smaller for steep than for shallow payoff matrices. The COBRA prediction that the observed decision criterion must fall somewhere between the accuracy-maximizing, β = 1 criterion, and the reward-maximizing decision criterion derived from the flat-maxima hypothesis is also mathematically derived (Equation 5). On the other hand, it is reasonable to assume (and test) the hypothesis that decision criterion learning is worse when negative costs are present or for objective classifier feedback, but these predictions are not derivable mathematically.
All of the models developed in this article are based on the decision bound model in Equation 4. Each model includes two "noise" parameters (one for d' = 1.0 and one for d' = 2.2) that represent the sum of perceptual and criterial noise (Ashby, 1992a; . Each model assumes that the observer has accurate knowledge of the category structures [i.e., l ο (x pi )]. To ensure that this was a reasonable assumption, each observer completed a number of baseline trials and was required to meet a stringent performance criterion (see Methods). Finally, each model allows for sub-optimal decision criterion placement where the decision criterion is determined from the flat-maxima hypothesis, COBRA hypothesis, or both following Equation 5. To determine whether the flat-maxima and COBRA hypotheses are important in accounting for each observer's data, we developed four models. Each model makes different assumptions about the k r and w values. The nested structure of the models is presented in Figure 7 , with each arrow pointing to a more general model and models at the same level having the same number of free parameters. The number of free parameters (in addition to the noise parameter described above) is presented in parentheses. (The details of the model fitting procedure are outlined in the Results section.)
INSERT FIGURE 7 ABOUT HERE The Optimal model instantiates neither the flat-maxima nor the COBRA hypothesis. It assumes that the decision criterion used by the observer to maximize expected reward is the optimal decision criterion (i.e., k r = k o ), and that there is no competition between reward and accuracy maximization (i.e., w = 0). The Flat-Maxima model instantiates the flat-maxima hypothesis, but not the COBRA hypothesis, by assuming that the decision criterion used by the observer to maximize expected reward (k r ) is determined by the steepness of the objective reward function as in Figures 3 -5, and that there is no competition between reward and accuracy maximization (i.e., w = 0). A single steepness parameter is estimated from the data. The flat-maxima model contains the Optimal model as a special case. The COBRA model instantiates the COBRA hypothesis but not the flat-maxima hypothesis by assuming that k r = k o , while allowing for a competition between reward and accuracy maximization by estimating the Equation 5 w parameter from the data. This model contains the Optimal model as a special case. The Hybrid(w) model instantiates both the flatmaxima and the COBRA hypotheses by assuming that k r is determined by the steepness of the objective reward function, and that there is a competition between accuracy and reward maximization. This model contains the previous three models as special cases. Three more general versions of the Hybrid model were applied to the data to test specific predictions. The Hybrid(w Objective ; w Optimal ) model estimated two accuracy weights: one was applied to all objective classifier feedback conditions, and the other to all optimal classifier feedback conditions. This model was developed to test the main prediction that optimal classifier feedback leads to better decision criterion learning by reducing the weight placed on accuracy maximization. The Hybrid(w Objective/d'=1.0 ; w Optimal/d'=1.0 ; w Objective/d'=2.2 ; w Optimal/d'=2.2 ) model estimated four accuracy weights: one for the objective classifier feedback/d' = 1.0 conditions, a second for the optimal classifier feedback/d' = 1.0 conditions, a third for the objective classifier feedback/d' = 2.2 conditions, and a fourth for the optimal classifier feedback/d' = 2.2 conditions. This model was developed to test the prediction that the effect of optimal classifier feedback relative to objective classifier feedback would be larger for d' = 1.0 than for d' = 2.2. Finally, the Hybrid(8w) model estimated the same four accuracy weights as outlined in the Hybrid(w Objective/d'=1.0 ; w Optimal/d'=1.0 ; w Objective/d'=2.2 ; w Optimal/d'=2.2 ) model, but estimated one set of 4 accuracy weights for the "steep" payoff matrix multiplication conditions, and a separate set of 4 weights for the "shallow" payoff matrix multiplication conditions, yielding a total of 8 accuracy weights. Since we did not predict an interaction between payoff matrix multiplication and feedback condition, we did not expect this model to provide a statistically significant improvement in fit over the more restricted Hybrid(
Experiment The overriding goal of this experiment was to examine the differential effects of objective-vs. optimal-classifier feedback on decision criterion learning in 3:1 zero and 3:1 negative cost conditions at two levels of category discriminability for two payoff matrix multiplication factors. Each observer completed 16 perceptual categorization tasks constructed from the factorial combination of 2 types of feedback (optimal-classifier and objective-classifier) with 2 payoff matrix subtraction conditions (3:1 zero cost and 3:1 negative cost), 2 levels of d' (1.0 and 2.2), and two payoff matrix multiplication conditions (multiplication by a factor of 1 or 6). Each task consisted of three 120-trial blocks of training in which trial by trial feedback was based on the optimal-classifier or objective-classifier, followed by a 120-trial test block, during which feedback was omitted. Table 1 displays the payoff matrix values, optimal points, optimal accuracy, and optimal decision criterion value for each experimental condition for a single block of trials.
INSERT Stimuli and Stimulus Generation. The stimulus was a filled white rectangular bar (40 pixels wide) presented on the black background of a computer monitor. The bar rested upon a stationary base (60 pixels wide) that was centered on the screen, and bar height varied from trial to trial. There were two categories, A and B, whose members were sampled from separate univariate normal distributions. The sampled values determined the height of each presented bar stimulus. Category mean separation was 21 and 46 pixels for d'=1.0 and d'=2.2 conditions, respectively. The standard deviation was 21 pixels for each category. Several random samples of size 60 were taken from each distribution, and the samples that best reflected the population means, standard deviations, and objective reward function were selected to yield a set of 120 unique stimuli for each level of d'.
Procedure. Prior to the first experimental session, observers were informed that they would be participating in a series of simulated medical-diagnosis tasks, and that on each trial of the experiment they would see a bar graph presented on the computer screen. They were told that the bar represented the result of a hypothetical medical test that was predictive of two possible diseases, and their job was to try to diagnose the patient on the basis of this test result (i.e., the height of the bar). The observers were told that each trial represented the test result for a new patient, and that they would earn a certain number of points for each trial depending on how they responded. They were instructed to try to maximize their point total over the course of the experiment, as this would determine their monetary compensation.
The order of presentation for the 16 experimental conditions was determined by Latin square, and observers completed one experimental condition during each daily session. To teach observers the category distributions prior to any payoff manipulation, as well as to minimize carryover effects, each experimental condition was preceded by the completion of a minimum of 60 baseline trials, where category costs and benefits were unbiased (i.e., V aA = 2, V bB = 2, V bA = 0, V aB = 0) and the feedback and category discriminability matched that of the ensuing experimental condition. After completing 60 baseline trials, performance was examined. If the observer reached an accuracy-based performance criterion (response accuracy not more than 2% below optimal), then those 60 trials were fit by two decision bound models (see Maddox & Bohil, 1998 for details). The optimal decision criterion model assumed that the observer used the optimal decision criterion (i.e., β o = 1) in the presence of perceptual and criterial noise (explained in the Results and Theoretical Analyses section below), whereas the free decision criterion model estimated the observer's decision criterion, along with perceptual and criterial noise, from the data. Because the optimal decision criterion model is a special case of the free decision criterion model, likelihood ratio tests were used to determine whether the extra flexibility of the free decision criterion model provided a significant improvement in fit. If the free decision criterion model did not provide a significant improvement in fit over the optimal decision criterion model, then the observer was allowed to begin the experimental condition. If the free decision criterion model did provide a significant improvement in fit, then the observer completed 10 additional trials, and the same accuracy-based and model-based criteria were applied to the most recent 60 trials (i.e., trials 11-70). This procedure continued until the observer reached the appropriate criterion. Including these baseline trials and this fairly conservative accuracy-based and model-based performance criterion ensured that each observer had accurate knowledge of the category structures before exposure to the payoff manipulation, and minimized the possibility of within-observer carryover effects from one experimental condition to the next. In addition a different set of disease (i.e., category) labels were used in each experimental condition.
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A typical trial proceeded as follows. The stimulus was presented on the screen and remained until a response was made. Observers were instructed to categorize each stimulus by pressing the appropriate button on the keyboard. Five lines of feedback, which stayed on the screen until the observer pressed a key to move on to the next patient, followed each response. Figure 1 presents hypothetical feedback displays for optimal-classifier and objective-classifier feedback conditions. The top line of feedback indicated the disease possessed by the hypothetical patient (instead of the categorization response, which was depicted in Figure 1 for illustrative purposes). Fictitious disease names were used (e.g., "valinemia" or "brucellosis"), and a different pair of disease labels accompanied each experimental condition. The second line indicated the number of points gained or lost for the given response. In objective-feedback conditions, the third line displayed the potential gain for a (objectively) correct response on the trial. In other words, if the observer's response was correct based on a priori category membership, then lines two and three of the feedback presented the same number of points. If the observer's response was incorrect, the third line showed what could have been earned had a correct response been given. In optimal-classifier feedback conditions, however, the third line of feedback presented the number of points that the optimal classifier earned. In this case, if the observer made an (objectively) incorrect response based on a priori category membership of the stimulus, but gave the correct response in relation to the optimal criterion, then both the observer and the optimal classifier would be incorrect for that trial, and lines two and three would present the same number of points gained or lost (see Figure 1) . The fourth line showed the number of points that the observer had accumulated to that point in the experimental condition, and the fifth line showed the number of points accrued by the objective-or optimal-classifier, depending on feedback condition. There was a 125ms inter-trial interval, during which the screen was blank, between removal of the feedback and presentation of the next stimulus. Observers were given a break every 60 trials, during which the monitor displayed their accumulated point total for the condition and the optimal point total (i.e., the point total that the optimal classifier would earn in the experimental condition).
Results and Theoretical Analysis Before we turn to the model-based analyses, a few words are in order regarding some basic trends in the signaldetection-theory decision criterion estimates (Green & Swets, 1966) , point totals, and accuracy rates.
Performance Trends
Because decision criterion estimates, points, and accuracy are each measured on a different scale, we transformed each of these measures onto a common scale that allowed us to compare the observer's performance with that of the optimal classifier. Specifically, we computed the following three measures:
deviation from optimal decision criterion = k -
deviation from optimal points = (observed points-optimal points)/(optimal points-points for 0%) (7) deviation from optimal accuracy = (observed accuracy-optimal accuracy)/(optimal accuracy) (8) The k -k o values (averaged across blocks) are displayed separately for each of the 16 experimental conditions and observer in Table 2 . A 2 feedback (objective classifier vs. optimal classifier) x 2 category discrminability (d' = 1.0 vs. 2.2) x 2 payoff matrix subtraction (zero cost vs. negative cost) x 2 payoff matrix multiplication (multiplication by a factor of 1 vs. 6) x 4 block ANOVA was conducted separately on the decision criterion, point, and accuracy deviation scores. We predicted a main effect of feedback type, and a feedback type by category d' interaction in which the magnitude of the feedback effect was predicted to be larger for d' = 1.0 than for d' = 2.2. The main effect of feedback type was significant for the decision criterion measure [F(1, 7) = 7.29, p < .05, MSE = 3.63], was significant at the p = .08 level for the point measure [F(1, 7) = 4.09, p = .08, MSE = .01], but was non-significant for the accuracy measure. The feedback type x category d' interaction was significant for both the decision criterion and point measures [decision criterion: F(1, 7) = 10.13, p < .05, MSE = .36; point: F(1, 7) = 10.56, p < .05, MSE = .01] and revealed a larger feedback effect for d' = 1.0 than for d' = 2.2. This effect can be seen graphically in Figure 8 which depicts the decision criterion, point, and accuracy measures for objective and optimal classifier feedback separately for the two levels of category d' and payoff matrix subtraction. We predicted a main effect for payoff matrix subtraction with better performance being predicted in the zero cost conditions. This effect was significant only for the point measure [F(1, 7) = 7.83, p < .05, MSE = .002], but was qualified by a significant payoff matrix subtraction x category d' interaction for the decision criterion measures [decision criterion: F(1, 7) = 6.51, p < .05, MSE = .03] and a significant interaction at the p = .09 level for the point measure [F(1, 7) = 3.75, p = .09, MSE = .002]. Similar to the feedback type x category d' interaction, the payoff matrix subtraction x category d' interaction revealed a larger effect of payoff matrix subtraction for d' = 1.0 than for d' = 2.2, with worse performance resulting for the negative cost conditions. This result is depicted in Figure 8 . We also predicted a main effect of category d' in which performance was predicted to be closer to optimal for d' = 2.2 than for d' = 1.0. This effect was significant for all three performance measures and is depicted in Figure 8 [decision criterion: F(1, 7) = 186.86, p < .001, MSE = .16; point: F(1, 7) = 45.83, p < .001, MSE = .01; accuracy: F(1, 7) = 37.49, p < .001, MSE = .02]. Finally, we predicted a main effect of payoff matrix multiplication that was observed for the decision criterion and point measures [decision criterion: F(1, 7) = 13.76, p < .01, MSE = .05; point: F(1, 7) = 6.34, p < .05, MSE = .003]. As predicted, performance was closer to optimal when the payoff matrix multiplication factor was 6 (deviation from optimal decision criterion = -.51; deviation from optimal points = -.057) than when the payoff matrix multiplication factor was 1 (deviation from optimal decision criterion = -.58; deviation from optimal points = -.069). A main effect of block was also observed for the decision criterion and point measures [decision criterion: F(3, 21) = 4.68, p < .05, MSE = .09; point: F(3, 21) = 3.49, p < .05, MSE = .003]. Performance gradually improved across the three training blocks then showed a small decrement in performance in the final test block. We speculated that an interaction might emerge between feedback type and payoff matrix subtraction, but an interaction was not found for any of the three performance measures. Other interaction effects were observed, but these rarely held for more than one performance measure and were not of theoretical interest.
INSERT FIGURE 8 AND TABLE 2 ABOUT HERE These ANOVA results provide good initial support for the many predictions outlined in the Introduction, and provide a foundation for the stronger model-based analyses that we turn to next.
Model-Based Analyses
Each of the Figure 7 models was applied simultaneously to the data from all 16 experimental conditions separately for each block and observer. Each block consisted of 120 experimental trials, and the observer was required to respond "A" or "B" for each stimulus. Thus each model was fit to a total of 1920 response probabilities from each block (120 trials x 16 conditions). Maximum likelihood procedures (Ashby, 1992b; Wickens, 1982) were used to estimate the model parameters, and Likelihood Ratio (G 2 ) tests were used to determine whether a more general model provided a significant improvement in fit (with α = .05) over a more restricted, nested model
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. Because the models were applied separately to each block of trials, we could identify the model with the fewest free parameters that could not be improved upon (statistically) by a more general model, referred to as the most parsimonious model, for each observer in each block. However, our interest was in identifying the most parsimonious model overall for each observer. Since decision criterion shifts across trials are likely large early in learning, but are much smaller later in learning and during the test block, we decided to determine the most parsimonious model from the final training block and test block. Thus, the G 2 tests were based on the fit of each model summed over the last two blocks. (Using the cumulative fit across all four blocks did not change the overall pattern of results.) Even so, we do examine the parameter values separately for each block to better characterize decision criterion changes with experience. Third, there was a feedback type x block interaction [F(3, 21) = 3.80, p < .05, MSE = .02] that suggested a gradual decline in the accuracy weight across training blocks (that did not hold into the test block) for optimal classifier feedback, but not for objective classifier feedback. This is an important finding because it suggests that observers became more willing to sacrifice accuracy as they gained experience with the task when feedback was based on the optimal classifier. Perhaps given enough exposure to optimal classifier feedback observers could eventually learn to completely sacrifice accuracy maximization like the optimal classifier. Fourth, the most striking finding from an examination of Figure 9b was that the weight placed on accuracy was (statistically) equivalent in the d' = 1.0 and d' = 2.2 optimal classifier feedback conditions and the d' = 2.2 objective classifier condition, but was significantly larger in the d' = 1.0 objective classifier condition. This finding supports the prediction that the effect of optimal classifier vs. objective classifier feedback should be greatest when the accuracy sacrifice necessary to maximize reward was large. 2 ) model to each observer's data supports the claim that optimal classifier feedback leads observers to sacrifice accuracy in the interest of rewardmaximization. Even so, at least three alternative explanations are available. [We are indebted to Ido Erev (August, 2002, personal communication) for suggesting these alternatives]. We outline and address each in turn. Release From Equal Category Response Frequency Hypothesis. As outlined earlier, conservative cutoff placement is commonly observed when either base-rates or costs-benefits are manipulated. One possibility is that observers have a tendency to be fair and unbiased in their responding. Specifically, observers have a bias to give each categorization response with equal frequency, and thus are biased toward β = 1. Optimal classifier feedback might "release" observers from this bias allowing them to generate one response more than the other leading to more nearly optimal decision criterion learning. When costs and benefits are manipulated, as in the current experiment, the equal response frequency decision criterion and the accuracy-maximizing decision criterion are identical and are set at β = 1. Since the "release from equal category response frequency" hypothesis assumes that optimal classifier feedback allows the observer to shift away from β = 1 and since COBRA assumes that optimal classifier feedback leads the observer to place less weight on accuracy-maximization, both hypotheses make identical predictions. However, when category base-rates are unequal the two hypotheses make different predictions. When base-rates are manipulated the equal response frequency decision criterion is set at β = 1, but the accuracy-and reward-maximizing decision criteria are identical and are set at β = 3. Thus, the "release from equal category response frequency" hypothesis continues to predict better decision criterion learning for optimal classifier feedback, whereas the COBRA hypothesis predicts no effect of optimal vs. objective classifier feedback on decision criterion learning because the accuracy-and reward-maximizing decision criteria are identical, effectively eliminating competition (see Maddox and Bohil, 1998 for a detailed discussion). To summarize, the "release from equal category response frequency" hypothesis predicts better decision criterion learning with optimal classifier feedback relative to objective classifier feedback for 3:1 cost-benefit conditions and 3:1 base-rate conditions. COBRA, on the other hand, predicts better decision criterion learning with optimal classifier feedback relative to objective classifier feedback for 3:1 cost-benefit conditions, but no performance difference across optimal and objective feedback types for 3:1 base-rate conditions.
As a test of these hypotheses we collected data from 40 observers who each completed one session (i.e., a minimum of 60 baseline trials, followed by three 120-trial blocks of training, and one 120-trial test block) in a 3:1 baserate condition. Ten observers participated in each of four conditions constructed from the factorial combination of optimal vs. objective classifier feedback with d' = 1.0 vs. d' = 2.2. Because we used a between-observer design, the Figure 7 models could not be applied to the data. Even so, we examined the deviation from optimal decision criterion (k -k o ) values from the 3:1 base-rate study and compared these values with those observed in the 3:1 Zero Cost/Shallow payoff matrix from the Experiment outlined above (within-observer design), and with those observed in Maddox and Bohil (2001) Experiment 1 (between-observer design). These values are displayed graphically in Figure 10 averaged across the final two blocks (i.e., the final training block and the test block) and d' levels. The most important finding was the performance advantage for optimal classifier feedback, relative to objective classifier feedback in the two 3:1 payoff experiments that was not observed in the 3:1 base-rate condition. This pattern of results supports the COBRA hypothesis over the "release from equal category response frequency" hypothesis.
INSERT FIGURE 10 ABOUT HERE A related hypothesis can be developed that assumes a competition between reward-maximization and probability matching instead of a competition between reward-and accuracy-maximization (COBRA). Equation 5 instantiates the hypothesis that there is a competition between reward-and accuracy-maximization, with the rewardmaximizing decision criterion being determined from the objective reward function, and the accuracy-maximizing decision criterion being set at k a = 0 in a cost-benefit condition, or k a = k r in a base-rate condition. An alternative hypothesis is that there is a competition between reward-maximization and probability matching in which k a in Equation 5 would be replaced with k m that denotes the decision criterion associated with probability matching. In a costbenefit condition, k m = k a since probability matching is associated with the decision criterion that yields equal response frequencies. In a base-rate condition, on the other hand, k m k a , and instead k m is determined from the base-rate ratio and category discriminability. Thus, the COBRA and "probability matching" hypotheses make identical predictions in cost-benefit conditions, but make different predictions in base-rate conditions. [Note that this "probability matching hypothesis" is not an alternative to the hypothesis that more weight is placed on reward-maximization when feedback is based on the optimal classifier, but rather is an alternative to the accuracy-maximization component of COBRA.] A rigorous comparison of these two hypotheses is beyond the scope of this article because it would require that each observer participate in unequal cost-benefit and unequal base-rate conditions. If data of this sort were available, each model could be applied simultaneously to the data from the cost-benefit and base-rate conditions separately for each observer. Despite the fact that the requisite data are unavailable, we decided to undertake a very preliminary comparison of the two hypotheses. Our approach was as follows. First, we averaged the k r and four w values estimated from the Hybrid(w Objective/d'=1.0 ; w Optimal/d'=1.0 ; w Objective/d'=2.2 ; w Optimal/d'=2.2 ) model across the eight observers and across the final training block and the test block of the Experiment described above. Second, holding these values constant, we generated predicted decision criterion values for the 3:1 base-rate condition outlined in the previous section from the Equation 5 COBRA model with k a (i.e., where k a = k r ), and the Equation 5 probability matching model with k m . Third, we compared the predicted decision criterion values averaged across d' = 1.0 and 2.2 with the values displayed in Figure 10 (also averaged across the two d' conditions). The observed k -k o values (taken from Figure 10 ) are presented in Table 3 along with the predictions from the Equation 5 COBRA model, and the Equation 5 probability matching model.
Several comments are in order. First, neither model provides a good account of the data with both models predicting greater sub-optimality in decision criterion placement than was observed. Second, in line with the data, the Equation 5 COBRA model predicts no effect of optimal vs. objective classifier feedback, whereas the Equation 5 probability matching model predicts an effect that is somewhat counterintuitive; predicting slightly more optimal decision criterion placement for the objective classifier feedback. This pattern was observed because the probability matching decision criterion, k m , was closer to optimal than the estimated reward-maximizing decision criterion, k r. We hesitate to draw strong conclusions from this finding since it is likely due to that fact that we are estimating parameters from one set of observers and are predicting the data from a separate set of observers, and it is very possible that one set of observers learned the reward-maximizing decision criterion better than the set of observers. Taken together, these analyses do not provide strong support for one model over the other, although the results provide somewhat stronger support for the COBRA model since it predicts no effect of objective vs. optimal classifier feedback, as observed in the data, whereas the probability matching model does predict an effect. Even so, additional experimental work is in needed in which cost-benefits and base-rates are manipulated simultaneously within a single study and each model is applied simultaneously to the data from both conditions.
INSERT TABLE 3 ABOUT HERE Criterion Placement Variability Hypothesis. A second alternative explanation is that optimal classifier feedback reduces overreaction to the objective feedback. Because the objective classifier is, by definition, correct on 100% of the trials, and since no decision criterion exists that can achieve this level of performance, hill climbing (e.g., Busemeyer & Myung, 1992) and error correction models (e.g., Erev, Gopher, Itkin, & Greenshpan, 1995; Erev, 1998; Erev & Roth, 1995; Roth & Erev, 1995) might understand their errors for objective classifier feedback as indicative of their need to continue adjusting their decision criterion. Although it is unclear why this would always lead to greater conservatism in cutoff placement for objective classifier, relative to optimal classifier, feedback, we tested this notion in two ways. Note that the former model assumes that the nature of the feedback affects the accuracy weights (i.e., the COBRA hypothesis) whereas the latter model assumes that the type of feedback affects variability in criterion placement (i.e., the criterion placement variability hypothesis). Note also that both models contain the same number of parameters. For 6 of 8 observers the Hybrid model with 4 accuracy weights outperformed the 4 criterion placement variability model, suggesting that the effect of feedback type was better modeled by a difference in the weight placed on accuracy-maximization than by a difference in criterion placement variability. Even so, the criterion placement variability estimates suggested greater variability in criterion placement for objective classifier feedback relative to optimal classifier feedback. Second, to determine whether there might be increased variability for objective classifier feedback in addition to greater weight being placed on accuracy, we compared the Hybrid(w Objective/d'=1.0 ; w Optimal/d'=1.0 ; w Objective/d'=2.2 ; w Optimal/d'=2.2 ) model with four accuracy weights and two criterion variability parameters with a more general model that assumed the same four accuracy weights and four criterion variability parameters (d' = 1.0/objective, d' = 1.0/optimal, d' = 2.2/objective, d' = 2.2/optimal). For 5 of 8 observers the latter model provided a statistically significant improvement in fit (based on G 2 tests), providing some support for the notion that objective classifier feedback leads to greater variability in criterion placement, in addition to a reduction in the weight placed on accuracy (for related work from the decision-making literature see Barkan, in press; Barkan, Zohar, & Erev, 1998; Gilat, Meyer, Erev, & Gopher, 1997) .
General Discussion When the payoff matrix is biased as in a 3:1 payoff matrix condition, the optimal classifier uses a decision criterion to maximize reward that does not simultaneously maximize accuracy. Thus the optimal classifier must sacrifice accuracy in order to maximize reward. The magnitude of the accuracy sacrifice necessary to maximize reward is strongly affected by category discriminability with the magnitude of the accuracy sacrifice increasing as discriminability decreases. For example, when category d' = 1.0 the accuracy sacrifice is from 69% to 61%, whereas when category d' = 2.2 the accuracy sacrifice is from 86% to 83%. Human observers are unwilling (or unable) to sacrifice accuracy to the same degree as the optimal classifier and thus use sub-optimal decision criteria. Maddox and Bohil (2001) conducted a study to determine whether trial-by-trial feedback based on the optimal classifier would result in better decision criterion learning than when trial-by-trial feedback was based on the objective classifier (as in most decision criterion learning studies) by leading observers to sacrifice accuracy. They examined decision criterion learning for a 3:1 zero cost condition at two levels of category d'. They found a large performance improvement for optimal classifier feedback relative to objective classifier feedback that was larger for category d' = 1.0 than for d' = 2.2.
The present study tested the generality of the objective vs. optimal classifier feedback effect by replicating and extending Maddox and Bohil (2001) through the introduction of two additional manipulations, both of which affect the payoff matrix. The first was a payoff matrix subtraction manipulation that compared situations in which there was no loss of points associated with incorrect responding (a zero cost payoff matrix) with situations in which there was an actual loss of points for incorrect responding (a negative cost payoff matrix). Previous research (Maddox & Bohil, 2000; Maddox & Dodd, 2001 ; see also Higgins, 1987; Kahneman & Tversky, 1979) suggests that decision criterion learning is worse for negative cost payoff matrices because observers place more emphasis on accuracy maximization when points are lost for incorrect responding. Thus optimal classifier feedback should improve decision criterion learning for negative and zero cost conditions. The second was a payoff matrix multiplication manipulation. This was instantiated by taking the 3:1 zero cost and 3:1 negative cost payoff matrices and multiplying each payoff matrix entry by a factor of 6. Payoff matrix multiplication should improve decision criterion learning because it leads to a steeper objective reward function, but should not interact with the nature of the feedback since payoff matrix multiplication does not affect the value of the optimal decision criterion, or the magnitude of the accuracy sacrifice associated with reward-maximization. These predictions were supported by an examination of performance trends in decision criterion and point estimates and by the application of a series of models based on Maddox and Dodd's (2001) theory of decision criterion learning. The deviation from optimal decision criterion and deviation from optimal point measures revealed better decision criterion learning (a) for optimal classifier feedback, especially in the category d' = 1.0 conditions, (b) for zero cost than for negative cost conditions, especially in the d' = 1.0 conditions, (c) for d' = 2.2 than for d' = 1.0, and (d) for payoff matrix multiplication by a factor of 6 than by a factor of 1. For all 8 observers, a version of the Hybrid model provided the most parsimonious account of the data suggesting that both the flat-maxima and COBRA hypotheses are important in accounting for decision criterion learning. The Hybrid(w Objective/d'=1.0 ; w Optimal/d'=1.0 ; w Objective/d'=2.2 ; w Optimal/d'=2.2 ) model provided the most parsimonious account of the data from half of the observers, and provided a good overall account of the data (88.2% of the responses in the data averaged across all 8 observers). As predicted, the accuracy weight parameters from this model suggested that the weight placed on accuracy was smaller for optimal than for objective classifier feedback, and was smaller when the accuracy sacrifice necessary to maximize reward was small (i.e., in the d' = 2.2 conditions relative to the d' = 1.0 conditions). Interestingly, the accuracy weights associated with optimal classifier feedback declined monotonically across the three training blocks, suggesting a gradual increase in the observer's willingness to sacrifice accuracy.
Two alternative hypotheses were also examined. The first assumes that optimal classifier feedback releases observers from an a priori bias to generate categorization responses with approximately equal frequency. This hypothesis was tested against the COBRA hypothesis using data from a 3:1 base-rate condition. The results supported COBRA. The second assumes that objective classifier feedback leads observers to continue adjusting their decision criterion even after they have reached the optimal value leading to greater criterion placement variability. This hypothesis did not provide a better account of the feedback effect when pitted directly against the COBRA hypothesis. However, there was evidence that optimal classifier feedback led to a reduction in the weight placed on accuracy and less criterion variability.
Relations to Other Models
The current models assume that the observer uses a static decision criterion in the presence of criterial noise. The models provide information about "average" performance within a block of trials, and by applying the models separately to each block of trials they provide information about the effect of learning. This is a useful approach because changes in parameter values across blocks of trials provide useful information regarding the "flat-maxima" and COBRA hypotheses. Other models have been proposed in the literature that model trial-by-trial changes in the decision criterion. These include, among others, Busemeyer and Myung's (1992) Hill-Climbing model, Erev's (1998) Criterion Reinforcement Learning (CRL) model (see also Wallsten & Gonzalez-Vallejo's, 1994 Stochastic Judgment Model) . These models have important similarities and differences that are beyond the scope of this article. For illustrative purposes we focus the current discussion on Busemeyer and Myung's (1992) Hill-Climbing model. In short, Busemeyer and Myung's (1992) Hill Climbing model makes many of the same predictions outlined in this article. For example, it is straightforward to show that the model predicts better decision criterion learning for optimal classifier feedback than for objective classifier feedback, and for d' = 2.2 than for d' = 1.0. The model also predicts the payoff matrix multiplication effect, if one assumes that the size of the decision criterion shifts across trials is larger for the larger payoff matrix multiplication factor. The one prediction that the current implementation of the model has trouble with is the payoff matrix subtraction manipulation. The current version of the Hill Climbing model predicts no effect of payoff matrix subtraction whereas worse decision criterion learning has been observed for negative than for zero cost conditions. Despite this one shortcoming, our feeling is that the Hill Climbing model has merit and might provide a nice framework for implementing the flat-maxima hypothesis on a trial-by-trial basis.
Training Implications
This work has implications for many real world problems, in particular for training situations. It is important to acknowledge that decision-makers are generally unwilling to make the accuracy-sacrifice necessary to maximize reward, and that this unwillingness is increased when the cost of an incorrect response is negative, when category discriminability is low, and when trial-by-trial feedback emphasizes the accuracy of one's responding (objective classifier feedback). It is important to develop training procedures that reduce decision-makers emphasis on accuracymaximization. Training procedures based on the behavior of the optimal classifier offer a promising approach. Summary
In conclusion, the present study suggests that the performance advantage observed for optimal classifier feedback relative to objective classifier feedback is quite general holding across manipulations of category discriminability, payoff matrix subtraction, and payoff matrix multiplication. Yates, J.F. (1990) . Judgment and decision making. Prentice Hall: New Jersey. 
Hybrid(8w) (11) Figure 7 . Nested relationship among the decision bound models applied simultaneously to the data from all experimental conditions. Each arrow points to a more general model. Note: All models assume 2 free noise parameters (1 per d'). . Deviation from optimal decision criterion (k-ko) from the 3:1 base-rate, between-observer design, 3:1 zero cost/shallow payoff matrix, between-observer design (Maddox & Bohil, 2001 , Experiment 1) and 3:1 zero cost/shallow payoff matrix, within-observer design averaged across d', the final training and test block, and observers. 
