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On Stein’s factors for Poisson approximation in Wasserstein
distance with non-linear transportation costs
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Abstract: We establish various bounds on the solutions to a Stein equation for Poisson approximation in
Wasserstein distance with non-linear transportation costs. The proofs are a refinement of those in [Barbour
and Xia (2006)] using the results in [Liu and Ma (2009)]. As a corollary, we obtain an estimate of Poisson
approximation error measured in L2-Wasserstein distance.
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1 Framework and introduction
As the cornerstone of the law of small numbers, Poisson distribution provides good approximation to
the distribution of the counts of rare events and the quality of Poisson approximation has been studied
extensively in the literature [Barbour, Holst and Janson (1992)]. In particular, the pioneering works of
[Chen (1975), Barbour (1988)] enable us to assess the accuracy of Poisson approximation to the distri-
bution of the sum of integer valued random variables under a variety of dependent structures in terms of
various metrics. The key to the success is the so called Stein’s factors. When the approximation errors are
measured in the total variation distance, [Barbour and Hall (1984)] conclude that sharp bounds of Stein’s
factors often yield remarkably sharp estimates of the approximation errors. However, sharp estimates of
Stein’s factors for Poisson approximation are generally hard to extract and, in addition to the total variation
distance and the Kolmogorov distance, the only conclusive case is in terms of the Wasserstein distance
with linear transportation costs [Barbour and Xia (2006)]. In the field of mass transportation problems, the
Wasserstein distance plays a pivotal role but the transportation costs are often non-linear [Villani (2003)].
For example, what is the L2-Wasserstein distance between a Poisson binomial distribution and a Poisson
distribution? In this paper, we aim to tackle the problem and establish various bounds on the solutions to a
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Stein equation for Poisson approximation in terms of the Wasserstein distance with non-linear transporta-
tion costs. The bounds are used to quantify the accuracy of Poisson approximation to the Poisson binomial
distribution in L2-Wasserstein distance.
Given any λ > 0, denote by pii = e
−λλi/i!, i ∈ Z+ := {0, 1, 2, . . . }, the Poisson distribution with mean λ.
Denote by P(Z+) the set of all probability measures on Z+ and A the set of all strictly increasing functions
ρ on Z+ such that
∑∞
i=0 |ρ(i)|pii < ∞. Each ρ ∈ A induces a metric on Z+ through
dρ(i, j) = |ρ(i) − ρ( j)|, ∀i, j ∈ Z+.
The Wasserstein distance between ν1, ν2 ∈ P(Z+) with non-linear transportation costs considered in the
paper is defined by
Wdρ(ν1, ν2) = inf
∑
i, j∈Z+
dρ(i, j)µ(i, j),
where the infimum is taken over all couplings µ of ν1 and ν2 such that ν1(·) = µ(·,Z+) and ν2(·) = µ(Z+, ·).
Obviously, when ρ(i) = i, the distance Wdρ degenerates to L
1-Wasserstein distance, i.e., with linear trans-
portation costs. The Kantorovich-Rubinstein duality theorem [Kantorovich and Rubinstein (1958), Ed-
wards (2011)] says that
Wdρ(ν1, ν2) = sup
{
ν1( f ) − ν2( f ) : ‖ f ‖Lip(ρ) = 1
}
, (1.1)
where ν j( f ) :=
∑
i∈Z+ f (i)ν j({i}) for j = 1, 2 and
‖ f ‖Lip(ρ) := sup
i, j
| f ( j) − f (i)|
|ρ( j) − ρ(i)| = supi>0
| f (i + 1) − f (i)|
ρ(i + 1) − ρ(i) .
A function f on Z+ is called ρ-Lipschitzian if ‖ f ‖Lip(ρ) < ∞ and one can easily verify that ‖ f ‖Lip(ρ) = 1
in (1.1) can be replaced with | f (i) − f ( j)| 6 |ρ(i) − ρ( j)|, ∀i, j ∈ Z+. The duality form (1.1) has a long
history, dating back to [Kantorovich and Rubinstein (1958)] on the mass transport problems, see [Rachev et
al. (2013), Chapter 5] for more details. The metric Wdρ belongs to the family of the L
1-Wasserstein distance
and it remains an open problem to use Stein’s method for estimating approximation errors in terms of other
Lp-Wasserstein distances (1 < p < ∞) for probability measures ν1 and ν2 on R defined by
Wp(ν1, ν2) =
(
inf
∫
R×R
|x − y|pµ(dx, dy)
)1/p
,
where, as before, the infimum is taken over all couplings µ of ν1 and ν2 with ν1(·) = µ(·,R) and ν2(·) =
µ(R, ·). This is because the Kantorovich-Rubinstein duality theorem for Wp with p , 1 does not possess
the form (1.1) which is the key to the Stein equation (1.3). Nevertheless, since (i − j)2 6
∣∣∣i2 − j2∣∣∣ for all
i, j ∈ Z+, we have the following crude estimate forW2.
Proposition 1.1. For any two probability measures ν1, ν2 on Z+, with ρ2(·) = ·2, we have
W2(ν1, ν2) 6
(
Wdρ2
(ν1, ν2)
)1/2
.
2
For any random variableW on Z+, the Stein-Chen method for estimating the distance between the dis-
tribution L(W) ofW and pi is based on the following observation [Chen (1975)]: W follows the distribution
pi if and only if
E
[
λg(W + 1) −Wg(W)] = 0, (1.2)
for all functions g : Z+ → R satisfying E
[
W |g|(W)] < ∞. This leads to the well-known Stein equation for
Poisson approximation: for each f on Z+,
λg f (i + 1) − ig f (i) = f (i) − pi( f ), i ∈ Z+, (1.3)
and one can recursively solve for the function g f . As the value of g f (0) does not affect the equation, we
set g f (0) := g f (1) for convenience. Using (1.1) and (1.3), the Wdρ distance between L(W) and pi can be
reformulated as
Wdρ(L(W), pi) = sup
‖ f ‖Lip(ρ)=1
|E[ f (W)] − pi( f )| = sup
‖ f ‖Lip(ρ)=1
∣∣∣∣E [λg f (W + 1) −Wg f (W)]
∣∣∣∣ . (1.4)
On the other hand, one can often use the dependence structure of W to expand the right-hand side of (1.4)
into ∣∣∣∣E [λg f (W + 1) −Wg f (W)]
∣∣∣∣ 6 Eε0M0(g f ) + Eε1M1(g f ) + Eε2M2(g f ),
where Eεk > 0,
Mk(g f ) = sup
i>1
|∆kg f (i)|
∆ρ(i)
, k = 0, 1, 2, (1.5)
and ∆ is the difference operator defined as ∆g(i) = g(i+1)−g(i) and ∆kg(i) = ∆k−1g(i+1)−∆k−1g(i), k > 2.
This, together with (1.4), ensures
Wdρ(L(W), pi) 6 Eε0 sup
‖ f ‖Lip(ρ)=1
M0(g f ) + Eε1 sup
‖ f ‖Lip(ρ)=1
M1(g f ) + Eε2 sup
‖ f ‖Lip(ρ)=1
M2(g f ).
The birth-death process interpretation of g f in [Barbour (1988)] says if we write g f (i) = h f (i)−h f (i−1),
then Stein’s equation (1.3) becomes
λ(h f (i + 1) − h f (i)) − i(h f (i) − h f (i − 1)) = f (i) − pi( f ), ∀i > 1. (1.6)
This ensures that h f is the solution to the Stein equation (which is also known as Poisson equation)
Qh f = f − pi( f ), (1.7)
where Q is a transition matrix defined as
qi,i+1 = λ > 0, qi,i = −(λ + i), ∀i > 0; qi,i−1 = i, ∀i > 1,
3
qi, j = 0, if |i − j| > 1, for i, j ∈ Z+.
Denote by L 0(ρ) the space of ρ-Lipschitzian functions f satisfying pi( f ) = 0. The definition of Q ensures
that the unique solution to the equation Qh = 0 with pi(h) = 0 is h ≡ 0. Hence, for each f ∈ L 0(ρ), there
exists a unique solution h f with pi(h f ) = 0 to the equation Qh f = f , which means that Q
−1 is well defined
on L 0(ρ). Moreover, the operator norm of (−Q)−1 is defined as
‖(−Q)−1‖Lip(ρ) := sup
{
‖(−Q)−1( f − pi( f ))‖Lip(ρ) : ‖ f ‖Lip(ρ) = 1
}
.
See [Chen (2010)] and [Liu and Ma (2009)] for more information of the Poisson equation and the spectral
gap of birth-death processes.
The upper bounds of Stein’s factors sup‖ f ‖Lip(ρ)=1 Mk(g f ) forWdρ distance are summarized in the following
theorem.
Theorem 1.2. Let ρ ∈ A , hρ be the solution to equation Qhρ = ρ − pi(ρ) and ⌊λ⌋ be the largest integer less
than or equal to λ. Define mρ = supi>0
∆ρ(i)
∆ρ(i+1)
. Then we have
sup
‖ f ‖Lip(ρ)=1
M0(g f ) 6 mρ
∥∥∥(−Q)−1∥∥∥
Lip(ρ)
, (1.8)
sup
‖ f ‖Lip(ρ)=1
M2(g f ) 6 mρ
∥∥∥∆2hρ∥∥∥Lip(ρ) + 2
(
(2Ξ2(λ)) ∧ λ−1
)
, (1.9)
where
Ξ2(λ) :=

(λ − 1)2 − 2e−λ + 1
λ3
, 0 < λ 6 1,
(e − 1)(λ − 1)2 + 2λ + e − 4
λ3e
+
⌊λ⌋−1∑
n=1
4
√
n(3(λ − n)2 − 3(λ − n) + 1)√
2piλ3(12n + 1)
+
4
√⌊λ⌋(λ − ⌊λ⌋)3√
2piλ3(12⌊λ⌋ + 1)
, 1 < λ < ∞,
(1.10)
6

1
3
, 0 < λ 6 1,
0.426√
λ
, 1 < λ < ∞.
(1.11)
If ∆2ρ(i) > 0, ∀i ∈ Z+, then
sup
‖ f ‖Lip(ρ)=1
M1(g f ) 6 mρ
∥∥∥∆hρ∥∥∥Lip(ρ) + 2mρΞ1(λ), (1.12)
and if ∆2ρ(i) 6 0, ∀i ∈ Z+, then
sup
‖ f ‖Lip(ρ)=1
M1(g f ) 6 mρ
∥∥∥∆hρ∥∥∥Lip(ρ) + 2Ξ1(λ), (1.13)
4
where
Ξ1(λ) :=

e−λ + λ − 1
λ2
, 0 < λ 6 1,
(e − 1)(λ − 1) + 1
λ2e
+
6
√⌊λ⌋(λ − ⌊λ⌋)2√
2piλ2(12⌊λ⌋ + 1)
+
⌊λ⌋−1∑
n=1
12
√
n(λ − n) − 6√n√
2piλ2(12n + 1)
, 1 < λ < ∞,
(1.14)
6

1
2
, 0 < λ 6 1,
0.532√
λ
, 1 < λ < ∞.
(1.15)
Remark 1.3. According to [Liu and Ma (2009), Lemma 2.3], ∆hρ mentioned above is explicit and com-
putable,
∆hρ(i) = hρ(i + 1) − hρ(i) =
1
(i + 1)pii+1
i∑
j=0
pi j(ρ( j) − pi(ρ)), i > 0. (1.16)
Moreover, hρ has a simple and straightforward expression for many cases, see Proposition 1.7 below.
Recalling the definition of Mk(g f ) in (1.5), we can see that ∆
kg f (0) is excluded in the definition. This is
because the value of g f (0) has no effect on the Stein equation (1.3) and we can set it to any value. However,
whatever value we set for g f (0), there is a direct consequence on ∆
kg f (0) for k > 0 and there seems to be
no optimal values such that we can incorporate them into the bounds in Theorem 1.2. Here we consider the
approach in [Barbour and Xia (2006)] with the following bounds.
Proposition 1.4. With g f (0) = g f (1), we have
sup
‖ f ‖Lip(ρ)=1
|g f (0)|
∆ρ(0)
=
pi(ρ) − ρ(0)
λ∆ρ(0)
, (1.17)
sup
‖ f ‖Lip(ρ)=1
|∆g f (0)|
∆ρ(0)
= 0, (1.18)
sup
‖ f ‖Lip(ρ)=1
|∆2g f (0)|
∆ρ(0)
=
∣∣∣∣∣1λ +
ρ(0) − pi(ρ)
λ2∆ρ(0)
∣∣∣∣∣ +

2(e−λ + λ − 1)
λ2
, when ∆2ρ(·) > 0;
2∆ρ(1)(e−λ + λ − 1)
∆ρ(0)λ2
, when ∆2ρ(·) 6 0.
(1.19)
Remark 1.5. We can directly verify that ρ1(i) = i satisfies
− Qρ1 = ρ1 − pi(ρ1), and ρ1 ∈ A , (1.20)
which implies that ρ1 − pi(ρ1) is the eigenfunction of −Q corresponding to the eigenvalue κ = 1. By [Liu
and Ma (2009), Theorem 3.1],
∥∥∥(−Q)−1∥∥∥
Lip(ρ)
attains the supremum at the eigenfunction of −Q and equals
to the reciprocal of eigenvalue κ−1 = 1. In this cae, mρ1 = 1, the distance Wdρ is consistent with the L
1-
Wasserstein distance studied in [Barbour and Xia (2006)], and the bounds (1.8) is the same as the result
given in [Barbour and Xia (2006), Theorem 1.1].
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Remark 1.6. When ρ = ρ1, by (1.20), we have hρ1 = −i and then
∥∥∥∆hρ1∥∥∥Lip(ρ1) = 0. Hence,
sup
‖ f ‖Lip(ρ1)=1
M1(g f ) 6

(e−λ + λ − 1)/λ2, for 0 < λ 6 1,
1.064√
λ
, for 1 < λ < ∞. (1.21)
It should be pointed out that when 0 < λ 6 1 the estimate of sup‖ f ‖Lip(ρ1)=1 M1(g f ) is sharp (see (2.25) below),
and when 1 < λ < ∞ the constant of the estimate slightly improves [Barbour and Xia (2006), Theorem 1.1].
The function Ξ2(λ) has the same order as that of Ξ1(λ) for λ → ∞. When ρ = ρ1, we have
∥∥∥∆2hρ1∥∥∥Lip(ρ1) = 0
and
sup
‖ f ‖Lip(ρ1)=1
M2(g f ) 6

4
(
(λ − 1)2 − 2e−λ + 1
)
/λ3, for 0 < λ 6 1,
1.704√
λ
∧ 2
λ
, for λ > 1,
(1.22)
hence (1.22) is slightly better than [Barbour and Xia (2006), Theorem 1.1] but with the same asymptotic
behaviour when λ is close to 0 or is large.
The Wasserstein distance in Theorem 1.2 covers a range of cost functions and one can choose different
ρ depending on the problem of interest. We demonstrate how to solve (1.16) in the following proposition.
Proposition 1.7. (1) Consider the convex case ρp(i) := i
p, where p > 1. Denote by hp the solution to the
Stein equation Qhp = ρp − pi(ρp). Then for each i > 1, hp(i) satisfies the recursive formula
hp(i) =

−i, p = 1;
− i
p
p
+
1
p
p−1∑
k=1
(
p
k
)
hk(i)
[
λ +
k(−1)p−k+1
p − k + 1
]
, p > 2,
(1.23)
and hp(0) = hp(1) + λ
−1pi(ρp). In particular, when p = 2, it implies that for each i ∈ Z+, ∆ρ2(i) > 0,
∆
2ρ2(i) > 0 and mρ2 = 1, giving
sup
‖ f ‖Lip(ρ2)=1
M0(g f ) 6 λ+1, sup
‖ f ‖Lip(ρ2)=1
M1(g f ) 6 1+2Ξ1(λ), sup
‖ f ‖Lip(ρ2)=1
M2(g f ) 6 2
(
(2Ξ2(λ)) ∧ λ−1
)
. (1.24)
(2) Consider the concave case ρ1/2(i) := λ+
√
i − λ/
√
i + 1, it implies that for each i > 0, ∆ρ1/2(i) > 0,
∆
2ρ1/2(i) 6 0 and
mρ =
√
3
(√
2 +
√
2λ − λ
)
√
3
(
2 −
√
2
)
+ λ
(√
3 −
√
2
) .
Then,
sup
‖ f ‖Lip(ρ1/2)=1
M0(g f ) 6 2mρ,
sup
‖ f ‖Lip(ρ1/2)=1
M1(g f ) 6
mρ
λ +
(√
2 +
√
3
) (
2
√
3 −
√
6
) + 2Ξ1(λ),
sup
‖ f ‖Lip(ρ1/2)=1
M2(g f ) 6
(√
2 + 1
) (
2 +
√
2 −
√
6/3
)
λ + 2 +
√
2
mρ + 2
(
(2Ξ2(λ)) ∧ λ−1
)
.
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As in [Barbour and Xia (2006)], we use Poisson approximation to the Poisson binomial distribution to
show the accuracy of the bounds for ρ2(i) = i
2.
Proposition 1.8. Let Xi, 1 6 i 6 n, be independent Bernoulli random variables with EXi = pi and define
W =
∑n
i=1 Xi, µ =
∑n
i=1 pi, µl :=
∑n
i=1 p
l
i
, λ = µ − µ2. If µ2 is an integer, then we have
Wdρ2
(L((W − µ2)1W>µ2), pi) 6 6(µ2 − µ3) + µ2(7 + λ)e−λ
2/(2µ) (1.25)
and
W2(L(W), pi ∗ δµ2) =W2(L(W − µ2), pi) 6 µ2e−λ
2/(4µ)
+
{
6(µ2 − µ3) + µ2(7 + λ)e−λ
2/(2µ)
}1/2
, (1.26)
where δµ2 is the Dirac measure at µ2 and ∗ denotes convolution.
Conjecture 1.9. We conjecture that the order of the upper bound in (1.26) can be significantly improved.
2 The proofs
We first note that (1.11) and (1.15) are obtained from a numerical computation. For the remaining claims,
we need the following notations and preliminaries. Denote by (Xit)t>0 the birth-death process corresponding
to Q with the initial value Xi
0
= i. Let Pt be the semigroup of X
i
t . By [Barbour and Xia (2006)] or [Brown
and Xia (2001)], we can couple Xit and X
i−1
t by setting
Xit = X
i−1
t + 1{Λ>t}, t > 0, i > 1, (2.1)
whereΛ is a negative exponential random variable with mean E[Λ] = 1 and independent of Xi−1t . According
to [Anderson (1991), Chapter 3.2], for any i ∈ Z+, we have the expression of the semigroup of Xit
Pt(i, j) = e
−λ(1−e−t)
i∧ j∑
k=0
i!
k!(i − k)!( j − k)!e
−kt(1 − e−t)i−k(λ − λe−t) j−k, t > 0, i, j ∈ Z+. (2.2)
By integration by parts, it is easy to verify that
∫ ∞
0
e−tPt f (i)dt = (I − Q)−1 f (i), ∀i ∈ Z+, (2.3)
whenever the integral is well-defined. Moreover, using (1.6), we have
f (i + 1) − f (i) = −∆h f (i) + λ(∆h f (i + 1) − ∆h f (i)) + i(∆h f (i − 1) − ∆h f (i))
= −∆h f (i) + Q(∆h f )(i) = −(I − Q)(∆h f )(i),
giving
∆h f (i) = −(I − Q)−1(∆ f )(i), i ∈ Z+. (2.4)
7
Denote
e+i = (λpii)
−1←−F (i), e−i = (ipii)−1
−→
F (i), (2.5)
where
←−
F (i) =
i∑
k=0
pik and
−→
F (i) =
∞∑
k=i
pik. According to [Brown and Xia (2001), Lemma 2.4] and [Barbour
and Xia (2006), Lemma 2.1 and p. 950], for each i > 1, we have
∆e+i := e
+
i+1 − e+i > 0, ∆e−i := e−i+1 − e−i 6 0, (2.6)
∆
2e+i−1 := e
+
i+1 − 2e+i + e+i−1 > 0, ∆2e−i := e−i+2 − 2e−i+1 + e−i > 0, (2.7)
ri := pii+1(2e
+
i − e+i−1 + e−i+2) − (e+i+1 − 2e+i + e+i−1)
−→
F (i + 2)
= (−∆2e+i−1)
−→
F (i + 1) + λ−1 > 0. (2.8)
Having these in mind, we are ready to prove the main theorem.
Proof of (1.8). Since h f is the solution to the Stein equation (1.7), using [Liu and Ma (2009), Lemma 2.3],
we have
g f (i) = h f (i) − h f (i − 1) =
1
ipii
i−1∑
j=0
pi j( f ( j) − pi( f )), i > 1. (2.9)
On the other hand, according to [Barbour (1988)] or [Brown and Xia (2001)], h f can be expressed as
h f (i) = −
∫ ∞
0
[
E[ f (Xit)] − pi( f )
]
dt. (2.10)
By the coupling in (2.1), we have from (2.10) that
g f (i) = −
∫ ∞
0
{
E[ f (Xit)] − E[ f (Xi−1t )]
}
dt = −
∫ ∞
0
e−tE
[
f (Xi−1t + 1) − f (Xi−1t )
]
dt,
which implies that
sup
‖ f ‖Lip(ρ)=1
|g f (i)| =
∫ ∞
0
e−tE
[
∆ρ(Xi−1t )
]
dt,
where the supremum is attained by f = −ρ. Hence, by (2.9) we have
sup
‖ f ‖Lip(ρ)=1
|g f (i)| = g−ρ(i) = ∆h−ρ(i − 1) =
1
ipii
i−1∑
j=0
pi j(−ρ( j) + pi(ρ)) =
1
ipii
∞∑
j=i
pi j(ρ( j) − pi(ρ)).
Using the representation of ‖(−Q)−1‖Lip(ρ) given in [Liu and Ma (2009), Theorem 2.1], it holds that
‖(−Q)−1‖Lip(ρ) = sup
i>1
∑∞
j=i pi j(ρ( j) − pi(ρ))
ipii(ρ(i) − ρ(i − 1))
= sup
i>1
∆h−ρ(i − 1)
∆ρ(i)
· ∆ρ(i)
∆ρ(i − 1)
>
sup
i>1
sup
‖ f ‖Lip(ρ)=1
|g f (i)|
∆ρ(i)

(
inf
i>0
∆ρ(i + 1)
∆ρ(i)
)
= (mρ)
−1 sup
‖ f ‖Lip(ρ)=1
M0(g f ), (2.11)
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which yields (1.8). 
Proof of (1.17). Combining (2.3) and (2.4), it holds that
sup
‖ f ‖Lip(ρ)=1
|g f (1)| = sup
‖ f ‖Lip(ρ)=1
−
∫ ∞
0
e−tE
[
f (X0t + 1) − f (X0t )
]
dt
=
∫ ∞
0
e−tE
[
∆ρ(X0t )
]
dt = (I − Q)−1(∆ρ)(0) = −∆hρ(0).
Hence, using (1.6) with f = ρ and i = 0, we have
sup
‖ f ‖Lip(ρ)=1
|g f (0)|
∆ρ(0)
=
pi(ρ) − ρ(0)
λ∆ρ(0)
, (2.12)
which is (1.17) in Proposition 1.4. 
Proof of (1.12). Since ∆g f (0) = 0, we consider ∆g f (i) for i > 1. Using the coupling (2.1) again, we have
∆g f (i) = −
∫ ∞
0
e−tE
[
∆ f (Xit) − ∆ f (Xi−1t )
]
dt = −
∫ ∞
0
e−2tE
[
∆
2 f (Xi−1t )
]
dt, i > 1. (2.13)
This ensures that without loss of generality, we may assume f (i) = 0. We now deduce that for any fixed
i > 1, sup‖ f ‖Lip(ρ)=1 |∆g f (i)| is attained by the function f ∗i ( j) = −|ρ( j) − ρ(i)|. The argument is exactly the
same as in [Barbour and Xia (2006)], but for the ease of reading, we repeat it here. In fact, [Barbour and
Xia (2006), (2.9)] says that
∆g f (i) = −∆e+i−1
∑
j>i+1
pi j f ( j) + ∆e
−
i
∑
j6i−1
pi j f ( j) + pii f (i)(e
+
i−1 + e
−
i+1),
and it follows from (2.6) that ∆g f (i) 6 ∆g f ∗
i
(i).
Next, direct computation gives
∆
2 f ∗i ( j) =

−∆2ρ( j), j > i,
ρ(i − 1) − ρ(i + 1), j = i − 1,
∆
2ρ( j), j 6 i − 2.
(2.14)
When ∆2ρ(i) > 0, ∀i > 1, we have
sup
‖ f ‖Lip(ρ)=1
|∆g f (i)| = ∆g f ∗
i
(i)
= −
∫ ∞
0
e−2tE
[
− ∆2ρ(Xi−1t )1{X i−1t >i} + (ρ(X
i−1
t ) − ρ(Xi−1t + 2))1{X i−1t =i−1} + ∆
2ρ(Xi−1t )1{X i−1t 6i−2}
]
dt
=
∫ ∞
0
e−2tE
[
∆
2ρ(Xi−1t ) − 2(ρ(Xi−1t ) − ρ(Xi−1t + 1))1{X i−1t =i−1} − 2∆
2ρ(Xi−1t )1{X i−1t 6i−2}
]
dt
6
∫ ∞
0
e−2tE
[
∆
2ρ(Xi−1t )
]
dt + 2(ρ(i) − ρ(i − 1))
∫ ∞
0
e−2tP(Xi−1t = i − 1)dt. (2.15)
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It remains to handle the right-hand side of (2.15).
Firstly, in order to bound
∫ ∞
0
e−2tP(Xi−1t = i − 1)dt, we start from the expression (2.2) of the semigroup
Pt. When 0 < λ 6 1, it holds that (λ(1 − e−t))n/(n!) 6 1, ∀n ∈ Z+, t > 0. Then by (2.2), we have
Pt(i, i) = e
−λ(1−e−t)
i∑
k=0
i!
k!(i − k)!e
−kt(1 − e−t)i−k
(
λi−k(1 − e−t)i−k
(i − k)!
)
6 e−λ(1−e
−t)
i∑
k=0
(
i
k
)
e−kt(1 − e−t)i−k = e−λ(1−e−t), t > 0. (2.16)
Hence, we have
sup
i>1
∫ ∞
0
e−2tP(Xi−1t = i − 1)dt =
∫ ∞
0
e−2tP(X0t = 0)dt =
∫ ∞
0
e−2te−(λ−λe
−t)dt =
e−λ + λ − 1
λ2
. (2.17)
For 1 < λ < ∞, [Barbour and Brown (1992), p. 24] states that Xi−1t = X0t +Yt, where Yt ∼ Binomial(i−1, e−t)
is independent of X0t and
P(X0t = j) = Pt(0, j) =
(λ(1 − e−t)) j
j!
e−λ(1−e
−t), ∀ j ∈ Z+, (2.18)
hence
P(Xi−1t = i − 1) 6 sup
j∈Z+
P(X0t = j), (2.19)
which ensures ∫ ∞
0
e−2tP(Xi−1t = i − 1)dt 6
∫ ∞
0
e−2t sup
j∈Z+
P(X0t = j)dt. (2.20)
It is easy to see that (2.18) is maximized by the integer-value function p(t) := max{ j ∈ Z+ : j 6 λ − λe−t}.
Obviously, we have {t : p(t) = 0} = [0, log λ − log(λ − 1)). Applying the following inequality introduced in
[Xu, Hsu and Yu (1997)], which is a more accurate version of Stirling’s formula,
rn
(
1 +
1
12n
)
< n! < rn
(
1 +
1
12n − 0.5
)
, n > 1, where rn :=
√
2pin
(
n
e
)n
,
then for each t > log λ − log(λ − 1), it holds that
P(X0t = p(t)) 6
1√
2pip(t)(1 + (12p(t))−1)
(
λ − λe−t
p(t)
)p(t)
ep(t)−(λ−λe
−t )
6
1√
2pip(t)(1 + (12p(t))−1)
, (2.21)
where the last inequality follows from the fact that (1 + x/n)n 6 ex, ∀n > 1, x ∈ [0, 1]. Recall that ⌊λ⌋ is the
largest integer less than or equal to λ, for each 1 6 n 6 ⌊λ⌋ − 1, we have
{t : p(t) = n} =
[
log
(
λ
λ − n
)
, log
(
λ
λ − n − 1
))
, and {t : p(t) = ⌊λ⌋} =
[
log
(
λ
λ − ⌊λ⌋
)
,∞
)
.
Hence, the integral interval [0,∞) can be broken down into ⌊λ⌋ + 1 parts, and we have
∫ ∞
0
e−2t sup
j∈Z+
P(X0t = j)dt =
∫
{t:p(t)=0}
e−2te−(λ−λe
−t)dt +
⌊λ⌋−1∑
n=1
1√
2pin(1 + (12n)−1)
∫
{t:p(t)=n}
e−2tdt
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+
1√
2pi⌊λ⌋(1 + (12⌊λ⌋)−1)
∫
{t:p(t)=⌊λ⌋}
e−2tdt
=
(e − 1)(λ − 1) + 1
λ2e
+
⌊λ⌋−1∑
n=1
(
12
√
n(λ − n) − 6√n√
2piλ2(12n + 1)
)
+
6
√⌊λ⌋(λ − ⌊λ⌋)2√
2piλ2(12⌊λ⌋ + 1)
.
(2.22)
Secondly, for the estimate of
∫ ∞
0
e−2tE
[
∆
2ρ(Xi−1t )
]
dt, we use the coupling (2.1) and the formulae (2.3), (2.4)
to obtain
∫ ∞
0
e−2tE
[
∆
2ρ(Xi−1t )
]
dt =
∫ ∞
0
e−tE
[
∆ρ(Xit) − ∆ρ(Xi−1t )
]
dt
=
∫ ∞
0
e−t
[
Pt(∆ρ)(i) − Pt(∆ρ)(i − 1)
]
dt
= (I − Q)−1(∆ρ)(i) − (I − Q)−1(∆ρ)(i − 1)
= −∆2hρ(i − 1). (2.23)
Combining (2.15), (2.17), (2.20), (2.22) and (2.23), we have
sup
‖ f ‖Lip(ρ)=1
M1(g f ) = sup
i>1
∆g f ∗
i
(i)
∆ρ(i)
6 sup
i>1
|∆hρ(i) − ∆hρ(i − 1)|
∆ρ(i)
+ 2mρ sup
i>1
∫ ∞
0
e−2tP(Xi−1t = i − 1)dt
6 mρ
∥∥∥∆hρ∥∥∥Lip(ρ) + 2mρΞ1(λ), (2.24)
where Ξ1(λ) is defined in (1.14). 
Remark 2.1. If ρ(i) = ρ1(i) = i and 0 < λ 6 1, the estimate of sup‖ f ‖Lip(ρ)=1 M1(g f ) is sharp.
In fact, since ∆ρ1(i) = 1 and ∆
2ρ1(i) = 0, mρ = 1, using (2.15) and (2.17), we have
sup
‖ f ‖Lip(ρ)=1
M1(g f ) = 2 sup
i>1
∫ ∞
0
e−2tP
(
Xi−1t = i − 1
)
dt = 2
∫ ∞
0
e−2tP
(
X0t = 0
)
dt =
2(e−λ + λ − 1)
λ2
. (2.25)
Proof of (1.13). When ∆2ρ(i) 6 0, ∀i ∈ Z+, one can repeat the proof of (1.12) but replace (2.15) with
sup
‖ f ‖Lip(ρ)=1
|∆g f (i)| = ∆g f ∗
i
(i)
=
∫ ∞
0
e−2tE
[
∆
2ρ(Xi−1t )1{X i−1t >i} − (ρ(X
i−1
t ) − ρ(Xi−1t + 2))1{X i−1t =i−1} − ∆
2ρ(Xi−1t )1{X i−1t 6i−2}
]
dt
=
∫ ∞
0
e−2tE
[
−∆2ρ(Xi−1t ) + (∆2ρ(Xi−1t ) + ρ(Xi−1t + 2) − ρ(Xi−1t ))1{X i−1t =i−1} + 2∆
2ρ(Xi−1t )1{X i−1t >i}
]
dt
6
∫ ∞
0
e−2tE
[
−∆2ρ(Xi−1t )
]
dt + 2∆ρ(i)
∫ ∞
0
e−2tP(Xi−1t = i − 1)dt, for i > 1, (2.26)
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and then
sup
‖ f ‖Lip(ρ)=1
M1(g f ) = sup
i>1
∆g f ∗
i
(i)
∆ρ(i)
6 sup
i>1
|∆hρ(i) − ∆hρ(i − 1)|
∆ρ(i)
+ 2 sup
i>1
∫ ∞
0
e−2tP(Xi−1t = i − 1)dt
6 mρ
∥∥∥∆hρ∥∥∥Lip(ρ) + 2Ξ1(λ). 
Proof of (1.19). Since ∆g f (0) = 0, we have ∆
2g f (0) = ∆g f (1). Using (2.15), (2.26) and (2.23) with i = 1,
we obtain
sup
‖ f ‖Lip(ρ)=1
|∆2g f (0)|
∆ρ(0)
=
|∆2hρ(0)|
∆ρ(0)
+

2(e−λ + λ − 1)
λ2
, when ∆2ρ(·) > 0;
2∆ρ(1)(e−λ + λ − 1)
∆ρ(0)λ2
, when ∆2ρ(·) 6 0.
(2.27)
It follows from (1.6) with f = ρ and i = 0, 1 that
|∆2hρ(0)|
∆ρ(0)
=
∣∣∣∣∣∣
ρ(1) − pi(ρ) + ∆hρ(0)
λ∆ρ(0)
− ∆hρ(0)
∆ρ(0)
∣∣∣∣∣∣ =
∣∣∣∣∣1λ +
ρ(0) − pi(ρ)
λ2∆ρ(0)
∣∣∣∣∣ . (2.28)
Hence, (1.19) in Proposition 1.4 is implied by (2.27) and (2.28). 
Proof of (1.9). Now, we can focus on ∆2g f (i) for i > 1. Combining (2.1) and (2.13), we have
∆
2g f (i) = −
∫ ∞
0
e−2tE
[
∆
2 f (Xit) − ∆2 f (Xi−1t )
]
dt = −
∫ ∞
0
e−3tE
[
∆
3 f (Xi−1t )
]
dt. (2.29)
Hence, without loss of generality, we may again take f (i) = 0. As in [Barbour and Xia (2006)], we argue
that sup‖ f ‖Lip(ρ)=1 |∆2g f (i)| is achieved by the function f △i defined as
f △i ( j) =
{
ρ(i) − ρ( j), 1 6 j 6 i,
2ρ(i + 1) − ρ(i) − ρ( j), j > i + 1.
For the sake of completeness, we recall the proof of [Barbour and Xia (2006)] here. In fact, [Barbour and
Xia (2006), (2.18)] states
∆
2g f (i) = −∆2e+i−1
∑
j>i+2
( f ( j) − f (i + 1))pi j + ∆2e−i
∑
j6i−1
pi j f ( j) + f (i + 1)ri.
Hence, we can see from (2.7) and (2.8) that ∆2g f (i) 6 ∆
2g f△
i
(i). This, together with (2.29), ensures
sup
‖ f ‖Lip(ρ)=1
∆
2g f (i) = ∆
2g f△
i
(i) = −
∫ ∞
0
e−3tE
[
∆
3 f △i (X
i−1
t )
]
dt, (2.30)
thus, it suffices to estimate E
[
∆
3 f △
i
(Xi−1t )
]
. Since
∆
3 f △i ( j) =

−∆3ρ( j), j 6 i − 3 or j > i + 1,
ρ(i + 1) + ρ(i) − 3ρ(i − 1) + ρ(i − 2), j = i − 2,
−ρ(i + 2) − ρ(i + 1) + ρ(i) + ρ(i − 1), j = i − 1,
−ρ(i + 3) + 3ρ(i + 2) − ρ(i + 1) − ρ(i), j = i,
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we obtain
E
[
∆
3 f △i (X
i−1
t )
]
= −
∑
j6i−3
∆
3ρ( j)P(Xi−1t = j) −
∑
j>i+1
∆
3ρ( j)P(Xi−1t = j)
+
[
ρ(i + 1) + ρ(i) − 3ρ(i − 1) + ρ(i − 2)]P(Xi−1t = i − 2)
+
[−ρ(i + 2) − ρ(i + 1) + ρ(i) + ρ(i − 1)]P(Xi−1t = i − 1)
+
[−ρ(i + 3) + 3ρ(i + 2) − ρ(i + 1) − ρ(i)]P(Xi−1t = i)
= −E
[
∆
3ρ(Xi−1t )
]
+ 2∆ρ(i)
[
P(Xi−1t = i − 2) − 2P(Xi−1t = i − 1) + P(Xi−1t = i)
]
. (2.31)
Combining (2.30) and (2.31) gives
sup
‖ f ‖Lip(ρ)=1
M2(g f ) 6 sup
i>1
∫ ∞
0
e−3tE
[
∆
3ρ(Xi−1t )
]
dt
∆ρ(i)
+ 4
∫ ∞
0
e−3tP(Xi−1t = i − 1)dt. (2.32)
For the first item of (2.32), by (2.1) and (2.23), we have
sup
i>1
(∆ρ(i))−1
[∫ ∞
0
e−2tE
[
∆
2ρ(Xit)
]
dt −
∫ ∞
0
e−2tE
[
∆
2ρ(Xi−1t )
]
dt
]
= sup
i>1
∣∣∣∆2hρ(i) − ∆2hρ(i − 1)∣∣∣
∆ρ(i)
6 mρ
∥∥∥∆2hρ∥∥∥Lip(ρ) . (2.33)
For the second item of (2.32), using the estimate given in (2.19), we have
4
∫ ∞
0
e−3t
[
P(Xi−1t = i − 1)
]
dt 6 4
∫ ∞
0
e−3t
sup
j∈Z+
Pt(0, j)
 dt. (2.34)
To bound
∫ ∞
0
e−3t
(
sup j∈Z+ Pt(0, j)
)
dt, we use the same argument as that in the proof of (1.12). When
0 < λ 6 1, we have
∫ ∞
0
e−3t
sup
j∈Z+
Pt(0, j)
 dt 6
∫ ∞
0
e−3te−(λ−λe
−t)dt =
(λ − 1)2 − 2e−λ + 1
λ3
. (2.35)
When 1 < λ < ∞, using the same notation p(t) introduced in the proof of (1.12), we have
∫ ∞
0
e−3t
sup
j∈Z+
Pt(0, j)
 dt =
∫
{t:p(t)=0}
e−3te−(λ−λe
−t)dt +
⌊λ⌋−1∑
n=1
1√
2pin(1 + (12n)−1)
∫
{t:p(t)=n}
e−3tdt
+
1√
2pi⌊λ⌋(1 + (12⌊λ⌋)−1)
∫
{t:p(t)=⌊λ⌋}
e−3tdt
=
λ2(e − 1) − 2λ(e − 2) + 2e − 5
λ3e
+
⌊λ⌋−1∑
n=1
(
4
√
n(3(λ − n)2 − 3(λ − n) + 1)√
2piλ3(12n + 1)
)
+
4
√⌊λ⌋(λ − ⌊λ⌋)3√
2piλ3(12⌊λ⌋ + 1)
. (2.36)
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Hence, by (2.33) – (2.36), we have
sup
‖ f ‖Lip(ρ)=1
M2(g f ) 6 mρ
∥∥∥∆2hρ∥∥∥Lip(ρ) + 4Ξ2(λ), (2.37)
where Ξ2(λ) is defined in (1.10).
Finally, we use another method to bound ∆2g f△
i
(i), which is different from (2.37). Note that by the
representation of g f in (2.9), we have from (2.5) that
g f (i) = e
−
i
i−1∑
j=0
pi j f ( j) − e+i−1
∞∑
j=i
pi j f ( j),
which means that g f has linear property with respect to f . Moreover,
∆
2g f (i) = g f (i + 2) − 2g f (i + 1) + g f (i)
=
(
∆
2e−i
) i−1∑
j=0
pi j f ( j) −
(
∆
2e+i−1
) ∞∑
j=i+2
pi j f ( j)
+
(
2e+i − e+i−1 + e−i+2
)
pii+1 f (i + 1) +
(
e−i+2 − 2e−i+1 − e+i−1
)
pii f (i). (2.38)
Given any i > 1, define ϕi( j) = ρ(i) − ρ( j), for j ∈ Z+, it follows from (2.29) that
∆
2gϕi(i) =
∫ ∞
0
e−3tE
[
∆
3ρ(Xi−1t )
]
dt, (2.39)
and
f △i ( j) − ϕi( j) =
{
0, 1 6 j 6 i,
2∆ρ(i), i + 1 6 j < ∞.
Using (2.38) directly, we have
∆
2g f△
i
−ϕi (i) = −2
(
∆
2e+i−1
)
∆ρ(i)
−→
F (i + 2) + 2∆ρ(i)
(
2e+i − e+i−1 + e−i+2
)
pii+1
= −2
(
∆
2e+i−1
)
∆ρ(i)
−→
F (i + 1) + 2∆ρ(i)
(
e+i+1 + e
−
i+2
)
pii+1
6 2∆ρ(i)/λ, (2.40)
where the last inequality is due to (2.7) and pii+1
(
e+
i+1
+ e−
i+2
)
= λ−1. By (2.23), (2.39), (2.40) and the linear
property of g f , we obtain
sup
‖ f ‖Lip(ρ)=1
M2(g f ) 6 sup
i>1
∆
2g f△
i
(i)
∆ρ(i)
6 sup
i>1
∆
2gϕi (i)
∆ρ(i)
+ sup
i>1
∆
2g f△
i
−ϕi (i)
∆ρ(i)
6 mρ
∥∥∥∆2hρ∥∥∥Lip(ρ) + 2λ . (2.41)
Combining (2.37) and (2.41), we obtain
sup
‖ f ‖Lip(ρ)=1
M2(g f ) 6 mρ
∥∥∥∆2hρ∥∥∥Lip(ρ) + 2[(2Ξ2(λ)) ∧ λ−1],
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and the proof of Theorem 1.2 is complete. 
Proof of Proposition 1.7. (1). Let ρp(i) = i
p, p > 1. Obviously, for each i ∈ Z+, it holds that ∆ρp(i) > 0,
∆
2ρp(i) > 0 and
pi(ρp) = λ
∑
i>0
pii(i + 1)
p−1
= λ
∑
i>0
pii
p−1∑
k=0
(
p − 1
k
)
ik = λ
p−1∑
k=0
(
p − 1
k
)
pi(ρk). (2.42)
Note that hp is the solution to the Stein equation (1.7), that means hp(i) = Q
−1(ρp − pi(ρp))(i), ∀i > 0. When
p = 1 and i > 1, it holds that Qρ1(i) = λ − i, which implies that h1(i) = Q−1(ρ1 − pi(ρ1))(i) = −i, i > 1. For
i = 0, since Qh1(0) = λ(h1(1) − h1(0)) = −λ, we have h1(0) = 0. When p > 2 and i > 1, we have
Q(ip) = λ ((i + 1)p − ip) + i ((i − 1)p − ip) = −pip + λ +
p−1∑
k=1
(
p
k
)
ik
[
λ +
k(−1)p−k+1
p − k + 1
]
= −p
(
ip − pi(ρp)
)
+
p−1∑
k=1
(
p
k
) (
ik − pi(ρk)
) [
λ +
k(−1)p−k+1
p − k + 1
]
, (2.43)
where the last equality is based on the following observation: with η ∼ pi, j = k − 1, using (1.2), we have
− ppi(ρp) + λ +
p−1∑
k=1
(
p
k
)
pi(ρk)
[
λ +
k(−1)p−k+1
p − k + 1
]
= −pE(ηp) +
p−2∑
j=0
(−1)p− j
(
p
j
)
E(η j+1) + λ
p−1∑
k=0
(
p
k
)
E(ηk)
= −pE(ηp) + E
{
η
(
(η − 1)p − ηp + pηp−1
)}
+ λE ((η + 1)p − ηp)
= −pE(ηp) + λE(ηp) − λE ((η + 1)p) + pE(ηp) + λE ((η + 1)p − ηp)
= 0.
Hence, applying Q−1 to both sides of (2.43), by the definition of hp(i), we obtain
hp(i) = −
1
p
ip +
1
p
p−1∑
k=1
(
p
k
)
hk(i)
[
λ +
k(−1)p−k+1
p − k + 1
]
, i > 1.
Similarly, since Qhp(0) = λ(hp(1) − hp(0)) = −pi(ρp), we have hp(0) = hp(1) + λ−1pi(ρp).
In particular, when p = 2, we have mρ = 1, pi(ρ2) = λ
2
+ λ and
h2(i) = −
1
2
i2 − 1
2
(2λ + 1)i, i > 1.
According to the expression of ‖(−Q)−1‖Lip(ρ) in (2.11), we have
∥∥∥Q−1∥∥∥
Lip(ρ2)
= sup
i>1
|h2(i) − h2(i − 1)|
ρ2(i) − ρ2(i − 1)
=
1
2
sup
i>1
(
1 +
2λ + 1
2i − 1
)
= 1 + λ.
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Since
∆h2(i) = −i − λ − 1, ∆2h2(i) = −1 and ∆3h2(i) = 0, i > 0,
we have
‖∆h2‖Lip(ρ2) = sup
i>1
|∆2h2(i − 1)|
∆ρ(i − 1) = supi>1
1
2i − 1 = 1 and
∥∥∥∆2h2∥∥∥Lip(ρ2) = sup
i>1
|∆3h2(i − 1)|
∆ρ(i − 1) = 0.
Finally, according to Theorem 1.2, we obtain the estimate (1.24).
(2). Let
ρ1/2(i) = λ +
√
i − λ√
i + 1
> 0, ∀i ∈ Z+.
Then we have
pi(ρ1/2) = λ +
∑
i>1
λ√
i
e−λ
λi−1
(i − 1)! −
∑
i>0
λ√
i + 1
e−λ
λi
i!
= λ.
For each i ∈ Z+,
∆ρ1/2(i) =
1√
i +
√
i + 1
+ λ

√
i + 2 −
√
i + 1√
(i + 1)(i + 2)
 > 0;
∆
2ρ1/2(i) =
(−1)
(√
i + 2 −
√
i
)
(√
i + 1 +
√
i
) (√
i + 1 +
√
i + 2
) − λ (∆2(i + 1)− 12 ) < 0.
Moreover, it is easy to demonstrate that
h1/2(0) = 0, h1/2(i) = −
i∑
k=1
1√
k
, i > 1,
satisfies the Stein equation (1.7), i.e. Qh1/2 = ρ1/2 − pi(ρ1/2), and
∆h1/2(i) =
−1√
i + 1
, ∆2h1/2(i) =
1
(i + 1)
√
i + 2 + (i + 2)
√
i + 1
, i > 1.
Here, we introduce an auxiliary function ϕ(i),
ϕ(i) =
√
i + 1 +
√
i√
i +
√
i − 1
=
√
1 + i−1 + 1
1 +
√
1 − i−1
, i > 1. (2.44)
It is easy to verify that ϕ(i) > 1 and ϕ(i) is decreasing for each i > 1.
Firstly, we consider ‖(−Q)−1‖Lip(ρ1/2). By its definition, we have
‖(−Q)−1‖Lip(ρ1/2) = sup
i>1
|h1/2(i) − h1/2(i − 1)|
ρ1/2(i) − ρ1/2(i − 1)
= sup
i>1
1
i − λ
√
i√
i+1
− √i(i − 1) + λ
= sup
i>1
1
λ
(
1 −
√
1 − (i + 1)−1
)
+
√
iϕ(i)/
(√
i + 1 +
√
i
) . (2.45)
Since
1 −
√
1 − (i + 1)−1 is decreasing and approaching to 0 as i → ∞,
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√
iϕ(i)√
i + 1 +
√
i
=
1
1 +
√
1 − i−1
is decreasing and approaching to 1/2 as i → ∞,
the maximum of (2.45) is attained at i → ∞. Hence,
sup
‖ f ‖Lip(ρ1/2)=1
M0(g f )6 mρ‖(−Q)−1‖Lip(ρ1/2) = 2mρ.
To calculate mρ = supi>0
∆ρ1/2(i)
∆ρ1/2(i+1)
, we define
F(i) :=
∆ρ1/2(i)
∆ρ1/2(i + 1)
=
ϕ(i + 2)
√
i + 3√
i + 1
(
λ + ϕ(i + 1)
√
(i + 1)(i + 2)
λ + ϕ(i + 2)
√
(i + 2)(i + 3)
)
, i > 0.
Using the ratio formula, we have
F(i) >
ϕ(i + 2)
√
i + 3√
i + 1
1 ∧ ϕ(i + 1)
√
i + 1
ϕ(i + 2)
√
i + 3
 = (ϕ(i + 2)√1 + 2/(i + 1)) ∧ ϕ(i + 1), i > 0.
Note that ϕ(i + 2)
√
1 + 2/(i + 1) and ϕ(i + 1) are decreasing for each i > 0, which implies that mρ =
supi>0 F(i) >
(
ϕ(2)
√
3
)
∧ ϕ(1) = ϕ(2)
√
3. Using the ratio formula again, for each i > 1, we have
sup
i>1
F(i) 6
(
sup
i>1
ϕ(i + 2)
√
1 + 2/(i + 1)
)
∨
(
sup
i>1
ϕ(i + 1)
)
= ϕ(3)
√
2 < ϕ(2)
√
3.
Hence,
mρ = F(0) ∨
(
sup
i>1
F(i)
)
= F(0) ∨
(√
3ϕ(2)
)
=
√
3
(√
2 +
√
2λ − λ
)
√
3
(
2 −
√
2
)
+ λ
(√
3 −
√
2
) .
Secondly, we consider ‖∆h1/2‖Lip(ρ1/2). Supplement the value of ∆h1/2(i) at i = 0 by ∆h1/2(0) = h1/2(1)−
h1/2(0) = −1. Again, we begin with the definition
‖∆h1/2‖Lip(ρ1/2) = sup
i>1
|∆h1/2(i) − ∆h1/2(i − 1)|
ρ1/2(i) − ρ1/2(i − 1)
=
sup
i>2
1/
(
i
√
i + 1 + (i + 1)
√
i
)
√
i − λ/
√
i + 1 −
√
i − 1 + λ/
√
i
 ∨
( |∆h1/2(1) − ∆h1/2(0)|
ρ1/2(1) − ρ1/2(0)
)
=
(
sup
i>2
1
λ +
√
i(i + 1)ϕ(i)
)
∨
(
1
λ + 2 +
√
2
)
. (2.46)
Note that ϕ(i) > 1 for each i > 1, then we have
λ +
√
6ϕ(2) 6 λ + 2 +
√
2 6 λ +
√
i(i + 1) 6 λ +
√
i(i + 1)ϕ(i), ∀i > 3. (2.47)
Hence,
‖∆h1/2‖Lip(ρ1/2) =
(
sup
i>3
1
λ +
√
i(i + 1)ϕ(i)
)
∨
 1
λ +
√
6ϕ(2)
 ∨
(
1
λ + 2 +
√
2
)
17
=
1
λ +
√
6ϕ(2)
=
1
λ + (
√
2 +
√
3)(2
√
3 −
√
6)
. (2.48)
According to Theorem 1.2, we obtain
sup
‖ f ‖Lip(ρ1/2)=1
M1(g f ) 6
mρ
λ + (
√
2 +
√
3)(2
√
3 −
√
6)
+ 2Ξ1(λ).
Finally, we consider ‖∆2h1/2‖Lip(ρ1/2). Similarly, we supplement the value of ∆2h1/2(i) at i = 0 as
∆
2h1/2(0) = ∆h1/2(1) − ∆h1/2(0) = (
√
2 − 1)/
√
2. By definition,
‖∆2h1/2‖Lip(ρ1/2) =
sup
i>2
∆
[
1/
(
i
√
i + 1 + (i + 1)
√
i
)]
√
i − λ/
√
i + 1 −
√
i − 1 + λ/
√
i
 ∨
( |∆2h1/2(1) − ∆2h1/2(0)|
ρ1/2(1) − ρ1/2(0)
)
=
supi>2
1 −
√
i√
i+2ϕ(i+1)
λ + ϕ(i)
√
i(i + 1)
 ∨

(√
2 + 1
) (
2 +
√
2 −
√
6/3
)
λ + 2 +
√
2
 .
Since
√
i√
i+2ϕ(i+1)
is increasing, using (2.47) again, we have
sup
i>3
1 −
√
i√
i+2ϕ(i+1)
λ + ϕ(i)
√
i(i + 1)
6 sup
i>3
1 −
√
i√
i+2ϕ(i+1)
λ +
√
6ϕ(2)
=
1 −
√
3√
5ϕ(4)
λ +
√
6ϕ(2)
6
1 −
√
2
2ϕ(3)
λ +
√
6ϕ(2)
.
Hence,
‖∆2h1/2‖Lip(ρ1/2) =
supi>3
1 −
√
i√
i+2ϕ(i+1)
λ + ϕ(i)
√
i(i + 1)
 ∨

1 −
√
2
2ϕ(3)
λ +
√
6ϕ(2)
 ∨

(√
2 + 1
) (
2 +
√
2 −
√
6/3
)
λ + 2 +
√
2

=

1 −
√
2
2ϕ(3)
λ +
√
6ϕ(2)
 ∨

(√
2 + 1
) (
2 +
√
2 −
√
6/3
)
λ + 2 +
√
2

=
(√
2 + 1
) (
2 +
√
2 −
√
6/3
)
λ + 2 +
√
2
.
According to Theorem 1.2, we have
sup
‖ f ‖Lip(ρ1/2)=1
M2(g f ) 6 mρ‖∆2h1/2‖Lip(ρ1/2) + 2
(
(2Ξ2(λ)) ∧ λ−1
)
=
(√
2 + 1
) (
2 +
√
2 −
√
6/3
)
λ + 2 +
√
2
mρ + 2
(
(2Ξ2(λ)) ∧ λ−1
)
. 
Proof of Proposition 1.8. Let Wi = W − Xi, then [Barbour and Xia (2006), (2.27) and (2.29)] state that,
with b := µ2 and a := λ = µ − µ2,
E{( f (W − b) − pi( f ))1W>b}
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=n∑
i=1
p2i (1 − pi)E{∆2g f (Wi − b)1Wi>b}
+ g f (1)

n∑
i=1
p2i (1 − pi)[P(Wi = b − 2) − P(Wi = b − 1)] − aP(W = b − 1)

=
n∑
i=1
p2i (1 − pi)E{∆2g f (Wi − b)1Wi>b} + g f (1)E{(W − µ)1W<b},
which implies
E{ f (W − b)1W>b − pi( f )}
= E{( f (W − b) − pi( f ))1W>b} − pi( f )P(W < b)
=
n∑
i=1
p2i (1 − pi)E{∆2g f (Wi − b)1Wi>b} + g f (1)E{(W − µ)1W<b} − pi( f )P(W < b). (2.49)
Without loss of generality, we assume f ( j) = 0 for all j 6 0 so (1.3) ensures g f (1) = − 1λpi( f ) and (2.49)
gives
E{ f ((W − b)1W>b) − pi( f )}
=
n∑
i=1
p2i (1 − pi)E
{
∆
2g f (Wi − b)1Wi>b
}
− pi( f )
λ
E{(W − b)1W<b}. (2.50)
Using (1.24), we have
∣∣∣∣E {∆2g f (Wi − b)1Wi>b+1}
∣∣∣∣
6
2
1 ∨ λE
{
∆ρ(Wi − b)1Wi>b+1
}
=
2
1 ∨ λE
{
[2(Wi − b) + 1]1Wi>b+1
}
6 2 +
4
1 ∨ λE {(W − b)1W>b+1} 6 6 +
4
1 ∨ λE {(b −W)1W6b} . (2.51)
On the other hand, (1.19) ensures |∆2g f (0)| 6 2, which in turn implies∣∣∣∣∣∣∣
n∑
i=1
p2i (1 − pi)E
{
∆
2g f (Wi − b)1Wi=b
}∣∣∣∣∣∣∣
6 2
n∑
i=1
p2i (1 − pi)P(Wi = b)
6 2
n∑
i=1
p2i P(W = b) 6 2µ2P(W 6 b). (2.52)
Direct verification gives
|E{(W − b)1W6b}| 6 µ2P(W 6 b) (2.53)
and
P(W 6 b) 6 e−λ
2/(2µ), (2.54)
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where the last inequality is due to [Chung and Lu (2006), Theorem 2.7]. The observations that | f (·)| 6 ·2
implies |pi( f )| 6 λ2 +λ and µ2 −µ3 6 µ−µ2 = λ implies (µ2 −µ3)/λ 6 1, and then combining (2.50), (2.51),
(2.52), (2.53) and (2.54), we obtain (1.25).
For the claim (1.26), using (2.54), we have
W2(L((W − µ2)1W>µ2),L(W − µ2)) 6
{
E[(W − µ2)21W<µ2
}1/2
6 µ2P(W < µ2)
1/2
6 µ2e
−λ2/(4µ),
hence (1.26) is a direct consequence of the triangle inequality, (1.25) and Proposition 1.1. 
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