Linear and Non-Linear Elastic Constants of Crystalline Materials from First-Principles Calculations by Cuffari, David
City University of New York (CUNY) 
CUNY Academic Works 
Dissertations, Theses, and Capstone Projects CUNY Graduate Center 
9-2020 
Linear and Non-Linear Elastic Constants of Crystalline Materials 
from First-Principles Calculations 
David Cuffari 
The Graduate Center, City University of New York 
How does access to this work benefit you? Let us know! 
More information about this work at: https://academicworks.cuny.edu/gc_etds/4059 
Discover additional works at: https://academicworks.cuny.edu 
This work is made publicly available by the City University of New York (CUNY). 
Contact: AcademicWorks@cuny.edu 




A dissertation submitted to the Graduate Faculty in Physics in partial fulfillment of the










This manuscript has been read and accepted for the Graduate Faculty in Physics in
satisfaction of the dissertation requirement for the degree of Doctor of Philosophy.
Date Angelo Bongiorno








THE CITY UNIVERSITY OF NEW YORK
iii
ABSTRACT





Novel methods based on the use of density functional theory (DFT) calculations are de-
veloped and applied to calculate linear and non-linear elastic constants of materials at zero
and finite temperature. These methods rely on finite difference techniques and are designed
to be general, numerically accurate, and suitable to investigate the thermoelastic properties
of anharmonic materials. A first method was developed to compute the third-order elastic
constants of crystalline materials at zero temperature, a task that is numerically challenging
and is currently undertaken by using approaches typically applicable to cubic and hexagonal
crystalline systems. This method relies on numerical differentiation of the second Piola-
Kirchhoff stress tensor, and with respect to existing methods, it is numerically accurate and
computationally efficient, and it allows for the calculation of the full set of elastic constants
of any crystalline system, regardless of their symmetry. This method has been applied to alu-
minum, diamond, silicon, magnesium, and graphene. We further develop our methodology
by extending it to finite temperature. We base our method on the quasi-harmonic approx-
imation along with conventional and novel techniques to compute Grüneisen parameters to
include temperature effects and calculate elastic constants at finite temperature.
iv
Acknowledgments
Firstly, I would like to thank my PhD advisor, Dr. Angelo Bongiorno, for his support and
guidance over the years. His knowledge, intuition, and support has allowed me to hone my
critical thinking skills and bring my work and understanding of physics and material science
to a higher level. Angelo, it has been a privilege to work with you and learn from you.
I would like to thank my dissertation defense committee members, Dr. Mark Hybertsen,
Dr. Karl Sandeman, Dr. Sharon Loverde, and Dr. Chwen-Yang Shew for their help and
guidance. You have all helped improve my skills as a scientist through your thoughtful
criticisms and analysis or my work.
My sincere thanks also goes to Dr. Sophia Suarez for her help, guidance, and the scientific
opportunities that she provided me working in her lab at Brooklyn college while pursuing
my M.A. in physics.
In addition I would like to thank Tengfei Cao for his knowledgeable assistance as well as
the collaborative efforts that led to the publication of our work in Physical Review Letters
on our method for calculating elastic constants. Furthermore, I would like to thank all my
labmates with whom I grew as a scientist through conversations and tireless work in the lab:
Kartik, Armando, Ryan, Kaushik, and Phu. Also I thank my friends from the first year of
my PhD for all our study sessions and great times together: Dan, Eileen, and Steph. Special
thanks to Daniel Moy for all his help in navigating the PhD program, and to all the other
friends, teachers, classmates, and labmates through the years that I forgot to list.
Finally, I would like to thank my family for their love and support. To my Mom, Sharon,
v
for instilling in me a love of science through our love for science-fiction and to always pursue
what makes me happy. To my Father, Luigi, who taught me the meaning of hard work. To
my brother, Steven, for his support, creativity, and always believing in me. To my sister,
Elizabeth, for her support and always believing in me.
vi
Dedicated to:
My Mother for all her love and strength,




1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Method for calculating elastic constants at zero and finite temperature . . . 2
2 Theory 6
2.1 Quantum mechanical many-body problem in solid state physics . . 6
2.2 Hartree-Fock method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Kohn-Sham formulation of DFT . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Bloch’s theorem, direct and reciprocal lattices, and plane-wave basis sets 17
2.3.3 Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Forces and stress calculation in DFT . . . . . . . . . . . . . . . . . . 21
2.5 Nonlinear elasticity theory: Basic concepts . . . . . . . . . . . . . . 22
3 Method for calculating third-order elastic constants at 0K 27
3.1 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Correcting Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Second- and third-Order elastic constants at zero temperature . . 34
3.5 Errors resulting from the use of finite difference formulas. . . . . 38
3.6 Errors resulting from methodology choice. . . . . . . . . . . . . . . . 41
i
4 Elastic constants at finite temperature 46
4.1 Quasi-harmonic approximation . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Thermal expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 Application to aluminum . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.2 Application to silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.3 Application to magnesium and graphene . . . . . . . . . . . . . . . . 52
4.3 Thermal contribution to the elastic constants . . . . . . . . . . . . . 54
4.3.1 Application to aluminum . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Application to silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
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The need to determine the linear and non-linear elastic constants of a material can be found
in many fields such as metallurgy, geophysics, and materials science [1–5]. Examples include
studying the mechanical properties of high entropy alloys (HEAs) [1, 2, 4, 5], materials made
up of equal amounts of several different elements that offer properties such as high strength
with low density for use in structural applications [2], and high ductility at low temperatures
for use in cryogenic applications [5]. The elastic constants of HEAs correlates to important
mechanical properties such as ideal strength, the largest stress a defect free material can
experience before becoming mechanically unstable, and ductility, mechanical failure of a
material through a shear instability under tensile loading [6]. In practice most materials
do not reach their ideal strength, however a class of materials devoid of defects approach
this theoretical upper limit called gum metal [7]. While a great amount of research interest
exists for HEAs [1,2, 4, 5], the number of possible configurations is, ∼ 106− ∼ 109 by some
estimates [8], changing the composition of the alloys to find a desired ideal strength is
therefore aided by the use of computational work before experiments are performed.
Another example of the need to measure elastic constants can be found in geophysics,
knowledge of which plays an important role in studying the composition of the earths mantel
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[9–11]. The characteristic nature of the elastic properties of a material, which are directly
related to sound velocities’ can therefore be used to further understand the composition of
the earths mantel [10, 12]. However the elastic constants are very difficult to measure at
high pressure and temperature [9–11,13,14] so calculation is also essential to investigations
in geophysics.
1.2 Method for calculating elastic constants at zero
and finite temperature
In this work we assess the accuracy of the methods used to calculate the second-order
elastic constants (SOECs) and third-order elastic constants (TOECs), at zero-temperature
and finite temperature. Two methods to calculate SOECs and TOECs from first-principles
at zero temperature are based on interpolation techniques and numerical differentiation
techniques. Interpolation techniques involve fitting energy or stress versus strain curves
obtained from DFT calculations [15–21]. An expansion of the energy as a function of
the applied strain provides a definition of the SOECs and TOECs as the second and third
derivative of the energy with respect to the applied strain. The symmetry of a material
defines each term in the expansion of the energy. As a result, different elastic constants
parameterize the same strain. First-principles energy calculations such as those used in DFT
can then be used to determine the elastic constants. The reliance on symmetry provides an
indirect measure of many of the elastic constants. The uncertainty of each calculated elastic
constant is different or unknown, and the calculation of some elastic constants require the
calculation of others that may not be of interest. As a result of these limitations, this method
and its reliance on symmetry relationships has mainly been applied to cubic [15,20,21] and
hexagonal [16, 18,19] crystals. However, more recently this method was applied to a triclinic
crystal [15]. Numerical differentiation techniques also rely on first-principle calculations
but use finite difference formulas to calculate the elastic constants. As such, numerical
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differentiation techniques rely on farless DFT calculations than interpolation since the finite
difference formulas require two, three, or four DFT calculations. While the accuracy of both
methods have not been tested both methods can suffer from numerical errors and numerical
differentiation methods can suffer from both numerical as well as truncation errors.
SOECs and TOECs can be determined experimentally by measuring the propagation
velocities of ultrasonic waves [22]. However, such experiments are subjected to large er-
rors [23], and in addition, TOECs are far more sensitive to sample-quality than SOECs
[15,24–27] and cannot be used to determine the elastic constants of low-dimensional mate-
rials such as graphene. Existing methods to calculate TOECs are cumbersome and compu-
tationally inefficient, and so far, they have been mostly applied to high-symmetry crystalline
materials [15,24–27].
The existing first-principles methods to calculate SOECs at finite temperature rely on ei-
ther molecular dynamics (MD) [10,28] or the quasi-harmonic approximation (QHA) [29–34].
While MD simulations can be used to calculate many useful thermoelastic properties the
method suffers from extreme computational cost [10,28] and often requires calibration pa-
rameters to ensure numerical stability. QHA based methods to calculate SOECs are accom-
plished by calculating the phonon frequencies of a range of volumes which is used to calculate
the free energy of each volume. Fitting and interpolation methods are then used to find the
equation of state as a function of temperature and pressure, V (T, p). The equation of state
is then used to select a range of V and p corresponding to a range of T the SOECs for each
V , p, and T are calculated using interpolation or numerical differentiation of the free energy
density or the stress. If the stress is used then the mode Grüneisen parameters need to be
calculated.
The use of numerical differentiation is preferable over interpolation since the computation
cost of phonon calculations combined with the number of calculations needed for reliable
interpolation is far greater than those required for numerical differentiation. Additionally,
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so far QHA has been used to calculate only SOECs.
A thorough error analysis is carried out to assess the accuracy of both zero-temperature
and quasi-harmonic approximation DFT methods to calculate second- and third-order elas-
tic constants. Linear and non-linear elastic constants of graphene, diamond, aluminum, and
silicon are calculated by using both numerical differentiation and polynomial interpolation
techniques from values of (free) energy density and second Piola-Kirchhoff stress tensors for
a number of strained configurations. Our analysis shows that errors resulting from the intrin-
sic limited accuracy of the DFT calculations are minimal when zero- or finite-temperature
elastic constants are obtained from values of the stress tensor, by using either numerical
differentiation or polynomial interpolation. Elastic constants calculated in this way are (al-
most) independent on the strain spacing and strain interval used in the finite difference
formulas and interpolation, respectively. Numerical differentiation of the energy density re-
quires the use of higher-order finite difference formulas and interpolating polynomials, thus
involving large numerical errors. Depending on the the level of accuracy of the calculations,
these errors can be significant when strain spacings and intervals smaller than about 0.5%
are used in the difference formulas and interpolation, respectively. Small-value third-order
elastic constants of crystals with a basis are sensitive to the numerical treatment and fine con-
vergence of the internal stress, and strict convergence criteria are needed to obtain accurate
results. In the quasi-harmonic approximation, mode Grüneisen parameters are needed to
compute the thermal stress and values of elastic constants at finite temperature. It is shown
that, in case of third-order elastic constants, the traditional approach used to calculate these
parameters can leads to erroneous results. A solution to this issue is proposed based on a
novel approach to calculate mode Grüneisen parameters. Overall, this work demonstrates
that both second- and third-order elastic constants at both zero and finite temperature can
be obtained via numerical differentiation of the stress tensor and by carrying out only sev-
eral DFT and phonon calculations. This unified approach to calculate linear and nonlinear
4




“. . . atomic systems without too much computation.”
“The underlying physical laws necessary for the mathematical theory of a large part of
physics and the whole of chemistry are thus completely known, and the difficulty is only that
the exact application of these laws leads to equations much too complicated to be soluble. It
therefore becomes desirable that approximate practical methods of applying quantum mechan-
ics should be developed, which can lead to an explanation of the main features of complex
atomic systems without too much computation.”
∼ Dirac
2.1 Quantum mechanical many-body problem in solid
state physics
Calculating the properties of an atomic system consisting electrons interacting with nuclei
requires solving the following many-body Schrödinger’s equation:
HΨ({~ri}, {~Rk}) = EΨ({~ri}, {~Rk}), (2.1)
6
































where {ri} are electronic coordinates, {Rk} are nuclear coordinates, the first and second
terms are the kinetic energies of the electronic and nuclear systems, respectively, and the
remaining terms account for the electrostatic interactions between electrons and nuclei. An
exact solution of Eq. (2.1) requires finding a wavefunction that depends on 3N variables
(N = Ne +Nn, where Ne and Nn are the number of electrons and nuclei, respectively). This
mathematical (computational) problem is very challenging and it requires approximations
to be addressed.
An approximation that it is almost always made when tackling Eq. (2.1) in case of a
solid state system is the so-called Born-Oppenheimer (BO) or adiabatic approximation. The
basic assumption underlying the BO approximation is that electronic and ionic systems are
decoupled and can be treated separately. In mathematical terms, the BO approximation
translates in writing the wavefunction Ψ in Eq. (2.1) in the following separable form:
Ψ({ri}, {Rk}) = ψ({ri;Rk})φ({Rk}), (2.3)
where ψ({ri;Rk}) is the wavefunction describing the electrons interacting with nuclei at fixed
positions Rk, that is obtained by solving the following Schrödinger’s equation:






















The ionic wavefunction φ({Rk}) in Eq. (2.3) is obtained by solving the following equation:
Hnφ({~Rk}) = Enφ({~Rk}), (2.6)















The BO approximation fails near regions where different BO surfaces cross or are close in
energy, i.e. when electronic and ionic systems are strongly coupled and energy transfers
between the two systems can occur. Solutions of Eq. (2.6) can be sought by imposing the
harmonic approximation on the potential energy terms found in Eq. (2.7), whereas solutions
of Eq. (2.4) are obtained, in case of solid state systems, by using DFT approaches. For
completeness, before introducing DFT, in the next section I will briefly discuss one of the
first approaches used to solve Eq. (2.4) for an atomic or molecular systems.
2.2 Hartree-Fock method
Historically, one of the first approaches used to solve Eq. (2.4) for an atomic or molecular
system is the Hartree-Fock method. The fundamental approximation underlying the Hartree-
Fock method is that the electrons in a many-electron system are independent. Mathemat-
ically, this approximation consists in writing the many-electron wavefunction in Eq. (2.4)
as:
ψ(x1,x2, . . . ,xNe) = χ1(x1)χ2(x2) . . . χNe(xNe), (2.8)
where x is used to specify both spatial and spin coordinates of an electron. The many-electron
wavefunction of a fermionic system is anti-symmetric, that is to say that any interchange of
two sets of electron coordinates results in changing the sign of the many-electron wavefunc-
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tion, as for instance:
ψ(x1,x2, . . . ,xNe) = −ψ(x2,x1, . . . ,xNe) (2.9)
It is worth mentioning that satisfying the Pauli exclusion principle in case of an atomic system
is equivalent to constructing an anti-symmetric many-electron wavefunction. In general, for
a set of single-electron wavefunctions χi(xi), the many-electron wavefunction is defined by
the following Slater determinant.




χ1(x1) χ2(x1) . . . χNe(x1)





χ1(xNe) χ2(xNe) . . . χNe(xNe)
∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.10)






where the single-electron wavefunctions χ can be written as:
χ(x) = φZnlm(~r)λms , (2.12)
where φZnlm is an hydrogen-like orbital with quantum numbers n, l,m for a hydrogen-like atom
with nuclear charge Z=2, and λ is the spin component of the single-electron wavefunction
with spin quantum number ms.
With approximations and anti-symmetric wavefunction in hand, the arduous task of
solving the Eq. (2.4) can now be undertaken using the Variational principle. We seek an
normal trial wavefunction, ψT , that satisfies our requirements and minimizes the energy:
E = minψT 〈ψT |He|ψT 〉 ≥ E0, (2.13)
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where E0 is the exact value of the energy. Applying the variational principle to a many-
electron wavefunction obtained from the Slater determinant in Eq. (2.10) is equivalent to
solving self-consistently the set of Hartree-Fock equations:
Fχi = εiχi, (2.14)
where εi is the energy of the i



























The Fock equations are solved by means of the self-consistent field method. In this method,
an initial guess of the molecular orbitals are made, kinetic energy, and Coulomb and Ex-
change terms in Eq. (2.15) are calculated, the Fock matrix diagonalized, thus deriving the
orbital energies and the value of the total energy of the system. At this stage, orbitals are
updated and a new total energy is calculated and compared to the previous one. This op-
eration is iterated until the energy difference between a step and its predecessor reaches a
threshold value approaching zero.
The Hartree-Fock method accounts exactly for exchange interactions, whereas it disre-
gards completely correlation effects. DFT methods improve upon the Hartree-Fock method,
by accounting for the correlation energy according to a mean-field approach.
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2.3 Density Functional Theory
Modern approaches used to solve Eq. (2.4) for an atomic, molecular, or solid-state system
are based on the DFT [35]. The fundamental attribute of DFT is that Eq. (2.4) is solved
not by seeking the many-body wavefunction, but instead it is solved in terms of the charge
density of the electronic system. The fact that the charge density is only a function of the
three spatial coordinates, rather than a wavefunction depending on 3Ne variables, makes
DFT computationally attractive and applicable to large systems.
The Hamiltonian in Eq. (2.5) can be written as:
He = T + U + V, (2.18)
where T and U are the kinetic and interaction terms pertaining to electrons only, and
V accounts for the interaction between the electrons and an external potential, e.g. the
Coulomb potential generated by ions. DFT was originally formulated for the ground state
solution of Eq. (2.4). In particular, given the ground state wavefunction of a Hamiltonian
He, the corresponding charge density n(~r) can be written as:
n(~r) = Ne
∫
d~r2d~r3 . . . d~rN |ψ(~r1~r2~r3 . . . ~rN)|2 (2.19)
The main accomplishment of DFT consists of showing that there is a one-to-one correspon-
dence between the external potential V in Eq. (2.18) and the ground state electronic charge
density n(~r) (see Eq. (2.19)), namely that V is a unique functional of n(~r). Hohenberg
and Kohn [35] demonstrated this property by reductio ad absurdum. In particular, they
assumed that two different external potentials differing by more than a constant, V and V ′,
shared the same ground state charge density n(~r), obtained from Eq. (2.19) using the ground
state wavefunctions Ψ and Ψ′ (see Fig. 2.1). Let us define the two different Hamiltonians




Based on these assumptions, we would have (using a Dirac notation) that:
E ′0 = 〈Ψ′|H ′|Ψ′〉 < 〈Ψ|H ′|Ψ〉 = 〈Ψ|H + V ′ − V |Ψ〉 = E0 +
∫
(V ′ − V )n(~r)d~r (2.20)
and
E0 = 〈Ψ|H|Ψ〉 < 〈Ψ′|H|Ψ′〉 = 〈Ψ′|H ′ + V − V ′|Ψ〉 = E ′0 +
∫
(V − V ′)n(~r)d~r. (2.21)





0 + E0, (2.22)
therefore demonstrating that the two Hamiltonians, or external potentials, cannot share the
same charge density, and that the ground state wavefunction Ψ is a unique functional of
n(~r).
Figure 2.1: Diagram showing the one-to-one correspondence between the external potential,
V , and the ground state electronic charge density n(~r).
At this stage, we can define:
F [n(~r)] = 〈Ψ|T + U |Ψ〉, (2.23)
where F [n(~r)] is a universal (and unknown) functional, valid for any number of electrons




V (~r)n(~r)dr + F [n(~r)], (2.24)
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which for the correct n(~r) it is equal to the ground state energy E.
Another important theorem demonstrated by Hohenberg and Kohn in their original con-





To demonstrate this, let us recall that for a system of Ne, the energy functional of Φ
′
E[Ψ′] = 〈Ψ′|V |Ψ′〉+ 〈Ψ′|T + U |Ψ′〉 (2.26)
has a minimum at the correct ground state wavefunction Ψ. Thus, if Φ′ is the ground state
wavefunction associated with a different external potential V ′, from Eqs. (2.26) and (2.23)
it follows that:
E[Ψ′] = 〈Ψ′|V |Ψ′〉+ F [n′(~r)] = E[n′(~r)]
> E[Ψ] = 〈Ψ|V |Ψ〉+ F [n(~r)] = E[n(~r)].
(2.27)
Therefore, E[n(~r)] in Eq. (2.24) is at a minimum when evaluated at the ground state density,
n(~r).
The theorems above prove that the charge density, n(~r), is a system-defining variable
and that, if the universal functional, F [n(~r)], is known then finding the ground state charge
density, n(~r), in an external potential would be a simple task of minimizing a functional which
is a function of 3 degrees of freedom instead of the far more difficult task of minimizing a
functional of a wavefunction depending on 3Ne degrees of freedom.
2.3.1 Kohn-Sham formulation of DFT
Kohn and Sham [36] proposed a formulation of DFT which can be conveniently im-
plemented and used to compute properties of atomic, molecular, and solid state systems.







where ψi(~r)i=1,...,Ne are single-electron wavefunctions describing a fictitious system of “non-
interacting” electrons. After extracting from F [n(~r)] in Eq. (2.23) the so-called Hartree
energy (i.e. the electrostatic self-energy of the electron charge density n((~r)), Eq. (2.24) can










where G[n(~r)] is what remains of the universal functional F , and includes only kinetic and
exchange and correlation energy terms of the electronic system. Another key assumption
introduced in the Kohn and Sham formulation is that the functional G can be written as:
G[n(~r)] ≡ Ts[n(~r)] + EXC [n(~r)], (2.30)








the kinetic energy of the non-interacting electron system. In Eq. (2.32), EXC [n(~r)] corre-
sponds to the energy term arising from exchange and correlation energy. Assuming that n(~r)




where εXC(n(~r)) is the exchange and correlation energy per electron of a uniform electron
gas of density n(~r).
The functional in Eq. (2.29) satisfies the variational principle, and differentiation with
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respect to n subject to the condition, ∫
δn(~r)d~r = 0, (2.33)








d~r = 0, (2.34)
where the single-electron potential arising from external and electrostatic contributions is
equal to






µXC(n(~r)) = d(nεXC)/dn (2.36)
is the contribution to the potential arising from the exchange and correlation energy, as
written in Eq. (2.32).
Eqs. (2.33) and (2.34) are the same equations describing a system of noninteracting
electrons, moving in a potential, φ(~r) + µXC(n(~r)). Taking into account Eqs. (2.28) and







ψi(~r) = εiψi(~r), (2.37)
where εi are the energies of the orbitals of the fictitious system of non-interacting electrons.
Eq. (2.32) is known as the local density approximation (LDA) [?] for the exchange
and correlation energy functional EXC . The exact exchange-correlation energy functional
is unknown, and although LDA is still widely used, alternative approximations are often
adopted in DFT calculations. Another very popular approximation of EXC is the so-called
generalized gradient approximation (GGA) [?, 37], which accounts for not only the value of
15
Figure 2.2: Flow chart showing the computational steps of the Kohn-Sham formulation of
DFT.






I briefly remark that to include electron spins in DFT, the electron density is written as sum
of its two spin densities:







where fi are the occupation numbers of the single-electron orbitals of either spin-up (↑) or
spin-down (↓) electrons. Within such a treatment of the electron spin, the LDA exchange
and correlation energy functional then becomes:






2.3.2 Bloch’s theorem, direct and reciprocal lattices, and plane-
wave basis sets
In this work, I used DFT to study the mechanical properties of crystalline materials. A
perfect crystal has a periodic structure, which can be generated with a unit cell defined by
three unit vectors ~a1,~a2,~a3 and containing a certain number of atoms, and repeated in space
at the lattice points
~R = i~a1 + j~a2 + k~a3, (2.41)
where i, j, k are integers. The primitive or Wigner-Seitz unit cell of a direct or real space
of a crystalline structure is the smallest-volume unit cell containing the minimal number of
basis atoms.
The potential, V (~r), experienced by one electron in a crystal is also periodic:
V (~r + ~R) = V (~r). (2.42)
The Bloch’s theorem states that the wavefunction of an electron in a periodic potential
satisfying Eq. (2.42) can be written as:
ψ~k(~r) = e
i~k·~ru~k(~r), (2.43)
where u~k has the same periodicity and symmetry as V , and
~k is a wavevector belonging to
the Brillouin zone of the reciprocal space of the real lattice. The reciprocal space lattice
encompasses all wavevectors defining plane waves that are compatible with the periodicity
of the direct (or real) space lattice. In particular, the unit vectors of the reciprocal lattice
are defined as follows:
~b1 = 2π
~a2 × ~a3
~a1 · (~a2 × ~a3)
, ~b2 = 2π
~a3 × ~a1
~a1 · (~a2 × ~a3)
, ~b3 = 2π
~a1 × ~a2
~a1 · (~a2 × ~a3)
, (2.44)
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and lattice sites (or wavevectors) of the reciprocal space are obtained as follows:
~G = i~b1 + j~b2 + k~b3. (2.45)
These vectors ~G are such that:
ei
~G·~R = 1 (2.46)
The Brillouin zone coincides with the unit cell defined by ~b1,~b2, and ~b3, and ~k in Eq. (2.43)
corresponds to a point in the interior of the Brillouin zone. The periodicity of u~k ensures




showing that upon translation the wavefunction acquires the phase ei
~k·~R.






ψn~k(~r) = εn,~kψn~k(~r) (2.48)
The potential, VKS(~r), is periodic and the periodic components of the solutions of Eq. (2.48),

























This expansion is truncated by considering only wavevectors ~G such that
|~k + ~G|2
2
< Ecutoff , (2.52)
where Ecutoff is an energy cutoff which sets a limit on the spatial oscillations that can be
captured by using the plane-wave representation in Eq. (2.51). The computational cost of
a periodic DFT calculation of a solid is determined by the value of Ecutoff , as well as the
number of ~k points used to sample the Brillouin zone.
The optimal values of Ecutoff and number of k-points depend on the nature of the atoms
forming the material, the electronic properties of the material, as well as the size of the unit
cell adopted to represent the periodic material. The larger is the unit cell in the real space,
the smaller is the volume of the Brillouin zone that needs to be sampled, and therefore the
fewer number of k-points are needed.
2.3.3 Pseudopotentials
Strength and nature of chemical bonds in materials arise from and are controlled by the
valence electrons of the atoms. Core electrons, on the other hand, do not affect much the
properties of a material, and for this reason, they are typically treated through the use
of pseudopotentials in periodic DFT calculations. To construct a pseudopotential, a full
electron DFT calculation is carried out to calculate Kohn-Sham energies and wavefunctions
of both core and valence electrons of a specific atom. Then, the core wavefunctions are
used to built a screening potential which, together with the Coulomb potential arising from
the nucleus, leads to the generation of a (pseudo) potential that is used to describe the
interaction of valence electrons and the “frozen” core electrons plus nucleus system. For
a selected electronic configuration for an atom, the pseudopotential is generated under the
condition that (1) energies of valence electrons are the same as those obtained from the all-
electron DFT calculation, (2) norm and shape of the valence wavefunctions coincides beyond
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a certain cutoff distance from the nucleus with those of the all-electron wavefunctions, and (3)
pseudopotential and “pseudo” wavefunctions are smooth and slow varying, such to require
a small Ecutoff to be represented through the use of plane waves.
Figure 2.3: Comparison of the exact wavefunction, Ψ, to the pseudo-wavefunction, Ψpseudo,
and comparison of a full potential, V , to a pseudopotential, Vpseudo
Figure 2.3 shows the exact valence wavefunction, Ψ, which oscillates rapidly near the
core (r < rc) and it becomes smoother at larger distances from the nucleus (r > rc). It also
shows the potential, V , which requires a large plane-wave energy cutoff to accurately describe
the asymptotic decrease to infinity in the region r < rc. Figure 2.3 also shows (with red
solid lines) the pseudo-wavefunction and pseudopotential that result from the construction
procedure of a pseudopotential.
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2.4 Forces and stress calculation in DFT
In the context of DFT calculations, ionic forces and stresses are computed thanks to the
Hellmann-Feynman theorem. For sake of completeness, here I briefly introduce this theorem.
Let us consider a Hamiltonian depending on a parameter λ, and a solution of the Schrödinger
equation which consequently also depends on λ: ψλ and corresponding energy Eλ. The
Hellmann-Feynman theorem provides the equation relating the derivative of Eλ with respect





































〈ψλ|ψλ〉 in (2.53) is equal to zero since 〈ψλ|ψλ〉 = 1, which leads to the following










It is possible to apply this equation to the case in which λ is equal to a Cartesian coordinate




















where k and l are indices labeling ions, n is the ground state electronic charge density,
Vext is the external potential generated by the ions with nuclear charges Zk, and the last
term on the right hand side arises from the Coulomb repulsion between the ions. Equation
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(2.56) is used to compute forces and optimize the configuration of an atomic system. The
Hellmann-Feynman theorem can also be used to calculate the stress σαβ in a periodic unit
cell undergoing a deformation with strain εαβ (α and β are Cartesian coordinates x, y or z).



















where V is the volume of the unit cell, H is the Hamiltonian of the system, EDFT0K is the
total energy of the unit cell with ions at equilibrium positions at zero temperature, and the
first equality gives the thermodynamic definition of stress in terms of the internal energy U .




2.5 Nonlinear elasticity theory: Basic concepts
Stress (or the true or Cauchy stress) in physics is a second-rank tensor relating traction force
acting on an infinitesimal area in an homogeneous medium and the normal direction to the
area, n̂, as:
Ti = σijn̂j.
When i = j, the stress is said to be a normal, or axial, stress. When i 6= j, the stress is
defined to be a sheer stress. The Cauchy stress is symmetric, i.e. σij = σji, which reduces







→ σ = (σ1, σ2, σ3, σ4, σ5, σ6), (2.58)
where 11 → 1, 22 → 2, 33 → 3, 23 → 4, 13 → 5, 12 → 6. Therefore, the individual stress
components, σij become σα.
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Hooke’s law describes the stress in a material due to the application of a strain, εβ, via
the second-order tensor of elastic constants, Cαβ:
σα = Cαβεβ (2.59)
Equation (2.59) describes the linear mechanical response of a material to a deformation, and












where ∂ui/∂Xj is the displacement gradient in the undeformed material. To quantify non-
linear mechanical responses, instead of the small strain defined in Eq. (2.60), the Lagrangian-
Green strain is typically used. To introduce this definition of strain, let us consider the
infinitesimal segments and displacement vectors shown in Figure 2.4.
Figure 2.4: Mapping of an undeformed volume, V , to a deformed volume, V ′.
Let us use capital letters ~X to indicate points in an undeformed or reference state of
a material, and lower-case letters ~x to indicate the position of the same point ~X in the
deformed state of the same material. Let us consider an infinitesimal vector segment d ~X,
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and the corresponding segment d~x in the deformed state of the material. The two vectors
are related to each other via the following equation:
d~x = d ~X + d~u, (2.61)








and more compactly using the Einstein’s notation, dl2 = dx2i , dL
2 = dX2i , and hence dl
2 =
(dXi + dui)
2. It then follows that
dl2 = dX2i + 2dXi dui + (dui)
2
which after substituting the following relationship, dui = (∂ui/∂xj)dxj, into the above equa-
tion, we obtain:









Expanding the second term on the right-hand side of this last equation, we obtain:














which after renaming the indices of the third term, j → i, k → j, and i→ k, we can write














This last equation can be written in terms of the Lagrangian-Green strain as:
dl2 = dL2 + 2εij dXi dXj,
with εij being related to the derivative of the displacement field with respect to material
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The third term in Eq. (2.62) is the non-linear contribution to the strain. When the
displacement d~u is small, this third term in Eq. (2.62) can be neglected, and the Lagrangian
strain reduces to the small strain, as in Eq. (2.60).
A more convenient way to express the mapping of a reference state of a material to a





dXj → dxi = Fij dXj.














and this last equation can be used to rewrite the Lagrangian-Green strain, Eq. (2.62), in




(FkiFkj − δij) (2.64)
An expansion of the Helmholtz free energy, A, of a material as a function of the Lagrangian-
Green strain to the third order provides a definition of both the SOECs and TOECs of a






























(0) are the SOECs and TOECs, respectively, of the material.
The superscripts, (2) and (3), denote the order of the elastic constant while the superscript,
(0), refers to the elastic constant being calculated at zero temperature. The derivative of
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A with respect to the Lagrangian-Green strain leads to the definition of the second Piola-










It then follows from Eqs. (2.65), and (2.66) that the 2PK stress is parameterized by the
second-order and third-order elastic constants, equal to:










Therefore, the first and second derivative of Eq. (2.68) result in the definition of the SOECs
and TOECs. Equivocally, the SOECs and TOECs can also be defined as the second and





























Method for calculating third-order
elastic constants at 0K
3.1 Computational Details
Plane-wave DFT calculations performed in this work were done using the Quantum Espresso
software package [38]. All materials were constructed using primitive unit cells. A dense
uniform mesh of k-points was used for sampling the Brillouin zone and Norm-conserving
pseudopotentials [39,40] were used. Both GGA [37] and LDA [?] exchange and correlation
energy functionals were used and their results compared.
Existing method for calculating SOECs and TOECs at 0K rely on expanding the sum-
mations on the right-hand side of Eq. (2.65) and then using the expanded equation as a
fitting function. The number of terms in each summation depends on the symmetry of the
material and the applied strain. The elastic constants parameterize the strain in each term
of the expanded equation. As an example, if a strain, ξ, is applied triaxially to a material








(3C111 + 18C112 + 6C123)ξ
3 (3.1)
The energy density would then be calculated for a range of strains all applied triaxially. The
resulting energy-strain curves would then be fit using Eq. (3.1). As can be seen from Eq. (3.1),
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to determine the value of C123 the values of C111 and C112 are needed which then requires two
additional fitting functions and range of energy density calculations. Additionally, the error
associated with the calculation of C123 would be spread across all three elastic constants.
The method I developed and used in this work relies on the finite differentiation of Eq.
(2.66) with respect to the Lagrangian strain. Taking the first and second derivative of Eq.
(2.66) allows for a direct calculation of any SOEC and TOEC. The resulting equation after







α − P (−∆εβ)α
2∆εβ
(3.2)




α − P (−∆εβ ,+∆εγ)α − P (+∆εβ ,−∆εγ)α + P (−∆εβ ,−∆εγ)α
4∆εβ∆εγ
(3.3)









α − 2P (0)α
∆ε2β
. (3.4)
The method proceeds by choosing a Lagrangian strain then using Eq. (2.64) to determine
the deformation gradient, Fij. The deformation gradient is then applied to the unit cell
defining a material for two to four strains as required by the finite difference formulas of
Eqs. (2.69), (3.3), and (3.4). DFT calculations are then performed to determine the resulting
Cauchy strain. The 2PK stress is then calculated using the resulting Cauchy strain and Eq.
(2.67). The SOECs and TOECs are then calculated using Eqs. (2.69), (3.3), and (3.4).
The advantage of using numerical differentiation over polynomial interpolations is that
the dependence on symmetry relationships is removed since it does not require the expansion
of the summations of Eq. (2.65) (e.g. Eq. (3.1)). Numerical differentiation also minimizes
the required number of calculations for obtaining both SOECs and TOECs, and individual
SOECs and TOECs can be calculated, resolving uncertainty and further minimizing the
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required number of calculations.
3.2 Validation
To validate my method I calculated the SOECs and TOECs of diamond and graphene using















Figure 3.1: Energy density of diamond, U , versus applied Lagrangian strain, ε1. Blue discs
show energy values computed by DFT, whereas the blue solid line shows the fitting curve
obtained by using a third-order polynomial function.
Figure 3.1 shows the result of applying the existing method to the case of diamond. A
range of strains, ±0.01 was applied and the energy density of each volume calculated. The
blue disks in Fig. 3.1 show the energy density values, U , versus applied uniaxial Lagrangian
strain, ε1. The blue solid line in Fig. 3.1 shows the curve obtained by fitting a third-order
polynomial to the calculated energy densities. The calculated values of C11 and C111 for
the existing method were 1038 and -5871 GPa, respectively. Figure 3.2 shows the result of
applying our method of plotting the 2PK stress, P1, versus uniaxial Lagrangian strain, ε1.
















Figure 3.2: The 2PK stress of diamond, P1, versus applied Lagrangian strain, ε1. The red
disks show the 2PK stress computed by DFT and using Eq. 2.67 whereas the red solid line
shows the fitting curve obtained by using a third order polynomial.
with the strain values of ±0.010. The calculated values of C11 and C111 using Eqs. (2.69)
and (3.4) were 1038 and -5845 GPa.
Graphene was also used to validate my method by comparison to the existing method.
As in the case of diamond, a range of Lagrangian strains are applied and the energy density
and 2PK stress are calculated using DFT and Eq. 2.67. The calculated values of C11 and
C111 from using an interpolating polynomial and the energy density result in values of of
360.57 and -3002.21 N/m, respectively. The result of interpolating the 2PK stress, P1, versus
uniaxial Lagrangian strain, ε1 (red curve). The calculated values of C11 and C111 from using
an interpolating polynomial and the pressure result in values of of 359.87 and -3032.22 N/m,
respectively. The open circles are the points used in Eqs. (3.2) and (3.4) resulting in a value
of 361.21 N/m and -3028.59 N/m for the SOEC and TOEC of graphene, respectively.
The close agreement between the two methods for both materials demonstrates the va-
lidity of using the finite differentiation of the 2PK stress to calculate SOECs and TOECs.
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3.3 Correcting Errors
Errors were observed in the calculation of small-valued TOECs accommodating shear strain.
Such errors are often caused by a finite basis set. As a result of using a finite basis set in
the description of the electronic wavefunction, the stress calculated in DFT according to Eq.
(2.57) is underestimated along the diagonal. This underestimate is corrected by including







Where Ec is the plane-wave energy cutoff, and E is the energy per unit volume. Figure 3.3
shows the value of C144 of diamond as a function of energy cutoff calculated using Eq. (3.4).
Within Figure 3.3 a comparison is made of C144, with (black line) and without (blue line)
including Pulay corrections. The Pulay correction fails to remove the variance of C144 as a





















C144 = -193 GPa
Figure 3.3: The TOEC, C144, of diamond as a function of plane-wave energy cutoff. The blue
(black) solid line show the TOEC calculated by interpolation of the energy density without
(with) taking the pulay stress into account. The red solid line shows the TOEC calculated
by using my method of numerical differentiation of the 2PK stress.
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The errors present in the calculation of small-value TOECs resulting from shear strains is
due to the methods used in plane-wave DFT. DFT methods rely on a discrete Fourier space
and uniform real-space grid to sample wavefunctions and charge density for calculating the
total energy, and as a result, atomic forces and stress. As a shear strain is applied to a crystal
such as diamond, the symmetry of the diamond is broken producing interatomic forces that
require ionic relaxation to remove. This relaxation results in the shifting of atomic positions
relative to the real-space grids used in DFT calculations. DFT calculations performed on
an unstressed versus a stressed crystal are now sampling numerically different spaces that
describe the crystal. These numerical differences result in the errors shown in figure 3.3 since
the calculation of C144 relies on such a comparison.
Random placement of the ions in the unstressed configuration can result in a minimization
of this effect. The randomized atomic positions could be repositions to a place relative to














Cut off 100 Ry              
        100 Ry, random
        200 Ry              
        200 Ry, random
Figure 3.4: The 2PK stress, P1, of diamond as a function of applied Lagrangian strain,
ε4. The red (green) solid line are the result of using a plane-wave cutoff energy of 100Ry
without (with) randomized atomic positions. The blue (pink) solid line are the result of
using a plane-wave cutoff energy of 200Ry without (with) randomized atomic positions.
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Figure 3.4 shows a plot of 2PK stress, P1, versus strain, ε1 experienced by diamond.
As expected, the result of such a plot is parabolic. However, as can be seen in Figure 3.4,
when comparing different energy cutoffs, with and without including the random placement
of the two-atom motif used in the simulation of diamond, differences appear only with the
unstressed configuration while the curvature elsewhere remains the same. When the atomic
positions are randomized we see a reduction in this variance.
To fix these errors we replace P
(0)
α in Eq. (3.4) with P̃
(0)
α . The value of P̃
(0)
α is obtained
by calculating the 2PK stress for four different strains, ±0.005 and ±0.01, and interpolating
the 2PK stress corresponding to zero strain. As can be seen from the red line in Figure 3.3,




















Figure 3.5: The 2PK stress, P1, of diamond as a function of applied Lagrangian strain, ε4.
The blue disks decrease in size as a the SCF convergence threshold is increased demonstrating
the need for well converged stress when comparing the undeformed configuration to the
deformed configuration.
our previous work, shear strained small valued TOECs were subject to large errors [44].
We found that due to differences in symmetry between the reference volume and strained
volumes accurate calculations of the TOECs were not possible. The solution to this was to
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interpolate the reference volume, doing so yielded accurate results. An alternative solution
is to increase the DFT SCF convergence threshold used in the calculations. Figure 3.6 shows
the TOEC C144 of diamond as a function of the SCF convergence threshold. As the threshold





















Figure 3.6: TOEC, C144, of diamond as a function of SCF convergence threshold.
3.4 Second- and third-Order elastic constants at zero
temperature
I used my method to calculate the SOECs and TOECs of bulk aluminum, diamond, silicon,
and magnesium. Calculations were performed using a face-centered cubic primitive unit cell
for all but magnesium, which used a hexagonal primitive unit cell. Table 3.1 and 3.2 shows
the results of our method using a GGA and experimental values at a finite temperature.
As can be seen in table 3.1 the calculated values of SOECs show a close agreement
to the experimental values. Many of the calculated TOECs seen in table 3.2 also show a
close agreement to the experimental values. Looking at certain TOECs of diamond such as
C456 show a disagreement with experiment. However, comparing the calculated TOECs of
diamond to multiple sources of experimental results show that the experimental results can
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Table 3.1: SOECs (GPa)
C11 C33 C66 C44 C13 C12
Aluminium (GGA) 107 107 32 32 59 59
Exp. Ref. [25] 107 - - 28 - 60
Diamond (GGA) 1038 1038 553 553 121 121
Exp. Ref. [27] 1082 - - 579 - 125
Silicon (GGA) 142 142 72 72 51 51
Exp. Ref. [45] 166 - - 80 - 64
Magnesium (GGA) 58 62 17 17 19 24
Exp. Ref. [26] 59 62 17 16 - 26
Table 3.2: TOECs (GPa)
C111 C112 C113 C222 C123 C133 C333 C144 C155 C344 C456
Aluminium (GGA) -1097 -369 -369 -1097 100 -369 -1097 38 -421 -421 -22
Exp. Ref. [25] -1076 -315 - - 36 - - -23 -340 - -30
Diamond (GGA) -5873 -1591 -1591 -5873 619 -1589 -5873 -195 -2736 -2736 -1128
Exp. Ref. [27] -7750 -2220 - - 604 - - -1780 -2800 - -30
Exp. Ref. [23] -7603 -1909 - - 835 - - 1438 -3938 - -2316
Silicon (GGA) -748 -396 -396 -748 -61 -395 -748 4 -297 -297 -53
Exp. Ref. [45] -795 -445 - - -75 - - 15 -310 - -86
Magnesium (GGA) -604 -188 8 -760 -50 -116 -639 -17 -93 -163 -5
Exp. Ref. [26] -663 -178 30 -864 -76 -86 -726 -30 -58 -193 -
vary from −30 GPa to −2316 GPa where the computed value is −1128 GPa. This range of
experimental values is the result of the large experimental errors present in measurements
of TOECs.
LDA was also used for the calculation of the SOECs and TOECs of the target materials.
LDA is known to overestimate binding energies which leads to underestimates of lattice
parameters.
Smaller lattice parameters result in larger elastic constants. This can be seen when comparing
the changing lattice parameters across the materials under investigation. Table 3.3 and 3.4
shows the result of using our method with a LDA. As to be expected, the resulting elastic
constants are larger compared to those calculated using a GGA.
The comparison of the calculated values to experimental values of SOECs and TOECs
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Table 3.3: SOECs (GPa)
C11 C33 C66 C44 C13 C12
Aluminium (LDA) 122 122 37 37 63 63
Exp. Ref. [25] 107 - - 28 - 60
Diamond (LDA) 1092 1092 587 587 142 142
Exp. Ref. [27] 1082 - - 579 - 125
Silicon (LDA) 162 162 77 77 63 63
Exp. Ref. [45] 166 - - 80 - 64
Magnesium (LDA) 67 71 20 20 20 27
Exp. Ref. [26] 59 62 17 16 - 26
Table 3.4: TOECs (GPa)
C111 C112 C113 C222 C123 C133 C333 C144 C155 C344 C456
Aluminium (LDA) -1253 -394 -394 -1253 137 -393 -1253 42 -479 -479 -35
Exp. Ref. [25] -1076 -315 - - 36 - - -23 -340 - -30
Diamond (LDA) -6134 -1681 -1682 -6137 622 -1679 -6133 -187 -2849 -2849 -1157
Exp. Ref. [27] -7750 -2220 - - 604 - - -1780 -2800 - -30
Exp. Ref. [23] -7603 -1909 - - 835 - - 1438 -3938 - -2316
Silicon (LDA) -769 -452 -452 -769 -75 -451 -769 32 -299 -299 -56
Exp. Ref. [45] -795 -445 - - -75 - - 15 -310 - -86
Magnesium (LDA) -687 -212 22 -878 -57 -86 -668 -17 -107 -190 -6
Exp. Ref. [26] -663 -178 30 -864 -76 -86 -726 -30 -58 -193 -
in table 3.3 and 3.4 show similar agreements as seen in table 3.1 and 3.2.
The 2D material graphene was also examined. Table 3.5 shows the result. The compu-
tational determined SOECs and TOECs of graphene also show a close agreement to experi-
mentally obtained values of SOECs and TOECs.
Table 3.5: SOECs and TOECs (N/m) of Graphene
C11 C12 C111 C112 C222 C244
Current 350 58 -2962 -413 -2827 -707
Existing 346 62 -2822 -351 -2585 -677
The successful application of my method to a 2D material demonstrates the applicability of
the method to materials regardless of dimensionality.
The material scandium trifluoride was also examined using a Perdew-Burke-Ernzerhof
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(PBE) parameterization of the exchange and correlation energy functional [37], table 3.6
shows the result. The computational determined SOECs and TOECs of scandium trifluoride
also show a close agreement to experimentally obtained values of SOECs [46].
Table 3.6: SOECs and TOECs (GPa) of scandium trifluoride
C11 C12 C44 C111 C112 C123 C144 C155 C456
Scandium Trifluoride (PBE) 233 18 19 -5853.91 -70.13 -2.08 -1.98 -78.76 -2.92
Exp. Ref. [47] 230 17 18 - - - - - -
A further test of the interpolation solution discussed in section 3.3 was performed by
determining the effect of wavefunction cutoff energy on the TOECs (GPa) of silicon. Com-
paring the calculated TOECs as a function of energy cutoff shown in Table 3.7 further
demonstrate the validity of the solution discussed in section 3.3.
Table 3.7: TOECs of silicon: LDA compared to GGA as a function of cutoff
ecutwfc (Ry) C111 C112 C113 C222 C123 C133 C333 C144 C155 C344 C456
100 -748 -396 -396 -748 -61 -395 -748 4 -297 -297 -53
GGA 50 -748 -395 -395 -748 -61 -395 -748 4 -297 -297 -53
25 -746 -397 -397 -746 -62 -396 -746 5 -294 -294 -53
100 -769 -452 -452 -769 -75 -451 -769 32 -299 -299 -56
LDA 50 -769 -452 -452 -769 -75 -451 -769 32 -299 -299 -56
25 -765 -450 -450 -765 -77 -452 -765 31 -297 -297 -57
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3.5 Errors resulting from the use of finite difference
formulas.
To further investigate the accuracy of our results the errors defined by Eqs. (3.7) - (3.10)
were explored by calculating elastic constants as a function of the applied strain.
The Eqs. (2.69), (3.3), and (3.4), used for the calculation of the SOECs and TOECs in
this work are central difference formulas derived from the Taylor series expansion of the 2PK
stress. The use of these equations introduces error in the calculation of SOECs and TOECs
in the form of truncation error associated with the Taylor series expansion of the 2PK stress.
Computational constraints also lead to introducing numerical errors in all calculations.
Numerical calculations are limited in precision and accuracy by computational resources.
Increased energy cutoffs and increased k-point mesh density will increase precision and ac-
curacy but also increase the demand for computational resources. The numerical error is the
difference between a calculation with no such limitations, P
(∆ε)
limitless and the same calculation
with these limitations, P
(∆ε)
limited. The 2PK stress used in Eqs. (2.69), (3.3), and (3.4), are







The numerical error of Eqs. (3.3) and (3.4) can now be accounted for by adding the error
defined by Eq. (3.6) to the calculated values used in Eq. (2.69), and after grouping numerical














α − δ(+∆εβ ,−∆εγ)α − δ(−∆εβ ,−∆εγ)α
4∆εβ∆εγ
(3.8)
Both Eq. (3.7) and (3.8) are inversely proportional to the applied strain. This means larger
strains will reduce the numerical error while smaller will increase the numerical error.
The truncation error is the leading term of the truncated values of the Taylor series
expansion used to derive the central difference formulas used in Eqs. (2.69), (3.3), and (3.4).

















The above truncation errors being a function of the square of the applied strain will increase
parabolically with increased strain.
The above described errors can be explored by calculating elastic constants as a function
of the applied strain. Figure 3.7 shows this comparison for the TOECs, C155, and C515 of
diamond. It can be clearly seen in the figure that as the strain gets larger the values of the
elastic constants change in a parabolic manner. This result is consistent with the expected
error described by Eq. (3.9) and (3.10). Furthermore, as the strain gets smaller the variance
of the elastic constants grows which is consistent with the expected error described by Eq.
(3.8).
Further analysis of these errors was performed for a selection of small and large TOECs






















Figure 3.7: TOECs C155 and C515 of diamond as a function of maximum applied Lagrangian
strain, ε1/5 obtained using numerical differentiation of 2PK stress.
diamond. Both figures show a less pronounced truncation error for larger strains as compared
to those seen in Figure 3.7. This difference could be the result of larger and smaller values
of the fifth order elastic constants of diamond since the truncation errors seen in Eqs. (3.9,

















Figure 3.8: TOECs C111 of diamond as a function of maximum applied Lagrangian strain,
ε1 obtained using numerical differentiation of 2PK stress.
Figure 3.10 shows that the expected errors are present in silicon as well. The value of
C111 changes with increased Lagrangian strain resulting from increased truncation error and
from smaller Lagrangian strain resulting from increased numerical error.
























Figure 3.9: TOECs C144 and C414 of diamond as a function of maximum applied Lagrangian




















Figure 3.10: TOECs C155 and C515 of silicon as a function of maximum applied Lagrangian
strain, ε1/5 obtained using numerical differentiation of 2PK stress.
3.6 Errors resulting from methodology choice.
To ensure the accuracy of calculations performed using either the energy density or pressure
and numerical differentiation or polynomial interpolation we explore the effect of strain
spacing and maximum strain interval used with the two methods, respectively.
Figure 3.12 and figure 3.13 respectively show the SOECs, C11, and C44, of diamond
as a function of maximum applied strain, ε1/4. Each point forming the solid curves in
figures 3.12, and 3.13 were obtained by using numerical differentiation (blue curve) and






















Figure 3.11: TOECs C344 and C434 of magnesium as a function of maximum applied La-
grangian strain, ε3/4 obtained using numerical differentiation of 2PK stress.
for the polynomial interpolation while the maximum strain value was reduced from ±0.02 to
±0.0004. Each resulting set of points was fit with a third order polynomial and the maximum
strain values were used in the finite difference formula Eq. (3.2). As the strain interval is
reduced, the value of the SOECs, C11, and C44, remains relatively constant when using both
methods.
The dashed curves in figures 3.12, and 3.13 were obtained by using using numerical
differentiation (blue curve) and polynomial interpolation (red curve) of the energy density.
The energy density was calculated using the same range of strain and interval spacing as the
pressure for use in calculating the SOECs, C11, and C44. As with the pressure, each resulting
set of points was fit with a third order polynomial and the maximum strain values were used
in the finite difference formula Eq. (3.2). However, unlike pressure, when the energy density
is used and the strain interval is reduced, the numerical errors grow and the value of the
SOECs, C11, and C44, vary greatly when using either method.
Figure 3.12, and figure 3.13 demonstrates that using numerical differentiation or poly-
nomial interpolation of the pressure yield similar results. However, when using the energy
density, numerical errors grow when strain spacing is smaller than about 0.4%. SOECs
obtained using the energy density rely on second-order numerical differentiation, or by in-
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terpolation with a polynomial of degree larger than 2. SOECs obtained using the stress
require first-order differentiation, or by interpolation with a polynomial of degree larger

















Figure 3.12: SOEC C11 of diamond as a function of maximum applied strain. The red (blue)
curves were obtained using interpolation (finite differences) while the solid (dashed) curves
were obtained using the pressure (energy density).
ergy density values are numerical operations intrinsically less accurate. Furthermore, strain
spacing/intervals smaller than 0.4%, result in small changes of the energy density and in
fact, by increasing the accuracy of the DFT calculations, the numerical errors for strain
spacing/intervals smaller than 0.4% somehow decrease. Therefore the energy density is less
reliable for calculating the SOECs of a material. Figure 3.14, and figure 3.15 respectively
show the TOECs, C111, and C144, of diamond as a function of maximum applied strain, ε1/4.
The energy density and stress was calculated using the same range of strain and interval
spacing as used for calculating the SOECs. The finite difference formulas, Eqs. (3.3), and
(3.4), were used to calculated the TOECs, C111, and C144, and a fourth order polynomial
was also used for the interpolation method. Figure 3.14, and figure 3.15 show that TOECs



















Figure 3.13: SOEC C44 of diamond as a function of maximum applied strain. The red (blue)
curves were obtained using interpolation (finite differences) while the solid (dashed) curves

















Figure 3.14: TOEC C111 of diamond as a function of maximum applied strain. The red
(blue) curves were obtained using interpolation (finite differences) while the solid (dashed)
curves were obtained using the pressure (energy density).
case of SOECs, the TOECs calculated using stress provide more reliable results compared






















Figure 3.15: TOEC C144 of diamond as a function of maximum applied strain. The red
(blue) curves were obtained using interpolation (finite differences) while the solid (dashed)
curves were obtained using the pressure (energy density).
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Chapter 4
Elastic constants at finite temperature
4.1 Quasi-harmonic approximation
Anharmonicities of a crystal lattice are responsible for thermodynamic properties such as
thermal expansion. DFT calculations are performed at zero kelvin and vibrational properties
are obtained using a harmonic approximation (HA) as a result vibrational contributions to
the internal energy are independent of volume. The quasi-harmonic approximation (QHA)
accounts for the thermal expansion of a crystal by including the vibrational energy of the
phonons to total free energy. This allows for the determination of the volumetric expansion
of a material as a function of temperature, V (T ), which is required to account for the thermal
contribution to the elastic constants. This relationship can be obtained by calculating the
Helmholtz free energy, Atot, of a material. Within the QHA the Helmholtz free energy of a
material is defined by the sum of the 0K static energy density, E0(V, 0), and vibronic energy,
A(V, T ), of the atoms:
Atot(V, T ) = E0(V, 0) + A(V, T ) (4.1)
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Where, V , and T , are the volume and temperature of the undeformed unit cell. E0 is

















here, β, is equal to the inverse of Boltzmann’s constant, kB, times temperature, T , ω is the
frequency of the ith mode of point q, Nq, is the number of sampled q points, and, ~, is the
reduced Planck’s constant.
Eqs. (4.1) and (4.2) are used to obtain the free energy of a given material as a function of
temperature and volume. These free energy curves are then used to obtain the equilibrium








V (T ) can also be used to calculate the volumetric thermal expansion coefficient, α, of the







The 2PK stress defined in Eq. (2.66) can now be defined as the total pressure, P totα ,
arising from the static pressure, P
(0)
α , and vibrational pressure, P
(T )
α .
P totα = −
∂Atot(T, V )
∂εα
= P (0)α + P
(T )
α (4.5)
The vibrational pressure being equal to:





























The mode Grüneisen parameter is an intrinsic measure of phonon anharmonicity.
It then follows from Eqs. (2.68), (2.69), and, (2.70), that the SOECs and TOECs can be
calculated as a function of temperature:
C
(2)











αβ (V, T )
(T ) (4.9)
And for the TOECs:
C
(3)













Eq. (4.3) is used to determine V (T ) by calculating the free energy, A(V, T ), using Eq.
(4.2) as a function of volume and temperature. The minimum of each resulting curve cor-
responds to the volume at zero pressure as a function of temperature. To validate the
implementation of the QHA the thermal expansion of aluminum, silicon, graphene, and
magnesium was calculated.
4.2 Thermal expansion
Plane-wave DFT calculations were performed using the Quantum Espresso software pack-
age. A face-centered cubic primitive unit cell was used and a dense uniform mesh of k-
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points for sampling the Brillouin zone. Norm-conserving pseudopotentials and a LDA to the
exchange-correlation functional were used. All four materials, aluminum, silicon, graphene,
and magnesium used these same parameters.
4.2.1 Application to aluminum
To obtain the volume as a function of temperature we first solve Eq. (4.3). A range of
volumes from 14Å to 22Å and a range of temperatures from 0 Kelvin to 800 Kelvin were
chosen to isotropically contract and expand the reference volume. The static energy density
is then calculated using DFT and phonon frequencies are calculated using density function
perturbation theory for each volume. The total free energy can now be calculated using



















Figure 4.1: Calculated total free energy, A(V ), of Aluminum as a function of volume for a
range of temperatures, 0K − 800K, shown by the filled circles and the solid blue curve is
fit to the points using polynomial interpolation. The red crosses show the minimum of each
curve and therefore the free energy at zero pressure.
shown in Fig. 4.1 is obtained from Eqs. (4.1) and (4.2). The set of points corresponding to
each temperature is then fit using polynomial interpolation. The minimum of each curve,
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shown by red crosses in Fig. 4.1, correspond to the total free energy density at zero pressure.
The volume corresponding to each minimum energy density is then plotted as a function
of temperature, V (T ). The thermal expansion coefficient can now be calculated by the
numerical differentiation of Eq. (4.4). The following finite difference formula was used:
α(T ) ≈ 1
V (T )
V (−∆T )− V (+∆T )
2∆T
(4.11)
The calculated thermal expansion coefficient of aluminum compared to experimental
results is shown in fig. 4.2. The result shows good agreement with experiment [51,52] vali-
dating the implementation of the QHA. The inset in fig. 4.2 shows the volumetric expansion



































Figure 4.2: Calculated thermal expansion coefficient, α, of Aluminum (blue line). Experi-
mental thermal expansion coefficient, filled circles [51], filled triangles [52]. The inset is the
volumetric expansion of aluminum as a function of temperature based on the QHA.
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4.2.2 Application to silicon
The thermal expansion coefficient of silicon was also obtained using the QHA. A range
of volumes from ≈ 34Å to 46Å and a range of temperatures from 0 Kelvin to 1000 Kelvin
were chosen to isotropically contract and expand the reference volume. The static energy
density, phonon frequencies, and total free energy is then calculated in the same manner as




















Figure 4.3: Calculated total free energy of Silicon as a function of volume for a range of
temperatures, 0K − 1000K, shown by the filled circles and the solid blue curve is fit to the
points using polynomial interpolation. The red crosses show the minimum of each curve and
therefore the free energy at zero pressure.
from Eqs. (4.1) and (4.2). The set of points corresponding to each temperature is then fit
using polynomial interpolation. The minimum of each curve, shown by red crosses in Fig.
4.3, correspond to the total free energy density at zero pressure. The volume corresponding
to each minimum energy density is then plotted as a function of temperature, V (T ). The
thermal expansion coefficient is then calculated using Eq. (4.11)
The calculated thermal expansion coefficient of silicon compared to experimental results
is shown in fig. 4.4. The result shows good agreement with experiment [51,52] validating
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the implementation of the QHA. The inset in fig. 4.4 shows the volumetric expansion as a
function of temperature, V (T ), of silicon.
Silicon is known to exhibit negative thermal expansion (NTE) at low temperatures [53].
While there are several causes for the NTE of materials [53–55] the cause of NTE in sili-
con results from the phonon-phonon interactions, i.e. anharmonic coupling of high energy
vibrational modes to low energy modes at low temperature [53]. The calculated thermal
expansion coefficient of silicon shown in Fig. 4.4 exhibits NTE at low temperature further

































Figure 4.4: Calculated thermal expansion coefficient, α, of Silicon (blue line). Experimental
thermal expansion coefficient, filled triangles [51], filled circles [56], and filled diamonds
[57]. The inset is the volumetric expansion of aluminum as a function of temperature based
on the QHA.
4.2.3 Application to magnesium and graphene
To further validate the implementation of the QHA the thermal expansion of magnesium
and graphene were also calculated. Figs. 4.5 and 4.6 show the result of applying the QHA
to these two materials. The range of temperatures from 0 Kelvin to 1000 Kelvin were used
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for both materials. Graphene is shown to have NTE for the full temperature range and is






























Figure 4.5: Calculated thermal expansion coefficient, α, of magnesium as a function of































Figure 4.6: Calculated thermal expansion coefficient, α, of graphene as a function of tem-
perature (blue line). The inset is the expansion of graphene’s lattice parameter as a function
of temperature based on the QHA.
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4.3 Thermal contribution to the elastic constants
In the previous section the pressure was zero for the contributions to the elastic constants
and as a result not all internal energy was accounted for. However, the lattice parameters
obtained from the volume versus temperature graphs in the previous section can now be
used to account for both the static and vibrational pressures experienced by the material.
To calculate the dynamical contribution to the SOEC the numerical differentiation of
Eq. (4.9) is performed by using the central difference:
C
(2)
αβ (V, T )
(T ) ≈ P
(T )
α (+∆εβ)− P (T )α (−∆εβ)
2∆εβ
(4.12)
For the dynamical contribution to the TOEC the numerical differentiation of Eq. (4.10), is




(T ) ≈ (P (T )α (+∆εβ,+∆εγ)− P (T )α (−∆εβ,+∆εγ)− P (T )α (+∆εβ,−∆εγ) +
+P (T )α (−∆εβ,−∆εγ))/4∆εβ∆εγ (4.13)




(T ) ≈ (P
(T )
α (+∆εβ)− P (T )α (−∆εβ) + 2P (T )α (0))
2∆εβ
(4.14)
Eqs. (4.13), and (4.14), are calculated using Eq. (4.6) which requires the calculation of the












To ensure a correct comparison of modes when using Eq. (4.15) the phonon frequencies are
sorted using the k ·p approach of comparing overlap values of each corresponding eigenvector.
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4.3.1 Application to aluminum
To calculate the SOEC C11 and TOEC C111 of aluminum as a function of temperature we
first solve Eq. (4.3) to obtain the volume as a function of temperature as outlined in the
previous section. Then, for a given volume corresponding to a temperature the dynamical
contribution to the stress, P
(T )
1 (±∆ε1), and, P
(T )
1 (0), are calculated using Eqs. (4.6) and
(4.15). The yellow squares to the right and left, and above and below the white square in
Fig. 4.7 represent the strained volumes needed for calculating the dynamical pressure. To
calculate the pressures, P
(T )
1 (±∆ε1), using Eq. (4.6) the phonon frequencies of the volumes
accommodating the strains, ±∆ε1, are needed, which are calculated using density functional
perturbation theory. However, the Grüneisen parameter, γ1, is also needed as per Eq. 4.6.
This means the phonon frequencies of the volumes accommodating the strains, ±2∆ε1, and
the reference volume are needed when using the finite difference formula, Eq. 4.15. To ensure
a correct comparison of modes when using Eq. (4.15) the phonon frequencies are sorted
using the k · p approach of comparing overlap values of each corresponding eigenvector. The
Figure 4.7: Strain diagram: The center square is the undeformed reference volume and each
colored square to the right and left of the reference volume represents a uniaxially deformed
volume by Lagrangian strain ±ε1 direction while the colored squares above and below the
reference volume represents a biaxially deformed volume by Lagrangian strain ±ε1,±ε2.
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dynamical contribution to the stress can now be calculated using Eq. (4.6) for the volumes
accommodating the strains ±∆ε. Lastly, Eqs. (4.9), and (4.10) are used to calculate the

























Figure 4.8: The elastic constant C11 of Aluminum as a function of temperature at constant
volume. Each solid blue line is calculated using both the static and dynamic contributions
to the pressure for each volume corresponding to a temperature ranging from 0K to 800K
with 1K intervals.
Figs. 4.8 and 4.9 respectively show the elastic constants C11 and C111 of aluminum
at constant volume. Each solid blue line is calculated using both the static and dynamic
contributions to the pressure for each corresponding volumetric temperature.
Since C12 = C21 and C112 = C211 we can obtain these SOECs and TOECs as a function





2 (0), and using Eqs. (4.6) and (4.15). To calculate the pressures, P
(T )
2 (±∆ε1), using Eq.
(4.6) the phonon frequencies of the volumes accommodating the strains, ±∆ε1,±∆ε2, are
needed to calculate the Grüneisen parameter, γ2, so the biaxially strained volumes as shown
in Fig. 4.7 are used with Eq. 4.15. Looking at Fig. 4.7 we see that phonon calculations






















Figure 4.9: The elastic constant C111 of Aluminum as a function of temperature at constant
volume. Each solid blue line is calculated using both the static and dynamic contributions
to the pressure for each volume corresponding to a temperature ranging from 0K to 800K
with 1K intervals.
SOECs C11, C12, and TOECs C111, C112.
Figure 4.10: Strain diagram: The center square is the undeformed reference volume and
each colored square to the right and left of the reference volume represents a shear deformed
volume in the ±ε4 direction.
To calculate the SOEC C44 of aluminum as a function of temperature the dynamical
contribution to the stress, P
(T )
4 (±∆ε1), are calculated using Eqs. (4.6) and (4.15). The yellow
squares to the right and left of the white square in Fig. 4.10 represent the strained volumes
needed for calculating the dynamical pressure. To calculate the pressures, P
(T )
4 (±∆ε1),
using Eq. (4.6) the phonon frequencies of the volumes accommodating the strains, ±∆ε4,
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are needed, which are calculated using density functional perturbation theory. However, the
Grüneisen parameter, γ4, is needed as per Eq. 4.6. This means the phonon frequencies of
the volumes accommodating the strains, ±2∆ε4, and the reference volume are needed when
using the finite difference formula, Eq. 4.15. Fig. 4.11 shows the comparison between my
calculated values of the SOECs, C11, C12, and C44, of aluminum and the experimentally
obtained values of Kamm [59] and Gerlich [60].
The blue lines with disks in Fig. 4.11 result from the static contributions to the SOECs of
aluminum and show little deviation from experimental values for all three SOECs. However,
the red lines with disks in Fig. 4.11 result from the static and dynamic contribution to the




























Figure 4.11: The blue line with disks are the calculated SOECs of aluminum as a function
of temperature using the static contribution to the pressure while the red line with disks are
the calculated SOECs of aluminum with both the static and dynamic contribution to the
pressure. Experimental SOECs are shown as filled circles [59] filled triangles [60].
Fig. 4.12 shows my calculated values of the TOECs, C111, and C112, of aluminum. The
blue lines with disks in Fig. 4.12 result from the static contributions to the TOECs of alu-
minum. The red lines with disks in Fig. 4.12 result from the static and dynamic contribution
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Figure 4.12: The blue line with disks are the calculated TOECs of aluminum as a function
of temperature using the static contribution to the pressure while the red line with disks are
the calculated TOECs of aluminum with both the static and dynamic contribution to the
pressure.
4.3.2 Application to silicon
Fig. 4.13 shows my calculated values of the SOECs, C11, C12, and C44, of silicon. The
comparison of my calculated values to experimentally obtained values [61] show close agree-
ment. The blue lines with disks in Fig. 4.13 result from the static contributions to the SOECs
of silicon and show little deviation from experimental values for all three SOECs. The red
lines with disks in Fig. 4.13 result from the static and dynamic contribution to the SOECs,
C11, and C12, of silicon and show a softening at higher temperatures.
Fig. 4.14 shows my calculated values of the TOECs, C111, and C112, of silicon. The blue
lines with disks in Fig. 4.14 result from the static contributions to the TOECs of silicon.
The red lines with disks in Fig. 4.14 result from the static and dynamic contribution to the
SOECs, C111, and C112, of silicon and show a softening at higher temperatures.
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Furthermore, when looking at the value of the phonon frequencies and mode Grüneisen
parameter at the Gamma point in the Brillouin zone of the reference configuration of silicon
we find good agreement with experimentally obtained values [62] [63]. My calculated value
of the longitudinal-transverse optical frequency, 511.57 GPa, compared to the experimentally
obtained value, 518.03 GPa [62], shows a 1.2% difference. My calculated value of the mode
Grüneisen parameter for the longitudinal-transverse optical mode, 0.98, compared to the






















Figure 4.13: The blue line with disks are the calculated SOECs of silicon as a function of
temperature using the static contribution to the pressure while the red line with disks are the
calculated SOECs of silicon with both the static and dynamic contribution to the pressure.
The results presented here demonstrate that the use of the QHA to calculate SOECs
at finite temperature produce a reasonable result that is comparable to experiment. I have
also calculated the TOECs as a function of temperature resulting from uniaxial and biaxial
strains such as, C111 and C112. In the case of aluminum the thermal contribution to the
elastic constants has also been calculated. However, the thermal contributions to the TOECs
resulting from triaxial strains, C123, of silicon and shear strains, C144, C155, and C456, for






























Figure 4.14: The blue line with disks are the calculated TOECs of silicon as a function of
temperature using the static contribution to the pressure while the red line with disks are the
calculated TOECs of silicon with both the static and dynamic contribution to the pressure.
expensive phonon calculations needed for calculating the mode Grüneisen parameters.
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Chapter 5
Calculation of mode Grüneisen
parameters made simple
5.1 Introduction to our method for calculating mode
Grüneisen parameters
While the conventional method for calculating the mode Grüneisen parameters yields reli-
able results when comparing my calculated SOECs and TOECs to experimentally obtained
values, the number of phonon calculations required are considerable, requiring 3 volumes
for each needed Grüneisen parameter, 11 volumes for each temperature, giving a total of
44 volumes to obtain the elastic constants that I have already calculated. This means to
calculate the remaining TOECs approximately 108 additional volumes are needed. Most
of these volumes would be accommodating shear strains which are more computationally
expensive than uniaxial ones.
The difficulties encountered in calculating the directional mode Grüneisen parameters
led to our developing a novel approach to calculate mode Grüneisen parameters [48]. This
new method eliminates the need for calculating the phonons of contracted and expanded
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volumes in order to calculate the mode Grüneisen parameters of a material of interest.
The choice of strained volumes must be chosen within an interval of dynamical stability
of the material [64–66]. The smaller this interval is, the more difficult and less accurate
this numerical operation becomes [65,66]. Additionally, the existing method requires the
sorting of phonon frequencies, to establish the correspondence between frequencies computed
at different volumes. This can lead to erroneous assignments when calculated maximal
eigenvector overlaps are not unique. Furthermore, the overall computational cost of this new
method to calculate isotropic mode parameters is equivalent to approximately 1.5 phonon
calculations, whereas the conventional approach required 3 phonon calculations.
To briefly introduce this new methodology the definition of the generalized mode Grüneisen











where s is the phonon mode, {q, i}, the strain tensor component, ενµ, with indexes ν and µ
equal to x, y, or z. In terms of the BO approximation the nuclear hamiltonian, Eq. (2.7),





∇2k + VBO(~R, {~ai}), (5.2)
where VBO is the BO energy surface, ~R is the collective set of all ionic positions in the periodic






















is the displacement of the n-th atom along the ν direction with respect to the equilibrium
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position ~Rn. In particular, using a compact matrix notation, we can write:






















where qs are the normal mode coordinates, ~u are the collective Cartesian displacements, and
Φ is the real space force constant matrix.
Considering Eq. (5.4) and since mode Grüneisen parameter measures the deformation-
induced shift of a phonon frequency with respect to that of a pure harmonic oscillator, we









































where P 0νµ(~R0 +~u, {~ai}) is the static contribution of the stress tensor, computed in absence of
quantum and thermal fluctuations with ions fixed at positions ~R0 +~u within a rigid supercell
with volume V and cell vectors {~ai}, whereas the summation on the right side corresponds
to the harmonic stress tensor, with f νn being the Cartesian components of the harmonic force
acting on the n-th ion due the collective displacement ~u, equal to:






We remark that in case of a pure harmonic crystal, the summation in Eq. (5.6) cancels
the term P 0νµ, leading to the correct result of mode Grüneisen parameters identical to zero.
We also remark that the “corrected” stress tensor in Eq. (5.6) is identical (besides terms
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included to improve numerical accuracy) to that one derived within a self-consisted harmonic
approximation formalism by Monacelli et al. in Ref. [67].
Eqs. (5.5) and (5.6) constitute the basis of our new method to calculate mode Grüneisen
parameters of a material. These equations show that mode Grüneisen parameters can be
obtained by carrying out atomistic calculations of a solid at a fixed V , without the need of
computing harmonic frequencies and normal modes at volumes larger and smaller than V .
5.2 Validation of our method
In practice, our method to calculate mode Grüneisen parameters starts with the optimiza-
tion of a material with a supercell geometry and its ionic positions, defining the undeformed
configuration or subjected to an external stress. Then the calculation of the normal mode
frequencies and coordinates. Finally, for each mode and an amplitude qk, calculation of the
energy and internal stress tensor with ions fixed in a configuration accommodating displace-
ments along the selected normal mode. Eq. (5.6) is then used to calculate the “corrected”
stress tensor, Pνµ, and the mode Grüneisen parameter is obtained by approximating Eq.









2qkωk. It is to be noted that th formula above is written accounting that
Pνµ [ζk] = Pνµ [−ζk], and that Pνµ [0] reduces to the component of the internal stress tensor
at equilibrium, P 0νµ. Equation 5.8 thus shows that, after computing the normal modes and
phonon frequencies, each mode Grüneisen parameter can be calculated by carrying out a
single total energy fixed-point calculation (Fig. 5.1).
To demonstrate the correctness and validity of our method to calculate mode Grüneisen
parameters, we considered a 216-atom cubic cell of cubic Si, and we used a periodic DFT
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Figure 5.1: Values of a mode Grüneisen parameter obtained from Eq. (5.8) using increasing
values of ζk =
√
2qkωk. Inset, values of the “corrected” pressure (times V ) versus ζk. The
colored discs indicate that a mode parameter can be calculated by carrying out a single total
energy calculation (red disc) with ions fixed in a configuration accommodating displace-
ments resulting from a normal mode coordinate equal to qk. These results were obtained by
considering a large supercell of fcc Al (inset) described by using a classical energy scheme.
approach to calculate isotropic mode Grüneisen parameters by using both our method and
the conventional approach (based on calculating phonon frequencies at different volumes). In
detail, we used density-functional perturbation theory to calculate normal mode frequencies
and coordinates, and all Γ-point calculations were carried out by using an energy cutoff
of 50 Ry, a norm-conserving pseudopotential [40], and the PBE parameterization of the
exchange and correlation energy functional [37]. Also in this case, our calculations showed
that our method gives results in excellent agreement with parameters computed by using
the conventional approach (Fig. 5.2). Overall, the results in Figs. 5.3 and 5.2 demonstrate
that our method to calculate mode Grüneisen parameters is valid, whereas Eq. (5.8) and
Fig. 5.1 show that our method is straightforward and involves simple numerical tasks. In
terms of computational efficiency, the overall computational cost our method to calculate
isotropic mode-parameters is equivalent to approximately 1.5 phonon calculations, whereas
the conventional approach required 3 phonon calculations.
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Figure 5.2: Mode Grüneisen parameters of silicon calculated by using a periodic DFT
approach and a cubic supercell. Black disks are used to show parameters obtained by using
the conventional method whereas the red circles show our method. The absolute average
difference between the two sets of values is 0.05.
To further corroborate the validity of our method, we then considered an energy scheme
employing embedded-atom interatomic potentials [68] to describe a cubic supercell contain-
ing 864 Al atoms with the face-centered cubic structure. Then, we calculated the isotropic
mode Grüneisen parameters using both our method (Eqs. (5.5-5.8) and Fig. 5.1) and the
conventional approach. The two set of parameters shown in Fig. 5.3 demonstrate that our
method gives results in excellent agreement with those obtained by using conventional meth-
ods.
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Figure 5.3: Mode Grüneisen parameters of silicon calculated by using a periodic DFT
approach and a cubic supercell. Black disks are used to show parameters obtained by using
the conventional method whereas the red circles show our method. The absolute average




The need for accurate and efficient methods of calculating linear and non-linear elastic
constants is clear from the varied fields of scientific research such as metallurgy, geophysics,
and materials science. These methodologies provide many insights into the thermodynamic
mechanical properties of materials of interest in their respective studies. Through the com-
parison of existing methods and my method to calculate elastic constants at zero temperature
I have shown that my method produces results equally comparable to experimental values
as the existing method can. I also demonstrated that my method overcomes the limitations
of the existing method as it does not depend on the symmetry of a material to calculate
SOECs and TOECs and it more easily resolves the uncertainty of each calculated elastic
constant.
In the first part of my work I developed a simple and reliable method for calculating
SOECs and TOECs of a material at zero temperature by using a periodic DFT approach
and using numerical differentiation techniques. I have shown that my method to calculate
SOECs and TOECs of a material is applicable to any system, regardless of its symmetry
and dimensionality. In my method I relied on the second-order numerical differentiation
of the second Piola-Kirchhoff stress tensor. The use of numerical differentiation minimizes
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the required number of calculations for obtaining both SOECs and TOECs and allows for
the calculation of individual SOECs and TOECs resolving uncertainty more easily. The
application of my method allowed me to accurately and efficiently calculate the SOECs and
TOECs of diamond, aluminum, silicon, magnesium, the 2D material graphene, and scandium
trifluoride.
In the second part of my work I carry out a thorough error analysis to assess the accuracy
of zero-temperature DFT methods to calculate second- and third-order elastic constants.
My analysis showed that errors resulting from the intrinsically limited accuracy of the DFT
calculations are minimized when using the 2PK stress over using the energy density for
either numerical differentiation of polynomial interpolation. The elastic constants calculated
in this way are (almost) independent on the strain spacing and strain interval used in the
finite difference formulas and interpolation, respectively. I further showed that the careful
choice of strain spacing will further increase the accuracy of calculations using my method.
Additionally, small-value third-order elastic constants of crystals with a basis such as the
TOEC, C144, or diamond, are shown to be more sensitive to numerical errors and therefore
fine convergence of the internal stress, and strict convergence criteria are needed to obtain
accurate results.
In the final part of my work I successfully implement the QHA and validate its accuracy
by comparison to experimentally obtained values of the thermal expansion coefficients of
aluminum and silicon. This allowed me to apply the QHA to my methodology and calcu-
late the elastic constants of aluminum and silicon at finite temperature. In the calculation
of the elastic constants at finite temperature I found that the calculation of the SOECs
at finite temperature produce reasonable results that are comparable to experiment and
that select TOECs produce reasonable results. The existing methodology for calculating
mode Grüneisen parameters increases the needed number of phonon calculations making the
calculation of TOECs at finite temperature computationally expensive. This difficulty in cal-
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culating the TOECs at finite temperature in part led to the development of our new method
for calculating the mode Grüneisen parameters used for calculating the thermal stress. It
has been shown that this new method can be used to reduce the number of calculations
needed for calculating the TOECs at finite temperature.
71
Bibliography
[1] G. Laplanche, P. Gadaud, O. Horst, F. Otto, G. Eggeler, and E. George, “Temperature
dependencies of the elastic moduli and thermal expansion coefficient of an equiatomic,
single-phase cocrfemnni high-entropy alloy,” Journal of Alloys and Compounds, vol. 623,
pp. 348 – 353, 2015.
[2] D. Miracle, J. Miller, O. Senkov, C. Woodward, M. Uchic, and J. Tiley, “Exploration
and development of high entropy alloys for structural applications,” Entropy, vol. 16,
12 2013.
[3] D. Miracle and O. Senkov, “A critical review of high entropy alloys and related con-
cepts,” Acta Materialia, vol. 122, pp. 448 – 511, 2017.
[4] B. Gludovatz, A. Hohenwarter, D. Catoor, E. H. Chang, E. P. George, and R. O. Ritchie,
“A fracture-resistant high-entropy alloy for cryogenic applications,” Science, vol. 345,
no. 6201, pp. 1153–1158, 2014.
[5] M. Naeem, H. He, F. Zhang, H. Huang, S. Harjo, T. Kawasaki, B. Wang, S. Lan,
Z. Wu, F. Wang, Y. Wu, Z. Lu, Z. Zhang, C. T. Liu, and X.-L. Wang, “Cooperative
deformation in high-entropy alloys at ultralow temperatures,” Science Advances, vol. 6,
no. 13, 2020.
72
[6] M. de Jong, I. Winter, D. C. Chrzan, and M. Asta, “Ideal strength and ductility in
metals from second- and third-order elastic constants,” Phys. Rev. B, vol. 96, p. 014105,
Jul 2017.
[7] S. Zherebtsov, N. Yurchenko, E. Panina, M. Tikhonovsky, and N. Stepanov, “Gum-
like mechanical behavior of a partially ordered al5nb24ti40v5zr26 high entropy alloy,”
Intermetallics, vol. 116, p. 106652, 2020.
[8] Y. Ye, Q. Wang, J. Lu, C. Liu, and Y. Yang, “High-entropy alloy: challenges and
prospects,” Materials Today, vol. 19, no. 6, pp. 349 – 362, 2016.
[9] A. Kurnosov, H. Marquardt, D. Frost, T. B. Ballaran, and L. Ziberna, “Evidence for
a fe3+-rich pyrolitic lower mantle from (al,fe)-bearing bridgmanite elasticity data,”
Nature, vol. 543, p. 543—546, March 2017.
[10] A. Oganov, J. Brodholt, and G. Price, “The elastic constants of mgsio3 perovskite at
pressures and temperatures of the earth’s mantle,” Nature, vol. 411, pp. 934–7, 07 2001.
[11] R. Wentzcovitch, B. Karki, M. Cococcioni, and S. de Gironcoli, “Thermoelastic prop-
erties of mgsio3-perovskite: Insights on the nature of the earth’s lower mantle,” vol. 92,
pp. 185011–185014, 01 2004.
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of single-crystal silicon from 7 k to 293 k,” Phys. Rev. B, vol. 92, p. 174113, Nov 2015.
[57] H. Watanabe, N. Yamada, and M. Okaji, “Linear thermal expansion coefficient of silicon
from 293 to 1000 k,” International Journal of Thermophysics, vol. 25, pp. 221–236, 01
2004.
78
[58] N. Mounet and N. Marzari, “First-principles determination of the structural, vibrational
and thermodynamic properties of diamond, graphite, and derivatives,” Phys. Rev. B,
vol. 71, p. 205214, May 2005.
[59] G. N. Kamm and G. A. Alers, “Low-temperature elastic moduli of aluminum,” Journal
of Applied Physics, vol. 35, no. 2, pp. 327–330, 1964.
[60] D. Gerlich and E. Fisher, “The high temperature elastic moduli of aluminum,” Journal
of Physics and Chemistry of Solids, vol. 30, no. 5, pp. 1197 – 1205, 1969.
[61] J. Harrison, “Elastic constants of silicon materials calculated as a function of temper-
ature using a parametrization of the second-generation reactive empirical bond-order
potential,” Phys. Rev. B, vol. 77, 03 2008.
[62] G. Dolling, “Inelastic scattering of neutrons in solids and liquids,” IAEA, Vienna, vol. II,
p. 37, 1963.
[63] B. A. Weinstein and G. J. Piermarini, “Raman scattering and phonon dispersion in si
and gap at very high pressure,” Phys. Rev. B, vol. 12, pp. 1172–1186, Aug 1975.
[64] N. Mounet and N. Marzari, “First-principles determination of the structural, vibrational
and thermodynamic properties of diamond, graphite, and derivatives,” Phys. Rev. B,
vol. 71, p. 205214, 2005.
[65] L.-F. Huang, X.-Z. Lu, E. Tennessen, and J. M. Rondinelli, “An efficient ab-initio
quasiharmonic approach for the thermodynamics of solids,” Comp. Mater. Sci., vol. 120,
pp. 84–93, 2016.
[66] L.-F. Huang, N. Z. Koocher, M. Gu, and J. M. Rondinelli, “Structure dependent phase
stability and thermal expansion of ruddlesden-popper strontium titanates,” Chem.
Mater., vol. 30, pp. 7100–7110, 2018.
79
[67] L. Monacelli, I. Errea, M. Calandra, and F. Mauri, “Pressure and stress tensor of com-
plex anharmonic crystals within the stochastic self-consistent harmonic approximation,”
Phys. Rev. B, vol. 98, p. 024106, 2018.
[68] M. S. Daw and M. I. Baskes, “Embedded-atom method: Derivation and application to
impurities, surfaces, and other defects in metals,” Phys. Rev. B, vol. 29, pp. 6443–6453,
Jun 1984.
80
