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Abstract: We study the dynamics of a pair of extremal (half-BPS) black holes in N = 8
supergravity, as a potentially solvable model of gravitational dynamics. As a diagnosis of
hidden symmetries, we ask whether the perihelion of the orbits precesses over time. We
consider black hole charge vectors with arbitrary misalignment. First, we use scattering
amplitude methods to compute the leading post-Newtonian correction for general mass ratios.
This computation is greatly simplified by introducing a suitable on-shell superspace. Second,
we study the probe limit to all orders in velocity and Newton’s constant through a ten-
dimensional brane setup. In all cases we find no precession. We relate this to the absence of
scalar triangle integrals.
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1 Introduction
There has been a longstanding interest in applying the methods of quantum field theory
and effective field theory to gravitationally bound systems – for reviews and some recent
developments see [1–7]. The observation of gravitational waves from inspiraling black holes
by the LIGO interferometer [8], evidently, strongly motivates precision studies of the dynamics
of these systems. In this paper we will analyze a distinct question: can we find analytically
tractable models, in a theory which is realistic or not, of an orbiting pair of black holes.
Analytically tractable models generally possess additional symmetries and conservation
laws. This is famously the case in the Newtonian limit, where the fact that we get closed
Keplerian elliptical orbits is a consequence of the conservation of the Laplace-Runge-Lenz
vector, which points in the direction of the eccentricity. In Einstein gravity, this vector is no
longer conserved: observable effects include the precession of Mercury’s perihelion angle. The
analytic model we are looking for will therefore differ from Einstein’s theory in such a way
that it will not be a precise theory of nature, but hopefully it can remain a useful model.
The most optimistic outcome would be to find a system that is completely integrable.
Integrable field theories in higher dimensions are few and far between – the only presently
known example of an interacting four-dimensional quantum field theory whose spectrum can
be computed exactly is N = 4 super Yang-Mills in the planar limit [9, 10], and deformations
of it [11]. In fact quarkonium-like bound states in this theory are known to enjoy a Laplace-
Runge-Lenz-like symmetry which survives relativistic corrections [12]. It would clearly be
interesting if there existed a relativistic quantum theory of gravity that is integrable in the
same sense; this would provide a testbed for perturbative and nonperturbative methods but
could also shed light on various questions in quantum gravity. While complete integrability
might be too much to ask for (any gravitational theory will contain the three-body problem),
clearly any amount of additional symmetries would make a model valuable.
The best candidate for a such a symmetrical model of gravitational dynamics is N = 8
supergravity [14, 15]. In addition to being closely tied to N = 4 super Yang-Mills by squaring
relations [16–18], there have been some arguments that N = 8 should be the simplest quantum
field theory, see [19]. Despite many interesting patterns and an overall feeling of simplicity,
observed for example in studies of the possible ultraviolet finiteness of the quantum theory
[20, 21], an underlying symmetry principle has thus far not been identified. In this paper,
we propose to look at a simple subsystem: We will investigate the symmetries of a pair of
orbiting half-BPS black holes.
Systems of supersymmetric black holes have been extensively studied, in particular, su-
persymmetric bound states thereof. For example it is well-known that if the charge vectors
of two extremal holes are aligned, the electric repulsion exactly cancels the gravitational (and
scalar) attraction, leading to static solutions which experience vanishing force. Static config-
urations which carry angular momentum but are overall BPS, involving magnetic and electric
charges, also exist at special positions where the forces cancel [22–25]. Partition functions
in less supersymmetric cases, and the related wall-crossing phenomenon, have also been ex-
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tensively studied. We will be interested in pairs which are not overall BPS and dynamically
rotate around each other; for generic charge vectors that are not aligned, the force then does
not cancel and one generically finds Kepler-like elliptical orbits.
With decreasing orbit radius, relativistic corrections become important. These include
effects which, in the case of General Relativity, lead to the precession of orbits as is the case
of Mercury. The precession rate in N=8 supergravity is however expected to be different,
because this theory contains additional massless particles and thus other long-range forces.
As a first step, in this paper we determine whether the precession is zero or not at first
nontrivial order. that is, whether a conserved Laplace-Runge-Lenz vector continues to exist.
This will be interpreted as a diagnosis of whether N = 8 indeed possess hidden symmetries.
The question can be sharpened to make sense even including radiation effects, as discussed in
conclusion.
We will work to first nontrivial order in two distinct (but overlapping) power-counting
schemes: the post-Newtonian expansion, which is in low velocity and large distances, and the
probe limit mB → 0, where one of the black holes is very light and follows geodesic motion in
the background of the bigger black hole. In the first case, following a standard strategy, we
rely on the fact that closed and open (scattering) orbits are controlled by the same effective
Hamiltonian, which we extract from the scattering amplitudes of black holes. This approach
goes beyond the probe approximation since it remains applicable even for similar-mass black
holes. A chief advantage for us is the robustness of this method: the symmetries of N=8
can be straightforwardly implemented at the level of on-shell scattering amplitudes, without
requiring the supergravity Lagrangian nor subtle cancelations between terms; we anticipate
that this method will be particularly effective at higher orders. For the second method, we
will rely on the explicit realization of supersymmetric black holes as black branes in IIA
supergravity, and the corresponding Born-Infeld action.
This paper is organized as follows. In section 2 we present our setup and parametrize the
most general misalignment angle between the charge vectors of two half-BPS black holes. We
also introduce the relevant on-shell superspace. In section 3 we compute the on-shell scattering
amplitudes to one-loop order, and show that they satisfy the no-triangle property; subtleties
arising in the presence of magnetic charges are pointed out. In section 4 we deduce from
this result the effective Hamiltonian at 1PN order. Using a recent integrand-level subtraction
scheme, we in fact obtain the effective Hamiltonian to first post-Minkowski order. We show
that the no-triangle property at this order is precisely equivalent to the absence of precession.
Finally, in section 5 we discuss the dynamics in the probe limit using a ten-dimension realiza-
tion of the setup, where D0,D2 and D6 branes with flux probe a D6 background. We conclude
in section 6 with a conjecture and future outlook. Five appendices give further detail on: the
parametrization of charge angles; their realization in string theory; a determination of the
amplitudes without using superspace; further comments on monopole scattering amplitude
and the calculation of quantum-mechanical matrix elements.
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2 Setup
We consider a system of two large half-BPS (extremal) black holes in N=8 supergravity,
with masses mA and mB each carrying electric and/or magnetic charges. As mentioned,
we are interested in the case where the charge vectors are not aligned, so that the force is
nonvanishing in the Newtonian limit and the black holes dynamically orbit around each other.
In this section we describe how to parametrize the charges of two such black holes, and how
we will use on-shell superspace to simplify the scattering problem.
2.1 Black hole charges
There are 28 possible types of electric charges in this theory, with 28 corresponding mag-
netic charges. These can be conveniently packaged into the real and imaginary part of an
antisymmetric 8× 8 matrix CIJ . Specifically, in the scattering problem, the matrix arises as
the central charge of the N = 8 supersymmetry algebra when the black holes are studied in
isolation:
{qIα, qJα˙} = δIJpαα˙, {qIα, qJβ} = 2αβCIJ , {q¯Iα˙, q¯Jβ˙} = 2α˙β˙CIJ , (2.1)
where I, J = 1, ..., 8 are R-symmetry indices, α, α˙ = 1, 2 spinor indices, and CIJ = (CJI)∗.
We work with mostly-plus metric and our sign conventions follow [26]. Central charges for
half-BPS states satisfy an additional constraint that all their skew-eigenvalues are equal to
each other, or equivalently, the product CC† is proportional to the identity matrix:
CIJCJI′ = M
2δII′ argPfaffian(C) = 0. (2.2)
The Pfaffian constraint encodes the statement that the charges are all in the same U-duality
orbit [27]. This will be seen as a consistency requirement on the amplitude in section 3, and
in section 5 to arise naturally from string constructions.
In the full, nonperturbative, string theory, the charges C are quantized and take values
within a known charge lattice [27]. Since in this paper we will be working in the classical limit
where the charges are very large, the quantization condition will play no role. Any charge
can then be obtained from another using the (continuous) SU(8) subgroup of the E7,7 duality
symmetry which preserves the asymptotic values of the scalar fields. Indeed it is easy to show
that the space of central charges satisfying eqs. (2.2), let’s call it C, is transitive under the
action of SU(8).
Using a SU(8) rotation we can always put the first charge into the following canonical
form:
CA = mA ×
(
0 14×4
−14×4 0
)
. (2.3)
As mentioned, it will be important for us that the charge vectors of the two black holes
are not aligned with each other. Let us thus describe the possible configurations of two
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charges. According to the definition of symplectic groups, CA is preserved by any SP(8,C)
transformation:
ΛTCAΛ = CA, ⇔ Λ ∈ Sp(8,C). (2.4)
The stabilizer subgroup of the charge CA is therefore
H = Sp(8,C) ∩ SU(8), HTCAH = CA (2.5)
Since SU(8) acts transitively, the space of possible (classical) charges is the coset C =SU(8)/H.
The infinitesimal generators of H can be described explicitly as follows:
generators of H :
(
A B
B† −AT
)
(2.6)
where B = BT is a complex symmetrical 4 × 4 matrix and A = A† is an Hermitian matrix.
Thus dimH = 36, giving the dimension of the space of charges as
dim C = dim SU(8)− dimH = 63− 36 = 27. (2.7)
This agrees with a direct analysis of the constraints (2.2) (which give 29 constraints on the 56
real parameters of an 8× 8 complex antisymmetric matrix).
We are interested in configurations of pairs of charges, and since H does not change the
charge of the first black hole, this means we can physically identify charges which differ by H
action. The space of inequivalent charge pairs is therefore the double coset H\SU(8)/H.
It is helpful to recall a familiar example: pairs of points on a two-sphere modulo SO(3)
rotations, as depicted in fig. 1. SO(3) acts transitively on the sphere so we can always rotate
the first point to the North pole. Its stabilizer is SO(2) (rotations around the z axis). The
second point is then at a general position on the sphere, which is the coset SO(3)/SO(2).
However, acting with SO(2) rotations on that second point produces rotationally equiva-
lent pairs, so points along the double-sided arrow in fig. 1 are equivalent. The double coset
SO(2)\SO(3)/SO(2) is one-dimensional and captures the invariant property of the pair: the
angle between the two points, denoted by θ in fig. 1.
The double coset H\SU(8)/H similarly parametrizes possible angles between two half-
BPS black hole charges. A brief computation in appendix A shows that its dimension is 3, so
that 3 angles are necessary to specify the misalignment between their electric and magnetic
charges. In fact it is easy to write down a representative of this coset:
CB = mB ×

eiφ1
eiφ2
eiφ3
eiφ4
−eiφ1
−eiφ2
−eiφ3
−eiφ4
,
4∏
i=1
eiφi = 1. (2.8)
At the infinitesimal level it is easy to prove that any pair of charges can be put into this form.
We will thus study two black holes with the charges (2.3) and (2.8). We will refer to this
scattering with three free angles as the three angle case.
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Nθ
Figure 1. θ is parametrizing SO(2)\SO(3)/SO(2), i.e., the angle between north pole and different
SO(2) orbits
2.1.1 Magnetic charge and special cases without it
The real and imaginary part of CB represent respectively its electric and magnetic charges.
Therefore, for generic angles φI , we are scattering dyons. A useful way to quantify the
magnetic charges is the Dirac bracket between the charges of the two black holes, defined as
the product of their 28 electric and magnetic charges:
〈CA, CB〉 ≡
28∑
i=1
(
qiAg
i
B − giAqiB
)
= 2piGN Im Tr
[
CAC
∗
B
]
. (2.9)
The Dirac quantization condition requires that this should be 2pi times an integer NAB; for
the above configurations this evaluates to
1
2pi
〈CA, CB〉 = 2GNmAmB
4∑
I=1
sin(φI) ≡ NAB . (2.10)
As we will see in the next section, the scattering of a pair of objects with NAB 6= 0 is
technically more involved because in this case the S-matrix does not depend only on dot
products of external momenta. For this reason it will be technically useful to also consider
special cases where there are no magnetic charges.
It is easy to show that the condition NAB = 0 implies that the angles organize into two
pairs: φ3 = −φ1, φ4 = −φ2. We’ll thus refer to this case as the two angle case. Then time-
reversal symmetry is preserved, and in fact, up to a similarly transformation CB → UCBUT
with U ∈ H, we can assume that CB is real so all charges are electric:
CB
∣∣∣
two−angles
= mB
(
0 C˜B
−C˜TB 0
)
, C˜B =

cos(φ1) sin(φ1) 0 0
− sin(φ1) cos(φ1) 0 0
0 0 cos(φ2) sin(φ2)
0 0 − sin(φ2) cos(φ2)
 .
(2.11)
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Finally, let us comment on a one-angle case where φ1 = φ2 = −φ3 = −φ4. This case can be
realized in terms of higher-dimensinonal graviton scattering if one views N = 8 supergravity
as 10-dimensional type-IIA supergravity compactified on T 6. The magnitude of the momenta
along the T 6 then provide the masses mA,mB, while their relative orientation provides the
one angle (this can be easily seen from the expressions in appendix B). The integrand in this
case has been extensively studied and is currently known even to five loops, thanks to a recent
calculation motivated by the study of ultraviolet divergences [20, 21, 28–30].
2.2 On-shell superspace
The force between the black holes originates from the exchanged gravitons and their superpart-
ners (graviphotons and scalars). Since they are in the same multiplet, the relative strength
of their couplings are fixed by supersymmetry. This information is conveniently packaged
into a superamplitude. This will prove especially useful for computing the post-Newtonian
corrections arising from exchanging a pair of (super)gravitons.
An important point is that, because we are interested in long-range interactions, it suf-
fices to consider exchanged gravitons that are on-shell, that is their four-momenta are null.
Mathematically, this is simply because the Fourier transform relates the long-distance forces
to discontinuities with respect to the momentum transfer, which can be computed (see section
3.4) in terms of cut diagrams thanks to the Cutkowski rules. Furthermore, for extracting the
force from the scattering problem rather than directly studying bound orbits, it suffices to
analyze the transformation properties of asymptotic states. The action of supersymmetry
then simplifies dramatically.
For a massless graviton of four-momentum p, a standard construction packages the 28
states of its multiplet into a polynomial in 8 Grassmann variables ηI , see [19, 26]. We take
the component with η = 0 to be the positive-helicity graviton, with states of lower helicity
obtained by adding more η’s. The algebra then acts on the one-particle state
∣∣η〉 as
[qI | ≡[p| ∂
∂ηI
I = 1, 2....8
|q¯I〉 ≡|p〉ηI I = 1, 2....8
(2.12)
where [p| and |p〉 are two-spinors defined via the spinor-helicity factorization p = |p〉〈p| on the
on-shell graviton momentum. It can be easily checked that the commutation relations (2.1)
of supercharges are satisfied.
Massive half-BPS black holes again form multiplets with 28 states, which we can again
span using 8 Grassmann variables. Because the rest frame of the black hole now leaves an
unbroken SU(2) (little group) rotational symmetry, we cannot parametrize the 16 qIα without
breaking either of the rotational or SU(8) symmetry. It will be natural here to preserve the
rotational symmetry –following [31]– but break the SU(8) R-symmetry, as the latter is already
broken by the central charges of the black holes.
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pB
p′A p′B
pA
Figure 2. Kinematics of our 2→ 2 scattering of black holes. Time runs upward.
To find how to parametrize the algebra, we note from the susy algebra (2.1) and charge
(2.3) that the qI ’s, acting on the first black hole, do not commute:
{qIα, qJ+4β } = 2αβmAδIJ . (2.13)
This suggests representing the first four qIα as Grassmann derivatives, ∂/∂θα,I with I =
1, 2, 3, 4, acting on a collection of four two-spinors [θI |, and then the remaining qI by mul-
tiplication operators. From the commutation relations, q¯Iα˙ and q¯I+4 α˙ must then become
multiplication and derivative operators, respectively, leading to the following parametriza-
tion:
[qI | = √mA[ ∂
∂θI
|, [qI+4| = √mA[θI |, I = 1, 2, 3, 4,
|q¯I〉 = 1√
mA
|pA|θI ], |q¯I+4〉 = 1√
mA
|pA| ∂
θI
], I = 1, 2, 3, 4.
(2.14)
These acts on single particle states of the first black hole, and satisfy all the commutation
relation simultaneously.
For the second black hole, whose charge in eq. (2.8) differs by some phases, we simply
multiply the first four components as qI 7→ eiφIqI and q¯I 7→ q¯Ie−iφI for I = 1, 2, 3, 4, but leave
the generators unchanged for I = 5, 6, 7, 8.
3 Tree and one-loop scattering amplitudes
3.1 Black hole superamplitude and distinguished component
The scattering amplitudes between the various 28 internal states of our black holes are not
independent, but turn out to be proportional to a single function of the Mandelstam invariants.
These relations will greatly help our computation and follow from the Ward identities (see
[26]) stating that the supercharges annihilate the superamplitude:
QIAn = 0 and Q¯IAn = 0, (3.1)
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where QI is the sum over the supercharges of incoming and outgoing particles:
QI =
n∑
i=1
qIi and Q¯I =
n∑
i=1
q¯Ii, I = 1 . . . 8. (3.2)
Using the generator (2.14) for the massive particles, for the 2 → 2 scattering of black holes
we find that 16 of these constraints are simple multiplicative operators:
[QI | =√mA[θ1,I−4|+√mA[θ2,I−4|+√mB[θ3,I−4|+√mB[θ4,I−4| , I = 5, 6, 7, 8,
|Q¯I〉 = 1√
mA
|pA|θ1,I ] + 1√
mA
|p′A|θ2,I ] +
e−iφI√
mB
|pB|θ3,I ] + e
−iφI
√
mB
|p′B|θ4,I ] , I = 1, 2, 3, 4.
(3.3)
This implies that the 2→ 2 amplitude is proportional to 16 Grassmann δ-functions
AΦΦΦΦ = A
(mAmB)4
×
4∏
I=1
δ2(Q¯I)
8∏
I=5
δ2(QI) (3.4)
which is analogous to the familiar δ16(Q) in the massless case (see [19]). The remaining Ward
identities then take the form of derivative operators, for example
QI =
√
mA[
∂
∂θ1,I
| −√mA[ ∂
∂θ2,I
|+√mBeiφI [ ∂
∂θ3,I
| −√mBeiφI [ ∂
∂θ4,I
| I = 1, 2, 3, 4 (3.5)
This simply imposes that A in eq. (3.4) is independent of Grassmann variables. The upshot is
that the amplitude for arbitrary internal states of the black holes are all proportional to the
same function of (bosonic) momenta, A.
To match with an effective Hamiltonian in the next section, it will be convenient to
restrict our attention to a particularly simple, distinguished state in the multiplet, for which
fermion exchange diagrams vanish. This is easily done by maximizing some SU(8) charges,
for example by choosing initial internal states that are identical complex scalars φ at the
bottom of the multiplet, θA = θB = 0. The scattering amplitude for this component is then
obtained by extracting the term with the maximum power of θ′A, θ
′
B, that is the coefficient of
[θ′Aθ
′
A]
4[θ′Bθ
′
B]
4, and vanishing powers of θA, θB. A short computation from eq. (3.4) gives
Aφφ¯φφ¯ = A×
4∏
I=1
[cosh ηAB − cosφI ] (3.6)
where cosh ηAB ≡ −pA·pBmAmB , defining ηAB as the relative rapidity between the incoming black
holes. Note that we used
∏
eiφI = 1 to simplify, and that the product could be written in
terms of BPS thresholds:
∏
i
(
s− |mA + ieiφImB|2
)
.
When the charges are aligned and the velocity vanishes, the product in (3.6) yields a
suggestive (0)4. The fourth power will get reduced to second-order zero once we account
for A below, but it is nonetheless largely responsible for the vanishing force between static
same-charge black holes.
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p′A
pA pB
p′B
Figure 3. 2→ 2 scattering of black holes, tree-level
In the rest of this section we will compute the amplitude at tree and one-loop order. In
fact, we are only interested in the long-distance interactions, determined by the singular part
as t → 0, so we will focus on the t-channel cuts. We will thus include the singularities from
exchange of one and two (super)gravitons.
3.2 Tree-level black hole scattering
At tree-level (thus giving the Newtonian force at very large impact parameter) the two black
holes can exchange graviton, graviphotons and scalars (but not fermions, for the specific initial
state just described). The relative coefficients are, of course, determined by supersymmetry,
and this calculation provides a useful warm-up exercise before we go to loop level. Specifically,
we first determine the 3-point vertices for emission of a supergraviton from a massive spinless
black hole (which determine the t-channel pole, illustrated in the diagram in fig. 3.2). The
Ward identities involve both the massive representation (2.14) and the massless one (2.12).
Again 16 of the supercharges are simple multiplication with respect to the θ’s, however we
now have both multiplication and derivatives with respect to η:
[QI | =√mA[θA,I−4|+√mA[θA′,I−4|+ [3| ∂
∂η3,I
, I = 5, 6, 7, 8
|Q¯I〉 = 1√
mA
|pA|θA,I ] + 1√
mA
|p′A|θA′,I ] + |3〉η3,I , I = 1, 2, 3, 4.
(3.7)
The solution is
ALΦΦη =
ALΦΦη
m2A
×
4∏
I=1
δ2(Q¯I) exp
∑4I=1
(√
mA[θA,I + θA′,I , ξ]
)
ηI+4,3
[3ξ]
 , (3.8)
and one finds that the other Ward identities simply impose that AΦΦη is independent of
Grassmann variables. Extracting the φφ¯ complex scalar amplitude by setting θA = 0 and
using the δ-function to eliminate θA′ from the exponent, we find simply
ALφφ¯η = ALΦΦη exp
(
xA
4∑
I=1
ηIηI+4
)
, xA ≡ 〈3|pA|ξ]
[3ξ]mA
=
(
[3|pA|ξ〉
〈3ξ〉mA
)−1
. (3.9)
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The quantity xA is defined when all the momenta are on-shell and is independent of the
reference ξ, see [31, 32].
To find the overall normalization one may simply extract the g++ helicity component by
setting η = 0 and compare with the standard three-point vertex in General Relativity, which
is the matrix element of the basic interaction Lagrangian:
Lint =
√
8piGNhµνT
µν , (3.10)
where gµν ≡ ηµν + κhµν is the metric tensor (with κ =
√
32piGN the gravitational coupling),
and Tµν is the energy-momentum. The matrix element between scalars then gives:
〈p′A|Tµν(x = 0)|pA〉 = 12(pA + p′A)µ(pA + p′A)ν +O(q) (3.11)
Dotting into the polarization g++ = ++ with + =
√
2 |3]〈ξ|〈3ξ〉 thus gives the General Relativity
prediction:
ALφφ¯g++ =
√
8piGN
m2A
x2A
. (3.12)
Thus the superamplitude is
ALφφ¯η =
√
8piGN
m2A
x2A
exp
(
xA
4∑
I=1
ηIηI+4
)
. (3.13)
For the other side of the cut the result is modified simply by the phases in eq. (3.9),
ARφφ¯η =
√
8piGN
m2B
x2B
exp
(
−xB
4∑
I=1
eiφIηIηI+4
)
, (3.14)
where the minus sign comes from the opposite sign of p3.
By taking different powers of η of eqs. (3.13) and (3.14) one obtains the graviton, vector
and scalar couplings, respectively. We notice that the exponent in all cases can be written
in a SU(8) covariant form: 12C
IJηIηJ , which shows that the electric-magnetic charge of the
black holes (i.e., their coupling to vector particles) is indeed given by CIJ , as expected. This
can be seen directly from the susy algebra, see appendix C.
As a simple consistency check one may extract Aφφ¯g−− from the superamplitudes and
check that does give the complex conjugate result. We stress that, were it not for the Pfaffian
constraint
∏
I e
iφI = 1, the relation between the two helicity of the gravitons could not be
satisfied. As far as we understand, such a relative phase between the two graviton helicity
would then signal a pathology of the theory.
Now we proceed to multiply together the left hand side and the right hand side of the
diagram in fig. 3.2 ((3.13) and (3.14)), and integrate over η. The integral simply gives:∫
d8η exp
(
xA
4∑
I=1
ηIηI+4
)
exp
(
−xB
4∑
I=1
eiφIηIηI+4
)
=
4∏
I=1
(xA − xBeiφI ). (3.15)
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Using that xAxB = e
±ηAB on the on-shell solutions, which is simply the boost factor, the t-
channel pole of the amplitude is thus
Atreeφφ¯φφ¯
∣∣∣
pole
=8piGN
m2Am
2
B
−t
4∏
I=1
2 sinh
(±ηAB − iφI
2
)
. (3.16)
The sign±ηAB differs for the two on-shell solutions and this is a symptom that in the context of
monopole scattering, the amplitude is not gauge invariant. This will be discussed in appendix
D. We will also further study magnetic charges in a classical context in section 5. For the
moment, let us simply note that in the two-angle case, where φ3 = −φ1 and φ4 = −φ2 and
there are no magnetic charges, the sign ambiguity disappears and the amplitude is expressed
in terms of cosh ηAB only (equivalently, in terms of Mandelstam invariants only):1
Atreeφφ¯φφ¯
∣∣∣
pole, 2−angles
= 16piGN
m2Am
2
B
−t × 2(cosh ηAB − cosφ1)(cosh ηAB − cosφ2). (3.18)
Now including the normalizing factor we define A˜tree
φφ¯φφ¯
=
Atree
φφ¯φφ¯
4EAEB
. Keeping terms only up to
the order p2 we can write the velocity expansion of the tree-level amplitude as:
A˜treeφφ¯φφ¯
∣∣∣
pole, 2−angles
=
8piGNmAmB
−t (1− cosφ1)(1− cosφ2)(
1 +
(
1
2
1− cosφ1 cosφ2
(1− cosφ1)(1− cosφ2) +
mAmB
(mA +mB)2
)
p2
µ2
+O(p4)
)
(3.19)
where µ = mAmB(mA+mB) is the reduced mass.
In the static limit ηAB → 0, the interaction thus vanishes when the charges are aligned,
as expected from the vanishing force between such a BPS pair (but the degree of vanishing is
lower than what was suggested by eq. (3.6)).
3.3 One-loop black hole scattering
We are now ready to calculate the t-channel cut of the one-loop amplitude; we again multiply
tree diagrams, this time involving two (super)gravitons. The helicity dependence is again fully
determined by supersymmetry. The Ward identities are as in eq. (3.7) but with one additional
massless graviton p4, and because we still only have 4 external states we find again a unique
solution:
ALΦΦηη =
ALΦΦηη
m2A
×
4∏
I=1
δ2(Q¯I) exp
(√
mA
[34]
4∑
I=1
(
[θA,I + [θA′,I
)(
|3]η4,I+4 − |4]η3,I+4
))
(3.20)
1 Away from the t = 0 pole, this could arise for example from a crossing-symmetric function A in eq. (3.6):
A =
128piGNm
4
Am
4
B
t
(
s− |mA + eiφ1mB |2
)(
u− |mA − eiφ2mB |2
) , (3.17)
or the same thing with φ1 and φ2 exchanged. Fixing it fully would require a more detailed analysis of the
dynamics but will not be required in this paper.
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p′B
pB
pA
Figure 4. 2→ 2 scattering of black holes, 1-Loop level
where the prefactor is independent of Grassmann variables. Setting θ1 = 0 and using the
δ-functions to eliminate θ2 from the exponent, the amplitude for our complex scalars φφ¯ is
ALφφ¯ηη = ALΦΦηη exp
(
1
[34]mA
4∑
I=1
(
〈q3,I + q4,I |pA
)(
|3]η4,I+4 − |4]η3,I+4
))
(3.21)
where we recall that 〈q3,I | = 〈3|η3,I . This expression also admits a SU(8) covariant form which
is given in eq. (C.9). The prefactor ALΦΦηη can be fixed easily from the g++g++ positive-helicity
gravitons amplitude, obtained by setting ηi = 0. Requiring that this amplitude has the correct
little-group weights and mass dimension, and s- and u− channel poles, one uniquely finds up
to a constant factor:
ALΦΦηη ∝ 8piGN
m4A[34]
4
(pA · p3)(pA · p4)(p3 · p4) . (3.22)
The constant factor can be fixed by requiring it to match with the square of eq. (3.12):
ALΦΦηη = 8piGN
m4A[34]
4
(s−m2A)t(u−m2A)
. (3.23)
This agrees with the positive-helicity gravitons amplitude in General Relativity (see for ex-
ample [35]). The amplitude on the right is similar but has an extra phase eiφI for each term
in the exponent as in eq. (3.21). Multiplying them, the cut integral is given as
A1−loop
φφ¯φφ¯
∣∣∣
cut
≡ 1
2!
∫
d4`
(2pi)4
[
1
`2(pA − p′A − `)2
]
on−shell
ALΦΦηηA
R
ΦΦηη × I (3.24)
where
[
1
X2Y 2
]
on−shell ≡ 2piδ(X2)2piδ(Y 2)θ(X0)θ(Y 0) and I is the Grassmann integral:
I =
∫
d8η3d
8η4 exp
(
1
[34]
∑
〈q3,I + q4,I |
(
pA
mA
− eiφI pB
mB
)(|3]η4,I+4 − |4]η3,I+4)) . (3.25)
The integral nicely antisymmetrizes the λ3 and λ4 spinors, which converts all spinor products
to squares of four-vectors, leaving a simple result:
I =
(〈34〉
[34]
)4 4∏
I=1
(
pA
mA
− eiφI pB
mB
)2
= 16×
(〈34〉
[34]
)4 4∏
I=1
(cosh ηAB − cosφI). (3.26)
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Thus
A1−loop
φφ¯φφ¯
∣∣∣
cut
=
1
2!
(8piGN )
24(mAmB)
4
4∏
I=1
(
cosh ηAB − cosφI
)
×
∫
d4`
(2pi)4
[
1
`2`′2
]
on−shell
(
` · `′
(pA · `)(pA · `′)
)(
` · `′
(pB · `)(pB · `′)
) (3.27)
where `′ ≡ pA − p′A − `. This expression is understood to be valid only on the t-channel
cut, that is when the two propagators in the square bracket are set on-shell. Using that
` · `′ = ` · (p′A − pA) = ` · (p′B − pB) on-shell, the last line can also be written as the sum of s-
and u-channel scalar box integrals:
∫
d4`
(2pi)4
[
1
`2`′2
]
on−shell
(
2
(pA · `)(pB · `) −
2
(pA · `)(p′B · `)
)
. (3.28)
This is the main result of this section. The essential conclusion is that the no-triangle property,
previously found for massless graviton scattering (see [36]), remains valid for massive case as
well. Although the above formulas are just for the t-channel cut, it is straightforward to see
that the s-channel cut also gives only boxes, so the full integrand (even away from the cut) is
indeed the sum of two scalar box integrals.
3.4 Integrating the discontinuity
Having recognized the discontinuity as that of a box integral, in principle at this stage we
could use standardized results for the box integral (see [37]). However, since we are only
interested in the long-range force, it is instructive to integrate directly the cut following a
method by Feinberg and Sucher [38] which manifests the relation between the discontinuity
and the long-range potential.
The basic subtlety is that, in the 2 → 2 kinematics that we are interested in, t < 0 is
purely spacelike for real external momenta. To reach the discontinuity we need to consider
complex external momenta. Feinberg and Sucher realized that this is actually a natural
thing, since, through the Fourier transform, large real distances are dominated by imaginary
momenta. Since t is then a timelike invariant, it is useful to parametrize the external momenta
so that the momentum transfer is in the time direction. This is related to the usual scattering
kinematics by a double Wick rotation where one exchanges the usual time and z coordinates.
As a result, in this frame the external momenta have purely imaginary vector parts, ~r and ~r′:
~r = iξArˆ, ~r′ = iξB rˆ′ (3.29)
where the norms satisfy ξA = mA
√
1− t/(4m2A) and similarly for ξB. The advantage of this
– 14 –
frame is that the loop variables (the on-shell momenta `, `′ of the massless gravitons) are real:
` = (
√
t
2
, ~`), `′ = (
√
t
2
,−~`),
pA = (
√
t
2
, ~r), p′A = (
−√t
2
, ~r),
pB = (
√
t
2
, ~r′), p′B = (
−√t
2
, ~r′).
. (3.30)
This parametrization is valid for t positive and small enough. Since the norm of each vector
is fixed, the integration depends only on angles
y = rˆ · rˆ′, wA = ˆ`· rˆ, wB = ˆ`· rˆ′. (3.31)
Now to compute DisctA = 2iImA, one can evaluate the phase space integral over the two
on-shell propagators:∫
d4`
(2pi)4
[
1
`2`′2
]
on−shell
=
∫
d3`
(2pi)32`0
d3`′
(2pi)32`′0
(2pi)4δ4(pA + pB − `− `′) = 1
8pi
∫
dΩ
4pi
.
(3.32)
Inserting the integrand we are thus left with the following angular integral:
DisctA1−loopφφ¯φφ¯ =
i
2!
(8piGN )
24(mAmB)
4
4∏
I=1
(
cosh ηAB − cosφI
)
× 1
2pi(m2A − t4)(m2B − t4)
∫
dΩ
4pi
(
1
(w2A +
t
4m2A−t
)
)(
1
(w2B +
t
4m2B−t
)
)
.
(3.33)
The result of the integral has been originally produced by Feinberg and Sucher in [38] and is
quoted in [35]. Without bothering with the complexity of the full answer, we take the t→ 0
limit of it and pick the leading term:
DisctA1−loopφφ¯φφ¯ =
i
pi
(8piGN )
2(mAmB)
2
4∏
I=1
(
cosh ηAB − cosφI
) [ 2pimAmB
t(1− y2 − i0) 12
+O(t0)
]
.
(3.34)
To undo the discontinuity we can simply use that 2pii is the discontinuity of log(−t), which
gives us the amplitude, modulo t-regular terms:
A1−loop
φφ¯φφ¯
=
(8piGN )
2(mAmB)
3
pi
4∏
I=1
(
cosh ηAB − cosφI
) [ 1
(1− y2 − i0) 12
log(−t)
t
+O(t0)
]
.
(3.35)
In the next section we will use the low-velocity expansion of this result. It is useful to give an
expression for y in terms of Mandelstam variables:
y = rˆ · rˆ′ = 2s+ t− 2m
2
A − 2m2B
4ξAξB
= cosh(ηAB) +O(t). (3.36)
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The amplitude in the non-relativistic normalization as in eq. (3.19), which we will need in the
next section, to first post-Newtonian order is then, to order O(t0, p3):
A˜1−loop
φφ¯φφ¯
= 16piG2N (mAmB)
2
4∏
I=1
(
cosh ηAB − cosφI
) [ µ√
−p2 − i0
(
1− p
2
2mAmB
)
log(−t)
t
]
.
(3.37)
where p is the center of mass momentum, and we recall that cosh ηAB also depends on p. To
conclude, let us contrast the present results with scalar scattering in General Relativity. At
tree-level only the two helicity of the gravitons contribute, which are the terms with zero and
eight powers of η in eq. (3.15), giving
AtreeGR
∣∣∣
pole
= 16piGN
m2Am
2
B
−t × cosh(2ηAB) . (3.38)
At one-loop, there is now a nonvanishing triangle coefficient, and one finds [35, 39]:
A˜1−loopGR =
4piG2NmAmBµ√
−p2 − i0
log(−t)
t
+
6G2Npi
2(mA +mB)mAmB√−t +O(t
0, p). (3.39)
We see that the key difference is the absence of the 1/
√−t term in the N = 8 result (3.37).
This stems directly (and is easily shown to be equivalent, see subsection 4.1.1 below) to the
absence of scalar triangle integral in the standard scalar box-scalar-bubble decomposition. As
we will now see, the absence of this term also implies the vanishing of the perihelion precession
angle at 1PN order.
4 Effective Hamiltonian and the precession
We are now ready to discuss the bound state problem. The link with the scattering amplitude
is provided by an effective Hamiltonian, since scattering and bound orbits are both controlled
by the same effective Hamiltonian describing near-instantaneous long-range forces between
slow particles. This approach is familiar in many contexts, including QED and QCD heavy-
quark bound states [40]; for reviews in the context of gravity see [2, 3, 41]. There are many
examples for deriving the angle of precession from such effective Hamiltonians in the literature,
for example [42] and [43] (see [44] for a recent 4PN calculation). In this section we will restrict
our attention to two-angle charge misalignment, where there is no magnetic charge and time-
reversal symmetry restricts the allowed terms. We will find a direct connection between the
precession angle and the amplitude.
4.1 Effective Hamiltonian for bound states
The starting point for the post-Newtonian expansion is of course the lowest order Hamiltonian:
H0PN =
p2
2µ
− α
r
(4.1)
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where µ = mAmBmA+mB is the reduced mass of the two black holes, and α is proportional to
GNmAmB but with an additional dependence on the charge misalignement, to be given
shortly. As above, p denotes the spatial momentum of the first black hole in the rest frame of
the pair.
For bound states we treat each term in H0PN as being of the same order (the virial
theorem equates the following time averages: 〈p2µ 〉 = 〈αr 〉). The post-Newtonian expansion is
an expansion in two small dimensionless parameters, to be treated of the same order:
p2
µ2
∼ α
µr
 1. (4.2)
We work in units where ~ = c = 1. (Focusing on the classical limit, one usually also assumes
~/(pr)  1, which gives a hierarchy between the momenta p and momentum transfer q =
p − p′ ∼ ~/r. Below we will also consider quantum mechanical bound states so we will not
make this assumption here.)
The first post-Newtonian Hamiltonian contains velocity-squared corrections as well as all
possible terms of the same order, allowed by rotational and time-reversal symmetry:
H1PN = A
p4
4µ3
+B
α
µ2
p2
r
+ C
α
µ2
p2r
r
+D
α2
µr2
+ 2piαEδ3(r), (4.3)
where pr ≡ 12
(
~r
r ·~p+ ~p·~rr
)
is the radial derivative. To be fully precise, including operator
ordering choice in the quantum theory (in which we will also be interested below), the products
here are defined as follows: p
2
r ≡ 12(p2 1r + 1rp2) and similarly for p
2
r
r .
We stress that we do not include spin nor fermion exchanges. This would be necessary to
reproduce the full supermultiplet structure of the bound states (see [45] for the N = 1 case),
but since we already know the supersymmetry degeneracies it suffices to study one convenient
state within the multiplet. As in ref. [12], we choose a state with two identical complex scalars
as defined above eq. (3.6).
It is also important to note that eq. (4.3) is not the result of integrating out the gravita-
tional field, but only those components which have energy above the typical binding energy
∼ p2/(µ). The surviving gravity modes would be called ultrasoft in the QCD literature, and
associated with so-called tail effects in gravity, see [3, 40]; however they are not important at
the order to which we are working.
Let us briefly review how the various coefficients can be obtained by EFT matching with
the scattering amplitudes. The coefficient A is obtained simply by matching the relativistic
kinetic energy of the two bodies (as measured when they are infinitely far apart):
p2
2µ
+A
p4
4µ3
+ . . . =
(
p2
2mA
− p
4
8m3A
+ . . .
)
+
(
p2
2mB
− p
4
8m3B
+ . . .
)
(4.4)
which gives the familiar result usually written in the gravity literature as [4]
A = −4µ3
(
1
8m3A
+
1
8m3B
)
=
3ν − 1
2
, with ν ≡ mAmB
(mA +mB)2
. (4.5)
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The coefficients α, B and C follow from matching with the scattering amplitude at first
(leading) order in GN , which the EFT Hamiltonian predicts as
A˜(1)
φφ¯φφ¯
∣∣∣
EFT
= −〈p′|
(
−α
r
+B
α
µ2
p2
r
+ C
α
µ2
p2r
r
+ 2piαEδ3(r) +O(2PN)
)
|p〉
=
4piα
q2
(
1− (B + C) p
2
µ2
)
− 2pi(C + E) +O(2PN)
(4.6)
where superscript (1) simply means first order in the coupling constant, ~q = ~p′ − ~p and
the second line follows simply from computing Fourier transforms. These are detailed in
eq. (E.4), in which we have further set p′2 = p2 using energy conservation. Note that in this
section we use non-relativistic normalization, 〈p′|p〉 = (2pi)3δ3(p − p′) (whence the tilde on
the left-hand-side), while the sign comes from the usual Born approximation iA ≈ −iH. The
Fourier transforms were greatly simplified by using the following identity, which holds for the
mentioned choice of operator ordering:
p2r
r
=
p2
r
+
1
4
[p2, [p2, r]] + 2piδ3(r). (4.7)
Matching eq. (4.6) with the velocity expansion of the tree result in eq. (3.19) gives
α = GNmAmB × 2(1− cosφ1)(1− cosφ2),
B + C = −ν − 1
2
1− cosφ1 cosφ2
(1− cosφ1)(1− cosφ2) .
(4.8)
In particular, the Newtonian potential for our system is not GNmAmB but contains an extra
factor proportional to the charge misalignment, as anticipated. For instance, when the charges
are maximally misaligned, the total force is eight times stronger than that from gravity alone.
We also note that only the combination B+C is fixed by the on-shell amplitude. This reflects a
gauge redundancy associated with a coordinate transformation (of the form r → r(1+cGNmr ),
see [39, 43]), which allows to move information between B and C. The contact interaction
E+C is in principle fixed at tree-level, but cannot be reliably obtained from the cut diagrams
considered in the preceding section without further assumptions.
To find D, we need to compare the one-loop amplitude from the preceding subsection
with the α2 expansion of the amplitude computed in the EFT. Perturbing around the theory
with α = 0 (as appropriate for scattering states), this receives contributions from both the
first and second Born approximation:
A˜(2)
φφ¯φφ¯
∣∣∣
EFT
= −〈p′|H(2)|p〉+
∫
d3`
(2pi)3
〈p′|H(1)|`〉 1
E` − Ep − i0〈`|H
(1)|p〉 (4.9)
where the superscripts on H denote the powers of α, and Ep = p
2
2µ + A
p4
4µ3
. The second term
requires performing a (three-dimensional) loop integral, as detailed in appendix E; the total
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to 1PN accuracy is:
A˜(2)
φφ¯φφ¯
∣∣∣
EFT
= −2pi
2α2
µ
√−t × [A+ 2B + C +D]︸ ︷︷ ︸
f0(A,B,C,D)
+
4piα2µ√
−p2 − i0
1− f1 p2µ2
q2
log
q2
µ¯2
+
C + E
µ2
log
−p2
µ¯2

(4.10)
with f1 = A+2B+2C. The first term contains the important new information as it gives the
precise subtractions needed to extract the yet unknown coefficient D from the 1/
√−t term in
the amplitude. In particular, from the no-triangle property discussed at the end of subsection
3.3, we find that
f0 = A+ 2B + C +D = 0. (4.11)
The second term in eq. (4.10) gives no new information since it contains only the constants
A,B +C and E +C, already determined at lower order. It’s insensitivity to H(2) is reflected
in fact that it is non-analytic in the energy E ∼ p2. This term serves as a valuable consistency
check on the structure of the effective theory, and we have verified that it is precisely as
predicted by (3.37).
4.1.1 Post-Minkowski expansion and integrand-level subtractions
As this manuscript was being completed, a very efficient method to perform the EFT matching
appeared [46] (see also [47]). It allows to perform integrand-level subtractions of the lower-
order iterations, dramatically simplifying the integrals to be computed. In fact one gets for
free the full post-Minkowski Hamiltonian: one keeps the full dependence on velocity, to a given
order in GN [48]. For future reference, in this section we record the corresponding expressions;
the reader interested in the precession can skip to subsection 4.2.
The authors of [46] provided a unique map between on-shell scattering amplitudes and
classical potentials. They overcame gauge ambiguities by eliminating the terms in the Hamil-
tonian using the equation of motion, thus leaving a Hamiltonian which depends on the same
variables as the scattering amplitudes. This choice of gauge in our setup is equivalent to
putting C = 0, and therefore B = B + C. We restrict our focus to first and second order in
the coupling constant in most of this discussion. But the argument woks in general, see [46].
In this gauge the full post Minkowskian Hamiltonian takes the form:
H =
(
p2
2µ
+A
p4
4µ3
+ . . .
)
+ V (4.12)
where V is the classical potential. The gauge is fixed by requiring that matrix elements of
V depend only on the average of the final and initial momenta, and momentum transfer
q = |~p′ − ~p|:
〈p′|V |p〉 ≡ V
(
p2 + p′2
2
, q
)
, V (p2, q) =
c1(p
2)
q2
+
c2(p
2)
|q| + . . . (4.13)
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The results just obtained give for example the velocity expansions:
c1 = −4pi
(
α− α(B + C) p
2
2µ2
+O(p4)
)
,
c2 =
2pi2α2D
µ2
+O(p2),
(4.14)
where the coefficients A, B +C and D can be found in eqs. (4.5), (4.8), (4.11). On the other
hand, in the gauge (4.13) we can read off the full velocity dependence of c1 just by matching
with the tree-level amplitude given in eq. (3.18):
c1(p
2) = −16GNpim
2
Am
2
B × 2(cosh ηAB − cosφ1)(cosh ηAB − cosφ2)
4EAEB
(4.15)
where cosh ηAB = EAEB+p
2
mAmB
and Ei =
√
p2 +m2i . It is trivial to see that the velocity expansion
of c1(p2) matches with eq. (4.14).
The more technically involved part of our previous EFT matching calculation was the
calculation of the second-order Born term in eq. (E.5). For the effective Hamiltonian (4.12),
the corresponding term can be written in the form
A˜1−loopEFT = −
∫
`
N 1−LoopEFT
X21X
2
2Y1
(4.16)
with
∫
` ≡
∫
d3~`
(2pi)3
and
X1 = |p− `|, X2 = |`− p′|, Y1 = `2 − p2. (4.17)
Physically, Y1 measures the off-shellness of matter propagators. Since the potential (4.13)
depends on velocity through the combination p
2+`2
2 = p
2 + 12Y1, the numerator is a polynomial
in Y1. However, terms higher than linear can be neglected in the classical limit. To linear
order, the EFT integrand is thus given as [46]:
N 1−loopEFT =
[
2EAEB
(EA + EB)
+ Y1
(
1− 3ξ
2(EA + EB)ξ
+ (EA + EB)ξ∂p2
)]
c21(p
2) (4.18)
where ξ = EAEB
(EA+EB)2
which is the post Minkowskian analogue of ν. The post-Newtonian
expansion of this is easily deducible from eq. (E.7):
N 1−loopEFT = 2µ(4piα)2
(
1− (A+ 2B) p
2
µ2
− A+ 2B
2µ2
Y1
)
+O(p4) (4.19)
The next step of the matching procedure of [46] is to write the integrand of the full theory in
the same form. For a generic theory, using the scalar integral decomposition, the exact 1-loop
amplitude can be written as:
A1−loop = dI + dCIC + dBIB + . . . (4.20)
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Here the dots denotes terms that do not contribute classically. After integrating over the
energy `0, the scalar basis integrals reduce to three dimensional integrals of the above form,
I = i
2(EA + EB)
∫
`
1
X21X
2
2Y1
+ . . . , IB = − i
4mA
∫
`
1
X21X
2
2
+ . . . (4.21)
where we have retained the triangle integrals for pedagogical reason, even though they have
zero coefficients in N=8. Here the dots denote quantum mechanical contributions. In
eq. (4.21) we explicitly see that the box integral has a simple pole in Y1 (this integral is
IR divergent and was computed in eq. (3.37)). Now we have all the ingredients for matching
the calculation at the integrand level:
0 = A˜1−loop − A˜(2)EFT =
[∫
`
N 1−loopEFT −N 1−Loop
X21X
2
2Y1
− c2(p
2)
q
]
. (4.22)
Using eq. (4.21), one can see that the scalar box integral in the full theory simply cancels the
term without Y1 in eq. (4.18). Thus we only need to compute integrals that do not involve Y1
in the denominator! There is only one, recorded already in appendix E:∫
`
N (p2)
X21X
2
2
=
N (p2)
8q
. (4.23)
This gives us the full velocity dependence of the first post-Minkowski potential in N = 8
supergravity:
c2(p
2) =
1
128EAEBq
[(
8EAEB(1− 3ξ)
(EA + EB)ξ
+ 16EAEB(EA + EB)ξ∂p2
)
c21(p
2) +
dB
mA
+
dC
mB
]
,
(4.24)
where we recall from the preceding section that the triangle coefficients vanish: dC = dB = 0.
Performing the velocity expansion, using eq. (4.14), we can write c2(p2) as
c2(p
2) =
−2pi2α2
µ
(A+ 2B) ⇒ A+ 2B +D = 0, (4.25)
which precisely reproduces our earlier finding in eq. (4.11), now specialized to the gauge C = 0.
In general, the right-hand-side would be proportional to the triangle coefficient. The upshot
is that since this method operates at integrand-level, it should enable efficient calculations at
higher loops.
4.2 Precession from the amplitude
Given the 1PN Hamiltonian, eq. (4.3), it is a straightforward exercise in perturbation theory
to work out the perihelion precession rate. Following [49], we will adopt an approach which
eschews explicit knowledge of the Newtownian orbits but rather focuses on symmetries, namely
the Laplace-Runge-Lenz (LRL) vector
~A0PN = ~p× ~L− µα~r
r
(4.26)
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where ~L = ~r× ~p is the angular momentum. It is easy to check that it commutes with respect
to H0PN given in eq. (4.1). It is also easy to check that it does not commute with its first
post-Newtonian correction. However, this does not necessarily imply a precession, because
some terms may average to zero over one orbit. Instead of explicitly computing the average of
~˙A = −i[ ~A0PN, H1PN], a somewhat simpler but equivalent procedure is to average H1PN itself.
This can be done conveniently by writing terms as much as possible in terms of commu-
tators with H0PN, whose time-average trivially vanish, and powers of H0PN, which commute
with ~A0PN. For example, the identity in eq. (4.7) admits a variant which is more suitable for
bound orbits, where we perturb around the full leading Hamiltonian H0PN:
p2r
r
=
p2
r
+ µ2[H0PN, [H0PN, r]]− µα
r2
+ 2piδ3(r). (4.27)
The second term averages to zero, while the rest are terms already present in the Hamiltonian.
To simplify the other terms, we use that the following, being a commutator, averages to zero
(the so-called virial theorem):
i[H0PN, ~p·~r] = p
2
µ
− α
r
= 2H0PN +
α
r
. (4.28)
To simplify p
2
r itself, we write p
2 using the Hamiltonian and then use the preceding formula:
α
2µ
p2
r
≡
(α
r
+H0PN
) α
r
=
α2
r2
+ i[H0PN, H0PN~p·~r]− 2H20PN. (4.29)
In this way we can eliminate all nontrivial averages from the 1PN Hamiltonian (4.3) up to a
single one, 1/r2:
H1PN = −H
2
0PN
µ
(3A+ 4B + 4C) + i[H0PN, X] +
α2
µr2
(A+ 2B + C +D)︸ ︷︷ ︸
f0(A,B,C,D)
+2piα(C + E)δ3(r)
(4.30)
where X = 1µ{H0, p·r}(A + B + C) − iC[H0PN, αr]. This decomposition is advantageous
because the first term commutes with the LRL vector, the second term averages to zero, and
the last term vanishes classically, so the f0 term gives directly the time-averaged precession:
〈 ~˙A〉cl ≡ −i[ ~A0PN, 〈H1PN〉] ' f0(A,B,C,D)× [ ~A0PN,−i〈 α
2
µr2
〉]. (4.31)
We see that the classical precession is controlled by the same combination f0(A,B,C,D) which
controls the 1/
√−t coefficient in the one-loop scattering amplitude (4.10). This immediately
implies that there is no classical precession for half-BPS black holes in N = 8 supergravity,
and that this property is equivalent to the absence of scalar triangles noted in (3.28).
Physically, the first term in eq. (4.30) could be absorbed into a redefinition of the energy;
this appears to be at the heart of the so-called effective one-body parametrization. After this,
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the only remaining classical physical effect is the α2/(µr2) term which can be absorbed into
an effective metric; see [4, 50] for the generalization of this idea to higher orders.
For our purposes, the commutator term gives a simple way to redefine the LRL vector so
that it is conserved. Namely, we add a post-Newtonian correction to it:
~A1PN = i[ ~A0PN, X], (4.32)
which gives exactly:
〈[ ~A,H]〉full ≡ [ ~A0PN, 〈H1PN〉] + [〈 ~A1PN〉, H0PN] +O(2PN)
= f0(A,B,C,D)[ ~A0PN, 〈 α
2
µr2
〉] + 2piα(C + E)[ ~A0PN, 〈δ3(r)〉].
(4.33)
The first coefficient on the last line vanishes in the case ofN = 8 supergravity, while the second
coefficient affects only the s-wave states (zero angular momentum). Classically, this shows that
a conserved LRL vector continues to exist inN=8 including the leading relativistic corrections.
(For an elegant relativistic form of the LRL vector in a different setup, see [13].) At the
quantum level, this shows that the SO(4) symmetry responsible for the Hydrogen-like quantum
mechanical degeneracies in the energy levels is preserved (at least for angular momenta L > 0),
ensuring that the bound states in N = 8 supergravity retain their degeneracies at 1PN order
(H ∼ µα4). The degeneracy extends to L = 0 if and only if the contact interaction coefficient
C + E = 0; the method of the preceding section does not allow to reliably compute this
coefficient.
As a validation of these results, we can work out quantitatively the precession in other
theories where f0 6= 0. The average in eq. (4.31) can be written as (see for example [49],
section 5), 〈 α2
µr2
〉 = α(−2µH0PN )3/2/[µ2L], where L is the magnitude of the conserved angular
momentum vector. Using Leibniz rule we have, classically, [ ~A,−i/L] = (Lˆ × ~A)/L2, so the
precession rate (4.31) can be written as
〈 ~˙A〉cl = f0(A,B,C,D) α
µ2L2
(−2µH0PN )
3
2 (Lˆ× ~A). (4.34)
Multiplying by the period T = 2piµ2α/(−2µH0PN )3/2 gives the following angular precession
per orbit:
∆φ = −2piα
2
L2
f0. (4.35)
Comparing with eq. (4.10) we can express this directly in terms of a coefficient in the one-loop
amplitude:
∆φ =
µ
piL2
A˜1−loop
∣∣∣
1√−t
. (4.36)
This is the main result of this section: it expresses the 1PN precession, in any theory. in
terms of the 1-loop on-shell scattering amplitude; it vanishes in N=8 because triangles are
absent. A more direct derivation (by-passing an effective Hamiltonian) would be interesting.
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As a simple validation, we can check that this reproduces the celebrated result in General
Relativity, taking the coefficient of 1/
√−t in the amplitude in eq. (3.39):
(∆φ)GR =
6pi(GNmAmB)
2
L2
. (4.37)
5 Probe limit
An important question now is to determine whether the lack of precession just calculated to
first post-Newtonian order survives to higher orders and beyond perturbation theory. For
getting a hold of the answer, we turn to the probe limit, mB → 0, where we can study bound
orbits to all orders in velocity, in terms of geodesic motion in a classical background solution.
This will be most conveniently done by uplifting the N=8 theory to type IIA supergravity
compactified on a T6.
For the heavy background mA, we choose a stack of D6 branes, which preserves all the
symmetries of the torus. Using a D6 probe with various U(1) flux, we will be able to realize
the general case of three angle charge misalignment described in section 2. As a warm-up,
we first consider D2 and D0 branes, the latter being magnetically charged with respect to the
D6. We will find no precession to all orders in velocity, in all cases. The central charges of
these various probes are worked out in appendix B.
5.1 D2 probe in D6 background
For pedagogical reasons, let us start with a D2 brane probe, since it interacts neither mag-
netically nor electrically with the D6 background. This will realize a single free misalignment
angle, corresponding to the probe’s Kaluza-Klein momentum. As we will see shortly, there
is no Newtonian force in this case, and no closed orbits, but it is nonetheless an instructive
starting point. The DBI action in this case is:
SD2 = TD2
∫
d3ξe−Φ
√
−det(γab) (5.1)
where γab is the induced metric on the brane. The background metric induced by the D6
stack, see [51], is a BPS solution carrying electric charge with respect to A7:
ds2 = − 1√
H(r)
dt2 +
√
H(r)(dr2 + r2dΩ2) +
1√
H(r)
6∑
i=1
dxidxi (5.2)
where
H(r) = 1 +
4GNmA
r
, GN =
g2s l
2
s
8
(
(2pils)
6
Vol(T6)
)
. (5.3)
Here the dilaton field (we absorbed the string coupling into T2 so that Φ vanishes at infinity)
is given as
eΦ = H(r)
−3
4 . (5.4)
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Since the background metric is translation invariant along the T6, we can look for solutions
where the D2 spans only two directions of the torus and is supported on a point in the four
other directions. Two integrations can then be done trivially, so the action effectively becomes
the action of a point particle in a gravitational background
SD2 = mB
∫
dλ
√
g˜mn∂λXm∂λXn (5.5)
where the effective metric, g˜mn = e−2Φg⊥⊥g⊥⊥gmn is explicitly:
ds˜2 = −dt2 +H(r)(dr2 + r2dΩ2) +
6∑
i=1
dxidxi . (5.6)
Let us now briefly review the standard procedure from this point. Now one can choose a
specific parametrization λ = τ , along which:
g˜mn
dxm
dτ
dxn
dτ
= −1. (5.7)
Taking the conserved angular momentum to be in the z direction, the quantities conserved by
the equations of motion are then:
E = −g˜00 dt
dτ
,
P⊥i = g˜ii
dxi
dτ
(i = 4 . . . , 9),
Pφ = g˜φφ
dφ
dτ
= g˜rrr
2 sin2 θ0
dφ
dτ
.
(5.8)
Here θ0 is a constant, equal to θ0 = pi/2 for the moment since the motion is in the equatorial
plane, but we introduce it for future use below. Now we can rewrite eq. (5.7) as a function of
conserved variables eq. (5.8):
E2
g˜00
+ g˜rr
(
dr
dτ
)2
+
P 2φ
˜gφφ
+
P 2⊥i
g˜⊥⊥
= −1. (5.9)
Using this formula to solve for dφdr and integrating it gives the angular change over a given
change of r:
∆φ =
∫ rmax
rmin
dr
dφ
dr
=
∫ rmax
rmin
dr/r√
((E2−P 2⊥)g˜rr(r)
g˜00(r)P 2φ
r2 sin4 θ0 − g˜rrr2 sin4 θ0P 2φ − sin
2 θ0
. (5.10)
Setting sin θ0 = 1, this reduces to:
∆φ =
∫ rmax
rmin
dr/r√
(E2−P 2⊥)
P 2φ
H(r)r2 − H(r)
P 2φ
r2 − 1 (5.11)
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Zθ0
Figure 5. The orbit of an electrically and magnetically charged object is confined to the surface of a
cone with half-angle θ0.
Notice that the argument of the square root is a quadratic polynomial in r (because H(r) =
1 + 4GNmAr is linear in 1/r), and so it has two roots. For a closed orbit, these two roots rmin
and rmax would be positive, and the integral could be rewritten as a contour integral, as will
be done in the other examples below. In the case of eq. (5.11) it is easy to see however that
the roots will never be both positive - there are no closed orbits.
5.2 D0 probe in D6 background
As a second step toward the general case, let us now consider the case of a D0 brane, which
carries magnetic charge with respect to the A7 RR-form sourced by the D6 (it is dual to the
A0 field to which the D0 couples, dA7 = ∗dA0).
The DBI action for the D0 brane can be written as:
Sp = mB
∫
dλe−Φ
√
−gmn∂λXm∂λXn +N0
∫
Am
dxm
dλ
dλ (5.12)
where mB is the mass and N0 is the number of D0 brane probes. The vector potential takes
the familiar Dirac monopole form
~A(r) =
N6
2r
[~r × ~n]
r − (~r · ~n) (5.13)
where N6 is the number of D6 branes. Note that the vector potential is nonvanishing only
along the four space-time directions ~r = (0, x, y, z), because the D6 background fills the T6.
This has constant magnetic flux,
~B = ~∇× ~A = N6
2
~r
r3
(5.14)
and the extremality constraint on the D0 and D6 brane masses and charges can be written as
8GNmAmB = N0N6. (5.15)
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This satisfies the Dirac quantization condition (2.10) with φi = pi2 . Now in order to check
whether we have precession or not, again, we find it useful to redefine the metric so g˜mn =
e−2Φgmn:
ds˜2 = −H(r)dt2 +H2(r)(dr2 + r2dΩ2) +H(r)
6∑
i=1
dxidxi . (5.16)
Note that this differs from eq. (5.6) by a factor H(r): this was cancelled there by the volume of
the two torus. Following the same procedure as the D2 case, we can choose a parametrization
such that eq. (5.7) holds for our metric. The conserved quantities are then identical to eq. (5.8),
with the exception of the angular momentum vector which acquires an extra term:
~L = ~˜L+
N0N6
2
~r
r
(5.17)
where L˜ denotes the conventional angular momentum vector. This is a well-known fact about
magnetic charges (see for example [25, 34]) which can be easily verified using the equation of
motion from the action (5.12). If we choose L to be along the z-direction we have:
~L · ~r = N0N6r
2
⇒ z
r
=
N0N6
2Lz
≡ cos(θ0). (5.18)
This shows that the motion of the probe particle is confined to the surface of a cone with
half-angle θ0 whose tip lies at the D6 stack, see fig. 5. Substituting this relation back into
eq. (5.17) then gives:
Lz = mB g˜φφ
dφ
dτ
+
(N0N6)
2
4Lz
⇒ Pφ ≡ g˜φφdφ
dτ
=
Lz sin
2 θ0
mB
. (5.19)
We can now calculate the precession angle over an orbit for the D0-D6 system using the
general formula (5.10) and the above expression for Pφ in terms of the conserved quantity Lz:
∆φ = 2
∫ rmax
rmin
dr
dφ
dr
=2
∫ rmax
rmin
dr/r√
m2B(E
2−P 2⊥)
L2z
H(r)r2 − sin2 θ0 − m
2
BH
2(r)r2
L2z
(5.20)
Recall that H(r) = 1 + 4GNmAr . Now:
m2B(E
2 − P 2⊥ − 1)
L2z
r2 +
4GNmAm
2
B(E
2 − P 2⊥ − 2)
L2z
r −
(N0N6)
2
4︷ ︸︸ ︷
16G2Nm
2
Am
2
B
L2z
− sin2 θ0 =
m2B(E
2 − p2⊥ − 1)
L2z
r2 +
4GNmAm
2
B(E
2 − P 2⊥ − 2)
L2z
r− cos2 θ0 − sin2 θ0︸ ︷︷ ︸
−1
.
(5.21)
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On the first line we used the BPS condition (5.15). Remarkably, the constant term in the
polynomial is equal to −1, which implies that the orbits do not precess:
∆φ =2
∫ rmax
rmin
dr/r√
m2B(E
2−p2⊥−1)
L2z
r2 +
4GNmAm
2
B(E
2−P 2⊥−2)
L2z
r − 1
=
∮
dr/r√
m2B(E
2−p2⊥−1)
L2z
r2 +
4GNmAm
2
B(E
2−P 2⊥−2)
L2z
r − 1
= 2pi.
(5.22)
The second line follows from the fact that the denominator is again quadratic in r: this allows
the integral over an orbit to be deformed into a contour integral around the pole at r = 0.
We note the crucial role of the BPS conditions which relates the product of masses to the
product of charges and therefore to the opening angle of the cone (specifically sin θ0 term
in eq. (5.21)). The fact that a magnetic monopole possess a conserved Laplace-Runge-Lenz
vector is well-known in the non-relativistic limit (see [24, 25]); here we found that the metric
(5.16) leads to no precession for a magnetic charge even for relativistic velocities.
5.3 D6 probe with flux: general 3-angle case
Having gone through these two examples, we are ready to consider a configuration which
realizes the general case of three misalignment angles between the central charges. This is
realized by turning on U(1) flux on the D6 probe: this flux generates D0, D2 and D4 charges.
The DBI action in this case can be written as:
SDBI = TD6
∫
d7ξe−Φ
√
−det(γab + 2piα′Fab) +
∫
p−brane
C ∧ eF (5.23)
Maintaining translation symmetry along the T6, we can turn on U(1) fluxes along 3 different
planes:
∫
F45dx4dx5 = 2pif1,
∫
F67dx6dx7 = 2pif2,
∫
F89dx8dx9 = 2pif3. Integrating the DBI
action along the 6 extra dimensions yields an action for a point particle in four dimensions,
S = m′B
∫
dλe−Φ
√√√√ 3∏
i=1
(g2⊥⊥ + f
2
i )gmn∂λx
m∂λxn + f1f2f3(N
′
6)
∫
Am
dxm
dτ
dτ + q
∫
A0
dt
dτ
dτ
(5.24)
Here Am is (N6 times the Dirac monopole) vector potential given in eq. (5.13), and A0 gives
a static electric field from integrating the C7 flux. We can extract the (asymptotic) mass of
the probe black hole from this equation to be:
mB = ((1 + f
2
1 )(1 + f
2
2 )(1 + f
2
3 ))
1
2m′B, m
′
B = TD6Vol(T
6). (5.25)
Again we get an effective four-dimensional metric:
g˜mn = e
−2Φgmn
3∏
i=1
(g2⊥⊥ + f
2
i ). (5.26)
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Note that the extremality constraint for two D6 branes can be written:
8GNmAm
′
B = N6N
′
6
Vol(T6)
(2pils)6
(5.27)
Proceeding as in the preceding two examples, the conserved quantities are:
E = −g˜00 dt
dτ
+
q
m′B
A0
P⊥i = g˜ii
dxi
dτ
=
e−2Φ(r)√
H(r)
dxi
dτ
i = 10− p, ..., 9
Pφ = g˜φφ
dφ
dτ
= e−2Φr2 sin2 θ0
√
H(r)
dφ
dτ
(5.28)
Since the electric potential makes the force vanish for static charges in the case of vanishing
fluxes, the Lagrangian in that limit must be r-independent we have simply
d
dr
(
√
g˜00 +A0) = 0 ⇒ A0 = −
√
g˜00
∣∣∣
f1=f2=f3=0
. (5.29)
In addition, notice that we have a system of dyons, so similar to the D0 case the motion
is confined on the surface of a cone. The cone angle and angular velocity are given as in
eqs. (5.18) and (5.19):
cos θ0 =
N6N
′
6f1f2f3
2Lz
, Pφ ≡ g˜φφdφ
dτ
=
Lz sin
2 θ0
m′B
. (5.30)
Same as before, using eq. (5.10) we can write:
∆φ = 2
∫ rmax
rmin
dr
dφ
dr
= 2
∫ rmax
rmin
dr/r√
((E−A0)2−P 2⊥)g˜rr(r)m′2B
g˜00(r)L2z
r2 − g˜rrr2m′2B
L2z
− sin2 θ0
(5.31)
Remarkably, recalling that H(r) = 1 + 4GNmAr , we again have a quadratic polynomial in r
inside the square root! Deforming again to get a contour integral around the r = 0 pole, we
have:
∆φ =
2pii√(
(2pils)6
Vol(T6)
16f21 f
2
2 f
2
3G
2
Nm
2
Am
′2
B
L2z
− sin2 θ0
)
=
2pii√
− cos2 θ0 − sin2 θ0
= 2pi.
(5.32)
Thus, thanks to the extremality condition, we find again that there is no precession and the
orbits close, to all orders in velocity!
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6 Conclusion
In this paper, we studied the precession of orbits for bound states of two extremal (half-BPS)
black holes in N=8 supergravity. In order to have interesting dynamics, we considered black
holes that have misaligned electric and/or magnetic charge vectors, so that the static force
between them does not cancel out. The general configuration of pairs of charge is labelled
by three angles (see eq. (2.8)). The precession of orbits is viewed as a diagnosis of whether
this theory possesses hidden symmetries. As a first step toward answering this question, we
worked out the relevant on-shell scattering amplitude to one-loop accuracy and use them to
determine the precession to first post-Newtonian order.
Our main results are as follows. In eq. (3.28) we observed that the one-loop amplitude
for black hole scattering satisfies the no-triangle property, which was previously known for
massless graviton scattering (see [36]). In section 4, using standard effective theory methods
to link the scattering problem to closed orbits, we found that the no-triangle property is
equivalent to absence of precession in the orbits (see eq. (4.36)). A quantum version of the
Laplace-Runge-Lenz (LRL) vector remains conserved, implying that the quantized energy
levels retain the degeneracies of the hydrogen atom, at least for states with nonzero angular
momenta (see eq. (4.33)). In section 5, we extended the classical computation to all orders
in the velocity in the probe limit mB → 0, by uplifting the black holes to branes in string
theory where we could use the Born-Infeld action. Remarkably, even in the most general case
involving electric and magnetic charges and arbitrary velocity, we found no precession (see
eqs. (5.22) and (5.32)).
We are thus motivated to make the following “no-precession” conjecture: that the energy
levels of a pair of black holes in N=8 supergravity retain the degeneracies of the hydrogen
atom to all orders in the perturbation theory. These energy levels can be measured, for
example, from the position of poles in the 2→ 2 scattering amplitude of black holes.
Notice that the conjecture is formulated in terms of degeneracies rather than actual pre-
cession angle or conserved quantities. This makes it meaningful at the quantum level. But
this is also important classically: because of radiation effects, which appear at higher orders in
the post-Newtonian expansion and make the black hole pair an open system, even the energy
of the pair is not meaningfully conserved. Similarly, there would be no reason to expect the
LRL charge of the black holes to be conserved unless one accounts for a possible LRL charge
carried away by the radiation. While one might try to construct such charge, looking at the
spectrum avoids this difficulty. Physically, scattering amplitudes avoid the complications of
open systems because they answer exclusive questions, such as the probability that the black
holes scatter and not radiate (or, emit a specific pattern of radiation). The orbits not being
stable means that the energy levels have an imaginary part (as defined from the position of
S-matrix poles), but the question of their degeneracies remains well-posed to all orders in
GN .2
2 At the nonperturbative level, the S-matrix (or even infrared-finite combinations of S-matrix elements
involving for example coherent states [52, 53]) may not possess infinitely sharp poles, due to infrared radiation
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An important next question is to determine whether the conjecture holds true at the next
post-Newtonian order, and what are its implications. At one-loop, assuming the no-precession
principle provides a symmetry explanation of the no-triangle property. An interesting possi-
bility is that the conjecture implies novel constraints on the integrand at two-loops and higher.
This question should be particularly tractable in the one-angle case, where the integrand is
already known to high order (being equal to that of ten-dimensional graviton scattering with
nonvanishing Kaluza-Klein momenta, see discussion below eq. (2.11)); the integrand-level
matching technique from ref. [46] should also greatly simplify the calculation of precession, as
reviewed in section 4.1.1. Other probes, such as the bending of light, could also be interesting
to study.
Another key question is whether the LRL vector uplifts to give Ward identities for higher-
point amplitudes – in a similar way that the dual conformal symmetry of planar N = 4 super-
Yang-Mills can be defined for arbitrary number of legs [54] – and whether the realization
of N=8 as double-copy of N = 4 helps construct this symmetry. Finally, given that the
calculations in section 5 were done at the level of ten-dimensional probes, one wonders whether
some more fundamental underlying symmetry exists already in ten dimensions.
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A Dimension of coset space
In this appendix, we show the details of how one can derive the parametrization of the double
coset space introduced in (2.8). First, Let’s identity SU(8)/H coset space. By acting with
SU(8) generators on our canonical form,
C =
(
0 14×4
−14×4 0
)
(A.1)
we get:
C˜ =
63∑
i=1
(1 + iT Ti )C(1 + iTi) = C + i
63∑
i=1
(
T Ti · C + iC · Ti
)
, (A.2)
where Tis are the generators of the SU(8) algebra. Then by definition of the subgroup H, the
points C˜s belongs to the tangent space of the SU(8)/H and any element in the tangent space
and resulting Sudakov logarithms, which effectively spread poles over a nonperturbatively small window.
Whether the degeneracies are well defined nonperturbatively, or only to all orders in the coupling, is a question
we leave to future work.
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can be written in this way by the appropriate choice of parameters. These elements have the
following form:
C˜ =
(
A B
B? −A?
)
, (A.3)
where A is complex and antisymmetric and B is traceless and antihermitian. Tracelessness
of B comes from the tracelessness of the generators of SU(8). Now we need to figure out by
acting with an H generator on this element which directions we can probe, in other words,
what are our invariant angles:
C˜ ′ =
36∑
i=1
(1 + iT TH,i)C˜(1 + iTH,i) = C˜ + i
36∑
i=1
(
T TH,i · C˜ + iC˜ · TH,i
)
, (A.4)
where TH,i denote generators of H. Once we have the form of C˜ ′ it is easy to see how many
directions in the coset space generators of H span. One just needs to build the matrix of
the coefficients of each of the 36 generators of H, which is 36 × 27 dimensional (number of
independent coefficient can be calculated from eq. (A.3) to be 27). The rank of this matrix
is 24, thus there are 24 different direction that can be probed by H (these are the invariant
angles) and 3 directions not accessible by H are the one parametrizing the angles of the double
coset space H\SU(8)/H.
One can easily show that a generic element of the double coset space can be brought to the
following form by the appropriate SU(8) transformation.
CB = mB ×

eiφ1
eiφ2
eiφ3
eiφ4
−eiφ1
−eiφ2
−eiφ3
−eiφ4
,
4∏
i=1
eiφi = 1. (A.5)
B Black holes charges from brane configurations
Here we compute the central charge of the black branes used in section 5 and extract the
corresponding four-dimensional central charges. We can then study the misalignment angles
between the charges in each setup. The supersymmetry algebra for the extended objects is
mentioned in [55] (see also [56]) and gives the anticommutator.
{Qσ, Qρ} = 2(CΓ10Γµ)σρPµ + 2T (CΓµ1...µp)Tµ1...µp , (B.1)
where Γµ1...µp is the antisymmetrized product of Dirac matrices in ten dimension and T is the
p-volume tension of the extended objects. For the D6 brane stretched in directions 4 . . . 9, for
example,
{Qρ, Qσ} = 2(CΓ10Γm)ρσPm + TD6(CΓ4...9)ρσ. (B.2)
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Dimensionally reducing to four dimensions, we decompose the ten-dimensional spinors and
gamma matrices into tensor products of four- and six-dimensional ones, for example
(CΓ10Γm)ρσ = (cγµ)αβ(CΓ7Γ7)AB + cαβ(CΓmΓ7)AB,
(CΓ10)ρσ = (c)αβ(CΓ7)AB,
(CΓ4...9)ρσ = (cγ5)αβ(CΓ7)AB
, (B.3)
where α, β = 1, . . . , 4 are SO(3,1) gamma matrices and A,B = 1, . . . , 8 are SO(6) gamma
matrix indices which are the 8×8 skew symmetric central charges coming from KK momentum
or charges of 10d extended object. It is beneficial to enumerate these central charges to
confirm that we can produce all 28 antisymmetric matrices. Since Dp and D(6-p) branes
are charged under the potentials dual to each other, dA7−p = ∗dAp+1, we have CD0 = iCD6
and CD2 = iCD4, meaning that counting both Dp and D(6-p) would be redundant. Central
charges of the KK momentum, D0 brane, D2 brane and the fundamental string respectively
are then:
ΓmΓ7, iΓ7, iΓmn, Γm, (B.4)
whose total number adds up to 6+1+15+6=28 as expected. To connect to the general discus-
sion in section 2, we now write the relevant charges used in section 5 as 8 × 8 matrices. For
the background D6 brane we get, in a suitable basis:
CA = mAΓ7 ' mA

1
1
1
1−1
−1
−1
−1
. (B.5)
For the D6 probe with fluxes, we get in addition D0, D2, and D4 charges along various planes,
so the central charge is
CB = m
′
B(Γ7(1 + if1f2f3) + Γ45(if1 + f2f3) + Γ67(if2 + f1f3) + Γ89(if3 + f1f2)) (B.6)
Working in the same basis, this matrix can be brought to the general form given in (2.8), with
mass mB = m′B
∏
i(1 + f
2
i )
1/2 and phases
e2iφ1 =
(1 + if1)(1− if2)(1− if3)
(1− if1)(1 + if2)(1 + if3) , e
2iφ3 =
(1− if1)(1− if2)(1 + if3)
(1 + if1)(1 + if2)(1− if3) , (B.7)
e2iφ2 =
(1− if1)(1 + if2)(1− if3)
(1 + if1)(1− if2)(1 + if3) , e
2iφ4 =
(1 + if1)(1 + if2)(1 + if3)
(1− if1)(1− if2)(1− if3) . (B.8)
One can see that
∏4
i=1 e
φi = 1, showing how the Pfaffian constraint in eq. (2.2) is automatically
satisfied in this brane setup.
C Scalar amplitudes without direct use of superspace
In this appendix, we propose another derivation of the superamplitudes Aφφ¯η and Aφφ¯ηη which
does not require introducing the massive superspace. We choose the initial scalar states to be
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identical complex scalars (see the discussion above eq. (3.6)). Now starting from the Ward
identities, eqs. (3.2) and (3.1), we recall:
QI =
n∑
i=1
qIi and Q¯I =
n∑
i=1
q¯I,i I = 1, 2 . . . 8
annihilate the superamplitude:
QIAn = 0 Q¯IAn = 0.
The goal is to find the linear combinations of supercharges which kill both the scalar and
its complex conjugate thus when they act on the amplitude, they only act on the massless
particles. In total there are 16 complex supercharges QIα and Q¯Iα˙, or 32 real supercharges,
there are 24 linear combinations of these 32 supercharges which commute and kill the complex
scalar state. These linear combinations are different for different scalars in the supermultiplet.
We chose our initial scalar state such that it is killed by:
qIα,φ|φ〉 = 0 I = 5 . . . 8
q¯Iα˙,φ|φ〉 = 0 I = 1 . . . 4(
q¯Iα˙ − pαα˙
m
CIJq
J
α
)
|φ〉 = 0 I = 5 . . . 8.
(C.1)
And for its complex conjugate we have:
qIα|φ¯〉 = 0 I = 1 . . . 4
q¯Iα˙|φ¯〉 = 0 I = 5 . . . 8(
q¯Iα˙ − p
′
αα˙
m
CIJq
J
α
)
|φ¯〉 = 0 I = 1 . . . 4.
(C.2)
It can be easily seen that for a state containing both the scalar and its complex conjugate,
there are only 16 independent commuting combinations which kill the product state:
Q˜Iα|φφ¯〉 =
(
pαα˙
m
(q¯Iα˙,φ + q¯Iα˙,φ¯)−
CIJ
m
(qJα,φ + q
J
α,φ¯)
)
|φφ¯〉 = 0 I = 5 . . . 8
Q˜Iα|φφ¯〉 =
(
p′αα˙
m
(q¯Iα˙,φ + q¯Iα˙,φ¯)−
CIJ
m
(qJα,φ + q
J
α,φ¯)
)
|φφ¯〉 = 0 I = 1 . . . 4.
(C.3)
Now for any superamplitude containing this product state we have 16 equations which act on
the rest of the states in the superamplitude. Schematically:
Q˜IAη1...ηnφφ¯ = 0(
q˜Iφ + q˜
I
φ¯ +
n∑
i=0
q˜Iηi
)
Aη1...ηnφφ¯ = 0
n∑
i=0
q˜IηiAη1...ηnφφ¯ = 0.
(C.4)
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For the 3-point vertices, we have 8 ηIs and 16 commuting supercharges acting linearly on the
superamplitude, so the problem is overconstrained.
Q˜IAηφφ¯ = 0(
Q˜Iφ + Q˜
I
φ¯
)
Aηφφ¯ + Q˜IηAηφφ¯ = 0
Q˜IηAηφφ¯ = 0.
(C.5)
Now using the explicit form of the Q˜I given in eq. (C.3) for the left hand side, we have:(
[ξ| pA
mA
|3〉ηI − CIJ
mA
[ξ3]
∂
∂ηJ
)
ALηφφ¯ = 0 I = 5 . . . 8, (C.6)
here ξ is an auxiliary spinor state. Also as expected, this equation is enough to fix the
superamplitude. The second equation in (C.3) can be used for consistency checks. Solving
the first order Grassmannian differential equation we find out:
ALφφ¯η = ALφφηe
∑4
I=1
〈3|pA|ξ]CIJA
[3ξ]m2
A
ηIηJ
, (C.7)
which is the covariant form of eq. (3.9). Now let us use eq. (C.5) to get the Aφφ¯ηη. Here we
have 16 superspace parameters, so we need all the 16 supercharges to fix the amplitude.(
〈3| pA
mA
|4]η3,I + 〈4| pA
mA
|4]η4,I − CIJ
mA
[34]
∂
∂η3,J
)
ALφφ¯ηη = 0 I = 5 . . . 8(
〈4| pA
mA
|3]η4,I + 〈3| pA
mA
|3]η3,I − CIJ
mA
[43]
∂
∂η4,J
)
ALφφ¯ηη = 0 I = 5 . . . 8.
(C.8)
So we get Aφφ¯ηη to be:
ALφφ¯ηη =ALφφ¯ηη exp
(
4∑
I=1
CIJA
[34]mA
(
〈3| pA
mA
|4]η3,Iη3,J + 〈4| pA
mA
|4]η4,Iη3,J
− 〈4| pA
mA
|3]η4,Iη4,J − 〈3| pA
mA
|3]η3,Iη4,J
))
.
(C.9)
This is the covariant form of eq. (3.21).
D Comments on subtleties with monopole scattering
As mentioned in section 3, there are some subtleties in interpreting the tree and one-loop
scattering amplitudes in eqs. (3.16) and (3.27) in the case that particles have magnetic charges.
These subtleties prevent us from being confident about our extraction of the one-loop long-
distance force between such objects (although the probe limit calculation in section 5 does
show that there is no precession in this case).
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The difficulty arises when one tries to be fully precise about the meaning of the t = 0 pole
computed for the tree amplitude in eq. (3.16). Imposing t = 0 and the on-shell conditions
for the external particles generally yields two complex solutions: if the incoming particles are
along the z axis, these satisfy respectively (qx ± iqy) = 0. This is similar to the familiar fact
that there are two types of complex on-shell three-particle vertices for massless particles, but
here we are discussing the exchange of a massless particle between two massive ones. On
each of these solutions, the ratio xA/xB can be computed to be e±ηAB , respectively. What
eq. (3.16) predicts is really the residue on each of these two separate solutions, which differ
by the sign of ηAB.
Now, it is usually assumed that a scattering amplitude for spinless particles is a function
only of Mandelstam invariants s and t. Any such a function will give the same coefficient of
1/t for each of the t = 0 poles, because s depends only on cosh(ηAB). However, looking at
the prediction (3.16), one finds that the two residues are not equal:
Atreeφφ¯φφ¯
∣∣∣
pole 1
−Atreeφφ¯φφ¯
∣∣∣
pole 2
= 8piGN
m2Am
2
B
−t
[
4∏
i=1
2 sinh
(
η − iφI
2
)
−
4∏
i=1
2 sinh
(−η − iφI
2
)]
= −16piiNABmAmB sinh ηAB−t .
(D.1)
Here we have used that
∏4
i=1 e
iφI = 1 to simplify, and used trigonometric identities to express
the discrepancy in terms of the Dirac-Zwanziger bracket NAB defined in eq. (2.10). This is
an integer which measures the magnetic flux that effectively couples the two particles. The
conclusion is that when NAB is nonzero, the scattering amplitude cannot be a function of only
Mandelstam invariants s, t.
This is a well-known result, with a simple semi-classical explanation [33, 34]: the inte-
grated Lorentz force gives a momentum transfer δ~p ∼ NAB ~v×~b~b2 , writing ~b semi-classically as
the momentum gradient of a scattering phase requires a strong dependence on the azimuthal
angle, A ∝ eiNABϕ. But if the amplitude were to depend only on Mandelstam invariants, it
could not possess such a dependence on the azimuthal angle.
A simple resolution is that the S-matrix is only expected to be gauge-invariant under
gauge transformations which vanish at infinity. The vector potential associated with (say) a
static monopole with unit charge depends on the choice of a direction for a “Dirac string” ~n
which remains visible at arbitrarily large distances.
~A(r) =
1
2r
[~r × ~n]
r − (~r · ~n) (D.2)
Therefore, minimally, the amplitudes must depend in addition on the choice of a Dirac string
direction ~n. (The amplitude is really the section of a U(1) bundle and one should avoid
the singularity along ~n by gauge-transforming to a different chart.) For the discussion it is
useful to have an explicit form of the gauge transformations which moves the Dirac string.
This transformation must have two singular points on the Riemann sphere, which is easily
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constructed by taking the phase of a ratio of spinors (which produce holomorphic functions
on the sphere):
~An′ = ~An + ∂µφ, φ = arg
〈xn〉
〈xn′〉 . (D.3)
Here 〈x| is a spinor in the direction of the coordinate x. Since this phase does not vanish
at infinity, it is not surprising that scattering states depend on ~n. Specifically, applying the
same gauge transformation to the initial and final states, the S-matrix element will have the
following gauge-transformation property:
Aφφ¯φφ¯ → Aφφ¯φφ¯ ×
( 〈pn〉[p′n]
[pn]〈p′n〉
/〈pn′〉[p′n′]
[pn′]〈p′n′〉
) 1
2
NAB
. (D.4)
So far, our discussion has been nonrelativistic and the spinor |p〉 is a three-dimensional spinor
defined in the rest frame of the system. It admits however a simple relativistically covariant
expression. We simply construct a rank-one 2 × 2 matrix which has two left-handed chiral
indices, and can therefore be factorized into a product of two spinors:(
1
2 [/pA, /pB]−
√
(pA·pB)2 −m2Am2B
)
α˙β˙
≡ |p〉α˙〈p¯|β˙ . (D.5)
The second spinor, |p¯〉, points in the direction opposite to |p〉. The transformation law then
becomes Lorentz-invariant if we label the Dirac string by a null vector nµ. The spinor factor
in eq. (D.4) gives the complete dependence of the amplitude on the Dirac string direction;
dividing by a suitable factor we can now remove this dependence. Insisting to preserve Lorentz
and little-group invariance leaves an essentially unique factor:
Aφφ¯φφ¯ =
( 〈pn〉〈p′p¯〉
〈p′n〉〈pp¯〉
/
[pn][p′p¯]
[p′n][pp¯]
) 1
2
NAB
×A′φφ¯φφ¯(s, t), (D.6)
where the reduced amplitude A′ now depends only on Mandelstam invariants. Pleasingly, in
the forward direction, this reproduces the azimutal angle dependence (〈p′p¯〉/[p′p¯])N/2 ∼ eiNφ,
in agreement with the semi-classical force calculation. This also shows that the wavefunc-
tion is single-valued, provided NAB is an integer; from the symmetries we thus expect the
nonperturbative amplitude to take the form (D.6).
Although the phase proportional to N looks nonperturbative, we expect physically that
the (small) long-range force between objects can still be computed perturbatively in terms
of on-shell exchanges. We leave an understanding of cutting rules for monopole objects to
the future, with the understanding that the expressions in section 3.3 for one-loop cuts are
rigorously valid for objects with only electric charges (i.e., the two-angle case), and may or
may not be correct for NAB 6= 0.
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E Quantum mechanical matrix elements
Here we compute quantum mechanical matrix elements of the terms proportional to α in the
0PN and 1PN effective Hamiltonians in eqs. (4.1) and (4.3):
H(1) = −α
r
+B
α
µ2
p2
r
+ C
α
µ2
p2r
r
. (E.1)
The calculations are standard but it is helpful to have them recorded at one place. The
transform of the first term is familiar,
〈p′|1
r
|p〉 =
∫
d3r
1
r
ei~r·(p−p
′) =
4pi
(p− p′)2 . (E.2)
For p2/r, according to the operator ordering stated below eq. (4.3) we simply get an extra
(p2 + p′2)/2, while for p2r/r we use the identity in eq. (4.7) to reduce it to the computation of:
〈p′|r|p〉 = − 8pi
(p− p′)4 . (E.3)
In this way we find
〈p′|H(1)|p〉 = − 4piα
(p′ − p)2
(
1− (B + C)p
′2 + p2
2µ2
)
+
2piαC~2
µ2
(
1− (p
′2 − p2)2
(p′ − p)4
)
. (E.4)
Restricting to the case where p′2 = p2 by energy conservation gives the result in eq. (4.6).
In the text we also need the second Born iteration of this potential, that is the loop
integral
∫
d3`
(2pi)3
〈p′|H(1)|`〉 1
E` − Ep − i0〈`|H
(1)|p〉 (E.5)
where Ep = p
2
2µ + A
p4
4µ3
, to be velocity-expanded to 1PN accuracy. Using that to this order
the propagator is
1
1
2µ(`
2 − p2) + A
4µ3
(`4 − p4) '
2µ
`2 − p2 ×
(
1−A`
2 + p2
2µ2
)
, (E.6)
the integral becomes
2µ(4piα)2
(
I0
(
1− (A+ 2B + 2C) p
2
µ2
)
− A+ 2B + 2C
2µ2
I1 +
C
µ2
(I3 − I2)
)
. (E.7)
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Here I0,1 and IC denote the integrals (using dimensional regularization with µ¯ = µ(4pieγE)−
the MS scale):
I0 ≡
∫
µ2dd`
(2pi)d
1[
`2 − p2 − i0](`− p)2(`− p′)2 = 18pi 1q2√−p2 − i0
[
log
q2
µ¯2
− 1

]
,
I1 ≡
∫
µ2dd`
(2pi)d
1
(`− p)2(`− p′)2 =
1
8q
,
I2 ≡
∫
µ2dd`
(2pi)d
1[
`2 − p2 − i0](`− p)2 = − 116pi√−p2 − i0
[
log
−p2 − i0
µ¯2
− 1

]
,
I3 ≡
∫
µ2dd`
(2pi)d
`2 − p2
(`− p)4(`− p′)2 =
1
2
I1.
(E.8)
Together with the Fourier transform of the second-order potential, 〈p′| 1
r2
|p〉 = 2pi2|p′−p| , this gives
the result in eq. (4.10).
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