Research has shown that honeybees have a remarkable ability to use landmarks to travel miles to find -and return to -a food source [1, 2] . The long-term goal of this research is to use physical robots, incorporating a variety of image processing approaches, to examine this ability. The results may also improve our ability to develop effective landmark guidance systems for robots.
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METHODS
This experiment trains a robot to find a target near a set of potential landmarks in a controlled environment. The robot is then tested in the same environment under four conditions: with the target and landmarks present, with only the target present, with only the landmarks present, and with both the landmarks and the target present, but the target moved.
The experiment environment consists of a 2.4m × 2.4m arena surrounded by white walls to allow control over the visual environment. Blue tape was placed on the top and bottom of the walls to mark its extent for the robot. The target object was a green tower approximately 10cm × 10cm × 16cm placed approximately 36cm from one corner of the arena. A 46cm × 30cm piece of red paper was placed on one wall approximately 45cm to one side of the target and a 46cm × 30cm piece of blue paper was placed approximately 45cm from the other side of the target. Note that when the robot approached within approximately 75cm of the target these pieces of paper were no longer in the field of view. These colored pieces of paper represent potential landmarks that the robot may learn to use to navigate. They are referred to as landmarks in the rest of the paper, but they were never explicitly treated as such -they are simply potential background cues.
In the demonstration phase, the robot is placed in each of four different starting locations; from each position, the robot is steered to the left until the target object is centered in the field of view and then driven toward the target until within 3cm of it, at which point the robot is moved to the next starting position. Trainers focus only on the target and ignore potential landmarks.
Evolution is done on-line. Evolution begins after the robot has received at least one demonstration each of a forward, a left, and a right command. Once evolution has begun each new command from the trainer creates a new training case that is added to the set of training cases followed by 5 generations of evolution. The training process typically resulted in 100 training cases and 350 generations (because evolution doesn't begin until the robot has received at least one demonstration each of a forward, a left, and a right com- mand many of the early training cases are collected before evolution begins).
The Research Robots
The robots used in these experiments were designed and built at the University of Idaho following Commodity Off the Shelf (COTS) design principles [3] . The robots consist of three basic components: an Android smart phone, an Arduino microcontroller, and a robot platform. The complete robot 1 is shown in Figure 1 . The robot uses two states during this experiment: Learning from Demonstration: In this state the robot receives drive instructions from a human operator with a remote control (a second phone). When the robot receives an instruction, it creates a training case. Each training case is the image the robot sees and the action taken. The commands that the trainer has access to are: forward, left, and right. Each command results in a discrete action, e.g. forward causes the robot to move forward approximately 6cm.
Autonomous Operation: In this state the robot does not receive commands from the trainer. The robot evaluates the current image from the smartphone's camera and uses an evolved neural network (NN) to make a decision.
Image Processing
The input the neural network receives is processed visual input from the phone's camera. The camera's image is divided into 40 cells in an 8×5 grid. For each cell the relative intensity of red, green, and blue is calculated and becomes Figure 3 : This is a labeled picture showing the starting positions and directions used in both training and testing. It was taken by the overhead camera used for data collection. The camera uses a fisheye lens in order to capture the entire arena, which causes some distortion.
an input to the NN. Figure 2 shows how an enhanced image's primary color components stand out.
The Genetic Algorithm

Neural Network Architecture
The neural network has 120 input nodes, a hidden layer with 5 nodes, and an output layer with 3 nodes. The inputs come from the processed image received from the smart phone camera. The 3 color components from each of the 40 cells are used as individual inputs in the neural network.
The neural network has three output nodes, one for forward, left, and right. The robot always takes the action corresponding to the highest output. The fitness function is designed to favor separating the highest output value (if it is the correct action) of the NN from the other lower values.
The Evolutionary Algorithm
A generational genetic algorithm (GA) was used to evolve the neural network weights. Individuals encode the weights of a complete multilayer perceptron neural network; each individual has 623 weights (120 input nodes×5 hidden nodes = 600, and 5 hidden nodes to 3 output nodes = 15 + 8 bias nodes). Initially the weights were randomly set in the range -1.0 to 1.0. An elitism of one is used.
Fitness was determined by comparing the correct (trainer supplied) action on each of the training cases to the output of the NN on the training cases. The training cases are categorized based on the correct action (left, right, and forward). The network can earn an equal amount of fitness for getting all the cases in a category correct, regardless of the number of cases within the category, i.e. the fitness value of each case is normalized by the number of other cases with the same action. The other parameters of the evolutionary algorithm are summarized in used to determine if a general GA and neural network are sufficient to learn to use landmarks.
Testing
The evolved neural networks are tested under four different conditions (described below). For each test the robot is placed in one of 6 different starting positions, facing away from the target object (Figure 3) . Starting locations 1 -5 differ from those used during training; starting position 6 is the same as used in training. The movement of the robot during testing is recorded using an overhead camera that records the robot's (x,y) coordinates and the motion tracks are presented in the results. A test was halted either when the robot was within 3cm of the target or one minute passed.
The four test cases:
• Test 1: target and landmarks are both present and in the same positions as during training -used to determine how well the robot learned the task.
• Test 2: only the target is present, in the same position as during training -used to determine whether the robot learned the target object.
• Test 3: only the landmarks are present, in the same positions as during training -used to determine whether the robot learned to use the landmarks.
• Test 4: target and landmarks are both present, but the target has been shifted by approximately 75cm -used to determine how the robot uses the combination of target and landmarks. Figure 4 shows the paths the robot took during testing. If the robot found the target (i.e. moved to within 3cm of it), the test was terminated. Otherwise, the robot continued to move for one minute before being stopped.
RESULTS
In every starting position in Test 1 ( Figure 4a ) the robot turns until it sees the target or a landmark and then approaches it, eventually refocusing on the target and reaching it.
In Test 2 (Figure 4b ), the robot only locates the target from starting position 1, the only position in which the landmarks would not be in the robot's field of view. From the other positions, the robot turns left for the duration of the test. Most movement away from the starting position is a result of drifting caused by differences in the treads and motor speeds of the robot. Trial 2 exhibits behavior in position 6 where it occasionally orients on the corner. In Trial 5, the robot would sometimes move forward. These cases suggest that the robot sometimes learns to use the blue tape around the border of the arena as a landmark.
In Test 3 (Figure 4c ), the robot goes to the corner of the arena and then begins searching for the target. The robot tends to approach the first landmark that becomes visible, and then turns to search the immediate area. The robot does not leave the corner after reaching it, instead searching until the test ends. Trial 2 again exhibits an additional fixation: after reaching the corner, the robot remains in that position, rather than searching the rest of the area.
In Test 4 (Figure 4d ), initial behavior resembles Test 3: the robot approaches the corner. Then the robot begins to search the immediate area. If the target becomes visible, the robot approaches it.
Analysis
The robot learned to approach the corner with the landmarks and target from novel, untrained positions. Once the robots gets close to the corner, the robot finds and approaches the target.
Test 2 shows that the trained neural network doesn't find the target from a distance without the landmarks. The target is smaller than the landmarks, so the robot does not learn to react to it from far away. Test 3 shows that the robot has a strong preference for the corner with the landmarks, even with the target not presence -cuing off the landmarks to stay within a small distance from where the target should be. Test 4 shows that, if the target becomes visible, the robot prioritizes it over other visual indicators. These behaviors closely mimic those observed in bees [2] . 
CONCLUSIONS
