We study a class of nonlinear stochastic partial differential equations with dissipative nonlinear drift, driven by Lévy noise. Our work is divided in two parts. In the present part I we first define a Hilbert-Banach setting in which we can prove existence and uniqueness of solutions under general assumptions on the drift and the Lévy noise. We then prove a decomposition of the solution process in a stationary component and a component which vanishes asymptotically for large times in the L p −sense, p ≥ 1. The law of the stationary component is identified with the unique invariant probability measure of the process.
Introduction
Stochastic differential equations for processes with values in infinite dimensional spaces have been studied in the literature under different assumptions on the coefficients and the driving noise term. They are intimately related with stochastic partial differential equations, looking upon the processes as taking values in the infinite dimensional state space expressing their dependence on the space variable. Among the by now numerous books on these topics for Gaussian noise let us mention [46, 47] , [56] , [96] , [60] , see also, e.g., [37] , [83, 84] , [99] . For the case of non Gaussian noises see [93] , [78] . In [13] a study was initiated concerning a class of non linear stochastic differential equations with Lévy noise and a drift term consisting of a linear unbounded space-dependent part (typically a Laplacian) and an unbounded non linear part of the dissipative type and of at most polynomial growth at infinity. This class is of particular interest since it contains the case of Fitz Hugh Nagumo equations with space dependence, on a bounded domain of R n or on bounded networks with 1-dimensional edges. Such equations are of interest in a number of areas including neurobiology and physiology, see, e.g., [5] , [109, 110] , [112] . It is also related with the stochastic quantization equation in quantum field theory, mostly studied with Gaussian noise, see [67] , [87] , [24] , [44] , [45] , [19] , [12] , and references therein. See also [11] for related equations with Lévy noise. For the SPDE equations of the FitzHug-Nagumo type with Lévy noise studied in [13] , existence and uniqueness of solutions was proven, as well as existence and uniqueness of invariant measures. Moreover asymptotic small noise expansion for the solutions have been established in the same paper [13] . In the present paper we further study the framework set up in [13] and provide a decomposition of the solution process in the sum of a stationary component and a component which vanishes asymptotically for large times in the L p -sense, 1 ≤ p < ∞, with respect to the underlying probability measure. The law of the stationary component is then identified with the unique invariant measure of the solution process. This is a an extension of a result that was proved before in the case of Gaussian noise in [6] . In part II we shall show that the invariant measure is the limit of explicitly given finite dimensional measures and we relate them in certain cases to the invariant measure for an Ornstein-Uhlenbeck process driven by a finite dimensional Lévy process in R n . We shall provide a general discussion of explicit invariant measures for Lévy driven processes in finite dimensions extending in particular the linear drift case of [101, 107] to the case of non lilnear drift.
For the derivation of these relations we shall use an adaptation to the case of Lévy noise of methods developed before in a diffusion setting (with Gaussian noise) which go under the name of h-transform, see [51] , or "ground state transformation", see, e.g., [18] and [94] . In the finite dimensional case this has been discussed in [30] , where the general case of finite dimensional Lévy noise has been considered.
We relate in particular the work in [30] to work on solutions of martingale problems and relations to weak solutions of Lévy driven SDE. Our explicit invariant measures in finite dimensions considerable extend previously known examples in [27] , [33] . The structure of part I of this series of two papers is as follows. In Section 2 the setting for the infinite dimensional stochastic differential equations with linear drift and Lévy noise is described. Cylindrical Lévy processes are hereby introduced and the invariant measure is discussed. In Section 3 the results on existence and uniqueness of solutions of such equations with non linear drift and of corresponding invariant probability measure are recalled. In Section 4 the basic theorem giving the additive decomposition of the solution process in a stationary and an asymptotically small component is formulated and proven. Its proof uses a double indexed finite dimensional approximant, one, m, referring to a Yosida approximation of the non linear term (which we allow to be non globally Lipschitz, typically with polynomial growth at infinity!) and the other one, n, referring to n-dimensional approximations of the SPDE. In the proof results on stochastic convolution (referring to [93] ) and Gronwall's type estimates are exploited.
Applications to the study of models described by PDE's of the FitzHugh-Nagumo type with Lévy noise will be presented in part II.
The infinite dimensional Ornstein-Uhlenbeck process driven by Lévy noise
There is an increasing interest in the study of stochastic evolution equations driven by Lévy noise. In this section we concentrate on the linear stochastic differential equation
where H is a real separable Hilbert space, (L(t)) t≥0 is an infinite dimensional cylindrical symmetric Lévy process and A is a self-adjoint operator generating a C 0 -semigroup. In particular we are going to recall a few results concerning the well-posedness of the above equation (Sec. 2.1) and the existence and uniqueness of explicit invariant measures (Sec. 2.2), in the case where A satisfies Hypothesis 2.1 below, mainly following [95] .
Cylindrical Lévy process
Let us recall that a Lévy process (L(t)) t≥0 with values in a real separable Hilbert space H is a process on some stochastic basis (Ω, F , (F t ) t≥0 , P), having stationary independent increments, càdlàg trajectories in H, and such that L(0) = 0, P-a.s. One has that
where the exponent ψ can be expressed by the following infinite dimensional Lévy-Khintchine formula:
Here Q is a symmetric non-negative trace class operator on H, a ∈ H and ν is the Lévy measure or jump intensity measure associated to (L(t)) t≥0 , i.e. ν is a σ-finite Borel measure on H such that ν({0}) = 0 and
We shall say that L(t) is generated by the triplet (Q, ν, a). Let us remark that the third term on the right hand side of (3) can also be written with the term − i u,y 1+|y| 2 replaced by −i u, y χ D (y) with D the unit ball in H and a replaced by y.
In this paper we will consider a cylindrical Lévy process L = (L(t)) t≥0 defined by the orthogonal expansion
where e n is an orthonormal basis in H, L n = (L n (t)) t≥0 , L n (0) = 0, are independent real valued, symmetric, identically distributed Lévy processes without a Gaussian part, defined on a fixed stochastic basis. Hence we are assuming, in particular, that L(t) has Q ≡ 0 and a ≡ 0. Moreover, β n is a given (possibly unbounded) sequence of positive real numbers.
We also assume that (e n ) n∈N is made of the eigenvectors of the leading operator A in (1), assumed to have purely discrete spectrum. More precisely we make the following assumptions: Hypothesis 2.1. A is a self-adjoint, strictly negative operator with domain D(A), which generates a C 0 -semigroup e tA , t ≥ 0, on H and such that there is a fixed basis (e n ) n∈N in H verifying: (e n ) n∈N ⊂ D(A), Ae n = −λ n e n , with λ n > 0, for any n ∈ N + and λ n ↑ +∞.
Remark 2.2. From the above assumptions it follows that:
1. the action of e tA on any element u ∈ H can be written as
2. Since the law of L n , n ∈ N is assumed to be symmetric, independent of n we have, for any n ∈ N + , t ≥ 0,
with ψ R being given by
and the Lévy measure ν R associated with L n is symmetric for any n ∈ N (i.e. ν R (A) = ν R (−A), for any Borel subset A of R).
The definition of cylindrical Levy process in (4) is only formal, since it has of course to be supplied with suitable assumptions on the β i . We need namely to give conditions under which the series on the right hand side of (4) converges in H. Anyway, we can prove that (L(t)) t≥0 is always a well-defined Levy process with values into a suitable Hilbert space U. To this end, we recall that any infinite dimensional separable Hilbert space H can be identified with the space ℓ 2 , using the basis (e n ) n∈N In general, for a given sequence ρ = (ρ n ) n∈N of real numbers, we set
The space ℓ 2 ρ becomes a Hilbert space with the inner product x, y := n≥1 x n y n ρ
We quote from [95, Proposition 2.4] the result which provides conditions on β n , ν R such that the cylindrical Lévy process of the form given in (4) is well-defined in some Hilbert space U. 
Now let us come back to the Ornstein-Uhlenbeck process described by equation (1) . According to Hypothesis 2.1, we may consider equation (1) as an infinite sequence of independent one dimensional equations, i.e.
with x = n x n e n ∈ H, and (x n ) n∈N ∈ l 2 (R). The solution of (6) is the stochastic process X = n≥1 X n e n , with components
The processes X n , for n ∈ N, can be assumed to be almost surely right-continuous with left limits. Using point (2) 
where ψ R is the function defined in (5) . In another way, we write
where
and the process X is F t -adapted and Markovian. Here the convergence of the series in the last member of the equality above is to be meant in probability. More details on the solution of equation (1) are given in [95, Theorem 2.8] . In the following we provide an application of this result to the construction of an invariant probability measure for Ornstein-Uhlenbeck processes driven by a quite general class of symmetric cylindrical Lévy noises, which we shall call, for simplicity, O-U-Lévy processes.
Invariant measure for the infinite dimensional O-U-Lévy driven processes
As usual we say that a probability measure µ on a complete separable metric (i.e. polish) space H is invariant with respect to a Markov semigroup (P t ) t≥0 , with transition probability kernel P t (x, dy), x, y ∈ H on H if for any Borel subset Γ ⊂ E and any t ≥ 0 we have µ(Γ) = µ(dx)P t (x, Γ). We say shortly µ is an invariant measure for (P t ) t≥0 . See, e.g., [93, chapter 16] for equivalent formulations of this property.
Proposition 2.5. Assume Hypothesis 2.1. Moreover, assume that β n , n ∈ N, is a bounded sequence and that the symmetric Lévy measure ν R appearing in (5) satisfies
Finally, assume that
Then the Lévy driven Ornstein-Uhlenbeck process X = (X(t)) t≥0 given by (7) admits a unique invariant measure, in the sense that the process X(t) is invariant under the Markov transition semigroup associated with X(t).
Proof. The proof proceeds basically on the same line of [95, Proposition 2.11]. To show that there exists an invariant measure we first notice that (according to [102, Theorem 17.5] ) that each one dimensional Ornstein-Uhlenbeck process X n (t) has an invariant measure µ n which is the law of the random variable
having characteristic function
Let us consider the product measure µ = Π n≥1 µ n on R N . This is the law of the family (ξ n ) n∈N of independent random variables, where
We underline that ξ n is an infinite divisible real-valued random variable. Now define ξ = ∞ n=1 ξ n e n . Then the random variable ξ takes values in H if and only if the Lévy measures ν n of ξ n verify
The latter comes from the definition of ξ n and the condition (iii) in Proposition 2.3. Exploiting the result in [95, Proposition 2.11], we deduce that condition (8) is satisfied, hence we have µ(H) = 1. It is possible to prove that µ is the unique invariant measure of X given by (7), by showing that, for any x ∈ H,
in probability. To prove this we first assume x = 0 in (7). In this case
Now we recall the following identity:
which holds for any real continuous function g on [s, t], see [102, pag. 105] . Then if we compute the characteristic function of ξ n we see that X n (t) and ξ n (t) have the same law. This fact allows us to estimate the following quantity:
In fact, since X n and ξ n have the same law we can write
Moreover, (see [95, pag. 11] ) it is possible to prove that the law of the random variable in the last term in the previous expression coincides with the one of
We then have, for any t > 0,
Letting t → +∞ we find lim t→+∞ a(t) = 0, for any ǫ > 0. This proves the claim (9) for the case x = 0. The general case, x = 0, can easily be obtained by translation. In this section we concentrate on a semilinear SDE driven by Lévy noise, thus extending the setting of Section 2 to include a non linear drift. Following basically the setting of [13] and [93] , we consider a stochastic differential equation of the form
where the stochastic process X = (X(t)) t≥0 takes values in a real separable Hilbert space H, A is a linear operator from a dense domain D(A) in H into H which generates a C 0 -semigroup of strict negative type. B is a linear bounded operator from a suitable Hilbert space U (which is to be precised, see Remark 3.1 below) into H. F is a mapping from D(F ) ⊂ H into H, continuous, nonlinear, Fréchet differentiable and such that
and all u, v ∈ D(F ), where , is the scalar product in H.
The connection between A and F consists in requiring that ω > η (so that A + F is maximal dissipative or m-dissipative in the sense of [46, pag. 73] , i.e. the range of λ − (A + F ) is H, for some -and consequently all -λ > 0). We assume that L is a cylindrical Lévy process according to the description given in Section 2.1, i.e.
with (β n ) n∈N a given (possibly unbounded) sequence of positive real numbers, (L n ) n∈N a sequence of real valued, symmetric, i.i.d. Lévy processes without Gaussian part and (e n ) n∈N an orthonormal basis of H. Moreover, we will work under Hypothesis 2.1, hence assuming that (e n ) n∈N is made of eigenvectors of A. for a suitable sequence ρ = (ρ n ) n∈N . This means that
We assume that B is a linear bounded operator acting on U with values in H. Through the identification of H with ℓ 2 we can think that B can be written in the following form:
L can be assumed to have càdlàg paths (as follows e.g. by [31] and [93, p.39] ). We assume as in (4) that it is a pure jump process, in the sense that no Gaussian and deterministic part is present. In what follows B is a reflexive Banach space continuously embedded into H as a dense Borel subset. We assume that A |B , F |B are almost mdissipative in B, in the sense that A |B + ω1 |B is m-dissipative in B. Moreover we assume that D(F ) ⊃ B and that F maps bounded subsets of B into bounded subsets of H. We also assume that the stochastic convolution L A (t) of B dL(t) with S(t) = e tA , i.e.
has a càdlàg version in D(−A (13) and (14) hold. Let Λ ⊂ R n , bounded and open, n ∈ N, and let H = U := L 2 (Λ). Let F be of the form of a multinomial of odd degree 2n + 1, n ∈ N, i.e. F is a mapping of the form F (u) = g 2n+1 (u), where g 2n+1 : R → R, is a polynomial of degree 2n + 1 with first derivative bounded from above, see [13] . It follows that
with Neumann boundary conditions on the boundary ∂Λ. Let Q = 1 as an operator in H and let L be a process on H = L 2 (Λ) of the type described in Remark 3.2, and such that the corresponding Lévy measure ν satisfies
where W β,2p(2n+1) is a fractional Sobolev space with given index β > 0; moreover we require |y|≤1 |y| 2 ν(dy) + ν(y| |y| ≥ 1) < ∞. From (15) (see [93, Prop. 6.9] ) it follows (13) and (14) . Now we are ready to state the main result of this section, which concerns with existence and uniqueness of solutions for equation (10) . We refer to [13, Theorem 4.9] for the proof.
Theorem 3.4. Assume A, Q, F, L satisfy all previous assumptions and let L A satisfy conditions (13) and (14) above. Then there exists a unique càdlàg mild solution of (10) in the sense of being adapted, càdlàg in B, for any x ∈ B and satisfying almost surely
with X(t) ∈ D(F ) for all t ≥ 0.
For each x ∈ H there exists a generalized solution of (10), i.e. there exists (X n ) n∈N , X n ∈ B, X n unique mild adapted solutions of (10) with X n (0) = x such that |X n (t) − X(t)| H → 0 on each bounded interval, as n → ∞.
Moreover X(t) defines Feller families on B and on H, in the sense that the Markov semigroup P t associated with X(t) maps for any
t ≥ 0, C b (H) into C b (H) and C b (B) into C b (B).
Existence and uniqueness of an invariant measure
In the following we deal with the asymptotic behavior of the Markov semigroup corresponding to equation (10) . We will see that in our case, in addition to existence and uniqueness of the invariant measure µ (whose notion has been recalled in Section 2), we can prove that it is also exponentially mixing. We quote from [93, chapter 16 ] the definition of exponentially mixing invariant measure. Let Lip(H) be the space of all real valued Lipschitz continuous functions ψ : H → R endowed with norm ψ ∞ + ψ Lip , with ψ ∞ the sup-norm and
ψ Lip is said to be the smallest Lipschitz constant for ψ, see [93, p.16] . We say that an invariant measure µ is exponentially mixing with exponent ω > 0 and bound function c : H → (0, +∞) with respect to a Markov semigroup (P t ) t≥0 if
If µ is exponentially mixing, then P t (x, Γ) → µ(Γ) as t ↑ +∞ for any Borel subset Γ of E (cfr. [46] and [93] 
Then there exists a unique invariant measure µ for the Markov semigroup (P t ) t≥0 on H associated with the mild solution X of (10) ((P t ) t≥0 gives the transition probabilities for X). µ is exponentially mixing with exponent ω + η and a bound function c of linear growth in the sense that |c(x)| ≤ C(|x| + 1), (19) for some constant C > 0 and for all x ∈ H.
4 Decomposition of the solution process in a stationary and an asymptotically small component Let us consider the cylindrical Lévy process L = (L(t)) t≥0 , as in Sections 2 and 3. Following [93, p. 295] , let L(t), t ∈ R be the corresponding double-sided process such that L(t) = L(t), t ≥ 0 and L(−t), for t ≥ 0 is a process independent of L(t), t ≥ 0 and such that all finite dimensional distributions of L(−t) coincide with those of L(t), t ≥ 0. Our aim now is to split the solution X of the equation (10) into the sum of a stationary process r and an asymptotically (for t → +∞) vanishing process v. To this end we will split the solution X m satisfying some suitable properties. Let {B n } n∈N be a sequence of finite dimensional subspaces of the Banach space B introduced in Sect.3 and {Π n } a sequence of self-adjoint operators from H onto B n such that Π n x → x in B, for arbitrary x ∈ B. The existence of such spaces can be proved as in [117] , Prop.3.
Moreover let F m , m ∈ N be the m-th Yosida approximation of F (i.e. F m := m(mI − F ) −1 ). We know that F m is Lipschitz continuous and it satisfies the following estimates:
For any n, m ∈ N we consider the following families of equations
and dX (n)
which can be seen as approximating problems relative to (10) . There exists a well-established theory on stochastic evolution equations in Hilbert spaces, see, for example, Da Prato and Zabcyck [47] , that we shall apply in order to show that, for any n, m ∈ N, equation (20), admits a unique solution X (n) m . The precise statement concerning the well-posedness of problems (20) and (21) can be found in [7, Propositions 5.4 and 5.5] . Moreover, it is possible to prove an existence and uniqueness result for equation (10) in Section 3.1 through an approximating procedure on finite dimensional spaces and with a Lipschitz continuous nonlinearity. For more details concerning these results compare [7, Section 5] , where the case of Gaussian noise is treated. In the following we investigate the asymptotic properties of the mild solution of (10) . In particular, we are going to prove that its unique solution admits a characterization in terms of a stationary process r and a process v which vanishes at t → ∞. To this end, we proceed by splitting the solution X 
where S(t) is as in Section 2, F m , Π n are as above andL
We claim that the random variable L a,n A (t) is well-defined, for any t ∈ R. In fact, L a,n A (t), t ≥ −a, can be split into the following sum:
and the second term is easily seen to be well-defined for any t ≥ −a. Concerning the first term we notice that, for any a ≥ 0, t ≥ −a 
Now, taking into account Remark 2.6 in Subsection 2.2, we see that
and, taking n → +∞:
are well-defined too,for any t ∈ R.
We give the following notion of solution for equation (22) .
m is said to be a mild solution to equation (22) if it satisfies the integral equation (22) for any t ∈ R. 
for every p ≥ 2 and for some positive constant C p (independent on n and m). Further, r
m is a stationary process, that is, for every h ∈ R + , k ∈ N, any −∞ < t 1 . . . ≤ t k < +∞ and any A 1 , . . . , A k ∈ B(H) we have
Proof. Let us first prove the uniqueness: Assume that (x(t)) t∈R and (y(t)) t∈R are solutions of equation (22) . Dissipativity of A + Π n F m (Π n ), which follows from the assumptions, implies
and, by using Gronwall's lemma, we deduce that for any ξ > 0 and t ≥ −ξ the following inequality holds
Letting ξ → +∞ we conclude that x(t) = y(t) for any t ∈ R.
For the existence of a solution r 
Let us note that equation (25) has a unique solution being a Cauchy problem with Lipschitz coefficients, see, e.g., [93] for details. From the smoothness properties of the stochastic convolution, one can assume that r (n) m (·; −ξ) admits a B-càdlàg version, which we still denote by r (n) m (·; −ξ). Consequently, for any t ∈ R, we can define r (n) m (t) as the limit of r (n) m (t; −ξ) for ξ → +∞ and this turns out to be the solution of equation (22). Now we will prove that, for any t ≥ −ξ, ξ > 0 and p ≥ 2 the following estimate holds
where C p is a positive constant independent on n, m and ξ, but possibly depending on p. For simplicity, and without loss of generality, we consider the case p = 2a, a ∈ N. We want to apply Itô's formula to the processes |r 
Now using the dissipativity of A + F , for sufficient small ǫ > 0, we get and, integrating over [−ξ, t], t ≥ −ξ we obtain:
Notice that the term
is a square integrable martingale with mean 0, so that taking the expectation of both members in the previous inequality we obtain
Then applying Gronwall's lemma we get
where C is a suitable constant independent on m, n and ξ. Moreover, in a similar way we can prove that, for any fixed t ∈ R, the sequence {r (n) m (t; −ξ)} −ξ≤t is a Cauchy sequence, uniformly on t. Now let 0 ≤ γ ≤ ξ. We need to estimate the norm:
To this end we notice that the process y ξ,γ (t) := r m (t; −γ) can be written as:
Moreover, the stochastic differential of y ξ,γ (t) is given by
since the three terms in (27) do not depend on t. By applying Itô's formula to |y ξ,γ | 2a and reasoning as above we get
Gronwall's lemma then implies
where C is a constant independent on ξ. We then conclude that for any t ∈ R the limit r 
In addition, by the condition at t = −ξ in (25), we deduce that lim t→−∞ r (n) m (t) = 0. Finally, for any n, m ∈ N we are going to show that the process r (n) m is stationary. In order to prove this statement, we adapt to our case the argument given in [79] . In particular, we introduce the following Picard iteration:
We notice that the limit lim k→∞ r (n,k) (t) =r (n) m (t) exists (see, e.g, [46] ) and it is a stationary process. The crucial point is thatr Taking into account our assumptions on the double sided convolution processL A (t) we will discuss existence and uniqueness of a mild solution for the equation for the process v (n) m and we will show that it vanishes, in a suitable sense, as t → +∞. 
where C p is a positive constant independent of n and m. In addition, we have the following limit
Proof. The existence and uniqueness of a mild solution for the process (v (n) m ) follow straightforward by results in finite dimensions, see.eg, [31] .
Without loss of generality we can assume that p = 2a for a ∈ N. By the dissipativity of the mapping Π n F m Π n and the fact that A ≤ −ω, we get 
with ω − η > 0, the result now follow by letting T → +∞.
The next result states that r Further, for any p ≥ 1, lim t→+∞ E|v(t)| p = 0.
Proof. Again without loss of generality, we assume that p = 2a, a ∈ N. For the convergence of the sequence r Since the difference of two stationary processes is stationary, the expression on the left hand side is independent of time t. By choosing t large enough, thus making E|v But this contradicts the fact that lim n,m→∞ X 
where v(t) := X(t) − r(t), t ≥ 0. For this we have that: for some strictly positive constant c a depending only on a. If n, m are large enough, then the first and third terms are less than ε/c a , uniformly in t ≥ 1. The second term is less than ε/c a , for t > T (ε), for some T (ε) independent of n, m for all n, m large. Combining the previous three terms we have shown that E|v(t)| 2a < ε for sufficient large positive t.
From Theorem 3.5 we had already the existence of the invariant measure for the process X. We shall now prove that is given by the law of the stationary process r: Theorem 4.5. The invariant measure for the process (X(t)) t≥0 , is given by the law L(r(t)) of the stationary process r.
Proof. It suffices to prove that the law L(r(t)) of r(t) is an invariant measure for X, which is implied by the stationarity of r(t). Moreover, exploiting the uniqueness of invariant measures for X, see Theorem 3.5, we have that L(r(t)) is the unique invariant measure for X.
