Minimum Hellinger distance (MHD) estimation is extended to a simulated version with the model density function replaced by a density estimate based on a random sample drawn from the model distribution. The method does not require a closed-form expression for the density function and appears to be suitable for models lacking a closed-form expression for the density, models for which likelihood methods might be difficult to implement. Even though only consistency is shown in this paper and the asymptotic distribution remains an open question, our simulation study suggests that the methods have the potential to generate simulated minimum Hellinger distance (SMHD) estimators with high efficiencies. The method can be used as an alternative to methods based on moments, methods based on empirical characteristic functions, or the use of an expectation-maximization (EM) algorithm.
Introduction
In actuarial science or finance, we often encounter the problem of fitting distributions to data where the distributions have no closed-form expressions for their densities. These distributions are often infinitely divisible and they happen to be the distributions of the regularly spaced increments of Lévy processes. Beside infinitely divisible distributions, mixture distributions created using a mixing mechanism also provide examples of continuous densities without a closed-form expression. These types of distributions are often encountered in actuarial
3) The k-L procedure. Even if the density has no closed form, if the model characteristic function has a closed-form expression, then we can select points from the real and imaginary parts of the empirical characteristic function and match them with their model counterparts at the chosen points. This is the k-L procedure as proposed by Feuerverger and McDunnough [5] (pages 22-24). 4) Indirect inference. These methods are based on simulations and they require two steps. First, we need to choose a proxy model to obtain the estimators which are biased. Second, we remove the bias using simulations. See Garcia, Renault and Veredas [6] for this method. The proxy models from which the estimators are obtained affect the efficiencies of the estimators. For some models, it is difficult to know which proxy model will generate estimators with high efficiencies.
When implementing these methods for distributions without closed-form densities, there are some drawbacks which motivate us in this paper to extend minimum Hellinger distance methods originally proposed by Beran [7] Unlike indirect inference, the proposed method does not need a proxy model.
Furthermore, the estimators obtained using the proposed method might be more robust and efficient than method of moments estimators. Besides, the proposed method does not require conditioning, which can be difficult, whereas the EM algorithm does.
It appears that the proposed method, which originally combines simulation with Hellinger distance, adds to the set of statistical techniques that can be useful for financial and actuarial data, yet many of which do not receive much attention in the actuarial literature. SMHD methods depend on being able to draw samples from the parametric family; in general, this is indeed possible. Consequently, SMHD methods also add to the existing literature on simulated inference which is relatively new; see comments by Davidson and MacKinnon [9] (page 393).
The new method is built on the classical version (version D) of Hellinger distance as proposed by Beran [7] which consists in minimizing
to obtain the minimum Hellinger distance (MHD) estimators. The MHD estimators have been known to have nice robustness properties with breakdown point greater than 0. Also, they are consistent with, in general, less stringent conditions for consistency than maximum likelihood (ML) estimators. However, more restrictions are placed upon the underlying parametric family for the MHD estimators to attain full efficiency, such assuming
having a compact support for example. Despite this drawback, simulation studies often show that the methods perform well across many models. For a literature review of Hellinger distance (HD) methods, see chapters 3 and 10 of the book by Basu, Shioya and Park [10] . From the literature, it can be seen that HD methods still do not receive proper attention for their use in actuarial science and finance, especially in actuarial science.
In this paper, we introduce a simulated version of HD methods and show that the SMHD estimators are consistent. However, the question of asymptotic normality is still not resolved for the time being. Further work should generate results on asymptotic distributions for the SMHD estimators that shall then be presented in a subsequent paper. In this paper, the methods are presented with fewer technicalities and we relate them with the traditional likelihood methods.
In doing so, we wish to encourage practitioners to use these methods for their applied works in their fields. In the next paragraphs, we will consider a few examples for illustrations of the types of distributions without closed-form expressions often encountered in finance and actuarial science where the new simulated method can be particularly useful.
Example 1
We present here the class of normal mean-variance mixture distributions [11] and is given in the next example.
Example 2
A random variable X follows a GNL distribution if it can be represented as
where 1) the parameters are µ , σ , ρ , α and β , with
2) the random variables 1 G and 2 G are independent and follow a common gamma distribution with density function ( ) ( ) 
From the cumulant generating function, the mean and variance are given re- 
Higher cumulants are ( ) ( )
Due to the lack of a closed-form expression for the density function, Reed [11] (page 477) has proposed using the method of moments and matching the empirical cumulants with the model cumulants to estimate the parameters. He applied the method to data collected on stocks. In the particular case with four parameters, where α β = , moment estimators can be obtained explicitly. However, for the general case with five parameters, the moment equations must be solved numerically. The moment estimators will be discussed in more detail in section 3 and we shall compare their efficiencies with the efficiencies of the SMHD estimators based on simulated samples.
For more on Lévy processes and infinitely divisible distributions used in fi-
nance, see chapter 6 of the book by Schoutens [12] (pages 73-83). For nonnegative infinitely divisible distributions used in actuarial science, see Dufresne and
Gerber [13] , and Luong [14] . For mixtures of distributions without closed-form density functions, for which the proposed estimators can also be used, see
Klugman, Panjer and Willmot [15] (pages 62-65). We shall consider HD estimation in all those cases.
Assume that we have a random sample of observations 1 , , n X X and they are independent and identically distributed as the random variable X which is continuous with model density given by
The vector of parameters is denoted by
In his seminal paper, Beran [7] proposes to estimate θ by the minimum Hellinger distance estimators denoted by θ which minimize, with respect to θ , the Hellinger distance between a consistent empirical density estimate n f and the parametric family f θ with the property
pointwise. It leads to minimize the objective function
Beran [7] also noted that, intuitively, the methods are robust as data are smoothed by a kernel density estimator n f , and hence the effects of outliers are mitigated. It has been confirmed in various models that the asymptotic break- 
and, using the Cauchy-Schwarz inequality,
Moreover, since
The objective function is stable and bounded. This might explain why, intuitively, minimizing such an objective function, we obtain estimators that are also stable and therefore robust in some sense.
Kernel density estimators are often used to define ( ) n f x . One of the simplest kernel density estimators is the rectangular kernel density estimator which generalizes the usual histogram estimator. In general, kernel density estimators have the form
where a) n h is the bandwidth with the property that 0 n h → and n nh →∞ as
is a density function.
The property specified by a) guarantees the consistency of ( ) n f x ; see Corollary 6.4.1 given by Lehmann [19] (pages 406-408). Subsequently, we implicitly assume that density estimates used with the SMHD method meet the requirements specified by a) and b).
For the rectangular kernel density, the following symmetric density around 0 is chosen with ( )
has a compact support. The density estimate at x is then the average of rectangles located within n h units from x . For other kernels and their implementation using the package R, see chapter 10 of the book by Rizzo [20] (pages 281-318). For Hellinger distance estimation, it is preferable to use a symmetric kernel with a compact support and twice differentiable for meeting the regularity conditions of Theorem 4 as given by Beran [7] (pages 450-451); also see the discussions by Basu, Shioya and Park [10] (pages 78-83). In this paper, we only need univariate kernel density estimates but multivariate density estimates based on kernels can also be defined similarly; see Toma [21] and Scott [22] . 
to obtain the SMHD estimators.
For terminology, we shall call the classical version, which is deterministic in terms of
, version D, and the simulated version, version S. Since
as given by Equation (13), is not differentiable, a direct simplex search method which is derivative-free is recommended. The R package already has a built-in function for performing the Nelder-Mead simplex method which is a derivative-free method to minimize a function. Also, there is a built-in function to handle density estimates using various kernels. These features will facilitate the implementation of SMHD methods for applied works by practitioners. 
As data are also smoothed, intuitively, these features will again make the simulated version robust.
The paper is organized as follows. In Section 2, we will look into the asymp- This seems to point to the potential of SMHD methods to generate estimators with good efficiency and further justify their use in actuarial science and finance.
Asymptotic Properties

Asymptotic Properties of the Classical MHD Estimators
MHD estimators can be seen to be consistent in general for version D and version S. In fact, the conditions are even less restrictive than the conditions for 
where ( ) However, for asymptotic normality, they require more stringent conditions to be as efficient as ML estimators. They are found in Theorem 4 given by Beran [7] (pages 450-451), which is summarized in Theorem 1 below, focusing on the strict parametric model. Beran [7] (pages 450-451) allows the bandwidth of the kernel to be randomly chosen with n n n h c s = , where n c is a sequence of constants but n s is a sequence of random variable with 2) The function ( ) 
log log log , 1, , , 1, ,
and assumed to exist.
We just give an outline establishing the results of Theorem 1 and focus only on the strict parametric model for applications with the aim that it might help practitioners in the applied fields to follow more easily the arguments needed to develop the new method subsequently.
Note that, beside the rectangular kernel, the triangular kernel with ( ) 1 
Therefore, with the regularity conditions met, we will have the representation
where
is the remainder term which converges to 0 in probability, which can be re-expressed using the following equality which holds in law,
. (22) Using the argument given by Beran [7] (page 451) allows us to establish the equality in probability, ( ) 
This can be viewed as a form of generalized delta method to establish equality of the left-hand side and the right-hand side of Equation (23) .
Consequently, Equation (22) can be re-expressed, using the equality in distribution, as
Note that
as, in general, For the simulated version, i.e., version S, we can only obtain results for consistency and they will be given in the next section. As for asymptotic normality, we cannot conclude for the time being whether or not conditions of Theorem 
Asymptotic Properties of the SMHD Estimators
For version S, we minimize
We recommend using the same seed across different values of θ if possible and the simulated sample size U n τ = such that U → ∞ at the same rate as n → ∞ . These recommendations conform with other simulated methods of inference such as the method of simulated moments as discussed by Davidson and McKinnon [9] (page 284) or simulated quasi-likelihood found in Smith [24] (page S68). The condition of the same seed being used is not necessary for consistency, but it allows 
Limited Simulation Study
In this study, we shall compare the efficiencies of the moment estimators for the case with α β = , i.e., the GNL distribution with only four parameters. Reed [11] (page 477) has given the expressions for the moment estimators using the first six 
Explicitly, the moments estimators are 
Reed [11] (page 477) also notes that method of moments estimators (MM estimators) can take on negative values for positive parameters, and it is not easy to include constraints in method of moments estimation. Also, the use of EM algorithm does not appear to be straightforward for the GNL distribution. SMHD estimation can handle constraints by minimizing the objective function, which is given by Equation (28), with constraints.
A limited simulation study using parameters for the symmetric GNL distribution with four parameters, focusing on parameters in the ranges 0 µ = , 0.008 σ = 
with ( ) MSE θ being the commonly used mean square error of the estimator θ and it is estimated using 50 M = samples for estimating the expression for ARE and the values of the estimated ARE's using different sets of parameters are displayed in Table 1 .
Despite the scope of the study being limited, it suggests that SMHD estimators perform much better than method of moments estimators overall for the ranges of parameters used in finance. The method of moments estimator for θ tends to perform better for small values of ρ and deteriorates rapidly as ρ grows larger with 0 ARE → even for various parameter values that we tested which lie outside the ranges indicated above and not shown in Table 1 . Table 1 is used for illustration and provides a summary of the key findings of the study. Also, in the ranges considered, the method of moments estimator for µ tends to perform better than its SMHD counterpart, but the overall efficiency of MM estimators still falls behind the overall efficiency of SMHD estimators in general as shown in Table 1 . Clearly, more work needs to be done numerically and theoretically, but it shows the potential efficiencies of SMHD methods. Individual ratios of mean square errors for some sets of parameters 
Conclusion
As SMHD estimators remain consistent with minimum regularity conditions and despite the lack of results on asymptotic normality, the proposed method appears to be useful for fitting actuarial and financial models using continuous infinitely divisible distributions which arise from Lévy processes or continuous mixture distributions constructed using mixing operations, whenever it is not difficult to simulate from these distributions but the density functions of these distributions have no closed-form expressions. In many models, the proposed method appears to be more efficient than traditional methods such as the method of moments. The proposed method is not difficult to implement but methods based on simulations do not seem to receive much attention in finance and actuarial science. They might be considered as additional robust statistical techniques for analyzing empirical data, especially if point estimation is the main interest.
