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Motivated by Mo3S7(dmit)3, we investigate the Hubbard model on the triangular necklace lattice
at two-thirds filling. We show, using second order perturbation theory, that in the molecular limit,
the ground state and the low energy excitations of this model are identical to those of the spin-one
Heisenberg chain. The latter model is known to be in the symmetry protected topological Haldane
phase. Away from this limit we show, on the basis of symmetry arguments and density matrix
renormalization group (DMRG) calculations, that the low-energy physics of the Hubbard model
on the triangular necklace lattice at two-thirds filling is captured by the ferromagnetic Hubbard-
Kondo lattice chain at half filling. This is consistent with and strengthens previous claims that both
the half-filled ferromagnetic Kondo lattice model and the two-thirds filled Hubbard model on the
triangular necklace lattice are also in the Haldane phase. A connection between Hund’s rules and
Nagaoka’s theorem is also discussed.
PACS numbers: 75.10.Kt, 72.20.-i, 75.10.Jm, 75.30.Kz
I. INTRODUCTION
Geometric frustration has profound effects on the
ground states and excitation spectra of low dimensional
systems.1,2 In two-dimensions it appears that very dif-
ferent physics can emerge on different frustrated lattices.
For example, the Heisenberg model on the kagome lat-
tice is a spin-liquid, although it remains controversial
whether it is gapped3 or not,4,5 spin ice supports mag-
netic monopoles,6 and the anisotropic triangular lattice
shows a number of different phases with long-range order,
spin liquids and valence bond solid phases.7–9
In one dimension, the workhorse lattice for studying
geometrical frustration is that zig-zag ladder. The spin
S = 1/2 Heisenberg model on the zig-zag lattice displays
a number of exotic properties,11 for example, Majum-
dar and Ghosh proved that the ground state is a valence
bond solid when J1 = J2/2, where J1 is the exchange in-
teraction along a rung (or equivalently between nearest
neighbours in a chain) and J2 is the exchange interaction
along a leg (next nearest neighbours in a chain). The
spin-one Heisenberg model on the zig-zag lattice under-
goes a transition from the Haldane phase, for small J2,
to a phase with two intertwined strings each possessing
string order for large J2. In magnetic field, both the
S = 1/2 and S = 1 zigzag Heisenberg models display
vector chiral order.13 The Hubbard model on the zig-zag
ladder is a Luttinger liquid for small values of the rung
hopping, but increasing the frustration drives the sys-
tem to a quantum critical point where one section of the
Fermi sea is destroyed.14,15
It is clear from the richness of frustrated models dis-
cussed above that it is important to investigate addi-
tional frustrated models, particularly when they describe
real materials. One dimensional models are particularly
valuable because of the range of high accuracy numerical
and analytical techniques available to understand such
systems.
It has previously been argued16,17 that that the trian-
gular necklace lattice (sketched in Fig. 1) captures the
underlying structure of Mo3S7(dmit)3, where dmit is 1,3-
dithiol-2-thione-4,5-dithiolate. In this model, each trian-
gular cluster represents a molecule of Mo3S7(dmit)3, with
the lattice sites representing hybrid Mo-dmit orbitals.
Experimentally, Mo3S7(dmit)3 is an insulator that dis-
plays no magnetic order down to the lowest tempera-
tures studied. Non-magnetic density functional calcu-
lations predict a metallic state, and only find an insu-
lator if long-range antiferromagnetism is counter factu-
ally assumed.16,18 Similarly the tight-binding model on
the triangular necklace lattice is metallic for parameters
appropriate to Mo3S7(dmit)3 (in particular two-thirds
filling; see below for details). This suggests that elec-
tronic correlations may play an important role. There-
fore we have previously argued17 that the simplest possi-
ble Hamiltonian that may describe Mo3S7(dmit)3 is the
Hubbard model the triangular necklace lattice:
Hˆ = U
∑
iα
nˆiα↑nˆiα↓ − tc
∑
i,α6=β,σ
cˆ†iασ cˆiβσ
−t
∑
iσ
(
cˆ†i1σ cˆ(i+1)1σ +H.c.
)
, (1)
where tc is the is the intramolecular hopping integral, t
is the intermolecular hopping integral, cˆ(†)iασ annihilates
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FIG. 1: (Color online.) The triangular necklace lattice. The
Hubbard model on this lattice has two hopping terms. The
three sites within each triangle are connected by a hopping
integral tc (solid lines), and each triangle is connected to its
nearest neighbour by a hopping integral t between the 1-sites
only (dashed line). The maroon dotted line marks the reflec-
tion equivalent to the local parity symmetry, i.e., relabeling
sites 2 and 3 on any single molecule.
(creates) an electron with spin σ on the αth site of the
ith molecule, and nˆiασ = cˆ
†
iασ cˆiασ. Below, we study this
model with tc > 0 and n = 4 electrons per triangle
(two-thirds filling), which are the relevant parameters for
Mo3S7(dmit)3. This model has been previously17 studied
by density matrix renormalization group (DMRG) calcu-
lations. These calculations found that the model has an
insulating ground state that supports a symmetry pro-
tected topologically spin liquid that is in the Haldane
phase,25,26 i.e., adiabatically connected to the ground
state of the spin-one Heisenberg chain.
In this paper, we show that the low-energy physics of
the two-thirds filled Hubbard model is described, in ap-
propriate limits, by two previously studied models. This
provides simple physical pictures of the insulating phase
and the behavior of the spin degrees of freedom.
Firstly, we show that in the molecular limit, t → 0,
the Hubbard model on triangular necklace lattice at two-
thirds filling the low lying excitations of are spin excita-
tions described by the antiferromagnetic spin-one Heisen-
berg chain whose ground state is in the Haldane phase.
The Haldane phase is a gapped, symmetry protected
topological phase with non-local string order and frac-
tionalized edge states.25–29
Secondly, we show that away from the molecular limit
the ferromagnetic Kondo lattice model with an onsite re-
pulsion between the itinerant electrons, which we will re-
fer to as the ferromagnetic Hubbard-Kondo lattice model,
describes the low-energy excitations of the two-thirds
filled Hubbard model of the triangular necklace model.
This provides a simple picture of the insulating state at
two-thirds filling in the Hubbard model. It has previ-
ously been argued that both the ferromagnetic Kondo lat-
tice model and the ferromagnetic Hubbard-Kondo lattice
model have ground states in the Haldane phase.22,24,43
This paper is organised as follows. After a brief dis-
cussion of numerical methods in Sec. II, in section III,
we solve the model for the U = t = 0, and transform the
Hamiltonian into the eigenbasis of the U = t = 0 solu-
tion. This is a crucial conceptual step in the derivation of
effective Hamiltonians that follows. We also discuss the
symmetries of the full Hamiltonian focusing on the ‘local
parity’ symmetry, that is a key ingredient in localizing
the spins in the effective ferromagnetic Hubbard-Kondo
lattice model. In Sec. IV we take recourse to second or-
der perturbation theory and demonstrate that low lying
spectrum of the Hubbard model on the triangular lattice
corresponds to the two site spin-one Heisenberg model.
Finally in Sec. V, we show that the model reduces to
the ferromagnetic Hubbard-Kondo lattice model at half
filling.
II. METHODS: DENSITY MATRIX
RENORMALIZATION GROUP
Although the central results presented here are ana-
lytical it is useful to compare these with numerical cal-
culations to explore the parameter ranges where var-
ious approximations are valid. To do so, we employ
DMRG19 implemented using the matrix product states
(MPS) ansatz20 and SU(2) symmetry21 using the ‘MPS
toolkit’ and keeping up to χ = 1000 states. We consider
both dimers (six sites) and extended chains (120 sites
or 40 molecules). All calculations are performed at at
two-thirds filling (four electrons per molecule).
For dimers there are eight electrons on six sites there
are C128 = 495 states, where Cnk is the binomial coef-
ficient associated with choosing k objects from a set of
n. Therefore, for dimers, we are able to retain all of the
physical states and the DMRG exactly diagonalizes the
Hamiltonian.
III. MOLECULAR LIMIT (t→ 0)
A. Molecular orbital theory (U = 0)
The molecular limit, t→ 0, of Hamiltonian (1) plays an
important role in understanding the low-energy physics
of this model. This is analogous to the role of the
atomic limit in the Mott insulating phase of the half filled
Hubbard model. However, the internal structure of the
‘molecule’ (three site cluster) means that the molecular
limit is not as straightforward as the atomic limit. When
U = t = 0, Hamiltonian (1) reduces to the tight binding
model on uncoupled triangular molecules:
Hˆ = −tc
∑
i
∑
α 6=β,σ
cˆ†iασ cˆiβσ. (2)
It is straightforward to solve this Hamiltonian for the
ith molecule and one finds three orbitals with energies
εA+ = −2tc, εE− = εE+ = tc. The corresponding wave-
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FIG. 2: (Color online.) Sketches of the molecular orbitals for
tc > 0. The different colors on the orbitals imply different
phases of the electron wavefunction. The orbitals A+ and E+
have even parity under relabelling of sites 2 and 3, whereas
E− has odd parity. Relabeling sites 2 and 3 is equivalent to
reflecting (the ith molecule only) about the vertical maroon
dotted line, which is also marked in Fig. 1.
functions, sketched in Fig. 2, are given by
cˆ†iA+σ|0〉 ≡
1√
3
(cˆ†i1σ + cˆ
†
i2σ + cˆ
†
i3σ)|0〉, (3a)
cˆ†iE−σ|0〉 ≡
1√
2
(cˆ†i2σ − cˆ†i3σ)|0〉, (3b)
and
cˆ†iE+σ|0〉 ≡
1√
6
(2cˆ†i1σ − cˆ†i2σ − cˆ†i3σ)|0〉, (3c)
where |0〉 is the vacuum state. We will refer to
{cˆ†iA+σ|0〉, cˆ
†
iE+σ
|0〉, cˆ†iE−σ|0〉} as the molecular orbital ba-
sis and {cˆ†i1σ|0〉, cˆ†2σ|0〉, cˆ†i3σ|0〉} as the atomic orbital ba-
sis. The molecular orbitals are labelled based on the C3
symmetry of an isolated molecule and the parity of the
wavefunction under exchange of sites 2 and 3 on any indi-
vidual molecule which remains a symmetry of the Hamil-
tonian even for t 6= 0, alternatively this transformation
can be thought of as reflection through the maroon dot-
ted lines in Figs. 1 and 2. Henceforth, we will refer to
the latter symmetry as local parity.
For n = 4 and tc > 0, which are the relevant pa-
rameters of Mo3S7(dmit)3, the ground state of the non-
interacting (U = 0) molecular limit corresponds to a filled
A+ orbital and two electrons shared between the two E
orbitals (i.e., the ground state is C42 = 6-fold degener-
ate). For tc < 0 and n = 4, the ground state corresponds
to filled E orbitals and an empty A+ orbital.
B. Interactions in the molecular orbital basis
We will see below that it is helpful to transform the
Hamiltonian into the basis of the molecular orbitals. Af-
ter this transformation the Hamiltonian Eq. (1) can be
rewritten in the form
Hˆ = Hˆm + Hˆt, (4)
where
Hˆt =
∑
imnσ
cˆ†imσTmncˆ(i+1)nσ +H.c., (5)
m,n ∈ {A+, E+, E−}, Tmn is the intermolecular hopping
matrix with matrix elements TA+A+ = −t/3, TA+E+ =
TE+A+ = −
√
2t/3, and TE+E+ = −2t/3. It can be seen
from Eq. (3b) that E− orbitals has no weight on site |1〉,
so TE−m = 0 for any m. However, more pertinently, this
is a direct consequence of the local parity symmetry (see
Sec. IIID).
Hˆm = Hˆ1 + Hˆ2 + Hˆ3, (6)
where, Hˆn describes the interactions involving n orbitals
on a single molecule.
Hˆ1 =
∑
imσ
εmcˆ
†
imσ cˆimσ + Umnim↑nim↓, (7)
where UA+ = U/3 and UE− = UE+ = U/2 .
Hˆ2 =
∑
m 6=n
[
Jmn
∑
i
Sˆim · Sˆin + Vmn
∑
iσσ′
nimσninσ′ + Pmn
∑
i
cˆ†im↑cˆ
†
im↓cˆin↑cˆin↓ +Xmn
∑
iσ
(
nimσ cˆ
†
imσ¯ cˆinσ¯ +H.c.
)]
,(8)
where Sˆim = cˆ
†
imασαβ cˆimβ , σ is the vector of Pauli matrices, Jmn is the ferromagnetic interorbital exchange interac-
tion, Vmn is the interorbital Coulomb interaction, Pnm is a two electron interorbital hopping, and Xmn is a correlated
interorbital hopping. The Hermiticity of the Hamiltonian requires that Jmn = Jnm, Vmn = Vnm, and Pmn = Pnm,
the C3 symmetry of the isolated molecule requires that JmE+ = JmE− , VmE+ = VmE− , PmE+ = PmE− ; and the
local parity symmetry requires that XmE− = XE−m = 0. Explicitly transforming from the atomic orbital basis to
the molecular orbital basis reveals that the remaining undefined parameters are JA+E+ = −U/3, JE+E− = −U/6,
VA+E+ = U/12, VE+E− = U/24, PA+E+ = −U/3, PE+E− = −U/6, XA+E+ = 0 and XE+A+ = U/3
√
2. The problem
4of determining such parameters for first principles in molecular solids has recently been discussed extensively.30–33
Hˆ3 = U
3
√
2
∑
iσ
(
cˆ†iA+σ cˆ
†
iE+σ
cˆiE−σ cˆiE−σ +H.c
)
+
U
3
√
2
∑
iσ
(
cˆ†iE−σ cˆiE−σ cˆ
†
iE+σ
cˆiA+σ +H.c.
)
− U
3
√
2
∑
iσ
(
niE−σ cˆ
†
iE+σ
cˆiA+σ +H.c.
)
(9)
Note that Hˆm is the Hubbard model on a triangle, which can be solved exactly. The ground state of this model at
two-thirds filling for tc > 0 is a triplet with energy −2tc + U . The (degenerate) ground state wavefunctions for the
ith monomer are therefore
|φ⇑i 〉 = |A↑↓+ , E↑−, E↑+〉 = cˆ†iA+↑cˆ
†
iA+↓cˆ
†
iE−↑cˆ
†
iE+↓|0〉 (10a)
|φ⇓i 〉 = |A↑↓+ , E↓−, E↓+〉 = cˆ†iA+↑cˆ
†
iA+↓cˆ
†
iE−↓cˆ
†
iE+↑|0〉 (10b)
|φ0i 〉 =
1√
2
(
|A↑↓+ , E↑−, E↓+〉+ |A↑↓+ , E↓−, E↑+〉
)
=
1√
2
(
cˆ†iA+↑cˆ
†
iA+↓cˆ
†
iE−↑cˆ
†
iE+↑ + cˆ
†
iA+↑ cˆ
†
iA+↓cˆ
†
iE−↓cˆ
†
iE+↓
)
|0〉, (10c)
where the superscripts on the terms between the two
equality signs label the spin(s) of the electron(s) in that
orbital. For two-thirds filling, i.e., four electrons in three
orbitals, one of orbitals will be doubly occupied. It can
be seen from the ground states that for tc, U > 0 and
t = 0, the A+ orbital continues to be doubly occupied,
as in the case of U = 0. This is not unexpected as
UA+ = U/3 < UE+ = UE− = U/2. The remaining two
electrons occupy E+ and E− orbitals with one electron
each respectively as the intraorbital Coulomb interaction
for the E orbitals is greater than the competing interor-
bital interaction VE+E− = U/12. The interaction JE+E−
lowers the energy of the triplet relative to that of the
singlet. Thus in the molecular limit the Hubbard model
on the triangular necklace lattice consists of spin triplet
molecules.
C. Nagaoka’a theorem and Hund’s rules
The above result, that the grounds state of an iso-
lated triangle is a triplet, can be understood in terms
of two physical effects that are usually regarded as en-
tirely separate pieces of physics: Nagaoka’s theorem and
Hund’s rules. The most general formulation of Nagaoka’s
theorem35 states that for U = ∞ the ground state of
the Hubbard model with N − 1 electron on N lattice
sites has the maximum possible spin, S = (N − 1)/2, if
all of the intersite hopping integrals are negative.36 To
make connection with this result we must return to the
atomic orbital basis and make a particle-hole transforma-
tion, hˆiασ = cˆ
†
iασ. The Hamiltonian for t = 0 and tc > 0
is then
Hˆ = −(−tc)
∑
i,α6=β,σ
hˆ†iασhˆiβσ
+U
∑
iα
hˆ†iα↑hˆiα↑hˆ
†
iα↓hˆiα↓ + U. (11)
We remove the trivial term by shifting the zero of en-
ergy: Hˆ → Hˆ − U. We then regain a Hubbard model
with 2 fermions on 3 sites and all hopping integrals are
negative. Thus Nagaoka’s theorem implies an S = 1
ground state when U →∞, as we found explicitly above.
Of course, on this finite lattice the triplet groundstate is
found even away from U = ∞, which is not guaranteed
by Nagaoka’s theorem. Furthermore, Nagaoka’s theo-
rem states that the ground state wavefunction contains
only positive coefficients when written in the natural real-
space many-body basis.35 Returning to the molecular or-
bital basis and working with electrons rather than holes,
this statement is equivalent to the prediction that the
A+ orbital will be doubly occupied, as indeed we found
explicitly above. In the molecular orbital basis it is clear
that JE+E− plays a key role in stabilizing the Nagaoka
state.
If we accept that the A+ orbital will be doubly occu-
pied, then, the triplet ground state is what one would
expect from the molecular Hund’s rules applied to the
E orbital subspace. Note however, that we do not in-
clude an explicit Hund’s rule coupling, rather one simply
finds JE+E− < 0 on transforming into the molecular or-
bital basis. Indeed, the connection to Hund’s rules goes
beyond the maximization of S within the E manifold.
One can rewrite the Hamiltonian in terms of ‘molecular
Kanamori parameters’ U˜ , U˜ ′, J˜ and J˜ ′ (cf. Eq. (35) of
Ref. 38). In which case the electron-electron interactions
within the E manifold of the ith molecule are given by
HEi = U˜
∑
ν
nˆiν↑nˆiν↓ + U˜ ′
∑
σσ′
nˆiE+σnˆiE−σ′
+J˜
∑
σσ′
cˆ†iE+σ cˆ
†
iE−σ′ cˆiE+σ′ cˆiE−σ
+J˜ ′
(
cˆ†iE+↑cˆ
†
iE+↓cˆiE−↓cˆiE−↑ +H.c.
)
. (12)
On writing Eq. (8) in this form one finds that U˜ = U/2
5and U˜ ′ = J˜ = J˜ ′ = U/6. This satisfies two impor-
tant constraints, which the Kanamori parameters are re-
quired to respect: (i) J˜ = J˜ ′ and (ii) U˜ = U˜ ′ + J˜ + J˜ ′.
In terms of the parameters used elsewhere in this paper
these constraints correspond to (i) JE+E− = PE+E− and
(ii) UE+ = UE− = 2VE+E− − 32JE+E− − PE+E− .
Furthermore, it is the interactions described by the
Kanamori parameters that are responsible for Hund’s
rules in the eg manifold of a d-electron systems.38 There-
fore, in transforming to the molecular orbital basis, we
have explicitly derived Hund’s rules for the E manifold
of the molecule.
Therefore, it is clear that, in this system at least,
Hund’s rules and Nagaoka’s theorem result from the same
underlying physics. It is natural to speculate that this
connection may be more general.
D. Local parity
It is important to note that, even if we restrict the
relabeling of sites 2 and 3 to a single molecule, the lo-
cal parity (defined in Sec. III A) is a symmetry of the
Hubbard model for all t, U . Thus, all eigenstates, and in
particular the ground state, have a definite local parity
on every site individually. For example, in Sec. III A we
saw that for t = U = 0 and tc > 0 there are six degener-
ate ground states on each molecule, which we can label
|α+〉 = |A↑↓+ , E↑↓− , E0+〉, (13a)
|β−〉 = |A↑↓+ , E↑−, E↑+〉, (13b)
|γ−〉 = |A↑↓+ , E↑−, E↓+〉, (13c)
|δ−〉 = |A↑↓+ , E↓−, E↑+〉, (13d)
|−〉 = |A↑↓+ , E↓−, E↓+〉, (13e)
and
|ζ+〉 = |A↑↓+ , E0−, E↑↓+ 〉. (13f)
It is clear that |α+〉 and |ζ+〉 have even parity and |β−〉,
|γ−〉, |δ−〉, and |−〉 have odd parity as the only molec-
ular orbital with odd local parity with respect to the ith
molecule is cˆ†iE−σ|0〉. This means that arbitrary pertur-
bations that respect the local parity symmetry may mix
|α+〉 with |ζ+〉 or any of the set |β−〉, |γ−〉, |δ−〉, and |−〉,
but perturbations that respect the local parity symmetry
will not mix even parity states with odd parity states.
In particular, as non-zero t and non-zero U do not
break local parity symmetry this means that even away
from the t = U = 0 limit the local eigenstates have a
definite local parity with respect to each molecule indi-
vidually. This is turn, implies that in any state the oc-
cupation number of the E− orbital is conserved modulo
two (individually) on every molecule (as changes by ±1
result in a change in the local parity). In particular when
Quintuplet   S=2
Triplet S=1
Singlet S=0
Energy  spectrum
Energy
Wave functions
Ground state
FIG. 3: Spectrum of the two site Haldane model, Hˆ = JSˆ1·Sˆ1.
Here, the local basis on each site is represented by |0〉, | ↑〉 and
| ↓〉 corresponding to Sz=0, Sz=1 and Sz=-1 respectively.
niE− ≡
∑
σ niE−σ = 1 the electron is localized on the i
th
molecule as long as there is no phase transition.
It is clear from Eqs. (7-9) and the fact that TmE− = 0
for all m that the explicit form of Hˆ given in Sec. III B
conserves nˆiE− modulo two for all i.
IV. SPIN-ONE HEISENBERG CHAIN
It is well known that in the atomic limit, U  t, the
low-energy physics of the half-filled Hubbard model is
described by the spin-half antiferromagnetic Heisenberg
model. This result can be derived via second-order per-
turbation theory.39 In the same spirit, we now show that
the low energy physics of two thirds filled Hubbard model
on the triangular necklace model is described by an ef-
fective spin-one Heisenberg model in the molecular limit,
t tc, U .
We take Hˆm (cf. Eq. (6)) as the zeroth order Hamilto-
nian and include Hˆt (cf. Eq. (5)) perturbatively. As we
will only work to second order we may limit our calcula-
tion to a system composed of two molecules without loss
of generality. The ground state of Hˆm on two molecules
(i.e., a dimer) has bare energy E(0) = −4tc + 2U and
is nine-fold degenerate. As the total spin of the two
molecules is a good quantum number of the full Hamilto-
nian, Hˆ, it is helpful to consider each spin sector indepen-
dently. At various points in the derivation we will need
to relate the results of the perturbation theory to the ex-
act solution of the two-site spin-one Heisenberg model;
for convenience, we summarize this in Fig. 3.
A. Singlet sector
The S = 0 member of the ground state manifold of
Hˆm on the dimer consisting of the ith and jth monomers,
6where j = i± 1, is
|φ0ij〉 =
1√
3
(
|φ⇑i 〉 ⊗ |φ⇓j 〉+ |φ⇓i 〉 ⊗ |φ⇑j 〉 − |φ0i 〉 ⊗ |φ0j 〉
)
.
(14)
Note that it has same form as the singlet ground state of
a two site spin-one antiferromagnetic Heisenberg model
(cf. Fig. 3). To second order in Hˆt, the energy of the
singlet state is
E
(2)
S=0 = E
(0) +
∑
m0
〈φ0ij |Hˆt|m0〉〈m0|Hˆt|φ0ij〉
E(0) − Em0
= −4tc + 2U − 3
4∑
n=1
4t2
9an (3tc + εn)
, (15)
where |m0〉 is the set of all possible intermediate wave-
functions which are formed by the hopping of electrons
from one monomer to another, ε1 = U , and for n > 1
εn =
2
3
[
U + ξ cos
(
φ+ 2pin
3
)]
, (16)
where
ξ =
√
U2 + 27t2c , (17)
and
φ = pi + arccos
((
U
ξ
)3)
. (18)
a1 = 3 and for n > 1
an = 2|αn|2 + |βn|2 + 1, (19)
where
αn =
−12t2cU − 9t2cεn + U2εn − 2Uε2n + ε3n√
2(U − εn)(3tc + U − εn)εn
(20)
and
βn =
U − 3tc − εn
U + 3tc − εn . (21)
In Fig. 4, we plot the difference in the energy,
δES=0 = |E(2)S=0 − EDMRGS=0 |, between the lowest energy
singlet wavefunctions obtained from perturbation theory
and the DMRG ground state for the Hubbard model on
the two triangular dimer, which is a singlet. It can be
seen that, even for relatively small U , the error in the
energy obtained is of the O(10−3) for t/tc . 0.25 and
O(10−2) for t/tc . 0.5. Thus, for the dimer, the pertur-
bation theory gives remarkably good agreement with the
DMRG results in the singlet sector.
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FIG. 4: The difference in energy δES=0 = |E(2)S=0 − EDMRGS=0 |
of singlet wavefunctions obtained from second order pertur-
bation theory, E(2)S=0 and DMRG, E
DMRG
S=0 , for selected values
of U . Excellent agreement between the perturbation theory
and the exact DMRG is found even for quite large t. The
inset shows the same data on a semi-logarithmic scale.
B. Triplet sector
As spin is a good quantum number of the full Hamilto-
nian, we know that, while the perturbation may lift the
degeneracy of the singlet, triplet and quintuplet, it will
not split the triplet (or quintuplet). Therefore, it suffices
to consider only one of the unperturbed triplet wavefunc-
tions of the dimer. A convenient choice (cf. Fig. 3) is
|φ1ij〉 =
1√
2
(
−|φ⇑i 〉 ⊗ |φ⇓j 〉+ |φ⇓i 〉 ⊗ |φ⇑j 〉
)
. (22)
To second order in Hˆt, the energy of the triplet states is
E
(2)
S=1 = E
(0) − 4t
2
81tc
− 2
4∑
n=1
4t2
9an (3tc + εn)
(23)
Fig. 5 shows the of the energy difference, δES=1 =
|E(2)S=1−EDMRGS=1 |, between the second order perturbation
theory and the lowest energy triplet state found in the
DMRG solution for the Hubbard model on a triangular
necklace dimer. It can be seen that, as for the singlet
case, the analytical calculation agrees well with the nu-
merical results.
C. Quintuplet sector
Finally, we consider the effect of perturbation on one
of the S = 2 sector. It is convenient to consider the
70 0.1 0.2 0.3 0.4 0.5
0
0.002
0.0004
0.006
0.008
t/tc
δ
E
S
=
1
/t
c
 
 
U = 5tc
U = 4tc
U = 3tc
0 0.2 0.4
10−8
10−6
10−4
10−2
t/tc
δ
E
S
=
2
/
t c
 
 
U = 5tc
U = 4tc
U = 3tc
FIG. 5: The difference in the energy of the triplet wavefunc-
tion δES=1 obtained using perturbation theory and numeri-
cally using DMRG for U = 3tc, 4tc and 5tc as a function of
perturbation t/tc. Excellent agreement between the pertur-
bation theory and the exact DMRG is found even for quite
large t. The inset shows the same data on a semi-logarithmic
scale.
unperturbed state
|φ2ij〉 = |φ⇑i 〉 ⊗ |φ⇑j 〉 (24)
To second order in Hˆt, the energy of the quintuplet states
is
E
(2)
S=2 = E
(0) − 4t
2
27tc
. (25)
We will see below that this simple form for the quintuplet
energy is a consequence of the Pauli blockade.
Fig. 6 shows difference in the energies, δES=2 =
|E(2)S=2−EDMRGS=2 |, of the lowest quintuplet solutions found
from second order perturbation theory and from DMRG.
As for S = 0 and S = 1, the error in the perturbation
theory is small: indeed for the quintuplet the errors are
two orders of magnitude smaller than those for the sin-
glet or triplet sectors. Yet the most striking feature of
the plot is that the the error in the energy is independent
of U . This is a consequence of Pauli blockade and is sim-
ple to understand in the molecular orbital basis. In the
unperturbed quintuplet state described by Eq. (24) each
molecule contains three spin-up electrons (one in each
MO) and one spin-down (in the A+ orbital). Therefore,
to second order, the only possible corrections involve the
spin-down electron virtually hopping into the E+ orbital
(recall that the local parity symmetry forbids hopping
into the E− orbital). As these fluctuations do not change
the total number of doubly occupied sites (indeed no pro-
cesses can change the number of doubly occupied sites as
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FIG. 6: The difference in the energy of the quintuplet wave-
function δE2S=2 obtained using perturbation theory and from
DMRG for selected values of U . The error in the perturba-
tion theory is two orders of magnitude smaller than for the
singlet (Fig. 4) or triplet (Fig. 4) sectors. Furthermore, the
error is independent of U . Both of these effects are to due
to the Pauli blockade. The inset shows the same data on a
semi-logarithmic scale.
we have six spin-up and two spin-down electrons in six
orbitals and there are no spin flip terms in the perturb-
ing Hamiltonian, Hˆt) U cannot enter into the correction
to the quintuplet energy, E(2)S=2 − E(0). This results in
the simple form of Eq. (25). Indeed, the only higher or-
der corrections on the dimer involve both down electrons
taking part in such virtual process. This explains why
both E(2)S=2 −E(0) and δES=2, are independent of U and
why the perturbation theory is so accurate.
D. Calculation of interaction strength, Js
With the above results in hand, we can now make ex-
plicit connection to the Heisenberg model. The singlet-
triplet energy gap is
Js ≡ E2S=1 − E2S=0 =
4∑
n=0
4t2
9an (3tc + εn)
(26)
where we have defined ε0 = 0 and a0 = −3 for nota-
tional convenience. Similarly, we can calculate energy
difference between the singlet and quadruplet and that
of quintuplet and triplet. We find that
E2S=2 − E2S=1 = 2Js (27)
E2S=2 − E2S=0 = 3Js (28)
The above spectrum precisely maps onto that of spin-1
Heisenberg dimer, summarised in Fig. 3. A comparison
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FIG. 7: Comparison of the interaction strength Js ≡ ES=1 −
ES=0 = (ES=2 − ES=1)/2 = (ES=2 − ES=0)/3 as function of
U obtained from perturbation theory and from DMRG calcu-
lations for the Hubbard model on the six-site dimer.
of the interaction strength obtained from perturbation
theory and DMRG is shown in Fig. 7. The estimation of
the interaction strength Js calculated using perturbation
theory agrees well with the DMRG calculation in the
limit U, tc  t where one would expect the perturbation
theory to hold.
For DMRG calculations on large systems with open
boundary conditions we find that the ground state is a
singlet, but there is a triplet state at a vanishingly small
energy above the ground state. These two states are
separated from all other states by a much larger spin
gap. This is consistent with the D2 ∼= Z2 × Z2 degen-
eracy expected for the Haldane phase.27,28 This can be
understood as arising from the the emergent spin-1/2
edge states, which have an interaction that becomes ex-
ponentially small as the system is taken into the ther-
modynamic limit.40 In Fig. 8 we plot the spin gap,
∆s = E2(4L) − E0(4L) where ES(Ne) is the energy of
the lowest energy eigenstate for Ne electrons in the spin-
S subspace, calculated from DMRG for L = 40 molecules
(120 sites), scaled by Js for a range of parameters. We
find, as expected, that in the strong coupling molecu-
lar limit the value of ∆s/Js is comparable to that found
for the spin-1 Heisenberg model.11 Indeed the agreement
is remarkably good given the additional numerical dif-
ficulties of dealing with a fermionic system such as the
Hubbard model.
Thus we conclude that the spin-one antiferromagnetic
Heisenberg model with interaction strength Js provides
an effective low-energy theory of the two-thirds filled
Hubbard model on the triangular necklace lattice in the
limit U, tc  t. It follows that, in this limit, the Hub-
bard model will be in the Haldane phase.25,26 However,
this model does not give any insight into what happens
outside of this limit, when one expects charge fluctua-
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FIG. 8: The spin gap, ∆s, for L = 40 molecules is consistent
with the expected size of the Haldane gap expected from the
magnitude of the superexchange interaction Js. For compar-
ison the Haldane spin gap for the spin-1 Heisenberg model is
0.41Js
11. Curves are guides to the eye.
tions to become important. Furthermore, this limit gives
no insight into why the two-thrids filled Hubbard model
on the triangular necklace model is insulating at finite U .
V. FERROMAGNETIC HUBBARD-KONDO
LATTICE MODEL
In this section we show that, if the A+ orbitals are
projected out of the low-energy model we are left with
a Hubbard-Kondo lattice model with the itinerant E+
electrons ferromagnetically coupled to localised spins in
the E− orbitals.
A. Projection of the Hamiltonian onto the nˆiE− = 1
subspace
We have seen above that in the molecular limit with
U =∞, there is exactly one electron in every E− orbital.
Furthermore, we have seen that the local parity symme-
try on every molecule is a conserved quantity. There-
fore, the occupation of the E− orbital is conserved mod-
ulo two. This means that, if we start from the strong
coupling molecular limit and gradually reduce U and in-
crease t one should expect the E− orbitals to remain
singularly occupied unless or until there is a phase tran-
sition, where the occupation number of the E− orbitals
may change non-adiabatically. This can occur because
the absence of adiabatic continuity at a phase transition
allows energy levels with different parities to cross.
In Fig. 9, we plot the occupations of the molecular or-
bitals for the Hubbard model on 120 sites (40 molecules)
obtained from DMRG calculations. In Fig. 10 we plot
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FIG. 9: The deviation in the filling of the molecular orbitals
filling from that expected in the U =∞ molecular limit.
the variance in these occupations. We can see that for
all U , nA+ ' 2, nE− = 1 and nE+ ' 1. A striking fea-
ture of the above plot is that the occupancy of the E−
orbital is strictly one. Furthermore, there are no charge
fluctuations in E− orbital (cf. Fig. 10). We have seen
above that there is exactly one electron in each E− or-
bital for U → ∞ and that, provided there is not phase
transition this remains the case for smaller U . Therefore
the numerical finding that nE− = 1 is consistent with
the previous finding17 that there is no phase transition,
at least down to a very small U where numerics become
extremely challenging, as U is reduced on the triangular
necklace model.
Therefore, we conclude that, at least in a large region of
(and probably throughout) the phase diagram nˆiE− = 1
on all molecules and one can project the Hamiltonian
onto the subspace with exactly one electron in E− orbital
on every molecule without introducing an approximation.
The projection operator onto nˆiE− = 1 is
Pˆ1 =
[
1− nˆiE−↑ nˆiE−↓
] [
nˆiE−↑ + nˆiE−↓
]
. (29)
Under this projection the Hamiltonian Hˆ yields
H˜ = Pˆ †1 HˆPˆ1 = Pˆ †1
(
H˜t + H˜1 + H˜2 + H˜3
)
Pˆ1, (30)
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FIG. 10: Charge fluctuations in different orbitals on a
molecule of the chain as a function of U for t = 0.1tc us-
ing DMRG. These calculations indicate that for all values of
U studied there are no charge fluctuations in the E− orbital,
as expected from symmetry when nE− = 1. The charge fluc-
tuations in A+ is also negligible.
where,
H˜t =
∑
σ
∑
n,m6=E−
(
cˆ†imσTmncˆ(i+1)nσ +H.c.
)
, (31a)
H˜1 =
∑
mσ
εmcˆ
†
imσ cˆimσ +
∑
m 6=E−
Umnˆim↑nˆim↓, (31b)
H˜2 =
∑
imn
JmnSˆim.Sˆin +
∑
imnσ
Vmnnˆimσnˆinσ′
+
∑
iσ
∑
m,n 6=E−
Xmn
(
nˆimσ cˆ
†
imσ¯ cˆinσ¯ +H.c.
)
+
∑
i
∑
m,n 6=E−
Pmncˆ
†
im↑cˆ
†
im↓cˆin↑cˆin↓, (31c)
and
H˜3 = U
3
√
2
∑
iσ
(
cˆ†iE−σ cˆiE−σ cˆ
†
iE+σ
cˆiA+σ +H.c.
)
− U
3
√
2
∑
iσ
(
nˆiE−σ cˆ
†
iE+σ
cˆiA+σ +H.c.
)
. (31d)
B. Projection of the Hamiltonian to nˆiA+ = 2
In the molecular limit, i.e., as t→ 0 (cf. sec III B) we
found that the A+ orbitals are doubly occupied. This is
also the case in the non-interacting (U = 0) and U =∞
solutions. Away from these limits we expect this to be an
approximation as this is not protected by symmetry. The
DMRG calculations in Figs. 9 and 10 coincide with this
expectation, but show that, for all U studied, the charge
transferred from the A+ orbitals to the E+ orbitals is
negligibly small. Furthermore, because these orbitals are
nearly filled, rather than, say, nearly half-filled as is the
10
case for the E+ orbital, one does not see large charge
fluctuations in the A+ orbital and therefore one does not
expect electronic correlations in the A+ orbitals to play
an important role in determining the physics of the Hub-
bard model. This is borne out by the DMRG calculations
(see also Fig. 10). Therefore we now further project onto
the nˆiA+ = 2 subspace via a ‘anti-Gutzwiller’ projection
PˆG = nˆA+↑nˆA+↓. On the basis of the analytical results
described above we expect this approximation to work
best for small t and in both the limits U → 0 and U →∞.
It is less clear how good this approximation remains for
intermediate U and large t where the charge fluctuations
in the A+ orbital in our DMRG calculations are largest.
Projecting the Hubbard model onto both nE− = 1 and
nA+ = 2 one finds that
Hˆeff ≡ Pˆ †GPˆ
†
1 HˆPˆ1PˆG (32)
= Nε∗E+ − t∗
∑
iσ
(
cˆ†iE+σ cˆi+1E+σ +H.c.
)
+U∗
∑
i
nˆiE+↑nˆiE+↓ − J∗
∑
i
SˆiE+ · SˆiE−
where ε∗E+ = 4VA+E+ + VE+E− + 2εA+ + 2εE+ + UA+ =
17U/24 − 2tc, t∗ = −TE+E+ = 2t/3, U∗ = UE+ = U/2,
J∗ = −2JE+E− = U/3, and N is the total number of
molecules. Up to the trivial term proportional to ε∗E+ ,
this is simply the Kondo lattice model with a ferromag-
netic exchange interaction between the localized E− spins
and the itinerant E+ electrons with a on site repulsive
Hubbard interaction between the E+ electrons, i.e., the
ferromagnetic Hubbard-Kondo lattice model.
The ferromagnetic Hubbard-Kondo lattice model with
S = 1/2 impurities has not been extensively studied at
half-filling in one spatial dimension. A numerical study
using quantum Monte Carlo (QMC), DMRG and exact
diagonalization of this model for large U∗ and various
dopings,41 found that model has a complicated phase di-
agram, with a ferromagnetic phase away from half filling
and incommensurate spin order near half filling. How-
ever, at half filling, the nature of the ground state is not
clear, as the half filling density is not accessible to QMC
due to sign problem.
The U∗ = 0 version of this model, i.e., the ferromag-
netic Kondo lattice model has been studied in more de-
tail for various doping.22,24,41 But, again, the half-filled
case has received scant attention. We are only aware of
two very brief reports,22,24 which claim that this model
is insulating, with antiferromagnetic correlations with a
spin gap and has a ground state which belongs to the
Haldane phase. Clearly this is correct for J∗ → ∞ in
our model. Further, an investigation of a variant of the
ferromagnetic Hubbard-Kondo lattice model with addi-
tional interactions,42 found that onsite Coulomb inter-
actions does not change the phase of the model qualita-
tively. Yanagisawa and Shimoi43 proved that for a bi-
partite lattice with U∗ > J∗/4 the ground state of the
ferromagnetic Hubbard-Kondo lattice model is a singlet.
This is consistent with our results, which correspond to
the relevant parameter regime. (Note that although the
triangular necklace model is frustrated the ferromagnetic
Hubbard-Kondo model defined by Eq. (32) lives on a bi-
partite lattice.)
This suggests that J∗, rather than U∗, is the physically
important interaction in the ferromagnetic Hubbard-
Kondo lattice model. This provides a simple physical
picture for the insulating state in both the ferromag-
netic Kondo lattice model and the full Hubbard model
on the triangular necklace lattice. Specifically, the for-
mation of Kondo triplets confines itinerant E+ electrons.
Therefore the insulating state is best understood as a
(ferromagnetic) Kondo insulator, with the formation of
triplets being responsible for the localisation of the itin-
erant electrons, rather than a Mott insulator. This is
consistent with our finding that the large U limit of the
model is in the Haldane phase, rather than the Luttinger
liquid phase that would be expected for the spin degrees
of freedom if the E+ electrons formed a Mott insulator.
VI. CONCLUSION
We have shown that, in the molecular limit, the low-
energy physics of the two-thirds filled Hubbard model on
the triangular necklace lattice is described by the spin-
one Heisenberg chain. Away from the molecular limit the
low-energy excitations of this model is well approximated
by the ferromagnetic Hubbard-Kondo lattice model. This
gives a natural explanation of the unexpected insulating
state recently discovered for the two-thirds filled Hub-
bard model on the triangular necklace lattice, viz that
it is a (ferromagnetic) Kondo insulator. The Haldane
phase found for the two-thirds filled Hubbard model on
the triangular necklace lattice is consistent with previ-
ous arguments that the ferromagnetic Hubbard-Kondo
lattice model has a Haldane ground state.
We have also shown that Hund’s rules for a three site
‘molecule’ share the same physical origin as Nagaoka’s
theorem.
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