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a b s t r a c t
This article is concerned with oscillation of second-order neutral dynamic equations with
distributed deviating arguments of the form
r(t)

(y(t)+ p(t)y(τ (t)))1γ 1 + ∫ d
c
f (t, y(θ(t, ξ)))1ξ = 0,
where γ > 0 is a ratio of odd positive integers with r(t) and p(t) real-valued rd-
continuous positive functions defined on T. We establish some new oscillation criteria and
give sufficient conditions to insure that all solutions of nonlinear neutral dynamic equation
are oscillatory on a time scale T.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this article, we are concerned with oscillation of second-order nonlinear neutral dynamic equation

r(t)

(y(t)+ p(t)y(τ (t)))1γ 1 + ∫ d
c
f (t, y(θ(t, ξ)))1ξ = 0 (1)
on a time scale T. Throughout this paper it is assumed that γ > 0 is a ratio of odd positive integers, 0 < c < d, τ (t) :
T → T, θ(t, ξ) : T × [c, d] → T is decreasing with respect to ξ, τ (t) ⩽ t and θ(t, ξ) → ∞ as t → ∞, r(t) and p(t) are
real valued rd-continuous positive functions defined on T, 0 ⩽ p(t) < 1 is increasing and f : T × R → R is a continuous
function such that uf (t, u) > 0 for all u ≠ 0 and there exists an rd-continuous positive function q(t) defined on T such that
|f (t, u)| ⩾ q(t)|uβ |, where β is a ratio of odd positive integers.
Throughout the paper, we use the following notations for simplicity
x(t) = y(t)+ p(t)y(τ (t)), x[1] = r(x1)γ , x[2] = (x[1])1. (2)
A nontrivial function y(t) is said to be a solution of (1) if x ∈ C1rd[ty,∞] and x[1] ∈ C1rd[ty,∞] for ty ⩾ t0 and y(t) satisfies
Eq. (1) for ty ⩾ t0. A solution of (1), which is nontrivial for all large t , is said to be oscillatory if it is neither eventually positive
nor eventually negative. Otherwise, a solution is called nonoscillatory.
We note that if T = R, we have σ(t) = t , µ(t) = 0, y1(t) = y′(t) and therefore (1) becomes a second order neutral
differential equation with distributed deviating arguments
r(t)

(y(t)+ p(t)y(τ (t)))′γ ′ + ∫ d
c
f (t, y(θ(t, ξ)))dξ = 0.
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If T = N, we have σ(t) = t + 1, µ(t) = 1, y1(t) = 1y(t) = y(t + 1) − y(t) and therefore (1) becomes a second-order
neutral difference equation with distributed deviating arguments
1 (r(t) (1 (y(t)+ p(t)y(τ (t))))γ )+
d−1
ξ=c
f (t, y(θ(t, ξ))) = 0
and if T = hN, h > 0, we have σ(t) = t + h, µ(t) = h, y1(t) = 1hy(t) = y(t+h)−y(t)h and therefore (1) becomes a
second-order neutral difference equation with distributed deviating arguments
1h (r(t) (1h (y(t)+ p(t)y(τ (t))))γ )+
d
h−1−
k= ch
f (t, y(θ(t, kh)))h = 0.
During the last decades there has been important research activity about the oscillatory behavior of second-order neutral
differential, difference and dynamic equations. For example, Graef et al. [1] considered the nonlinear second-order neutral
delay equation
(y(t)+ p(t)y(t − τ))′′ + q(t)f (y(t − δ)) = 0, t ⩾ t0,
then later Grace and Lalli [2] extended Eq. (2) to the following second-order neutral delay equation
a(t)(x(t)+ p(t)x(t − τ))′′ + q(t)f (x(t − τ)) = 0, t ⩾ t0.
Saker [3] considered the second-order nonlinear neutral delay dynamic equation
r(t)

(y(t)+ p(t)y(t − τ))1γ 1 + f (t, y(t − δ)) = 0. (3)
Also, Agarwal et al. [4] considered (3) but they used a different technique to prove their results. In [5], Saker considered the
second-order quasilinear neutral functional dynamic equation on time scales
r(t)

(y(t)+ p(t)y(τ (t)))1γ 1 + f (t, y(δ(t))) = 0 (4)
and he used a different technique to give some sufficient conditions for the oscillation of (4). For some other useful
papers on oscillation of second-order nonlinear neutral delay dynamic equations on time scales, we refer the reader to the
papers [6–10]. For neutral equations with distributed deviating arguments and a book on the time scale calculus, see [11–
13], respectively. To the best of our knowledge nothing is done regarding the distributed deviating arguments on time scales,
so our results in this paper are important for the reader.
2. Main results
We use the following notations for simplicity:
P1(t) = Q (t)

(r(t))
1
γ r(t, T )
(r(t))
1
γ r(t, T )+ σ(t)− t
β
ησ (t), P2(t) = Q (t) (α(t))β ησ (t),
r(t, T ) =
∫ t
T

1
r(s)
 1
γ
1s, where
α(t) = (r(t))
1
γ r(δ(t), T )
(r(t))
1
γ r(t, T )+ µ(t)
, Q (t) = (d− c)q(t)(1− p(θ(t, c)))β , δ(t) = θ(t, d), and
ησ (t) =

1 if β = γ ,
c2
∫ σ(t)
T

1
r(s)
 1
γ
1s
β−γ
if β < γ ,
c1 if β > γ ,
where T ⩾ t0 is sufficiently large, and c1 and c2 are arbitrary positive constants.
Theorem 2.1. Assume that∫ ∞
t0

1
r(t)
 1
γ
1t = ∞. (5)
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In addition,
(i) if δ(t) > t and
∫ ∞
t0
P1(s)1s = ∞ (6)
or
(ii) if δ(t) ⩽ t and
∫ ∞
t0
P2(s)1s = ∞.
Then every solution of (1) is oscillatory on [t0,∞).
Proof. Assume for the sake of contradiction that (1) has a nonoscillatory solution,without loss of generalitywemay suppose
that y(t) > 0 for t ⩾ t0 and therefore y(τ (t)) > 0 and y(θ(t, ξ)) > 0 for t ⩾ t1 > t0 and d ⩾ ξ ⩾ c. In the case when y(t) is
negative the proof is similar. Using (2) in (1) and the fact that |f (t, u)| ⩾ q(t)|uβ |, we obtain
x[2](t)+
∫ d
c
q(t)yβ(θ(t, ξ))1ξ ⩽ 0, t ⩾ t1 (7)
hence we conclude that x[1](t) is a strictly decreasing function. We claim that x[1](t) > 0 eventually. If not, then there exists
a t2 ⩾ t1 such that x[1](t2) = c∗ < 0, then we have x[1](t) ⩽ x[1](t2) = c∗ for t ⩾ t2 and it follows that
x1(t) ⩽

c∗
r(t)
 1
γ
. (8)
Integrating (8) from t2 to t and using (5), we obtain
x(t) ⩽ x(t2)+ c∗ 1γ
∫ t
t2

1
r(s)
 1
γ
1s →−∞ as t →∞
which implies that x(t) is eventually negative and therefore we have a contradiction. Hence x[1](t) is positive. Therefore,
one concludes that there is a t2 ⩾ t1 such that
x(t) > 0, x1(t) > 0, x[1](t) > 0, x[2](t) < 0, t ⩾ t2. (9)
From (9) and (2), we have
y(t) ⩾ x(t)− p(t)x(τ (t)) ⩾ (1− p(t))x(t), t ⩾ t2
then we see that
yβ(θ(t, ξ)) ⩾ (1− p(θ(t, ξ)))βxβ(θ(t, ξ)), t ⩾ t3 ⩾ t2, d ⩾ ξ ⩾ c. (10)
Multiplying (10) by q(t) and integrating both sides from c to d, we have∫ d
c
q(t)yβ(θ(t, ξ))1ξ ⩾
∫ d
c
q(t)(1− p(θ(t, ξ)))βxβ(θ(t, ξ))1ξ . (11)
Substituting (11) into (7), we obtain
x[2](t)+
∫ d
c
q(t)(1− p(θ(t, ξ)))βxβ(θ(t, ξ))1ξ ⩽ 0. (12)
Using (9) and Pötzche’s chain rule for γ > 1, we obtain
(xγ (t))1 = γ
∫ 1
0
[x(t)+ hµ(t)x1(t)]γ−1dhx1(t)
⩾ γ
∫ 1
0
(x(t))γ−1dhx1(t) = γ (x(t))γ−1x1(t) > 0 (13)
and for 0 < γ ⩽ 1
(xγ (t))1 = γ
∫ 1
0
[x(t)+ hµ(t)x1(t)]γ−1dhx1(t)
⩾ γ
∫ 1
0
(xσ (t))γ−1dhx1(t) = γ (xσ (t))γ−1x1(t) > 0. (14)
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From (12), (13), (14) and the increasing nature of p(t), we obtain
x[2](t) ⩽ −(d− c)q(t)(1− p(θ(t, c)))βxβ(θ(t, d)) = −Q (t)xβ(δ(t)), t ⩾ t3. (15)
Define the function
z(t) = x
[1](t)
xγ (t)
, t ⩾ t3. (16)
It is obvious that z(t) > 0. Taking the derivative of z(t), we see that
z1(t) = x
γ (t)x[2](t)− x[1](t)(xγ (t))1
(xσ (t))γ xγ (t)
= (x
δ(t))βx[2](t)
(xδ(t))β(xσ (t))γ
− x
[1](t)(xγ (t))1
(xσ (t))γ xγ (t)
. (17)
Substituting (15) into (17), we have
z1(t) ⩽ −Q (t) (x
δ(t))β
(xσ (t))γ
− x
[1](t)(xγ (t))1
(xσ (t))γ xγ (t)
. (18)
On the other hand, using (13) and (14) for both γ > 1 and 0 < γ ⩽ 1, we get
x[1](t)(xγ (t))1
(xσ (t))γ xγ (t)
⩾
γ (x[1](t))σ ((x[1](t))σ )
1
γ
(r(t))
1
γ (xσ (t))γ xσ (t)
= γ (z
σ (t))1+
1
γ
(r(t))
1
γ
. (19)
Substituting (19) into (18), we find
z1(t) ⩽ −Q (t) (x
δ(t))β
(xσ (t))γ
− γ (z
σ (t))1+
1
γ
(r(t))
1
γ
, t ⩾ t3. (20)
(i) Let δ(t) > t . Since x[1](t) is decreasing, we have
x(t) = x(T )+
∫ t
T
(x[1](s))
1
γ

1
r(s)
 1
γ
1s > (x[1](t))
1
γ
∫ t
T

1
r(s)
 1
γ
1s.
Hence, the last inequality implies that
x(t)
(x[1](t))
1
γ
⩾
∫ t
T

1
r(s)
 1
γ
1s = r(t, T ), t ⩾ T ⩾ t3. (21)
Moreover, since xσ = x+ µx1, using (2) and (21), we get
xσ (t)
x(t)
= 1+ µ(t)x
1(t)
x(t)
= 1+ µ(t)
(r(t))
1
γ
(x[1](t))
1
γ
x(t)
⩽
(r(t))
1
γ r(t, T )+ µ(t)
(r(t))
1
γ r(t, T )
or equivalently
x(t)
xσ (t)
⩾
(r(t))
1
γ r(t, T )
(r(t))
1
γ r(t, T )+ σ(t)− t
. (22)
Moreover, by using (22) we conclude that
xδ(t)
xσ (t)
= x
δ(t)
x(t)
x(t)
xσ (t)
⩾

xδ(t)
x(t)

(r(t))
1
γ r(t, T )
(r(t))
1
γ r(t, T )+ σ(t)− t
. (23)
Since δ(t) > t and x(t) is increasing, we have
xδ(t) > x(t). (24)
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Using (24) and (23), it follows that
xδ(t)
β
(xσ (t))γ
⩾

(r(t))
1
γ r(t, T )
(r(t))
1
γ r(t, T )+ σ(t)− t
β
(xσ (t))β−γ , t ⩾ T . (25)
Now we consider three possible cases.
Case 1: β < γ . Since x[1](t) is positive and decreasing, we get
x(σ (t)) ⩽ x(T )+ c∗ 1γ
∫ σ(t)
T

1
r(s)
 1
γ
1s
or we conclude that
(x(σ (t)))β−γ > c2
∫ σ(t)
T

1
r(s)
 1
γ
1s
β−γ
,
where c2 = (c∗)
β−γ
γ .
Case 2: β = γ . In this case, we see that
(x(σ (t)))β−γ = 1.
Case 3: β > γ . Since x1(t) > 0, there exits a T ⩾ t3 such that xσ (t) > x(t) > c∗ > 0, t ⩾ T and which implies that
(x(σ (t)))β−γ > c1, where c1 = c∗β−γ . Hence, all three cases and (25) imply that
xδ(t)
β
(xσ (t))γ
⩾

(r(t))
1
γ r(t, T )
(r(t))
1
γ r(t, T )+ σ(t)− t
β
ησ (t). (26)
Substituting (26) into (20), we obtain
z1(t)+ P1(t)+ γ (z
σ (t))1+
1
γ
(r(t))
1
γ
⩽ 0, t ⩾ T (27)
or
− z1(t) ⩾ P1(t)+ γ (z
σ (t))1+
1
γ
(r(t))
1
γ
> P1(t), t ⩾ T . (28)
On the other hand, as (21) using the definition of x[1](t), we obtain
z(t) = x
[1](t)
xγ (t)
⩽
∫ t
T

1
r(s)
 1
γ
1s
−γ
, t ⩾ T .
By taking (5) into account, we conclude from the last inequality that
lim
t→∞ z(t) = 0. (29)
Integrating (28) from T to t , and using (6) and (29), we see that
z(T ) ⩾
∫ ∞
T
P1(s)1s = ∞,
which is a contradiction and the proof of part (i) is complete.
(ii) Let δ(t) ⩽ t . Since x[1](t) is decreasing, as in part (i) we have
xσ (t)− x(δ(t)) =
∫ σ(t)
δ(t)
x[1](s)
(r(s))
1
γ
1s ⩽ x[1](δ(t))
∫ σ(t)
δ(t)

1
r(s)
 1
γ
1s
or
xσ (t)
x(δ(t))
⩽ 1+ x
[1](δ(t))
x(δ(t))
∫ σ(t)
δ(t)

1
r(s)
 1
γ
1s. (30)
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Moreover,
x(δ(t)) > x(δ(t))− x(T ) ⩾ x[1](δ(t))
∫ δ(t)
T

1
r(s)
 1
γ
1s
or
x[1](δ(t))
x(δ(t))
<
∫ δ(t)
T

1
r(s)
 1
γ
1s
−1
. (31)
Substituting (31) into (30) and using the fact that∫ σ(t)
t
f (s)1s = µ(t)f (t),
we obtain
xσ (t)
x(δ(t))
<
 t
T (r(s))
− 1γ 1s+  σ(t)t (r(s))− 1γ 1s δ(t)
T (r(s))
− 1γ 1s
=
 t
T (r(s))
− 1γ 1s+ µ(t) (r(t))− 1γ δ(t)
T (r(s))
− 1γ 1s
= 1
α(t)
.
Thus from the last inequality, we have
x(δ(t)) ⩾ α(t)xσ (t). (32)
Hence, using (32) and considering three cases (β < γ , β = γ and β > γ ) as in part (i), it can be shown that
xδ(t)
β
(xσ (t))γ
⩾ (α(t))β (xσ (t))β−γ ⩾ (α(t))β ησ (t). (33)
Substituting (33) into (20), we get
z1(t)+ P2(t)+ γ (z
σ (t))1+
1
γ
(r(t))
1
γ
⩽ 0.
The remaining part of the proof is similar to that of part (i), therefore it is omitted. 
The following lemma will be used in the proof of the next theorems.
Lemma 1. Let f (u) = Bu − Au γ+1γ , where A > 0 and B are constants, and γ > 0. Then f attains its maximum value on R at
u∗ =

Bγ
A(γ+1)
γ
and
f (u∗) = γ
γ
(γ + 1)γ+1
Bγ+1
Aγ
.
Theorem 2.2. Assume that (5) holds. In addition, assume that there exist positive rd-continuous1-differentiable functions φ1(t)
and φ2(t) such that
(i) if δ(t) > t and lim sup
t→∞
∫ t
t0

φ1(s)P1(s)− r(s)(φ
1
1 (s))
γ+1
(γ + 1)γ+1φγ1 (s)

1s = ∞ (34)
or
(ii) if δ(t) ⩽ t and lim sup
t→∞
∫ t
t0

φ2(s)P2(s)− r(s)(φ
1
2 (s))
γ+1
(γ + 1)γ+1φγ2 (s)

1s = ∞.
Then every solution of (1) is oscillatory on [t0,∞).
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Proof. Let y(t) be a nonoscillatory solution of (1), without loss of generalitywe assume that y(t) > 0 for t ⩾ t0 and therefore
y(τ (t)) > 0 and y(θ(t, ξ)) > 0 for t ⩾ t1 > t0 and d ⩾ ξ ⩾ c . We proceed as in the proof of Theorem 2.1 until we find (27).
Multiplying both sides of (27) by φ1(t) and integrating from T to t , we obtain∫ t
T
φ1(s)P1(s)1s ⩽ −
∫ t
T
φ1(s)z1(s)1s−
∫ t
T
γφ1(s)(zσ (s))
1+ 1γ
(r(s))
1
γ
1s. (35)
Using integration by parts for the first part of the right hand side of (35), we obtain∫ t
T
φ1(s)P1(s)1s ⩽ z(T )φ1(T )+
∫ t
T
φ11 (s)z
σ (s)1s−
∫ t
T
γφ1(s)(zσ (s))
1+ 1γ
(r(s))
1
γ
1s. (36)
For simplicity setting B = φ11 (s), A = γφ1(s)(r(s))−
1
γ and u = zσ , applying Lemma 1 to (36), we find∫ t
T
φ1(s)P1(s)1s ⩽ z(T )φ1(T )+
∫ t
T
r(s)(φ11 (s))
γ+1
(γ + 1)γ+1(φ1(s))γ 1s
or ∫ t
T
[
φ1(s)P1(s)− r(s)(φ
1
1 (s))
γ+1
(γ + 1)γ+1(φ1(s))γ
]
1s ⩽ z(T )φ1(T ),
which contradicts (34) and therefore the proof of part (i) is complete. The proof of part (ii) is similar to that of part (i)
therefore it is omitted. 
Let D0 ≡ {(t, s) ∈ T2 : t > s ⩾ t0} and D ≡ {(t, s) ∈ T2 : t ⩾ s ⩾ t0}. The function H ∈ Crd(D,R) is said to belong to class
ℜ if H(t, t) = 0, t ⩾ t0,H(t, s) > 0 on D0 and H has a continuous1-partial derivative H1s(t, s) on D0 with respect to the
second variable.
Theorem 2.3. Assume that (5) holds. In addition, suppose that φ1(t) andφ2(t) are defined as in the Theorem 2.2 and H1,H2 ∈ ℜ
such that
(i) if δ(t) > t and lim sup
t→∞
1
H1(t, t0)
∫ t
t0

H1(t, s)φ1(s)P1(s)− r(s)[(φ1H1)
1s(t, s)]γ+1
(γ + 1)γ+1[φ1(s)H1(t, s)]γ

1s = ∞,
t > s (37)
or
(ii) if δ(t) ⩽ t and lim sup
t→∞
1
H2(t, t0)
∫ t
t0

H2(t, s)φ2(s)P2(s)− r(s)[(φ2H2)
1s(t, s)]γ+1
(γ + 1)γ+1[φ2(s)H2(t, s)]γ

1s = ∞, t > s.
Then every solution of (1) is oscillatory on [t0,∞).
Proof. Let y(t) be a nonoscillatory solution of (1), without loss of generalitywe assume that y(t) > 0 for t ⩾ t0 and therefore
y(τ (t)) > 0 and y(θ(t, ξ)) > 0 for t ⩾ t1 > t0 and d ⩾ ξ ⩾ c . We proceed as in the proof of Theorem 2.1 until we find (27).
Multiplying both sides of (27) by φ1(s)H1(t, s) and integrating from T to t , we obtain∫ t
T
H1(t, s)φ1(s)P1(s)1s ⩽ −
∫ t
T
H1(t, s)φ1(s)z1(s)1s−
∫ t
T
γH1(t, s)φ1(s)(zσ (s))
1+ 1γ
(r(s))
1
γ
1s. (38)
Using integration by parts for the first part of the right hand side of (38), we obtain∫ t
T
H1(t, s)φ1(s)P1(s)1s ⩽ H1(t, T )z(T )φ1(T )+
∫ t
T
(φ1H1)1s(t, s)zσ (s)1s
−
∫ t
T
H1(t, s)γ φ1(s)(zσ (s))
1+ 1γ
(r(s))
1
γ
1s. (39)
For simplicity, setting B = (φ1H1)1s(t, s), A = γφ1(s)H1(t, s)(r(s))− 1γ and u = zσ , applying Lemma 1 to (39), we find∫ t
T
H1(t, s)φ1(s)P1(s)1s ⩽ H1(t, T )z(T )φ1(T )−
∫ t
T

r(s)[(φ1H1)1s(t, s)]γ+1
(γ + 1)γ+1[φ1(s)H1(t, s)]γ

1s
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or
1
H1(t, T )
∫ t
T

H1(t, s)φ1(s)P1(s)− r(s)[(φ1H1)
1s(t, s)]γ+1
(γ + 1)γ+1[φ1(s)H1(t, s)]γ

1s ⩽ z(T )φ1(T ),
which contradicts (37) and therefore the proof of part (i) is complete. The proof of part (ii) is similar to that of part (i)
therefore it is omitted. 
Example 2.4. Consider the following second order neutral nonlinear dynamic equationy(t)+  t + c − 1
t + c

y(t − 1)
131 + ∫ d
c
t3(σ (t)− 1)3y3(t − ξ)1ξ = 0, t ∈ [2,∞)T
where γ = α = 3, r(t) = 1, p(t) =  t+c−1t+c  , τ (t) = t − 1, q(t) = t3(σ (t)− t)3, θ(t, ξ) = t − ξ, δ(t) = θ(t, d) = t − d.
We see that
lim sup
t→∞
∫ t
t0
P2(s)1s = lim sup
t→∞
∫ t
t0
(d− c) (σ (t)− 1)
3(s− d− T )3
(σ (t)− T )3 1s
⩾ lim sup
t→∞
∫ t
t0
(s− d− T )31s = ∞.
Hence, by Theorem 2.1 every solution of (1) is oscillatory.
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