Abstract Semantic interoperability between disparate systems in open, distributed environments has become the quest of many practitioners in a variety of fields. One way to achieve such a goal is through ontology mapping. The perspective users of such technology, however, are faced with a number of challenges including ambiguity of the meaning of mappings, difficulties of capturing semantics, choice of the right ontology mapping tools, verification and validation of results and operationalisation in the beneficiary semantic web application. In this paper we present a formalisation of ontologies and a triangle model for the ontology mapping problems. This formalisation of ontology mapping reflects the engineering steps needed to materialise a versatile mapping system in order to faithfully re-capture the semantics embodied in ontologies which is the fundamental requirements posed by the semantic web environment. We further accommodate this formalisation with a series of specialist algorithms targeting at particular aspects of semantic capturing. Finally, we evaluated the proposed algorithms by way of ontology mapping benchmark tests.
Introduction
Currently, research and development in the area of the semantic web has reached a stage that a large number of applications and services are powered by ontologies. A good wish behind the enthusiasm towards ontologies is that with shared terminologies/vocabularies comes along the community-wise consensus on the underlying semantics. Interoperability problems, therefore, could be largely solved. Such an approach, however, has been too optimistic on two issues: (1) designing a "perfect" ontology that will accommodate all needs is not an easy task and (2) maintaining consistent interpretation and use of an overcommitted and commonly accepted ontology, even if there is one, is impractical. As a result, finding semantic equivalence between different ontologies has become a useful alternative to cope with semantic heterogeneity that one may be exposed to when his/her own ontologybased applications need to communicate with those from others. Mapping/aligning ontologies is by no means a new research topic. It has been the focus of multidisciplinary efforts across a diverse landscape including database, information system, information retrieval (IR), etc. It has drawn more attention recently due to the aforementioned reasons and triggered enormous interest in both theoretical research and implementation [29, 33] that gives birth to a series of conferences and workshops [3] .
While many sophisticate tools and methods have been developed [3] , we witnessed a subtle shift of focus from "how well one maps?" towards "how well the semantics is captured?". Evidences of such a phenomenon can be found in [9] , as many papers devote on defining new formalisation and methods (e.g. via argumentation) for discovering semantics. In order to answer the latter question, we cannot ignore thousands of years of work in philosophy, even though ontology, currently as the vehicle of semantics, has already become a product of engineering activities [13] . We, hence, jigsaw our methods and algorithms in a well-established semantic model and differentiate mappings in the representational, conceptualisational and instance dimensions. Our ultimate goal is to produce a system that can be separated into independent functioning units meeting the requests on semantics to different extent as well as integrated them as one system to provide a full-scale treatment of semantics. We have built such a prototype system and we would like to share our experiences regarding potential caveats of this endeavour.
This rest of this paper is organised as follows: we first discuss a multidimensional model for ontology mapping (Section 2). We review existing algorithms and propose new ones in line with the requirements at each "vertex" of the "meaning triangle" (Section 3) and evaluate them both individually and in combination (Section 4). Finally, we conclude this paper in Section 5.
A formal account for semantics and ontology mapping
There have been a plethora of philosophical debates on semantics, formal ontologies and making use of meaning [16] . We adopt the well-known triangle model [28] for assigning and operationalising meaning of ontology (see Figure 1 ). In the light of this model, we view semantics as a combination of the real-world entities, their conceptualisations and the symbolic representations of such conceptualisations.
Ontology mapping
Due to the difficulty of achieving a global consensus that embrace every aspect of the world, ontology mapping is frequently considered as the alternative means for addressing semantic interoperability issues [32] . Like the word ontology, which refers to a wide variety of models with different complexity and structures ranging from simple taxonomies of terms to full-fledged, "heavyweight" ontologies based on description logics (DLs) [2] , ontology mapping is frequently used interchangeably with other ontology engineering tasks and evidently would benefit from formal definitions to avoid any misinterpretation and misunderstanding. In this section, we lay out the formalisation pertinent to our meaning triangle based mapping framework. Algorithms that concrete the formalisation will be detailed in Section 3.
A narrative interpretation of the ontology mapping problem is that "given two ontologies of the same domain (or largely overlapping domains), a set of corresponding pairs from respective ontologies should be returned to indicate how these two ontologies can be aligned". We adopt the well-known triangle model [28] for assigning and operationalising the meaning of ontologies (see Figure 1 ). In the light of this model, we formalise an ontological entity as: Definition 1 An ontological entity E ∈ O (where O is an ontology) is a three-tuple, s, f, i , where s denotes a finite set of symbols as entity names (e.g. concept names and property names), f a finite set of well formed formulae as restrictions on s, and i the extension of s satisfying f.
More specifically, given a set of instances (denoted with ) as the interpretation domain and an interpretation function · ι , i = s ι is a subset of elements of which satisfy restrictions imposed by f.
Definition 2 Ontology O is a 3-tuple S, F, I , where S = {s
This formalisation of ontology (see Definition 2) gives raise to the following definition: if O and O stand for the two ontologies to be processed, Definition 3 Semantic equivalence between two ontological entities, E ∈ O and E ∈ O , is a mapping m : E E , such that,
• s E = m(s E ), and vice versa;
• f E |= m(f E ), and vice versa; and • i E ⊆ i E , and vice versa (where i E = E ι , i E = E ι and · ι is the interpretation function).
Based on Definition 3, mapping between ontologies O and O , therefore, amounts to the following tasks focus on three different dimensions of semantics capturing:
• Identifying correspondences between the symbols/labels used by the respective ontology (mapping with respect to the names in S), • Identifying logic equivalencies between the sets of restrictions defined on each ontological entity from respective ontology (mapping with respect to the formulae in F), and • Reinterpreting ontological entities from one ontology in the interpretation domain of another (mapping with respect to the classified instances in I).
Capturing semantics in three dimensions
Mapping with semantics is a highly debated issue due to the ambiguity of meaning and the difficulty of capturing meaning. There exist different approaches to tackling the problem at hand. For instance, some approaches extract the semantics of concepts from external lexicons, e.g. WordNet [26] ; others analyse the characteristics of a concept by examining its relations with other ontological entities [5, 22] . In our approach, we adopt the fundamental ternary relationship among symbols, concepts and real world entities that is described in the previous section. So, we see meaning as a symbolic expression determined fully and solely by the real-world entities that it refers to and reflect through concept definitions. To compute this, we decompose semantic similarity into those with respect to representation (S), conceptualisation (F ) and instance (I). Our idea is formalised in the following equations:
where sim () computes the similarity between two ontological entities, E and E'. That is to say that similarity between E and E is an aggregation of sim S (E, E ), sim F (E, E ) and sim I (E, E ) focusing on the representational, conceptualisational, and instance similarities respectively. The aggregation function is denoted as agg and instantiated by (say) weighted average depending on the data to be aggregatedmore on aggregation methods can be found in Section 3.4. In the following (2a), (2b) and (2c), we give exemplar instantiations of the three similarities. Concrete implementation of the suggested functions are further expanded in Section 3. Let L i ∈ s E and L i ∈ s E be the names, URIs, comments, etc. of concepts E and E respectively, and τ be a function computing similarities among strings.
implements the representational similarity between two ontological entities as a function of the respective similarities between their names, URIs, comments, etc. Meanwhile, sim F (E, E ) indicates that we need a mechanism to compute to what extent two conceptualisationally matching entities are logically equivalent, i.e.
that is to say that if an arbitrary formula f can be entailed from entity E from the source ontology, it should also be entailed from E , the counterpart of E in the target ontology. The same is expected for those formulae that can be entailed from E . Hence, a naïve conceptualisation similarity metric may be theoretically instantiated as:
Note that there might be an infinite number of possible formulae that can be entailed from E or E and thus in practice we restrict ourselves to finite sets of {f ⊆ F | E f } and {f ⊆ F | E f } to approximate sim F (E, E ).
Finally, sound semantic equivalence between E and E implies a correspondence between their extensions, i.e. i E = i E . More specifically, with respect to the same domain, the interpretation functions of E and E should pick up the same referents. We can, therefore, approach the instance similarity as follows:
In practice, the numeric values returned by sim () are sometimes treated as the confidence that one (a knowledge engineer or a software system) has in the suggested candidate alignments. Hence, an ontology mapping system normally filters out those less likely alignments below a predefined threshold t.
Similarity functions, sim S , sim F , and sim I , have been extensively investigated so far and instantiated by different approaches [20] . However, this by no means suggests that capturing semantics in ontology mapping is a solved problem. Many systems claiming to offer semantic intensive mapping fail to bear in mind the multidimensional nature of semantics. External lexica (e.g. WordNet) and/or ontological structures have often been misread as the full "spectrum" of semantics. Certainly, we do not disparage the importance of such syntactic and linguistic information. Rather, we would like to emphasise that external lexica and ontological structures only provide limited access to the full picture of semantics which should be performed as a "trio" at different dimensions.
Mapping as a "trio"
The three-dimension mapping model is accommodated by algorithms that are specialised in computing the similarity between symbolic representations, between abstract conceptualisations and by utilising concrete instances.
Similarity of representation
String distance is treated as the foundation of various sophisticated and semantic oriented mapping techniques. An exhaustive survey of relevant techniques is beyond the scope of this paper. In the following, we give only a brief introduction of those implemented methods targeting at representation similarity.
The simplest one is a Levenshtein distance (edit distance) matcher that assigns a number v to a pair of strings s and t indicating how many changes should be made on s to obtain t. A smaller value of v states a greater similarity between s and t. More sophisticated string distance approaches are implemented: Monge-Elkan distance optimises edit-distance functions with well-tuned editing cost; Jaro Metric and its variants compute an accumulated similarity of s and t from the order and number of common characters of s and t; etc. [8] . Jaccard similarity tokenises s and t and computes similarity while ignoring the order of substrings [8] . Soundex algorithms extend syntactical similarity with linguistic characteristics. The efficiency of soundex distance metrics has been proved practically in finding misspelled names [15] . They, however, become less reliable when mapping general terms. Hence, results from soundex-based matchers are regarded to be less confident and to contribute less to the overall similarity when aggregating with other types of matchers. Besides concept and property names and URIs, in many ontologies, comments are used to document the authors' intention. Such information can be parsed with natural language processing software and compared using the aforementioned methods.
Pure string distance methods are enhanced with thesaurus that comes into the picture in two forms: WordNet and known mappings. In order to facilitate the use of WordNet, we assume that the local names of concepts are either nouns or noun phrases while the local names of properties are phrases starting with verbs or prepositions followed by either nouns or adjectives. A part of speech (POS) package is used to analyse the names and identify the right POS sets that are to be retrieved from the WordNet database. Elements in the retrieved synsets are then compared against each other using either exact string matching or one of the string-distance algorithms discussed above. Corpora containing the known mappings are continuously enhanced with validated results from mapping systems, manually crafted by experts and/or emerged from communications among the end users. There are two types of corpora: the general purposed ones, e.g. the ones for mapping between different languages, eqv (professor, professeur) and those that are application or domain specific, e.g. eqv (lecture, assistant professor), where eqv () indicates the equivalence of two entities. The latter is composed with domain knowledge and might not be applicable in a different context. A major assumption behind the mapping reuse is that many domain specific ontologies largely overlap, especially if they describe the similar knowledge within small communities. It is, however, always necessary to validate known mappings first before reuse them due to the fact that the semantics of an ontological entity may change over time. Mapping reuse is beyond the representational similarity, although searching for existing alignment candidates might rely on string-distance algorithms.
Taking all the above discussions into consideration, we define the representation similarity as followings to instantiate (2a).
where ρ x materialises one of the aforementioned similarity measures. If a string distance measure is used instead of similarity, it can be bring into the range [0..1] to be juxtaposed with others. Transforming distance into similarity is done by applying e (−d) where d is the distance. Since d is always greater than and equals to 0,
The algorithms for representation similarity assume that the ontology engineers always know how to choose the most appropriate names for ontological entities. There are, however, no widely accepted "golden" naming standards for ontology. Hence, methods in this family suffer from the lack of systematic measures to ensure their performance.
Similarity of conceptualisation
Conceptualisation, in many occasions, becomes a substitute of the word "ontology" due to the famous Gruber's famous definitions regarding the latter-"[.
1 This opportunistic reading of ontology opens the door to the abuse of semantics. Conceptualisation has almost become an alias of semantics and, impinging on ontology mapping, manipulating conceptualisation has become the dominant means in understanding semantics. In the following, we review the current conceptualisation based similarity measures and propose a new algorithm exploring semantics embodied in conceptualisation.
Conceptualisation reflects the ontologist's view of the domain of discourse. Through conceptualisation, one can impose explicit and implicit semantic restrictions upon ontological entities and groups together particulars sharing the same characteristics. Inevitably, conceptualisation needs to be established on interactions among ontological entities. A very common form of such interactions is the taxonomies regulated by the generalisation/specification relationships (i.e. the so-called is-a or subsumption relationships). Directed trees can resemble concept taxonomies with nodes representing concepts and edges representing subsumption relationships pointing from the subsumee to the subsumer. Conceptualisational similarity, therefore, is reduced to a graph matching problem which, in many cases, is enhanced by various lexico, logic, machine-learning based and information theory based methods [1, 14, 23, 25] .
Many real-life ontologies, however, are more expressive than merely taxonomic structure-concepts are further restricted by axioms and connected with non-isa relationships-which are referred to as "heavy-weight" ontologies to be distinguished from concept taxonomies. In heavy-weight ontologies, a concept C is normally regarded as a finite set of concepts of which C is a sub-concept, a finite set of declared properties having C as domain and other concepts or concrete data types as range, and a finite set of axioms where C appears. Graph-matching algorithms are still applicable when two heavy-weight ontologies are to be compared, if such ontologies can be converted into acyclic directed graphs [1] . But more frequently, ontological entities are treated as collections of semantics-bearing features defined and selected by the users to fit the intended applications. For instance, a concept C can be characterised by:
1) The set of concepts declared to be equivalent to/disjoint with C, 2) The set of declared properties together with their parent-properties and property ranges, and 3) The set of concepts defined as the direct or indirect super(sub)concepts of C and/or the set of siblings of C [19] .
Axioms such as equivalence and disjointness are normally interpreted instantly, e.g. axiom OWL:sameAs C C results in sim (C, C ) = 1.00. Similarity is then computed first with respect to each individual feature type. Subsequently, featurelevel similarities are compiled using, for instance, the Tversky model. Alternatively, one can instantiate the aggregation function as one of those discussed in Section 3.4.
Both the strengthens and weakness of characterising ontological entities as userdefined features are evident. On the one hand, user-defined features reflect users' view of the domain of discourse and can be tuned against particular applications. Hence, one can contextualise such algorithms to make them most suitable with respect to the problem at hand. On the other hand, the lack of formalisation of such characterisation process makes it difficult to opt in or out a particular feature and thus jeopardises the accuracy of semantics capturing. For ontologies based on DLs, e.g. OWL-DL and OWL-Lite [24] , conceptualisations can be exploited by abstracting concepts as sets of signatures [18] . DLs are a family of knowledge representation and reasoning formalisms that have attracted substantial research recently, especially after the endorsement of DL-based ontology modelling languages (e.g. OWL) by the semantic web initiative [4] . Among the three "sub-species" of OWL, OWL-Lite is based on SHIF DL and OWL-DL is based on SHOIN DL [17] .
In this paper, we focus on the DL-based modelling languages satisfying the Beth definability (e.g. OWL-DL) and "dissolve" conceptualisations into semanticsbearing units which are referred to as signatures [18] . We do not consider focusing on DL-based languages as a major limitation of our approach, due to the fact that OWL, as a W3C standard, is expected to be one of the leading representation languages for ontologies targeting at the semantic web.
Obtaining semantic signatures
DLs are based on the notions of concepts (i.e. unary predicates) and properties (i.e. binary relations). Using different constructs (see Figure 2) , complex concepts can be built up from primitive ones. In DLs, semantics of concepts is embedded in the logicbased constructs which needs to be made explicit before computing the similarity. Explicating the embedded semantics amounts to recursively unfold concepts till only primitive ones (i.e. concepts and properties that are only defined by names) left. If cyclic definitions are not allowed, i.e. no concept (property) name appears on both sides of a concept (property) introduction axiom and all definitions are in their negation-normal form, i.e. the negations are applied only to concept names, it is possible to fully unfold the righthand side of all concept introduction axioms and guarantee the termination of such an unfolding process.
We adopted the ABox tableau construction rules used in many DL systems to facilitate the concept unfolding and the signature extraction process. In Figure 3 , we present a simple example of how MWMD (mother with many daughters, defined in Figure 4 ) is unfolded by repetitively applying the transformation rules defined for each and every DL construct (see Figure 5 for the rules of some DL constructs)-a detailed description of such rules can be found in [2] . Briefly speaking, starting from a concept definition, the algorithm repetitively apply the transformation rules till no more rules can be applied.
As illustrated in Figure 3 , MWMD is completely unfolded and associated with its own semantics-bearing signature,
, that captures the semantics of the concept by means of primitive signature elements.
Definition 4
Signaturing terminates when a fixed point is reached, i.e. n S = (n−1) S and signature elements are one of the followings: (1) x i : C p , (2) x i , y i : R p , and (3) x i : ∀R p .C p , where C p and R p are primitive concept and property.
Several points require further discussion. Firstly, there might be cases where concepts are defined as the union of other concepts, which are either explicitly defined elsewhere in the same ontology or introduced as anonymous ones. The unfolding rule for DL construct is non-deterministic and results in more than one signature. For instance, if we have As demonstrated in [17] , by carefully selecting a set of admitted constructs (e.g. the construct sets of the underlying logics of OWL-Lite and OWL-DL) and making appropriate modelling modifications/relaxations, a termination is guaranteed with respect to ontologies with acyclic definitions.
Computing similarity
A direct result of signaturing concept is that both explicit and implicit restrictions imposed on the concept are dissolved into finite sets of signature elements. A signature presents a model that is logically equivalent to the original concept and thus finding the similarity between concepts is effectively reduced to computing the maximum similarity between the respective signatures.
After signaturing all concepts in ontology O, a set of the most basic building blocks of O is acquired as the elements of signatures. It is evident that a formula which can be derived from E with respect to O is a subset of S i . The conceptual similarity, therefore, can be obtained by counting the number of subsets of the intersection of the respective signatures. When concepts are unfolded into more than one signature due to the presence of disjunctions, the maximum similarity is computed among the alternatives. Let S i and S j be the signatures of E and E respectively and | · | give the cardinality of a set, we solidify (2b) as
where 2 |S ∩S | gives the number of the subsets of S ∩ S . For instance, assume that HappyMother is defined as in Figure 6a and unfolded as in Figure 6b , we can then compute the similarity between MWMD and HappyMother as 0.50. Meanwhile, it is possible to discover richer relationships by comparing the signatures of concepts. We define E E iff for every S i of E there is a S j of E such that S i ⊆ S j and E⊥E iff for all S i of E and for all S j of E , S i ∩ S j = ∅.
When discovering mappings between different ontologies, the signature elements of E and E might not be comparable to bootstrap the similarity computation. It is necessary to align the respective atomic signature elements first in order to obtain S ∩ S . Alignments among signature elements stem from alignments among primitive concepts and properties of respective ontologies. In practice, this presents a difficulty as primitive concepts and properties normally do not provide many clues for aligning except their names and in some cases their instances. When computing the conceptualisation similarity, however, we want to avoid replying on syntax-based name similarity, even for bootstrapping the process. We, therefore, either introduce the alignments manually or allow them to gradually emerge as follows:
Let S i be the ith signature of an arbitrary entity E ∈ O, we define Figure 6 HappyMother example.
a b
as the set of all elements that appear in the signatures. If : F × F gives all possible alignments between F of O and F of O , we repetitively examine φ ∈ to maximise the total similarity between the two ontologies arg max
The alignment φ obtained from (4) is the recommended alignment between signature elements, based on which similarities of concepts are computed. For very large ontologies, checking each pair of concepts to maximise (4) might not be feasible. In practice, we reduce the search space of (4) with two relaxations: (1) we examine only leaf concepts, i.e. concepts without children, and ignore interim ones to reduce the computational burden of each iteration and (2) we align only compatible signature elements. More specifically, we distinguish three types of signature elements: concept-type (e.g. "x : Woman"), property-type (e.g. " x, y 1 : hasChild"), and elements featured by the universal property quantifications (e.g. "x : ∀hasChild.Person"). For each type, we compare only elements at the same nesting level. For instance, in the previous example, we do not compare "x : Woman" ∈ n S MWMD 1
and "y 1 : Female" ∈ n S HM 1 due to the fact that the latter is introduced in n S HM 1 through hasChild and thus is at a different nesting level from the former. Moreover, in many ontologies, compared to fully defined concepts, the number of primitive concepts and properties is small. For instance, FMA Ontology 2 has roughly 70,000 concepts with only approximately 100 properties and 20 primitive concepts. Finally, although not desirable, searching for alignments among signature elements can also be significantly simplified by applying the techniques discussed in Section 3.1, but at the cost of losing generality.
Similarity of instances
Semantics goes beyond representation and conceptualisation. A set of properly classified instances is arguably the best source of semantics. Many approaches, either acting as a stand alone tool [33] or being a building block of a large framework [10] , have been proposed to discover meanings of concepts from the instance data and subsequently semantic equivalences therein.
When instance data is complete
When a relatively complete set of instances can be isolated with respect to a populated ontology, semantics of ontological entities can be reflected through these instances. A major assumption made by techniques belonging to this family is that concepts with similar semantics might share instances [21] and an understanding of such commonness can contribute to the understanding of the semantics. Data mining and IR techniques are frequently leveraged to winnow away apparent discrepancies as well as discover the hidden correlations among instances. Some recent efforts along this line of research are presented in [20] .
Assume that E and E have been properly instantiated and let i and i denote the sets of instances of E and E , instance based similarity of E and E can be emulated using (2c) as:
where E(i ) = {α ∈ i | α ∈ i} is the set of E instances that also instantiate E and E (i) is defined similarly. However, the ideal situation assumed by the authors in [10] -"[. . .] many realworld ontologies already have associated data instance [. . .] instances of each input taxonomy is a representative sample of the instance universe covered by the taxonomy"-is not always true. Many ontologies published on the loosely regulated internet might only have a skewed set of instances or not have any instances at all. We, therefore, developed algorithms to cope with ontologies without sufficient instance level information.
When instance data is partially available
Although many automated learning methods have been proposed [6] , manually populating ontology is still dominant. The lack of human labour and proper domain knowledge, therefore, results in many under-populated ontologies in the semantic web. We differentiate two types of under-populated ontologies: those with at least one instance asserted for each leaf concept and those with un-instantiated leaf concepts. Ontologies falling in the latter category is treated in the same way as unpopulated ones while those belonging to the first category is discussed in this section.
The fundamental idea is that the entire internet presents itself as a very large corpus from which we can extract, assess and assert instances for under-populated ontologies. This is realised by generating internet search queries and pulling out web pages as candidate virtual instances which are then subject to further verification. The vast internet presents itself as both an opportunity and a challenge. It is an opportunity in the sense that in line with the vision of emergent semantics [31] , internet provides a corpus with ordinary web users constantly and collaboratively pooling in their knowledge and view of the world. Such information covers various topics ranging from the usual to the not so usual (e.g. searching for "Arctic tundra" returns 400,000 relevant web pages and "Massive Ordnance Air Burst (MOAB)" returns a significant number of 14,000
3 ). The accumulative effect is not trivia and can be exploited to discover the latent semantics among terms. The challenge is equally distinct. The sheer size of the virtual instance population denies the possibility of developing time-efficient tools to investigate individual web pages, assess them and treat them in the same manner as ordinary ones. When at least all the leaf concepts are instantiated, such properly defined instances-even though not complete-can be treated as clues for validating virtual instances. This process is summarised as follows: Let E ∈ O and E ∈ O be two concepts, also let i E and i E be the properly defined instance of E and E respectively. Figure 7 where we assume that concepts in O are arranged in a hierarchical structure H regulated by ≺-i.e. D ≺ C implies that D precedes C in H. cleanup() performs stop-word removal, tokenisation, and other NLP techniques. 2. The generated queries are fed into an internet search engine to retrieve the top k web pages. Such an internet search engine is an arbitrary one with the capacity of handling basic logic operators, e.g. "AND", "OR" and "NOT", e.g. Google TM Search API. 4 We pool all the retrieved pages in v and denote pages retrieved with hit k (Query(E)) as ω E , where hit k () returns the top k web pages returned based on the search query Query(E). 3. The set of retrieved web pages (also referred to as virtual instances) ω E is refined by:
For every E ∈ O, we generate internet search queries according the query generation algorithm in
1) Computing the distance between the defined instance i E of E on the one side and every candidate virtual instance vi ∈ ω E on the other side and 2) Pruning vi whose distance against i E is less than threshold t 1 .
4.
Step 1-3 is performed on every E ∈ O with the same k and t 1 settings. 5. After refining both ω E and ω E , we try to find out to what extent the sets of instances of E and E overlap. This is done by leveraging the distance d between every vi ∈ ω E and i E . If d ≥ t 2 , we say vi can be classified against E. The threshold t 2 is decided empirically. Same procedure is carried out on ω E and the defined instance i E of E . Non-leaf concepts acquire virtual instances automatically from the concepts defined as their sub-concepts via subsumption relationships. 6. We compute the similarity sim I (E, E ) by applying (5) on those classified virtual instances.
Many methods can be borrowed to acquire the distance between virtual and "real" instances. A straightforward approach is to leverage the well-established bag of words model converting both types of instances as vectors of words and compute the cosine distance between the vectors [35] . A few factors may impinge on the performance of the above method. Firstly, ideally the cut-off value k and threshold t 1 and t 2 should be repetitively evaluated till an optimal setting is researched. In our initial implementation, however, we empirically assign k = 100 and t 1 = t 2 = 3/4μ where μ is the arithmetic mean distance between the virtual instances and the defined one for a particular concept. Secondly, when a leaf concept has more than one defined instances, we randomly pick up one against which virtual instances are examined. Further work should conceive a "smarter" mechanism to prune unqualified virtual instances based on information drawn from all "real" instances belonging to the same concept.
When instances are not available
There are occasions that one needs to map completely unpopulated ontologies. The normalised google distance (NGD) [7] has laid down a methodology to discovery correlations between words based on their co-occurrence in web documents. The rationale behind such an approach is as follows. If we associate probabilities with concepts in the ontology hierarchies, we have P (E ) as the probability of encountering an instance of concept E with respect to the entire instance population of an ontology wherein E is defined. Recall that an ontology is effectively a constraint system specifying how instances should be distributed among different concepts. In an arbitrary domain of discourse, the more rigorous a concept is restricted, the fewer instances are qualified to instantiate it. Hence, ideally, we should be able to estimate P (E ) by investigating the distribution characteristics of the entire instance population [30] . Let N O be the size of the entire population and n E be the number of instances that belong to E, we have
However, N O and n E , in practice, are difficult to estimate for many ontologies from the loosely regulated Internet, as a majority of such ontologies only have a biased set of instances or do not have any instances at all. By taking full advantage of internet search engines, one could query to retrieve the correlation of two words based on the ratio of documents that both words appear against the total number of search engine indexed web pages. This is formalised as
where Query is the query generation function shown in Figure 7 and N O is approximated as the sum of instances of all leaf concepts. Different from NGD, we contextualise the probability measure in a particular ontology and further enhance the concept name with other ontological information that might help to identify the right meaning of the concept. Given two arbitrary ontological entities E and E , their joint probability is emulated as
Based on Bayes' theorem, we then estimate the internet-based semantic correlation of E with respect to E using conditional probability as:
The applicability of using internet search engines to discover meanings of general terms/concepts has been demonstrated in [7, 34] . Ostensibly, internet, as a repository of general information, does not convey many useful messages for specific domains, e.g. military domains and medical domains. Our experience, however, confirmed otherwise. Although much fewer hits are returned compared to general terms, the results are still statistically significant. For instance, for brain tumour related concepts Astrocytoma, Glioma and Cerebrum, we compute the internet-based similarity of Astrocytoma-Glioma, Glioma-Cerebrum, and Astrocytoma-Cerebrum as 0.131, 0.011, and 0.014, respectively, clearly indicating that Astrocytoma is closely related to Glioma.
Unlike the approach proposed in [7] , we would argue that the internet-based correlation measure cannot be used directly as the similarity between concepts. As suggested in the IR literature, terms having similar semantics do not normally appear in the same documents. We, therefore, leverage the assumption that semantically similar ontological entities should have highly agreed distributions with respect to the rest of the ontology. That is to say, if E and E are semantically equivalent, what we can learn from E with respect to other entities in the same ontology should be similar with E .
where P( x | E) can be approximated using internet-based co-occurrences as discussed above. Note that δ O (E, E ) is O specific. In order to achieve the best result, we compute the distribution divergences based on both ontologies and obtain the overall similarity as a number between 0 and 1:
For ontologies with thousands of concepts, (7a) might result in a large number of internet-based correlation to be examined. In order to reduce the computational burden, we restrict ourselves to an O subset of O which contains (1) sibling concepts of E and (2) those related to E through properties. Consequently, we rewrite (8) as
Aggregating similarities
The results returned by different algorithms are aggregated to produce mappings across three dimensions. In the methodological inventory of similarity aggregation, the weighted average is probably the most straightforward one which assigns a weight to every algorithm and performs accumulation accordingly.
Weighted average
When accumulating results, weighted average algorithms [e.g. (9)] assumes the returns from different algorithms are in compatible formats and assign each algorithm a numeric weight that is decided manually based on the characteristics and the user's confidence of the algorithm.
where w alg i is the weight of the ith similarity algorithm and sim alg i gives the mapping candidates of the ith algorithm.
Sigmoid function
Instead of using predefined and static values, one can also adjust weights using Sigmoid function [12] . The rational behind such an approach is that candidate alignments with higher similarity value should be emphasised and thus their contribution to the final result is amplified while the effects of least similar candidates should be largely diminished. Given function sig(x) = 1/(1 + e −x ), one can define the sigmoid function based similarity aggregation method as
where n is between [0..1) used to fine-tune the output from the sigmoid function and w alg i is defined as in the previous section.
Rank aggregation
When it comes to aggregate heterogeneous results, however, weighted average is not strictly applicable. Firstly, the selection of weights is a highly subjective activity requiring experience and background knowledge, which are not always available when mapping ontologies on the semantic web. Secondly, there might be algorithms that produce mapping candidates whose relations are described with high-level abstract descriptors, e.g. "more general than", "subsuming", etc. Such abstract relations cannot be soundly and precisely converted into numeric values. We adopt rank aggregation methods in processing mapping candidates. Dated back to 1,770, issues of how to aggregate ranking have been intensively studied and extensively applied in different voting systems as well as in improving search engines [11] . Our approach is rooted in the observation that results from many ontology mapping techniques can be sorted according to a predefined preference, e.g. sorting candidates in a decreasing order of their similarity values. Two rank aggregation approaches are implemented and investigated. When a weight of each ontology mapping algorithm can be confidently acquired to adjust the significance of its votes towards the final aggregated ranking, borda count is used. By taking into account the weights, a borda count of a particular mapping candidate is computed as
where rank i () returns the rank of E from the ith algorithm as an integer. For instance, if one method considers a candidate alignment α as the best and another ranks α at the third position, the overall borda count of α is then 1w + 3w = 4w. In the initial implementation, w i = 1 is used. Weights, however, are too ad hoc and subjective and cannot be systematically computed. In such occasions, we implement the aggregation optimising the Spearman's footrule-distance. Assume we have n different ontology mapping algorithms each producing a sorted list of candidates E j , 1 ≤ j ≤ k with respect to concept E, the final rank is a permutation of E j that minimises
where abs(·) returns the absolute value, E is a mapping candidate of E whose position in σ is given by rank final () as a non-negative integer, and rank i () is defined as above. By leveraging minimum-cost perfect matching, such a optimal rank can be found in polynomial time [11] . Footrule optimal aggregation is particularly useful when incompatible results from heterogeneous algorithms need to be combined.
Evaluation
The mapping and aggregating algorithms discussed in Section 3 are implemented with JAVA and their performance is evaluated against OAEI ontology mapping benchmark tests 5 [6] . OAEI tests contain 50 different cases each focusing on one or a combination of several aspects that might differentiate ontologies. They are particularly useful in our cases, because there are dedicated cases for representational and conceptualisational variances. Among them the cases belonging to 300 family are of particular interest because they present both representational and conceptualisational differences that reflect the natural variances between different groups of knowledge engineers.
Comparing mapping results
The organisers of OAEI ontology mapping contest have crafted reference alignments for every test case. If taking such alignments as the ground truth, it is possible to adopt the precision, recall and f-measure from IR and quantitatively analyse the strength and weakness of our algorithms (see Table 1 for the results). When evaluating our similarity and aggregation algorithms, we select only the best candidates returned by such algorithms and ignore all other less favorite ones. That is to say that we select the candidate that has the highest similarity or highest rank and produce exactly one mapping from the target ontology for every concept from the source ontology.
Precision is, therefore, computed as the fraction of the reference compliant mappings in the list of all alignments returned by our algorithms. Recall is the fraction of the reference compliant mappings returned by our algorithms in the entire set of reference alignments. F-measure (first introduced in [35] ) presents a combined criteria of precision and recall as f-measure = 2 × precision × recall precision + recall
Discussions
As expected, representational similarity methods are sufficient for cases that only have syntactical variances, e.g. benchmark test 103 and 104. Sim rep also perform well when only conceptualisational variances present, e.g. test group 221-247 as 
which obviously have different semantics even though the two concepts are sharing the same representation. In such situations, the approach based on semanticsbearing signatures can pinpoint the subtle semantic heterogeneity introduced due to variances in conceptualisation. Conceptualisation-based methods Sim con also outperforms Sim rep when concept identifiers/names cannot provide enough information for aligning, e.g. benchmark test group 201-210. For instance, in test 201, both concept and property names are replaced with random strings in which case we encountered the worst case complexity of Sim con : every possible combination of the signature elements from the source and target ontologies are evaluated resulting in a total number of 85 × 73 iterations for a small ontologies with only 33 concepts and roughly 40 properties. Such extreme scenarios, however, seldom occur real-life mapping tasks, as concept and property names always, to some extent, suggest possible alignment between signature elements. In benchmark test group 248-266, we trade computational complexity for accuracy: after examine all potential alignments, our algorithm eventually converged on one set of mapping concepts and properties with relatively high precision and recalls: 0.87 and 0.52 respectively.
In real-life tests, both representational and conceptualisational similarities are limited by the naming and modelling conventions and thus algorithms focusing on one aspect do not have distinguishable advantages over those based on another (test 301 to 304 in Figure 8 ). As an alternative, instances data reveal the intended interpretation of the users and thus can complement the algorithms based on representational and conceptualisational characteristics. Due to the availability of properly populated ontologies-many benchmark tests are not properly populated, we evaluated only the two algorithms seeking instance-level information from the internet, i.e. the two algorithms targeting at under-populated ontologies (see Sections 3. 3.2 and 3.3.3) . In order to facilitate the verification process against virtual instances, when running the algorithm discussed in Section 3.3.2, we manually introduced one instance for every un-instantiated leaf concept. The two instance-based algorithms are referred to as Sim par-ins and Sim no-ins in Table 1 . It is evident that besides the lexico-syntactic relationships among terms, both algorithms also take into account the ontological structures but in slightly different ways. Sim par-ins enriches the search queries with the parent concepts while Sim no-ins further extends it with the features of properties.
At this stage, it is unclear how parameters k and t i should be systematically decided and whether or not heuristic measures could be employed. In the initial implementation, only a limited number of combinations are studied (see Table 2 ). Unfortunately, the average f -measure is not correlated with k and t i . We decided to use k = 100, t 1 = t 2 = 0.75μ to reduce the total number of virtual instances to be verified while retain the best outcomes.
Benefiting from carefully crafted exemplar instances, the algorithm targeting at partially populated ontologies achieves good results in the majority of test cases (see Figure 8 ). We would argue that the necessity of exemplar instances in not a disadvantage. In many real-life scenarios, ontologies are used for acquiring and storing knowledge. Hence, when a mapping task is requested, we expect that the ontology owners might already have a partially populated ontology and/or possess enough domain knowledge to instantiate all leaf concepts. This assumption, of course, need to be validated by further research. Moreover, although both algorithms have achieved at least an average f-measure of representational and conceptualisational similarities, the benchmark test is not large and diverse enough to conclude that the virtual instance based methods outperform others.
Compared to rank aggregation, weighted average suffers from the fact that when the similarity value of an arbitrary mapping candidate is significantly greater and smaller than those of others, the averaged results might be falsely amplified or diminished. So is the aggregation method based on sigmoid function. On the contrary, rank aggregation hides the absolute similarity value and emphasises more on the relative confidence that an algorithm has in one candidate with regard to others. From Figure 9 , it is evident that rank aggregation has juxtaposed with weighted average in all "real-life" cases, i.e. 301-304 and outperformed weighted average in almost all other tests except 221-247. A possible reason for such an exception is that many controversial alignments have been ranked low by conceptualisational similarity algorithm that disturbed the final overall aggregated ranking while weighted average has taken the high representation-only similarities regardlessly. Again, we would like to draw the attention of readers to the argument that it is still unclear whether two concept should be considered equivalent when their conceptualisations are different.
Conclusion and future work
Ontology mapping, as the reification of semantic interoperability, has been an intensively studied topic since the semantic web initiative put emphasis on the meanings of online information. It is our contention that some current and past efforts aiming to identify semantic equivalences have been made largely in an similar style which might eventually overwhelm us with a large number of "sibling" tools that are not as semantically rich as what we would expect. In this paper, we adopted the triangle metaphor by Ogden and Richards [28] and presented a "trio" model for exploring the full-scale semantics in ontology mapping/alignment. At each vertex (dimension) of the meaning triangle, we proposed and implemented algorithms that can best represent the alike and evaluated their performances by means of ontology mapping benchmark tests. Our experiment results demonstrated that algorithms focusing on different aspects of semantics are complementary enabling a cross-fertilisation among dimensions. Meanwhile, an appropriate aggregation method could improve the overall performance. Effectively, our "trio" semantics-capturing model can be considered as a collaborative framework benefiting from a diversity of algorithms. Combining ontology mapping results from different components/matchers has been previously proposed and implemented (see for instance [10] and [12] ). Our system is by no means the first in this line of research. We, however, would like to point out two aspects that have been largely taken as granted by many of such systems. Firstly, philosophical debates and literatures on "Meanings" and "Concepts" abounds. In order to prevent reinventing the wheel, we should borrow those established theories, especially on how semantics should be best captured. The framework proposed in this paper can be considered as a first attempt in this direction. Secondly, when combining results, many systems assume the existence of human experts who have enough knowledge to assign weights to matchers. Weights, however, are subjective measures and thus cannot truly reflect the strength and weakness of matchers. We propose to consider a voting framework with each algorithm nominates its favorite candidate alignments. Well established rank aggregation methods can be borrowed to decide the final winning candidates.
Of course, revealing the true meanings is always one of the most controversial issues when coping with semantic interoperability. There is irreconcilable argument on what is semantics as well as how semantics can be revealed. In practice, surprisingly, representation-only methods have manifested their efficiency in special settings through many industry-strength mapping/aligning systems [27] . Such a fact, however, should not be interpreted as a counterexample of the advocation of comprehensive similarity measures across different semantic dimensions. Concept and property names only provide evidences on one aspect of the semantics which needs to be combined and complemented with other information. To this front, we have developed the most complete framework so far. Although our framework achieved good results with respect to the purposely designed benchmark tests, its applicability and performance need to be further investigated and demonstrated with large-scale, real-life ontologies and optimised accordingly.
Certain aspects of ontology mapping in distributed and heterogeneous environments like the semantic web are yet to be researched in depth. The multi-dimensional structure might provide an experimental model for capture semantics in situations where flexibility and diversity have been emphasised and dynamic characters are sought after. We accommodate such needs by composing/decomposing semantics and tailoring semantic support based on the demands and the available resources.
