Abstract. Networks with a high degree of symmetry are useful models for parallel processor networks. In earlier papers, we defined several global communication tasks (universal exchange, universal broadcast, universal summation) Introduction. Networks with a high degree of symmetry are useful models for parallel processor networks. In earlier papers ([5], [8] , [9]), we defined several global communication tasks (universal exchange, universal broadcast, universal summation) which can be critical tasks when complex algorithms are mapped to parallel machines. We showed that utilizing the symmetry can make network optimization a tractable problem. In particular, we showed in [9] (and earlier in [5] ) that Cayley graphs have the desirable property that certain routing schemes starting from a single node can be transferred to all nodes in a way which does not introduce conflicts. In this paper, we extend this transference idea to a class of graphs that is more inclusive than Cayley graphs.
When Η is the identity subgroup, the graph is a Cayley graph.
A graph G is vertex transitive if for any two vertices u and v there is an automorphism of G which maps u to v . The classic proof of Sabidussi [13] shows that a graph is vertex transitive if and only if it is a Cayley coset graph. An important aspect of the proof shows that one can construct a Cayley coset graph from a vertex transitive graph by using the automorphism group as the group Γ required in the definition and the subgroup of automorphisms that fix a vertex as the required subgroup Η . The generators ∆ correspond to automorphisms that map a vertex to a neighbor..
Spanning factorizations.
A 1-factor of a directed graph G is a subgraph with both in-degree and out-degree equal to 1. (Some authors have called this a 2-factor. Our definition seems more consistent with the notation in undirected graphs. For example, if the edges are all bi-directional and the factor is a union of 2-cycles, then this would be an ordinary 1-factor in an undirected graph.) It is known that every regular directed graph with in-degree and out-degree d has a 1-factoring with d 1-factors. For completeness, we give the proof here. In order to create a routing scheme for universal exchange (often called the transpose -see [10] ) on G , we consider regular graphs with factorizations with additional properties. 
Schedules.
A schedule for universal exchange associated with a factorization is an assignment of a time (a label) to each occurrence of each factor in the words of W such that no time is assigned more than once to a particular factor and times assigned to the factors in a single word are increasing. The time of a schedule is the largest time assigned to any of the factors. If T is the total time, the schedule can be thought of as a T d × array where each row corresponds to a factor and an entry in that row indicates which occurrence of that factor has been assigned the corresponding time. An entry in a row in the array can be empty indicating no occurrence of that factor has been assigned the given time. The power of a spanning factorization lies in the fact that a schedule can be used to describe an algorithm for conflict free global exchange of information between the vertices of the graph. Let us assume that this is the shortest ω for which this happens. The word ω cannot be empty since u and v are different. But then the last factor in ω must also be the same edge, a contradiction. If we start with a spanning factorization, then all the non-empty paths from v are unique, there are 1 − n of them and none of them can return to v so they must reach to every other vertex in the graph.
There are some additional properties that a spanning factorization with word list W might have.
Definition. We say a spanning factorization is balanced if each factor appears nearly as often in the schedule as any other. We say the factorization is short if the average number of times a factor appears is the same as the theoretical lower bound θ based on the average distance between any two vertices and the number of edges. We say the factorization is optimal if it is short and balanced.
A schedule Σ is minimum for a spanning factorization, if it has time ) (Σ τ equal to the theoretical minimum time for the factorization based on maximum number of times a factor appears. In mathematical terms, we can write
N is the number of times the distance between two vertices is k and D is the diameter);
Note that these parameters are ordered
Creation of schedules for spanning factorizations are discussed in [11] , where the following is proven. Universal broadcast. This paper concerns universal exchange (transpose). Employing these ideas for universal broadcast requires more restrictions on the list of words. In a universal broadcast, instead of sending a different piece of information to all other vertices, a vertex has one single piece of information to send to all others. To utilize this communication pattern, we impose an additional condition on the words in the list W . We say that the list W is hierarchical if every initial subword of a word in W is also a word in W . In addition, given a hierarchical list for universal broadcast, the list is thought of as a tree and each edge in the tree is labeled with a time only once. The problem of assigning an optimal schedule is greatly simplified because all that is needed is for the times on a factor to form a partial order. It still may be a difficult problem to find which is the best tree to use.
Cayley coset graphs. Our main goal is to find spanning factorizations for Cayley coset graphs. If the graph is a Cayley graph, this is easy.
Theorem 2. Every Cayley graph has a short factorization.
Proof. This is a sketch. Take a tree 1 T of shortest paths from the identity of the group. The factors consist of all the edges labeled with a specific generator. The words are just the paths in 1 T , so the factorization is short.
Question. Does every Cayley coset graph have a spanning factorization or even a short spanning factorization?
are vertex symmetric digraphs with a large number of vertices for a given degree d and diameter D. They were first introduced in [6] and [7] . Many of the properties that make them desirable for multiprocessor networks have been studied in [1] , [3] and [4] . In particular, [4] constructs broadcast trees for CP graphs which are related to our factorization. In [14] , it is determined which CP graphs are Cayley graphs and thus these have a short factorization. We can show that all CP graphs have a short factorization. Proof. There are several definitions of 
=
be an arbitrary vertex of G . We know that the outward neighbors of x are of two types: 
Proof. In [7] , the number of vertices 
( G has 6 vertices, degree 2 and the sum of the distances from one vertex to all of the others is 8 so the theoretical minimum time is 4 not 5. The theoretical minimum cannot be achieved by using the unique shortest paths since they have 30 2 F edges and at most 6 can be used at any one time. Replacing even one shortest path by a longer path will increase the lower bound on the time.
Now we can produce a minimum schedule for universal exchange using the factorization in Theorem 3 for
. We start by looking at the usage of each j F in the factorization. To this end, we define a recursion that grows the tree of unique shortest paths from any vertex v . 
Proof. This is just another expression of the algorithm in Theorem 3.5 in [7] .
We often refer to first entry in ) , ( t c as the c label and the second as the t label. The t label denotes the distance from the vertex v while the c label can be thought of as keeping track of the number of remaining uses we are allowed for factors with small indices. Intuitively, these factors are a limited resource because they consist of short cycles and reusing them too often gives a path that does not increase distance to v . 
; we define it to be zero elsewhere. Then
Once we have T , we show a recursion in Lemma 13 that can be used to calculate S , We calculate ) , ( t c T recursively.
Lemma 7. For
. We are not allowed to reduce c so we just have the j with k t j = + ≥ 1 . This gives 
by the induction hypothesis. But this is exactly 1 ) 1 (
Proof. This is just a restatement of Lemma 6 and the fact that by definition, the tree starting at a vertex v labeled ) , ( k c has v as its only leaf. 
Lemma 9. For
Proof. We prove this by induction, starting with k t = and working backward. 
which is known to be ) , 1 ( t T by Lemma 7.
Second, suppose that 
, can be described (using the convention that the falling factorial is zero whenever the argument or the index is out of bounds) as follows:
Proof. First, we expand the statement by eliminating the conventions. The equivalent statement has these cases
Now we can prove each of the cases. We have seen that 
. Now we show that the summation on the far right satisfies
We use the well-known combinatorial identity
This has a falling factorial analog given by
yields the desired identity:
This gives us
Finally, the value of 
This proves statement 2d. 
Lemma 15. At every level, cycles with larger indices appear more often than cycles with smaller indices, that is, for
As in Theorem 14, there are cases to consider from Lemma 10. When 
This expression can be manipulated to get
By the results in [7] , we know that 
In order to find the time for the minimum schedule, we have to calculate the number of times each factor appears. A fix-r factor appears on the left in a word once with another fix-r factor, q times with a cross-over factor and once by itself.
A fix-r factor appears on the right once with another fix-r and q times with a cross-over factor for a total of 
