Let {X n , n ≥ 1} be a sequence of strictly stationary φ-mixing positive random variables which are in the domain of attraction of the normal law with EX 1 = μ > 0, possibly infinite variance and mixing coefficient rates φ(n) satisfying n≥1 φ 1/2 (2 n ) < ∞. Under suitable conditions, we here give an almost sure central limit theorem for self-normalized products of partial sums, i.e., 
Introduction and main results
The almost sure central limit theorem (ASCLT) was first introduced independently by Brosamler Here and in the sequel, I{·} denotes an indicator function and (·) is the distribution function of the standard normal random variable. It is known (see Berkes [] ) that the class of sequences satisfying the ASCLT is larger than the class of sequences satisfying the central limit theorem. In recent years, the ASCLT for products of partial sums has received more and more attention. We refer to Gonchigdanzan A wide literature concerning the ASCLT of self-normalized versions of independent random variables is now available, while the ASCLT for self-normalized versions of weakly dependent random variables is worth studying. Recalling that {X n , n ≥ } is a sequence of random variables and F b a denotes the σ -field generated by the random variables 
where
and
In this paper we study the almost sure central limit theorem, containing the general weight sequences, for weakly dependent random variables. Let {X n , n ≥ } be a sequence of strictly stationary φ-mixing positive random variables which are in the domain of attraction of the normal law with EX  = μ > , possibly infinite variance and mixing coefficients http://www.journalofinequalitiesandapplications.com/content/2013/1/155
We here give an almost sure central limit theorem for self-normalized products of partial sums under a fairly general condition. Throughout this paper, the following notations are frequently used. For any two positive sequences, a n b n means that for a certain numerical constant C not depending on n, we have a n ≤ Cb n for all n, and a n ∼ b n means a n /b n →  as n → ∞. [x] denotes the largest integer smaller or equal to x, and C denotes a generic positive constant, whose value can differ in different places.
We let l(
then it is easy to see that nl(η n ) ∼ η  n and η n ≤ η n+ (cf. de la Pena et al.
[]). We denote
Our main theorem is as follows. 
then we have
where F(·) is the distribution function of the random variable e
√ N , N is a standard normal random variable and
Remark . If we assume that
We have the following corollaries.
Corollary . Let {X n , n ≥ } be a strictly stationary φ-mixing sequence of positive random variables such that
Corollary . Let {X n , n ≥ } be a strictly stationary φ-mixing sequence of positive random variables such that 
Lemmas
In this section, we introduce some lemmas which are used to prove our theorem.
Lemma . (Csörgő et al. []) Let X be a random variable, and denote l(y)
The following statements are equivalent:
For all positive integers  ≤ i ≤ k < ∞, we denote
Lemma . Let f be a nonnegative, bounded Lipschitz function such that
If the assumptions of Theorem . hold and there exists a positive constant such that
Proof From the formula (.) in Liu and Lin [], we have
as k → ∞, which implies from Toeplitz's lemma that
as n → ∞. To prove (.), we only need to show that
By (.), we have
Note that for α = , we get d k = e/k, D n ∼ e ln n. For α > , we get
and using Karamata's theorem (see Seneta []),
is a slowly varying function at ∞. Hence D n+ ∼ D n . Let γ be such that  < γ < /( + ), and
and thus
which implies ν n k →  a.s. For any given n, there exists k such that n k ≤ n < n k+ . It is easy to see that by the boundedness of f ,
which yields (.). Hence (.) holds true.
Lemma . Assume f is a nonnegative, bounded Lipschitz function such that f (x) ≤ C and
If there exists a positive constant such that
Then, under the assumptions of Theorem ., we have
Proof The relations (.)-(.) follow by the same method as in the proof of Lemma ., and the details are omitted here.
To prove that under the hypotheses of Theorem ., the relations (.) and (.)-(.) hold true, we show them by using the following four lemmas.
Lemma . Assume that f is a nonnegative, bounded Lipschitz function such that f (x) ≤ C and |f (x) -f (y)| ≤ C|x -y| for every x, y ∈ R. Then, under the assumptions of Theorem ., there exists a positive constant such that
Since f is a nonnegative, bounded Lipschitz function, it follows from (.) that for any  < < ( -α)/α with  ≤ α < /,
The well-known property of a φ-mixing sequence (see [, Lemma ..]) and the boundedness of f imply
Estimate I  . Since {X n } n≥ is stationary and 
by using Lemma .. in Lin and Lu [] . Note that for n ≥ k,
Using the fact that {X n } n≥ is stationary and that f is bounded and Lipschitzian, we get
for any  < < ( -α)/α with  ≤ α < /. From (.) and (.), we get
Hence, combining (.) with (.) and (.) yields (.).
Lemma . Under the hypotheses of Lemma ., there exists a positive constant such that
Proof By the same method as in the proof of Lemma ., we show (.). We have
In the same manner as in (.), we can see that
As in (.), we can see that
for large enough i with i < j, where δ ∈ (, ), since for any γ > , log n ≤ n γ for large n.
Similarly, we get by (.) 
Proof This follows by the same method as the proof of Lemma ., and the details are omitted.
Lemma . Under the hypotheses of Theorem ., there exists a positive constant such that
Proof We have divided the proof into three parts:
It is clear from (.) and (.) that
Consider L  now. It is clear that I(E ∪ F) -I(F) ≤ I(E) for any sets E and F, then we note that for  ≤ i < j ≤ n,
From the property of a φ-mixing sequence and φ(i) (log i) - , we have
and hence
for any  < < ( -α)/α. By the stationarity of {X n } n≥ and Lemma .(b), we get Hence, by Chebyshev's inequality and again recalling η  k ∼ kl(η k ), we have
and E V 
