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Abstract—We applied Generative Adversarial Networks
(GANs) to learn a model of DOOM levels from human-designed
content. Initially, we analyzed the levels and extracted several
topological features. Then, for each level, we extracted a set of
images identifying the occupied area, the height map, the walls,
and the position of game objects. We trained two GANs: one
using plain level images, one using both the images and some of
the features extracted during the preliminary analysis. We used
the two networks to generate new levels and compared the results
to assess whether the network trained using also the topological
features could generate levels more similar to human-designed
ones. Our results show that GANs can capture intrinsic structure
of DOOM levels and appears to be a promising approach to level
generation in first person shooter games.
I. INTRODUCTION
Content creation is nowadays one of the most expensive
and time consuming tasks in the game development process.
Game content can be either functional or non-functional [1];
functional content, such as weapons, enemies, and levels,
is related to the game mechanics and directly affects game
dynamics; non-functional content, such as textures, sprites,
and 3D models, is not related to game mechanics and has
a limited impact on game dynamics. In this context, levels are
of paramount importance, especially in first person shooter and
platform games, as they greatly affect the player experience.
Unfortunately, level design usually heavily relies on domain
expertise, good practices, and an extensive playtesting. To
deal with these issues, several game researchers are spend-
ing considerable effort on studying and designing procedural
content generation systems that, exploiting machine learning
and search algorithms, can model the level design process and
assist human designer.
In this work, we focus on the level design for DOOM1, a
first person shooter game released in 1993 that is considered a
milestone in video game history and today still has an active
community of players. There are several collections of DOOM
levels freely available online, like the Video Game Level Cor-
pus [2] (VGLC), which includes the official levels of DOOM
and DOOM2 represented in multiple formats, and the idgames
archive2, a large repository with more than 9000 DOOM levels
created by the community. Thanks to the possibility offered
1https://en.wikipedia.org/wiki/Doom (franchise)
2http://doom.wikia.com/wiki/Idgames archive
by such publicly available data, in this paper we propose
and study a novel method for the procedural generation of
DOOM levels using Generative Adversarial Networks (GANs)
a type of deep neural network. Initially, we created a dataset
suitable for training a GAN from more than 1000 DOOM
levels. We processed each level to generate (i) a set of images
that represent the most important features of the level (i.e.,
the walkable area, walls, floor height, objects, and room
segmentation), and (ii) a vector of numerical and categorical
attributes that effectively describe the level (e.g., size, length
of the perimeter, number of rooms, etc.). Then we trained two
models of GAN: (i) an unconditional GAN that uses as input
only the images of the levels and (ii) a conditional GAN that
uses as input also a selection of the features extracted from
the existing levels. To evaluate and compare the quality of
the levels generated by the two networks we designed a set
of metrics, inspired to the ones used to evaluate the quality
of indoor maps created by SLAM algorithms [3]. Our results
show that the quality of the generated levels improves during
the training process and, after 36000 iterations, both networks
generate levels of good visual quality and with a limited
amount of noise. The results also suggest that the conditional
GAN is able to exploit the input feature vector to generate
levels with a slightly higher visual and structural similarity to
human-designed levels.
II. RELATED WORK
A. Generative Adversarial Networks
Generative Adversarial Networks (GANs) are a recent
generative model based on Artificial Neural Networks. This
type of models learns the data distribution of a dataset and
generate synthetic data that exhibit similar characteristics to
the real data. Among all the domains in which GANs have
been already applied, image processing is one of the most
prominent. For example, Radford et al. [4] presented several
applications of GANs that involve handwritten digits [5],
human faces [6], and bedrooms [7]. Then, a large amount
of creative work was performed also on datasets about birds
and flowers [8]. Another successful application of GANs is
the image-to-image translation: Isola et al. [9] investigated
GANs as a general solution to this problem in several settings
such as image colorization, segmented image to realistic scene
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Fig. 1. Examples taken from [9] on the image-to-image translation problem.
conversion or generation of realistic objects starting from hand
drawn input (see for example Figure 1). GANs have also been
employed in many other domains such as frame prediction in
videos [10] and sound generation [11].
B. PCGML in Video-Games
Procedural Content Generation (PCG) was used in early
days of game development to deal with memory and compu-
tational limitations [12]. Notable examples include Elite [13],
a space simulation in which procedural generation is used to
create the game universe, and Rogue [14], a dungeon-crawling
game in which dungeon rooms and the hallways are generated
by means of an algorithm. More recently, PCG is still used
in several games to support the generation of content and to
increase the re-playability of games. Some examples of PCG
applications in recent games are Diablo [15], Minecraft [16],
Dwarf Fortress [17], Elite: Dangerous [18], and No Man’s
Sky [19].
Recently, Summerville et al. [20] introduced a novel ap-
proach to PCG based on machine learning (PCGML), that
consists of training machine learning models (e.g., a deep
neural network) on existing game contents and, thus, using
the trained models to generate novel contents. This approach
proved to be successful in several applications [20], despite
most of the previous works focused on the level generation
for platform games. For example, Dahlskog et al. [21] used n-
grams to generate new levels for Super Mario [22], Rishabh et
al. [23] used autoencoders, while Snodgrass and Ontan˜o´n [24]
proposed an approach based on Markov Chains. In [25] the
authors presented a method for generating levels of Legend
of Zelda [26] using Bayes Nets for the high level topological
structure and Principal Component Analysis for generating the
rooms. In contrast, in this work, we propose a method for
generating the whole level topology using a single model, with
the possibility of easily adding more features or eventually
applying the same structure to another dataset. In their work,
Scott et al. [27] use neural networks for predicting resources
location in StarCraft II maps [28]. Although the data domain
is similar to the one used in our work, they focused on resource
placement rather than map topology generation. Beckham and
Pal [29] proposed a method based on GANs for generating
realistic height level maps for video games, that is more
focused on landscapes and might be difficult to apply to
generate indoor environments. Finally, the same approach can
Fig. 2. A level with three sectors (A, B and C) and the linedefs defining
them: solid linedefs represent walls while dashed linedefs represent changes
in height between two sectors (steps); thus, sector C can be viewed as a small
platform inside the sector B.
be also applied to non-functional content generation, as done
in [30], in which GANs are used to generate 2d sprites.
III. ANALYSIS OF DOOM LEVELS
DOOM is a major milestone in the history of video games
that greatly influenced the First Person Shooter game genre.
In DOOM, the player traverses a series of levels populated by
enemies that she must kill to reach the exit, while collecting
weapons, ammunition, power-ups, and keys to open doors.
A. Level Representation (WADs)
DOOM levels are saved as WAD files that store all the
topological information as well as the multimedia assets. A
WAD file contains an ordered sequence of records (or lumps).
The Name lump simply contains the name of the level. The
lump named Things contains all the information about the
objects included in the level that are not walls, doors, or floor
tiles. The Vertexes lump is an ordered list of each vertex in
the map. The Linedefs lump contains all the directed lines
that connects two vertices of the map; lines define walls, steps,
invisible boundaries, or triggers (e.g., tripwires, switches). The
Sidedefs lump contains the texture data for each side of a line
and the number of sector (i.e., an area of the level) enclosed
by that side of the line. The lump labeled Sectors contains
the information about all the sectors that is areas that have
a constant height and the same texture. Figure 2 shows an
example of a level with 3 sectors. Note that although all the
above lumps are mandatory to build a playable level, some
additional lumps are added to the WAD format to speed up
the rendering process; we refer the interested reader to [31]
for a complete list.
B. Image Representation
To train GANs with DOOM levels, we generated a set
of images to represent the data of WAD files. Each image
represents a specific feature of the level as a grayscale 8-
bit image. In particular, we generated six images for each
level. FloorMap images represent the level floor encoding (i)
the empty areas that can be traversed by the players with
a white pixel and (ii) all the areas that cannot be traversed
(e.g., obstacles, areas outside the walls) with a black pixel.
WallMap images represent the level walls as white one-pixel-
wide lines. HeightMap images represent the height of the floor
in each level area; zero values encode the areas that cannot be
traversed, other values encode all the other heights. ThingsMap
images represent data defined by the Things lump described
before; things are encoded as single pixels with a specific
value for each type of element that can be found in a level.
TriggerMap images represent all the level triggers and encode
both (i) the type of trigger and (ii) a tag identifying either the
trigger or the triggered object (local doors, remote doors, lifts,
switches and teleports). RoomMap images represent a room
segmentation of the level computed with an approach similar
to the one used for the analysis of indoor environments [32].
C. Features
We analyzed the levels using both the WAD files and the
images generated in the previous step. For each level, we ex-
tracted 176 features (numerical and categorical) divided in four
major groups. Metadata features are based on the metadata
available for each level, such as title, authors, description, rat-
ing, number of downloads, etc. WAD features were extracted
directly from the level WAD file and included the number of
lines, things, sectors, vertices, size of the level, etc. Image
features were extracted from the image representation of the
level like, for instance, the equivalent diameter of the level,
fraction of area that can be traversed, perimeter of the level,
vertical and horizontal size of the level, etc. Graph features
are computed from a graph representation extracted from the
RoomMap image by applying methods used to analyze indoor
environments [33]; they include number of nodes, closeness
centrality, betweenness centrality, assortativity, etc.
IV. DEEP LEVEL GENERATION
In this study, we applied Generative Adversarial Net-
works [34] (GANs) to learn a model of existing DOOM levels;
we then used the model to generate new levels. Figure 3 shows
an overview of our framework. The generative network com-
prises two deep neural networks: a generator network G and a
discriminator network D. For each level, the generator network
receives in input (Xtrue) (i) the six images (Section III-B)
extracted from the level WAD file (ii) a vector of level features
Y (Section III-C), and (iii) a noise vector Z sampled from
a Gaussian distribution. As a result, the GAN generates six
images that represent a generated level and can be used to
produce a fully playable level. Thus, the generator network is
trained to generate an output Xgen that is as similar as possible
to the original inputs Xtrue. In contrast, the discriminator
network receives as input either Xtrue or Xgen (the images
of either a level designed by a human or a level produces by
the generator network). The discriminator network outputs the
Fig. 3. Architecture of our framework. The GAN model (identified by the
gray background) consists of two networks: (i) the generator network (G) and
(ii) the discriminator (or critic) network (D).
logit value of the probability that Xtrue and Xgen are images
of a generated level. Thus, the discriminator network is trained
to distinguish between human-designed and generated levels.
Network Architecture. We employed the Wasserstein GAN
with Gradient Penalty (WGAN-GP) [35] architecture that
proved to be more stable and to provide similar or better results
than other GAN architectures [35]. In addition, we replaced
the tanh activation function on the output layer [35], with a
sigmoid function (more suitable for grayscale images with few
levels of gray). In particular, we considered two models of
WGAN-GP: (i) an unconditional WGAN-GP that receives as
input only the images extracted by the WAD file and the noise
vector (i.e., only Xtrue and Z); (ii) a conditional WGAN-GP
that also receives the vector of features Y extracted from the
level.
Loss Functions. The loss functions LG and LD used for the
generator (G) and discriminator (D) networks are defined as,
LG = −logit(XGen)
LD = E(logit(XGen))− E(logit(XTrue))︸ ︷︷ ︸
WGAN Loss
+ λGp︸︷︷︸
Gradient Penalty
where LD and LG are the loss functions used respectively
for the discriminator and the generator networks; XTrue
and XGen are the images that represent human-designed
and generated levels; the gradient penalty is computed as
Gp = (‖∇Xˆ logit(Xˆ)‖2−1)2 and Xˆ = XTrue+(1−)XGen,
λ = 10,  ∼ U [0, 1].
Training. We trained the discriminator and generator networks
following the approach proposed in [35]: we used Adam [36]
optimizer and optimized the discriminator network five times
for each update of the generator network. In each training
iteration, we also applied a 90 degree clockwise rotation to
the input images, so that the networks were trained using all
the four possible level orientations. This transformation allows
us to exploit the rotation invariance in the representation of
a DOOM level, since its playability is not affected by its
orientation in the space.
V. EXPERIMENTAL DESIGN
In this paper we trained and compared two different GANs:
the first one, dubbed unconditional, does not have any level
feature in input; the second one, dubbed conditional, has in
input a vector of features selected among the ones extracted
from the level (Section III-C). Both models have the same
structure: the generator and the discriminator have 4 layers
with 1024, 512, 256 and 128 filters, and have been trained for
36000 iterations on the same dataset with the same learning
hyperparameters (α = 0.0002, β1 = 0, β2 = 10, and λ = 10).
In the following, we briefly describe the dataset used to train
the networks, how we selected the additional input features for
the conditional model, and how we evaluated the generated
levels.
A. Dataset
The training data consists of a selection of the levels
available in the idgames archive, the largest online archive of
levels, modifications, tools, and resources for the games based
on the DOOM engine. In particular, due to computational
constraints, we selected only levels on one single floor and
that could be represented with images of size not greater than
128x128 pixels. As a result, our dataset contains 1088 levels.
Please notice that this archive and its content is not officially
maintained by id Software but it is community service.
B. Feature Selection
Because of the memory limitation of our GPUs (6Gb), we
were unable to use all the 176 features we extracted for each
level (Section III-C) for training. Accordingly, we analyzed
all the features and selected a small subset of them to be
used as input to the conditional networks. Features selection
was guided by two principles: (i) visual relevance, i.e., we
needed features that had similar values in visually similar
levels, and (ii) robustness, i.e., we needed features not affected
by noisy pixels that might be generated by the network random
sampling. At the end, we selected the following seven features:
1) Equivalent diameter: diameter of the smallest circle that
encloses the whole level.
2) Major axis length: length of the longest axis of the level
(either horizontal or vertical).
3) Minor axis length: length of the longest axis of the level
(either horizontal or vertical).
4) Solidity: walkable area of the level (as a fraction of the
area of the convex hull that encloses the whole level).
5) Nodes: number of rooms in the level.
6) Wall Distance Skewness: skewness of the distribution of
each floor pixel distance from the closest wall; the value
of this feature accounts for the balance between large
and small areas.
7) Wall Distance Skewness: kurtosis of the distribution of
each floor pixel distance from the closest wall; the value
of this feature is a measure of the variety of level areas
in terms of size.
C. Levels Evaluation
Evaluating the quality of the samples generated from a
neural network is currently an open issue [37]. To deal with
this problem, previous works [37] used either an assessment
based on human annotations or on the score provided by the
inception module [38], an image classifier. Unfortunately, these
approaches require a lot of human effort and the inception
module cannot be easily applied to our dataset which is very
different from ImageNet3 dataset it was trained on.
Accordingly, we designed a set of metrics related to the
visual quality of the generated maps. In particular, our metrics
are inspired to the ones designed in [3] to evaluate the maps
generated by a SLAM algorithm running on a mobile agent,
that are rather similar to the maps generated by our network.
Note that, the proposed metrics are not meant to provide a
general solution to the problem of evaluating samples of a
GAN nor to improve previous work on the evaluation of maps
generated by SLAM algorithms [3].
δE: we compute the entropy of the pixel distribution for all
the images that represent both human-designed and generated
levels. Thus, for each level image, we compute the average
absolute difference between the entropy values computed for
human-designed levels (Xtrue) and the ones computed for
generated levels (Xgen). As a result, this metric is able to
detect whether the quantity of information encoded by the
images of generated levels differs from the one encoded by the
images of human-designed levels, as typically happens when
generated images are very noisy.
SSIM: we computed the average Structural Similarity
(SSIM) [39] index between the images of human-designed
and generated levels. This metric takes into account several
characteristics of the images, such as the luminance, the
contrast and the local structure. The value SSIM is comprised
between 0 and 1 (where 1 is achieved when comparing the
same images).
EE: given that in some level images pixel could have only few
meaningful values (e.g., in the FloorMap each pixel should
have either value 0, black, or 255, white), we computed how
far each pixel is to its closest meaningful value. Accordingly,
3http://www.image-net.org/
Fig. 4. The value of discriminator loss of the unconditional network during
the training process; the red line shows the loss computed on the training set,
the blue line shows the loss computed on the validation set.
Fig. 5. The value of discriminator loss of the conditional network during the
training process; the red line shows the loss computed on the training set, the
blue line shows the loss computed on the validation set.
we computed the Encoding Error of the network as a measure
of the average errors over the pixel values of the level images
generated by the network.
CE: first, we used the Harris detector [40] to compute the
number of corners contained in FloorMap and WallMap
images. Then, we computed the average Corner Error [3]
between the images of human-designed levels and generated
levels, that is a measure of how large is the difference between
the average number of corners in the two sets of levels. The
resulting metric provides an estimated of the how close are
human-designed and generated levels in terms of structural
complexity.
VI. EXPERIMENTAL RESULTS
We trained two GANs, an unconditional network using level
images and a conditional network using also the level features;
then, we compared them based on the evaluation of the level
images they can generate. Figure 4 and Figure 5 show the
discriminator loss of the unconditional and the conditional
Fig. 6. The value of δE computed on the FloorMap of the levels generated
during the training process: δE achieved by the unconditional network is
reported with a red line, δE achieved by the conditional network is reported
with a blue line.
Fig. 7. The value of δE computed on the HeightMap of the levels generated
during the training process: δE achieved by the unconditional network is
reported with a red line, δE achieved by the conditional network is reported
with a blue line.
networks. The discriminator loss steadily decreases with the
training iterations in both types of network; in addition, the
loss achieved on the training set (red line in Figure 4 and 5)
is close to the one achieved on the validation set (blue
line in Figure 4 and 5), suggesting that the networks have
good generalization capabilities; finally, the learning process
seems slightly faster for the conditional network than for
unconditional one, although, due to the adversarial nature
of the network, the discriminator loss value alone is not
representative of the quality of the generated images.
Figure 6 compares the entropy of the pixel distribution
δE for the FloorMap images of the levels generated by the
unconditional and conditional networks. Both networks are
able to achieve a δE value close to 0 at the end of the
training; thus, the FloorMap of the generated levels have
an entropy level very similar to human-designed levels. The
analysis of the δE value computed on WallMap and ThingsMap
(not reported here) gives similar results, despite the final
Fig. 8. The value of SSIM computed on the levels generated during the
training process: SSIM achieved by the unconditional network is reported
with a red line, SSIM achieved by the conditional network is reported with a
blue line; the curves are computed as the average of the SSIM computed on
FloorMap, WallMap, HeightMap, and ThingsMap.
Fig. 9. The value of EE computed on the FloorMap of the levels generated
during the training process: EE achieved by the unconditional network is
reported with a red line, EE achieved by the conditional network is reported
with a blue line.
values of δE are slightly greater as the generated images are
slightly more noisy than FloorMap. Figure 7 shows the δE
computed on the HeightMap of the generated levels: although
the conditional network is able to achieve slightly smaller δE
(at the end of the training) than unconditional network, none
of the two networks is able to achieve a δE value close to 0;
the result is not surprising as in human-designed levels there
is usually a very limited number of height levels, while the
generated HeightMap images are much more noisy.
Figure 8 compares the average Structural Similarity index
SSIM computed on the levels generated by the two networks;
the results show that both networks rapidly improve the SSIM
of the generated levels at the beginning of the training process;
in addition, they also suggest that the levels generated by
conditional network have an overall quality that is slightly
better than the one generated by the unconditional network.
The analysis of the network Encoding Error EE computed
Fig. 10. The value of CE computed on the FloorMap of the levels generated
during the training process: CE achieved by the unconditional network is
reported with a red line, CE achieved by the conditional network is reported
with a blue line.
Fig. 11. The value of CE computed on the WallMap of the levels generated
during the training process: CE achieved by the unconditional network is
reported with a red line, CE achieved by the conditional network is reported
with a blue line.
on the level images generated by the two networks shows
that both networks quickly reduce EE during the training
process achieving almost the same final performance at the
end. Figure 9 shows the EE computed for the FloorMap of
the generated levels; both networks generate images with very
small errors at the end of the training process.
Figure 10 and Figure 11 show the average Corner Error CE
computed respectively on the FloorMap and on the WallMap
of the levels generated by the two networks; the results suggest
that the CE of the levels generated by the unconditional
network does not improve with training, while it does (at least
slightly) in the levels generated by conditional network; in
addition, during the whole training process, the CE appears
to be much less noisy for the unconditional network; these
results suggest that, overall, levels generated by conditional
network have a structural complexity more similar to the
human-designed levels.
Finally, Figure 12 and Figure 13 report examples of lev-
Fig. 12. Samples generated by the unconditional network. From left to right:
the FloorMap, HeightMap, ThingsMap, and WallMap of the generated levels.
Fig. 13. Samples generated by the conditional network. In each column, from
the top to the bottom, are reported (i) the HeightMap and (ii) the WallMap
of the DOOM level used to extract the features in input to the network, (iii)
the FloorMap, (iv) the HeightMap, (v) the ThingsMap, and (vi) the WallMap
of the level generated by the network.
els generated by the two networks. The visual comparison
shows that the levels generated by the conditional network
(Figure 13) have a richer structure and, overall, look slightly
more similar to the human-designed levels. On the other hand,
the images suggest that the networks struggle to reproduce
smaller details of the levels, probably due to generation noise.
VII. CONCLUSIONS
We trained two Generative Adversarial Networks (GANs)
to learn a model from more than 1000 DOOM levels. The
unconditional model was trained with level images extracted
from the original WAD files. The conditional model was
trained using the same images and additional topological
features extracted from the level structure. We applied the
models to generate new levels and analyzed the types of
levels generated with and without the additional features. Our
results show that the two networks can generate new levels
with characteristics that are similar to the levels used for
training. They also show that the additional features used to
train the conditional network increase the quality of generated
samples and lead to better learning. The evaluation of samples
generated with GANs is still a recent field of research and
so far there is no prevailing approach. Moreover, our domain
makes is difficult to apply the commonly used methods to
assess sample quality. In this work, we proposed a qualitative
method for assessing the generated sample quality during the
training process that works for DOOM level images.
Our promising results, although preliminary, represent an
excellent starting point for future improvements and highlight
a viable alternative to classical procedural generation. Most
generated levels have proved to be interesting to explore and
play due to the presence of typical features of DOOM maps
(like narrow tunnels and large rooms). Our approach extracts
domain knowledge through learning and so it does not require
an expert to encode it explicitly, as traditional procedural
generation often does. Thus, human designers can focus on
high-level features by including specific types of maps or
features in the training set as those we selected as network
inputs.
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