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Recent experiments with dilute trapped Fermi gases observed that weak interactions can dras-
tically modify spin transport dynamics and give rise to robust collective effects including global
demagnetization, macroscopic spin waves, spin segregation, and spin self-rephasing. In this work
we develop a framework for studying the dynamics of weakly interacting fermionic gases following
a spin-dependent change of the trapping potential which illuminates the interplay between spin,
motion, Fermi statistics, and interactions. The key idea is the projection of the state of the system
onto a set of lattice spin models defined on the single-particle mode space. Collective phenomena,
including the global spreading of quantum correlations in real space, arise as a consequence of the
long-ranged character of the spin model couplings. This approach achieves good agreement with
prior measurements and suggests a number of directions for future experiments.
The interplay between spin and motional degrees of
freedom in interacting electron systems has been a long-
standing research topic in condensed matter physics. In-
teractions can modify the behavior of individual elec-
trons and give rise to emergent collective phenomena such
as superconductivity and colossal magnetoresistance [1].
Theoretical understanding of non-equilibrium dynamics
in interacting fermionic matter is limited, however, and
many open questions remain. Ultracold atomic Fermi
gases, with precisely controllable parameters, offer an
outstanding opportunity to investigate the emergence of
collective behavior in out-of-equilibrium settings.
Progress in this direction has been made in recent
experiments with ultracold spin-1/2 fermionic vapors,
where initially spin-polarized gases were subjected to a
spin-dependent trapping potential (Fig. 1) implemented
by a magnetic field gradient [2–4], or a spin-dependent
harmonic trapping frequency [5–8] – equivalent to a
spatially-varying gradient. Even in the weakly interact-
ing regime, drastic modifications of the single-particle dy-
namics were reported. Moreover, despite the local char-
acter of the interactions, collective phenomena were ob-
served, including demagnetization and transverse spin-
waves in the former, and a time-dependent separation
(segregation) of the spin densities and spin self-rephasing
in the latter. Although mean-field and kinetic theory for-
mulations have explained some of these phenomena [8–
18], a theory capable of describing all the time scales and
the interplay between spin, motion, and interactions has
not been developed.
In this work, we develop a framework that accounts
for the coupling of spin and motion in weakly interacting
Fermi gases. We qualitatively reproduce and explain all
phenomena of the aforementioned experiments and ob-
tain quantitative agreement with the results of Ref. [7].
In this formulation the state of the system is represented
as a superposition of spin configurations which live on
lattices whose sites correspond to modes of the under-
lying single-particle system. Within each configuration,
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FIG. 1. (Color online) (a) Atoms spin-polarized along X
occupy single-particle eigenstates, labeled by mode number
n. The potential is quenched to a spin-dependent form, and
dynamics result from a spin model with long ranged
interactions (green wavy lines) in energy space. (b) The
state |ψ〉 is a coherent superposition of spins in many mode
configurations (unoccupied modes are represented by open
circles). In each configuration particles are localized in mode
space, with spin model Hamiltonian Hˆsmi . Coherences
between the configurations capture motional effects.
the dynamics is described by a spin model with long-
ranged couplings which generates collective quantum cor-
relations and entanglement. Each sector evolves indepen-
dently and the accumulated phase differences between
sectors capture the interplay of spin and motion (Fig. 1
b). Using this formulation, we gain a great deal of insight
about the dynamics, and can extract analytic solutions
for spin observables and correlations in several limits.
Although spin models in energy space [19–25] have been
used before and agreed well with experiments [5, 23, 26–
30], their use was limited to pure spin dynamics (no mo-
tion). Our formulation allows us to track motional de-
grees of freedom, compute local observables, and deter-
mine how correlations spread in real space. This opens a
route for investigations of generic interacting spin-motion
coupled systems beyond current capabilities. Our predic-
tions also suggest directions for future experiments in the
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2weakly interacting regime, which might, for instance, in-
vestigate the collective rise of quantum correlations. In
contrast to strongly coupled ultracold gases, where mo-
tion is quickly suppressed and features of the dynamics
tend to be universal [2, 31, 32], in the weakly-interacting
regime spin, motion, and interactions are all important
and must be treated on the same level.
A wide variety of analytical and numerical tools have
been developed for lattice quantum spin models [33–
40], making a spin model description of fermions poten-
tially very useful. To demonstrate the capabilities of this
approach, we use time-dependent matrix product state
methods which are efficient in one-dimension [41].
Setup– We consider N identical fermionic atoms of
mass ma with a spin-1/2 degree of freedom α ∈ {↑, ↓}
trapped in a one dimensional harmonic oscillator of fre-
quency ω, V 0(x) = 12maω
2x2. The gas begins spin-
polarized in the ↓ state and atoms populate distinct trap
modes. The initial Hamiltonian is Hˆ = Hˆsp0 +Hˆ
int where
Hˆsp0 =
∑
α
∫
dxψˆ†α(x)
(
− 1
2ma
∂2
∂x2
+ V 0(x)
)
ψˆα(x),
Hˆint =
2as
maa2⊥
∫
dxρˆ↑(x)ρˆ↓(x).
ψˆα(x) is the fermionic field operator for spin α at point x,
as is the s-wave scattering length, ρˆα(x) = ψˆ
†
α(x)ψˆα(x),
~ = 1, and we have integrated over two transverse di-
rections with small confinement length a⊥  aH , with
aH = (maω)
− 12 . Note that the initial spin-polarized sam-
ple will not experience interactions. A resonant pi/2 pulse
collectively rotates the spin to theX-axis, and a magnetic
field gradient is suddenly turned on. This introduces a
sudden change (quench) in the single-particle Hamilto-
nian Hˆsp0 , which becomes spin-dependent, Hˆ
sp, where
Hˆsp =
∑
α
∫
dxψˆ†α(x)
(
− 1
2ma
∂2
∂x2
+ V α(x)
)
ψˆα(x).
This quench protocol is illustrated in Fig. 1(a). The
spin-dependence of the trapping potential V α=↑,↓(x) cre-
ates an inhomogeneity between the spin species, allow-
ing contact s-wave collisions to occur. Expanding the
field operators in the basis of single-particle eigenstates
φαn(x) with associated creation operator cˆ
†
nα and defin-
ing the interaction parameter u↑↓ = 2as/(maaHa2⊥),
Hˆint becomes u↑↓
∑
nmpq Anmpq cˆ
†
n↑cˆm↑cˆ
†
p↓cˆq↓, where
Anmpq = aH
∫
dxφ↑n(x)φ
↑
m(x)φ
↓
p(x)φ
↓
q(x).
To model two classes of experiments [2–4] and [5–
8], we consider spin-dependent potentials of the form
V α=↑,↓(x) = V 0(x) + ∆V α(x), with ∆V α(x) generated
by a magnetic field with a constant gradient, ∆V α(x) =
±Bx, or a linear gradient, ∆V α(x) = ±maω2Bx2/2. In
both cases Hˆsp can be written as:
Hˆsp =
∑
n
[
ω¯(n+ 1/2)Nˆn + ∆ω (n+ 1/2) σˆ
Z
n
]
,
with Nˆn = cˆ
†
n↑cˆn↑ + cˆ
†
n↓cˆn↓, and {σˆXn , σˆYn , σˆZn } ≡∑
α,β cˆ
†
nα~σαβ cˆnβ where ~σ is a vector of Pauli matrices.
The constant gradient shifts the trap for spin up (down)
by x0 (−x0), with x0 = Bmaω2 , but does not change the
frequency; ω¯ = ω and ∆ω = 0. In a noninteracting
gas the ↓ and ↑ densities and the magnetization oscil-
late at frequency ω due to this motion [16, 42]. A lin-
ear gradient adds an additional harmonic potential term
resulting in different trap frequencies for the two spins:
ω¯ = (ω↑ + ω↓)/2 and ∆ω = (ω↑ − ω↓)/2. The non-
interacting spin densities undergo a breathing motion in
their respective traps, leading to oscillations in the to-
tal magnetization [42]. A finite ∆ω causes dephasing
through rotations of the magnetization in the XY plane
with mode-dependent rates.
The generalized spin model approximation– The
quench of the trapping potential to a spin-dependent
form projects the initially polarized state, which we take
to be the ground state in this work, onto the eigenmode
basis of Hˆsp[43]. The resulting state |ψ〉t=0 is a coher-
ent superposition of many product states, each character-
ized by a set of populated modes ni = {ni1,ni2, . . . ,niN}:
|ψ〉t=0 =
∑
i di
∏N
j=1 cˆ
†
nijσj
|0〉 The coefficients di are de-
termined by the change of basis associated with the eigen-
states of V 0(x) and V α=↑,↓(x).
Our key approximation is that single particle modes
either remain the same or are exchanged between two
colliding atoms. Exact numerical calculations confirm
the validity of this approximation in the weakly inter-
acting regime [44]. For each set ni the resulting total
Hamiltonian takes the form of an XXZ spin model,
Hˆsmni = Hˆ
sp
ni − u↑↓4
∑
n 6=m∈ni
∑
ν=X,Y,Z J
ν
nmσˆ
ν
nσˆ
ν
m , (1)
plus additional small density-σˆZ couplings [44]. Here,
the Ising, JZnm ≡ Annmm, and exchange, JXnm = JYnm =
J⊥nm ≡ Anmmn, couplings result from the overlap be-
tween the ↑ and ↓ single-particle eigenstates and are long-
ranged (∼ 1/√|n−m|) in each direction (x, y, z) [44].
In this approximation, each sector ni evolves indepen-
dently, but with ni-dependent parameters, under Eq. 1.
When computing observables, we account for both the
interaction-driven spin dynamics within each ni sector,
as well as the single particle dynamics determined from
the coherences between sectors.
Spin observables– The local and collec-
tive magnetizations are given by ~ˆS(x) =
1
2
∑
nm,α,β φ
α
n(x)φ
β
m(x)
(
cˆ†αn ~σαβ cˆ
β
m
)
and ~ˆS = ∫ dx ~ˆS(x).
Fig. 2 summarizes the results for a constant gradient
with N = 10 [45]. At short times the collective mag-
netization 〈SˆX〉 ((a) and (e)) exhibits characteristic
single-particle oscillations at frequency ω; these quickly
dephase and are modulated by a global envelope with a
longer time scale. Similar behavior is observed for the
local magnetizations 〈SˆX,Y,Z(x)〉 (b-d, f-h). Although
the total 〈SˆY,Z〉 magnetizations are zero at all times,
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FIG. 2. (Color online) Magnetization dynamics for a constant gradient. Collective 〈SˆX〉 for a x0 = 0.1aH (a) (and
x0 = 0.3aH (e)) displays global interaction-induced demagnetization, which damps single-particle oscillations. Collective
(generic) Ising solutions, black lines, give the demagnetization envelopes. Local magnetizations 〈SˆX,Y,Z(x)〉 with x0 = 0.1aH
(b-d) (and x0 = 0.3aH f-h) reflect similar behavior, both shown with u↑↓ = 0.35ω.
the local quantities 〈SˆY,Z(x)〉 evolve due to coherences
between mode configurations. Their dynamics, however,
are damped by interactions.
The dynamics can be understood as follows. For spin
independent potentials, JZnm = J
⊥
nm and ∆ω = 0. The
Hamiltonian Hˆsmni is SU(2) symmetric and commutes
with ~ˆS2, where ~ˆS ≡ 12
∑
n ~ˆσn, and so its eigenstates
can be labelled by the total spin S. When a gradi-
ent is applied, the SU(2) symmetry is broken by terms
∆nm = J
Z
nm−J⊥nm (∆ω = 0 for a constant gradient), and
the Hamiltonian can be rewritten as HˆSni + Hˆ
δ
ni , where
HˆSni = Eni −
u↑↓
4
∑
n 6=m∈ni
[
J⊥nm~σn · ~σm + ∆¯σˆZn σˆZm
]
,
Hˆδni = −
u↑↓
4
∑
n6=m∈ni
δnmσˆ
Z
n σˆ
Z
m, (2)
Eni = ω¯
∑
n∈ni(n + 1/2) is a constant, ∆¯ is the aver-
age value of ∆nm, and δnm = ∆nm − ∆¯. HˆSni commutes
with ~ˆS2 so only Hˆδni induces transitions between man-
ifolds of different S. For a sufficiently weak gradient,
and δnm  J⊥nm, a large energy gap G, which we call the
Dicke gap, opens between the S = N/2 “Dicke” manifold
and the S = (N/2 − 1) “spin-wave” manifold [44]. The
state of the system begins in the Dicke manifold, and it
remains there when terms in Hˆδni are small compared to
this gap [46]. Dynamics resulting from the collective Ising
term in HˆSni is given by 〈SˆX〉ni = N2 cosN−1
(
u↑↓∆¯t
)
, and
〈SˆY,Z〉ni = 0. Since the interaction parameters JZnm and
J⊥nm vary slowly with parameter index, the dynamics of
〈SˆX〉ni is approximately the same for all i, and a single
configuration n0 ≡ {0, 1, · · ·N − 1} well reproduces the
demagnetization envelope (Fig. 2(a)).
For strong gradients, exchange processes are
suppressed and the effective interaction Hamil-
tonian becomes a generic Ising model HˆIsingni =−u↑↓4
∑
n 6=m∈ni J
Z
nmσˆ
Z
n σˆ
Z
m, which also admits a simple
expression for the spin magnetization dynamics [37–40]
〈SˆX〉ni =
∑
n∈ni
∏
m 6=n∈ni cos
(
u↑↓JZnmt
)
. In this limit
the demagnetization envelope can be captured by the n0
realization of the generic Ising solution (Fig. 2(e)).
Short time dynamics of an XXZ Hamiltonian [47] is
given by 〈SˆX〉 = 〈SˆX〉t=0
(
1− (t/τM )2
)
+O(t3), where
we define τM as the demagnetization time. By ana-
lyzing the scaling of the interaction parameters we find
that τM ∼
(
Nu↑↓x20
)−1
, which agrees well the numerical
scaling ∼ u−1↑↓ x−20 N−0.823 [44]. Similar behavior was re-
ported in Ref. [2] in the weakly-interacting regime [48].
Fig. 3 (a) shows the numerically-obtained total mag-
netization vs. interactions for a weak linear gradi-
ent. The magnetization remains nearly constant for
sufficiently strong interactions, and the collective spin
dynamics is a global precession in the XY plane (in-
set). This self-rephasing effect was experimentally re-
ported in Ref. [5], and the spin model provides a sim-
ple interpretation. For a system in a weak gradi-
ent, the single-particle term ∝ ∆ω is the largest in-
homogeneity. In this limit the Hamiltonian simplifies
to −u↑↓4
∑
n6=m J
⊥
nm~σn · ~σm +
∑
n ∆ω(n+
1
2 )σˆ
Z
n . When
∆ωNaveni  G, where G is the Dicke gap and Naveni is
the average mode occupation, most of the population
remains in the Dicke manifold. After projecting Hˆsp
onto the Dicke states, the dynamics is a collective preces-
sion in the XY plane of the generalized Bloch vector, i.e
〈Sˆ±(t)〉 = 〈Sˆ±(0)〉e±2it(Naveni + 12 )∆ω, with Sˆ± = SˆX±iSˆY .
Demagnetization is suppressed when interactions (∝ G)
dominate over the dephasing introduced by ∆ω. Under
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FIG. 3. (Color online) Dynamics for a linear gradient. (a) Spin self-rephasing for ωB = 0.1ω: as interactions increase,
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FIG. 4. (Color online) (a) Real part of the connected
correlation function Re
[
G++(x, 0; t)
]
for a weak gradient
(x0 = 0.1aH , u↑,↓ = 0.35ω). Correlations grow collectively
due to the long-ranged nature of the interactions in energy
space, and peak when the gas is demagnetized. (b) For a
linear gradient in the self-rephasing regime
(ωB = 0.1ω, u↑↓ = 0.45ω), the connected correlator
Re
[
G++(x, 0; t)
]
rotates collectively in the XY plane.
this condition, a large fraction of the population stays in
the Dicke manifold.
Spin segregation in fermionic gases – a clear, spatial
separation of the spin densities, first reported in Ref. [7]
– occurs at timescales set by the mean interaction en-
ergy, and reverses sign when interactions are switched
from attractive to repulsive. When ∆ωN  G, this ef-
fect can be understood as the result of off-resonant Rabi
oscillations between the S = N/2 Dicke states and the
S = (N/2−1) spin-wave states, which are coupled by the
gradient and whose energies are separated by the Dicke
gap G. If the gradient is weak, one can ignore coher-
ences developed between mode sectors, and approximate
φ↑n(x) ≈ φ↓n(x) = φn(x). In this limit the dynamics of
the population difference ∆n = n↑(x)− n↓(x) is approx-
imately [44]
〈∆n〉 = 2∆ω
G
∑
n∈ni
φn(x)
2 (n−Naveni ) (cos (Gt)− 1) .(3)
The spin density changes sign when n > Naveni . Spin
segregation occurs as a result since high energy modes
on average occupy positions further from the origin than
low energy modes.
We now proceed to use the spin model framework to
model the segregation observed in Ref. [7]. Although
the measurements were done in the high temperature
regime, we first determine the role of single particle mo-
tion by modeling a simpler 1D case at zero tempera-
ture with the same effective parameters. This case can
be exactly solved with t-DMRG [44] and Figs. 3(b,c)
show the dynamics of (n↑(x) − n↓(x))/n0, where n0 =
(n↑(0) + n↓(0))/2. Single particle motion is negligible,
and the dynamics is closely approximated by Eq. 3. This
information allows us to model the actual experiment
with a pure spin model. At the high temperature of the
experiment, the Dicke gap significantly decreases, how-
ever, Eqn. 3 remains valid at short times when the ma-
jority of the population is in the Dicke manifold. The
segregation obtained from a thermal average of Eqn. 3
[44] well reproduces the experiment as shown in Fig. 3d.
For this calculation the only free parameter is the asymp-
totic value of the density imbalance [49]. The population
difference saturates due to dephasing associated with the
thermal spread of the G values.
Correlations– Our approach can be used to com-
pute higher-order correlations, such as the G++(x, x′) =
〈Sˆ+(x)Sˆ+(x′)〉 − 〈Sˆ+(x)〉〈Sˆ+(x′)〉 correlator shown in
Fig. 4. Although the system is initially non-interacting,
G++(t = 0) shows finite anti-bunching correlations near
x ∼ x′ arising from Fermi statistics (mode entanglement)
[50, 51]. At later times, correlations behave collectively,
a distinct consequence of the long-range character of the
spin coupling parameters [52–56].
For a weak constant gradient, the collective Ising
model provides a good characterization of the correlation
dynamics. For each spin configuration G++ni (x, x
′; t) =
f i1(x, x
′) cosN−2
(
2u↑↓∆¯t
)− f i2(x, x′) cos2N−2 (u↑↓∆¯t),
where the functions f i1,2(x, x
′) depend on the set of
populated modes [44]. G++ peaks at the time when the
system has completely demagnetized (Fig. 4(a)). For a
pure spin system with a collective Ising Hamiltonian,
the state at this time is a Schro¨dinger-cat state [57, 58].
For the linear gradient in the self-rephasing regime, we
observe collective precession of G++ (Fig. 4(b)). As
5interactions decrease or the inhomogeneity increases,
correlations are strongly affected by the interplay be-
tween single-particle dynamics and interactions. Mode
entanglement tends to cause an almost linear spreading
of the correlations with time [59–61], while interactions
tend to globally distribute and damp those correlations
[44]. Current experiments are in position to confirm
these predictions.
Outlook– We have discussed an approach to model
the interplay of motional and spin degrees of freedom in
weakly interacting fermionic systems in spin-dependent
potentials. Simulations reproduce several collective dy-
namical phenomena that were recently observed in cold
gas experiments, and we can understand the physics be-
hind these effects with simple considerations. For larger
systems and in higher dimensions, methods such as the
discrete truncated Wigner approximation could be uti-
lized [34–36, 62]. Our formulation may also be useful for
modeling other spin transport experiments [31, 63].
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Supplemental material for “Dynamics of interacting fermions in
spin-dependent potentials”
In this supplemental material we discuss the generalized spin model approximation and its range of validity, explain
in detail how spin segregation arises in a many body system, give details of our comparison with Ref. [7], present
dynamical scaling results, and discuss our numerical methods.
THE GENERALIZED SPIN MODEL APPROXIMATION: VALIDITY AND DISCUSSION
The spin model approximation ignores interaction-induced changes of the single-particle motional quantum states
and is thus only valid when interactions are weak compared to the harmonic oscillator energy spacing, u↑↓  ω. The
range of validity of this approximation is essentially when the system is “collisionless,” although the exact crossover
to the collisional regime depends not only on the interaction energy but also on the strength of the gradient for
the quenches discussed in this work [16]. When interactions are weak compared to the oscillator spacing, collisional
processes that do not conserve single particle energy can safely be ignored. However, processes that do conserve single
particle energy, but at the same time change the populated single particle modes, i.e. “resonant” mode changes, can
be important for a harmonic trap [24]. While there are a large number of such terms in a harmonic trap due to the
equal spacing of energy levels, realistic optical traps in cold atom experiments include anharmonicity which breaks
these degeneracies. In higher dimensions, the non-separability of the trapping potential suppresses the redistribution
of energy modes in the transverse directions. When the energy differences due to anharmonicity and non-separability
of the trapping potential are larger than the interaction strength, these terms will be suppressed. This was shown to be
the case for example in Refs. [23, 28, 29] where a pure spin model accurately described the experimental observations.
Additionally, at very low temperatures, Pauli blocking can partially prevent mode changing collisions for a spin-
polarized sample, as recently observed in Ref. [66]. However, even in a spin-polarized gas, spin- and mode-changing
processes may occur, resulting in a doubly occupied mode.
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FIG. 5. Spin model approximation vs. full Hamiltonian for 5 particles with x0 = 0.1a and u↑↓ = 0.35ω. (a) 〈SˆX〉 quench
dynamics for initial modes {0,1,2,3,4}, representing a zero temperature gas, along with (b) the connected correlator
G++(x = 0, x′ = 0.5aH). Single-particle oscillations are damped by interactions, and the long time dynamics is
well-reproduced by the spin model approximation with decay envelope given by the collective Ising solutions. (c) Dynamics
for initial modes {0,3,4,5,6} representing a more dilute gas. (d) Dynamics of a pure XXZ spin Hamiltonian with the same
parameters, for each of the lowest “one-hole” mode configurations. The dynamics of each configuration is very similar,
explaining why the dynamics of a quench – involving many configurations – can be approximated by a single configuration.
The interaction parameters vary slowly with parameter index, as shown in (e,f) for x0 = 0.1aH and (g,h) for x0 = 0.3aH .
We compare exact diagonalization of the full Hamiltonian, including all interaction-induced mode changes, to the
spin model prediction for a small number of particles to test its validity. The results are shown in Fig. 5. Panel (a)
shows the dynamics of 〈SˆX〉 for five particles following a quench of a constant gradient with x0 = 0.1a and u↑↓ = 0.35ω.
The quench induces single-particle dynamics which we observe as fast oscillations at the trapping period. In the spin
model approximation, these oscillations are modified due to interactions and become damped at long times. The long
time demagnetization and damping of single particle oscillations are well captured by the spin model approximation.
Also plotted is the analytic solution for the collective Ising model which captures the demagnetization envelope.
Fig. 5(c) shows the dynamics for a different initial mode configuration – {0, 3, 4, 5, 6} – where Pauli blocking would
not prevent several resonant mode changing processes. For instance, the process (n = 0,m = 3)→ (n = 1,m = 2) is
resonant. The spin model approximation works well even in this case.
The initial state after a quench is a superposition of many different product states of spins, in different mode
configurations labeled ni. Because the interaction parameters vary slowly with parameter index, each ni has similar
interaction parameters and similar dynamics. Fig. 5(d) shows the dynamics for 5 spins evolved under a pure XXZ
Hamiltonian, with the same conditions as the dynamics in Fig. 5(a). Each curve represents a different “one-hole” mode
configuration of five spins that differs from n0 ≡ {0, 1, 2, 3, 4} by exactly one mode (n0 dynamics is also shown). For
instance, the initially occupied modes are {0, 1, 2, 3, 5} or {0, 1, 2, 4, 5}, etc. All these configurations contribute to the
dynamics after a quench. Since they all have similar dynamics, however, we only need to consider the n0 configuration
to reproduce the demagnetization envelope. The slow variation of the interaction parameters is illustrated in Fig. 5(e,f)
where we plot the value of all the parameters JZnm and J
⊥
nm for modes n,m = 0 through n,m = 15, sorted by value
and labeled by a parameter index. In Fig. 5(g,h) we show that the interaction parameters also vary slowly for a
stronger gradient, x0 = 0.3aH . The slow variation of interaction parameters also helps explain why mode changes are
relatively unimportant: a mode change simply evolves the system to another mode configuration where the dynamics
are nearly the same.
The collective Ising solution gives the connected correlation function studied in the main text as
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FIG. 6. (a) Demagnetization dynamics for a strong linear gradient. The envelopes are given by the generic Ising solutions
(black lines). (b) For weak interactions or strong gradients (c, d), interactions collectively damp the correlations arising from
quantum statistics (upper panels are non-interacting).
G++ni (x, x
′; t) = f i1(x, x
′) cosN−2
(
2u↑↓∆¯t
)− f i2(x, x′) cos2N−2 (u↑↓∆¯t), where the functions f i1,2(x, x′) are given by
f i1(x, x
′) =
1
4
∑
nm∈ni
(
φ↑n(x)φ
↓
n(x)φ
↑
m(x
′)φ↓m(x
′)− φ↑n(x)φ↓n(x′)φ↑m(x′)φ↓m(x)
)
,
f i2(x, x
′) =
1
4
∑
nm∈ni
φ↑n(x)φ
↓
n(x)φ
↑
m(x
′)φ↓m(x
′). (S1)
In Fig. 5(b) we show the connected correlator G++(x, x′) evaluated at x = 0, x′ = 0.5aH , along with the analytic
solution for the n0 mode configuration. The spin model approximation and analytic solution do an excellent job of
reproducing the dynamics of the correlation function. For stronger gradients where the generic Ising model is a better
description of the dynamics,
G++ni (x, x
′; t) =
1
4
∑
n,m∈ni
(
φ↑n(x)φ
↓
n(x)φ
↑
m(x
′)φ↓m(x
′)− φ↑n(x)φ↓n(x′)φ↑m(x′)φ↓m(x)
) ∏
p 6=n,m∈ni
cos
(
JZnpt+ J
Z
mpt
)
− 1
4
∑
n∈ni
(
φ↑n(x)φ
↓
n(x)
) ∏
p 6=n∈ni
cos
(
JZnpt
)∑
n∈ni
(
φ↑n(x
′)φ↓n(x
′)
) ∏
p 6=n∈ni
cos
(
JZnpt
) . (S2)
As discussed in the main text, for strong linear gradients exchange is suppressed and the demagnetization envelope is
given by the generic Ising solutions. These simulations and predictions are shown in Fig. 6(a). For the linear gradient
in the self-rephasing regime, we observe collective precession of the correlation function G++, seen in Fig. 4(b) in the
main text. As interactions decrease or the inhomogeneity increases, mode entanglement tends to cause an almost linear
spreading of the correlations with time [59–61]. Interactions tend to globally distribute and damp those correlations,
as seen in Fig. 6(c, d).
For a linear gradient, the direct interaction integrals are not symmetrical under mode exchange: JZnm 6= JZmn. The
spin model Hamiltonian includes terms Hˆas =
u↑↓
8
∑
n 6=m
(
JZnm − JZmn
) (
σˆZn Nˆm − σˆZmNˆn
)
, where Nˆn = Nˆ
↑
n + Nˆ
↓
n
and Nˆαn = cˆ
†
nαcˆnα. These terms, when summed over the index m, represent an inhomogeneous magnetic field:∑
m Hˆ
as =
∑
nB
u↑↓
n σˆZn . This combines with the single particle field B
sp
n = ∆ω(n + 1/2) to yield a total σˆ
Z
n field
Bnσˆ
Z
n , where Bn = B
sp
n +B
u↑↓
n . We find that even for relatively strong interactions (u↑↓ = 0.5ω) B
u↑↓
n  Bspn for all
n, as illustrated in Fig. 7, so these additional terms can be neglected. Additionally, B
u↑↓
n does not grow with particle
number. Although these terms are not essential for the large-scale features of the dynamics, for completeness we
include them in numerical simulations.
9B
n
u"# = 0
u"# = 0.5!
ba
B
u
"#
n
FIG. 7. (a) Magnitude of of the total field Bnσˆ
Z
n , which contains both single particle (B
spσˆZn ) and interaction (B
u↑↓
n σˆ
Z
n )
terms, for a linear gradient with ∆ω = 0.08ω. Even for strong interactions (u↑↓ = 0.5ω), the Hamiltonian is not significantly
modified by the interaction-induced terms B
u↑↓
n which appear when J
Z
nm 6= JZmn. (b) For u↑↓ = 0.5ω the Bu↑↓n terms do not
grow with particle number.
BEHAVIOR OF THE DICKE GAP G
We will now discuss the behavior of the gap between the spin-N/2 (“Dicke states”) and spin-(N/2 − 1) (“spin
wave states”), referred to as the Dicke gap G in the main text, for a general Heisenberg model of the form
Hˆ = − 14
∑
q 6=q′ Jqq′ ~ˆσq · ~ˆσq′ . The only condition we impose is that the coupling matrix J is real, for compactness of the
resulting formulas, and because all couplings considered in this work are real. Noting that the diagonal terms of J only
contribute an overall constant to the energy and hence do not affect the Dicke gap, they can be ignored. By direct cal-
culation, the energy of the (degenerate) Dicke states, defined as |N/2,mz〉 =
√(
N
N
2 +mz
)−1 (∑N
i=1 Sˆ
+
i
)N
2 +mz | ↓ . . . ↓〉,
with mz the magnetization, is EDicke = 〈N/2,mz| − 14
∑
q 6=q′ Jqq′ ~ˆσq · ~ˆσq′ |N/2,mz〉 = −
∑
q 6=q′ Jq,q′/4. Because of
the SU(2) spin-rotation symmetry of Hˆ, the Dicke states are guaranteed to be eigenstates. The spin-wave states,
which span the total spin-(N/2 − 1) manifold, can be defined in terms of the Dicke states as |N/2 − 1,mz, k〉 =√
(N−1)
(N2 −mz+1)(N2 −mz)
∑N
n=1 e
2piikn/N Sˆ+n |N/2,mz − 1〉 , where k = 1, . . . , N − 1. In the case of a translationally invari-
ant Heisenberg coupling Jq,q′ = J|q−q′| with |q−q′| the chordal distance, the spin wave states as stated are eigenstates
of Hˆ, but when the interactions are not translationally invariant (as is the case for the spin models discussed in this
work), the spin wave states only form a basis for the spin-(N/2 − 1) subspace. Straightforward calculations lead to
the matrix elements of the Hamiltonian in this subspace:
〈N
2
− 1,mz, k| − 1
4
∑
q 6=q′
Jq,q′ ~ˆσq · ~ˆσq′ |N
2
− 1,mz, k′〉 = δk,k′EDicke + 1
N
∑
q 6=q′
Jq,q′
[
e
2pii
N (k
′−k)q − e 2piiN (k′q′−kq)
]
. (S3)
The Dicke gap is then defined as the difference between the smallest eigenvalue of this matrix and the energy of the
Dicke states. As two concrete examples, in the all-to-all case, Jq,q′ = J (1− δq,q′), the Dicke gap is G = JN , and in
the nearest-neighbor case Jq,q′ = δ|q−q′|,1J , G = 2 (1− cos (2pi/N)) ∼ 4pi
2
N2 +O
(
1/N3
)
. These examples illustrate the
general observation that long-range, near-collective interactions cause the Dicke gap to grow with particle number,
while the Dicke gap decreases with N for sufficiently short-range interactions.
In Fig. 8 we show the Dicke gap G for a Heisenberg model with Jq,q′ = J
⊥
q,q′ , where J⊥ corresponds to different
realizations of the energy-lattice spin model. The leftmost panel shows the scaling of the gaps at fixed gradient strength
with particle number. The gaps are always larger for smaller gradient strength, showing that smaller gradients always
lead to a more collective, near-Heisenberg behavior. The rightmost panels show the behavior of the gaps at fixed
particle number as a function of gradient strength. For any fixed number of particles, there is a finite critical gradient
strength where the Dicke gap closes. This critical gradient decreases with increasing particle number. However,
at small enough gradient strengths, the Dicke gap is larger for increasing particle number. This demonstrates that
increasing the particle number can either increase or decrease the Dicke gap.
SPIN SEGREGATION
To understand spin segregation in a many body system we have to consider the coupling of the Dicke states
|N/2,mz〉 to sectors with different total S. To first order, local spin operators σˆαn couple the Dicke states to the spin
wave states |N/2 − 1,mz, k〉 [26]. We will examine the dynamics within this subspace, assuming the population in
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FIG. 8. Scaling of the Dicke gap G with magnetic field gradient and particle number. (Left panel) Scaling of the Dicke gap
with particle number for constant gradients of strength x0 = 0.05 and 0.1 and linear gradients of strength ωB = 0.1 and 0.4
(all quantities are measured in oscillator units). All gaps increase with N to a certain gradient-dependent critical value and
then decrease, with larger gaps for smaller gradients. (Right panels) Scaling of the Dicke gap at fixed particle number N = 10
and 20 with the constant (center panel) or linear (right panel) gradient strength. The gap closes for weaker gradient as the
particle number increases, demonstrating that larger particle numbers require smaller gradients to be in the near-Heisenberg
regime. For even smaller gradients, the gap increases with particle number, more effectively enforcing collective behavior.
the spin wave sector is much smaller than that of the Dicke sector, suppressed by the small parameter ∆ω/u↑↓. We
also assume that the interactions are fully collective for simplicity. The state of the system can be written as
|ψ〉 =
∑
m
cm|m〉+
∑
m,k
dmk|mk〉, (S4)
where |m〉 are the Dicke states, labeled by their magnetization m = −N/2, · · ·N/2− 1, N/2, N is the total number of
particles, and |mk〉 are the spin wave states |N/2− 1,mz, k〉 where k = 1, · · · , N − 1. It is useful to define the matrix
elements [26]
〈m|σˆZn |m′〉 =
2m
N
δmm′
Mnmm′k = 〈m|σˆZn |m′k〉 = 2e2piikn/N
√
(N/2)2 −m2
N2(N − 1) δm,m′ ∼
1√
N
,
Mnmk ≡Mnmmk,
Pnmkm′k′ = 〈mk|σˆZn |m′k′〉 =
(
−2e2pii(k′−k)n/N +Nδk,k′
) 2m
N(N − 2)δmm′ ∼
1
N
. (S5)
(Note that “n” on the matrix elements is a superscript and not a power.) The M and P matrix elements scale
differently with N such that the M elements will dominate in the thermodynamic limit.
We take the Heisenberg (weak gradient) limit of the interaction Hamiltonian combined with the single particle
Hamiltonian which contains inhomogeneous terms n∆ωσˆZn which induce transitions outside of the Dicke Manifold:
Hˆ = −u↑↓
4
∑
n 6=m
J⊥nm~σn · ~σm +
∑
n
[
ω¯(n+ 1/2)Nˆn + ∆ω (n+ 1/2) σˆ
Z
n
]
, (S6)
We assume all the spin wave states have zero energy and the Dicke manifold is offset by the Dicke gap G. In the basis
of Dicke and spin wave states the Hamiltonian is
Hˆ = E0n¯ −G
∑
m
|m〉〈m|+
∑
n
∆ω (n+ 1/2)
∑
m,m′,k,k′
(Mnmk|m〉〈mk|+ Pnmkm′k′ |mk〉〈m′k′|+ H.c.) . (S7)
Where E0n¯ = Nω¯ (n¯+ 1/2), which depends on the set of occupied modes and will contribute an additional dynamical
phase to |ψ〉 which will not contribute to the dynamics. We can use the fact that Mnmk  Pnmkm′k′ for N  1 and
drop the Pnmkm′k′ terms. The Schrodinger equation implies
ic˙m = −Gcm +
∑
n
∆ω (n+ 1/2)Mnmkdmk
id˙mk =
∑
n
∆ω (n+ 1/2)Mn∗mkcm. (S8)
11
Assuming the population stays mostly in the Dicke manifold implies cm  dmk. Using this and ∆ω  1 the equation
of motion for cm can thus be approximated as ic˙m = −Gcm. With this additional approximation,
cm(t) = cm(0)e
iGt
dmk(t) =
∑
n
∆ω (n+ 1/2)
cm(0)M
n∗
mk
G
(
1− eiGt) , (S9)
where for a spin polarized sample initially pointing in the X-direction, the Dicke state coefficients are
cm(0) =
√
1
2N
(
N
N
2 +m
)
. (S10)
The expectation of a generic spin operator is
〈Sˆα〉 =
∑
m,m′
c∗mcm′〈m|Sˆα|m′〉+
∑
m,k,m′
d∗mkcm′〈mk|Sˆα|m′〉+
+
∑
m,m′,k′
c∗mdm′k′〈m|Sˆα|m′k′〉+
∑
m,k,m′,k′
d∗mkdm′k′〈mk|Sˆα|m′k′〉. (S11)
Note that d∗mkdm′k′  c∗mdm′k′ so we ignore those terms. In our case we have
〈σˆZn′〉 =
4∆ω
2NN2(N − 1)G
∑
n,m,k
(n+ 1/2)
(
N
N
2 +m
)(
(N/2)2 −m2) e2piik(n−n′)/N (eiGt − 1)+ H.c.
=
2∆ω
G
(n′ −Naveni ) (cos (Gt)− 1) . (S12)
where Naveni is the average mode number of the set of occupied modes n
i. (In the above derivation the spin label n
was arbitrary and the results hold for any configuration ni of N total spins.) Notice that the dynamics of σZn′ depends
linearly on n′ and changes sign when n′ > Naveni : high energy modes evolve differently from low energy modes, which
is the origin of spin segregation.
SCALING OF DYNAMICAL QUANTITIES
The short time dynamics of a generic XXZ Hamiltonian for a state initially polarized along the X direction is [47]
〈SˆX〉 = N
2
− (u↑↓t)
2
16
∑
n6=m
∆2nm +O(t
3) ≈ 〈SˆX〉t=0
(
1− (t/τM )2
)
, τM =
1
u↑↓
√√√√√ 2N∑
n 6=m
∆2nm
, (S13)
where ∆nm ≡ JZnm − J⊥nm and τM is defined as the demagnetization time. For a linear gradient we expand the
parameters in x0/aH , set aH = 1, and find ∆nm = J
Z
nm − J⊥nm ≈ 2x20Λnm, where
∆nm ≈ nJ0n−1,m − 2
√
nmJ0n−1,n,m−1,m − 2
√
n(n+ 1)J0n−1,n+1,m,m +
−2
√
m(m+ 1)J0n,n,m−1,m+1 + (1 +m)J
0
n,m+1 +mJ
0
n,m−1 − 2
√
(m+ 1)(n+ 1)J0n,n+1,m,m+1 +
+(1 + n)J0n+1,m + 2
√
n(m+ 1)J0n−1,n,m,m+1 + 2
√
m(n+ 1)J0n,n+1,m−1,m, (S14)
J0nmpq =
∫∞
−∞ dxφn(x)φm(x)φp(x)φq(x), and J
0
nm ≡ J0nnmm. The formula Λnm ≈ nJ0nm ∼
√
N works well, where
Xnm ≡
∑
n,m∈ni Xnm/(N(N − 1)) is the arithmetic average and we have used J0nm ∼ 1/
√
N . We find that for
x0  aH , ∆nm ∼ x20
√
N . Further assuming ∆2nm ≈ (∆nm)2, this implies τM ∼
(
Nu↑↓x20
)−1
. Fig. 9(a) shows the
scaling of τN vs. N . Fitting the dynamics to a Gaussian decay function A exp(−t2/τ2M ) we find that τM ∼ N−.823,
close to the prediction of N−1. In Fig. 9(b) we show the scaling of τM vs. x0, which agrees well with the x−20
prediction.
In Fig. 9(c,d) we show how 〈SˆX〉 depends on N and ωB , respectively. We use a cosine fitting function A cos(ωrott)
to extract the collective Bloch vector precession frequency ωrot and compare with the prediction N∆ω. In Fig. 9(c)
we use ωB = 0.1ω and a relatively large interaction strength u↑↓ = 0.35ω  ∆ω. This is the self-rephasing regime
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FIG. 9. Scaling. (a) Dynamics vs. N for a constant gradient x0 = 0.1aH , from which τM is extracted and found to scale like
τM ∼ N−.823, close to the N−1 prediction. (b) Dynamics and scaling of τM vs. x0 which agrees well with the prediction x−20 ,
for N = 10. (c) 〈SˆX〉/N vs. N , when ωB = 0.1ω, from which ωrot is extracted and agrees well with the prediction
ωrot = N∆ω. (d) 〈SˆX〉 vs. ωB for N = 10. Predictions fail when ωB ∼ u↑↓. (All cases are u↑↓ = 0.35ω.) (e) µ2z, vs. u↑↓;
oscillations become more pronounced for stronger interactions. ωseg scales linearly with u↑↓. 〈µ2z〉 ∼ u−.887↑↓ , close to the
prediction of u−1↑↓ .
so the prediction works well. In Fig. 9(d) we fix N = 10 and u↑↓ = 0.35ω, and vary ωB . We see deviations from the
prediction for large ωB , because interactions are not strong enough to protect against population leakage outside of
the Dicke manifold.
We can quantify spin segregation by the second moment of the spin density µ2z = 2
∫∞
−∞ dxx
2〈SˆZ(x)〉. For a
homogeneous spin distribution, µ2z = 0. When the ↑ (↓) spins are concentrated more towards the edges of the trap,
the sign of µ2z is positive (negative). In Fig. 9(e) we plot µ2z dynamics for various interaction strengths, fixing N = 10
and ωB = 0.1ω. For larger interactions the oscillations become smaller, faster, and less damped, confirming the “Rabi
oscillation” behavior of spin segregation. We fit µ2z to an offset cosine function A + B cos(ωsegt + φ) to extract the
scaling of the segregation frequency ωseg, and the average value of the segregation, 〈µ2z〉 = A. A linear fit of ωseg vs.
u↑↓ with slope of 0.86 confirms linear scaling with interaction energy. We find 〈µ2z〉 ∼ u−0.887↑↓ , close to the prediction
of u−1↑↓ .
COMPARISON WITH EXPERIMENT IN REF. [7]
To make a comparison with experiment we first benchmarked the system with a one dimensional DMRG simulation
of the dynamics to determine the role of single particle motion in the experiment. In this regime DMRG is fully
reliable. The experiment in Ref. [7] was conducted with 2 × 105 atoms in a cigar-shaped geometry with trapping
frequencies {ωx, ωy, ωz} = {145× 2pi Hz, 4360× 2pi Hz, 4360× 2pi Hz}. A zero temperature version of this gas would
fill up the harmonic oscillator modes in the lowest energy configuration, resulting in about 560 particles in the x-
direction (occupying modes nx = 0 through nx = 559) and 19-particles in each of the transverse directions. Our
simulation used N = 560, with nx = ny = 0 for all the particles, and the results are shown in Fig. 3(b,c) of the main
text. From this simulation we concluded that coherences between mode sectors are unimportant since single particle
motion is negligible. The lack of single particle motion is due to the very small inhomogeneity along the x-direction:
∆ω =
(
ω↑ − ω↓) /2ωx = 8.62× 10−6.
The experiment was conducted at a high temperature of 27µK ≈ 4TF , where TF is the Fermi temperature. The
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FIG. 10. (a) Spin wave energies vs. particle number for a 3D system with parameters taken from [7], based on Monte Carlo
sampling of harmonic oscillator mode configurations. Extrapolated to N = 2× 105 particles, at T = 4TF the average energy is
≈ 2.12×2pi Hz and the Dicke gap (minimum energy) is ≈ 0.34×2pi Hz, both much smaller than the single particle inhomogeneity
of 4.85 × 2pi Hz. For N = 2 × 105 particles at T = 0 the Dicke gap is ≈ 39.53 × 2pi Hz. (b) Spin wave energies vs. particle
number for a 1D system at T = 0 with parameters taken from [7]. At N = 560 the Dicke gap is 3.92 × 2pi Hz, much larger
than the inhomogeneity of 0.70× 2pi Hz.
average harmonic oscillator mode occupations were: N¯i ≈ ~ωi/kBT : {N¯x, N¯y, N¯z} = {3878, 129, 129}. We performed
a Monte Carlo sampling of the energy separation of the spin-wave and Dicke states, where mode configurations
were sampled from a thermal distribution and the spin wave energies were computed and plotted in Fig. 10(a).
The mean, standard deviation, and minimum (Dicke gap) of the spin wave energies increases linearly with particle
number, allowing us to extrapolate to higher particle number. For 2 × 105 particles at T = 4TF the Dicke gap is
≈ 0.34 × 2pi Hz, the average energy of the spin wave states is ≈ 2.12 × 2pi Hz, and the standard deviation of the
energies is ≈ 1.13 × 2pi Hz. A typical magnitude of the coupling via the inhomogeneity is N¯x∆ω = 4.85 × 2pi Hz,
much larger than all of these energies. The typical thermal energy per particle is also much higher than all of these
energies.
In such a high temperature system the protection from the Dicke gap is significantly suppressed and the
long time dynamics are potentially difficult to analyze. However in Ref. [7] the spin density at the cloud
center, (n↑(x = 0)− n↓(x = 0))/n0, exhibited a damped oscillation that quickly reached an asymptotic value of
(n↑(x = 0)− n↓(x = 0))/n0|t→∞ ≡ ∆n. Since initially all the atoms were prepared in the Dicke manifold, the initial
transfer of population from the Dicke manifold to the spin wave manifold that happens at short times should be
captured by our analytic expressions. To match the short time to the long time dynamics we use the asymptotic value
of the population, ∆n as a fitting parameter. We compute the thermal average by sampling our analytic expression
over a Gaussian distribution of Dicke gaps. The mean, G0, and the standard deviation, ∆G, were extracted by a
Monte-Carlo sampling of the gaps evaluated from matrices constructed accordingly to Eq. S3. In the limit of a sum
of many such oscillations, the dynamics can be approximated as an integral:
(n↑(0)− n↓(0))/n0 ≈ ∆n
∫
dG (1− cos(Gt)) e
− (G−G0)2
2∆G2√
2pi∆G
= ∆n (1− cos(G0t)) e−
(∆Gt)2
2 . (S15)
The thermal average of the population imbalance extracted from Eq. S15 agrees well with the data from [7] and is
shown in Fig. 3(d) of the main text.
MATRIX PRODUCT STATE SIMULATIONS
The variational matrix product state (MPS) studies of the main text were performed using extensions of the open
source MPS library [64, 65]. We use an MPS ansatz which explicitly conserves total particle number, but does not
conserve the total magnetization. While the dynamics preserve the total magnetization, the initial collective rotation of
spins along the x direction involves a sum over many different magnetization sectors, and so leaving the magnetization
unconstrained is convenient. Following this collective rotation, the next step is to enact the sudden quench of trapping
parameters, which amounts to applying a spin-dependent displacement (ψ (x)→ ψ (x+ λ), constant gradient) or spin-
dependent dilation (ψ (x)→ √λψ (λx), linear gradient) to the single-particle states. Since we assume harmonic traps,
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the displacement and dilation operators are known analytically as
Uˆdisplacement = e
(aˆ−aˆ†)λ/(
√
2aH) ,
Uˆdilation = e
lnλ(aˆ2−(aˆ†)2)/2 , (S16)
where aˆ and aˆ† are the ladder operators of the original (no gradient) harmonic oscillator. Writing these ladder
operators in second quantized form on the energy lattice, the basis transformations above take the form of time
evolution under a hopping model with spin-dependent and inhomogeneous hopping amplitudes. Here, time evolution
refers to the fact that the operation consists of applying the exponential of an anti-Hermitian many-body operator.
In the constant gradient case, the hopping model contains only nearest-neighbor hopping, while the linear gradient
case is a model with only next-nearest neighbor hopping. We enact this effective time evolution by decomposing it
into a product of few-site unitaries using a Trotter decomposition with the error controlled by a small “step size” ∆λ,
and then applying these few-site unitaries to the MPS via standard techniques [33].
Next, we wish to perform time evolution under the long-range spin model
Hˆ =
u↑↓
4
∑
n 6=m
[
JZnm
(
NˆnNˆm − σˆZn σˆZm
)
− J⊥nm
(
σˆXn σˆ
X
m + σˆ
Y
n σˆ
Y
m
)
+
1
2
(
JZnm − JZmn
) (
σZn Nˆm − σZmNˆn
)]
+u↑↓
∑
n
JnnNˆ
↑
nNˆ
↓
n +
∑
n
[
ω¯(n+ 1/2)Nˆn + ∆ω (n+ 1/2) σˆ
Z
n
]
, (S17)
where Jnn ≡ Annnn. We perform time evolution using the second-order method of Zaletel et al. [67]. In this method,
an explicit matrix product operator (MPO) approximation to the propagator Uˆ is formed from the MPO form of
the Hamiltonian, which is then applied to the state at time t, |ψ (t)〉 by variational minimization of the functional∣∣∣|φ〉 − Uˆ |ψ (t)〉∣∣∣2 over all MPSs |φ〉 with fixed resources. For the variational minimization, we perform four sweeps per
timestep and impose an upper limit on the discarded weight per bond of 10−9. The maximum bond dimension used
in the simulations of this work is roughly 2000.
In order to apply the method of Zaletel et al., we must construct an MPO representation of the Hamiltonian
Eq. (S17). For long-range interactions which are translationally invariant, Hˆ =
∑
i<j f (j − i) AˆiBˆj , a well-established
procedure exists for converting this interaction into an MPO [68, 69]. In this procedure, the function f (r) is fitted to
a sum of nexp exponentials via the ansatz f˜ (r) =
∑nexp
n=1 Jnλ
r
n, and then a known MPO construction of exponentially
decaying interactions is used. Interactions on the single-particle mode space lattice are not translationally invariant,
and so this procedure does not apply. However, we have devised a related procedure, in which an inhomogeneous
interaction Hˆ =
∑
i<j f (i, j) AˆiBˆj is modeled by a sum of exponentials with site-dependent weights and exponential
decay parameters via the ansatz f˜ (i, j) =
∑nexp
n=1 Ji,n
∏j−1
k=i λk,n. These parameters are variationally optimized using
an alternating least squares algorithm. Imposing the condition that the residual
∑
i<j
∣∣∣f (i, j)− f˜ (i, j)∣∣∣2 < 10−7
leads to approximations with nexp ∼ 7 exponentials.
