Synonyms SDM
Inductive learning
Induction is the inference of information from data and inductive learning is the model building process where the environment,i.e.,database is analysed with a view to finding patterns. Similar objects are grouped in classes and rules formulated whereby it is possible to predict the class of unseen objects. This process of classification identifies classes such that each class has a unique pattern of values which forms the class description. The nature of the environment is dynamic hence the model must be adaptive i.e. should be able learn.
Inductive learning where the system infers knowledge itself from observing its environment has two main strategies:
• Supervised learning -This is learning from examples;a model is defined as classes and each record in the dataset belongs to one or the class depending upon its nature and properties. This is similar to discriminate analysis in statistics.
• Unsupervised learning -this is learning from observation and discovery. The data has no classes but intrinsic pattern. It is similar to cluster analysis in statistics.
Spatial Statistics
Statistics has a solid theoretical foundation but the results from statistics can be overwhelming and difficult to interpret as they require user guidance as to where and how to analyze the data. Data mining allows the expert's knowledge of the data and the advanced analysis techniques of the computer to work together.
Machine Learning
Machine learning is concerned with the development of algorithms and techniques that allow computers to learn. At a general level, there are two types of learning: inductive, and deductive. Inductive machine learning methods create computer programs by extracting rules and patterns out of massive data sets. The machine learning system does not use single observations of its environment but an entire finite set called the training set at once. This set contains examples i.e. observations coded in some machine readable form. The training set is finite hence not all concepts can be learned exactly. By contrast,deductive learning works on existing facts and knowledge and deduces new knowledge from the old.
Pattern Recognition
Pattern recognition is a field within the area of machine learning. It can be defined as the act of taking in raw data and taking an action based on the category of the data .It is a collection of methods for supervised learning. Pattern recognition aims to classify data based on prior knowledge or on statistical information extracted from the patterns.
SCIENTIFIC FUNDAMENTALS
The key concept of SDM is to deal with the complex characteristics and spatial relations embedded in geographical databases. Although the requirements of SDM often differs from classical data mining in principle, some SDM researchers try to adapt classical data mining techniques instead of designing new algorithms. Each SDM technique is developed for analysis of different spatial phenomena. The most often used SDM methods like clustering; trend detection and classification are derived from spatial statistics. SDM algorithms have to consider the neighbors of objects in order to extract useful knowledge. This is necessary because the attributes of the neighbors of some object of interest may have a significant influence on the object itself. Spatial modeling involves all feature types like points, lines and polygons.SDM revolves around three types of models:
Descriptive Model : A descriptive model characterizes the distribution of Spatial Phenomenon. The description is based on spatial statistics and indexes. For example, a spatial distribution may be classified into random or clustered using spatial autocorrelation, nearest neighbor index.
Explanatory Model: An explanatory model deals with spatial associations i.e relationship between a phenomenon and factors affecting its spatial distribution. Techniques are based on chi square tests and spatial correlation coefficients.
Predictive Model : A predictive model is used for predicting the future behavior of phenomenon and facrtors based on the previous domain knowledge.
SDM Algorithms
The SDM problem can be formulated in the different phases.
Analysis/Discovery Phase:
The domain expert helps the data mining analyst to understand and formulate a problem statement. It involves inquiring thoroughly about the data and understanding the different correlations and properties of the data.
Implementation Phase: After formulating the problem statement the data analyst decides if it's a classification problem or a clustering problem. If it's a classification problem then the data has class labels associated with it and after studying the structure and envisioned output, proper classification algorithms like decision trees or association rule mining are used.Similarly,if there are no assigned class labels,then a clustering algorithm is required to learn the class labels out of the data.
Validation/Verification:
The results may be verified by the domains expert's analysis of the output or by using some statistical analysis of the output.
Spatial Association Rule Mining
The Spatial association refers to certain association relationships among a set of spatial and possibly non-spatial attributes of geographical objects. The attributes are indicated as predicates which may represent topological relationships between spatial objects and also object characteristics. The features are called predicates. Spatial Association Rule Mining is a spatial data mining technique which is well suited for mining spatial predicates. A rule can be of the form : Abundance of bird nests if location is in south eastern region. The accuracy and coverage of a rule is measured by two metrics, namely support and confidence. Support measures the fraction of spatial predicates that contain both X and Y. Given a rule X->Y and N being the total number of spatial predicates then the support of an association rule is defined as. Support = (X union Y )/ N Confidence measures the reliability of a rule. Confidence = X union Y / X Given a set of rules, the goal of association rule mining is to find all rules having support ≥minsup threshold, confidence ≥ minconf threshold.
Spatial Classification:
The goal of spatial classification is to find rules that divide a set of classified objects into groups whose objects be long mostly to a single class.Classification of geographical objects enables researchers to explore interesting relations between spatial and nonspatial data.
Location Prediction Problem :
Given a set of spatial locations and explanatory variables that describe the significant properties of a highly correlated spatial data set along with dependent variable,location prediction aims at finding the best model with maximum spatial accuracy and classification accuracy that finds the maximum similarity between different locations.
Challenges:
The main challenge of location prediction is spatial dependence,or spatial autocorelation between different variables example, Temperature difference between two places that are near to each other may be similar.Spatial autocorrelation can be measured using Moran'I coefficient.
Examples of Location prediction problem:
Find the location of wildlife in an area given other explanatory variables like vegetation, temperature. Find the crime rate in a location given a set of explanatory variables like population, employment.
This type of Classification is also known as "thematic classification".
Spatial Colocation Mining:
Spatial colocation patterns represent the subsets of features whose instances are frequently located together in a geographical place. Co-location pattern discovery presents challenges since the instances of spatial features are embedded in a continuous space and share a variety of spatial relationships. Co-location Mining is a process of finding spatial predicates that are located together, given a set of spatial features. Spatial colocation mining is more appropriate when dealing with geographic data and spatial predicates than spatial association mining since association rule mining does not takes into account the concept of neighborhood while trying to find patterns.
Co-Location Mining Algorithm:
A Co-Location Algorithm takes spatial events and their properties along with spatial neighborhood relations as the input and outputs a set of collocation rules satisfying the system specified metrics.
Spatial Clustering:
Clustering is a process for discovering groups or clusters in a large database. Clustering involves no priori information. Clustering is known as unsupervised learning.Clusters are formed on the basis of "similarity" criteria. Similar tuples are grouped together.Different categories of clustering algorithms include the following:
Hierarchal clustering: This process considers all the patterns a single cluster and performs splitting or merging until a stopping criterion is met. Partitioned clustering: The process starts with each pattern as a single cluster and successfully performs splitting or merging until stopping criteria is met. Density based clustering algorithms: The process finds clusters based on the density of data points in a region. These algorithms treat clusters as dense regions of objects in a data space. Grid based clustering: The process involves dividing the cluster space into finite number of cells and then performs the operations on specific cells. Cells having more than certain points are called dense regions.
Spatio-Temporal Data Mining :
Many applications track the movements of mobile objects which can be represented as a sequence of time stamped locations. SDM can be used to discover sequential patterns which are the routes frequently followed by the object.Given a spatio-temporal series of data comprising timestamped locations ;spatio-temporal data mining finds the sequential patterns which occur frequently.
Applications:
Predicting the trajectory of an object i.e the movement of an object and detecting frequent routes followed by an object,location based services provides location based information such as the closest gas station, traffic jam area or the available parking slots to mobile user.Spatio-temporal data mining can be used to predict the movement of a user and and thus,provide location based services.
Algorithm:
Spatio-temporal data mining algorithms harness the fact that locations are not repeated exactly in every instance of a movement pattern. It converts the locations series to segments sequences so that each raw sequence segment could be abstracted by a line segment. The algorithm takes into consideration both spatial and temporal information to model the problem of mining sequential patterns. Special spatial properties like spatial connectivity and closeness are also taken into account.
KEY APPLICATIONS

Spatial Outlier Detection:
Spatial outliers represent locations which are significantly different from their neighborhood. Identification of spatial outlier involves the discovery of unexpected, interesting knowledge such as local instability. Spatial outliers are different from their neighborhood even though they may not be significantly different from the entire population.Spatial outliers can be used in Traffic Management Centers to detect faulty traffic monitoring sensors during different phases of the day like morning rush hour, evening rush hour, day rushour.
NASA Earth observation systems :
NASA has a pool of data comprising global snapshots of the Earth, including various atmospheric, land, and ocean measurements such as sea surface temperature, pressure,precipitation. For each time slot every climate attribute for a given location has a sequence of observations like monthly temperatures from 1951-2000 in Minneapolis. Finding locations where climate attributes are highly correlated is frequently used to retrieve interesting relationships among spatial objects of Earth science data.
Applications of clustering in spatial databases:
• The detection of seismic faults by grouping the entries of an earthquake catalog . Creation of thematic maps in geographic information systems by clustering feature vectors. Finding clusters in such feature spaces is a common task in remote sensing digital image analysis. The assumption is that feature vectors for areas of the same type of underground on the earth are forming groups in the high dimensional feature space.
• Detecting "influence regions" in a geographic database. To define the similarity on an attribute, its domain is partitioned into a number of disjoint classes and values in the same class are considered similar to each other. The sets with the highest or lowest attribute value(s) are most interesting and are called influence regions,
• A geographic database may be used, by economic geographers to discover spatial characterizations of the economic power or other interesting properties of communities. Some non-spatial attribute such as the unemployment rate can be chosen as a relevant indicator.
