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Shot noise in diffusive mesoscopic conductors, at finite observation frequencies ω (comparable
to the reciprocal Thouless time τ−1
T
), is analyzed with an account of screening. At low frequencies,
the well-known result SI(ω) = 2eI/3 is recovered. This result is valid at arbitrary ωτT for wide
conductors longer than the screening length. However, at least for two very different systems,
namely, wide and short conductors, and thin conductors over a close ground plane, noise approaches
a different fundamental level, SI(ω) = eI , at ωτT ≫ 1.
The study of non-equilibrium fluctuations of current
(”shot noise”) provides important information about mi-
croscopic transport properties of conductors. This ex-
plains the recent interest in shot noise in various meso-
scopic systems (see, e.g., Ref. [1]). In the case of a diffu-
sive mesoscopic conductor (l ≪ L≪ lin, where L is sam-
ple’s length, while l and lin are the elastic and inelastic
scattering lengths, respectively), the low-frequency limit
of the shot noise spectral density SI(ω) was found to be
1/3 of the classical Schottky value 2eI, where I is the
average current through the sample [2–4].
Most theoretical works on this subject did not discuss
screening at all. However, screening, at least in the exter-
nal electrodes, has to be present in the problem because
of the very definition of the noise current (see, e.g., the
remarks by Landauer [5]): although the fluctuations lead-
ing to the shot noise originate in the conductor itself, the
observable noise is that of the current Ie(t) induced by
these fluctuations in the external circuit. With a permis-
sible simplification, Ie(t) can be considered as a current
in semi-infinite electrodes, but deep inside them, at dis-
tances much larger not only than l and lin, but also than
the screening length from the interface with the conduc-
tor.
The purpose of this work was to analyze the frequency
dependence of the shot noise in diffusive conductors due
to the finite “Thouless” time τT of electron diffusion
along the sample [6]. We assumed here that the ap-
plied voltage is large enough, eV ≫ h¯/τT , kBT so that in
the relevant frequency range ω ∼ τ−1T we can neglect
quantum noise appearing at ω ∼ eV/h¯ [7]. We con-
sidered a dirty (metallic or semiconducting) conductor
which connects two identical electrodes with screening
length λe generally different from that of the conduc-
tor (λ), within two analytically solvable models. In the
first model [Fig. 1(a)] the conductor is assumed to be
short and thick (L ≪ t, where t is the thickness, i.e.,
the smallest transversal size). In the second case [Fig.
1(b)] we consider a thin conductor located close to a well-
conducting ground plane: t, d≪ L (in this case the con-
ductor width W is arbitrary). In both cases we assume
that the Fermi level of the conductor is close to that of
the electrodes even before they have been brought into
contact, so that there are no Schottky barriers at their in-
terfaces (see inset in Fig. 1a). In semiconductor samples,
this balance can be readily achieved by either the ap-
propriate doping or electrostatic gating. The interfaces
between the electrodes and the conductor are assumed
to be smooth (adiabatic) on the scale of the elastic mean
free path l, but sharper than λ and L. Thus, the com-
plete hierarchy of length scales assumed in this work is
λF ≪ l ≪ ∆x ≪ λ, λe, L ≪ lin, where λF is the Fermi
surface wavelength in the conductor and ∆x character-
izes the interface smoothness.
Following Nagaev [3], we start with the semiclassical
Boltzmann-Langevin equation [8] (justified by the as-
sumption λF ≪ l). Integration of this equation over the
electron momenta leads to a ”drift–diffusion-Langevin”
equation for the current density fluctuations
j(r, t) = σ(r)E(r, t) −D(r)∇ρ(r, t) + js(r, t), (1)
which is valid even if parameters of the conductor are
changing in space (on the scale ∆x ≫ l). Here ρ(r, t)
and E(r, t) are the local fluctuations of charge density
and electric field, respectively, and js(r, t) represents the
Langevin fluctuation sources of current:
js(r, t) = eτ(r)
∑
k
vkJ
s(r,k, t), (2)
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FIG. 1. Two geometries studied in this work (schemati-
cally): (a) - short and wide conductor; (b) - thin and long
conductor close to a ground plane. The inset shows the con-
duction band edge diagram of the structures.
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with vk the velocity of an electron and h¯k its momen-
tum. The correlator for the random sources Js(r,k, t)
has been found in [8] (see also [3]). In equations (1) and
(2), τ(r), σ(r), and D(r) are the local elastic scattering
time, conductivity, and diffusion constant, respectively.
Equation (1) should be solved together with the usual
Poisson and continuity equations.
For the first model [Fig. 1(a)], we can use 1D versions
of all these equations along the dc current direction (x),
with all the variables integrated over the cross-section
A of the conductor. In this case, the combination of
the Poisson and continuity equations, integrated over x,
provides a simple relation between the Fourier images of
current and longitudinal electric field:
Iω(x) =
iωε(x)
4pi
Eω(x) + I
e
ω, (3)
where ε(x) is the local dielectric constant, while Ieω is
an integration constant which has the physical sense of
current fluctuations induced deep inside the electrodes
(where Eω = 0). This constant can be found from the
condition that the current fluctuations do not affect the
voltage applied to the structure:
δVω = −
∫ ∞
−∞
dxEω(x) = 0. (4)
In our second model [Fig. 1(b)] the electrostatic po-
tential Φω(x) is completely determined by the local linear
density qω(x) of electric charge in the conductor:
Φω(x) = qω(x)/C0, (5)
where C0 is the capacitance per unit length. The justifi-
cation of this equation will be given below.
Combining the 1D equation for current fluctuations
with Eq. (3) (first model), or with Eq. (5) and the con-
tinuity equation (second model), we get the same simple
differential equation
d2Iω(x)
dx2
− κ2(x, ω)Iω(x) =
iω
D′(x)
Isω(x) −
1
Λ2(x)
Ieω, (6)
where κ(x, ω) = [Λ−2(x) − iω/D
′
(x)]1/2 is the effec-
tive screening parameter. The effective static screen-
ing length Λ and diffusion constant D
′
are, however,
different for our two models. In the first model [Fig.
1(a)], D
′
(x) = D(x) and Λ(x) = λ(x), where λ(x) =√
ε(x)D(x)/4piσ(x) is the usual static screening length.
In the second model, however, the effective parameters
are renormalized:
D
′
(x) = D(x) +
σ(x)A
C0
, Λ(x) =∞. (7)
The reason for the renormalization of the diffusion con-
stant D is that now the full electro-chemical potential
(not only the chemical potential) is proportional to the
density ρω. The second equation is due to the fact that
in this model the electric field created by charge fluctu-
ations is transversal (directed toward the ground plane)
and does not lead to accumulation of electrostatic poten-
tial along the sample. Equation (6) shows that spatial
harmonics with k ≫ |κ| =
√
ω/D′ contribute negligi-
bly to the current fluctuations Iω . Thus, at frequen-
cies ω ∼ τ−1T ≪ D
′/d2, D′/t2, we can consider only the
wavevectors k (in x direction) which are much smaller
than d−1, t−1. For these harmonics, transversal gradi-
ents of all variables dominate, leading immediately to
Eq. (5).
In the case of the first model, equation (6) is applicable
to both the conductor and the electrodes. The boundary
conditions at the interfaces (x = ±L/2) can be derived
from the continuity of the current and the electron distri-
bution function at the interfaces. Integrating the latter
condition over the electron momenta, and using the con-
tinuity equation, we obtain that Iω and λ
2dIω/dx should
be continuous across the interfaces.
Let us consider the most natural case of well-
conducting electrodes of macroscopic size (≫ λe, lin),
with a resistance negligible in comparison with that of
the conductor. Scattering in the bulk of such electrodes
does not produce considerable current noise (see, e.g.,
Sec. 4.2 of [1]). The inelastic scattering of nonequilibrium
electrons arriving from the conductor also gives negligi-
ble noise sources, since the number of scattering events
per transferred electron in a dirty conductor is a factor of
(L/l)2 ≫ 1 larger than the number of inelastic collisions
leading to its thermalization in the electrodes. Therefore,
we can neglect the noise sources inside the electrodes, and
the solution to Eq. (6) can be presented in the form
Iω(x) =
1
L
∫ L
2
−
L
2
Kω(x, x
′)Isω(x
′) dx′. (8)
In the case when the conductor and electrodes are
uniform along their length (generally, with different λ),
the kernel Kω(x, x
′) can be expressed with an analytical,
though bulky, formula. However, its value at x = ±∞,
giving the current in the external circuit, has a compact
form
Keω(x
′) ≡ Kω(±∞, x
′) =
1 +A(ω) cosh(κx′)
1 +A(ω)[sinh(u)/u]
(9)
where A(ω) ≡ (k2 − 1)/[cosh(u) + (λ/λe)k sinh(u)], k ≡
κλ, u ≡ κL/2, and κ = κ(ω) is the effective screening
parameter inside the conductor.
Figures 2(a,b) show the distribution of the charge cre-
ated by a single, localized, low-frequency current fluc-
tuation source, for the case when the screening in the
electrodes is strong, λe ≪ L, λ. One can see that the to-
tal charge created by the fluctuation source inside the
2
conductor is compensated by the charge layers of op-
posite polarity at the conductor-to-electrode interfaces.
Equation (9) shows that at low frequencies the external
response function is uniform, Ke0(x
′) = 1.
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FIG. 2. Charge density induced by a point current source
at x = 0.22 for the cases of strong screening in the elec-
trodes (L/λe = 70): (a) - low frequency, no internal screening
(L/Λ → 0), (b) - low frequency, strong internal screening
(L/Λ = 30), and (c) - high frequency (|κ|L = 30), no internal
static screening. Solid (dotted) lines show the real (imagi-
nary) parts of ρω and Iω. These results are valid for both
our models, but in the case of conductor over a ground plane
[Fig. 1(b)] there are no charge layers at the interfaces, and Λ
is always infinite.
In the limit of strong internal screening (λ ≪ L), the
local electric dipole formed by the point current fluctua-
tor is screened to a size of the order of ∼ λ, much smaller
than the conductor length [Fig. 2(b)]. However, the ex-
ternal current does not vanish and is, moreover, again
independent of the fluctuator position. This result stems
from the fact that fluctuations of current (rather than
charge) do not violate the sample electro-neutrality per
se [9], and are not the subject of electrostatic screening
at distances of the order of λ.
Figure 2(c) shows the distribution of the induced
charge and current at high frequencies when |κ|L ≈
(ωτT )
1/2 ≫ 1. Again in the most of the conductor the
charge is zero, and the only substantial difference from
the case of strong static screening is that the induced
current is not constant (which accounts for the finite dis-
placement current).
In the case of our second model shown in Fig. 1(b) the
boundary conditions for Eq. (6) generally depend on the
exact shape of electrodes. However, in the case of ”per-
fect” electrodes (λe ≪ λ, L) the boundary conditions are
reduced to a simple form
ρω = 0 at x = ±L/2 (10)
(in this limit these boundary conditions are also valid for
our first model). Equation (10) together with Eq. (5)
make the condition (4) satisfied automatically, and all
the analysis is reduced to the volume of the conductor.
Solution of Eq. (6) with the boundary conditions (10)
show that the distribution of charge (but not electric po-
tential!) along the conductor in the second model is gen-
erally similar to that in the first model (Fig. 2) in the
corresponding limit (λe ≪ L ≪ Λ). The only differ-
ence is that the conductor over the ground plane does
not induce the thin charged layers at the conductor-to-
electrode interfaces. The physical reason of this differ-
ence is that the charge accumulated in the conductor is
now compensated by the equal and opposite charge of the
ground plane. Oscillations of this charge are responsible
for the fact that at finite frequencies the currents through
the interfaces contain not only the ”transport” (symmet-
ric) component Ie, but also an asymmetric component
providing for the re-charging of the sample. As a result
the response functions for the left and right interfaces are
different:
K±ω (x
′) = 2u
cosh(u± κx′)
sinh(2u)
. (11)
In order to find the spectral density of the current
fluctuations Is(x, t) we need to know the explicit cor-
relation function of the fluctuation sources. In the
non-equilibrium limit (eV/2 ≫ kBT ) this function can
be readily obtained by combining Eq. (2) above with
Eqs. (10) and (14) of Ref. [3]:
〈Is(x, t)Is(x′, 0)〉 =
eIL
2
(
1−
4x2
L2
)
δ(x− x′)δ(t), (12)
I being the time-averaged current. From Eqs. (8) and
(12), the spectral density of fluctuations of the current
I(x, t) flowing in an arbitrary cross-section of the con-
ductor is
SI(x, ω) ≡ 2
∫ ∞
−∞
〈I(x, t)I(x, 0)〉 exp(iωt)dt
=
eI
L
∫ L
2
−
L
2
|Kω(x, x
′)|2
(
1−
4x′2
L2
)
dx′. (13)
For our first model, the spectral density SI(ω) of the
noise current in electrodes can be found as SI(±∞, ω).
For low frequencies we have Ke
0
(x′) = 1, confirming the
earlier result SI(0) = (1/3)×2eI regardless of the screen-
ing properties of the system. At finite frequencies the
shot noise depends on the effective screening lengths of
the conductor and electrodes. In the high-frequency limit
its spectral density is given by
SI(ω) =
eI
3
2(αL)2 + 3
(αL)2 + βL+ 1
at ωτT ≫ 1, (14)
with α2 ≡ 1/(2λe)
2 + 1/(λ0λ) + 2/λ
2
0, β ≡ 1/λe + 2/λ0,
and λ0 ≡ (2λ)
2
√
ω/2D. This dependence is shown in
Fig. 3(a). In the case of strong screening (either λ≪ L,
or λe ≪ L, or both), the noise suppression factor equals
3
1/3 even at high frequencies. For intermediate screening
(λ ∼ L or λe ∼ L) the suppression factor can be as small
as 1/5. However, if both effective screening lengths are
much larger than L, the high frequency noise assumes
the value of (1/2)× 2eI, with a crossover near 1/τT – see
Fig. 3(b).
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FIG. 3. (a) - High frequency shot noise in the external
circuit as a function of L/λ0 and L/λe. (b) - Frequency de-
pendence of the shot noise, which is valid for short wide con-
ductors at L ≪ λ, λe, and for thin conductors over a ground
plane for L≫ λe, but arbitrary λ.
The last result can be interpreted as follows. At high
frequencies only the fluctuators near the interface induce
noise current in the electrodes (the response functions
Keω(x
′) exponentially decrease far from the interface), so
that each edge of the conductor can be regarded as an
independent noise source. Since the electron gas on one
side of this ”point contact” is strongly overheated, its
noise should obey the classical Schottky formula. The el-
ementary addition of these two independent noise sources
with equal effective resistances (see, e.g., Ref. [2]) gives
the factor (1/2).
In the ground-plane model, assuming a natural mea-
surement scheme with an instrument symmetric with re-
spect to the ground plane, we accept Ieω = [Iω(−L/2) +
Iω(L/2)]/2, thus excluding the asymmetric component of
the noise current, responsible for re-charging of the con-
ductor. In this case, SI(ω) is given by the same result
as for the first model in the limit λ, λe ≫ L [Fig. 3(b)]
[this can be verified directly by comparing Eq. (11) with
Eq. (9) [10]]. Notice, however, that now this limitation
is not valid, and a considerable frequency dependence of
noise exists for long conductors (L≫ λe, λ).
Despite a considerable recent experimental effort fo-
cused on the shot noise in ballistic [11,12] and diffusive
[13–15] structures, additional experiments are necessary
to determine the exact noise suppression factor and its
dependence on length and frequency. For wide and short
conductors (like in our first model) such measurements
can prove to be extremely difficult, since in order to im-
plement low internal screening (L < λ) the electron den-
sity has to be very low and the sample very short. How-
ever, it seems that the frequency dependence predicted
here could be observed in systems close to our ground-
plane model [Fig. 1(b)], for example in inversion layers of
field-effect transistors and other 2DEG structures. With
typical values of D′ ≃ D ∼ 103 cm2/s and L ∼ 10µm
[13], the expected crossover frequency is of the order of
5 GHz, i.e., within the range currently available for ac-
curate noise measurements (cf. Refs. [11,15]).
To summarize, we have shown that effects of screening
have to be taken into account in order to obtain real-
istic results for shot noise in mesoscopic conductors at
finite frequencies (ωτT ≥ 1). For relatively short conduc-
tors (L ≪ λ, λe), or for long, thin conductors close to a
ground plane, noise should approach a level of (1/2)×2eI
at high frequencies.
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