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Let A be a universal algebra. For each n > 2, let p,(A) be the number 
of essentially n-ary polynomials of A, i.e., the number of n-ary polynomials 
which depend on all 11 variables. Let pr(iz) be the number of essentially 
unary polynomials which are distinct from the unary projection, and let 
p,(A) be the number of constant polynomials of A. A sequence (p,) is said 
to be represetztable if, for some algebra A, p, = p,(A) for all ?z > 0. Several 
recent papers deal with the subject of representable sequences (see Refs. 
[3-81). In Refs. [3] and [5], some results are obtained for the casep, = p, =:: 0, 
i.e., where there are no constants, and all polynomials are idempotent. 
A case not considered in these papers is where p, = p, = 0, and there 
is a binary associative noncommutative polynomial. Idempotent semigroups 
provide obvious examples for such a case, and it is the purpose of the present 
paper to find all sequences which are representable by idempotent semigroups. 
If the algebras A and B generate the same equational class, then 
pn(A) = pn(B), for all R > 0. The sequence (p,(+X)), where 5% is any 
equational class, can therefore be defined to be (p.,(A)), for any algebra A 
which generates 9X. To list all sequences representable by idempotent 
semigroups, it is enough to give the sequence representable by each equational 
class. The lattice of equational classes has been given in Ref. [l], and in 
that paper all the word problems involved have been solved. We will, of 
course, make use of that information in the present paper. 
In Section I, we introduce notation to be used in the paper. We also 
give characterizations of certain concepts introduced in Ref. [I], which 
will be more useful than the original definitions for the counting to be 
carried out in the latter sections. Of importance is Lemma 1.1, which states 
that, in almost all cases, counting essential polynomials is the same as counting 
words. 
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Sections II, III, and IV are devoted to the finding of the various sequences. 
In Section II, we state a result of Green and Rees 121, which, because of 
Lemma 1.1, gives the sequence represented by the class of all idempotent 
semigroups. Section III lists (pJ?l)), if *U -4 [&a = C&Z]. Most of these 
results are well-known. Section IV gives (p,J$l)) for the remaining equational 
classes of idempotent semigroups. 
In Section V, certain properties of the sequences are discussed. 
I. NOTATION AND BASIC CONCEPTS 
This paper is based on results proved in Ref. [l]. We have attempted 
to make the paper self-contained insofar as a statement of results is concerned. 
For example, the propositions of the present section are simply characteriza- 
tions of concepts introduced in Ref. [l], and for the purposes of the present 
paper may be taken as definitions. No apology is made for undefined terms 
used in proofs, since a referral to Ref. [l] is ultimately necessary in any case. 
The letters f, g, p, 4, refer to elements of the free semigroup F(X) on a 
fixed countable set X. Define f ,w g, if f and g are congruent modulo the 
congruence onF(X) determined by the equation (N = x2). Iff = xl’lxZ ... x, , 
xi E X, let 
W) = (Xl ,...I “-4, 
H(f) = x1 , 
f(0) = Xj 1 where j is the smallest integer such that 
E(f) = E(x,xz 0.. “Yj), 
J(0) = x1x2 ... sjpl , where f(0) = sj , 
f(O7c) = f(Ok-l)(O), 1 < R < / E(f)\, 
f(Ok) == (f(Ok-l))(O), 1 < k < 1 E(f)! - 1, 
I(f) =f(Ok)f(Ok-l) ***f(O) where k = j E(f)l, 
w-> = f(O)fP). 
If (f = g) is an equation, let If = g] be the equational class (of idempotent 
semigroups) defined by (f = g). 
The dual (S*, *) of a semigroup (S, .) is defined by S* = S and a * b = ba 
for all a, b E S. If f = xix% ... x, EF(X), define f * = x1 * ... + x, = 
x,x,-1 ... Xl . 
Several new notions can be defined from those listed above using duality. 
For the purposes of the statements of results in the present paper, it is 
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enough to define H*(f) = H(f*), and p(f) = (I((f*))*. Certain other 
notions are used only in proofs, and the reader is referred to Ref. [l] for 
their definitions. 
If we have a condition P which involves f and g, we can define a new 
condition P* by replacing f and g in P by f * and g*, respectively. The 
condition P* is called the condition dual to P. 
Let v : F(X) + F(X). If a(X) _C X, p is said to be a primitiz!e substitution. 
If, in addition, 1 E(v( f)) u E(v( g))l = n, then v is said to be a primitive 
substitution in (f = g) by 1z variables. Define f --l,g if, for every primitive 
substitution v in (f = g) by less than n variables, v(f) - q~( g). 
If nJL is an equational class of idempotent semigroups, the class dual to PL 
is ‘$I* = {S* 1 SE ‘81. It is clear that p,(a) f p,(%*) for all 1z > 0. We 
shall therefore state results for only one of two classes which are dual. 
There is a rather trivial observation which, in the case of idempotent 
semigroups, makes the counting of essential polynomials almost the same 
as the counting of words. 
LEMMA 1.1. If [ab = ba] C tf = g] (a, b E X), then alzy polynomial in 
any algebra generating [f = g] is essential. 
Proof. If some polynomial were not essential, then (f = g), and hence 
(ab = ba), would imply an equation (p = 4) where E(p) $; E(q). This is 
impossible by Proposition 4.30(v) of Ref. [l]. 
The following propositions characterize some of the properties introduced 
in Ref. [l] in a way which will make counting easier. 
PROPOSITION 1.2 (Proposition 2.4 of Ref. [l]). f -,g if and only ;f 
E(f) = E(g), H(f) = H(g), and H*(f) = H*(g). 
PROPOSITION 1.3. Let 1 E( f )I = n > s > 4. Then f wsg if and only ;f 
(i) f(0n-s+2) -g(On-S+2); 
(ii) f (Oa) = g(O”), 1 < K 6 n - s + 2; 
(iii) f(0") -s-l qf(ot))F(g(ot)), 1 < t < n - s + 1; . 
and the conditions dual to (i)-(iii). 
Proof. The necessity of the conditions is an immediate consequence of 
Proposition 2.5 of Ref. [I] and the following facts. If 1 E(p) u E(q)/ < m, 
then p -.t,A 4 if and only if p - 4, and if p wrn q, then p mm I(p) F(q). 
Conversely, assume (i)-(iii). Conditions (i) and (ii) imply that I(f) = I(g). 
Condition (i) also shows that f (0’) N~-~~(O~), for all r > n - s + 2. By 
Proposition 2.5 of [l], it remains to show that f(Or) N~-~~(O+) for 
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1 < r < 12 - s + 2. This follows by induction, since as soon as we have 
shown that f(OT) -+rg(Or) for some 1 < Y < n - s + 2, it follows from 
(ii) and (iii), with appropriate choices of k and t, that f(O+l) -s-lg(OP-l). 
PROPOSITION 1.4. Letfm8g. T&n fR3 g if and only ;f I( f) = I(g). 
Proof. By Definition 2.15 of Ref. [l],fR, g if and only if I(v( f )) = J(cp( g)) 
for every primitive substitution v in (f = g) by 3 variables. But Eqs. (1.21) 
and (1.22) of Ref. [l] show that this is equivalent to I(f) = I(g). 
PROPOSITION 1.5. Let E(f) = n > s 3 4, and let f msg. Then fRS g ij’ 
and onZy if f(O”) Rzel g(Ot) for all 1 < t < n - s + 1. 
Proof. If n = s, this is exactly the statement (2.20) of Ref. Cl]. To 
prove the result for n 2 S, assume first that fR, g. For 1 < t < n - s f 1, 
let vPt be the primitive substitution defined by 
dJ(orN = JKO for all Y < t, 
fP&> = 37 for all other x E X. 
Then fromEq. (1.19) of Ref. [l], and the fact that v(x) = x for all x E E(f(Ot)j, 
(~*wl0) = Pmt>> = 4P>. U.6) 
Let x be any primitive substitution in (f(Oq = g(Of)) by s - 1 variables. 
For our purposes there is no loss of generality in assuming that x(x) = x, 
for all x E X - E( f CO*)), and moreover that 
M(f (0% n X(-X - E(f COY?) = 0 e (1.3 
The map x 0 pt is easily seen to be a primitive substitution in (f = g) by 
s variables, and therefore it follows from the assumption fR3g that 
I""((x D %(f)mJs-2)) = ISf'((X 5 dgnJ,-2)). (1.8) 
Now 
(x O ?Jtmw = (X((R(f>)W))W = (xuw>))*(o) = (x(f(ot-l)w(o)~ 
In fact the middle equality is just Eq. (1.6), and the first and last equalities 
are simply statements, in a different notation, of the obvious fact that 
r(&(f ))) = j(F(f )). It follows therefore that 
(x o %(fjY (US-J = (xww))* (us-,)> 
= ((x(f(W>>(O))” CJL), (by Eq. (2.9) of Ref. 111h 
= (x(f (Ot)))” (ai-&, (see below). 
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The last equality follows from Eq. (1.19) of Ref. [I]. In fact if x is considered 
as a primitive substitution in (f(O’-l) = g(O”-I)), then it follows from Eq. (1.7) -__- 
that the largest k such that x(f(O~-l)(Ok)) = ~(f(O”-~))(0), is k = 1. Therefore 
by Eq. (1.19) of Ref. [I], (x(f(O”-‘)))^(O) q = x((f(O”-‘))^(O)), whence 
(x(f(O”-‘MO> = x(f(O”)>. 
This result together with Eq. (1.8) h s ows that 1S-1((~(f(Ot)))A(~~3)) = 
-T”-l((x( g(O”)))“(ui,)), which proves that f(O”) R,-l g(Ot). 
To prove the converse, assumef(Ot) RElg(Ot), for all 1 < t < n - s + 1, 
and let 9) be any primitive substitution in (f = g) by s variables. By Eq. (1.19) 
of Ref. PI, b(fW (0) = dfKW~ w h ere K is the largest integer such that 
&(Ok)) = &)(O). Now k ,< n - s + 1, since otherwise / E(v(f))l < S. 
By assumption, f(Ok) R$-, g(O”), and therefore 
But (p(f(O’)))“(&J = (df>(O>>-(~:-a> = (~(f))~(us-sh “Y ‘-% (2.9) of 
Ref. [l]. It follows that lS+l((~(f))A(~,-,)) =Is+l((~(g))^(us-a>), and therefore 
that fRs g. 
COROLLARY 1.9. Let E(f) = n 3 s > 4. Then f mS g, fRsg and fR,*g 
if and only if 
(i) f(()n-S+4) - g(()n-S+Z) 
(ii) f(Ok) = g(OB), 1 < k < n - s + 2 
(iii) f(0”) R>&f(O*))P(g(Ot)), I < t < n - s + I, 
and the conditions dual to (i)-(iii). 
Proof. Propositions 1.3 and 1.5 and the proposition dual to 1.5. 
Let p,(a) = P&X = x]). Green and Rees [2] have given a formula for 
the number of polynomials in n variables and, by Lemma 1.1, this is the 
same as the number of essentially n-ary polynomials. Their result can be 
stated as follows: 
THEOREM 2.1 (Green and Rees [2]). p&03) = pi(co) = 0, pz( co) = 4, 
p,(m) = n4ff,-1(m) if n 3 3. 
Proof. The theorem is an immediate consequence of Theorem 1.8 of 
Ref. [l], which states that f mg if and only if f (0) -g(O), f(0) = z(O), 
and the dual conditions hold. 
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III. (p,(o,)) IF '112 [&a = a&] 
WIost of the results in this section are well-known. Since ps(%) = 
pi(%) = 0, for all equational classes % under consideration, we will not 
state this in each case. 
THEOREM 3.1. (i) p,([a = b]) = p,([aB = a]> = 0,for n 3 0 
(ii) p,([uba = a]) = 1: 
if n = 2 
otherwise 
(iii) pn([ab = bu]) = 1 for 12 >, 2 
(iv) p,([ubc = ach]) = n for 12 > 2 
(v) p,([aba = ub]) = n! for n > 2. 
Proof. (ij I If a = b or if ab = R, no polvnomial with arity greater than 1 
is essential. 
(ii) It is shown in Ref. [l] that [uba = u] == [ubc = UC]. Therefore 
no polynomial of arity greater than 2 is essential. The essential binary 
polynomials are xy and yx. 
(iii) The unique essential polynomial of arity n is x1x2 .. x:, . 
(iv) IfE(f) =E(g),[ubc = ucb]C[f =g]ifandonlyifN(f) = N(gj 
(see Ref. [l]). Therefore the number of distinct (essential by Lemma l.lj 
polynomials of arity 71 is n. 
(v) If E(f) = E( g), [ubn = ab] C [f = g] if and only if 1(f) = I(g). 
It follows therefore that the number of distinct essential n-ary polynomials 
is n!. 
1. P/m = !?I> if P -3 QT PK4, p&*4 
If P -s 4, P&l, and p&*q, let p.,([p = q]) = pJs). The results sum- 
marized in Proposition 4.29 of Ref. [I] h s ow that the solution of the word 
problem in this case is given by [p = q] 2 [f = g] if and only if f w,?g. 
For 1 E(f)1 < s, this is no restriction and so pR(s) = pn(co) if n < s. For 
n > s, the value for p,(s) is given by the following theorem. 
THEOREM 4.1. Let 11 > s. Then 
(i) pn(3) = n2, 
(ii) p,(s) = n’zp~,(ocj) IJ~~~-rjzp,(s -- I), fOY S > 4. 
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Proof. The proof of part (i) is obvious, since f wag if and only if 
E(f) = E(g), H(f) = H(g), and H*(f) = W*(g) (Proposition 1.2). 
In order to prove part (ii), we use the characterization of mS given in 
Proposition 1.3. The conditions of that proposition are chosen in such a 
way that no part off on which a restriction is imposed occurs as a part 
of some other part off on which a restriction is imposed. Since the conditions 
are “independent” in this sense, counting may be done by counting for 
each part separately and multiplying. For Proposition 1.3(i), the number 
involved is pn-(n-s+z)(~) = P&W). For Proposition 1.3(ii), the number of 
ways we can choose f (Ok) is 72 - K + 1 and so the number involved is 
n(lz - 1) ..* (S - 1). For Proposition 1.3(iii), the number is given by induc- 
tion. Since the condition is on &(f(O”)), the number involved for each t is 
l/p,Js - 1), and therefore the number contributed by Proposition 1.3(iii) is 
n--S+1 92-l 
JJ 2/P?& - 1) = Jl dP& - 1) 
t=1 
Combining these results and the results obtained from the dual conditions, 
we can show (ii). 
2. PJP = cd) ifs -s 4, PRq> PRs=% P$sqt P&*q 
If p and q satisfy the conditions listed, let p,([p = q]) = p,(S). Again 
it follows from the results summarized in Proposition 4.29 of Ref. [l], that 
the solution of the word problem in this case is given by [p = q] C v = g] 
if and only if f mS g, fRsg, fR,*g. For 1 E(f)/ < s, this is no restriction and, 
therefore, p,(S) = pn(co) if n < s. For n > s, the value of p,(s) is given 
by the following theorem: 
THEOREM 4.2. Let n > s. Then 
(i) p,(J) = n!2 
n-1 
(ii> P&) = $L2 (co) j=~-l?Pn(s - 11, for s 3 4. 
Proof. The proof of part (i) follows from Proposition 1.4 which states 
that fR3g if and only if I(f) = I(g). Th e number of distinct polynomials 
obtained by changing 1(f) is therefore n!. Combining this with the dual 
result gives part (i). 
The proof of part (ii) follows from Corollary 1.9 in the same manner 
as the proof of Theorem 4.l(ii) follows from Proposition 1.3. 
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3. The Remaining Sequences 
PROPOSITION 4.3. For afzy f,g E F(X), 
(9 fs,g if ad only if f -sg adf N~+I I(gJF(f )( 
(ii) f T,g if and only if f mg g and fR,+&g) F(f ). 
Proof. Part (i) is an application of (2.19) of Ref. [1], and part (ii) is 
simpIy the definition, 
An equationa class ‘B will be called central if 9% = ‘?I*. For any equational 
class $!l, let % be the smallest central class containing 9X, and let cL[ be the 
Iargest central class contained in %. Proposition 4.3 and the resu&s sum- 
marized in Proposition 4.29 of Ref. [l] can be used to prove 
THEOREM 4.4. For evmy equational class % and n 3 0, 
The sequences of the central classes containing [abca = acba] are (p,(s)) 
and (p,(s)). Therefore, using Theorem 4.4, all sequences of classes containing 
[abcn = acba] can now be given. In order to have a short notation for these 
sequences we let p,(a, b) = tm) a, where a, b E N u {?i j n E N) u {to) 
(N, the set of natural numbers). 
V. PROPERTIES OF THE SEQUENCES AND CONCLUSIONS 
Remark. The formulas given in Theorems 4.I(ii) and 4.2(ii) are stated 
for n > s. If we let JJi;,“-l Aj = 1, for any Aj ) then these formulas also 
hold for n = s - 1. In these cases, they simply reduce to the statements 
P,-,(S) (== pspl(m)) = (s - 1)2pz-2(xl), and p&) = (s - lY&-a(co). We 
will use this remark to shorten some of the following proofs. 
PROPOSITION 5.1. For s > 3, and 12 >, 0, p,(s, s + 1) = p,(S). 
Proof. The proof is by induction on s. We need only consider the cases 
where n > S, since if n < s, then p,(s, s $ 1) = p,(S) = P,(W). Let s = 3. 
Then 
S-l 
p,(3,4) = dp,(3) dEN = +$2(a) IJ j dGC% 
j==3 
a-1 
zzz n222 n j2 = n!” = p,(3). 
j=3 
since 
Ps-lb 
Moreover, 
- 1, s) = p,-,(s - 1, a) = v&l(S - I) - (s - 1) ps-2!ao). 
n-1 
p,(j) = 4C2(m) n j'p,(s - I), 
j=s-1 
n-1 ___ 
= n2Ps-dm) Ps-& - 1) I-I j2Pi(s - 1). 
j=s 
By induction, pn(s - 1) = pn(s - 1, S) for all n, and therefor- 
P&, s + 1) = pm 
PROPOSITION 5.2. For n 3 s > 3, p,Js) < p&). 
Proof. If we compare the formulas given in Theorems 4.1 and 4.2, 
it is easy to see that the result follows by induction on S, if we can show 
pn(3) < p,(3) for all n 3 3. But p,(3) = n’, and p,(3) = TL!~. 
PROPOSITION 5.3. For n > s 3 3, p$) < p,(s + 1). 
Proof. The proof is by induction on s. If n > 3, p,(s) = ?z!~, and it is an 
easy exercise to check that p,(4) = r~!~(n - 1)!2. Therefore p*(3) < p,(4). 
It is immediate that pz-z(~) * (s - l)“$~-~(s - 1) < p%r(~). It follows 
from Proposition 4.2 (ii),- therefore, that if n > s > 3, then 
p,(S) < blip:-, n j”p,(s - 1). 
.j=.Y 
By inductive hypothesis, p,Js - 1) < p,(s), for all n > s - 1. It follows, 
therefore, that P,(S) < p,(s + 1). 
PROPOSITION 5.4. For aZi s > 3, ps+l(S, s + 1) (pstl(s + 1). 
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Proof. The proof is by induction on s. For s = 3, it is easy to check that 
~~(3, Zj = 4!“3!2! < 4!23!2 = p,(4). If s > 3, it is an easy caiculation to show 
p,+&, s $- 1) = (s -k 1)’ ps-l(co) p,-,(s - 1, @J) SZ&(S, .s - 1) and 
p,+,(s -1- 1) = (s t- l)“pt-JKJ) &(s). Now p,-,(s - 1, co) <p,-l(oo) and, 
by induction, p,$, s - 1) <p,(s). It follows therefore that ~,+Js, s + 1) < 
Ps& f 1). 
The results contained in the above four propositions can be combined 
to give 
THEORE~I 5.5. A sequence (pJ which is representable by a?z idempotent 
semigroup can be characterized by the pair (a, b), where a is the least number II 
such that p, + p,(co), and b = pnAl . 
Since p,(& s + 1) = p,(S, s + l)(=pS(S, co)), it is not possible to separate 
these two sequences by defining b in the above theorem to be p, . (This 
reflects the fact that the nonskeletal equational classes defined in Ref. [l] 
which are given by an equation (f = gj, where f ~‘~g, f +,+1g, cannot be 
defined by an equation in II variables. Theorem 5.5 shows that such a class 
can, in fact, be given by an equation in n +- 1 variables.) 
THEOREM 5.6. Let (p,) b e a sequence representable by an equational class 
oj* idempotent semigroups. 
(9 If bJ = (Pn(S>) f oy some s > 3, or if p,,, = 1, n >, 2, or ifp, = 2, 
pn = 0, n > 3, then (p,) is representable by exactly one equational class sf 
.idempotent semigroups. 
(4 If (PA = (Pn(3 f or some s 2 3, or if P,~ = 0, z > 0, then. (pJ 
can be represented by any one of three classes. 
(iii) b all other cases, (p,) determines the class up to duality. 
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