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ABSTRACT 
 
Underground coal gasification (UCG) has the potential to access vast resources of 
stored fossil energy in a safe, clean and environmentally sound manner. Previous 
experiments have however led to concerns around surface subsidence, groundwater 
pollution and water table lowering. These issues can be prevented through the use of 
appropriate site selection and an understanding of the processes which cause these 
effects. Numerical simulations provide a cost effective means of predicting these issues 
without the need for costly and publically opposed field trials. 
 
This work uses a commercially available discrete element code to simulate the coupled 
thermal, hydraulic and mechanical phenomena which cause environmental damage. 
Surface subsidence is predicted through the displacements of fully deformable discrete 
elements separated by a network of fractures. The flow of groundwater through these 
fractures is simulated in order to predict the effects of water table lowering and the 
inflow of groundwater into the UCG cavity. Heat conduction from the cavity walls is 
simulated using an explicit finite difference algorithm which predicts both thermal 
expansion effects and the influence of temperature on rock material properties. 
 
Comparison of results with experimental observations in the literature show good 
agreement for subsidence and groundwater behaviour, while initial predictions for a 
range of designs show clear relationships between environmental effects and operating 
conditions. Additional work is suggested to incorporate groundwater contaminant 
transport effects, and it is envisioned that the overall model will provide a valuable 
screening tool for the selection of appropriate site designs for the future development 
of UCG as an economically viable and environmentally sound source of energy. 
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1. INTRODUCTION 
SUMMARY 
 
Underground coal gasification (UCG) is an industrial process which converts coal 
into an economically valuable synthesis gas consisting mainly of hydrogen, carbon 
monoxide, carbon dioxide and methane in situ within an unmined coal seam. The 
product gas can be used as a fuel for electricity generation or as a precursor to 
synthetic liquid transport fuels and other chemicals. UCG is potentially safer, cheaper 
and less environmentally damaging than traditional methods of coal utilisation, and 
offers access to coal resources which would be uneconomical to extract using 
conventional means. As with any energy extraction technology however, UCG has the 
potential to cause environmental damage on both global and local scales. 
 
The work presented in this thesis aims to further the understanding of the mechanisms 
behind the local environmental impact of UCG, with the goal of predicting and 
therefore preventing these issues in future operations. This chapter provides an 
introduction to both the UCG process and the numerical modelling of environmental 
issues. Information is given on the energy system as a whole, as well as the role of 
UCG in that system. Various advantages and disadvantages of UCG are presented, 
with a particular focus on local environmental issues. The application of numerical 
modelling to these issues is discussed and the principal aim, objectives and design 
considerations of the model produced in this project are outlined. Finally, this chapter 
concludes with a brief outline of the remainder of the thesis. 
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1.1. BACKGROUND 
1.1.1. Global Energy Demands 
 
As of the year 2016, global primary energy consumption is at a record high of 155 
million GWh/yr, and is increasing at a rate of approximately 1.5% per year (BP, 
2016). The upward trend in global energy demand is the product of three key factors: 
population, prosperity and energy efficiency. Prosperity has a strong effect on energy 
demand as more prosperous groups tend to consume more energy per capita. As 
global population and prosperity continue to grow, energy demands will continue to 
increase. Improvements in energy efficiency can offset this increase; however 
efficiency is ultimately limited by thermodynamic constraints. In order to meet 
increasing global energy demands, new sources of energy must therefore be found.  
 
Any energy source must address three key issues, collectively referred to as the 
energy trilemma (World Energy Council, 2013a): 
 Price – New energy sources must be cheap enough to ensure continued access 
at current levels, and allow for future increases in demand. 
 Security – Energy sources must be able to cope with changes in demand, 
weather effects, fuel prices and national and international political issues. 
 Sustainability – Sources must operate without causing environmental damage 
through greenhouse gas emissions, resource depletion etc. 
Failure to meet any of the above issues can have severe economic, socio-political and 
environmental implications on global, national and local scales. A number of potential 
energy sources exist which can address these issues. 
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1.1.2. Energy Sources 
 
All of the primary energy sources present on Earth can be classified either as 
renewable or exhaustible. Exhaustible sources include coal, oil and natural gas. 
Nuclear power is also exhaustible, however its use does not produce significant 
greenhouse gas emissions compared to fossil fuels. Renewable sources include wind, 
solar, geothermal and hydro power. Biomass is also considered renewable as the fuel 
used can be regrown and greenhouse gas emissions effectively offset by this growth. 
Table 1.1 highlights the key advantages and challenges of these sources with respect 
to the energy trilemma. 
 
Table 1.1 – Advantages and challenges of various energy sources. + implies an 
advantage, - implies a challenge. 
 Exhaustible Renewable 
P
ri
ce
 
 
+ Cheapest energy prices 
+ Established technologies 
– Fuel price fluctuations 
 
 
+ No fuel cost 
– Large infrastructure requirements 
– Currently very low capacity 
S
ec
u
ri
ty
 
 
+ Flexibility (transport or electricity) 
+ Consistent power output 
– Dependence on international trade 
– Political uncertainty 
 
 
– Seasonal variability 
– Diurnal variability 
– Storage requirements 
– Geographically limited 
S
u
st
a
in
a
b
il
it
y
  
– Greenhouse gas emissions 
– Air/water pollution 
– Resource depletion 
 
+ Near zero emissions 
– Land usage 
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Table 1.1 shows that meeting the energy trilemma will be a considerable challenge, as 
no single energy source can reliably address all three concerns. While electricity grids 
may eventually run entirely on renewable sources, short term plans (i.e. those 
involving the current generation of power plants) must include fossil fuels in order to 
make up the shortfall in capacity while renewable sources are built. In addition, the 
use of renewable energy for transportation is problematic due to the geographical 
limitations of renewable energy sources. Renewable transport can be achieved 
through electrification, however this further increases electricity demands and the 
need for fossil fuels. In order to minimise the environmental impact of fossil fuel 
usage, new technologies are required which can extract this energy in an 
environmentally sound manner.  
 
1.1.3. Fossil Energy Resources 
 
This section gives a brief summary of global sources of fossil energy. Greater fuel 
abundance is beneficial as it keeps prices low. On the other hand, large stores of fossil 
fuels may promote the continued use of environmentally damaging sources of energy. 
Figure 1.1 shows the total extent of various fossil energy reserves. Coal and shale oil 
are seen to have greater reserves than other sources. It is of note that this figure lists 
reserves, rather than resources. Reserves are as sources which can be economically 
extracted using current technology, while resources are the total amount of fuel 
known to exist. Taking unrecoverable resources into account, coal is seen to be the 
most abundant fuel, with total resources of over 150 billion GWh (Self et al, 2012). 
By comparison, oil and gas resources are estimated as 11.6 and 5.8 billion GWh 
respectively (Brownfield et al, 2012; McGlade et al, 2012; Plummer et al, 2012). 
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Figure 1.1 – Total economically recoverable fuel reserves by region. The area of each 
graph indicates the amount of energy available. After World Energy Council, 2013b. 
 
As well as abundance, coal has a greater geographical diversity than other fuels. This 
is beneficial for both price and security as it helps keep costs low and reduces the 
impact of international politics on fuel supplies. On the other hand, coal has several 
environmental issues. Coal emits more CO2 per unit energy than other fuels, as shown 
in Table 1.2. Coal also has higher sulphur and particulate contents and a greater 
number of inorganic contaminants than oil or gas (Kapusta & Stanczyk, 2011). 
Traditional coal use is therefore seen to cause a number of concerns which must be 
addressed in any future energy system. Underground coal gasification, especially in 
concert with carbon capture and storage (CCS), is a technology with the potential to 
address these concerns in a safe, cheap and environmentally sound manner. 
 
Table 1.2 – CO2 emissions by fuel (US Energy Information Administration, 2016). 
Fuel CO2 Emissions (t/GWh thermal) 
Coal 319 – 354 
Oil 244 – 250 
Natural Gas 181 – 215 
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1.2. UNDERGROUND COAL GASIFICATION 
 
Underground coal gasification (UCG) is an industrial energy extraction technology 
with the potential to play an important role in future energy systems. UCG provides a 
means by which a great deal of the world’s coal, including both proven reserves and 
currently unrecoverable resources, could be used in a safe and economically viable 
way. UCG presents a source of energy which is abundant, widely distributed, cost 
effective and secure from the external influences of international politics, market 
pressures and weather effects. Furthermore, the use of modern emissions reduction 
technologies, including CCS, allows UCG to operate in a much more environmentally 
friendly manner than traditional fossil energy technologies. Although coal is an 
inherently dirty fuel with finite reserves, UCG has the potential to utilise this resource 
in a way that many believe could provide an effective bridge to a future energy 
system based entirely on renewables (Roddy & Younger, 2010). 
 
1.2.1. Process Description 
 
The process of underground coal gasification involves the partial combustion and 
conversion of unmined coal within a coal seam into a synthesis gas (syngas) 
comprised mainly of carbon dioxide, carbon monoxide, methane, hydrogen and water 
vapour. Figure 1.2 depicts a typical UCG operation. 
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Figure 1.2 – Typical UCG operation. After Green, 2014. 
 
 
UCG works by drilling two boreholes down into the coal seam and linking them 
together to form a gas circuit. One of the boreholes (the injection well) is used to 
supply air or oxygen and steam to the coal face, which is then ignited using a propane 
burner in the drillhead to begin the gasification reactions. These reactions consume 
the coal, converting it into a gaseous mixture of CO, CO2, H2 and CH4, as well as a 
number of trace contaminants. The reaction set is autothermic and tends to occur at 
temperatures in the range of 800°C to 1800°C (Higman & Van der Burgt, 2008). 
Once this temperature is reached, the burner is shut off and the reaction becomes self-
sustaining. The gaseous products then flow along the channel until they reach the 
second borehole (the production well) where they are extracted and processed for use 
in electricity generation or chemicals production (Couch, 2009). As the underground 
reaction proceeds, the coal on the inner wall of the cavity is consumed, causing the 
reactor to expand outwards through the coal seam, continually accessing fresh coal.  
8 
 
1.3. ADVANTAGES AND CHALLENGES OF UCG 
1.3.1. Political Issues 
 
The principal political issues around UCG relate to its status as a fossil fuel 
technology. In many developed countries, the continued development of fossil energy 
sources is politically unpopular due to their environmental impacts. This issue is less 
prevalent in developing countries as security of supply is often considered to be of 
greater importance. UCG is also often confused with shale gas extraction and 
hydraulic fracturing (fracking), which both have significant public opposition 
(Challener, 2013). The political advantages of UCG are mainly driven by increases in 
energy security. As shown in Figure 1.1, coal is by far the most geographically 
diverse fossil fuel. This diversity reduces dependence on trade and allows many 
nations a greater autonomy over their energy supply. This autonomy reduces the 
impact of international conflict on national economies and thus increases stability. 
 
1.3.2. Economic Issues 
 
A key economic benefit of UCG is its ability to access coal reserves which would be 
uneconomical using traditional means. UCG could potentially increase global coal 
reserves by a factor of up to twenty, greatly surpassing both shale oil and shale gas 
(Self et al, 2012). UCG is also an efficient method of extraction: Gasification 
efficiency (the fraction of the energy in the coal recovered in the syngas) exceeds 75% 
when oxygen is used as the injectant gas. Conversion efficiency (the proportion of the 
coal’s mass converted to syngas) can be as high as 90% (Couch, 2009). 
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Other economic benefits of UCG arise because its simplicity reduces costs compared 
with traditional coal use: Surface infrastructure such as coal washing facilities and 
spoil tips are no longer necessary. Underground mine shafts are also not required, and 
surface based gasification equipment is eliminated entirely. Furthermore, the transport 
of gaseous fuels is easier and cheaper than that of coal, potentially allowing UCG 
syngas to displace solid coal imports to countries without indigenous resources. 
Because a UCG plant can be run by a small team of operators, overheads are 
considerably lower than those of coal mines employing hundreds of miners. Not only 
do these effects mean that UCG can generate larger profits for a given amount of coal, 
they also allow for the profitable extraction of previously unviable coal seams. This 
may allow UCG to operate in regions with large but uneconomically recoverable coal 
resources, such as the UK, however socio-political constraints may prevent this. The 
above effects suggests that UCG could provide electricity at a much lower cost than 
other potential clean energy sources, as shown in Figure 1.3. 
 
 
Figure 1.3 – Levelised cost of electricity in the UK for various clean energy 
technologies. (Department of Energy & Climate Change 2012; Ferguson, 2015). 
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1.3.3. Social Issues 
 
UCG has several social advantages over other extraction technologies, the greatest of 
which is its safety compared with coal mining. In 2014, over 900 coal miners were 
killed in China alone due to accidents (Lelyveld, 2015). Many miners also suffer long 
term injuries and illnesses such as pneumoconiosis (black lung). Because UCG does 
not require any workers to be sent underground, these hazards are eliminated, 
potentially saving thousands of lives every year. These advantages also apply to other 
dangerous methods of energy extraction such as offshore oil and gas drilling.  
 
Other social advantages of UCG include the creation of jobs for skilled workers and 
the potential economic benefits to economically deprived regions which previously 
depended on coal mining, such as the North East of England. Furthermore, the 
reduction in traffic, noise and dust compared with traditional coal mining can be seen 
as socially beneficial. On the other hand, in regions with existing coal mining 
industries, displacement by UCG could lead to the loss of a great number of jobs. 
Finally, the potential environmental impacts of UCG and perceived uncertainties 
around the technology may lead to reductions in property prices and considerable 
public opposition (Shackley et al, 2006). 
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1.3.4. Technical Issues 
 
The majority of the technical challenges of UCG are caused by the novelty of the 
technology and the difficulty in understanding/monitoring the processes involved. 
Because of the underground nature of UCG as well as the extremes of temperature 
and pressure, much of what occurs in the reactor cavity is difficult and expensive to 
measure or observe (Britten & Thorsness, 1988). This not only introduces 
considerable difficulty in controlling the process but also makes it difficult to predict 
any impact the operation may have on the local environment. Future development of 
large scale commercial UCG may exacerbate this effect. Previous trials also had 
issues creating the initial connection between the injection and production wells, 
however modern operations solve this with the use of directional drilling techniques. 
 
1.3.5. Legal Issues 
 
Many of the legal issues of UCG relate to the novelty and uncertainties of the 
technology. Legal issues also tend to be specific to certain nations/regions and may 
have implications for international trade partners and countries bordering the target 
nation. One particular legal issue in a number of nations is the lack of coherent 
regulations regarding UCG. Due to the novelty of the technology, regulatory 
frameworks may not yet be present, or may be unclear. In the UK for example, UCG 
is overseen by the coal authority. Many of the technologies involved in UCG are 
overseen by the oil and gas authority however, leading to conflicting regulations (UK 
Oil and Gas Authority, 2015). 
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Other legal issues involve access rights to both the coal itself and the land above. 
These issues depend heavily on whether the mining industry in the target country is 
privatised or nationally owned. The legal implications of environmental damage also 
present a challenge to the development of UCG. For example, laws in the UK prevent 
the development of new coal fired power stations unless they are proved to be “CCS-
ready” (Carrington, 2009). The effects of UCG on groundwater also have implications 
on local industries such as farms and mines, which depend on certain properties of the 
water table. This issue also applies to other nearby energy extraction methods such as 
hydraulic fracturing and coal bed methane (CBM) extraction, which both affect the 
local water table (Cuff, 2013). Because of these issues, the governments of Scotland, 
Wales and Queensland have each recently place moratoria on UCG (Queensland 
Government, 2016; Scottish Government, 2015; Welsh Government, 2015). 
 
1.3.6. Environmental Issues 
 
Many of the challenges of UCG relate to the environmental concerns of the 
technology. As with any energy extraction method, UCG has both local and global 
environmental impacts. In comparison with traditional extraction methods however, 
UCG also has several environmental advantages. These issues are summarised below. 
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1.3.6.1. Global Environmental Issues 
 
The main environmental issues with coal are air pollution and greenhouse gas 
emissions. As shown in Table 1.2, coal emits more CO2 per unit of thermal energy 
than any other fuel. Coal combustion also releases many other compounds, including 
sulphur and nitrogen oxides. These compounds both contribute to global warming and 
lead to other environmental effects such as acid rain. Compared with traditional 
extraction technologies however, UCG can greatly reduce these emissions for several 
reasons. 
 
First, because the product of UCG is a combustible gas, it can be used with efficient 
combined cycle gas turbines (CCGTs). These turbines can have energy efficiencies of 
up to 60% (Seebregts, 2010) compared with values of less than 40% for traditional 
steam turbines (International Energy Agency, 2010). This greatly reduces CO2 
emissions per unit of electrical energy from UCG compared with traditional coal 
plants. Second, UCG reduces the need for many peripheral sources of CO2 emissions 
associated with coal power. Because coal no longer needs to be transported, emissions 
from transport and shipping are eliminated. In addition, the smaller surface facilities 
of UCG reduce the emissions associated with construction.  
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Finally, UCG provides an ideal base for the development of CCS (Snape, 2013): The 
high CO2 partial pressure of the syngas is beneficial for precombustion separation, 
while the existence of an air separation unit on site (to provide oxygen for 
gasification) greatly reduces the cost of oxyfuel capture (Thambimuthu et al, 2005). 
Additionally, the cavity itself may provide storage space for some of the captured 
CO2. This process is known as reactor zone carbon storage (RZCS) (Burton et al, 
2006). RZCS reduces the cost of CCS by eliminating transport costs and using the 
same wells that were used for gasification, reducing overall drilling costs. RZCS is 
not suitable for all sites however, as it requires a certain geology and a cavity depth of 
at least 800m to maintain CO2 in a supercritical state. In addition, the volume of the 
CO2 under these conditions would be 5 times greater than that of the gasified coal 
(Roddy & Younger, 2010), limiting the amount which can be stored. On the other 
hand, UCG suitable coal seams tend to be located in regions with suitable geology for 
CO2 sequestration (Walter, 2007), allowing for storage in other nearby sites. 
 
1.3.6.2. Local Environmental Issues 
 
One of the principal advantages of UCG is its reduced effect on local pollution 
compared with traditional methods of coal utilisation. In addition to carbon and 
hydrogen, coal contains many environmentally damaging impurities, including 
sulphur, nitrogen, boron, lead and cadmium (Kapusta & Stanczyk, 2011). Traditional 
coal mining brings these to the surface where they are often released into the 
atmosphere or washed into rivers and lakes. By comparison, UCG leaves many of 
these impurities underground. This both reduces the environmental impact of UCG 
and the capital costs of ash clean up and storage.  
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As with any energy extraction method, UCG has a number of negative impacts on the 
local environment. While leaving coal impurities underground reduces air pollution, 
these impurities may instead migrate into local potable aquifers. This can contaminate 
local water sources and pose health risks to local residents, flora, and fauna. The 
conditions in the cavity also cause pyrolysis of coal, which produces additional 
contaminants (Humenick, 1984). Modern UCG operations aim to avoid this issue 
through good site selection. If possible, UCG operations are simply sited in coal 
seams which are isolated from any potable aquifers. While this eliminates the issue of 
contamination, it can have negative effects on the UCG process, as the presence of 
water helps to control gasification. Situation near saline aquifers solves this by 
supplying water that is already harmful to life, such that contamination is not an issue. 
 
 In cases where UCG operations must be sited near potable water sources, 
contamination is addressed using the technique of sub-hydrostatic operation. In this 
case, the cavity is operated at a pressure below the local hydrostatic pressure. This 
causes groundwater to flow into the cavity rather than allowing contaminants to flow 
out. This has been shown to greatly reduce contamination and has the additional 
benefit of forming a steam jacket around the cavity, preventing valuable heat and 
syngas from escaping into the overburden (Blinderman & Fidler, 2003). On the other 
hand, unpredictable groundwater inflow rates can affect gas quality and make process 
control difficult. 
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A second environmental issue, which may be caused by sub-hydrostatic operation, is 
water table lowering. If the rate of groundwater drawdown is greater than the local 
recharge rate, the level of the water table can be depressed. In some cases this can 
cause an increase in water table depth of up to 25m, which could lead to local wells 
and lakes drying out. (Lindblom & Smith, 1993). This may also exacerbate pollution 
if the lowering causes the phreatic surface of water table to enter the cavity, allowing 
pollutants to flow unimpeded into the vadose zone above the water table.  
 
The final local environmental issue with UCG is surface subsidence. The removal of 
large areas of coal causes stress on the overburden above the cavity. This stress can 
cause the overburden to collapse, potentially damaging injection equipment and 
blocking the flow of gases. This collapse can propagate to the surface, damaging 
surface facilities and local buildings. In addition, the fracturing of rock strata can 
increase overburden permeability, potentially exacerbating groundwater effects. 
Figure 1.4 shows how these effects are interrelated. 
 
 
Figure 1.4 – Schematic description of subsidence and water table lowering effects 
caused by underground coal gasification. After Couch, 2009. 
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1.3.7. Geographical Considerations 
 
As mentioned above, many of the issues of UCG are geographically specific. The 
suitability of a given region for UCG depends on a number of factors, including: 
 
 The extent and quality of local coal resources. 
 The demand for gas, electricity and chemical products. 
 Political and public support/opposition to fossil fuel technologies. 
 The history of the region with UCG and other unconventional energy sources. 
 The main economic competitor for energy supply. 
 Local competition for coal resources. 
 Population density in targeted areas. Low populations greatly reduce the 
danger associated with local environmental damage. 
 
These issues make the development of UCG easier in some nations than others. Many 
European nations, including the UK, have large coal reserves and high energy 
demands which currently depend on imported gas. On the other hand, these nations 
tend to have considerable public opposition to fossil energy sources. In addition, these 
countries tend to be densely populated with a politically active populace. By 
comparison, China and the USA have large coal reserves, high energy demands, large 
sparsely populated regions and supportive political climates. The USA also has 
extensive shale oil reserves however, which may be economically preferable to UCG. 
Given these issues, nations including China, India, Canada and the USA are prime 
targets for UCG. Australia was also considered a good target, however recent 
opposition (Queensland Government, 2016) has reduced this support somewhat. 
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1.3.8. Competing Technologies 
 
The main competitors to UCG can be classified into two groups, depending on 
whether UCG is being considered for electricity generation or chemical production. If 
used as a source of electricity, UCG’s main competitors are traditional fossil fuel 
plants, wind and nuclear power. These technologies are more mature than UCG and 
are currently much cheaper to operate. As the technology develops however, the price 
of UCG is expected to fall sharply, such that the cost of electricity approaches that 
shown in Figure 1.3. Although UCG will never compete environmentally with 
renewable energy, it still provides a very promising ‘bridging’ technology towards a 
renewable economy (Roddy and Younger, 2010). If UCG is used as a source of 
chemicals, its main competitors are oil and gas (traditional and unconventional). As 
mentioned in Section 1.3.7, UCG has a number of environmental advantages over 
both traditional and unconventional fossil fuel sources. These advantages can partly 
offset the increased cost of UCG in relation to these technologies. As such, the initial 
development of UCG may be easier as a source of chemicals rather than electricity. 
 
A potential issue of UCG is the energy content of syngas. UCG syngas has a gross 
calorific value of 10 ± 4 MJm-3 compared with 37 ± 4 for natural gas (Blindermann & 
Fidler, 2003). As UCG would eventually be cheaper than natural gas per MWh this is 
not an issue for power generation, however it would affect the economics of syngas 
transport for export purposes. The continued development of unconventional oil and 
gas may also cause a reduction in the prices of these commodities, further reducing 
the relative economic benefit of UCG. Given the cost of long distance fuel transport, 
UCG may still be the best choice in regions with large coal and low oil/gas reserves. 
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A final advantage of UCG in comparison with other fossil energy sources is its 
reduced resource competition. UCG can operate on coals which are too remote to be 
recovered using traditional methods, and as such does not need to compete with other 
users for the same coal seam. Coal bed methane operations can conflict with UCG 
however, as this technology also targets deep coal seams. Resource competition 
between these technologies may also be exacerbated by the requirement of CBM to 
reduce groundwater pressure, potentially increasing the risk of contaminant escape 
from any nearby UCG activities (Moran et al, 2013). 
 
1.3.9. Principal Challenges to Development 
 
As seen above, UCG has the potential to be a key part of the future energy system or 
chemicals industry of many countries. It is seen however, that many challenges must 
be overcome before this can become a reality. Most of the greatest challenges relate to 
UCG’s potential for environmental damage and its competition with unconventional 
oil and gas. Many of the political, social and legal issues are directly caused by these 
concerns. Technical and economic issues also relate to environmental damage 
because of the cost and difficulty in preventing these effects. As such, it is seen that 
reducing the environmental impact of UCG is the largest obstacle to its commercial 
development. While the global issues mentioned are serious problems, these are not 
specific to UCG itself. Greenhouse gas emissions and related effects are endemic to 
all fossil fuel technologies, and much research is currently underway to reduce these 
effects. As such, this thesis focuses only on local effects relevant to UCG. Given the 
difficulty in observing these effects, it is believed that gaining a better understanding 
of the processes involved is an important first step towards reducing their impact.   
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1.4. ENVIRONMENTAL MODELLING 
1.4.1. Modelling Overview 
 
As previously mentioned, the behaviour of a UCG operation is difficult to observe 
experimentally. The underground nature of the process makes direct observation 
impossible, while the high temperatures involved preclude the use of many in-situ 
monitoring techniques. In addition, the potential environmental impacts of UCG make 
experimental field trials politically and publically unpopular. Finally, the costs 
involved in performing trials prohibit their use in many studies. Because of these 
issues, much of the current work on UCG is performed using numerical modelling. 
 
Numerical modelling has several advantages and disadvantages compared with 
experimentation. Modelling is considerably cheaper than experimentation and has no 
negative effects which could concern the public. Numerical modelling also allows for 
the evaluation of large numbers of potential sites with almost no increase in cost 
compared to that of a single site. On the other hand, the accuracy and usability of any 
numerical model is heavily limited by resources: Sufficient computational power, 
adequate physical understanding and large quantities of measured data are required to 
ensure model accuracy. In particular, a lack of relevant, accurate experimental data on 
which to base and verify the model can seriously reduce its usefulness. In effect, 
model accuracy is limited by the accuracy of the data used in its construction. Given 
the issues inherent in field trials however, numerical modelling is often greatly 
preferred for the analysis of UCG. The work presented in this thesis uses numerical 
modelling in an attempt to predict and therefore prevent the local environmental 
impacts of UCG, allowing for the safe design of future operations. 
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1.4.2. Model Aims 
 
The principal aims of this model are to further the understanding of the local 
environmental impacts of underground coal gasification, and to provide simple, 
accurate and reliable predictions of these impacts for a range of potential gasifier 
designs. The model aims to produce a predictive model of the following highly 
coupled environmental concerns: 
 
 Surface subsidence due to the removal of underground material. 
 Contamination of groundwater by the products of gasifier operation. 
 Water table lowering due to excessive groundwater consumption. 
 
In addition, the model aims to be general, as opposed to site specific, and to produce 
results in under 24 hours when running on a standalone desktop PC. The runtime 
requirement is considered necessary as it allows the model to be tested against 
multiple potential site designs in a short time. 
 
The environmental impacts above are driven by a combination of mechanical, 
hydraulic, thermal and chemical processes. These processes are highly coupled and 
occur over timescales ranging from milliseconds to days (Langland and Trent, 1981). 
Because of these issues, any fully realised model of environmental impact would be 
highly complex and would require a great deal of computational effort to simulate a 
single cavity design. Given the time and resources available, such a model is outside 
the scope of this project. In addition, this model would almost certainly fail to meet 
the target of sub 24 hour operation. As such, a greatly simplified model is required. 
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1.4.3. Proposed Use of Model 
 
Given its short runtime, simplicity, and site-generic nature, it is envisioned that the 
model presented in this thesis will be used as a ‘first-pass’ screening tool for operators 
to choose between potential site designs.  The completed model would be used to 
investigate the influence of a number of geological, design and operating conditions 
on the local environmental impacts of UCG. Trends in results could be used to inform 
site selection and operating procedures in order to prevent damage. Promising designs 
would then be further investigated using more detailed analyses before final decisions 
would be made. 
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1.5. THESIS OUTLINE 
 
This thesis consists of nine chapters, including this introduction. The contents of the 
remaining chapters are summarised below: 
 
Chapter 2 – Literature Review. Covers the relevant literature on both the UCG 
process and various aspects of environmental modelling. Outlines the choice of 
modelling methodology used in this work. 
 
Chapter 3 – Introduction to UDEC. Covers the theory behind the mechanical, 
hydraulic and thermal modelling capabilities of the Universal Distinct Element Code, 
as well as the advantages, challenges and limitations of the software. 
 
Chapter 4 – Simulated Lab Scale Testing. Introduces the method of simulated 
compression testing in UDEC. This novel methodology was used to help represent the 
overburden above UCG cavities using a reduced number of discrete elements. 
 
Chapter 5 – UCG Model Development. Shows the design decisions and additional 
developments required to create the UCG model in UDEC. Initial validation of the 
UDEC software is also presented in this chapter. 
 
Chapter 6 – Internal Parameter Effects. Gives the results of a large number of tests 
which were used to inform the selection of many internal (non-physical) parameters 
used in the final model. 
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Chapter 7 – Field Trial Validation. Presents the results of validation studies in which 
model results are compared to experimental observations from previous field trials. 
Discusses the validity of the model and its applicability as a predictive tool. 
 
Chapter 8 – Site Design Studies. Gives the results of a number of simulations of UCG 
operations with varying geometric, geological and operating conditions. Identifies 
trends in environmental effects based on these conditions and provides guidelines for 
future operators. 
 
Chapter 9 – Conclusions and Further Work. Summarises the work presented and 
highlights the key observations made during the modelling process. Suggests future 
developments in both the modelling and theoretical understanding of UCG. 
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2. LITERATURE REVIEW 
 
SUMMARY 
 
This chapter presents a review of the relevant literature published on the subjects of 
underground coal gasification (UCG) and environmental modelling. The chapter 
begins with an in-depth explanation of the UCG process, covering gasification 
chemistry, cavity growth mechanisms, gasifier designs and the effects of coal 
chemistry, site geology and operating conditions on UCG behaviour. The second part 
of the chapter presents a detailed explanation of the three main local environmental 
issues associated with UCG. The issues of surface subsidence, groundwater pollution 
and water table lowering are presented in terms of the mechanisms driving these 
processes, their effects on the local area, and the methods used to control and prevent 
these issues. A summary of recorded UCG field trials is then given, with a particular 
focus on the incidence of environmental damage caused by these trials. 
 
The latter part of this chapter deals with the numerical modelling of the UCG process 
and the local environmental effects it can cause. The principal physical processes 
driving UCG are identified and the requirements for modelling these processes are 
considered. A number of modelling techniques are presented which may be used to 
simulate these issues and a summary of previous UCG modelling efforts is given. 
Notable gaps in the modelling of UCG are identified and recommendations are made 
for future efforts. Finally, the chapter concludes with a brief outline of the model 
produced in this work and the initial decisions on the software and assumptions used 
to create this model. 
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2.1. UNDERGROUND COAL GASIFICATION TECHNOLOGY 
 
The basic principles of UCG are introduced in Section 1.2.1. This section gives a 
detailed overview of the mechanics of UCG, especially where issues relate to the 
potential for local scale environmental damage.  
 
2.1.1. Gasification Chemistry 
 
The process of coal gasification involves a complex, multi-step chemistry, as seen in 
Figure 2.1. The main chemical reactions involved are listed in Table 2.1. The first step 
of the process involves the drying of coal under the application of heat. Water trapped 
in the coal is boiled off and provides an important reactant in later stages. After 
continued heating, the process of pyrolysis begins. In this step volatile compounds are 
driven out of the coal matrix to leave a fixed carbon char (Seifi et al, 2011). The 
lighter compounds released are usually extracted with the syngas, while heavier 
compounds remain in the cavity and can potentially lead to groundwater pollution. 
The final three stages contain the reactions shown in Table 2.1. The combustion step 
depletes the injected oxygen in a series of exothermic reactions which provide the 
heat for the other stages. The gasification stage is largely endothermic and consists of 
a number of solid/gas reactions which produce the syngas. Finally, the refining stage 
alters the composition of the syngas. The final product composition can be set by 
controlling the equilibrium of this step, either in the cavity or in a separate reactor on 
the surface. Figures 2.2 and 2.3 show how syngas composition, temperature and 
calorific value vary along the cavity for an air fed gasifier. 
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Figure 2.1 – Chemistry of the UCG Process. 
 
Table 2.1 – Principal chemical reactions of UCG (Perkins & Sahajwalla, 2008) 
Enthalpy values from Green & Perry, 2007. 
No. Reaction Stage Enthalpy Change 
at 1000K  
(kJmol-1) 
1 C + O2  CO2 Combustion -400 
2 CO + ½ O2  CO2 Combustion -288 
3 H2 + ½ O2  H2O Combustion -263 
4 CH4 + 2 O2  CO2 + 2 H2O Combustion -825 
5 C + 2H2  CH4 Gasification -102 
6 C + CO2  2 CO Gasification +176 
7 C + H2O  CO + H2 Gasification +151 
8 CO + H2O  CO2 + H2 Refining -25 
9 CH4 + H2O  CO + 3H2 Refining +253 
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Figure 2.2 – Simulated variations in syngas composition as a function of length for an 
air blown gasifier. After Perkins & Sahajwalla, 2008. 
 
 
Figure 2.3 – Simulated variations in syngas temperature (solid line) and calorific 
value (dashed line) as a function of length for an air blown gasifier. After Perkins & 
Sahajwalla, 2008. 
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2.1.2. Cavity Growth Mechanisms 
 
As gasification proceeds, material is continuously removed from the cavity wall as 
coal is converted into syngas and ash. This process constantly exposes fresh coal, 
driving gasification and increasing the size of the cavity. The rate at which growth 
occurs is fundamental to UCG as it controls both product gas quality and quantity 
throughout the life of the cavity. There are three principal mechanisms by which 
cavity growth occurs; reaction, thermo-mechanical spalling and large scale collapse: 
 
Reaction is simply the process by which coal at the wall is converted to gas and ash 
which falls to the floor of the cavity and exposes fresh coal on the roof and walls. 
Reaction growth is a uniform process which causes the cavity wall to retreat at a rate 
of around 1cm/hr (Perkins, 2005). Spalling is a cyclic process in which the hot gases 
inside the cavity induce a steep temperature gradient in the cavity wall. This 
temperature gradient causes thermal stresses which lead to fracturing and cause pieces 
of coal to fall into the cavity. This exposes fresh coal to the hot gases, beginning the 
cycle again. Spalling is beneficial to UCG as it greatly increases the surface area 
available for gasification and promotes reaction within the rubble bed, however the 
spalling process itself is not well understood and spalling rates are often predicted 
using empirical models (Camp et al, 1980; Thorsness & Britten, 1986). Large scale 
collapse refers to roof and sidewall collapse caused by stresses in the coal near the 
cavity. The existence of a void where there was once solid coal, coupled with 
increased temperatures, causes large sections of coal/rock to fall into the cavity either 
as rubble or as coherent blocks. Large scale collapse is to be avoided, as the blocks of 
material can disrupt gas flow and their violent separation can exacerbate subsidence.  
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2.1.3. Gasifier Designs 
 
Although the basic principle of UCG remain the same across all operations, factors 
such as local geology and the desired end use of syngas give rise to a number of 
gasifier designs, as shown in Figure 2.4. 
 
 
Figure 2.4 – Typical UCG cavity layouts. After Couch et al, 2009. 
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The simplest design of UCG reactor is the linked vertical well (LVW) layout, 
comprising a single pair of wells linked by a horizontal channel. Previous trials used a 
number of techniques to form this channel, including reverse combustion, hydraulic 
fracturing, explosive fracturing and electrolinking. Despite the high costs, modern 
operations tend to use directional drilling as this is much more controllable. Once the 
coal in the cavity is depleted, gasification ceases and a new pair of wells must be 
drilled in order to continue. 
 
The controlled retracting injection point (CRIP) techniques allows access to much 
larger amounts of coal using only a single pair of wells (plus a vertical ignition well in 
the case of parallel CRIP). The linear CRIP (L-CRIP) technique works by drilling a 
single pair of wells several hundred metres apart. The injection well is deviated and 
drilled horizontally through the seam to intercept the production well at its base. Once 
the wells intersect, the injection point is retracted approximately 20m and gasification 
started. Once the coal in the vicinity of the cavity is depleted, gasification is stopped 
and the injection point is retracted a further 20m so that the process can be restarted in 
fresh coal. This process can be repeated a number of times, allowing for the creation 
of several UCG cavities from a single pair of wells (Thorsness & Britten, 1989). A 
successful trial of this technique was recently performed at the Swan Hills site in 
Canada (Green, 2015). In a commercial scale L-CRIP UCG facility, several CRIP 
channels would be bored in parallel so that multiple cavities could be operated 
simultaneously. As well as increasing production rates, this would give a tighter 
control over product composition through the blending of multiple product streams. A 
potential design for commercial scale L-CRIP UCG is shown in Figure 2.5. 
 
32 
 
 
Figure 2.5 – Proposed layout of a commercial scale, multiple cavity L-CRIP UCG 
operation. After Couch et al, 2009. 
 
Parallel CRIP (P-CRIP) is a similar method to L-CRIP, but in which two deviated 
wells are drilled in parallel along the coal seam and intercepted with a single vertical 
ignition well. Oxidant gases are injected along one of the wells and syngas withdrawn 
via the other. As gasification proceeds injection and production points retreat and the 
cavity grows in a similar shape to that of a traditional longwall mine. This method has 
recently been trialled at the Bloodwood Creek UCG pilot in Queensland (Mallett, 
2013). 
 
Steeply dipping coal seams (i.e. seams with an inclination to the horizontal of 60° or 
more) present an advantage in UCG operation in that the reaction’s natural propensity 
to travel upwards causes the cavity to grow in the direction of further coal. In 
addition, heavy pollutants flow downwards, away from the production well. This 
technique also allows large deposits of coal to be gasified simply by using two wells 
spaced a short distance apart (Friedmann et al, 2007). Two key disadvantages of this 
design are its dependence on a certain geology and the potential to cause large 
amounts of subsidence due to the height of the cavity. 
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Given the above issues, many operators believe that the CRIP process provides the 
most viable technique for the commercial UCG (Couch, 2009). As such, the work in 
this thesis focuses on the use of this technique, in particular the L-CRIP configuration, 
and how the design and operation of the gasifier affects local environmental issues. 
 
2.1.4. Coal Chemistry 
 
One of the most important decisions in the design of a UCG operation is the location 
of the coal seam to be gasified. As well as the economic and political reasons for 
using a particular site, the chemistry and geology of the coal seam itself have a 
number of impacts on UCG performance. In terms of chemistry, the two main factors 
affecting UCG are the rank and grade of the coal.  
 
Coal rank refers to the thermal maturity of the coal (the history of temperature and 
pressure which produced the coal). As coal increases in rank its moisture content 
decreases, while its carbon content and calorific value increase (Van Krevelen, 1993). 
Higher ranked coals contain more energy but also produce more CO2. Low rank coals 
contain large amounts of moisture which must be evaporated, reducing their energy 
content. While conventional coal plants tend to use high rank coals, UCG can operate 
as well, if not better, on low rank coals. Although the moisture reduces the coal’s 
calorific value, it also reduces the need to supply water for hydrogen production. The 
ability to use low rank coal allows UCG much greater economic flexibility than 
traditional methods, however there are efficiency issues. As shown in Figure 2.1, the 
energy for gasification is provided by combustion. Low rank coals provide less 
energy and thus reduce the conversion efficiency of UCG (Hebden & Stroud, 1981). 
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A particular issue of coal rank in UCG is swelling. When heated, coal undergoes 
processes which can lead to a change in density. During pyrolysis, reactions occur 
which produce a semi-fluid material called metaplast. Bubbles of volatile material 
form in the metaplast and cause the char to swell (Myongsook et al, 1989). Water 
present in the coal reduces this effect by promoting crosslinking reactions within the 
metaplast, leading to a smaller and more brittle char. As such, low rank coals tend to 
shrink, while high rank coals swell (Solomon & Serio, 1993). Shrinking is beneficial 
for UCG as swelling coals can block pores in the reactor, reducing efficiency. The 
increased brittleness of shrinking coals also promotes spalling, improving gasification 
rates (Anthony & Howard, 1976). The proclivity of a coal to shrink or swell is 
measured by the coal button profile, which ranges from 0 to 9. It is recommended that 
UCG should not be carried on coals with button profiles greater than 3 (Lavis, 2013).  
 
Grade refers to the impurities present in the coal. These impurities are usually classed 
either as volatiles (e.g. hydrogen sulphide, ammonia, benzene) or ash (heavy metals, 
silicates, clay). Low grade coals have large amounts of impurities, increasing the risk 
of pollution from their use (Neavel, 1981). As UCG leaves much of the heavy 
contaminants underground, ash has less of an effect on UCG than on traditional coal 
uses. Though high ash contents affect calorific values by displacing carbon, the ash 
itself may act as a catalyst for gasification (Creedy et al, 2001). Volatiles may still 
present an issue with UCG, however these may be easier to deal with than under 
traditional combustion. As UCG predominantly takes place in a reducing atmosphere, 
sulphur and nitrogen are released as H2S or NH3 rather than SO2, NO or NO2. While 
these compounds still present environmental hazards, they are much easier to separate 
out of the syngas (Green, 2013a). 
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2.1.5. Coal Geology 
 
While coal chemistry is an important factor in UCG design, the local geology of the 
coal seam and surrounding strata can be just as important. Table 2.2 shows how 
various local geological conditions affect the performance of UCG. 
 
Table 2.2 – Effects of coal seam geology on UCG performance. 
Coal Seam 
Characteristic 
Advantages Disadvantages 
 
Increased 
Depth 
 
- Higher operating pressures 
- Reduced risk of subsidence 
- Reduced resource competition 
- Allows RZCS if below 800m 
 
 
- Drilling costs 
- Oxygen compression costs 
Increased 
Thickness 
- Increased coal access 
- Increased conversion 
- Reduced heat loss 
 
- Increased risk of subsidence 
Increased Dip 
Angle 
- Enhanced cavity growth 
- Tars flow away from surface 
- Reduced resource competition 
- Variable cavity pressure 
- Difficult to control 
- Increased risk of subsidence 
- Usually found near faults 
 
Increased 
Overburden 
Strength 
 
- Reduced risk of subsidence 
- Reduced risk of pollution 
- Drilling costs 
Increased 
Overburden 
Permeability 
 
- Easier use of groundwater - Increased risk of pollution 
Proximity to 
Aquifers 
(Potable) 
 
- Allows use of groundwater 
 
- Risk of quenching reaction 
- Increased risk of pollution   
 
Proximity to 
Aquifers 
(Saline) 
 
- Allows use of groundwater 
- Reduced risk of pollution 
- Risk of quenching reaction 
Proximity to 
Faults & Mine 
Workings 
- None - Increased risk of subsidence 
- Increased risk of pollution 
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It can be seen that many factors affect the economics and safety of UCG. As such, 
legislators have produced guidelines for acceptable sites. In the UK, the Department 
of Trade and Industry (now the Department for Business, Energy and Industrial 
Strategy) sets the following criteria (Department of Trade and Industry, 2004): 
 
 Coal seam depth between 600 and 1200m. 
 Coal seam thickness greater than 2m. 
 Good availability of rock material data. 
 Horizontal distance of at least 500m from any faults or mine workings. 
 Vertical distance of at least 100m from any potable groundwater resources. 
 
In addition, the UK environment agency has stipulated that carbon capture and 
storage will be mandatory if UCG syngas is used for power generation, however this 
requirement is relaxed for other syngas uses such as chemicals production 
(Environment Agency, 2013). 
 
2.1.6. Gasifier Operating Conditions 
 
In addition to the properties of the coal seam itself, the economic and environmental 
performance of a UCG site also depends on a number of operating decisions. 
Essentially, there are six variables which can be controlled by the operator to affect 
gasification (Mostade, 2013): Well separation length, cavity operating pressure, 
oxidant composition, oxidant flow rate, oxidant/water ratio and channel spacing. The 
effects of each of these variables are outlined below. 
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With linked vertical wells or steeply dipping coal seams, well separation length is 
usually determined by geology. With CRIP UCG, separation length is a trade-off 
between the amount of coal that can be gasified, the pressure drop through the cavity, 
and the cost of drilling, which can be up to 70% of the total capital cost of UCG 
(Green, 2013b). While longer channels allow more cavities from each pair of wells, 
the increased length gives a greater risk of subsidence and higher compression costs. 
 
The selection of an appropriate cavity operating pressure is often a trade-off between 
gasification efficiency and concerns over groundwater contamination. Operating 
pressure also has an effect on syngas composition through the equilibrium position of 
reaction 9 (see Table 2.1.). In modern UCG, operating pressures are limited to values 
below the local hydrostatic pressure in order to prevent contamination. Pressure is 
usually set at 75 – 80% of hydrostatic pressure at the cavity roof (Lavis, 2013). 
Excessively low pressures must be avoided however as they can cause considerable 
groundwater inflow which may quench the reaction or lead to water table lowering 
(Morris et al, 2009) The key risks and benefits of increased pressures are shown in 
Table 2.3.  
 
Table 2.3 – Effects of operating pressure on UCG performance. 
Pressure Benefit Risk 
High  
- Increased reaction rates 
- Increased syngas methane content 
- Product escape 
- Groundwater contamination 
   
Low  
- Increase syngas hydrogen content 
- Reduced compression costs 
- Quenching of reactions 
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Oxidant composition refers to the choice of using either air, enhanced air or oxygen to 
drive gasification. This choice is usually made on economic grounds and may vary 
based on the intended use of the product gas. Using oxygen rather than air increases 
the calorific value of the gas by eliminating diluent nitrogen. In addition, oxygen 
fuelled combustion occurs at higher temperatures, driving the endothermic 
gasification reactions and increasing syngas production rates. The elimination of 
nitrogen is also beneficial for CCS, both increasing CO2 partial pressures and 
allowing for oxyfuel combustion. On the other hand, excessive amounts of oxygen 
can promote combustion over gasification, producing CO2 and H2O rather than CO 
and H2. Finally, the capital and operating expenses of an air separation unit may 
considerably increase the cost of UCG. 
 
Oxidant flow rates are much simpler to choose. Low flow rates promote gasification 
by more quickly providing a reducing atmosphere. On the other hand, low flow rates 
reduce temperatures by limiting the combustion process. Excessively high flow rates 
may simply cause the coal to combust rather than gasify. The rate of reaction in UCG 
is dominated by the natural convection of gases to and from the cavity wall (Perkins 
& Sahajwalla, 2008). As such, oxidant flow rate has little effect on the reaction 
beyond stoichiometry and temperature control. This was confirmed by experiments at 
the Centralia UCG trial (Burton et al, 2006). Given these considerations, the selection 
of an appropriate flow rate is predominantly a matter of stoichiometry and flow rates 
are generally selected in order to produce a desired syngas composition. The costs of 
compression and air separation (where oxygen is used) may also affect this decision. 
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The oxidant/water flow ratio is one of the most difficult variables to control. Where 
water is introduced artificially this can be achieved simply by altering flow rates. 
Where groundwater influx is significant however, this becomes more challenging. 
The rate of groundwater inflow is controlled by the operating pressure and as such 
these two conditions are intrinsically linked. The major effect of the O2/H2O ratio is 
its influence on product composition. Wetter ratios provide more hydrogen atoms, 
increasing concentrations of H2 in the product. On the other hand, low ratios increase 
water flow rates, leading to a cooling effect and inhibiting the endothermic 
gasification reactions. Excessively high flowrates can quench gasification entirely, 
producing a CO2 rich gas with low calorific value. 
 
In commercial scale L-CRIP UCG, a number of cavities/channels would be drilled in 
parallel within the same coal seam, as in Figure 2.5. A key design factor is how many 
of these to drill, and how far apart to space them. The main factor determining the 
number of channels is economics. More channels imply more coal, increasing 
profitably and efficiency. On the other hand, drilling costs are one of the largest 
expenses of UCG and the more channels drilled, the greater the expense (Bhutto et al, 
2013). The spacing of channels depends on the local stratigraphy and the strength of 
the coal and overburden rock. The sections of intact coal left between the channels are 
known as ‘coal pillars’ and these act to support the weight of the overburden. The size 
and location of these coal pillars, and hence the channels themselves, should be 
designed to reduce subsidence (Couch, 2009). 
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2.2.  LOCAL ENVIRONMENTAL ISSUES 
 
As mentioned in Section 1.3.7.2, the greatest environmental concerns of UCG on the 
local scale are surface subsidence, groundwater pollution and water table lowering. 
These issues are heavily coupled and highly dependent on the geological conditions of 
the gasifier. This section outlines the mechanisms behind these effects. 
 
2.2.1. Surface Subsidence 
 
Subsidence refers to a vertical movement of the ground’s surface which can affect 
buildings, roads and utility pipes. Whenever a void is made in rock, the strata above 
the void will deform due to a lack of support from the removed material. In UCG, the 
strata are allowed to deform, leading to the collapse of the cavity and damage to the 
overburden. If this damage extends to the ground’s surface, subsidence occurs. The 
extent of subsidence depends on the geometry of the cavity and the material 
properties of the overburden. The region of ground affected is called the subsidence 
trough. The height of the trough is ultimately limited by cavity height, which in turn 
depends on coal seam thickness. Trough width is defined by a constant angle of draw 
between the excavation and the surface. Subsidence occurs to some degree above 
almost all excavations, however disturbances of less than 20mm are generally 
considered to be harmless (Mine Subsidence Engineering Consultants, 2007). In 
addition to surface damage, the deformation of the overburden can also increase the 
permeability of the rock mass and connect previously separate groundwater resources, 
exacerbating groundwater pollution. This effect is explored in detail in Section 2.2.2. 
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2.2.1.1. Subsidence Mechanisms 
 
While all cases of subsidence lead to vertical ground motion, there are four principal 
mechanisms by which this motion occurs (Friedmann et al, 2008; Gregg, 1977): 
 
Stoping is the method of subsidence commonly seen where excavations are performed 
in brittle rocks with pre-existing fractures. As extraction continues, rocks fall into the 
cavity to fill up the space left behind by the removed material. This in turn creates a 
new void above the original which is later filled in by rubble from above. This process 
continues over time, causing the void to migrate upwards through the overburden 
(Hartman, 1992). Each successive void is smaller than the previous one however, 
because of the phenomenon of bulking. This refers to tendency of solid materials to 
expand in volume when they are broken up into rubble. The ratio of rubble to solid 
volume is known as the bulking factor, and has a value of approximately 1.25 for 
most rocks (Gregg, 1977). The void migration and bulking processes continue 
upwards until the current void is not large enough to cause roof collapse (Friedmann 
et al, 2008). Stoping subsidence can also be arrested when the void intersects a 
particularly strong stratigraphic layer known as a spanning unit (Keilich et al, 2006).  
 
Chimneying is a severe form of stoping in which large vertical motion occurs with 
little or no bulking. This occurs either because the rock mass has a low bulking factor 
or because the rubble is removed from the cavity. Chimneying is common in block 
caving mines, where the rubble is intentionally removed in the mining process. 
Chimneys can have diameters as low as 3m, but can extend vertically by over 300m in 
a matter of days if the rubble is removed fast enough (Brady & Brown, 2005). 
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Bending subsidence is the mechanism seen most often where the overburden is ductile 
or where very little fracturing is present. In this mechanism, overburden strata simply 
bend under the weight of overlying rocks and sag into the cavity. Successive strata 
then continue to bend and fill the space below, causing the subsidence trough to 
migrate towards the surface. In many cases it is possible for several layered strata to 
bend in concert, causing considerable subsidence regardless of the depth of the initial 
void. Bending subsidence has little effect on rock fractures and is therefore unrelated 
to issues of groundwater pollution or water table lowering (Kratzsch, 1983). 
 
The final subsidence mechanism is that of plug failure. This is an extreme form of 
subsidence in which the entire column of rock above a void fails en-masse and slides 
into the void, often in a sudden and violent manner. Almost no bulking occurs in this 
case, and the extent of surface subsidence is of a similar height to the initial void 
itself. Plug failure is usually caused by planes of weakness within the overburden and 
tends to occur in areas which have already undergone some degree of subsidence 
(Brady & Brown, 2005) 
 
Figure 2.6 shows the typical overburden behaviour above a UCG cavity. Thin seams 
tend to subside via bending as gasification proceeds. Thicker seams tend to fail via 
stoping, with the failed region extending to more than twice the cavity height above 
the roof (Creedy et al, 2001). Chimneying and plug failure are observed in extreme 
cases, such as the Hoe Creek 3 trial. (Ganow, 1984). Significant subsidence is rare 
with UCG due to the typical geometry of the cavity. Where subsidence does occur, it 
is usually caused by a combination of the stoping and bending mechanisms. As shown 
in Chapter 5, it is these mechanisms that the proposed model attempts to simulate. 
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Figure 2.6 – Typical subsidence behaviour above a UCG cavity, including the effects 
on overburden hydraulic permeability. After Younger et al, 2011.  
 
2.2.1.2. Preventing Subsidence 
 
As mentioned above, the subsidence at a given site depends on cavity geometry and 
overburden strength. As such, the best way to control subsidence is to site the cavity 
appropriately. Artificial methods of support exist (e.g. rock bolting), however these 
are not appropriate for UCG. The extent of subsidence depends on six key factors:  
 
 Extraction height 
 Extraction depth 
 Extraction length 
 Extraction width 
 Overburden stiffness 
 Extent of fracturing of the overburden  
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Increases in extraction height cause greater surface subsidence by providing a larger 
initial void. The relationship between height and subsidence is usually linear, and is 
often expressed by means of a subsidence factor α. The subsidence factor is defined as 
the ratio of surface subsidence to extraction height for a theoretically infinite cavity 
(Brauner, 1973). Subsidence factors are measured experimentally and vary greatly 
from site to site. Factors for UCG are commonly found to be in the range of 0.7 to 0.9 
(Gregg, 1977). 
 
The depth of a cavity below the ground’s surface has a strong influence over both the 
vertical and horizontal extents of subsidence. Increases in depth greatly reduce 
subsidence by introducing a larger amount of material above the cavity. This 
increases the chance of encountering spanning units before subsidence reaches the 
surface, and increases the effect of bulking. Increased depth also reduces the 
possibility of connection with potable groundwater sources, because deeper aquifers 
are more likely to be saline. Although greater depth reduces the magnitude of 
subsidence, it can increase the area over which subsidence is observed. As mentioned 
above, the horizontal extent of subsidence depends on the angle of draw γ. This is 
defined as the angle between the horizon and an imaginary line drawn between the 
edge of the cavity and the corresponding edge of the subsidence trough. The angle of 
draw for UCG is around 35o (Brown, 2012). Figure 2.7 shows the effects of the angle 
of draw on the subsidence trough. 
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Figure 2.7 – Effects of cavity geometry on subsidence. After Brauner et al, 1973. 
 
Extraction length and width have an effect on both the vertical and horizontal extent 
of subsidence. Due to the increased size of the void, larger cavities lead to more 
subsidence as more bulking is required to halt the stoping process. Larger voids also 
exacerbate bending subsidence by allowing larger sections of the overburden to sag 
into the cavity. These effects are often in opposition to those of increased depth. As 
such, many empirical methods relate the subsidence factor α to the ratio of W/D 
(Keilich et al, 2006; Langland & Trent, 1981). 
 
Increasing cavity size also affects both the size and shape of the subsidence trough. 
As shown in Figure 2.7, the width of the trough depends directly on the width of the 
cavity. The shape of the trough however, depends on the relationship between cavity 
width W and the critical radius rcrit, given in Equation 2.1. The effect of the critical 
radius on trough shape is shown in Figure 2.8. 
 
𝑟𝑐𝑟𝑖𝑡 = 2𝐷 cot(𝛾)        (2.1) 
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Figure 2.8 – Effects of cavity width on subsidence profile shape. 
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The effects of overburden material properties on subsidence are simpler to explain. 
The stiffness of the overburden is strongly related to the mechanism of bending 
subsidence. According to classical beam theory, stiffer strata (effectively acting as 
beams) deform to a lesser extent under a given force than softer beams. As such, 
stiffer strata lead to less subsidence for a given cavity geometry. Other material 
properties of the beam, such as cohesive strength, are irrelevant unless the force on 
the beam is large enough to cause brittle failure of the strata. Such a failure is usually 
pre-empted however, by failure along existing fractures which are much weaker than 
the rock matrix. As such, the degree of fracturing is an important parameter.  
 
Heavily fractured strata contain more planes of weakness than lightly fractured strata. 
As such these are more prone to brittle failures, including the separation of discrete 
blocks of material from the overburden (i.e. stoping). Therefore the degree of 
overburden fracturing is seen to be strongly related to the mechanisms of stoping and 
chimney/plug failure. Unlike stiffness, the degree of fracturing of a rock mass is 
difficult to quantify. In many cases, empirical measures such as the disturbance factor 
(Hoek et al, 2002) are used to represent fracturing in a qualitative manner. 
 
As shown in this section, subsidence above a UCG cavity depends greatly on the 
geometry and geology of the cavity. In all cases, these can only be realistically 
controlled by the selection of an appropriate site for UCG operation. This site must 
contain a coal seam deep enough that there is sufficient overburden to arrest the 
stoping and bending processes before they reach the surface. In the case of stoping, 
the depth must also be sufficient to ensure the process is stopped before it intersects 
any potable groundwater resources.  
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Modern operations suggest UCG should only be performed at depths greater than 
300m, leaving at least 150m of undisturbed overburden between the surface and the 
roof of the caved zone (Mallett, 2006). The overburden must also be sufficiently stiff 
and undisturbed. The influence of cavity length, width and height must be considered, 
however the reduction of these dimensions is undesirable due to their influence on 
UCG economics. 
 
Given these observations, it is clear that site selection is the most powerful tool for 
reducing surface subsidence above UCG cavities, but that the effects of site selection 
on other environmental and economic issues should also be considered. The effects of 
site geometry, geology and operating conditions on environmental issues are 
investigated in detail in Chapter 8. The effects of such properties on the economic 
performance of UCG have been considered by many authors, as shown in Table 2.2. 
 
2.2.2. Groundwater Pollution 
 
As previously mentioned, UCG has the potential to cause pollution of local 
groundwater resources. A number of pollutant species may be present in the coal 
seam, or may be generated by pyrolysis. Several mechanisms exist by which these 
species can migrate into groundwater and these may lead to a number of detrimental 
effects on local groundwater. This section outlines the common pollutants seen with 
UCG, their typical methods of groundwater entry and the effects of various geological 
and operating conditions on groundwater pollution. 
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2.2.2.1. Common Pollutants 
 
The contaminants present in groundwater polluted by UCG can be broadly classified 
into two groups: coal impurities and pyrolysis products. Coal impurities represent the 
species present in the coal which are not converted by the gasification process. 
Common impurities include sulphates, ammonium salts, heavy metals and 
aluminosilicates. Many of these compounds are incombustible and therefore remain in 
the UCG cavity as ash after gasification ceases (Blinderman & Fidler, 2003). 
Pyrolysis products are organic compounds liberated by the thermal degradation of 
coal during the UCG process. These compounds may have been trapped in the pore 
spaces of the coal matrix or may have been produced through chemical reaction under 
heating (Seifi et al, 2011). Pyrolysis products include short chain hydrocarbons, 
phenols, polyaromatic hydrocarbons (PAHs), heavy hydrocarbon tars and BTEX 
compounds (benzene, toluene, ethylbenzene, xylenes) (Kapusta & Stanczyk, 2011). 
 
The identities and concentrations of species present in UCG contaminated 
groundwater depend greatly on the rank and grade of the coal used, the composition 
of the groundwater and the operating temperature and pressure of UCG process 
(Humenick, 1984). The concentrations present also depend on the solubility of the 
compounds in water and the environmental persistence of the contaminant species. As 
well as affecting the amounts present, these factors can affect how long a contaminant 
stays in the groundwater and how far from the gasification cavity it travels in that 
time. These factors, along with human and environmental toxicity, determine the 
impact of groundwater contamination on the local environment. 
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2.2.2.2. Pollution Mechanisms 
 
The pollutants released by UCG primarily enter groundwater resources through one of 
three mechanisms (Burton et al, 2008; Self et al, 2012). Firstly, high operating 
pressures and steep thermal gradients can drive product gases into the surroundings, 
where they later cool and condense within the pore spaces of the rock. Local 
groundwater flows can then dissolve the contaminants or wash them into nearby 
aquifers. Second, after UCG has finished, the cavity may fill with groundwater. 
Pollutants adsorbed on to the cavity wall and trapped within the pore spaces of the ash 
and rubble zones will then be leached out into this water. Over time the natural flows 
of the groundwater, coupled with the diffusion of the contaminants, can cause the 
pollutant species to migrate towards sources of potable water. The first mechanism 
tends to cause pollution in the short term (during or shortly after gasification), while 
the second occurs on a longer timescale (Blinderman & Fidler, 2003). 
 
Finally, as mentioned in Section 2.2.1, the deformation of the overburden due to 
stoping and cavity collapse can exacerbate pollution. This occurs when the enhanced 
fracturing of the overburden creates a flow pathway between the cavity (the pollutant 
source) and a previously unconnected potable aquifer (the pollutant receptor). This 
method can cause considerable increases in pollutant concentrations in a very short 
time. This effect may also occur where production and injection wells are not 
correctly cased, allowing product gases to migrate up the sides of the well to impact 
aquifers several hundred metres above the cavity (Humenick, 1984). 
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Once contaminants have entered the groundwater, their concentrations vary with 
space and time. Contaminants are transported away from the cavity by diffusion and 
advection. Note that in the case of advection, net groundwater flow into the cavity 
acts to slow the spread of contamination rather than contributing to it. The effects of 
advection also vary depending on the stage of the gasification process due to changes 
in operating pressure (Lindblom, & Smith, 1993). Contaminant concentrations 
decrease over time due to the processes of adsorption, ion exchange, precipitation and 
biological conversion. Adsorption is a key mechanism in this process, as some species 
adsorb well enough on to the rock for the groundwater to be considered free from 
their presence (Stuermer et al, 1982). Biological conversion is the only process which 
destroys contaminants outright, however it can also provide a means for them to enter 
the food chain (Humenick, 1984). The efficacy of these processes varies between 
species, leading to considerable variations in contaminant persistence between sites. 
 
2.2.2.3. Preventing Pollution 
 
As seen above, groundwater pollution depends on the processes of contaminant 
generation, destruction and transport. The control of pollution can be achieved either 
by curtailing generation and transport, or by enhancing destruction. The control of 
contaminant generation is problematic, as the chemical processes which drive 
generation are the same as those which produce the syngas. As such, slowing these 
processes may be economically unviable. The use of high grade coals reduces 
contaminant generation somewhat, though the availability of these coals may restrict 
this approach. Coal rank may also affect contamination, as high ranked coals tend to 
produce more pyrolysis products than low ranked coals (Kapusta & Stanczyk, 2011). 
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Contaminant destruction processes are often difficult, if not impossible, to control 
during the gasification process. The mechanisms of destruction depend heavily on the 
local geology, geochemistry and geobiology of the UCG site. The only realistic 
method for enhancing these processes during gasification is simply to site the 
operation in a location with suitable properties. On the other hand, natural destruction 
processes occur on a much longer timescale than that of a typical UCG operation. 
Natural pollutant removal can take up to 30 years from the onset of contamination 
(Nathanail & Bardos, 2004), compared with UCG operating timescales on the order of 
months. Enhanced contaminant destruction processes such as air sparging and 
bioremediation could be applied after gasification has finished, however this would 
imply that pollution is initially allowed to happen. Such measures would therefore be 
politically, economically, ethically, socially and legally unpopular. 
 
The most promising methods of pollutant control involve the alteration of 
contaminant transport processes. During gasification, trapping the contaminants 
within the cavity (e.g. by operating at sub-hydrostatic pressures) prevents their spread 
into the groundwater. Some species may then be destroyed by combustion within the 
cavity, or may be entrained in the syngas and brought to the surface where they can be 
treated. Heavy and incombustible species remain in the cavity during this process, but 
can later be removed through artificial means. The discussion of contaminant 
transport must therefore consider the control of groundwater flow both during and 
after gasification. 
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The control of contaminant transport during gasification is most easily achieved 
simply by locating the UCG cavity sufficiently far away from any potable 
groundwater sources. If the operation can be sited in a region which is completely dry, 
or in which groundwater sources are already unpotable, then the migration of 
contaminants poses no environmental danger. It is of note however that contamination 
of land, even in inhospitable locations, may still have political implications. Where a 
potable aquifer is present, transport can be avoided by ensuring that no flow pathways 
connect the aquifer to the coal seam. This is usually achieved by siting UCG in deep 
coal seams with aquitards present between the coal seam and the aquifer. It is 
important however that these aquitards are not compromised by the fracturing 
processes driven by UCG. 
 
Where the above methods are not possible, contaminant transport can generally be 
controlled by reducing the operating pressure of the cavity. By operating below local 
hydrostatic pressure, a negative hydraulic gradient is formed, causing groundwater to 
flow into the cavity rather than allowing pollutants to flow out. This sub-hydrostatic 
operation can have unintended consequences on syngas production however, as 
explained in Section 2.1.6. In addition, sub-hydrostatic operation can lead to the 
depletion of local water resources, explained further in Section 2.2.3. Finally, because 
hydrostatic pressure increases with depth, operating pressure must be lower not only 
than that at the roof of the cavity but also that in any connected fractures within the 
overburden. As this is difficult to measure, many operators set an upper limit on 
operating pressure of 80% of hydrostatic pressure at the cavity roof (Lavis, 2013).  
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Control of contaminant transport after gasification ceases has the aim of removing 
pollutants from the cavity before they can spread into the overburden. This is most 
commonly achieved using the ‘clean cavern concept’ (Dennis, 2006). This involves 
flushing the cavity through with large quantities of injected steam, water and nitrogen 
to cool the cavity and halt pyrolysis. This cooling effect is required as, left unchecked, 
the UCG cavity could remain hot enough to drive pyrolysis for a number of years. 
This heat may also cause cavity pressures to increase above hydrostatic pressure 
through the evaporation of pore water (Sarhosis et al, 2013). While flushing proceeds, 
the cavity is allowed to vent continuously through the production well. This ensures 
cavity pressures remain sub-hydrostatic, and brings the contaminants trapped in the 
cavity to the surface where they can be processed. Once flushing is complete, the 
wells are sealed and the cavity may be filled with cement or drilling mud in order to 
prevent further groundwater motion (Burton et al, 2006).  While this is effectively a 
remediation process (as opposed to prevention), in concert with sub-hydrostatic 
operation it is seen to greatly reduce the risks and extent of groundwater 
contamination (Blinderman & Fidler, 2003; Sarhosis et al, 2016). 
 
As seen above, the main techniques for preventing groundwater pollution are sub-
hydrostatic operation and the post gasification flushing of the cavity. Site selection is 
also important, as locating a UCG operation far from potable water sources is 
guaranteed to limit pollution. The influence of site selection on rock mass 
deformation also has a secondary effect on pollution through permeability 
enhancement. In summary, while operating conditions and processes may limit 
pollution, appropriate site selection to avoid potable groundwater resources and 
highly permeable overburden is still the best method for preventing it entirely. 
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2.2.3. Water Table Lowering 
 
The final environmental concern of UCG is that of water table lowering. This refers to 
an increase in the depth of the water table in the region of the UCG cavity. This 
increase in depth may cause local wells to dry up and reduce water levels in lakes and 
streams. The greater depth of the water table also leads to a reduction in hydrostatic 
pressure at a given depth. This may exacerbate groundwater pollution issues unless 
operating pressures are also reduced to maintain sub-hydrostatic operation. This effect 
is greatly complicated by the presence of other nearby UCG cavities, as the reduction 
in pressure caused by one operation can cause unforeseen circumstances at another. 
Related extraction technologies such as coal bed methane may also contribute to this 
issue (Moran et al, 2012). Finally, the downward motion of groundwater caused by 
water table lowering can produce a suction force on the rock above, potentially 
contributing to surface subsidence (Vorobiev et al, 2008). 
 
As mentioned in the previous section, water table lowering is caused by the sub-
hydrostatic operation of UCG cavities. As such, the easiest way to combat this issue is 
to remove the need for such operation. Locating the cavity far from any groundwater 
resources is the most effective way of doing this. In many cases however, this is not 
practical. An alternative method would be to site the UCG operation near a saline 
aquifer, or a potable aquifer which is not currently being accessed by any other users. 
Unlike subsidence and pollution, the effects of water table lowering are reversed soon 
after gasification ceases (Lindblom & Smith, 1993). As such, provided that these 
issues do not occur, the long lasting effects of water table lowering are minimal. In 
cases where this is not possible, control of lowering can be difficult. 
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The rate of water table lowering is effectively a balance between the rate at which 
water is drawn into the cavity (drawdown rate) and the rate at which it is replenished 
by natural flows (recharge rate). As recharge rate cannot realistically be controlled, 
the only method to reduce water table lowering is to control the drawdown rate. 
Drawdown rate is primarily controlled through the operating pressure of the cavity.  
 
The considerations of operating pressure on water table lowering are the same as 
those for groundwater contamination, however there is the added complication that 
both effects must be managed simultaneously. This effectively limits the range of 
pressures at which UCG can safely occur, as excessively high pressures will lead to 
contamination while excessively low pressures will lead to lowering of the water 
table. The actual value of the pressures allowed would depend on the current height of 
the water table above the cavity. This, coupled with the difficulty in measuring water 
table heights and composition in real time, would make the selection of operating 
pressure a highly complex matter. In addition, any increase in fracturing caused by 
UCG would further complicate this matter by increasing the permeability of the 
overburden. As such, site selection is seen to be the best way to combat drawdown 
effects, with pressure control providing a potential, if difficult, second option. 
 
2.2.4. Preventing Environmental Damage 
 
As seen above, the best way to prevent environmental damage in UCG is through 
appropriate selection of the operating site and cavity pressure. Any UCG site should 
meet the following criteria in order to prevent this damage: 
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 Cavity depth must be sufficient to reduce the effect of stoping and strata 
bending to prevent subsidence. Recent publications suggest a minimum depth 
of at least 300m (Mallett, 2006; Sarhosis et al, 2016). Other authors suggest 
ranges of 150-500m (Couch, 2009) or 600-1200m (Bhutto et al, 2013). 
 
 Cavity overburden must be sufficiently strong to arrest subsidence, preventing 
surface deformations of more than 20mm (Mine Subsidence Engineering 
Consultants, 2007). Strata must be strong enough to provide at least 150m of 
undisturbed rock above the fractured zone (Mallett, 2006). 
 
 Wherever possible, UCG operations should be located far from potable 
aquifers to prevent contamination. In cases where aquifers overlay the coal 
seam, the two strata should be separated by an aquitard layer. The minimum 
vertical separation between the strata has been suggested as 40-60m (Younger, 
2011) or over 100m (Bhutto et al, 2013) 
 
 Cavity operating pressures should be set at a value lower than the local 
hydrostatic pressure at the highest point in the fractured zone above the cavity 
(Lavis, 2013), but high enough to prevent excessive groundwater inflow. 
 
As seen, the issues of local environmental damage are both complex and highly 
coupled. As such, modelling and experimental work is required to improve our 
understanding of these effects and ensure future operations do not cause damage. 
Despite these issues however, the majority of previous UCG trials have been shown to 
give little or no long term environmental damage, as shown in the following section. 
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2.3. UNDERGROUND COAL GASIFICATION FIELD TRIALS 
 
The idea of UCG was first proposed in 1868 (Siemens, 1868), however the first trial 
did not take place until 1912. This trial was abandoned however, due to the outbreak 
of World War 1 (Klimenko, 2009). No further developments in UCG occurred until 
the Soviet Union began their own program in the 1930s. Eight trials were performed 
in the USSR between 1933 and 1961, culminating in the development of the 
Yerostigaz plant in Uzbekistan which is still operational today (Yerostigaz, 2014). 
 
Much of the theory and technology of modern UCG was developed in the USA during 
the 1970s and 1980s at the Lawrence Livermore National Laboratory (LLNL) 
(Friedmann et al, 2006). LLNL continues to perform research into UCG in the 
modern day (Wampler, 2012). In the late 2000s a number of UCG trials were 
proposed in Europe, Australia, Canada and South Africa (Bhutto et al, 2013; Swan 
Hills Synfuels, 2012; Underground Coal Gasification Association, 2011). In recent 
years however, commercial secrecy, environmental issues, political uncertainty and a 
low oil price have reduced interest in UCG. These issues led to the cancellation of the 
Mecsek Hills trial (Dodson, 2014), the dissolution of the UCG association (Fergusson, 
2015) and the liquidation of Linc Energy (Linc Energy, 2016). 
 
Table 2.4 lists known UCG trials. Other trials exist, particularly in China, but little 
published information is available for these. Trials are currently planned in the UK 
(Green, 2015), South Africa (Brand. 2014) and China (ENN, 2014). Many of these 
trials have recently been cancelled however, due to the political, environmental and 
financial concerns mentioned above. 
59 
 
Table 2.4 – UCG Field trials to date. 
Coal Ranks: L = Lignite, SB = Sub-Bituminous, B = Bituminous, A = Anthracite. 
Cavity Designs: SB = Single Borehole, SD = Steeply Dipping, LVW = Linked Vertical Wells, CRIP = Controlled Retracting Injection Point. 
Trial Year Country 
Coal 
Rank 
Coal Seam 
Depth (m) 
Coal Seam 
Thickness (m) 
Cavity 
Design 
Injectant 
Gas 
Syngas Calorific 
Value (MJ/m3) 
Hett Hill 1912 UK - ~ 40m 0.60 SB Air Cancelled 
Shakhta 1933 USSR A - 0.38 - Air 0.1 – 0.5 
Leninskt 1933 USSR B 30 4.85 - Air 0.2 – 0.6 
Lisichansk A 1934 USSR B 24 0.75 SD Air 3 - 4 
Gorlovka 1935 USSR - 40 1.9 SD Air/O2 6 – 10 
Podmoskova 1940 USSR L 40 - 60 2 – 4 LVW Air/O2 3.4 – 6 
Lisichansk B 1943 USSR B 400 0.4 LVW Air 3.2 – 3.8 
Bois-La-Dame 1948 Belgium A - 1 - Air - 
Newman-Spinney 1949 UK SB 75 1 SB Air 2.6 
Yuzhno-Abinsk 1955 USSR B 138 2 SD Air 9 – 12 
Angren 1965 Uzbekistan L 110 - 250 4 – 24 LVW Air 3.6 
Hanna 1 1973 USA B 120 9.1 LVW Air 4.2 
Hanna 2 1975 USA B 85 9.1 LVW Air 5.3 
Hoe Creek 1 1976 USA B 40 8 LVW Air 3.6 
Hanna 3 1977 USA B 85 9 LVW Air 4.1 
Hoe Creek 2A 1977 USA B 40 8 LVW Air 3.4 
Hoe Creek 2B 1977 USA B 40 8 LVW O2/H2O 9.0 
Hanna 4 1977 USA B 100 9.1 LVW Air 4.1 
Hoe Creek 3A 1979 USA B 40 8 LVW Air 3.9 
Hoe Creek 3B 1979 USA B 40 8 LVW O2/H2O 6.9 
Pricetown 1979 USA B 270 2 LVW Air 6.1 
Rawlins 1A 1979 USA SB 105 18 SD Air 5.6 
         
         
  
 
      
60 
 
         
Trial Year Country 
Coal 
Rank 
Coal Seam 
Depth (m) 
Coal Seam 
Thickness (m) 
Cavity 
Design 
Injectant 
Gas 
Syngas Calorific 
Value (MJ/m3) 
Rawlins 1B 1979 USA SB 105 18 SD O2/H2O 8.1 
Brauy-en-Artois 1981 France A 1200 - - - - 
Centralia A 1984 USA SB 75 6 CRIP O2/H2O 9.7 
Centralia B 1984 USA SB 75 6 LVW O2/H2O 8.4 
Haute-Duele 1985 France A 880 2 - - - 
Thulin 1986 Belgium A 860 6 LVW Air 7.0 
Rocky Mountain 1A 1987 USA SB 110 7 CRIP O2/H2O 9.5 
Rocky Mountain 1B 1987 USA SB 110 7 LVW O2/H2O 8.8 
Huntly 1994 New Zealand - 350 - - - - 
El Tremedal 1997 Spain SB 580 2 CRIP O2/H2O 10.9 
Chinchilla 2000 Australia SB 140 10 LVW Air 6.6 
Barbara 2007 Poland SB 30 1.5-2 - O2 3.8 
Majuba 2007 South Africa - 300 3.5 - - - 
Bloodwood Creek 2008 Australia - >200 8-10 CRIP O2/H2O 6 – 7.5 
Kingaroy 2009 Australia - 130 – 300 5 – 17 - - - 
Swan Hills 2009 Canada B 1400 8 CRIP O2/H2O - 
Mecsek Hills 2012 Hungary - - - - - Cancelled 
Wieczorek 2014 Poland B 430 5.5 - Air/H2O 3.5 
Pingdingshan 2014 China - 95 8 - - - 
After Burton et al, 2006; Perkins, 2005; Underground Coal Gasification Association, 2011; Bhutto et al, 2013; Swan Hills Synfuels, 2012; 
Klimenko, 2009; Kapusta & Stanczyk, 2014; Mocek et al, 2016; Dodson, 2014. 
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Table 2.4 lists 41 known UCG field trials. Despite the lack of published data, it is also 
known that at least 15 field trials have also been performed in China (Yang et al, 
2014). A number of other trials are known to exist which have not been included in 
the table due to a lack of available information, including several trials in the former 
USSR (Fergusson, 2011). As such, it is estimated that at least 60 UCG trials have 
taken place to date. It is of note that of all the trials mentioned above, only five 
(Brauy-en-Artois, Haute-Duele, Thulin, El Tremedal and Swan Hills) operated on 
coal seams which met the criteria for safe operation set out in Section 2.1.5. As such, 
it is suggested that a greater number of experimental trials which do meet these 
criteria are required before commercial scale UCG can become a reality. Additional 
field trials meeting these criteria were planned in Hungary (du Plooy et al, 2012) and 
Poland (Wildhorse Energy, 2013) however both of these trials have since been 
cancelled. Given the political, financial and environmental risks of UCG experiments, 
it is seen that these necessary field trials may be difficult to implement. 
 
Finally it is of note that many of the trials above did not produce any environmental 
damage, and rarely was more than one issue seen at the same site. Only the Hoe Creek 
3 trial showed any significant surface subsidence (Ganow, 1984) while water table 
lowering was not seen to notable extents at any of the above trials. On the other hand, 
groundwater pollution was observed at many of the Hoe Creek trials (Campbell et al, 
1978) and the El Tremedal (Torres et al, 2014), Barbara (Kapusta et al, 2013), 
Chinchilla (Australian Broadcasting Corporation, 2016) and Kingaroy trials (Heger, 
2010) as well as many of the early trials in the USSR (Klimentov, 1963). 
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It is of note that all of the trials which did see environmental damage, with the 
exception of El Tremedal, were sited in coal seams which would now be considered 
unsuitable for UCG. Much of the damage at the El Tremedal trial is believed to have 
been caused by an explosion within the coal seam after the gasifier pilot light went 
out (Creedy et al, 2001). Such an issue is avoidable using modern measuring and 
control techniques. Given these issues it is believed that while UCG could potentially 
be a clean source of energy, a much greater understanding of the mechanisms behind 
its associated environmental issues is required before this can be a reality. Given the 
risks inherent in the experimental study of UCG, numerical modelling may provide 
the safest means to obtain this understanding. As shown in the following section, 
modelling can be used to predict the processes of subsidence, groundwater 
contamination and water table lowering over a range of sites without the risk of 
causing environmental damage. As such, a great deal of numerical modelling of these 
issues is recommended for UCG.   
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2.4. UNDERGROUND COAL GASIFICATION MODELLING 
 
As explained above, experimental studies of UCG are often difficult to justify given 
their cost and associated environmental, political and legal issues. In addition, the 
underground nature and extremes of temperature and pressure involved in UCG make 
it difficult to obtain physical observations of the process. Field trials can be useful for 
studying the chemistry of UCG, but generally cannot be used to study environmental 
effects without causing environmental damage. Because of these issues, much of the 
current work on UCG tends to focus on numerical modelling. Models have been 
produced to explain many aspects of UCG, including gasification kinetics, cavity 
growth mechanisms, groundwater effects and local rock mass deformation. This 
section summarises the models produced to date and the modelling techniques which 
can potentially be applied to UCG. 
 
2.4.1. Modelled Phenomena 
 
To effectively simulate the full nature of UCG would require a time dependent, three 
dimensional code capable of modelling a number of highly coupled thermal, 
hydraulic, chemical and mechanical processes (Nitao et al, 2011; Perkins, 2005). 
These processes include: 
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 Chemistry of pyrolysis, combustion and gasification reactions 
 Kinetics of gas phase reactions within the cavity void 
 Kinetics of gas/solid reactions at the cavity walls and in the rubble zone 
 Two phase flow of syngas and groundwater both inside and outside the cavity 
 Convective and radiative heat transfer within the cavity 
 Cavity growth due to reaction, spallation and roof/sidewall collapse 
 Calculation of ash, rubble and void volumes within the cavity 
 Rock fracturing and subsidence caused by UCG 
 Flow of groundwater around and into the UCG cavity  
 Transport of UCG generated contaminants within local groundwater resources 
 Long term effects of UCG on groundwater quality and quantity 
 
The model would need to be accurate enough to provide useful results and stable 
enough to cope with changes to input parameters such as coal composition or oxidant 
flow rate. Computational efficiency is also a key factor to consider if the model is to 
be run on a low powered platform or is required to deliver results quickly. Models 
should be able to cope with arbitrary cavity shapes and geological factors such as 
faults and stratification. Validation of any model is very important as a model which 
gives anomalous results is useless, regardless of its complexity. As such, simulation 
results should be compared directly with field trial data and previous models to ensure 
the validity of the simulator and to avoid expensive or dangerous mistakes from 
basing field work on invalid computational results. 
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Such a model as described above would be highly complex and require a great deal of 
both computational resources and programming time. In many cases, where only a 
certain piece of information is required (such as syngas composition), many of these 
factors can be ignored or assumed and a simpler 1D or 2D model can be used instead. 
Because of computational constraints, the vast majority of models produced to date 
tend to be in this category. 
 
2.4.2. Previous Models 
 
Mathematical modelling of UCG has been performed since the late 1970s and has 
continued to grow in complexity and scope until the present day. Table 2.5 presents 
an overview of modelling efforts to date, with a focus on generic (non-site-specific) 
models. Because of the complexity involved, early efforts tended either to only model 
a certain aspect of the process (single physics models) or to greatly simplify their 
models with a large degree of assumption (multi physics models) (Reid et al, 2012a). 
While multi-physics models allow a user to simulate a wide range of processes, the 
computational time involved can be significant. Single-physics models can be faster 
and more accurate though they must be supplied with data or estimates of properties 
outside the scope of their own modelling. Single physics models can also be used to 
provide estimates for inputs to more complex models. Many existing UCG models are 
single-physics models focusing on cavity growth, product composition or single 
environmental effects. Many models also tend to be specific to a certain trial site.  
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Table 2.5 – Notable models of UCG produced to date. 
Author Focus Geometry Steady State Aspects Modelled Notes 
Thorsness et al 
(1977) 
 
Cavity growth 2D Yes Gas flow, chemistry Qualitative 
Runtime on order of minutes 
Langland and Trent 
(1981) 
 
Subsidence 2D No Heat transfer, rock fracturing and 
subsidence 
Underpredicts Subsidence 
Validated against HC3 Trial 
Britten and 
Thorsness (1988) 
 
Cavity growth 
Production rate 
2D Yes Gas & groundwater flow, heat 
transfer, chemistry and kinetics 
Highly idealised 
 
Shirsat (1989) 
 
Cavity growth 
Product composition 
2D No Chemistry and kinetics, heat 
transfer, gas flow 
Assumes cavity geometry 
Pseudo steady-state 
 
Biezen et al (1996) 
 
Cavity growth 3D Yes Chemistry, fluid flow Assumes isothermal cavity 
Highly idealised 
 
Yang (2005) 
 
Heat transfer 2D No Heat transfer, gas flow, 
groundwater flow 
Mostly theoretical 
Gives cavity temperature field 
Perkins and 
Sahajwalla (2008) 
 
Product composition 1D No Chemistry, kinetics, heat 
transport 
Assumes cavity geometry 
No water influx 
Vorobiev et al 
(2008) 
 
Subsidence 2D No Rock fracturing and subsidence Assumes cavity geometry 
No water influx 
Yang and Zhang 
(2009) 
Contamination 2D Yes Groundwater flow, contaminant 
transport, heat transport 
Overpredicts extent of 
contamination 
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Author Focus Geometry Steady State Aspects Modelled Notes 
Morris et al (2009) 
 
Cavity growth 
Subsidence  
3D Yes Rock fracturing and subsidence, 
groundwater flow 
Parallel code 
Mechanical/hydraulic coupling 
 
Seifi et al (2011) 
 
Product Composition 3D Yes Chemistry and kinetics, heat 
transport, groundwater inflow 
Long runtime 
Part of a larger proposed model 
 
Sarraf et al (2011) 
 
Cavity growth 2D Yes Chemistry and kinetics, heat 
transfer, gas flow 
Results agree well with experiment 
 
Nitao et al (2011) 
 
Multiple aspects 3D Yes Attempts to cover all of the 
issues mentioned in Section 2.4.1 
Under development 
No updates since 2012 
Daggupati et al 
(2012) 
 
Product Composition 3D No Chemistry and kinetics, heat 
transfer, gas flow 
Fast runtime 
Highly Idealised 
Akbarzadeh and 
Chalaturnyk (2013) 
 
Subsidence, 
Contamination 
3D No Rock fracturing and subsidence, 
heat transfer, groundwater flow 
Axisymmetric 
Investigates cavity pressure effects 
Sarhosis et al 
(2013) 
 
Heat transfer 3D Yes Groundwater flow, heat transport Focuses on post gasification 
behaviour and decommissioning 
 
Yang et al (2014) 
 
Subsidence 3D Yes Rock fracturing and subsidence, 
heat transfer 
Focuses on thermal behaviour 
Assumes constant cavity shape 
Andrianopoulous et 
al (2015) 
 
Product Composition 1D No Chemistry and kinetics, gas and 
groundwater flow, heat transport 
Highly idealised 
Compares cavity design effects 
Samdani et al 
(2016 a & b) 
Cavity growth 2D Yes Heat transfer, chemistry and 
kinetics, gas flow 
Assumes cavity geometry 
Highly idealised 
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2.4.3. Modelling Methodologies 
 
Many techniques exist for modelling large scale problems such as UCG, several of 
which have been used in the models above. This section gives a brief overview of the 
most common methods and illustrates how they might be used in a UCG simulation. 
 
2.4.3.1. Finite Difference Methods 
 
The finite difference method (FDM) is a simple tool for solving complex problems, 
and forms the basis of many other methods. FDM uses Taylor series approximations 
to represent differential equations as finite difference equations, as in Equation 2.2: 
 
𝑦𝑡+∆𝑡 ≅ 𝑦𝑡 + ∆𝑡
𝛿𝑦
𝛿𝑡
        (2.2) 
 
Where y can represent any continuous variable. 
 
FDM discretises time into discrete elements of length Δt and iterates across each until 
the final time of the simulation is reached. FDM is relatively fast, though solution 
speeds depend upon the length of the timestep. Increasing Δt increases speed, but 
reduces accuracy and can cause instability. FDM can be applied to almost any 
problem which can be expressed using differential calculus, including chemical, 
mechanical, thermal and hydraulic systems. This led it to its use in many early UCG 
models, including those of Thorsness et al, (1977), Langland and Trent (1981), 
Britten and Thorsness, (1988) and Akbarzadeh and Chalaturnyk (2013).  
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2.4.3.2. Finite Element Methods 
 
The finite element method (FEM) is a powerful tool for modelling continuous systems 
with complex geometries. FEM discretises the problem into many small elements (the 
mesh) and then finds approximate solutions to characteristic equations in each 
element. The overall solution is found from the summation of the elemental solutions. 
FEM is numerically stable and allows for the simulation of geometries with moving 
boundaries, such as a growing UCG cavity. FEM can capture both local and global 
effects and can operate with variable mesh resolutions to improve accuracy in regions 
of interest without increasing runtime. FEM is the method of choice for structural 
mechanics and cavity growth models, though it is computationally expensive. FEM 
models are incapable of modelling brittle failure however, as continuum formulations 
preclude the separation of elements (Hammah et al, 2008). Previous UCG models 
based on FEM include those of Biezen et al, (1996), Vorobiev et al, (2008), Morris et 
al (2009), Yang and Zhang (2009), Sarraf et al (2011) and Yang et al (2014). 
 
2.4.3.3. Computational Fluid Dynamics 
 
Computational fluid dynamics (CFD) is a branch of FEM focused on the modelling of 
fluids. CFD solves the Navier Stokes equations over a finite element mesh. Modern 
CFD can approximate turbulent flows and additional effects including heat transfer 
and chemical reaction. CFD can be faster than FEM, though it is prone to numerical 
instabilities. CFD has recently been used in UCG simulations of both syngas and 
groundwater flows (Nitao et al, 2011; Sarhosis et al, 2013; Seifi et al, 2011). 
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2.4.3.4. Discrete Element Methods 
 
Discrete element methods (DEM) model physical systems by simulating the position, 
velocity and forces acting on several small particles over successive time-steps. 
Unlike in FEM, the elements in DEM represent physical bodies and can move relative 
to each other. DEM is classified into particle or block based methods. Particle based 
methods treat elements as single bodies separated by space (or a fluid). Block based 
methods treat the entire domain as a single body which is then broken into smaller 
pieces by fractures. Particle based DEM is used to simulate sparse systems such as 
hopper flow (Cleary & Sawley, 2002; Li et al, 2004a), solids mixing (Bertrand et al, 
2005; Xu et al, 2010), particle milling (Lee et al, 2010; Li et al, 2014; Sato et al, 
2010) and heat transfer within granular materials (Chaudhuri et al, 2010; Tsory et al, 
2013). Block based DEM is used to simulate cohesive systems such as rock masses 
(Barton et al, 1994; Bhasin and Hoeg, 1998; Boon et al, 2014; Coulthard, 1999; 
Keilich et al, 2006; Solak, 2009; Vardakos et al, 2007; Vyazmensky et al, 2007).  
 
DEM can model a wide range of forces and particle sizes and shapes, though anything 
other than simple polyhedra can greatly increase runtimes. Modern DEM can also 
model thermal effects and fluid-mechanical coupling as well as the behaviour of 
fractures between elements. The generation of new fractures is problematic however, 
due to the need to conserve element volume. Fracturing in many DEM codes is 
therefore limited to the breakup of material along predefined planes of weakness 
(Lisjak and Grasselli, 2014). The main disadvantage of DEM is its high runtime, 
which is heavily dependent on the number of elements used. Large scale problems are 
often more easily modelled using continuous methods such as FEM. 
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The combination of particle motion (e.g. cavity collapse) and large scale deformation 
(e.g. strata bending) lead many geomechanical simulations to require a combination 
of continuum and discrete methods to accurately capture rock mass behaviour (Morris 
et al, 2006). Block based DEM codes achieve this by further discretising each discrete 
element with its own finite element mesh, allowing individual elements to deform and 
providing a means for adaptive mesh sizing in DEM. This is referred to as the 
combined finite-discrete element method (Munjiza & John, 2002). Vorobiev et al 
(2008) state that “Discrete methods are needed to capture the main features of cavity 
collapse. A combination of continuum (numerical or analytical) and discrete 
approaches is probably the best strategy in predicting surface subsidence due to UCG” 
Such methods are used by Vorobiev et al (2008), Morris et al (2009), Nitao et al 
(2011) and others. 
 
2.4.3.5. Compartment Modelling 
 
Compartment modelling is a method of abstracting complex problems as interlinked 
networks of simple processes. A common example is the approximation of any real 
chemical reactor as a series of perfectly stirred tanks. Complex chemical reaction and 
mass transfer problems can relatively easily be set up as compartment models using 
process simulation software such as Aspen Hysys (aspentech, 2016) and solved 
iteratively. Compartment models have been used in several UCG models to predict 
product gas flow rates and compositions (Andrianopoulous et al, 2015; Daggupati et 
al, 2012; Samdani et al, 2016a,b; Shirsat, 1989). 
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The main advantage of compartment models is their speed; however they can be less 
accurate than other models. Daggupati et al (2012) state that their model is over 6,000 
times faster than CFD and produces results accurate to within 10% of those given by 
CFD. Figure 2.9 illustrates the comparison of a UCG cavity with Daggupati’s model. 
 
 
Figure 2.9 – Comparison of UCG compartment model with schematic of a typical 
UCG cavity. After Daggupati et al, 2012. 
 
2.4.3.6. Stochastic Methods 
 
Many processes in UCG contain random elements. The orientation of fractures in 
rock, chemical diffusion and thermomechanical spalling all contain randomness. 
Stochastic methods allow the incorporation of these elements using a random number 
generator. This allows for accurate simulation of these processes without the need to 
assume data, and simplifies model validation by allowing the user to see how these 
processes affect results. The use of the Monte-Carlo method allows the modelling of 
random processes a large number of times to give varying outputs. This requires much 
less computing power than simply modelling every possible outcome sequentially. 
Stochastic methods have been used with UCG to simulate spalling (Biezen, 1996) and 
have been used in related fields to generate fractured rock masses for geomechanical 
and hydrogeological simulations (Min et al, 2004; Vyazmensky et al, 2007). 
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2.4.3.7. Empirical Modelling 
 
While many models have attempted to simulate their respective processes from first 
principles, some issues are either not well enough understood or require too much 
computing power to do so. In these cases, empirical models based on experimental 
results may be used. Common empirical methods include the many correlations used 
to model heat and mass transport processes. Empirical methods are simple, fast and 
often accurate, however they do not give any realistic physical explanation of the 
processes they simulate. As such, they are of limited use in research. 
 
2.4.3.8. Combined Methods 
 
While many of the methods above can simulate single aspects of UCG, few are 
capable of realistically simulating the entire process. While full simulation of UCG 
may be possible using combined DEM/FEM/CFD methods, the computational 
requirements of such a model would be incredibly high due to the varied length and 
timescales involved. Rather than attempting this, conventional models attempt to 
integrate the various aspects of UCG using submodels. The submodel concept 
involves the use of several smaller codes, each of which simulates a single aspect of 
UCG. These are linked together by a control model which passes data between 
submodels and calls them at appropriate time intervals. Combined models allow for 
the simulation of highly coupled processes by greatly simplifying each individual 
process. The use of submodel architecture can therefore greatly reduce CPU runtime 
by whilst retaining model accuracy.  
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2.4.4. Future Modelling Developments 
 
As shown in Table 2.5, past models have produced a many useful results and helped 
improve the understanding of UCG. Much work still remains to be done in order to 
fully understand the processes involved however, especially those associated with 
local environmental damage. In addition, most of the models produced consider only 
a single UCG cavity. If commercial scale L-CRIP UCG is to become a reality, an 
understanding of the interaction of multiple cavities is required. Finally, few models 
focus on the long term effects of UCG. As mentioned in Section 2.2.2, groundwater 
pollution can occur months after gasification has ceased. As such, it is important that 
models cover the full lifetime of UCG, from drilling to decommissioning, which may 
take several years depending on the scale of the operation. 
 
Some recent efforts aim to combine the modelling of various aspects of UCG into 
single integrated simulators which can predict the overall behaviour of UCG with 
little external input. The work of Nitao et al, (2011) attempts this, though no progress 
on this model has been reported since 2012 (Reid et al, 2012b). While integrated 
simulations would provide valuable tools for the development of UCG, there is still 
scope for the use of single physics models related to key areas of the technology. As 
mentioned above, the understanding of UCG induced environmental effects is still 
incomplete. Given the importance of these issues to the future commercial 
development of UCG, modelling efforts should focus on accurately predicting as 
many of these effects as possible. The work presented in this thesis therefore aims to 
produce a simple but accurate model of the key local environmental issues of UCG, 
including surface subsidence, groundwater contamination and water table lowering. 
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2.5. INITIAL MODELLING DECISIONS 
 
The aim of this project is to produce a model which can predict the local 
environmental damage caused by UCG. As mentioned in Section 1.3.7.2, this 
involves the simulation of surface subsidence, groundwater pollution and water table 
lowering. The model is to be general, rather than site-specific, and aims to produce 
results in under 24 hours when executed on a standalone desktop PC. The proposed 
end use of the model is as a “first pass” screening tool used to compare the 
environmental impacts of a number of proposed UCG sites in order to quickly rule out 
those which are unsuitable. This section outlines the initial decisions made in the 
creation of this model. 
 
2.5.1. Modelling Assumptions 
 
In order to meet the aims of the project, a number of assumptions were used. The 
majority of these assumptions are required in order to keep the runtime of the model 
within reasonable limits, while others are needed to make up for a lack of data or 
physical understanding of the processes involved. The model therefore assumes: 
 
 That a 3D cavity can be realistically simulated by a 2D, plane strain geometry. 
 That the cavity forms instantaneously. 
 That groundwater behaviour is constant over the time simulated (steady state). 
 That induced rock fractures extend only a limited distance into the overburden. 
 That cavity rubble, ash and rock provide no support to the cavity roof. 
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The assumption of 2D geometry is believed to be justified due to shape of an L-CRIP 
UCG cavity. As such cavities are often an order magnitude longer than they are wide 
or tall, end effects can safely be ignored and a 2D geometry used. The assumptions of 
instantaneous cavity formation and steady state groundwater flow effectively remove 
the dimension of time from the model, greatly reducing the amount of computational 
effort required. Although they limit the accuracy of the model, these assumptions 
would both lead to overprediction of environmental damage. As the aim of the model 
is to predict the negative consequences of UCG, this overprediction is deemed 
acceptable as it effectively acts as a safety factor in the model. The assumption of 
limited fracturing is used as a means of mesh refinement, providing a fine mesh near 
the cavity and a coarse mesh further away. This allows for reasonable accuracy whilst 
retaining a short runtime. 
 
The assumption that ash and rubble provide no support to the roof is required, as 
modelling the formation of the ash and rubble zones would be too computationally 
expensive. This is also a necessary outcome of assuming steady state behaviour as ash 
formation is a time dependent process. Initial results suggest this assumption is valid 
however, as surface subsidence is seen to cease long before cavity collapse does. 
Though the assumptions reduces accuracy, results show good agreement between 
model results and field trial data, suggesting the assumptions are valid. 
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In many cases, the reductions in accuracy caused by these assumptions are smaller 
than those caused by uncertainty in material properties. As such, it is believed that the 
assumptions are valid. The use of stochastic modelling further alleviates this issue by 
introducing similar uncertainties in the model. This causes the model to give results 
with a similar degree of uncertainty to that seen in reality. This technique increases 
runtime however, as multiple executions are required to obtain the mean result. 
 
Finally, one of the greatest challenges to model accuracy is the lack of available field 
data for use in validation. Commercial secrecy and the difficulty of measuring certain 
aspects of UCG severely reduces the volume of data available. This lack of data 
seriously affects both the accuracy and applicability of the model. Accuracy is 
affected as the potential for validation is greatly limited. Applicability is affected as 
validation can only cover a small number of experiments with similar geometry and 
geology, limiting the range over which model results can be safely extrapolated. 
 
2.5.2. Software and Hardware Considerations 
 
A number of potential methods were considered for the creation of the UCG model. 
When comparing options, the following criteria were considered: 
 
 Can the method used capture both discrete and continuous subsidence effects?  
 Can it model large scale UCG in an accurate, fast and reliable manner? 
 Can it represent coupled thermal, hydraulic, chemical and mechanical effects? 
 How much does the required software cost? 
 How easy is the method to learn and use? 
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A number of commercial software packages were considered, as was the option of 
creating a new in-house code. Table 2.6 compares the methods considered.  Three 
dimensional codes were considered as initial plans involved the creation of a 3D 
model to better represent multiple cavity UCG.  
 
Based on the information presented in Table 2.6, it was decided that the project would 
use a combination of the UDEC v4.01 (DEM) and MODFLOW/MT3DMS (FDM) 
codes. UDEC would be used to model the coupled mechanical, thermal and hydraulic 
behaviour of the rock mass and groundwater. The results from this model would then 
be passed to MODFLOW/MT3DMS to produce a more accurate hydraulic model 
incorporating the chemical effects of UCG. This second stage model was not 
completed however, due to time constraints. Appendix C shows initial considerations 
for how such a model could be produced, and it is envisioned that the production of 
such a model could be completed within approximately 6 months of work. Early 
modelling efforts also considered using ANSYS to extend the model into three 
dimensions but this was found to be incapable of accurately resolving the mechanical 
response of the overburden, as predicted by Morris et al (2009). 
 
All of the modelling presented in this work was performed on a standalone 64 bit 
desktop PC containing a 3.6GHz Intel quad core processor and 16GB of random 
access memory. The processor has been hyper-threaded to produce 8 virtual cores, 
allowing up to 8 parallel executions of UDEC v4.01 to be executed simultaneously. 
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Table 2.6 – Comparison of software packages for use in the UCG model. Packages chosen for use are highlighted in bold. 
 Capabilities 
Software Method Dimensions Cost Ease of Use Thermal Hydraulic Chemical Mechanical 
3DEC DEM 3D £18,7501 Difficult Poor Poor None Good 
 
Abaqus FEM & CFD 3D Already 
Owned 
 
Simple Good Good None Poor 
Ansys FEM & CFD 3D £500 p.a.2 Moderate Good Good None Poor 
 
COMSOL 
Multiphysics 
 
FEM & CFD 3D £6,5003 Simple Good Good Poor Poor 
FLAC FDM 
 
2D £6,6751 Moderate Poor Poor None Poor 
FLAC3D FDM 
 
3D £13,3501 Moderate Poor Poor None Poor 
MODFLOW 
& MT3DMS 
 
FDM 3D Free Simple Good Good Good None 
PFC 
 
DEM 3D Already 
Owned 
 
Moderate None Poor None Poor 
UDEC DEM & FDM 2D Already 
Owned 
 
Moderate Poor Poor None Good 
 
In-House Various 2D Free Very Difficult Unknown Unknown Unknown Unknown 
         1 Walker, 2013. 2 Morvan, 2013. 3 COMSOL, 2013. 
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2.6. CONCLUDING REMARKS 
 
This review has introduced the technology of UCG as a means to produce cheap, 
clean and safe chemical products and electricity. Extensive experimental and 
theoretical work has been carried out in the field over the past century, particularly in 
the last forty years. UCG technology has now developed to the point where 
commercialisation may be a reality within the next decade, however there are still 
several issues which must be addressed before this can happen. Predominant among 
these issues are the negative environmental impacts of surface subsidence, 
groundwater pollution and water table lowering. Much work is currently underway to 
understand these issues, however the legal and political ramifications of 
environmental damage limit the use of experiments in this area. Modelling of UCG is 
therefore the principal method by which this understanding must be gained.  
 
While current efforts are beginning to prove useful in understanding UCG behaviour 
there are still many areas which require more attention. Predictive modelling of 
environmental impacts should continue to progress to the point where operators can 
say with certainty that their facility will not cause any of these issues. Models should 
be extended to cover commercial scale UCG facilities rather than just demonstration 
plants and consideration should be given to the movement of rocks, water and 
contaminant species in the time long after UCG reactions have ceased. 
 
The following chapters describe how the UCG model was produced. It is hoped that 
this model will prove useful in furthering the understanding of UCG generated 
environmental damage, allowing for commercial development of the technology. 
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3. UNIVERSAL DISTINCT ELEMENT CODE METHODOLOGY 
 
SUMMARY 
 
This chapter presents an overview of the theory, numerical formulation and model 
set-up of a typical geomechanical model built using the universal distinct element 
code (UDEC). The discretisation and calculation cycles for the mechanical, hydraulic 
and thermal aspects of the model are presented in detail. The results of initial software 
validation tests are presented, showing that UDEC is capable of accurately predicting 
the principal physical processes occurring in UCG. Discussions on the advantages, 
disadvantages, and challenges of UDEC are given and comparisons are made with 
competing methodologies such as the particle based discrete element method and the 
finite element method. The limitations of the software are identified and methods for 
overcoming these limitations are discussed. UDEC is shown to be a powerful tool for 
use in the creation of the UCG model and recommendations are made for how best to 
apply the software to this problem.   
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3.1 THE UNIVERSAL DISTINCT ELEMENT CODE 
 
The discrete/distinct element method (DEM) refers to a number of techniques for 
simulating the mechanical behaviour of systems comprised of large numbers of 
interacting particles. A number of software packages based on this method are 
compared in Section 2.5.2. The Universal Distinct Element Code (UDEC) is a 
commercially available, two dimensional DEM package which was developed 
specifically to model the behaviour of highly jointed rock masses (Itasca Consulting 
Group, 2004). UDEC models are comprised of many arbitrarily shaped elements 
separated by discontinuities (Cundall, 1980). 
 
Given a full understanding of Newton’s laws of motion and the interaction forces 
between the particles (e.g. gravity, friction, electrostatics etc.), UDEC can predict the 
motion of complex systems involving thousands of particles. By considering the 
position, velocity and forces of every particle in the system at time t, UDEC uses an 
explicit finite difference algorithm to find these values again at time t + ∆t. Collisions 
between particles use linear springs to calculate reaction forces based on the 
interpenetration of the bodies involved. Individual particles used in a UDEC analysis 
can be either rigid or deformable and subject to combinations of static and dynamic 
external loads. A wide range of constitutive relationships can be simulated, including 
isotropic elastic, Mohr-Coulomb and strain softening/hardening behaviours. The value 
of the time increment ∆t is kept small in order to minimise the influence of particle 
interpenetration on results and to ensure the stability of the simulation. 
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In addition to its mechanical capabilities, UDEC can simulate a range of hydraulic 
and thermal phenomena. Linking between these phenomena allows for the simulation 
of fully coupled thermal, hydraulic and mechanical systems within rock masses. 
Finally, new functionality can be developed using UDEC’s built-in programming 
language FISH. Figure 3.1 shows a typical UDEC simulation in progress. 
 
 
Figure 3.1 – A UDEC simulation before and during mechanical cycling showing the 
2D cross section looking along the cavity. The red line shows the original cavity 
shape at time t=0.  
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A major disadvantage of DEM is its computational requirements. The CPU time 
required by a UDEC model is a product of the simulation time and the number of 
elements modelled. As such, the number of elements must be limited to preserve a 
reasonable runtime. This often precludes the ability of the method to fully resolve the 
behaviour of systems comprised of large numbers of particles or those in which 
physical effects manifest over long timescales. Scale up methodologies can be 
employed to represent assemblies of a large number of particles using fewer particles 
of larger sizes. Such methods can introduce inaccuracies into model results however, 
as the behaviour of particulate systems is often heavily scale dependent. Further 
discussions of these issues are given in Section 3.5, while Chapter 4 presents an 
investigation into the effects of block shape on model behaviour. 
 
UDEC has successfully been applied to a number of issues across many scales and in 
several industries, including tunnelling (Boon et al, 2014; Solak, 2009; Vardakos et 
al, 2007), mining (Coulthard, 1999; Keilich et al, 2006; Vyazmensky et al, 2007), 
underground construction (Barton et al, 1994; Bhasin and Hoeg, 1998), carbon 
dioxide sequestration (Fang et al, 2013), hydroelectric dam construction (Bretas et al, 
2014) and nuclear waste storage (Ahola et al, 1996; Blum et al, 2005, 2009).   
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3.2 MECHANICAL CALCULATIONS 
3.2.1 Mechanical Model Formulation 
 
The simplest simulations in UDEC consider only the mechanical behaviour of the 
rock mass. Ground deformation is predicted by altering the geometry of the rock mass 
(e.g. by excavating a cavity) and then allowing the system to come to mechanical 
equilibrium. This process can be repeated a number of times to simulate excavations 
occurring in multiple stages. Fully deformable mechanical simulations in UDEC 
consist of the following stages: 
 
1. Select any appropriate model options (symmetry, fluid flow, thermal etc.) 
2. Define the full extent of the model in 2D space 
3. Define the geometry of discrete elements (blocks) and discontinuities (joints) 
4. Discretise blocks into mesh elements (zones) to allow for deformation 
5. Assign constitutive relationships to zones and joints 
6. Assign material properties to zones, joints, fluids etc. 
7. Assign boundary and initial conditions to the appropriate locations 
8. Set any appropriate body forces (e.g. gravity) 
9. Run the solver algorithm until an initial equilibrium state is reached 
10. Perform any changes to the system (excavations, new thermal conditions etc.) 
11. Rerun the solver to find the new equilibrium state 
12. Repeat Steps 11 and 12 for problems involving multiple sequential stages 
13. Analyse the results. 
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UDEC’s calculation cycle for a deformable mechanical system is shown in Figure 3.2. 
Technical detail on the formulation of Steps 1 through 6 is given in Appendix A.1.1. 
 
 
Figure 3.2 – UDEC calculation cycle for a mechanical analysis using deformable 
blocks. After Itasca Consulting Group, 2006 
 
The individual elements within a UDEC model are defined below (Itasca Consulting 
Group. 2006). Figure 3.3 describes these definitions schematically: 
 
 Blocks –Individual discrete elements which make up the model. 
 Joints – Interfacial discontinuity elements between blocks. Joints allow for the 
relative motion of blocks, resisted by joint stiffnesses. 
 Zones – Triangular finite difference mesh elements used to sub-discretise 
single blocks. Zones allow for the deformation of intact blocks. 
 Gridpoints – Vertices of zones. Fundamental nodes of the geometry. 
 Contacts – Formed when two or more gridpoints from different blocks are 
within a certain distance of each other. Used to transfer forces between blocks. 
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Figure 3.3 - Schematic representation of blocks, zones, joints, gridpoints and contacts 
used to represent rock masses in UDEC. After Itasca Consulting Group, 2006. 
 
Where: 
 
C Cohesion   (Pa) 
E Young’s Modulus  (Pa) 
k Stiffness   (Nm-1) 
γ Poisson’s Ratio  (-) 
θ Friction Angle   (o) 
σT Tensile Strength  (Pa) 
 
Subscripts: 
 
N Normal 
S Shear 
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Rather than being set by the user, the value of the timestep ∆t is calculated by UDEC. 
This ensures the timestep is small enough to prevent excessive block interpenetration 
by limiting how far blocks can move within a single time step. The derivation of the 
timestep is given in Appendix A.1.2. Smaller timesteps lead to greater accuracy and 
stability, but can greatly increase the computational demands of the model. The 
following conditions lead to decreased values of ∆t and therefore increased runtimes: 
 
 Decreased block mass 
 Increased joint stiffnesses 
 Increased material stiffnesses 
 Increased slenderness of zones 
 
The above conditions apply to every block in the model, such that a single small block 
can cause a considerable reduction in the timestep. In order to prevent this, UDEC 
uses the process of mass scaling. As shown in Appendix A.1.2, timestep is 
proportional to the square root of density. For a static simulation in which gravity is 
the only external force, the actual value of density is irrelevant provided that 
gravitational acceleration remains the same. Using this observation, UDEC scales the 
density and gravitational acceleration of each block by a factor based on the average 
block mass throughout the entire model. This method can greatly speed up solution in 
non-uniform models and does not affect model results, provided that inertial forces 
are negligible (as they would be for a model with a stationary frame of reference). As 
with block size, a single overly stiff joint can also lead to a reduction in the model 
timestep. As joint stiffnesses are fully user defined however, this issue can be avoided 
by ensuring of uniformity of joint stiffnesses. 
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In addition to maintaining a low value of ∆t, the stability of a numerical calculation 
can also be improved with the use of damping. UDEC uses the method of adaptive 
local damping to reduce the forces incident on gridpoints at every iteration of the 
mechanical cycle. Reduced forces lead to reduced gridpoint acceleration and velocity 
without the need to alter any modelled material properties. This effectively increases 
the number of timesteps required to generate a given amount of overlap, reducing the 
likelihood of overlap errors. The formulation of the damping scheme is given in 
Appendix A.1.3. 
 
Zones and joints within a UDEC model can each be represented using many different 
constitutive models. These are summarised in Tables 3.1 and 3.2 respectively. 
 
Table 3.1 – Zone constitutive models in UDEC. After Itasca Consulting Group, 2006. 
Model Behaviour Simulated Example Uses 
Null Zero resistance to deformation. 
Zero density. Zero internal stresses. 
 
Voids, holes, cavities. 
Elastic Isotropic Linear isotropic stress-strain 
relationship. No plastic failure. 
 
Metals loaded below yield 
stress. 
Drucker-Prager Shear yield failure in low friction 
materials. No plastic flow rule. 
 
Soft clays. Comparison with 
finite element programs. 
Mohr-Coulomb Shear yield failure in geological 
materials. No plastic flow rule. 
 
Stress/stability calculations in 
soil, rock and concrete. 
Strain softening 
Mohr-Coulomb 
As Mohr-Coulomb, with strain 
dependent plastic behaviour. 
 
Post failure analysis of rock. 
Tightly bedded rock strata. 
Ubiquitous 
Joint 
As Mohr-Coulomb, with planes of 
weakness at given orientations. 
 
Geological materials with 
defined strength anisotropy. 
Double Yield As Mohr-Coulomb, with 
volumetric yield properties. 
Compressible material, 
hydraulically placed sediment. 
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Table 3.2 – Joint constitutive models in UDEC. After Itasca Consulting Group, 2006.  
Model Behaviour simulated Example Uses 
Point contact 
Coulomb slip 
Interaction between particles with 
small contact area. 
 
Loosely packed granular 
material. 
Area contact 
Coulomb slip 
Interaction between tightly packed 
particles. 
 
Joints, faults and bedding 
planes within rock masses. 
Coulomb slip 
residual strength 
As area contact Coulomb slip, with 
a distinct post-failure strength. 
 
 
As area contact Coulomb 
slip for materials with 
residual strength. 
Continuously 
yielding 
Joints subject to continuous 
progressive damage and hysteresis. 
 
 
Cyclic loading with 
hysteresis. Dynamic 
behaviour (e.g. earthquakes). 
Barton-Bandis* Highly accurate joint hydraulic 
behaviour. 
Simulation of purely 
hydraulic phenomena. 
*The Barton Bandis model is an optional extra not included in UDEC by default and 
not currently licensed by the University of Nottingham. 
 
 
3.2.2 Mechanical Validation 
 
This section outlines simple tests performed to verify the use of UDEC in simulating 
mechanical phenomena. A number of tests have been performed and their results have 
been compared with analytical solutions. Similar tests for hydraulic and thermal 
phenomena are presented in Sections 3.3.2 and 3.4.2 respectively. 
 
3.2.2.1 Elastic Deflection Testing 
 
This test verifies the mechanical behaviour of deformable bodies in UDEC. An 
isotropic elastic cantilever is fixed in place at one end and allowed to deform under 
gravity. The vertical displacement at the free end is given by Equation 3.1: 
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𝑢𝑦 = −
3𝜌𝑔𝐿4
2𝐸𝐻2
         (3.1) 
 
Where: 
 
E Young’s modulus   (Pa) 
H Height     (m) 
L Length     (m) 
g  Acceleration due to gravity  (ms-2) 
u Displacement    (m) 
ρ Density    (kgm-3) 
 
The properties of the beam used are given in Table 3.3: 
 
Table 3.3 – Properties of cantilever used in beam deflection test. 
Density (kgm-3) 3000 
Height (m) 1.0 
Length (m) 10.0 
Young’s Modulus (Pa) 2×1010 
  
Table 3.4 compares the deflection seen in several models with that given by Equation 
3.1. As seen, the deflection predicted by UDEC asymptotically approaches the 
analytical value as zone density increases. This suggests that high zone densities are 
required to give accurate results. Such high densities would greatly increase model 
runtime however. Further testing of the effects of zone density on model behaviour is 
presented in Section 6.6. 
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Table 3.4 – Results of simulated cantilever bending test. 
Zone Edge Length (m) Zone Density (m-2) Displacement (m) 
1.00 8.80 0.0146 
0.50 25.2 0.0190 
0.20 122 0.0212 
0.10 444 0.0214 
0.05 1690 0.0220 
Analytical Result N/A 0.0225 
 
3.2.2.2 Plastic Deflection Testing 
 
In addition to the elastic test above, a test was performed to examine the plastic 
deformation of a beam using different constitutive models. Only the isotropic elastic, 
Mohr-Coulomb and strain softening models were tested as the others were considered 
unsuitable for UCG based on the considerations in Table 3.1. Figure 3.4 shows the 
deformation of each cantilever after 5 seconds of simulated time. All models used a 
friction angle of 30o and a cohesion of 100kPa. Strain softening parameters were set at 
zero as the constitutive model was used to simulate perfectly plastic behaviour. 
 
 
Figure 3.4 – Plastic deflection of a cantilever under different constitutive models. 
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As seen, the relationship used has a strong effect on behaviour. While the isotropic 
model is shown to be valid for the elastic regime, it does not consider plastic strains. 
The Mohr Coulomb model does show plastic behaviour, however the predicted shape 
of the beam is physically unrealistic. As mentioned in Table 3.1, this model does not 
contain a plastic flow rule, leading to an unrealistic failure shape. As such, the model 
is seen to be unsuitable when large plastic strains are expected. Finally, the strain 
softening Mohr Coulomb model is seen to give realistic behaviour. Although this 
model causes a slight increase in runtime, the accuracy of its results justify its use. 
 
3.2.2.3 Freefall Motion Test 
 
This test of UDEC’s mechanical behaviour involves the motion of a single block 
under freefall, and its interaction with the ground upon impact. This test was 
performed by dropping a 1x1m deformable block from a height of 2m onto a fixed 
base 5m wide by 1m high. The velocity of the block’s centroid is tracked for 3 
seconds after the initial release of the block and compared with expected behaviour. 
All materials in the test were modelled using the isotropic elastic constitutive model 
with arbitrarily high Young’s modulus and density of 3000kgm-3. Gravitational 
acceleration was set at 9.81ms-2. Figure 3.5 shows the results of this test. 
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Figure 3.5 – Freefall velocity profiles calculated in UDEC and via kinematics.  
 
As seen, the velocity profile given by UDEC is considerably different to the analytical 
profile. Firstly, the acceleration of the modelled profile is approximately 2.1ms-2, 
whereas the analytical profile gives 9.8ms-2. This discrepancy is due to damping. As 
mentioned in Appendix A.1.3, the force on each gridpoint at every calculation cycle is 
effectively reduced by a factor of 5. As the only force present in this test is gravity, 
the acceleration seen is also reduced by a factor of approximately 5. The factor of 
reduction is not exactly 5 due to rounding errors in the calculation process. The 
second discrepancy is the brief velocity reversal seen after approximately 1.4 seconds. 
This is simply caused by the temporary overlap of the falling block with the base of 
the model and the action of the restorative force to remove this overlap. Despite these 
discrepancies, the total displacement of the block reaches the expected value of 2m 
and then becomes steady for the remaining time, as expected. As such, the use of 
UDEC in modelling blocks under freefall is justified.  
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3.3 HYDRAULIC CALCULATIONS 
3.3.1 Hydraulic Model Formulation 
 
The UDEC hydraulic algorithm assumes fluids within a rock mass exist entirely 
within the joints between blocks. The blocks themselves are assumed to be dry and 
impermeable. Two way coupling links the aperture (and hence flow volume) of joints 
to both the mechanical stresses of the blocks and the pore pressure of the fluid. Fully 
coupled hydraulic/mechanical UDEC models have the capability to simulate a range 
of hydraulic effects, including: 
 
 The effect of pore pressure on rock blocks 
 The effect of mechanical stress on fluid volumes and flow behaviour 
 Pressure driven flow of fluids along joints 
 Changes in pressure due to inflow/outflow of fluids from joints and/or voids 
 Flow within fully saturated and partially saturated (vadose) regions 
 
The above effects are added to the mechanical calculation cycle (Figure 3.2) to form a 
fully coupled hydraulic/mechanical model. Figure 3.6 shows the additions and how 
they connect to the mechanical cycle. The details of the individual steps in the 
hydraulic cycle are examined in Appendix A.2.1. 
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Figure 3.6 – Hydraulic calculation cycle for a coupled hydraulic/mechanical model. 
The three fluid steps are calculated independently of mechanical Steps 1 through 3. 
After Itasca Consulting Group, 2006. 
 
 
Volumes of fluid within UDEC are discretised into regions known as domains. A 
domain is created wherever two or more zones meet, provided these zones are from 
different blocks. Domains are defined within joints, voids, and intersections between 
joints. Voids are defined as joints with an aperture greater than a predefined 
maximum value. Fluid properties are assumed to be constant throughout a domain, 
with the notable exception of hydrostatic pressure. When gravity is present, the fluid 
pressure within each domain varies linearly with the hydrostatic gradient. Figure 3.7 
shows the discretisation of a model into blocks, zones and domains. 
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Figure 3.7 – Schematic representation of domains used to discretise hydraulic 
problems. After Itasca Consulting Group, 2006. 
 
 
 
As with the mechanical calculation, the timestep used in the hydraulic model is 
automatically determined in order to maintain the stability of the model. The 
definition of the timestep is given in Appendix A.2.2. In coupled 
hydraulic/mechanical models, the value of the overall timestep is chosen as the 
smaller of the mechanical or hydraulic timesteps. The hydraulic timestep can be 
severely limited in cases with large contact apertures or small domain volumes. In 
many cases however, only the steady state solution to the hydraulic problem is of 
interest. In this case a simplified steady state algorithm can be used, which greatly 
improves computational efficiency.  
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The steady state algorithm works by assuming the volume of each domain is roughly 
constant throughout the runtime of the model. As such the actual values of the domain 
volumes are irrelevant, as is the fluid bulk modulus. The volumes and bulk moduli 
can then be scaled so that each domain gives the same timestep. This method is 
analogous to the process of mass scaling mentioned in Section 3.2.1. Assuming 
domain volume changes remain low throughout the model, this algorithm greatly 
speeds solution. In addition, as the model approaches solution, the pressure variation 
in each timestep becomes very small. This allows several fluid steps to be executed 
for every mechanical step, further speeding solution. In this method, mechanical steps 
are triggered whenever the change in pressure of any domain exceeds a given fraction 
of the original pressure in that domain. This method can greatly speed coupled 
models, but can lead to inaccuracies if any large scale collapse behaviour is present. 
 
3.3.2 Hydraulic Validation 
3.3.2.1 Stress/Aperture Relationship Test 
 
This test verifies UDEC’s hydraulic logic by testing the relationship between stress, 
pressure and joint aperture. Consider a single horizontal joint between two rigid 
blocks, as shown in Figure 3.8. The only relevant forces in the system are those of 
gravity and fluid pressure. By considering these forces, an analytical expression can 
be derived for the aperture of the joint. This is given in Equation 3.2. 
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Figure 3.8 – Simple joint geometry used for stress/aperture verification. 
 
𝑎 = 𝑎0 +
1
𝑘𝑁
[2𝑃?̂?2 − 𝜌𝑔𝑊𝐻?̂?] ∀ amin < a < amax  (3.2) 
 
Where: 
 
?̂? Unit length   (m) 
P Pressure   (Pa) 
W Width    (m) 
a Hydraulic Aperture  (m) 
 
The above system was created in UDEC using the properties listed in Table 3.5. The 
modelled aperture is found to agree with the analytical value to within an error of 
0.8%, verifying the relationship as sufficiently accurate for use in the UCG model. 
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Table 3.5 – Verification of UDEC’s stress/aperture relationship. 
Input Values 
Aperture at Zero Stress a0 (mm) 1.00 
Normal Stiffness kN (Nm
-1) 1×108 
Pore Pressure P (Pa) 100,000 
Block Density (kgm-3) 2,500 
Gravitational Acceleration g (ms-2) 10.0 
Block Width W (m) 2.0 
Block Height H (m) 1.0 
Output Apertures (mm) 
Analytical 2.50 
UDEC 2.48 
 
 
3.3.2.2 Flow/Pressure Relationship Test 
 
Fluid flow in UDEC is governed by the cubic flow law, given by Equation 3.3. The 
verification of UDEC’s flow logic was performed by applying a pressure gradient 
across the joint in Figure 3.8 and measuring the flow rate observed. Table 3.6 shows 
the results of this test. The model and theory are again seen to agree to within an error 
of 0.8%, verifying the use of the steady state flow algorithm in UDEC. 
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𝑞 = −
1
12𝜇
𝑎3
∆P
𝐿
        (3.3) 
 
Where: 
 
q = Flow rate per unit depth into page (m2s-1) 
μ = Dynamic viscosity (Pa s) 
 
Table 3.6 – Verification of UDEC’s fluid flow logic. 
Input Values 
Fluid Viscosity μ (Pa s) 0.001 
Joint Aperture a (mm) 2.50 
Pressure Difference ΔP (Pa) 100,000 
Joint Length L (m) 2.0 
Output Flow Rates (m2s-1) 
Analytical 0.0650 
UDEC 0.0645 
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3.4 THERMAL CALCULATIONS 
3.4.1 Thermal Model Formulation 
 
UDEC’s thermal modelling capabilities include heat conduction, thermal expansion of 
intact rocks and the modelling of temperature dependent fluid density and viscosity. 
Heat sources and sinks can be included at model boundaries and within the bulk of the 
rock mass. Heat sources can have constant magnitudes or can vary with time. 
Convective and radiative heat transfer can be simulated as boundary conditions (by 
specifying heat transfer coefficient and background temperature), but cannot be 
included within the bulk of the model. Due to a number of differences between the 
thermal model and the hydraulic/mechanical models, thermal aspects of coupled 
simulations must be cycled separately. In most cases the thermal model is run to 
completion in between stages of the hydraulic/mechanical model. The temperature 
profile found in the thermal model can then influence hydraulic or mechanical effects 
via temperature dependent fluid properties and/or thermal expansion. 
 
Thermal modelling in UDEC can be achieved with either an explicitly or implicitly 
time stepped algorithm. The calculation cycle for the explicit algorithm is shown in 
Figure 3.9. The implicit algorithm works by iteratively finding the solution to a set of 
simultaneous equations for the temperature of each zone in the model at the desired 
time(s). The full formulations of the explicit and implicit algorithms are given in 
Appendices A.3.1 and A.3.2 respectively. A comparison between the methods is 
given in Table 3.7. The long timestep means the implicit method can be faster for 
simple models, but unsuitable for models with complex geometries, non-linear 
phenomena or high accuracy requirements. 
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Figure 3.9 – Calculation cycle for the explicit thermal algorithm. After Itasca 
Consulting Group, 2006. 
 
 
 
Table 3.7 – Comparison between explicit and implicit thermal algorithms in UDEC. 
Consideration Explicit Algorithm Implicit Algorithm 
Timestep determination Automatic User controlled 
Timestep length Short Long 
Cycles per timestep One Many 
Stability Depends on timestep Unconditionally stable 
Accuracy Depends on timestep Depends on timestep 
Non-linear Solutions Possible Not possible 
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Thermal conduction in UDEC is modelled entirely through the intact rock blocks. 
Joints are defined as be perfectly conducting while voids are perfectly insulating. 
Thermal discretisation is based on the zones used in the mechanical model, however 
extra thermal zones must often be created to ensure conservation of energy between 
misaligned blocks. The need to generate these zones precludes thermal/mechanical 
coupling as new zones would need to be created after every thermal step. This would 
greatly increase the complexity and runtime of the model as well as introducing a 
large source of error through the need to conserve energy between the meshes. A full 
description of thermal zone generation is given in Appendix A.3.4. 
 
In addition to heat transfer, UDEC’s thermal algorithm can also simulate thermal 
expansion and the temperature dependent density and viscosity of fluids. The 
formulation of these effects is shown in Appendices A.3.5 and A.3.6 respectively. As 
shown in Section 3.5.2 however, the temperature dependence of fluid properties 
breaks down near the boiling point of the fluid. 
 
3.4.2 Thermal Validation 
3.4.2.1 Fixed Temperature Conduction Test 
 
This test verifies UDEC’s thermal logic by modelling temperature conduction along 
an insulated rod. This is one of very few transient heat transfer problems which can be 
solved analytically. Consider a rod of length L, with initial temperature T0 throughout. 
One end of the rod is fixed at a higher temperature of TH. The other edges are 
perfectly insulated. It can be shown (e.g. Coulson et al, 2004) that the temperature T 
at any given time t and location x along the length of rod is given by Equation 3.4.  
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𝑇 = 𝑇0 + ∑ (−1)
𝑛∞
𝑛=0 (𝑇𝐻 − 𝑇0) [𝑒𝑟𝑓𝑐 (
2𝑛𝐿+𝑥
2√𝐷𝑇𝑡
) + 𝑒𝑟𝑓𝑐 (
2(𝑛+1)𝐿−𝑥
2√𝐷𝑇𝑡
)] (3.4) 
 
Where: 
 
T = Temperature (K) 
t = Time (s) 
x = Length along rod (m) 
DT = Thermal diffusivity (m
2s-1) 
 
Subscripts: 
 
0 = Initial 
H = Hot end. 
 
erfc is the complementary error function: 
 𝑒𝑟𝑓𝑐(𝜑) =
2
√𝜋
∫ 𝑒−𝑡
2
𝑑𝑡
∞
𝑥
 
 
Consider a rod with the properties given in Table 3.8. The temperature profile of the 
rod has been found at a number of times using Equation 3.4. A UDEC model has been 
created to analyse the same problem. A comparison between the UDEC results and 
the analytical solution is shown in Figure 3.10. It is seen that the accuracy of the 
UDEC result decreases with distance from the hot end, with a maximum temperature 
error of 22K seen after 12 months. UDEC is also seen to consistently overestimate 
temperatures. Given the reasonably small degree of error however, the thermal 
algorithm in UDEC is considered to be accurate enough for use in the UCG model. 
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Table 3.3 – Physical properties of 1D beam used in UDEC thermal verification. 
Height H (m) 1.0 
Length L (m) 10.0 
Initial Temperature T0 (K) 300 
Hot End Temperature TH (K) 500 
Thermal Diffusivity DT (m
2s-1) 1×10-6 
 
 
 
 
Figure 3.4 – Temperature profiles along a 10m rod as a function of time found from 
UDEC and analytical calculation. All UDEC models used identical physical 
properties and therefore identical timesteps. Analytical calculation used the first three 
terms of the Taylor expansion in Equation 3.4. 
 
 
 
107 
 
3.4.2.2  Fixed Heat Flux Conduction Test 
 
This test verifies the thermal algorithm by modelling how a transient heat transfer 
problem reaches steady state. The geometry and material properties used are the same 
as those in Section 3.4.2.1, with the exception of thermal diffusivity. This is set to a 
value of 1×10-3 m2s-1 to speed the establishment of the steady state. Heat is applied to 
the left hand end of the rod at a constant rate and is removed from the right hand end 
by convection to the surroundings. The model runs for 1 week (modelled time) to 
ensure the steady state has been reached. The average temperature of the rod at steady 
state can be found by Equation 3.5. Table 3.9 lists the physical properties used in this 
calculation alongside the results of the UDEC model and analytical calculation. As 
with the previous test, UDEC is seen to slightly overestimate the final temperature. 
The thermal model is still considered valid however, as this error is reasonably small. 
 
𝑇 = 𝑇𝑏 +
𝑄
𝑈𝐻
         (3.5) 
 
Where: 
 
Q = Heat flux (Wm-1) 
Tb = Background temperature (K) 
U = Convective heat transfer coefficient (Wm-2K-1) 
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Table 3.4 – Input properties and output temperatures of fixed heat flux test. 
Input Variables 
Background Temperature Tb (K) 300 
Heat Flow Rate Q (Wm-1) 10,000 
Convective Heat Transfer Coefficient U (Wm-2K-1) 100 
Output Temperature (K) 
Analytical 400 
UDEC 406 
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3.5 ADVANTAGES, CHALLENGES AND LIMITATIONS 
3.5.1 Mechanical 
 
UDEC simulates rock masses using a combined finite-discrete element representation. 
Table 3.10 compares the relative advantages, disadvantages and capabilities of UDEC 
in comparison with both fully discrete (e.g. particle based DEM) and fully continuous 
(e.g. FEM) methods. 
 
Table 3.5 – Advantages, disadvantages and capabilities of UDEC relative to 
continuum methods and particle based discrete methods of mechanical simulation.  
Issue UDEC Discrete 
Methods 
Continuum 
Methods 
Rock separation Possible Possible Not Possible1 
New Fracture Generation Not Possible Possible Not Possible1 
Goafing/Collapse Prediction Possible Possible Not Possible1 
Bending Behaviour Possible Not Possible Possible 
Solution Speed Moderate Slow Fast 
Solution Stability Moderate Moderate High 
Mesh Dependence High High Low 
Material Property Selection Very Difficult Simple Difficult 
1 – These issues can be modelled with continuum methods, but doing so is difficult 
and computationally expensive (Hammah et al, 2008). 
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The ability of UDEC to model both discrete (rock separation and collapse) and 
continuum (bending) effects allows for a closer representation of reality than that 
given by either fully continuum or fully discrete methods. As such, UDEC is often 
used in the modelling of complex behaviours of highly jointed rock masses 
(Coulthard & Dutton, 1988; Coulthard, 1999; Lisjak & Grasselli, 2014; Morris et al, 
2006; Morris et al, 2009; Vorobiev et al, 2008; Wei & Hudson, 1998).  
 
One of the greatest challenges in designing a UDEC model is the selection of an 
appropriate joint pattern, which in turn determines block size and shape parameters. 
Increased numbers of blocks decrease both solution speed and stability. In addition, 
block size and shape can have profound effects on model results, complicating the 
selection of appropriate material properties. This issue is referred to as mesh 
dependence. The problem is further compounded by the impossibility of creating new 
fractures within an existing rock mass. Lorig & Cundall (1987) suggest a method in 
which this can be approximated, however this greatly increases model runtimes with 
little advantage. Figure 3.11 highlights the effect of block size on model performance. 
The influence of block morphology on model results is further examined in Chapter 4. 
Despite these issues, UDEC is seen to be a useful tool for modelling the local 
environmental impact of UCG.  
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Figure 3.5 – Effects of block size on model behaviour. Results taken from 
preliminary designs for a UCG model. 
 
 
3.5.2 Hydraulic 
 
Hydraulic effects contribute greatly to the environmental impacts of UCG, both in 
terms of groundwater issues and their coupling with mechanical effects. Given that 
the UDEC model will need to predict both subsidence and groundwater flow rates, it 
is essential that the methods used in the model are able to realistically simulate 
hydraulic behaviour. Table 3.11 highlights the principal advantages and disadvantages 
of UDEC’s hydraulic capability in comparison with continuum methods such as CFD. 
Particle based DEM is more suited to modelling fluid dominant systems (i.e. those in 
which small solid elements exist surrounded by fluid) than solid dominant systems. 
As such, it will not be considered further for this model. 
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Table 3.6 – Advantages, disadvantages and capabilities of UDEC compared with 
continuum methods of hydraulic simulation. 
Issue UDEC Continuum Methods 
Variable Permeability Spatial & Temporal Spatial1 
Stress/Pressure Coupling Possible Possible 
Stress/Aperture Coupling Simple Difficult 
Fluid Phase Change Not Possible Possible 
Solution Speed Moderate Fast 
Solution Stability Moderate High 
Mesh Dependence High Low 
1 – Temporal variations in permeability can be modelled with continuum methods, 
but doing so is difficult and computationally expensive. 
 
 
The modelling of hydraulic problems using fluid filled fractures gives UDEC a 
considerable advantage over continuum methods, in that the coupled temporal 
variations of mechanical stress, hydraulic aperture and fluid pressure are simple to 
consider. In comparison, continuum methods tend to assume constant permeabilities 
and calculate flow rates using a variant of Darcy’s law (Köhne et al, 2009). A 
potential disadvantage with the UDEC representation is the dependence of the 
hydraulic model on the joint pattern, further complicating the issues presented in 
Section 3.5.1. Fracture patterns must contain enough joints to ensure sufficient 
connection of fluid filled regions, and these joints must be oriented in such a way that 
any permeability anisotropy is retained. Note that the absolute permeability of a 
system can be controlled by altering the aperture of joints, such that the total number 
of joints present is not significant. The effects of fracturing on mechanical and 
hydraulic results are investigated in detail in Chapters 4 and 6. 
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The principal disadvantage of UDEC’s hydraulic model is the inability to model fluid 
phase changes and dissolution. This precludes the modelling of several important 
hydrological effects including: 
 
 Boiling of groundwater as it enters the UCG cavity 
 The effects of water inflow rates on cavity heat generation 
 Thermal convection 
 Solution, adsorption, diffusion and advection of dissolved species 
 
While some of these issues can be approximated using FISH functions, doing so 
greatly increases the computational demands of the model (Tomac & Gutierrez, 
2015). As such, full modelling of groundwater contamination is not possible with 
UDEC alone. In order to include these effects, alternative modelling methodologies 
are required. Another limitation of UDEC’s hydraulic model is the simplistic 
definition of joints. The stress/aperture relationship is assumed to be linear (though 
cut-offs are used at extreme values) and neither joint roughness nor tortuosity is 
considered. Tortuosity can be considered simply by including more complex joint 
patterns. Joint roughness and non-linear stress/aperture relationships can be included 
by using the Barton-Bandis joint model (Bandis et al, 1985). Both methods can 
greatly increase computational runtimes however. Simpler methods involve the use of 
corrective factors in the cubic flow law, however these can reduce the overall 
accuracy of the model. 
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The final limiting assumption of the hydraulic model applies only where the steady 
state approximation is used. Considering the increase in solution speed given by this 
approximation, this applies to the majority of large scale models. The assumption of 
constant domain volumes is problematic for models containing large amounts of 
separation or those considering the formation or collapse of voids. Care should be 
taken that pressures in such regions are adequately defined in the event of predictable 
void volume changes. Despite the inclusion of void collapse, this assumption is not 
considered a problem with UCG, as cavity pressure is controlled by the operator. 
 
Given the above considerations, it is believed that UDEC is more than capable of 
simulating the coupled mechanical and hydraulic behaviour of UCG. Full 
groundwater contamination modelling will need to be performed using alternative 
software however, due to the lack of fluid phase partitioning in UDEC. Appendix C 
suggests how this may be possible using the USGS MODFLOW/MT3DMS codes. 
 
3.5.3 Thermal 
 
Table 3.12 compares the thermal modelling capabilities of UDEC with continuum 
methods. As seen, UDEC suffers a number of limitations. Initial results show 
however that thermal effects have a relatively minor impact on environmental damage 
compared with mechanical or hydraulic effects. As such, UDEC is still suggested to 
be appropriate for use in a coupled thermal/hydraulic/mechanical UCG model. 
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Table 3.7 – Comparison of the capability of various techniques for modelling thermal 
phenomena within a rock mass. 
Issue UDEC Continuum 
Methods 
Thermal Conduction Yes Yes 
Thermal Convection No Yes 
Thermal Radiation No Yes 
Thermal Expansion Yes Yes 
Temperature Dependent Solids  No Yes 
Temperature Dependent Fluids  ρ, μ Only Yes 
Thermal/Mechanical Coupling Partial Full 
Thermal/Hydraulic Coupling Partial Full 
Solution Speed Moderate Fast 
Solution Stability Low High 
Mesh Dependence Moderate Low 
 
 
The main limitations of UDEC’s thermal model are the lack of thermal/hydraulic 
coupling and the separation of thermal and mechanical/hydraulic runtimes. These 
issues preclude the modelling of coupled thermal effects such as convection and 
thermal spalling (Biezen, 1996), as well as the simulation of temperature dependent 
thermal properties such as heat capacity and conductivity. Previous attempts to 
include these effects have been moderately successful, but tend to greatly increase 
model runtimes (Tomac & Gutierrez, 2015). More realistic thermal modelling can be 
achieved by alternating the thermal and mechanical/hydraulic algorithms, though this 
also increases runtime. The modelling of temperature dependent rock mechanical 
properties can be included using FISH functions, as shown in Section 5.5. 
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As shown in Table 3.12, UDEC is capable of modelling temperature dependent fluid 
density and viscosity, however this can cause serious instabilities if the fluid 
approaches boiling temperature. In UCG, groundwater can exist either as liquid water 
or superheated steam. Given the low flow rates involved, UDEC’s thermal algorithm 
assumes fluid temperature equals rock temperature at all times. As such the fluid in 
the joints surrounding a rock will instantly boil as soon as the temperature of the rock 
exceeds the boiling point of water. This boiling causes fluid density to suddenly 
reduce by a factor of approximately 1,000, leading to a sudden change in stress which 
causes the rock mass to break apart and the model to crash. In addition, changes in 
density can produce a buoyant force which alters fluid flow rates, affecting the 
hydraulic model and introducing uncertainty into model results. 
 
Given the above considerations, UDEC is seen to be a poor choice for thermal 
modelling. Several attempts to improve the thermal model are presented in Section 
5.6.3, however these were seen to be generally unsuccessful. Given that thermal 
effects are observed to be relatively unimportant however, these issues are not 
considered to be significant to the overall performance of the model. Given its 
advantages in hydraulic and mechanical modelling, UDEC is therefore considered to 
be the appropriate choice for modelling the local environmental impacts of 
underground coal gasification. It is suggested however, that future more detailed work 
should use some form of 3D modelling which can accurately couple mechanical, 
hydraulic and thermal effects. Such a formulation is currently difficult to achieve with 
either discrete or continuum methods however, suggesting that new techniques may 
need to be developed. 
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3.6 CONCLUDING REMARKS 
 
This chapter has outlined the capabilities, advantages, challenges and limitations of 
UDEC with respect to its use as a tool for modelling the local environmental impacts 
of UCG. The combined finite/discrete representation provided by modern DEM codes 
such as UDEC has been shown to be a very useful tool for the prediction of 
subsidence on a number of occasions. The inclusion of fully coupled hydraulic 
modelling based on joint apertures also provides a key advantage in comparison with 
many continuum methods. Finally, despite a number of shortcomings, the thermal 
algorithm within UDEC adds to the capabilities of the software for predicting the 
local effects of UCG. 
 
A number of limitations of the software have been identified, including the strong 
influence of joint geometry on results, the dependence of result accuracy and runtime 
on zone density and the lack of full thermal/mechanical coupling. Many of these 
issues have been overcome somewhat through the use of novel modelling techniques. 
Chapter 4 introduces a new methodology for representing the effects of unknown 
fracture patterns on rock mass behaviours, while further investigations of zone density 
effects are presented in Chapter 6. Chapter 5 presents a number of attempts to include 
full thermal modelling in UDEC, though these were met with limited success. Despite 
these issues, it is believed that the advantages of UDEC over other modelling methods 
lead to it being the best tool for modelling the local environmental impacts of UCG. It 
is believed that with a greater understanding of the limitations of the software, UDEC 
should prove capable of producing fast, accurate and reliable predictions of 
subsidence and groundwater issues associated with underground coal gasification. 
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4. SIMULATED LABORATORY SCALE COMPRESSION TESTING 
 
SUMMARY 
 
When modelling heavily jointed rock masses in the discrete element method, 
particular attention must be paid to the selection of appropriate material properties and 
joint patterns to give a realistic representation of rock mass behaviour. This chapter 
presents a new methodology for choosing these parameters, based on the results of 
simulated laboratory scale compression testing. Investigations into the effects of joint 
patterns, block geometry and joint properties on rock mass mechanical behaviour are 
presented and used to derive sets of rock mass material properties. Validation studies 
and a discussion of the limitations of the new methodology are presented to justify its 
use in further modelling. Decisions on the joint pattern and material properties to be 
used in the underground coal gasification (UCG) model are given based on the results 
of the tests performed in this chapter. The chapter concludes with suggestions for 
further validation of the method and its potential application to a wider range of rock 
materials and modelling scenarios. 
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4.1 THEORY AND BACKGROUND 
4.1.1 Representing Rock Masses in the Discrete Element Method 
 
As mentioned in Section 3.5.1, the joint pattern used within model based on the 
distinct element method (DEM) can have profound effects on the mechanical 
behaviour of that model. The mechanical properties of the blocks within the model are 
often altered to take account of these effects. Methods such as the Hoek & Brown 
failure criterion and geological strength index (GSI) (Hoek et al, 2002; Marinos et al, 
2007) can be used to select these properties based on empirical measurements of real 
joint patterns. Such methods tend not to consider the effects of particle shape, 
variability and anisotropy on rock mass behaviour however. In order to gain a better 
understanding of how joint patterns affect material properties, a number of simulated 
laboratory scale compression tests have been performed on rock masses with varying 
joint geometries. In addition, a new methodology has been developed in which the 
results of such simulations are scaled up to provide material properties for a larger 
engineering scale rock mass. Effectively, the entire laboratory scale geometry 
represents an assembly of rocks which constitute a single rock block in the 
engineering scale model. Figure 4.1 highlights this concept. The remainder of this 
section outlines the methodology used to select the rock mass material properties. 
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Figure 4.1 – Representation of a real rock mass as an assembly of large particles, 
where each particle has properties based on laboratory scale simulation results. 
 
 
4.1.2 Axial Compression Testing 
 
Axial compression testing refers to two common laboratory techniques used to 
determine the material properties of intact rock specimens. Core samples from the site 
of interest are cut down to produce cylindrical test sections with dimensions on the 
order of centimetres. These sections are then loaded into a test apparatus, such as that 
illustrated in Figure 4.2. The sample is contained within a flexible membrane and is 
held between two stiff plates inside a sealed container of hydraulic fluid. Lateral 
confining stress σL is applied by controlling the hydrostatic pressure of the fluid. Axial 
compressive stress σA is applied to the sample via the upper plate. The total axial 
strain of the sample can be derived from measurements of the displacement of the 
upper plate. Strain gauges are also often applied to the sample to measure stresses in 
the transverse direction (British Standards Institute, 1990). 
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Figure 4.2 – Typical apparatus used for a triaxial compression test. 
 
 
In cases where zero confining pressure is applied, this technique is referred to as 
uniaxial compression. For cases with nonzero confining pressure, the term biaxial 
compression is used. In uniaxial compression, the axial stress-strain response of the 
sample can be analysed to determine the material Young’s modulus E and axial 
compressive strength σC. Measurement of transverse strains gives information on the 
material Poisson’s ratio γ and dilation angle ψ. By measuring yield stress over a range 
of confining pressures in the biaxial test, it is possible to derive the Mohr-Coulomb 
parameters of friction angle θ and cohesion C. Finally, the maximum tensile strength 
of the rock mass σT,max can be estimated from the cohesion and friction angle. Figures 
4.3 through 4.5 show how these results are derived. 
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Figure 4.3 – Derivation of Young's modulus E and compressive yield stress σC from 
uniaxial/biaxial compression test results. 
 
 
 
Figure 4.4 – Derivation of Poisson’s ratio γ and dilation angle ψ from uniaxial 
compression test results. Volumetric strain is found as 𝟏 + 𝜺𝒗 = (𝟏 + 𝜺𝒍)
𝟐(𝟏 + 𝜺𝒂). 
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Figure 4.5 – Derivation of friction angle θ, cohesion C and maximum tensile strength 
σT from biaxial compression testing results over a range of confining pressures. 
 
4.1.3 Simulated Testing 
 
While axial compression tests are a common tool for determining the material 
properties of intact rocks and small particle assemblies (e.g. soil), they are rarely 
applied to large rock masses. The principal reason for this is the inherent difficulty in 
transporting the rock mass to a laboratory without disturbing the in-situ state of the 
constituent rocks. While in-situ testing of rock masses is possible, the costs involved 
make it impractical in most cases. Given these difficulties, numerical simulation of 
compression testing is a viable alternative. Simulated compression tests can resolve 
inter-particle effects over a range of scales, and studies into the transmission of forces 
through granular media can provide information on material behaviour that would be 
difficult or impossible to obtain through experimental means (Barreto & O’Sullivan, 
2012; Ng, 2004; O’Sullivan, 2015). 
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The work presented in this chapter aims to use simulated axial compression testing to 
achieve a greater understanding of the effects of element morphology on the material 
properties of rock masses in DEM. Simulated testing has been performed on rock 
masses with varying block geometries and joint mechanical properties. The work aims 
to produce a methodology for the selection of material properties to be used in 
representing assemblies of small rocks as single large blocks. These properties will 
then be applied to the blocks used in the UCG model. It is hoped that the new 
property selection methodology will retain both mechanical and hydraulic accuracy 
without the need for excessively large numbers of joints and correspondingly large 
runtimes. It is also suggested that a successful methodology may be applied to 
increase the accuracy of future models of jointed rock masses, including both DEM 
models and continuum based simulations.  
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4.2 METHODOLOGY OF SIMULATED TESTING 
4.2.1 Model Design 
 
The commercially available Universal Distinct Element Code (UDEC) 4.01 has been 
used to simulate uniaxial and biaxial compression of a number of large scale rock 
masses with varying joint geometries and material properties. Two methods have been 
used to represent the 3D rock mass using the 2D software. The axisymmetric method 
assumes a line of rotational symmetry about the left hand edge of the model. This 
represents a cylindrical rock mass similar to those used in laboratory tests, with a 
radius of 1m and height 5m. The plane strain method represents a geometry extending 
an infinite distance into the page, with a square cross section of side length 5m. While 
physically unrealistic for a laboratory test, this geometry was chosen for similarity 
with the UCG model presented in Chapter 5. 
 
Both models contain rock blocks of average side length 10cm, chosen to represent 
single intact rocks on a similar scale to those found at the Rocky Mountain 1 field trial 
site (Oliver, 1987). This set up gives approximately 500 blocks in the axisymmetric 
model and 2,500 in the plane strain model. The size of the models is sufficient to 
exceed the representative elementary volume (REV) (Min et al, 2004) of the system. 
Stiff metal plates 1m thick are placed along the top and bottom edges of the rock mass 
to ensure even transmission of axial strains. Lateral confining stresses are applied 
directly to the side walls of the rock mass to approximate the behaviour of a flexible 
membrane. Figure 4.6 shows the two model geometries. 
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Figure 4.6 - Test geometries of the axisymmetric and plane strain models. 
 
 
Intact rock blocks are simulated using a strain softening Mohr Coulomb constitutive 
relationship. As shown in Section 3.2.1, this constitutive relationship is required to 
reliably predict plastic strain effects. The stiff plates are modelled as an isotropic 
elastic material for simplicity. Joint behaviour is simulated using an area contact 
Coulomb slip model as this gives reliable predictions of tightly packed geological 
materials. Mechanical properties of the rocks, joints and stiff plates are given in Table 
4.1. Rock and joint values were chosen from UDEC’s internal database entry for 
sandstone. Sandstone was chosen as it was the predominant rock in the overburden of 
the Rocky Mountain 1 UCG field trial, used as a benchmark for the UCG model 
presented in Chapter 5 (Lindblom et al, 1990). The stiff plates have Poisson’s ratio 
and density equivalent to that of mild steel and an arbitrarily high Young’s modulus. 
This was selected to minimise the effects of plate deformation on model results. 
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Table 4.1 - Mechanical Properties for the intact rock material, rock joints and stiff 
plates in the laboratory scale models. 
 Mechanical Property Intact Rock Rock Joints Stiff Plates 
Density ρ (kgm-3) 2700 - 7000 
Young’s Modulus E (Pa) 1.93×1010 - 1.00×1012 
Poisson’s Ratio γ (-) 0.38 - 0.30 
Friction Angle ϕ (o) 27.8 30.0 - 
Cohesion C (Pa) 2.72×107 1.00×105 - 
Tensile Limit σT (Pa) 1.17×106 0.00 - 
Dilation Angle φ (o) 0.00 5.00 - 
Shear Stiffness kS (Nm
-1) - 1.00×109 - 
Normal Stiffness kN (Nm
-1) - 1.00×1010 - 
 
 
Testing is performed by holding the lower plate in place while the upper plate moves 
downwards at a constant velocity of 0.01ms-1. The models are found to have timesteps 
on the order of 1×10-6 s, giving very low strain rates of approximately 1×10-8 per 
iteration. This helps to maintain a minimal unbalanced force whilst ensuring a 
reasonable model runtime. Simulations run to an axial strain of 12%, or until block 
contact overlap tolerances are exceeded. Axial stress is measured at the base of the 
upper plate. Lateral displacement is measured at nine equally spaced locations along 
each side of the rock mass. Young’s modulus, yield stress, Poisson’s ratio and dilation 
angle were determined from unconfined results. Young’s modulus and Poisson’s ratio 
were determined over an axial strain range of 0.01% to 0.03%. Dilation angle is 
determined from the point of zero volumetric strain to an axial strain 0.02% greater 
than this.  
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4.2.2 Rock Mass Variations 
 
Eight joint patterns have been tested throughout this work, including an intact 
jointless pattern, 4 periodic patterns and 3 stochastically varying patterns. Sample 
geometries are shown in Figure 4.7. The Voronoi pattern is generated using UDEC’s 
inbuilt Voronoi tessellation algorithm. Further details on the two patterns based on the 
discrete fracture network (DFN, Figures 4.7g and 4.7h) are given in Section 4.2.4. 
Across all models, the representative edge length L is 10cm unless otherwise stated. 
For the Voronoi and DFN patterns, L is the mean edge length across the entire model. 
H and W refer to block height and width respectively. All of the DFN models used a 
consistent random seed to eliminate random variation from results. 
 
A total of 76 models have been tested under simulated laboratory conditions, 
including 53 axisymmetric models and 23 plane strain models. The axisymmetric tests 
investigated the behaviour of each of the joint patterns under a range of confining 
stresses to determine rock mass material parameters. The plane strain models 
investigate the effect of varying geometry, including the effects of changing 
geometric parameters of the nominally perpendicular (N-DFN) joint pattern. Further 
plane strain models examine the effects of joint mechanical properties on behaviour. 
Variations in joint friction angle, dilation angle and normal and shear stiffness were 
tested under identical conditions in an attempt to verify relationships between joint 
and rock mass properties. Two tests on intact patterns were also performed to 
compare model results with experimental data. Finally, repeatability studies of both 
axisymmetric and plane strain N-DFN models are performed to investigate the 
stochastic variability of the results. The full list of models tested is given in Table 4.2. 
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Figure 4.7a – Intact 
 
 
Figure 4.7b – Brickwork 
 
 
Figure 4.7c – Grid 
 
Figure 4.7d – Diamond 
 
 
Figure 4.7e – Hexagon 
 
 
Figure 4.7f – Voronoi 
 
 
Figure 4.7g – Isotropic Discrete 
Fracture Network (I-DFN) 
 
Figure 4.7h – Nominally 
Perpendicular Discrete Fracture 
Network (N-DFN) 
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Table 4.2 – Full list of modelled axial compression tests. 
Model(s) Name Geometry Pattern Material 
parameters 
1 – 7 Brickwork biaxial Axisymmetric Brickwork As Table 4.1 
8 – 14 Grid biaxial Axisymmetric Square As Table 4.1 
15 – 21 Diamond biaxial Axisymmetric Diamond As Table 4.1 
22 – 28 Hexagon biaxial Axisymmetric Hexagon As Table 4.1 
29 – 35 Voronoi biaxial Axisymmetric Voronoi As Table 4.1 
36 – 42 I-DFN biaxial Axisymmetric I-DFN As Table 4.1 
43 – 49 N-DFN biaxial Axisymmetric N-DFN As Table 4.1 
50 Brickwork uniaxial Plane Strain Brickwork As Table 4.1 
51 Grid uniaxial Plane Strain Square As Table 4.1 
52 Diamond uniaxial Plane Strain Diamond As Table 4.1 
53 Hexagon uniaxial Plane Strain Hexagon As Table 4.1 
54 Voronoi uniaxial Plane Strain Voronoi As Table 4.1 
55 I-DFN uniaxial Plane Strain I-DFN As Table 4.1 
56 N-DFN uniaxial Plane Strain N-DFN As Table 4.1 
57 Small blocks Plane Strain N-DFN L = 7.07cm 
58 Large blocks Plane Strain N-DFN L = 14.14cm 
59 Tall blocks Plane Strain N-DFN H/W = 2 
60 Wide blocks Plane Strain N-DFN H/W = 0.5 
61 Low joint friction Plane Strain N-DFN θ = 20.0o 
62 High joint friction Plane Strain N-DFN θ = 40.0o 
63 Low joint dilation Plane Strain N-DFN ψ = 0.0o 
64 High joint dilation Plane Strain N-DFN ψ = 10.0o 
65 Low normal stiffness Plane Strain N-DFN kN = 1×10
9 Nm-1 
66 High normal stiffness Plane Strain N-DFN kN = 1×10
11 Nm-1 
67 Low shear stiffness Plane Strain N-DFN kS = 1×10
8 Nm-1 
68 High shear stiffness Plane Strain N-DFN kS = 1×10
10 Nm-1 
69 Intact biaxial Axisymmetric Intact As Table 4.1 
70 Intact uniaxial Plane Strain Intact As Table 4.1 
71 – 73 Repeatability tests Axisymmetric N-DFN As Table 4.1 
74 – 76 Repeatability tests Plane Strain N-DFN As Table 4.1 
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4.2.3 Discrete Fracture Network Design 
 
The discrete fracture network (DFN) patterns (Figures 4.7g, 4.7h) are generated using 
a method based on the work of Min et al (2004). DFNs have been used in a number of 
successful mechanical and hydraulic models of rock masses (Baghbanan & Jing, 
2007; Bidgoli et al, 2013; Bidgoli & Jing, 2014; Blum et al, 2005). 
 
The N-DFN pattern contains two joint sets with normally distributed orientations; one 
with a mean angle of 0o and one with mean angle 90o. The isotropic I-DFN pattern 
contains a single joint set with a uniformly distributed angle between 0o and 180o. The 
position of the centre point of each joint is distributed in a uniformly random manner 
within the rock mass. The number of joints within each set is determined by a user 
defined joint density. The length of each joint follows a power law distribution with 
minimum and maximum cut-offs: The number N of fractures larger than length L is 
given as: N = 4L-k, where k is an empirically derived constant with value 2.2 (Min et 
al, 2004). The input parameters used in the two DFNs are given in Table 4.3. 
Parameters were chosen to give a mean block edge length of 10cm. Block edge length 
is a complex function of the density, orientation and length of joints, so choosing 
input parameters is often a process of trial and error. 
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Table 4.3 – Geometric parameters for the two joint patterns based on discrete fracture 
networks. 
Parameter N-DFN I-DFN 
Joint Set 1 Joint Set 2 
Joint Mean Angle (o) 0 90 90 
Standard Deviation in Angle (o) 10 10 180 
Joint Minimum Length (m) 1.70 1.70 1.70 
Joint Maximum Length (m) 5.00 5.00 5.00 
Joint Density (m-2) 5.0 5.0 9.0 
 
 
The random numbers used to generate the DFN patterns are found using a Poisson 
process, as shown in quation 4.1. This gives a good approximation of a uniform 
distribution and allows any model to be repeated, provided that the initial random 
seed is preserved. The initial seed R1 for the process is determined from the system 
clock. This is accurate to 1/100th of a second and covers a 24 hour period, making it 
extremely unlikely that two separate models would ever share the same seed. 
 
𝑅𝑛+1 = 27𝑅𝑛 − 𝑖𝑛𝑡(27𝑅𝑛)       (4.1) 
 
In order to verify the randomness of the Poisson process, a simple test has been 
performed. Ten sets of 1,000 consecutive random numbers between zero and one 
were generated using the process. Table 4.4 compares the mean and variance of these 
sets with those of the ideal uniform distribution. In addition, the coefficient of 
determination (COD) for the plot of Rn against n is given for each set. 
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The results show that the Poisson process is a sufficient method for generating sets of 
uniformly distributed random numbers for use in the DFNs. In all cases the mean and 
variance of the sets are well within 10% of the ideal value, and the largest coefficient 
of determination is well below 1%. The use of the system clock is seen to be a valid 
method for generating the random seed, with over 8 million unique values obtainable 
in any 24 hour period. 
 
Table 4.4 – Statistical data on random number sets generated using the Poisson 
process. 
Set Mean Variance COD 
1 0.500 0.085 0.00023 
2 0.516 0.082 0.00422 
3 0.500 0.088 0.00070 
4 0.496 0.085 0.00111 
5 0.500 0.084 0.00155 
6 0.495 0.081 0.00064 
7 0.502 0.083 0.00006 
8 0.518 0.080 0.00257 
9 0.504 0.080 0.00002 
10 0.513 0.082 0.00353 
Ideal  0.500 0.083 0.00000 
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4.3 SIMULATED COMPRESSION TESTING RESULTS 
4.3.1 Axisymmetric Results 
 
Models 1 through 49 used biaxial testing to investigate the effects of joint pattern on 
rock mass material properties. Considerable differences in compressive yield strength 
and rock mass dilation angle were seen between different geometries. The brickwork 
and grid patterns in particular showed very different behaviour to other patterns, with 
order of magnitude differences in yield strength and Poisson effect. Material 
properties derived from these tests are given in Table 4.5. As shown in Figure 4.8, the 
mechanical behaviour of the rock mass depends heavily on the proportion of joints 
oriented normally, tangentially or obliquely to the applied strain. Sections 4.3.1.1 
through 4.3.1.4 explore this effect in detail for each of the derived material properties. 
 
 
Table 4.5 – Rock mass material properties derived from simulated triaxial testing. 
Geometry E 
(Pa) 
σC 
(Pa) 
θ 
(o) 
C 
(Pa) 
σT,max 
(Pa) 
γ 
(-) 
ψ 
(o) 
Brickwork 1.58×109 6.74×107 61.6 8.54×106 4.63×106 0.019 55.2 
Grid 1.72×109 2.57×107 65.1 2.83×106 1.31×106 0.020 77.5 
Diamond 1.07×109 1.01×106 54.6 1.61×105 1.15×105 0.112 38.8 
Hexagon 1.37×109 8.56×106 67.7 8.43×105 3.46×105 0.100 59.3 
Voronoi 1.23×109 1.34×106 61.0 1.73×105 9.58×104 0.110 54.2 
I-DFN 1.48×109 8.03×105 52.6 1.36×105 1.04×105 0.100 38.0 
N-DFN 2.68×109 2.02×106 57.5 2.94×105 1.87×105 0.075 53.3 
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Figure 4.8 – Key effects of joint orientation on mechanical properties derived via 
axisymmetric compression testing. 
 
 
4.3.1.1 Effects of Joint Pattern on Strength 
 
Figures 4.9 and 4.10 show the stress/strain relationships for joint patterns with high 
and low compressive strength . Note the considerable difference in compressive 
strength between the two figures. The majority of the patterns are seen to behave in 
the expected manner for a brittle material such as rock under low confining pressure: 
Initial elastic behaviour at low strain is followed by sudden brittle failure and a 
considerable reduction in stress. In some models however, strain continues to 
accumulate after failure under a reduced value of stiffness to give an overall strain 
softening behaviour. 
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Figure 4.9 – Stress/strain relationships seen under axisymmetric testing for patterns 
with high yield strength. 
 
 
 
Figure 4.10 – Stress/strain relationships seen under axisymmetric testing for patterns 
with low yield strength. 
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A strong correlation can be seen between yield strength and joint angle. Patterns 
consisting solely of purely horizontal and vertical joints (i.e. the brickwork and grid 
models) have considerably higher yield strengths than all other patterns. The hexagon 
pattern, in which every third joint is vertical, is also seen to be notably stronger than 
the remaining patterns. Of the remaining geometries, the N-DFN pattern (containing 
predominantly perpendicular joints) is seen to be the strongest. It is therefore seen that 
the presence of normally oriented joints (i.e. those at 0o and 90o angles to the applied 
force) considerably strengthens the rock mass, for the following reason: 
 
In all tests, strain is applied in the vertical direction. In the majority of cases failure 
occurs by separation along vertical or obliquely angled joints, as seen in Figure 4.11. 
Given that all joints have identical material properties, compressive strength must be a 
function of joint orientation. It is thought that the principal mechanism behind this 
effect is that of strain transfer from the vertical to the horizontal direction. 
 
 
Figure 4.11 – Failure state of an axisymmetric model using the N-DFN joint pattern. 
138 
 
Consider a single joint, at an angle ϕ to the horizontal. This joint is part of a rock mass 
subjected to an axially applied strain εa. It can be shown that the total displacement of 
this joint in the horizontal (x) and vertical (y) directions are given by Equations 4.2 
and 4.3 respectively. The full derivation of these equations is given in Appendix B.1. 
 
𝑢𝑥 =
𝐸𝜀𝑎𝐴
2
(
1
𝑘𝑠
−
1
𝑘𝑛
) sin(2𝜙)       (4.2) 
 
𝑢𝑦 = 𝐸𝜀𝑎𝐴 (
cos2(𝜙)
𝑘𝑛
+
sin2(𝜙)
𝑘𝑠
)      (4.3) 
 
Where A is the surface area of the joint. 
 
The sin(2ϕ) term in Equation 4.2 predicts a maximum horizontal displacement when 
joint angle ϕ = 45o, and zero horizontal displacement when ϕ = 0 or 90o. Given that 
the majority of models fail by horizontal movement, this explains why patterns 
containing normally oriented joints tend to be stronger than those with many oblique 
joints. This suggests that the diamond and I-DFN patterns should be the weakest 
geometries and the grid/brickwork patterns should be strongest, agreeing with the 
results seen in Figures 4.9 and 4.10. Given the difference between the grid and 
brickwork results (which have identical joint orientations), some other factor must 
also control failure however. 
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4.3.1.2 Effects of Joint Pattern on Stiffness 
 
Rock mass Young’s modulus is seen to vary considerably less with joint orientation 
than rock mass strength, suggesting that the fracture pattern has a minor effect on 
material stiffness. Definite trends can be observed however, as square based patterns 
tend to have the highest stiffnesses, while those with many oblique joints are softer. It 
is of note that the N-DFN pattern has a substantially higher stiffness than all other 
patterns, including the grid and brickwork geometries. Given that this pattern contains 
fewer normally orientated joints than these models, some other effect must be 
influencing stiffness. Block interlocking may be a factor, as the N-DFN pattern 
produces a number of points at which this may occur. Further investigation is thus 
recommended to determine the cause of the trend in rock mass Young’s modulus. 
 
4.3.1.3 Effects of Joint Pattern on Failure Criteria 
 
Figures 4.12 and 4.13 show the relationship between yield strength and confining 
pressure for each joint pattern. These relationships are used to examine the effects of 
geometry on friction angle, cohesion and maximum tensile strength of the rock mass. 
It is of note that the I-DFN and N-DFN curves show a more variable gradient than the 
other patterns. This is simply due to the stochastic nature of these patterns increasing 
the amount of uncertainty in model results. Interesting behaviour is also seen with the 
grid pattern, as an apparent discontinuity in strength occurs at low confining 
pressures. As with unconfined failure behaviour, it is interesting to note that this is not 
observed with the brickwork pattern. 
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Figure 4.12 – Compressive yield stress as a function of confining pressure under 
axisymmetric testing for patterns with high yield strength. 
 
 
 
 
Figure 4.13 – Compressive yield stress as a function of confining pressure under 
axisymmetric testing for patterns with low yield strength. 
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Across all geometries, rock mass friction angle is seen to be much greater than that 
given by either the intact rocks or joints (as given in Table 4.1). Values given for the 
rock masses tend to be of an order similar to the sum of the rock and joint values 
(57.8o), suggesting that the frictional resistance of the rock mass may be found 
through some additive function based on these component values.  
 
Trends in rock mass friction angle are harder to define than those for other material 
parameters. As with unconfined compressive strength, patterns consisting of mainly 
horizontal and vertical joints tend to have higher values of friction angle than those 
containing many oblique joints. It is of note however that the hexagonal pattern shows 
the highest value of friction angle, despite only one in three joints meeting this 
criterion. This observation suggests that the presence of vertical joints may be the 
deciding factor in rock mass friction. This may be explained by considering how 
confining pressure relates to the geometry of the rock mass: 
 
In the biaxial tests, confining pressure is applied in the horizontal direction. As such, 
the force is applied most effectively against vertical joints. Because this force acts 
against the failure of the rock mass, vertical joints effectively contribute the most to 
the strengthening effect of confining pressure. As friction angle relates the yield 
strength of a material to an applied confining stress, vertical joints are therefore seen 
to give the greatest increase in rock mass friction angles. 
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Cohesion refers to the yield strength of a material under unconfined conditions. As 
mentioned in Section 4.3.1.1, it is the yield strength of the normally oriented joints 
that gives the largest contribution to rock mass compressive strength. As such, 
discussions of the effect of joint pattern on cohesion are identical to those for 
unconfined compressive strength. Given that the maximum tensile strength σT is found 
as a function of friction angle and cohesion, discussions of the effects of geometry on 
this property are also covered in this section. 
 
4.3.1.4. Effects of Joint Pattern on Lateral Expansion 
 
The lateral expansion behaviour of a material under compression depends on the 
values of material Poisson’s ratio and dilation angle. These properties predict the 
extents of lateral expansion in the elastic and plastic regimes respectively. Figures 
4.14 and 4.15 plot the volumetric/axial strain relationships for the patterns showing 
high and low extents of peak strain. As with other properties, square based geometries 
are seen to give extremes of expansion behaviour.  
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Figure 4.14 – Volumetric/axial strain relationship under axisymmetric testing for 
patterns showing high axial yield strains. 
 
 
 
 
Figure 4.15 - Volumetric/axial strain relationship under axisymmetric testing for 
patterns showing high axial yield strains. 
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Poisson’s ratio represents the amount of lateral strain observed per unit elastic axial 
strain, as shown in Equation 4.4: 
 
𝛾 = −
𝛿𝜀𝐿
𝛿𝜀𝐴
         (4.4) 
 
In all of the rock masses tested, the measured Poisson’s ratio is considerably lower 
than that of the intact rock elements. This can be explained by considering the axial 
strain of the entire rock mass compared with that of the intact blocks. For a rock mass, 
the total axial strain is found from the contributions of blocks and joints, as shown in 
Equation 4.5. Note that this assumes joints have negligible thickness. 
 
𝜀𝑎,𝑡𝑜𝑡 =
1
∑ 𝐻𝐵𝐵
[∑ (𝐻𝐵𝜀𝑎,𝐵) + ∑ 𝑈𝑎,𝐽𝐽𝐵 ]     (4.5) 
 
Where: 
 
H Height   (m) 
U Displacement  (m) 
ε Strain   (-) 
 
Subscripts: 
 
B = Blocks 
J = Joints 
a = Axial 
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In effect, Equation 4.5 states that the total strain on the rock mass εa,tot, is greater than 
the sum of the strains on the intact blocks. This difference becomes greater as the 
degree of jointing increases. This increase in the value of εa gives a corresponding 
decrease in the value of γ (as calculated by Equation 4.4), compared with that for the 
intact rocks. In essence, much of the axial strain applied to the rock mass is taken up 
by the joints as opposed to the rocks. As such, the Poisson’s ratio of any given rock 
mass will always be smaller than that of its constituent particles. This is true for real 
rock masses as well as those simulated in DEM (Hoek, 2001). 
 
While all geometries show low values of Poisson’s ratio, the grid and brickwork 
patterns are seen to be particularly incompressible. This can be explained by Equation 
4.2, which suggests that models containing purely horizontal and vertical joints would 
not show elastic horizontal expansion. The expansion that is seen in these models is 
primarily caused by the Poisson effect of the blocks themselves. The N-DFN pattern 
shows the lowest Poisson’s ratio of the remaining geometries. This is expected given 
the prevalence of horizontal and vertical joints in this pattern. The diamond pattern, 
containing purely oblique joints, shows the highest value. With the exception of the 
grid and brickwork geometries, Poisson’s ratio was similar across all geometries. This 
suggests that joint orientation only has an effect on this value up to a certain point, 
after which other effects dominate.  
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Rock mass dilation refers to the increase in volume of the rock mass under plastic 
strain. In all of the models tested, dilation is observed in the sudden transition from 
volumetric contraction to expansion at the point of shear yielding. For all joint 
patterns, dilation angle is seen to be much greater than that of the individual joints, as 
given in Table 4.1. Measured values of dilation angle are also seen to be greatest for 
those patterns containing few oblique joints. The high levels of dilation in such 
models are caused by the complete separation of the outermost rock blocks from the 
main rock mass. These blocks tend to have a horizontal velocity after failure, such 
that their displacement from the rock mass increases over time. The motion of these 
blocks quickly comes to dominate the dilation process, contributing a much greater 
volume increase than simple shear dilation along joints. A more precise understanding 
of rock mass dilation is difficult to achieve due to difficulties in accurately measuring 
volumetric expansion using only a small number of displacement measuring points. 
 
4.3.2 Plane Strain Results 
4.3.2.1 Comparison of Axisymmetric and Plane Strain Results 
 
Models 50 through 56 repeated the unconfined compression tests of various joint 
patterns using a plane strain geometry. The plane strain assumption was chosen as it is 
required for the UCG model, while the axisymmetric model is a more realistic 
representation of an actual lab scale test. Stress/strain and volumetric/axial strain 
behaviours were qualitatively similar to those seen under axisymmetric compression, 
however a number of quantitative differences are observed. Table 4.6 lists the derived 
material properties for the joint patterns tested. 
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Table 4.6 - Derived material properties from plane strain compression testing for 
models with varying joint patterns. 
Geometry 
E 
(Pa) 
σC 
(Pa) 
γ 
(-) 
ψ 
(o) 
Brickwork 6.69×108 Not Reached 0.010 Not Reached 
Square 8.33×108 1.77×107 0.012 67.6 
Diamond 4.65×108 9.99×105 0.254 3.23 
Hexagon 6.57×108 1.08×107 0.246 4.58 
Voronoi 6.72×108 3.53×106 0.258 12.7 
I-DFN 5.91×108 8.85×105 0.253 4.99 
N-DFN 9.06×108 3.14×106 0.114 9.24 
 
 
While yield strength appears to be unaffected by the method of compression, rock 
mass stiffness is observed to be approximately half as large under plane strain testing 
for all patterns. Conversely, Poisson’s ratio is twice as large under plane strain testing, 
though the square based patterns still show incompressible behaviour. The difference 
seen with Poisson’s ratio can be explained with reference to the plane strain 
assumption. In an axisymmetric model, the lateral expansion of the rock mass can 
occur in both dimensions orthogonal to the vertical axis. In the plane strain model, it 
is assumed that no motion occurs into the plane of the page. As such, in order to 
maintain the same degree of volumetric expansion, Poisson’s ratio must be twice as 
large in the plane strain model as in the axisymmetric model. The reduction in 
Young’s modulus is believed to be caused by a similar effect, as the lateral forces 
resisting axial strain in the rock mass would only be half as strong for similar reasons. 
Although the plane strain assumption is less, it is sufficient for use in the UCG model, 
and therefore is acceptable in tests related to this model. Given the differences in 
results, it is recommended that the mechanical properties of the UCG model should be 
based on axisymmetric results to avoid a doubling of the plane strain effect. 
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Dilation angle is also seen to be considerably smaller under plane strain testing than 
under axisymmetric testing, though square based patterns still show extreme values. 
Dilation angles measured under plane strain compression were seen to be of an order 
similar to that given for the joints. This suggests that large scale horizontal block 
motion is rare under plane strain conditions, with rock mass volumetric expansion 
being driven principally by the dilation of the joints. In many cases it was seen that 
plane strain models did not undergo the same extent of horizontal separation as the 
comparative axisymmetric model, confirming this suggestion.  
 
Finally, it is of note that the brickwork pattern never reached failure under plane strain 
testing. This model encountered overlap errors after approximately 9.5% axial strain. 
Increasing the value of overlap tolerance was not seen to solve this issue. As such, 
distinct values for compressive strength and dilation angle cannot be derived for this 
pattern. Due to their simplicity, square based joint patterns are often used in discrete 
element models (Coulthard and Dutton, 1988; Keilich et al, 2006). Given the results 
above however, it is suggested that such patterns should not be used within regions of 
high stress, as they are incapable of fully realising plastic behaviours, calling the 
results of many previous models into question. 
 
Despite the above limitations, the general similarity between plane strain and 
axisymmetric results suggests that the methodology of incorporating material 
properties derived from axisymmetric testing into plane strain geomechanical models 
is justified. The appropriate selection of material properties for the UCG model is 
discussed further in Section 4.6. 
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4.3.2.2 Effects of Block Size on Mechanical Behaviour 
 
In addition to shape, the size and aspect ratio of distinct element blocks are shown to 
have a strong effect on the mechanical behaviour of the rock mass. Models 57 through 
60 investigated these effects by varying the densities of nominally horizontal and 
vertical joints in the N-DFN pattern under plane strain compression testing. This 
geometry was chosen as it gave good results in previous tests and has geometric 
properties which are easy to adjust. 
 
In the case of the small and large block models, joint density was doubled or halved in 
order to produce blocks with average areas equal to half or twice that of the base case. 
In the case of the tall and wide models, one density was increased while the other was 
decreased by a factor of √2. This produces blocks with an average area equal to that 
of the base case models, but in which the ratio of block height to block width is 
increased or decreased by a factor of two. Table 4.7 lists the derived material 
properties for these rock masses. 
 
Table 4.7 - Derived material properties from plane strain compression testing for 
models with varying block size and aspect ratio 
Geometry 
E 
(Pa) 
σC 
(Pa) 
γ 
(-) 
ψ 
(o) 
Base Case 9.06×108 3.14×106 0.114 9.24 
Small Blocks 6.73×108 1.78×106 0.113 9.07 
Large Blocks 1.10×109 4.47×106 0.144 9.94 
Tall Blocks 9.77×108 1.99×106 0.172 6.83 
Wide Blocks 5.63×108 5.26×106 0.194 29.85 
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Block size and aspect ratio are seen to affect rock mass strength and stiffness in 
predictable ways. Increased block size increases both Young’s modulus and 
compressive strength. This is to be expected, as larger blocks reduce the total number 
of joints in the rock mass. As such, behaviour depends more on the blocks (strong, 
stiff) than the joints (weak, soft). 
 
Increasing block width increases rock mass strength but decreases stiffness. The 
increase in strength can be explained by Equation 4.2. As blocks get shorter and 
wider, the number of horizontal joints (under normal stress) increases while the 
number of vertical joints (under shear stress) decreases, as shown in Figure 4.16. Due 
to the ratio of joint normal to shear strength (10:1), the increased number of horizontal 
joints increases the overall strength of the rock mass. 
 
 
 
 
 
Area = 0.16m2 
No. Blocks = 16 
No. Horizontal Joints = 3 
No. Vertical Joints = 3 
Area = 0.16m2 
No. Blocks = 16 
No. Horizontal Joints = 7 
No. Vertical Joints = 1 
 
Figure 4.16 – Effect of varying block aspect ratio on the numbers of horizontal and 
vertical joints in the model. Greater numbers of vertical joints increase the horizontal 
motion of the rock mass, promoting failure and thus reducing rock mass strength. 
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The decrease in stiffness with block width is more difficult to understand, but is 
predominantly caused by the increased number of horizontal joints causing the rock 
mass to depend more on joint behaviour than block behaviour. Although Equation 4.3 
suggests the shearing of vertical joints contributes the most to vertical motion, 
shearing may not yet have begun at the low values of strain under which Young’s 
modulus is derived. In addition, the reduced potential for block interlocking with short 
wide blocks also contributes to the reduction in stiffness. 
 
Table 4.7 suggests that rock mass Poisson’s ratio is not greatly affected by block size. 
Block aspect ratio is seen to alter the recorded values, but the lack of a clear trend 
suggests these differences are simply due to random variations. These results suggest 
that the Poisson effect within a rock mass depends entirely on the orientation of the 
joints (as in Equation 4.2) and is not affected by their number or length. Dilation 
angle appears to be very weakly related to block size, however there is a strong 
relationship between block aspect ratio and rock mass dilation angle. Short, wide 
blocks are seen to give a much greater extent of dilation than tall, thin blocks. This 
effect can be explained with reference to the conservation of block area. Assuming 
equal values of Poisson’s ratio, short, wide blocks undergo much greater lateral 
expansion than tall, thin blocks when both are compressed by the same height 
increment. As such, wide blocks contribute more to the post-failure expansion of the 
rock mass than tall blocks, therefore increasing rock mass dilation angle. 
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4.3.2.3 Effects of Joint Material Properties on Mechanical Behaviour 
 
Models 61 through 68 investigated the effects of joint material properties on the 
mechanical response of the rock mass. The influence of joint friction angle, dilation 
angle and normal and shear stiffnesses were tested under plane strain compression of 
the N-DFN geometry. Table 4.8 lists the mechanical properties derived from these 
models. 
 
Table 4.8 - Derived material properties from plane strain compression testing for 
models with varied joint mechanical properties. 
Model 
E 
(Pa) 
σC 
(Pa) 
γ 
(-) 
ψ 
(o) 
Base Case 9.06×108 3.14×106 0.114 9.24 
Low Friction 8.08×108 1.23×106 0.127 18.08 
High Friction 8.46×108 4.26×106 0.151 11.42 
Low Dilation 8.33×108 2.70×106 0.138 6.62 
High Dilation 8.13×108 2.24×106 0.127 12.31 
Low Normal Stiffness 1.38×108 1.07×106 0.021 16.51 
High Normal Stiffness 1.99×109 2.78×106 0.380* 6.94 
Low Shear Stiffness 4.99×108 1.31×106 0.346 8.94 
High Shear Stiffness 9.88×108 2.96×106 0.028 13.13 
*Due to this model reaching the volumetric turning point at very low axial strain, 
Poisson’s ratio has to be measured at lower strains than in other models. 
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These results suggest that joint friction and dilation angles have little effect on rock 
mass behaviour, with two exceptions: Firstly, joint friction angle is correlated with 
rock mass compressive strength. As mentioned previously, friction angle relates to the 
shear yield strength of a joint under a given normal stress. Given that many joints 
within the model fail in shear, this explains the observed correlation. Second, there is 
a correlation between the dilation angle of the joints and the rock mass. This is to be 
expected, as the dilation of single joints promotes that of the rock mass. 
 
Unlike joint friction and dilation angles, joint stiffnesses have a considerable effect on 
rock mass behaviour. Both normal and shear stiffnesses have a strong positive effect 
on rock mass Young’s modulus. This is explained with reference to Equation 4.3: As 
both stiffnesses are denominators in the calculation of vertical displacement, increases 
in stiffness reduce axial displacement and hence increase Young’s modulus. The 
relative importance of the two stiffnesses depends on the prevalence of joints at near 
horizontal and near vertical angles, based on the cos2 and sin2 terms in the equation.  
 
Both stiffnesses are also seen to have a positive effect on rock mass compressive 
strength, though it is of note that the strongest rock mass appears to be that given in 
the base case model. Given the inherent randomness of the N-DFN geometry, this 
discrepancy is seen to be predominantly due to random variations in the deformation 
of the joint pattern. The overall effect can be explained with reference to Equation 
4.2. Increased stiffnesses reduce the extent of horizontal motion, in turn leading to a 
reduction in joint separation and an increased material strength. As with Young’s 
modulus, the relative importance of the stiffness depends on the prevalence of near 
horizontal (failing in shear) and near vertical (failing in tension) joints. 
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Joint normal and shear stiffnesses appear to have opposing effects on the lateral 
expansion behaviour of rock masses. Increasing joint normal stiffness causes an 
increase in rock mass Poisson’s ratio and a decrease in rock mass dilation angle. The 
reverse is seen with joint shear stiffness. The influence of joint stiffnesses on the 
Poisson effect is explained by Equation 4.2: An increase in kS causes a decrease in the 
reciprocal term, which in turn causes an decrease in the total elastic lateral expansion 
and hence Poisson’s ratio. Conversely, the negative sign in front of the normal 
stiffness term causes the opposite effect, as observed.  
 
Effects of stiffness on dilation appear to oppose those of the Poisson effect. This 
opposition can also be observed in the results based on joint pattern, as given in 
Tables 4.4 and 4.5. This observation suggests some kind of causal link between the 
mechanisms of elastic and plastic lateral expansion, in which reductions in expansion 
during the elastic phase lead to increased expansion after failure. It is believed that 
this is effect is predominantly caused by the storage of strain energy in the rock mass. 
Models which undergo less elastic expansion are seen to reach higher levels of stress 
at failure. This stress then manifests as a greater extent of lateral motion in the post-
failure stage of compression, leading to an increase in rock mass dilation.  
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4.4 MODEL VALIDATION 
 
The observations and trends discussed in the previous sections relate only to rock 
masses simulated with UDEC (i.e. not real rock masses). In order to obtain confidence 
in this methodology when related to real rock material, validation against real world 
data and other techniques must be performed. Results of similar compression studies 
using different numerical methods agree well with both reality and the results given in 
this work (Rong et al, 2013; Tan et al, 2015). Given the highly variable behaviour of 
geologic materials under different conditions however; it is essential that any 
geotechnical model is proved to be internally valid before its results can be trusted. In 
order to ensure the validity of this model, a number of comparative tests have been 
performed. 
 
4.4.1 Comparison with Geological Strength Index 
 
Firstly, material properties derived by the axisymmetric simulations are compared 
with those obtained by the empirical geological strength index (GSI). Rock mass 
Young’s modulus, friction angle and cohesion are calculated according to the method 
of Hoek et al (2002), using GSI parameters given in Marinos et al (2007). Results of 
the comparison are given in Table 4.9.  
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Table 4.9 – Comparison of axisymmetric results with empirical predictions from 
Geological Strength index. 
Geometry E (Pa) θ (o) C (Pa) 
Brickwork 1.58×109 61.6 8.54×106 
Grid 1.72×109 65.1 2.83×106 
Diamond 1.07×109 54.6 1.61×105 
Hexagon 1.37×109 67.7 8.43×105 
Voronoi 1.23×109 61.0 1.73×105 
I-DFN 1.48×109 52.6 1.36×105 
N-DFN 2.75×109 57.5 2.78×105 
GSI 1.40×109 41.0 6.01×106 
 
 
Good agreement is seen between the GSI predictions and model results for rock mass 
Young’s modulus and cohesion, especially with the square based patterns. This is to 
be expected, given that many real rock masses contain predominantly horizontal 
joints. As such, the brickwork pattern is believed to give the most realistic material 
properties for a rock mass, although the use of the pattern itself in models under high 
stress is not recommended.  
 
It is of note that a considerable difference is seen between UDEC and GSI in terms of 
friction angle. This difference may be caused by the kinematic constraints of the 
axisymmetric model compared with a real (i.e. 3D) rock mass. As the UDEC model 
assumes identical behaviour in the two lateral dimensions, the effects of planes of 
weakness in certain directions may be ignored. In reality, these will weaken the rock 
mass somewhat at high confining pressures leading to a reduced friction angle 
compared with that predicted by UDEC. Considering the inaccuracies of the 
geological strength index and the inherent variability of real rock masses however, 
model results are considered to be accurate enough for all practical purposes. 
157 
 
4.4.2 Comparison with Experiment 
 
Two jointless models (69 and 70) have been tested and compared with experimental 
results from a triaxial test performed on Stanton Moor sandstone at the Nottingham 
Centre for Geomechanics. Stanton Moor sandstone is a fine to medium grained 
carboniferous millstone grit (Building Research Establishment, 2000) typical to the 
overburden above coal seams in the north of England. The results of this comparison 
are shown in Figure 4.17.  
 
 
Figure 4.17 – Comparison of stress/strain response between models and experiment. 
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It can be seen that the axisymmetric model agrees well with experiment in terms of 
failure prediction. Errors of 5.4% and 14.0% are seen for failure stress and strain 
respectively, well within the expected error margins for a geologic material (Cai, 
2011). The axisymmetric model is seen to somewhat overpredict stiffness however. It 
is believed that the lack of resolution of the rock microstructure (cracks, grain 
boundaries etc.) is the main reason for this difference. Given the high variability of 
real rocks however, the inaccuracies of the model are considered minor.  
 
The results of the intact plane strain model show considerably less agreement with 
experiment. Although model stiffness is reasonable in comparison with the 
axisymmetric case, the plane strain model greatly overpredicts the failure strength of 
the rock mass. Given the considerable differences in geometry however, close 
agreement between the plane strain model and reality was not expected.  
 
4.4.3 Repeatability Testing 
 
In order to better understand the variability of the model, a number of repeats of the 
N-DFN models have been performed. Models 71-73 repeated the axisymmetric test 
(model 43) while models 74-76 repeated the plane strain test (model 56). Tables 4.10 
and 4.11 show the variability in derived material parameters for each of these models. 
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Table 4.10 – Derived material properties and variability statistics for the 
axisymmetric repeatability study. 
Model 
E 
(Pa) 
σC 
(Pa) 
γ 
(-) 
ψ 
(o) 
Base case (model 43) 2.68×109 2.02×106 0.075 53.3 
Repeat 1 (model 71) 2.74×109 2.03×106 0.093 60.4 
Repeat 2 (model 72) 2.45×109 1.88×106 0.078 56.4 
Repeat 3 (model 73) 2.59×109 1.87×106 0.089 36.6 
Average 2.59×109 1.95×106 0.084 51.7 
Standard Deviation 1.47×108 8.68×104 0.009 10.5 
COV 5.7% 4.5% 10.7% 20.3% 
 
 
Table 4.11 – Derived material properties and variability statistics for the plane strain 
repeatability study. 
Model 
E 
(Pa) 
σC 
(Pa) 
γ 
(-) 
ψ 
(o) 
Base case (model 56) 9.06×108 3.14×106 0.114 9.24 
Repeat 1 (model 74) 8.32×108 2.43×106 0.143 13.57 
Repeat 2 (model 75) 8.77×108 3.66×106 0.139 13.98 
Repeat 3 (model 76) 7.88×108 3.34×106 0.129 11.58 
Average 8.51×108 3.14×106 0.131 12.09 
Standard Deviation 5.17×107 5.21×105 0.013 2.17 
COV 6.1% 16.6% 9.9% 18.0% 
 
 
In both cases it is seen that the variability in results is reasonably small, and generally 
within the range of variation expected for a geological material (Cai, 2011). The small 
number of repeats performed does reduce the reliability of these statistics however. 
As such, it is suggested that the results of further modelling work based on this pattern 
should be repeated a number of times to ensure reliable reporting.  
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Variations in Young’s modulus and Poisson’s ratio are seen to be reasonably small 
and unrelated to the geometric assumption used. Given that both of these properties 
are determined at low values of axial strain, this suggests that variations in the N-DFN 
geometry have little effect on the elastic behaviour of the material. Dilation angle is 
also seen to have a variability unrelated to the geometric assumption used, however 
the magnitude of this variability is considerably larger.  
 
Variability in dilation is partly due to differences in individual DFN patterns causing 
more or less horizontal motion at key locations in the rock mass. As mentioned in 
Section 4.3.1.4, accurate derivation of dilation angle is difficult using only a small 
number of displacement measuring points. This difficulty exacerbates the measured 
variability of dilation angle as the measurement points may or may not be nearest to 
the blocks which are undergoing the most dilation. The final parameter considered is 
the rock mass compressive strength. This is seen to vary considerably more under 
plane strain testing than axisymmetric testing. It is believed that this variation may be 
linked to the more ductile behaviour commonly seen in plane strain models (as 
evidenced by an increased Poisson’s ratio and reduced dilation angle), as this makes 
accurate determination of yield stress more difficult. 
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Despite the above considerations, the methodology of simulated triaxial testing to 
determine material properties is believed to be valid, given the inherent difficulties 
and variability seen with any method for the prediction of rock mass strength. The N-
DFN pattern is also seen to provide a reasonable means to account for this inherent 
uncertainty in modelling geological materials. Considerable reductions in variability 
for the axisymmetric model compared with the plane strain model suggest this 
geometry should be used for future determinations of rock mass properties. As such, 
material properties derived from axisymmetric simulations will be used in all future 
UCG models, and the N-DFN pattern will be used within the model to incorporate a 
random element into the results. 
 
4.4.4 Observations of Failure Behaviour 
 
In addition to its use in determining material properties, simulated compression 
testing allows us to gain a better understanding of the failure mechanisms of granular 
materials. Such tests are commonly performed using particle based DEM methods 
(Chen et al, 2016; Hadda et al, 2015; Liu et al, 2015), as these are more suited to 
investigating fracture and failure behaviour. Comparisons of the behaviour seen 
between the UDEC compression models and reality can be used as a means of 
validating UDEC results however. Andreev (1995) states that compressive failure of 
rock occurs in 6 distinct phases: 
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1. Microscopic cracks in the rock close, giving an increase in strain at low stress. 
2. Grains begin to deform elastically, giving an approximately linear stress/strain 
relationship. 
3. Fractures begin to propagate and dilation begins to occur, causing instabilities 
in the stress/strain curve. 
4. Fracture propagation accelerates, causing the stress/strain curve to level off. 
5. Brittle failure of the rock causes a sudden decrease in stress. 
6. Strain accumulates rapidly post-failure, with stress given by the residual 
strength of the rock. 
 
Figure 4.18 shows the stress/strain relationship for the axisymmetric N-DFN model 
(model 43). The close agreement between model results and expectations provides 
further evidence for the validity of simulated compression testing in UDEC. 
 
 
Figure 4.18 – Comparison of model results with the six stages of rock failure 
(Andreev, 1995).  
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4.5 MODEL LIMITATIONS 
 
While the overall result of the new model methodology appears to be a success, a 
number of limitations must be discussed: Firstly, it is seen that the choice of 
assumption used to represent a 3D material in 2D space has a profound effect on 
material behaviour, especially with regards to plastic lateral expansion. Although the 
axisymmetric assumption more closely resembles reality, care should be taken 
applying results obtained using this method to large scale models represented by the 
plane strain assumption. Second, the reported results of all tests are seen to be highly 
sensitive to random perturbations of the model. This is especially notable with the 
stochastically based I-DFN and N-DFN geometries, but effects are also observed in 
the stress/strain response of fully deterministic patterns due to the semi-random nature 
of failure mechanics. 
 
Finally, considerable uncertainty is introduced into the derived material properties by 
the method of their calculation from stress/strain and volumetric/axial strain graphs. 
The turning points and gradients of these graphs can be difficult to accurately 
determine, and the uncertainty this causes is often amplified by their conversion into 
material properties. The difficulty in calculating accurate material properties is also 
greatly affected by the inherent randomness of the model behaviour. These 
inaccuracies are similar to the variability seen in reality however, such that the 
simulated results are often of an accuracy comparable to that achievable by 
experiment. 
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It is important to note that errors inherent in this methodology have the potential to 
introduce even larger errors into the results of any model based on this work, 
including the UCG model detailed in the remainder of this thesis. Conversely, 
currently used empirical models also show very high degrees of variation and low 
accuracy, often due to their user based decision making requirements. In addition, real 
world rock masses can often vary considerably over short distances, such that 
accurate depictions of material properties are not possible without fully representing 
every individual rock within the assembly. As previously mentioned, the inaccuracies 
of the model are comparable to real word variability (Cai, 2011). Given these 
considerations, it is believed that the accuracy of these simulations are appropriate for 
the end use of the methodology. Some random variability in model results is desired, 
as this reflects the inherent variability of real rock masses. The use of the N-DFN 
pattern in future modes should be sufficient to achieve this degree of variability. 
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4.6 PARAMETER SELECTION 
 
Results of both axisymmetric and plane strain simulations have been used to inform 
the selection of rock mass material properties and block geometry for use in the UCG 
model. This section explains and justifies the decisions made in this regard. 
  
In order to maintain accuracy whilst limiting runtime, the UCG model geometry is 
broken into two distinct regions. The region near the cavity must have a high joint 
density and a degree of randomness to account for the largely unknown fracturing 
behaviour caused by the UCG process. Less resolution is needed further away from 
the cavity, therefore the joint pattern is this region can be simplified. Both regions 
should still show an appropriately brittle response and give a realistic depiction of 
geomechanical behaviour. For these regions the final model uses an N-DFN pattern 
within the highly fractured region near the cavity, while a brickwork pattern with a 
considerable reduction in joint density is used in the region far from the cavity. 
 
The N-DFN pattern was chosen for four principal reasons: Firstly, the geometry is 
somewhat representative of real rock mass stratification. Secondly, the material 
behaviour of the pattern, while generally weaker than square based geometries, still 
gives an appropriately brittle rock mass response. Third, the stochastic nature of the 
N-DFN pattern allows for relatively simple fine-tuning of the random elements of 
rock mass behaviour. Finally, the inherent randomness of the N-DFN pattern provides 
a simple means to simulate the variability observed in real rock materials. 
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The brickwork pattern was chosen for the coarse region of the model as this geometry 
tends to show behaviour closest to that expected for a real rock mass. As mentioned in 
Section 4.3.2.1, the use of the brickwork pattern is not recommended in any regions 
undergoing large stresses. Given that the coarse region is a low stress area, it is 
believed that the use of this pattern is justified in this case. 
 
In both regions of the model, rock mass properties were based on the axisymmetric 
result for the brickwork pattern. Identical properties were used in both regions to 
maintain the stability of the model. Axisymmetric brickwork properties were chosen 
as they most closely resemble the behaviour of a real rock mass. The agreement 
shown between the brickwork results and the predictions of the GSI method are taken 
as a justification for this decision. Axisymmetric results were used as these models 
more closely resembled a realistic test geometry. In addition, given that the UCG 
model uses the plane strain assumption, axisymmetric results were chosen to avoid 
the doubling of the weakening effect seen in Section 4.3.2.1. 
 
The only exception to the above decision is the rock mass dilation angle. Given the 
extreme values reported for the axisymmetric models, a plane strain result was 
chosen. As both of the square based patterns showed unphysically high dilation 
angles, the result for the N-DFN pattern was used. This pattern was chosen as it is 
geometrically similar to the square based patterns but does not show an extreme 
result. The full set of material properties for the UCG model are given in Table 4.12. 
 
Table 4.12 – Derived material properties to be used in the full UCG model. 
ρ (kgm-3) E (Pa) θ (o) C (Pa) σT (Pa) γ (-) ψ (o) 
2700 1.58×109 61.6 8.54×106 4.63×106 0.019 9.24 
167 
 
4.7 CONCLUDING REMARKS 
This work aimed to investigate the effect of joint patterns on rock mass material 
properties and develop a methodology for the selection of these properties and 
patterns for use in DEM models. Validation studies comparing simulation results with 
experiment verify the methodology, while similarities between model results and 
empirical correlations show that the method produces usable material parameters. 
Although a number of issues limit the accuracy of the methodology, this is considered 
reasonable in comparison with the inherent variability of rock mass properties in 
reality. 
 
Model results show that the mechanical properties of a rock mass depend heavily on 
the ratio of fractures oriented normally, tangentially and obliquely to the direction of 
applied strain. The ratio of joint shear to normal stiffness also has a profound effect on 
behaviour which is intrinsically linked to geometric properties. Joint dilation angles 
are also shown to have a notable influence on the overall mechanical response of rock 
masses. The mechanisms behind these effects have been explored and simple 
relationships have been drawn which allow for the prediction of rock mass 
displacements based on the orientation and stiffness of the joints contained. These 
relationships also allow for a qualitative understanding of how these parameters 
control the strength, brittleness and lateral expansion behaviour of the rock mass. 
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In addition to the determination of material properties, this work proposes a new joint 
pattern based on the discrete fracture network. This geometry allows for the realistic 
modelling of fractured rock masses without the need for excessive numbers of 
fractures. The stochastic nature of the pattern allows models to be based on available 
statistical site data and can account for local variations across a site. The random 
nature of the pattern also allows for a realistic representation of the variability 
inherent in real rock masses. The use of both the N-DFN geometry and the new 
material properties should allow for greater confidence in the modelling of highly 
fractured rock masses where the exact pattern of fracturing is unknown. Chapter 5 
shows how these principles are applied to the modelling of UCG. 
 
It is suggested that further work in the modelling of simulated compression tests 
should be performed in order to improve the accuracy of the method and further prove 
its validity. Investigations into the effects of other properties, such as fracture 
cohesion, the variability of joint angles and the choice of constitutive model could 
provide greater insight into the behaviour of rock masses simulated using DEM. An 
extension of this work to cover investigations into the hydraulic behaviour of rock 
masses is also suggested. Finally, the application of this methodology to other rock 
materials (as opposed to sandstone as used in this work) could be performed in order 
to develop a database of reduced material properties or empirical correlations for 
various rock types. Such a database could be very useful for future efforts to model 
the behaviour of heavily jointed rock masses. 
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5. MODEL DEVELOPMENT 
 
SUMMARY 
 
This chapter discusses the development of the coupled mechanical, hydraulic and 
thermal aspects of the underground coal gasification (UCG) model created with the 
Universal Distinct Element Code (UDEC). Discussions cover the decisions made with 
regards to model geometry, material properties, boundary and initial conditions and 
the development of new functionality within UDEC for both mechanical and thermal 
simulations. A number of limitations of the software are presented, and methods for 
overcoming these are discussed. Throughout the chapter, the conflicting issues of 
model accuracy, stability and runtime and analysed and conclusions are drawn about 
how these issues should be addressed. With careful model design and the inclusion of 
new functionality, UDEC is shown to be more than capable of modelling the 
complexities of UCG’s impact on the local environment.   
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5.1 MODEL STRUCTURE 
5.1.1 Order of Operations 
 
As mentioned in Section 3.2.1, mechanical simulations in UDEC work by finding the 
equilibrium state of the rock mass both before and after excavation. Ground 
movements are then determined as the difference in the displacements found at these 
states. In the UCG model, the rock mass is simulated at 3 distinct stages: 
 
1. Before – the initial equilibrium stage, before gasification begins. 
2. After – the state of the model after gasification ceases. 
3. Final – the state of the model after the rock mass has cooled down and 
groundwater pressures have reverted to their initial values. 
 
This formulation allows the model to simulate the environmental damage caused by 
the UCG operation over the full life cycle of the process, including decommissioning. 
Results can be analysed at each of the three stages, and comparisons drawn between 
any two points in time. In addition to the three calculation stages, a number of 
auxiliary steps are required. Figure 5.1 shows the individual steps involved in the 
entire model. Numbers in brackets refer to the section of the thesis in which further 
details on the relevant step are given. 
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Figure 5.1 – Schematic description of the calculation steps involved in the fully coupled thermal/hydraulic/mechanical UCG model. 
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5.1.2 Data Requirements 
 
In order to produce results a great deal of input data are required by the model, 
however the accuracy of the model is limited by uncertainties in this data. In order to 
minimise the risks of erroneous calculations from incorrect data, the number of user 
entered values has been minimised. Wherever possible, modelling parameters are 
derived from their relationship with other properties, rather than being entered by the 
operator. In other cases, constant values have been chosen to give appropriate results. 
For a simple, single cavity UCG model, the variables which must be entered by the 
user are shown in Table 5.1. The base case values were chosen based on field 
measurements from the Rocky Mountain 1 field trial site (Lindblom et al, 1990; 
Mason et al, 1987). This site was chosen as a benchmark case for the UCG model as a 
considerable amount of published geological and geometric data are available from 
this trial. 
 
Table 5.1 – Required input variables for fully coupled UCG model. 
Variable Value (base case) 
Cavity Height (m)1 14.2 
Cavity Width (m)1 12.4 
Cavity Depth (m)1 98.4 
Water Table Depth (m)2 27.6 
Site Permeability (mD)2 5.29 
1 – Lindblom et al, 1990. 2 – Mason et al, 1987. Site permeability data are 
geometrically averaged. 
 
 
173 
 
5.1.3 Data Produced 
 
The fully coupled UDEC model produces a large quantity of data at each of the three 
stages mentioned in Section 5.1.1. Table 5.2 lists the important outputs produced and 
the locations at which they are measured. Many more properties can also be extracted 
from the model and used in analysing rock mass behaviour, including forces, stresses, 
displacements, flow rates, pressures and joint apertures. 
  
Table 5.2 – Important output data obtained from the coupled UDEC model of UCG. 
Output Locations 
Surface Displacement 50 equally spaced points along the top edge of the model 
Groundwater Pressure At every domain within the model 
Rock Mass Temperature At every intact block within the model 
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5.2 MODEL GEOMETRY 
5.2.1 Site Geometry 
 
Site geometry refers to the large scale features of the model, including its total width 
and height. These properties are derived from the cavity geometry given in Table 5.1. 
As mentioned in Section 4.6, the model is broken into ‘coarse’ and ‘fine’ mesh 
regions in order to reduce runtime whilst retaining accuracy. Figure 5.2 shows the 
model geometry. Numbers in brackets refer to those from the Rocky Mountain 1 
model (Lindblom et al, 1990). The effects of variations in these geometric properties 
are investigated in Chapter 8. The overall shape of the cavity is assumed to be 
identical in all models, though the dimensions of height, width and depth may vary. 
 
The dimensions of the model varied throughout the creation process. The final values 
used were chosen in an attempt to give as accurate a model as possible whilst 
retaining a runtime under 24 hours. Model width is set at 2.5 times the predicted 
width of the subsidence trough (as given by the angle of draw) to avoid the influence 
of boundary conditions on results. Determining model width in this manner allows the 
model to operate on cavities of any given depth. The factor of 2.5 was chosen based 
on the results of initial parametric studies presented in Chapter 6. Model height is 
determined by the depth and height of the cavity, however the distance between the 
cavity floor and the model base must be manually defined. The model uses a 
separation equal to the cavity height, as this is seen to be sufficient to realise the 
extent of heaving below the cavity. The height and width of the discrete fracture 
network (DFN) region are set at 4 and 3 times the cavity dimensions. Investigations 
into the effect of varying these dimensions are presented in Section 6.3 
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Figure 5.2 – Site geometry calculations for the base case UCG model. 
 
Where: 
 
D Depth   (m) 
H Height   (m) 
W Width   (m) 
γ Angle of Draw  (o) 
 
Subscripts: 
 
B Bottom 
C Cavity 
D Discrete Fracture Network 
M Model 
T Top 
W Water Table 
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5.2.2 Block Geometry 
 
As shown in Chapter 4, the size and shape of the individual blocks within the UDEC 
model can greatly affect results. A discussion of the selection of appropriate block 
shapes is given in Section 4.6. In order to maintain consistency between sites, block 
sizes in both regions of the model are defined as functions of cavity geometry. 
Regardless of the size or depth of the cavity, all models are designed to contain 
approximately 2,000 blocks in the fine (N-DFN) region and 200 blocks in the coarse 
(brickwork) region. These values were chosen as a compromise between runtime and 
accuracy. Smaller blocks allow for more accurate temperature and pressure 
distributions, however they also give a considerable increase in runtime. Smaller 
blocks are also seen to affect subsidence results as model behaviour becomes more 
dependent on joints (weak) rather than blocks (strong). The use of deterministic 
(rather than arbitrary) geometry greatly reduces the effect of model design on results, 
increasing confidence that observed trends are due to changes in cavity shape rather 
than properties such as joint density, which are not based on measured quantities of 
the site. Table 5.3 shows how block geometry is determined in the model. Further 
investigations into the effects of block size are given in Section 6.4. 
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Table 5.3 – Determination of block geometric parameters in the UDEC model. 
Fine region property Calculation Base case value 
Joint density (m-2) 𝜌𝐽 =
2 √2000
(𝑊𝐷𝐻𝐷)1.012
 0.077 
Joint maximum length (m) 𝐿𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝐻𝐷, 𝑊𝐷)  56.8 
Joint minimum length (m) 𝐿𝑚𝑖𝑛 = 𝐿𝑚𝑎𝑥 3⁄   18.9 
Joint set angles (o) Fixed 0 ± 10; 90 ± 10 
Coarse region property Calculation Base case value 
Block height (m) 𝐻𝐵 = 𝐻𝑀 20⁄   6.34 
Block width (m) 𝑊𝐵 = 𝑊𝑀 10⁄   73.4 
 
 
The calculations used to determine the DFN joint geometry were chosen based on 
experience and recommendations from the literature. As mentioned in Section 4.2.4, 
the N-DFN pattern contains two sets of joints oriented perpendicular to each other. 
The standard deviation of both sets is set at 10o as this was seen to give appropriate 
behaviour. Maximum and minimum lengths are based on the suggestions of Min et al, 
(2004). Joint density is designed to give a constant number of joints across all models 
and depends on a number of factors. The factor of 2 represents the fact that each block 
has an average of 4 joints (2 of each joint set). 2000 is the target number of blocks in 
the DFN. The square root is required to convert the number of blocks (2D) into edges 
(1D). Initially the area of the DFN was used as the denominator, however this caused 
larger models to produce too many joints. The exponent 1.012 was found to give 
stable behaviour over a wide range of DFN sizes. The sizes of coarse blocks were 
chosen to give appropriate behaviour without increasing runtime. Investigations into 
the effects of DFN and coarse region block geometry are given in Chapter 6. 
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5.2.3 Zone Density 
 
In a fully deformable analysis, zones act as the fundamental unit of model geometry. 
As shown in Section 3.2.2.1, zone density can have a considerable effect on model 
behaviour. UDEC automatically generates zones within each block and attempts to 
keep zone sizes approximately uniform throughout each region of the model.  In 
UDEC, zones are defined by their average edge length. Shorter edges increase zone 
density and lead to more accurate models. On the other hand, shorter edges increase 
runtime and can lead to overlap errors and model instability. As seen with continuum 
methods, there exists a minimum edge length below which further reductions have no 
effect on accuracy. Given these considerations, edge lengths are chosen to give 
accurate results without excessive runtimes. As with blocks, the model aims to 
produce a roughly constant number of zones across all site geometries, with an 
average of 10 zones per block. This is achieved by basing zone edge lengths on block 
sizes, which are in turn a function of site geometry. Table 5.4 lists the edge lengths 
used in each region of the UCG model. Further investigations into the effects of zone 
edge length are given in Section 6.6. 
 
 
Table 5.4 – Zone edge lengths used in the base case UCG model. 
Region Calculation Base case value (m) 
Fine 𝐿𝑧,𝐹 =
√𝑊𝐷𝐻𝐷
2000
  
0.023 
Coarse 𝐿𝑧,𝐶 = √
𝑊𝐵𝐻𝐵
2
  
15.3 
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5.3 MODEL PROPERTIES 
 
Simulation results depend greatly on the properties of the materials modelled within 
the simulation. Some of these properties represent measurable quantities, for example 
thermal conductivities, which can be obtained from experiments or literature sources. 
These are referred to as physical properties. Other properties, such as joint stiffnesses, 
relate only to the way in which the system is represented by the UDEC model. These 
are referred to as internal properties. This section outlines how the mechanical, 
hydraulic and thermal properties used in the UDEC model were selected and 
discusses their importance. 
 
5.3.1 Mechanical Properties 
 
Mechanical properties refer to the parameters controlling stress, strain and 
displacement relationships for both intact rocks and joints. Blocks in the UCG model 
are simulated using a strain-softening Mohr-Coulomb constitutive relationship. This 
relationship was chosen as it is the most suitable for the analysis of geomechanical 
problems involving collapse behaviour. Joints are modelled using an area contact 
Coulomb slip model. This model was chosen as it gives an effective representation of 
joint behaviour in heavily jointed rock masses. Discussions on the selection of block 
and joint constitutive models are given in Section 3.2.1. Table 5.5 lists the block and 
joint mechanical properties used in the model.  
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Table 5.5 – Mechanical properties of base case UCG model. 
Property Value Type Source 
Intact Rock Properties  
Density (kgm-3) 2700 Physical See Chapter 4 
Young’s Modulus (Pa) 1.58×109 Physical See Chapter 4 
Poisson’s Ratio (-) 0.019 Physical See Chapter 4 
Friction Angle (o) 61.6 Physical See Chapter 4 
Cohesion (Pa) 8.54×106 Physical See Chapter 4 
Tensile Limit (Pa) 4.63×106 Physical See Chapter 4 
Dilation Angle (o) 9.24 Physical See Chapter 4 
Joint Properties  
Normal Stiffness (Nm-1) 1.00×1010 Internal UDEC database 
Shear Stiffness (Nm-1) 1.00×109 Internal UDEC database 
Friction Angle (o) 30.0 Internal UDEC database 
Cohesion (Pa) 1.00×105 Internal UDEC database 
Tensile Limit (Pa) 0.0 Internal UDEC database 
Dilation Angle (o) 5.0 Internal UDEC database 
 
 
The intact rock properties used in the model are based on the results of the simulated 
laboratory scale compression tests presented in Chapter 4. Joint properties were 
chosen from the sandstone entry of UDEC’s internal property database. Investigations 
into the effects of joint properties are presented in Section 6.7. 
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5.3.2 Hydraulic Properties 
 
Hydraulic properties relate joint aperture with groundwater flow velocity and pore 
pressure. Flow in the UCG model is simulated using the steady state flow 
approximation presented in Section 3.3.1. This approximation is considered necessary 
due to the complexity of the joint pattern in the DFN region. Inaccuracies caused by 
the approximation are considered to be reasonable, given that the UCG process occurs 
over sufficiently long timescales to approach a pseudo-steady state at the times of 
interest. Table 5.6 lists the hydraulic properties used in the base case model. In all 
cases the fluid simulated was water. The properties used are those of pure water at 
standard temperature and pressure. In reality, the groundwater around a UCG cavity 
would exist under a range of temperatures and pressures, and would almost certainly 
contain high levels of dissolved solids. While this difference would affect the 
hydraulic properties of the fluid, the expected scale of the variation was not 
considered great enough to justify the extra modelling effort required to simulate it. 
 
Table 5.6 – Hydraulic properties used in the base case UCG model. 
Property Value Type Source 
Fluid Density (kgm-3) 998 Physical Green & Perry, 2007 
Fluid Viscosity (Pas) 1×10-3 Physical Green & Perry, 2007 
Site Permeability (mD) 52.9 Physical Mason et al, 1987 
Joint Aperture at Zero Stress (m) 2.50×10-7 Internal Equation 5.1 
Minimum Joint Aperture (m) 2.50×10-8 Internal Equation 5.2 
Maximum Joint Aperture (m) 2.50×10-5 Internal Equation 5.3 
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As shown in Section 3.3, the hydraulic response of the model relies heavily on joint 
aperture. In order to give accurate flow behaviour, joint aperture is based on the 
measured permeability of the Rocky Mountain 1 trial site, as shown in Equation 5.1. 
The derivation of this equation is given in Appendix A.2.1. Permeability in the model 
can be altered to simulate different sites, as shown in Section 8.4.2. 
 
𝑎0 = √12𝜅         (5.1) 
 
Where: 
 
a0 Aperture at zero stress (m) 
𝜅 Permeability   (m2) 
 
Note that permeability in Equation 5.1 is in units of m2, whereas most results use units 
of millidarcy for convenience. Minimum and maximum apertures are set according to 
Equations 5.2 and 5.3. Maximum aperture is set further from zero than minimum 
aperture because of the large number of completely separated joints in the model. 
 
𝑎𝑚𝑖𝑛 = 0.1𝑎0         (5.2) 
𝑎𝑚𝑎𝑥 = 100𝑎0        (5.3) 
 
The calibration of joint apertures against site measurements allows for increased 
confidence in hydraulic model results. Model accuracy is expected to be less than that 
which could be achieved using CFD, however the full mechanical/hydraulic coupling 
capabilities of UDEC are considered to be more beneficial to the overall model. 
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5.3.3 Thermal Properties 
 
Thermal properties refer not only to parameters which control heat transport, but also 
to those which link mechanical properties to temperature. These properties are given 
in Table 5.7. 
 
Table 5.7 – Thermal properties used in the base case UCG model. 
Property Value Type Source 
Thermal Conductivity (Wm-1K-1) 1.39 Physical Robertson, 1988 
Specific Heat Capacity (Jkg-1K-1) 920 Physical Robertson, 1988 
Linear Thermal Expansion 
Coefficient (K-1) 
1.16×10-5 Physical Robertson, 1988 
Temperature Dependent 
Young’s Modulus See Fig 5.4 Physical Ranjith et al, 2012 
Friction Angle See Fig 5.4 Physical Ranjith et al, 2012 
Cohesion See Fig 5.4 Physical Ranjith et al, 2012 
Tensile Limit See Fig 5.4 Physical Ranjith et al, 2012 
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The first three properties in Table 5.7 can be found from literature sources or 
experimental studies and as such are considered sufficiently accurate. A potential 
issue with these properties however, is their temperature dependence. For reasons 
outlined in Section 3.5.3, simulations of temperature dependent thermal properties are 
not possible without a considerable increase in computational runtime. In order to 
minimise inaccuracies whilst avoiding this problem, the values of these properties are 
set at their mean value over the expected range of temperatures within the model. 
Given that the influence of temperature on environmental issues is reasonably minor, 
it is believed that this simplification will not greatly affect model accuracy. Tests of 
the effects of various thermal properties on results are presented in Section 8.5. 
 
The influence of temperature on the mechanical properties of rocks is difficult to 
define. Because of the difficulties in performing compression tests at elevated 
temperatures, data on temperature dependent strength and stiffness are rare. Ranjith et 
al (2012) present a review of results in this field, in addition to their own results. This 
paper highlights the vast differences seen between the results of previous authors, as 
shown in Figure 5.3. These differences call into question the validity of the results, 
and introduce a large source of uncertainty into any models in which they are used. As 
mentioned above however, the relatively low influence of thermal effects on 
environmental issues suggest that these uncertainties should not adversely affect the 
overall behaviour of the model to a significant degree.  
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Figure 5.3 – Results of a number of studies on the temperature dependence of 
compressive strength for sandstone. After Ranjith et al, 2012. 
 
 
The properties used in this model are based on Ranjith’s own results as these cover 
the broadest range of temperature. Values for temperature dependent Young’s 
modulus are extracted directly from the paper. Values for temperature dependent 
friction angle, cohesion and tensile limit must be derived from the paper’s results for 
uniaxial compressive strength. The methods for the above calculations are given in 
Appendix B.2. No data are available for temperature dependent Poisson’s ratio or 
dilation angle and these are therefore assumed to be constant with temperature. Figure 
5.4 presents the final derived parameters. Temperature dependent fluid properties are 
not included in the model due to the problems of boiling, as shown in Section 3.5.2. 
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Figure 5.4 – Effects of temperature on various mechanical properties used in the 
UCG model. 
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5.4 BOUNDARY AND INITIAL CONDITIONS 
 
Boundary conditions in the UCG model are specified along the side and bottom edges 
of the model, as well as at the cavity wall in the case of thermal conditions. Initial 
conditions are set prior to the first stage of model cycling, however some hydraulic 
and thermal conditions are altered before the second (after) or third (final) stage.  
 
5.4.1 Mechanical Boundary Conditions 
 
Mechanical boundary conditions are applied primarily to hold the model in place and 
ensure that internal forces do not cause rigid body motion of the entire model. The 
conditions applied are listed below: 
 
 Zero horizontal motion along the left and right hand edges of the model. 
 Zero vertical motion along the bottom edge of model. 
 
These conditions allow full motion over the rest of the model, including the surface. 
The lack of a vertical condition on the side boundaries also allows for heave or 
subsidence at the model edges, reducing the effect of the boundary conditions on 
model results.  
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5.4.2 Mechanical Initial Conditions 
 
Initial conditions in the mechanical model relate to the in-situ stress state of the site. 
The normal stress in the vertical (y) direction is given by Equation 5.4. Normal 
stresses in the horizontal (x) and out of plane (z) directions are equal, and are given by 
Equation 5.5. Shear stresses are initially set at zero throughout the model. 
 
𝜎𝑦 = −𝜌𝑅𝑔𝐷         (5.4) 
𝜎𝑥 = 𝜎𝑧 = 𝐾0𝜎𝑦        (5.5) 
 
Where: 
 
D Depth below ground’s surface  (m) 
K0 Lateral earth pressure coefficient  (-) 
 
The application of these stresses speeds solution of the “before” stage by giving an 
initial guess of in-situ stresses at that time. The lateral earth pressure coefficient K0 is 
set at 0.5 in all models, as this is a commonly used value when measurements are not 
available. A sensitivity analysis of the influence of K0 on model results is presented in 
Section 8.3.3. Gravitational acceleration is set at 9.81ms-2 directly downwards at all 
stages of the model. 
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5.4.3 Hydraulic Boundary Conditions 
 
Hydraulic boundary conditions represent groundwater pressures at great distances 
from the cavity. These pressures are set equal to the local hydrostatic pressure on the 
side and bottom edges of the model. As with the mechanical model, it is important to 
ensure that boundaries are located far enough from the region of interest to prevent 
them adversely affecting results. Local hydrostatic pressures are found according to 
Equation 5.6.  
 
𝑃 = 𝜌𝐹𝑔(𝐷 − 𝐷𝑊)        (5.6) 
 
Where: 
 
D Depth   (m) 
DW Water Table Depth (m)  
P Pressure  (Pa) 
𝜌𝐹  Fluid Density  (kgm
-3) 
 
 
Cavity pressure is set as a hydraulic boundary condition at various stages to simulate 
the effects of UCG on groundwater. Pressures are set as fractions of the local 
hydrostatic pressure at the roof of the cavity. Table 5.8 lists the pressures set at each 
stage of the model. The fraction set during the “after” stage represents the cavity 
operating pressure. The value used was suggested based on previous industrial 
experience (Lavis, 2013). 
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Table 5.8 – Cavity pressure conditions at various stages of the model. 
Stage Pressure Fraction (-) Reason 
Before 1.0 Undisturbed water table 
After 0.8 UCG operating pressure (see Section 2.1.6) 
Final 1.0 Site returned to background conditions 
 
 
5.4.4 Hydraulic Initial Conditions 
 
The initial hydraulic state of the site is a flat water table DW metres below the 
ground’s surface. The hydraulic initial condition applies Equation 5.6 to set pressures 
at all points within the model. 
  
5.4.5 Thermal Boundary Conditions 
 
Thermal boundary conditions are required to ensure conservation of energy over long 
timescales, and to provide heat sources. Boundaries are set as constant temperature 
conditions with associated heat transfer coefficients The cavity wall temperature 
varies throughout the model to simulate various stages of the gasification process. 
Table 5.9 lists the thermal boundary conditions used within the model. 
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Table 5.9 – Thermal boundary conditions used in base case UCG model. 
Location Heat Transfer Coefficient (Wm-2K-1) Temperature (K) 
Side edges 1.39 (rock to rock) 300 
Bottom Edge 1.39 (rock to rock) 300 
Top Edge 10.0 (rock to air) 300 
Cavity Wall 1.39 (rock to rock) Varies. See Section 5.6.1 
 
5.4.6 Thermal Initial Conditions 
 
Thermal initial conditions simply set the temperature of the rock mass to 300K before 
the thermal model runs (i.e. at the start of model cycling), and then reset temperatures 
again after gasification ceases (i.e. before the “final” stage).  
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5.5 MECHANICAL AND HYDRAULIC LOGIC 
 
As shown in Figure 5.1, there are three distinct stages at which the coupled 
mechanical and hydraulic models are solved. While the technical details of how these 
models are cycled is given in Chapter 3, additional logic is required to ensure the 
accuracy and speed of these models. Each “solve hydraulic & mechanical models” 
step in Figure 5.1 actually consists of a number of sub-steps used to control cycling 
and check for convergence. The overall mechanism of the solution step is shown in 
Figure 5.5. 
 
As seen in Figure 5.5, the cycle repeats after every 1,000 iterations. This is done in 
order to minimise runtime. Repeating more frequently causes the computationally 
intensive termination criterion check to be called more often. Repeating less 
frequently can allow the model to cycle for a long time after convergence is reached, 
wasting computational resources. The initial 10,000 cycles are performed to ensure 
that sufficient motion occurs before the convergence check is called for the first time, 
preventing false positives. The maximum number of iterations is set at 2,000,000 to 
limit model runtime. Models are generally seen to solve in between 200,000 and 
500,000 cycles, so this limit is considered sufficient to avoid causing premature 
termination. In general, if a model does not solve within 2,000,000 cycles, it indicates 
that there is a problem with this particular execution. An error report is output from 
models which reach this limit to allow operators to identify problems. 
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A secondary limit is applied to the final stage of the model. This is necessary due to a 
relative lack of motion in this stage. In this stage, all motion is driven by the changes 
in temperature and pressure applied before cycling. These changes often cause little to 
no motion at the edge of the model. As the termination criterion is based on the ratio 
of current to total displacement (see Section 5.5.1) this can prevent the criterion from 
ever returning a positive result at these locations. As such, an additional limit is added 
to prevent the modelling from running indefinitely. In all cases, it is seen that final 
stage motion ceases faster than that in previous stages. As such, the model terminates 
if the total cycle count exceeds twice that found at the end of the ‘after’ stage. 
 
 
 
Figure 5.5 – Outline of the “solve hydraulic & mechanical models” step. 
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5.5.1 Termination Criteria 
In order to check whether a model has reached completion, a termination criterion (or 
criteria) must be defined. This may be performed manually (i.e. by the operator 
looking to see if the model has changed significantly since the last inspection), but 
automatic criteria allow the model to produce results much faster by preventing 
unnecessary cycling. Automatic criteria check for completion by comparing some 
measurable quantity of the model against a predefined limit. A number of criteria 
were considered during the creation of the model, these are briefly outlined below. 
 
The first criterion considered compared the maximum unbalanced force in the model 
with a user defined limit. Under this criterion, the model was considered to be solved 
if no single block in the model was subject to a net force greater than 0.01% of the 
weight of a rectangular column of overburden with unit width and a height equal to 
the cavity depth. This value was somewhat arbitrary, however the dependence on 
cavity depth ensured that the limit was still appropriate for use in models with 
extreme geometries. This criterion was abandoned however, due to issues with 
oscillating blocks. Because the criterion is based on an instantaneous measurement of 
force taken at every thousandth iteration, small oscillations of single blocks can 
prevent it from ever returning a true result. These oscillations are often seen in models 
with considerable failure behaviour. As such, the criterion often caused models to fail 
to reach convergence and was therefore abandoned. 
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The second attempt at a termination criterion considered the change in displacement 
of all the blocks in the model. The criterion calculated the ratio of the change in 
displacement of a block over the previous 1,000 iterations (i.e. block velocity) to its 
total displacement over the current model stage (before, after or final). The model was 
considered converged if no single block had a ratio greater than 0.01%. The averaging 
of displacement over 1,000 steps solves the issue of oscillating blocks as their average 
velocity over 1,000 iterations tends to zero. This criterion also failed however, due to 
the motion of very slowly moving blocks at the model edges. These blocks move 
slowly enough to be considered stationary, however their total displacement over a 
stage may still be large enough to register. The issue arises when 0.01% of this 
velocity is small enough to round to zero when stored as a floating point number, 
while 100% of it is not. This gives a convergence limit of zero, preventing the model 
from ever finishing. This could be avoided by applying a minimum displacement limit 
to the criterion, however this was seen to cause premature termination, as the model 
would sometimes report convergence while blocks were still accelerating. 
 
The third attempt at a termination criterion considered only the motion of the 
ground’s surface (i.e. the subsidence trough itself). This criterion used the same logic 
as the displacement criterion, but rather than applying it to every block in the model, 
it was only applied to the 50 surface displacement points defined in Table 5.2. The 
cessation of subsidence was considered an acceptable criterion, as subsidence is the 
main result of interest from the model. Although this criterion considers only a small 
area of the model, it is seen to be both computationally efficient and more reliable 
than simple manual inspection. The criterion however does have the potential to cause 
premature termination of cycling, as explained below. 
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With some model geometries, it is possible that ground motion may appear to cease 
while cavity collapse is ongoing. This collapse can lead to a weakening of the 
overburden which may later lead to further subsidence. Under the subsidence 
criterion, the model may terminate before this secondary subsidence occurs, leading 
to erroneous results. This can only be prevented by ensuring that the model simulates 
the full process of cavity collapse from start to finish. Achieving this would require 
the model to contain a highly fractured joint pattern (e.g. the fine region) throughout 
the entire modelled domain. In addition, the time dependent nature of cavity collapse 
would require a fully dynamic simulation of cavity collapse. Incorporating either of 
these would lead to order of magnitude increases in model runtime, precluding the 
ability to consider the results of several sites in a short timescale. As such, this 
method of solution is not appropriate for the envisioned end use of this model.  
 
Despite the above issue it is seen that the subsidence criterion is sufficient to capture 
the behaviour of the majority of UCG sites. Chapters 6 through 8 show results both 
proving this suitability and highlighting cases in which the model may not be 
appropriate. In particular, Section 6.8 shows the results of investigations into the 
effect of varying the target convergence ratio (0.01% in the standard case). Given that 
the criterion works well in the vast majority of models tested, it is considered to be 
more than sufficient for use in the UCG model.  
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5.6 THERMAL MODELLING 
 
The UCG process depends heavily on thermal effects. Heat transfer within the cavity 
drives many aspects of UCG, including coal conversion, thermal spalling, 
groundwater evaporation and coal shrinking/swelling processes. Temperature effects 
are also seen to be heavily coupled with mechanical and hydraulic phenomena. As 
such, it is important that thermal effects are considered in the UCG model.  Note 
however, that the thermal influence of UCG is rarely seen to extend far from the 
cavity, with no temperature deviation seen at distances greater than approximately 
15m from the cavity wall (Sarhosis et al, 2013; Yang, 2005). As such, the effects of 
temperature on environmental issues are minor, and thermal effects are often 
considered less important than mechanical or hydraulic effects. Nevertheless, thermal 
issues do affect rock mass behaviour, and as such, attempts were made to incorporate 
detailed thermal modelling within the UCG model. 
 
5.6.1 Underground Coal Gasification Thermal Behaviour 
 
The thermal evolution of UCG can be broken into four distinct phases: 
 
1. Pre-ignition – the coal seam is at the local background temperature. 
2. Combustion – exothermic.  
3. Gasification – endothermic. 
4. Shutdown – the cavity is artificially cooled back to the initial background 
temperature. 
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As the gases flows through the cavity, their temperatures change with position. Over 
short timescales (hours), the temperature at a given point is approximately constant. In 
effect, the channel acts as a plug flow reactor (PFR). Over longer timescales (days), 
the temperature profile moves as the flame front advances towards the injection well. 
The rate of movement varies, with values from 0.5 to 1.1 mday-1 being reported for 
oxygen blown gasification, with an average of 0.73 mday-1 (Sarraf et al, 2011; Seifi et 
al, 2011; Shafirovich & Varma, 2009). Because of the inherent difficulties in 
measuring cavity wall temperatures during operation, experimental temperature 
profiles are not available. Profiles can be approximated from simulations however, 
such as those of Perkins and Sahajwalla (2008). The typical UCG temperature profile 
is shown in Figure 5.6. Once operation has ceased, the entire cavity is rapidly cooled 
to the initial background temperature of 300K (not shown in this figure). 
 
 
 
Figure 5.6 – Temperature profiles within the UCG cavity as a function of time. 
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During operation, heat is transferred away from the cavity, increasing local rock mass 
temperatures. This leads to a number of coupled thermal/hydraulic/mechanical 
phenomena. Three particular issues are of interest in the environmental model: 
 
 Thermally generated stresses in the rock mass. 
 The effects of increased temperature on the mechanical properties of rock. 
 The effects of increased temperature on inflowing groundwater. 
 
The first two issues can be simulated using the thermal modelling logic available in 
UDEC. The application of UDEC to these issues is discussed in Section 5.6.2. As 
mentioned in Section 3.5.2, UDEC is incapable of simulating coupled 
thermal/hydraulic phenomena such as convection. A number of attempts have been 
made to approximate these effects, however this has proven to be highly impractical 
within a model of this complexity. Section 5.6.3 discusses these attempts in detail. 
 
5.6.2 Thermal Algorithm 
 
As shown in Figure 5.1, the thermal model is called prior to the “after” stage of the 
model. This ensures that the mechanical response at this stage includes the entire 
thermal history of the operation. As mentioned above, the temperature profile in the 
cavity moves towards the injection well as gasification proceeds. For a given slice 
through the reactor (i.e. the model geometry), cavity wall temperature is therefore 
seen to vary with time. The temporal temperature profile can be found by dividing the 
spatial profile by the flame front velocity. Figure 5.7 shows this profile, as well as the 
stepwise profile used as an approximation in the model. The profile continues to a 
time of 100 days after ignition in order to capture the full thermal history of the slice. 
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Figure 5.7 – Cavity wall temperature as a function of time in the thermal model. 
After Perkins & Sahajwalla, 2008. 
 
In the case of thermally generated stresses, the temperature of interest is that at the 
end of thermal cycling. As such, these stresses can be simulated simply by applying a 
thermal expansion coefficient to each block after cycling terminates. In the case of 
temperature dependent rock properties however, the physical and chemical changes to 
the rock remain after the rock mass cools. As such, it is the historic maximum 
temperature of a block that is important, rather than its current temperature. As such, 
the model must be able to record the temperature of each block over time and store 
the maximum value experienced. The data are then used to assign altered material 
properties to the affected blocks. This is achieved by running the thermal algorithm in 
discrete sections of one day and recording temperatures at the end of each day. This 
formulation also allows for the use of varying cavity wall temperatures. Figure 5.8 
describes the full mechanism of the thermal calculation step. The nomenclature for 
Figure 5.8 is given on the following page. 
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 Figure 5.8 – Thermal solution algorithm.  
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Where: 
 
N  Number   (-) 
T  Temperature   (K) 
t  time   (days) 
 
Subscripts: 
 
B  Block 
max  Maximum 
tot  Total 
w  Cavity Wall 
 
 
The value of Twall is found by interrogating the stepwise temperature profile (Figure 
5.7) for the current day. This temperature is applied as a boundary condition to every 
block which makes up the cavity wall. Because of the complex cavity and joint 
geometry, it is difficult to exactly specify which blocks constitute the cavity wall. An 
approximation is therefore required to allow the model to operate with varied cavity 
geometries. A block is assumed to be part of the cavity wall if its centroid is contained 
within a rectangle extending a given distance around the cavity itself. The distance 
used is equal to the average zone edge length in the fine zone region. As this tends to 
capture only the nearest block to the cavity edge, this is seen to be a reasonable 
approximation, though there are some issues:  
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Firstly, especially long blocks near the cavity may have their centroids outside the 
specified region, preventing their selection, while especially thin blocks may sit so 
close to the cavity that the next block out is also close enough to be selected. Second, 
the cavity wall must be defined within a rectangular area as UDEC’s initial condition 
logic is incapable of using more complex shapes. This leads to a minor distortion of 
the temperature profile, causing an extension of the wall region above the curved 
regions of the cavity. These issues are considered acceptable however, as the thermal 
model runs for a long enough time to smooth out any inaccuracies. In addition, the 
minor influence of the thermal model on overall results reduces the importance of 
thermal inaccuracies compared with those from other sources.  
 
Once the thermal modelling stage is completed, thermally altered material properties 
are assigned to blocks with increased temperatures. The maximum temperature 
experienced by a given block is determined by the thermal model and material 
properties are set according to the values given in Figure 5.4. In order to simplify this 
process, material properties are assigned at a temperature equal to the closest data 
point on the graph. This greatly reduces the computational demands of the model by 
eliminating the need for interpolation and is considered to be accurate enough for use 
in the UCG model. 
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5.6.3 Thermal/Hydraulic Coupling 
 
As mentioned in Section 5.6.1, the thermal algorithm within UDEC cannot reliably 
simulate the coupled thermal/hydraulic phenomena occurring near the cavity. As 
groundwater flows towards the cavity, it passes through the hot cavity wall. In reality 
heat would transfer between the rocks and the fluid, giving rise to a number of effects 
which may influence the thermal, hydraulic or mechanical behaviour of the 
overburden. The most important effects include: 
 
 Storage of thermal energy in the fluid 
 Heat transfer via convection. 
 Effects of groundwater on cavity temperature. 
 Boiling of groundwater within the pore space between rocks.  
 
The influence of each effect is explained below. Attempts to incorporate these issues 
into the model and suggestions for future additions to the model are also discussed. 
 
5.6.3.1 Fluid Thermal Energy Storage 
 
In a real rock mass, the pore spaces within rocks are often filled with water. In UDEC, 
intact rocks are assumed to be completely dry, with all the fluid existing in the joints. 
This is a reasonable approximation for hydraulic effects, but it can under-represent the 
total amount of fluid present in a rock mass. Because of the high degree of fluid/rock 
contact, this fluid is often assumed to be at the same temperature as the rock material. 
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While this is a valid assumption given the low groundwater flow rates, it does not 
consider the heat required to raise the fluid to this temperature. As such, UDEC may 
overpredict rock mass temperatures by assigning all of the transferred heat to the solid 
material. This overprediction can be accounted for by altering the specific heat 
capacity of the rock to include the effect of the fluid, as shown in Equation 5.7: 
 
 
𝐶𝑃 = 𝜙𝐶𝐹 + (1 − 𝜙)𝐶𝑅       (5.7) 
 
 
Where ϕ is rock mass porosity. 
 
Carboniferous sandstones tend to have a porosity of around 0.15 (Building Research 
Establishment, 2000), giving a corrected heat capacity of 1410 Jkg-1K-1 compared 
with 920 Jkg-1K-1 for the intact rock, assuming a fully saturated rock mass. In 
addition, this does not consider the contribution from the latent heat of vaporisation, 
which may be considerably greater than that of sensible heat. Unlike with sensible 
heat however, latent heat cannot be included in the heat capacity of the rock mass, as 
its existence depends on temperature. Latent heat could be included with the use of a 
temperature dependent heat capacity, though this is impossible due to the separation 
of thermal cycling and material property designation, as outlined in Section 3.5.3. 
 
As shown in Section 8.5.2, increases in heat capacity have little effect on mechanical 
or hydraulic results. Given this observation, coupled with the increases in complexity 
and runtime required to accurately model changing heat capacities, it has been 
decided to maintain rock mass heat capacity at 920Jkg-1K-1. While this decision will 
overestimate temperatures, this is considered to be justified for two reasons: 
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Firstly, the higher temperatures represent a “worst case scenario” for environmental 
damage. As the aim of the model is to predict such damage, overestimation is 
generally considered to be preferable to underestimation. Second, this avoids the 
complication arising from needing to set heat capacities based on water table height. 
In cases where water table lowering is significant, this could greatly increase runtime. 
The additional complexity and runtime required to reduce this inaccuracy is therefore 
considered too great in comparison to the minor effect this would have on results. 
 
 
5.6.3.2 Thermal Convection 
 
As well as storing heat, the existence of groundwater greatly affects heat transfer 
mechanisms within the rock mass. The only mechanism modelled in UDEC is 
conduction through the rocks. In reality, heat is also transferred via convection within 
the pore fluid. Convection not only alters the rate of heat transfer through the rock 
mass, but causes this rate to be dependent upon the flow rate of groundwater. Because 
groundwater tends to flow towards the cavity (i.e. against the direction of 
conduction), convection acts to reduce the heat loss to the rock mass and shorten the 
thermal penetration length. The relative importance of rock and fluid heat transfer is 
estimated by Equation 5.8. The derivation of this equation is given in Appendix B.3. 
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𝑄𝑅
𝑄𝐹
= −
𝜆𝐻
𝜌𝑎𝑣𝐶
        (5.8) 
 
Where: 
 
C Fluid heat capacity  (Jkg-1K-1) 
H Average rock height  (m) 
Q Heat flux   (Wm-1) 
a Joint aperture   (m) 
v Fluid velocity   (ms-1) 
λ Rock thermal conductivity (Wm-2K-1) 
ρ Fluid density   (kgm-3) 
 
Initial model results give groundwater flow rates of approximately 28 mL/day. 
Assuming a cavity length of 600m, this corresponds to a velocity of approximately 
4×10-14 ms
-1 at the cavity wall. Assuming the maximum joint aperture of 2.50×10-5 m 
and using previously defined values of the other constants, conduction is shown to 
have a magnitude approximately 1×1012  times greater than that of convection. As 
such, the assumption that convective heat transfer is negligible is easily justified.  
 
5.6.3.3 Effects of Groundwater on Cavity Wall Temperature 
 
In addition to the above effects, the inflow of groundwater into the cavity also 
influences cavity wall temperatures in UCG. This can be explained by considering the 
energy balance over the entire UCG process, as shown in Figure 5.9. 
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Figure 5.9 – Principal sources and sinks of thermal energy over the entire 
underground coal gasification process. 
 
Knowing the flow rate and composition of the syngas, as well as the elemental 
composition of the coal, it is possible to calculate the amounts of water and oxygen 
required by the UCG process. This water is supplied by both injected steam and 
inflowing groundwater. The amount contributed by groundwater can be found from 
the UDEC hydraulic model, allowing the amount supplied by steam to be found 
through subtraction. Because groundwater has a lower specific enthalpy than steam, 
the total amount of energy in the system decreases as groundwater flow rate increases. 
As the enthalpy of the syngas is fixed, this reduction in energy manifests as a 
reduction in the heat lost to the rock mass. This is expressed in the UDEC model as a 
reduction in cavity wall temperature.  
 
Working through the above energy balance gives a linear relationship between flow 
rate and temperature, as shown in Equation 5.12. The full derivation for this equation 
is given in Appendix B.4. 
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𝑇𝑤 = 1153 − 4.1 × 10
6𝑞       (5.12) 
 
Where: 
 
q is the total flowrate of groundwater into the modelled cavity  (m2s-1). 
Tw is cavity wall temperature       (K) 
 
Initial model results give a value for q of approximately 5.4×10-13 m2s-1 during 
operation. As such, groundwater inflow is seen to have a negligible effect on cavity 
wall temperature and the assumption of a flow rate independent wall temperature is 
seen to be justified. It is of note that Equation 5.12 gives a lower wall temperature 
than that used in the model (given by Perkins and Sahajwalla, 2008). It is believed 
that this discrepancy is due to oversimplification in the derivation of Equation 5.12. 
For this reason, the UCG model continues use the temperature suggested by Perkins 
and Sahajwalla. Given the very low influence of flow rate on wall temperature, this 
decision is believed to be justified. 
 
5.6.3.4 Temperature Dependent Fluid Properties and Boiling Effects 
 
As mentioned in Section 3.5.2, UDEC has the capability to set fluid density and 
viscosity as functions of temperature, however these capabilities fail for temperatures 
near the boiling point of the fluid. A number of attempts have been made to solve this 
issue, though none have been successful. 
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The simplest method to approximate boiling is to replace the discontinuity in density 
with a gradual change. While this reduces stresses in some locations, it has no effect 
in regions where temperature changes suddenly. Another method would be to insert 
coupled mechanical/hydraulic steps within the thermal model. This would allow 
pressure and density to redistribute, reducing the chances of failure. The addition of 
these steps would greatly increase runtime however, given how often would they need 
to be called. In addition, this method will still fail close to boundary conditions, as 
sudden spatial temperature changes will still give sudden temporal density changes.  
 
The final method for incorporating fluid/thermal coupling uses a semi-analytical 
relationship between temperature and flow rate. Deriving such a relationship is a 
complex matter however. Assuming the temperature profile is known for the fluid, 
groundwater behaviour depends on three unknown variables; velocity, pressure and 
density. These three variables are interdependent and all are discontinuous at the 
interface between water and steam. As such, any relationship between the three 
cannot be solved analytically. While it may be possible to solve the relationship 
numerically, doing so is difficult due to the the discrepancy between hydraulic and 
thermal timescales. In order to accurately capture fluid behaviour, any model would 
have to use very small length elements and run for a large number of timesteps 
(Abdallah et al, 1995; Jing & Stephansson, 2007; Tomac & Gutierrez, 2015). Given 
the minor influence of thermal behaviour on results, the complications of creating 
such a model are not considered to be justified in the context of this work. It is 
assumed that boiling is a slow enough process that it does not affect UCG induced 
environmental effects, however this is not known. As such, it is suggested that further 
work should be performed in order to better understand this process. 
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5.7 CONCLUDING REMARKS 
 
The model presented in this chapter is believed to provide a good representation of the 
local environmental effects of underground coal gasification. The accuracy and 
repeatability of the model are considered to be sufficient for the model’s intended end 
use as a first pass screening tool, however there are some limitations to the model. 
 
A termination criterion based on subsidence behaviour has been developed to identify 
when the model has converged, however this can lead to inaccurate results. Initial 
results suggest that this issue is rare however, and can usually be identified if and 
when it occurs. The criterion is generally seen to be sufficient for the degree of 
accuracy required by the model, however further development may be required if the 
model is to be used for in depth investigations over longer timescales. 
 
A second drawback of the model is the relative inaccuracy of the thermal simulation. 
Given the minor influence of thermal effects on environmental issues however, this is 
not considered to be an important area for consideration. In addition, many of the 
thermal effects present in UCG cannot be realistically modelled in UDEC without 
greatly increasing the runtime of the model. While the simplification of thermal 
effects is considered to be justified with respects to this model, further developments 
are suggested which could improve the usefulness of environmental models and 
increase our understanding of the coupled thermal, hydraulic and mechanical 
behaviour of UCG overburden. While such developments are outside the scope of this 
project they may be very important in the design of future models, particularly those 
used to provide in-depth environmental assessments of single sites. 
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In conclusion, the coupled model developed in UDEC is deemed to be sufficient for 
its intended use as a first pass screening tool for assessment of large numbers of 
potential UCG site designs. While further developments may increase model 
accuracy, these should instead be applied to more specialised models dealing with 
single sites, in which practical simulation runtimes can be much longer. The validity 
of this model for its use an assessment tool is discussed further in Chapters 6 and 7, 
while its application to a wide range of sites is presented in Chapter 8. 
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6. INTERNAL PARAMETER EFFECTS 
 
SUMMARY 
 
 
This chapter investigates the effects of various internal parameters on the results and 
behaviour of the underground coal gasification (UCG) model presented in Chapter 5. 
Internal parameters are defined as those model variables which are arbitrarily chosen, 
rather than being based on site design considerations. Many of these parameters are 
shown to have a considerable influence on the results, runtime and stability of the 
model. Given that these parameters have little or no basis in reality, these effects must 
be understood in order to ensure that predictive results are not skewed by their 
influence. As such, these tests act as a form of model validation, ensuring that trends 
in predictive results are caused by site design and operating conditions, rather than 
arbitrary internal parameters. 
 
The results in this chapter show that internal geometric parameters have the greatest 
effect on model behaviour. The dimensions of the discrete fracture network (DFN), 
zone density and joint material properties are seen to have a considerable influence on 
results. It is for this reason that the final model bases as many of these parameters as 
possible on cavity geometry and reliably sourced literature data.  
 
In addition to the above effect, results in this chapter highlight a number of limitations 
of the model. In all cases, the reason behind these limitations is identified and 
solutions are put forward. As such, the model is considered to be valid for use in 
future predictive modelling efforts. 
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6.1. INTRODUCTION 
 
As shown in Chapter 5, the behaviour of the Universal Distinct Element Code 
(UDEC) model depends on a large number of parameters which have little or no basis 
in real, physical measurements. This chapter aims to examine how these parameters 
affect model behaviour. In this work, internal parameters are defined as those model 
properties which are neither based on site design (e.g. cavity geometry) nor previous 
results (e.g. rock mass properties). Internal parameters were initially chosen 
arbitrarily, based on experience from the literature or the default settings in UDEC. 
Further developments then adjusted these parameters to give desirable behaviour in 
the final model. Once this behaviour was achieved, structured testing was performed 
to identify trends in how these parameters affect behaviour and better understand the 
operation of the model. 
 
The results presented in this chapter are based on a number of tests in which the final 
model has been altered in various ways. These alterations generally involve changing 
one or more internal parameters. The influence of these parameters on model results, 
are analysed in order to further prove the validity of the model and identify any 
important limitations in its application.  
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6.2. STANDARD MODEL 
 
In order to determine the effects of various parameters on results, it is essential to 
have a standard case against which variations can be compared. This model is 
identical to that presented in Chapter 5, and represents the final model design used in 
Chapters 7 and 8. The model has been run 10 times in order to obtain information on 
the variability of results. The model with results closest to the mean value is chosen as 
a benchmark. Wherever possible, studies have used the same random seed as the 
benchmark model in order to eliminate random variation. In cases where this is not 
possible, models are repeated 3 times and mean results presented.  
 
Figures 6.1 through 6.3 show the subsidence profile, pore pressure and temperature 
distribution for the model. A summary of these results is given in Table 6.1. Results 
are reported as the mean and standard deviation over 10 trials. The arithmetic mean is 
used for the runtime, mechanical and thermal results, while the geometric mean is 
used for the hydraulic results due to the increased variability seen in these results. 
Hydraulic errors are therefore given as multiplicative, rather than additive, indicated 
by prefixing with an “x”. For example, a value of 28.2 ± x2.8 mL/day implies a range 
of results from 10.1 to 79.0 mL/day. Flowrates are produced by the model in units of 
m2s-1 and are converted to mL/day to aid in comprehension. This conversion assumes 
that flow rate is constant along the length of a 600m long channel. This length was 
chosen to be equal to that of the Bloodwood Creek field trial (Mark & Mallett, 2008).  
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Figure 6.1 – Simulated subsidence profile for the initial UCG model. 
 
 
 
 
Figure 6.2 – Simulated pore pressure distribution for the initial UCG model.  
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Figure 6.3 – Simulated temperature distribution for initial UCG model.  
 
Table 6.1 – Selected results from base case UCG model. 
Property Value 
Runtime (hrs) 37 ± 7 
Maximum Subsidence (cm) 1.00 ± 0.29 
Water Table Lowering (m) Negligible 
Groundwater Inflow Rate (mL/day) 28.2 ± x2.8 
Thermal Penetration Length (m) 9.62 ± 1.36 
 
 
As seen above, the model usually takes around 1.5 days to solve. Throughout this 
chapter, reported runtimes were measured when the model was one of seven 
simultaneous executions. As such, the average time taken to obtain a single result is 
found as 5.3 ± 1.0 hours. This is well within the model aim of producing results 
within 24 hours, as outlined in Section 1.4.2. 
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The subsidence profile predicted by the model gives the expected shape for a small 
shallow cavity. The profile is found to have an angle of draw of 44o and a subsidence 
factor of 0.59, notably different to those suggested by the literature (Brown, 2012; 
Gregg, 1977). The variability shown over the 10 trials is considered acceptable in 
comparison with that seen in reality for a highly fractured rock mass. It is of note that 
a small amount of heave is observed at the model edges. Heave refers to the upward 
movement of the rock mass relative to its initial location. The small amounts of heave 
seen in these results are principally caused by rounding errors. Given the relative 
extents of heave and maximum subsidence, this error is considered acceptable. 
 
Hydraulic results show that although groundwater flow is present at the site, the effect 
of UCG on the water table is negligible. Spatial variations in water table height are 
caused by the semi-random nature of the joint pattern. Despite a large variability, the 
groundwater flow rate into the cavity is low enough to be replenished by natural flows 
in all but the driest of sites. The large variability in results is caused by the random 
nature of the DFN affecting local permeability. This variability somewhat reduces the 
reliability of the hydraulic model, however the results are considered accurate enough 
for the intended end use of the model, especially given the intent to produce further 
hydraulic models at a later date. 
 
The thermal penetration length of the model is well within the range expected from 
the literature (Yang, 2005), and produces results with reasonably low variability. This 
suggests that the thermal model is sufficiently accurate for use, despite the large 
number of assumptions and simplifications involved.   
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6.3. EFFECTS OF DISCRETE FRACTURE NETWORK DIMENSIONS 
 
The size, number and orientation of the blocks which comprise a discrete element 
model have a profound impact on the overall behaviour of that model. This has 
already been demonstrated in Chapter 4. Within the UCG model, geometry depends 
on the size of both the fine region itself and the blocks within it. Block geometry is in 
turn dependent on the density and isotropy of the joints which delineate the blocks 
themselves. 
 
6.3.1 Discrete Fracture Network Region Height 
 
As mentioned in Section 5.2.1, the dimensions of the DFN region are defined as 
multiples of cavity dimension. In the base case, the height of the DFN region is given 
as four times the maximum height of the cavity. In this study, models were produced 
with varying ratios of DFN to cavity height. Table 6.2 shows the results of these tests.  
 
Table 6.2 – Effects of DFN height on UCG model results. The standard case is 
highlighted in bold 
DFN/Cavity 
Height 
Ratio (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
2.00 31 ± 10 0.66 ± 0.14 117.2 ± x2.3 9.34 ± 1.69 
2.83 38 ± 14 0.79 ± 0.05 154.7± x1.6 9.51 ± 1.17 
4.00 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
5.66 43 ± 6 1.07 ± 0.21 42.6 ± x17.2 9.13 ± 1.50 
8.00 89 ± 29 4.65 ± 2.29 25.9 ± x1.3 11.21 ± 1.09 
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As seen above, variations in the height of the DFN have a considerable influence on 
many aspects of the model. Increases in height tend to have little effect on solution 
speed, however a large jump in runtime is seen between the two tallest models. 
Runtime should be independent of DFN height, due to the size dependent joint density 
explained in Section 5.2.2. It is seen however, that the density function fails 
somewhat for extreme values of height. The models with the tallest DFNs were seen 
to have up to 50% more blocks than the initial model, leading to the observed 
increases in both the magnitude and variability of model runtimes.  
 
In addition to runtime, the increased number of blocks in the models with the tallest 
DFNs leads to an increase in subsidence as the relative area of joints (weak) to blocks 
(strong) increases. This effect is seen at all values of DFN height and is exacerbated 
by the increase in the relative size of the DFN compared with the coarse region of the 
model. The dependence of subsidence on DFN height is problematic, as it may mask 
the influence of the site geometry on results. For example, because DFN height 
changes with cavity height, it is difficult to know how much of the effect of changing 
cavity height is due to physical changes, and how much is due to DFN geometry. It is 
hoped that maintaining a constant cavity to DFN height ratio will alleviate this 
problem somewhat, allowing the model to produce reliable results across a range of 
designs. It is suggested however, that further investigations and validation work 
should be performed to ensure this reliability. 
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The relationship between DFN height and groundwater flow rate is seen to be 
complex. Flow rates are seen to decrease with increasing DFN height, however the 
scale of errors in the hydraulic results are large. As such, it is unknown whether the 
effects of DFN height on flow rate are caused by a defined relationship between the 
two quantities or whether they are simply the result of random variations. The fact 
that flowrates appear to decrease with DFN height is also unexpected, as the increased 
number of joints in the taller DFNs should increase permeability and therefore 
flowrate. As with the effects on subsidence, it is therefore seen that hydraulic results 
may be detrimentally affected by DFN height 
 
Finally, it is of note that thermal results are generally unaffected by DFN geometry, 
with mean results seen to be within error for all values of height. It is important to 
note however, that in the shortest case, the thermal penetration length extends above 
the DFN and into the coarse zone of the model. As seen in Figure 6.4, this distorts the 
temperature profile around the cavity as heat enters the much larger blocks of the 
coarse zone. In order to account for this issue, the thermal penetration length in these 
models is not measured in this direction. This issue may be resolved by specifying a 
minimum height for DFNs, however this was not implemented in the UCG model due 
to the complex effects of DFN height on the other results of the model. 
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Figure 6.4 - Temperature profile for a model with a DFN/cavity height ratio of 2.0. 
 
 
The results in this section show that DFN height has a powerful and detrimental effect 
on the behaviour of the UCG model. For this reason all future models will ensure a 
constant ratio of DFN height to cavity height, in an attempt to reduce these effects. As 
such, all future models will use a constant height ratio of 4.00, including both the field 
trial validation studies in Chapter 7 and the initial predictive results in Chapter 8. It is 
hoped that the results of these tests will show that the use of a constant DFN geometry 
leads to a reliable and accurate predictive model. 
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6.3.2. Discrete Fracture Network Region Width  
 
The effects of DFN width on model results are shown in Table 6.3. 
 
Table 6.3 – Effects of DFN/cavity width ratio on UCG model results. The standard 
case is highlighted in bold. 
DFN/Cavity 
Width Ratio 
(-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1.50 46 ± 11 0.57 ± 0.04 1824.3 ± x2.4 8.44 ± 1.11 
2.12 49 ± 12 0.83 ± 0.05 63.5 ± x1.6 9.03 ± 0.90 
3.00 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
4.24 25 ± 3 1.05 ± 0.13 16.7 ± x1.2 10.72 ± 1.12 
6.00 46 ± 19 1.51 ± 0.42 9.00 ± x2.8 10.19 ± 1.26 
 
 
 
The effects of DFN width are seen to follow similar trends to those seen for DFN 
height. Subsidence is seen to increase with DFN width as the relative size of the 
highly fractured region increases. The effect is considerably weaker than that seen 
with height however. The influence of height is found to be stronger because of the 
way in which DFN joint length is defined. As shown in Table 5.3, the length of joints 
in the DFN depends on the maximum dimension of the DFN. In all but two cases 
(width ratio 6.00 and height ratio 2.00), DFN height is greater than DFN width. As 
such, changing DFN height has a greater impact on joint pattern than changing DFN 
width, leading to a greater influence on the mechanical results of the model. 
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Unlike with height, changing DFN width is seen to have little effect on runtime. 
Although changes are observed, the variations are usually within error, and no 
discernible trend is seen. In comparison with height, it is found that altering DFN 
width has no effect on the total number of blocks in the model. This is primarily 
caused by the dependence of joint length on DFN height, as mentioned above. These 
observations suggest that both the total number of blocks and the overall behaviour of 
the model depends greatly on whichever of the two DFN dimensions is the largest. 
This is not considered a problem however, unless the dimensions of the cavity (and 
thus the DFN) are very different from each other. Given the nature of the process, this 
is not expected to occur for UCG. As such, the issue is not considered to be important. 
 
As with DFN height, groundwater flow rates are found to decrease as DFN width is 
increased. Again this is unexpected, given that larger DFNs correspond to larger areas 
with high permeability. The trends in flowrate seen with DFN size therefore suggest 
that some other factor has a greater influence on flowrate than the number of joints 
near the cavity. It is seen that models with smaller DFNs tend to have larger joint 
apertures in the DFN region. In the models with the smallest DFNs, a discontinuity in 
flowrate is seen at the boundary between the DFN and coarse regions of the model. 
As the coarse region contains fewer joints, the apertures in this region must increase 
in order to maintain flow. In models with small DFNs, the apertures inside the DFN 
are also increased due to the influence of the boundary with the coarse region. This 
effect increases permeability in the small DFNs and therefore increases flowrate. 
While this effect may reduce the accuracy of the hydraulic model, it is considered to 
be valid, provided that the ratios of DFN to cavity dimensions are held constant. As 
such, all further models will use a height ratio of 4.00 and a width ratio of 3.00. 
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Finally, thermal penetration length is seen to increase with width. This is expected, 
given that wider DFNs contain wider blocks. As the maximum temperature profile is 
discretised to the level of the blocks, wider DFNs stretch the temperature profile in 
the horizontal dimension. It is of note that while a trend in length is observed, many of 
the results are within the expected level of error from the standard case. As such, part 
of this trend is found to be caused simply by random variations in results. As seen in 
Section 6.3.1, temperature profiles for the narrowest DFNs are seen to extend into the 
coarse zone of the model. To prevent distortion of results, temperature profile lengths 
are therefore not measured in the horizontal direction. As with the effects of height, 
this may be resolved with the use of a minimum DFN width, however this has not be 
carried out in order to reduce the other effects of DFN geometry on results. 
 
6.3.3. Discrete Fracture Network Joint Density 
 
Table 6.4 shows the effects of joint density on model results. Density was varied by 
altering the value of the intended number of blocks N in Equation 6.1. 
 
𝜌𝐽 =
2√𝑁
(𝑊𝐷𝐻𝐷)1.012
        (6.1) 
 
Where: 
 
HD Height of DFN region  (m) 
N Intended number of blocks  (-) 
WD Width of DFN region  (m) 
𝜌𝐽 Joint Density   (m
-2) 
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Table 6.4 – Effects of DFN joint density on model results. The standard case is 
highlighted in bold. 
Intended 
number of 
blocks (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
500 17 ± 4 0.79 ± 0.14 38.7 ± x1.4 10.51 ± 1.40 
1000 35 ± 25 0.85 ± 0.39 14.5 ± x1.3 9.32 ± 2.20 
2000 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
4000 58 ± 7  0.97 ± 0.10 76.0 ± x1.6 8.63 ± 1.31 
8000 Model failed to generate joint pattern. 
 
 
Many of the trends seen in Table 6.4 are to be expected. Increased densities lead to 
greater runtimes due to the larger number of blocks in the model. Groundwater flow 
rates are generally seen to increase with density, as permeability in the DFN is 
improved. The effect of density on flow rate is seen to be much less than that of DFN 
width or height however, suggesting that the proximity of the coarse region is a more 
important factor in results. Furthermore, the scale of variability in the hydraulic 
results suggests that these observations are in part due to random variations. Thermal 
penetration length is seen to gradually decrease with density, however the decrease is 
dwarfed by the uncertainty in results. This decrease is to be expected given that the 
maximum temperature profile is found on a block by block basis, and higher densities 
produce smaller blocks.  
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Finally, increased joint density is seen to lead to increased subsidence. This is to be 
expected, as higher densities imply greater fracturing and a behaviour which is more 
dependent on joints than blocks. Overall, the weak dependence of results on DFN 
density is beneficial, as it shows that model behaviour is more dependent on physical 
(cavity) than nonphysical (DFN) geometry. In addition, these results give further 
evidence that maintaining constant DFN size is beneficial to model accuracy. As such, 
an intended block number of 2,000 is used in all future models.  
 
6.3.4. Discrete Fracture Network Joint Isotropy 
 
Joint isotropy refers to the standard deviation of joint angles in the DFN. Low 
isotropy produces patterns with joints aligned close to parallel with the horizontal or 
vertical axes, while high deviations lead to patterns with more randomly distributed 
joint orientations. Table 6.5 shows the effect of joint isotropy on model results. 
 
Table 6.5 – Effects of joint angle variance on model results. The standard case is 
highlighted in bold. 
Joint Angle 
Standard 
Deviation (o) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
5.00 36 ± 4 0.83 ± 0.11 15.7 ± x4.4 8.89  ± 1.10 
7.07 37 ± 9 0.97 ± 0.04 89.3 ± x1.2 10.14 ± 0.98 
10.00 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
14.14 66 ± 14 0.99 ± 0.62 24.0 ± x8.1 9.15 ± 2.22 
20.00 71 ± 19 1.14 ± 0.35 7.59 ± x17.6 10.61 ± 0.56 
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As seen above, joint isotropy has little effect on thermal model results. Although 
penetration length is seen to vary considerably between tests, neither the magnitude 
nor variability has any direct correlation with isotropy. Groundwater inflow rates are 
also seen to be generally unaffected by isotropy, however the variability in these 
results increases greatly with joint standard deviation. This is to be expected, given 
that flow behaviour depends heavily on joint orientation, and that increasing isotropy 
effectively increases the randomness of the joint pattern. 
 
The magnitude and variability of both runtime and subsidence are also seen to 
increase with isotropy. The effect on subsidence is to be expected, as Section 4.3.1 
shows that isotropic rock masses are weaker than those with perpendicular joints. The 
effects on runtime and result variability are caused by an increase in the number of 
blocks as the DFN becomes more isotropic. A more uniform distribution of joint 
orientation is seen to give greater numbers of blocks as the likelihood of joints 
intersecting each other increases with isotropy. Overall, these results show that 
maintaining a reasonably low level of joint isotropy is an important step in designing 
a realistic model of highly fractured rock masses. A deviation of 10 degrees is 
considered low enough to achieve this while still ensuring a reasonable degree of 
variability in results.  
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6.4. EFFECTS OF COARSE REGION DIMENSIONS 
 
As with the blocks in the DFN, the dimensions of the blocks in the coarse region of 
the model may affect results. This section investigates these effects. Unlike the DFN 
region, the blocks in the coarse region follow a completely deterministic pattern. As 
such, all tests were performed only once, using the same random seed in all cases. 
 
6.4.1 Coarse Region Block Height 
 
The height of the blocks in the coarse region is expressed as a fraction of cavity depth. 
The effects of this height on results were tested, and the results of these tests are 
shown in Table 6.6.  
 
Table 6.6 – Effects of coarse region block height on UCG model results. The standard 
case is highlighted in bold. 
Block Height / 
Cavity Depth 
Fraction (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
2.50% Model failed due to block overlap errors. 
3.54% 38 0.92 27.4 10.64 
5.00% 31 0.82 26.3 10.36 
7.07% 23 0.87 29.0 10.29 
10.0% 19 0.86 25.2 10.38 
 
 
 
230 
 
As seen above, the height of blocks in the coarse region of the model has little 
influence on results, though runtime is affected to a noticeable degree. The effect on 
runtime is expected as the increase in height corresponds to a reduction in the total 
number of blocks in the model. It is interesting to note that the variation in runtime is 
of a similar order to that given by varying DFN joint density. This is unexpected, 
given that the model contains approximately 10 times as many blocks in the DFN as 
in the coarse region. As such, changes in the size of coarse blocks would be expected 
to have a much smaller effect on runtime. This suggests that it is actually the number 
of zones which has the greatest effect on runtime, as this is considerably reduced in 
models with larger coarse blocks. 
 
The apparent independence of results on coarse block geometry is beneficial, as it 
suggests that model behaviour is unaffected by this semi-physical parameter. One 
aspect of model results which is affected however, is the accuracy of the pore pressure 
distribution. As smaller blocks reduce the number of zones in the model, they also 
reduce the resolution of the hydraulic result. This produces a pore pressure 
distribution with a much greater degree of spatial variability, as seen in Figure 6.5. As 
this result is important for the determination of water table lowering effects, such a 
reduction in accuracy is unacceptable. As such, the final model will continue to use a 
block height equal to 5% of cavity depth. It is believed that the increase in runtime 
caused by this decision is justified, given the increase in accuracy and the fact that 
many results can still be produced within a single day. 
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Figure 6.5 – Pore pressure distribution for a model with a coarse block height equal 
to 10% of cavity depth, showing considerable spatial variability.  
 
 
6.4.2. Coarse Region Block Width 
 
The influence of block width on model behaviour is seen to be stronger than that of 
block height. As with height, block width is expressed as a fraction of total model 
width. The results of investigations into the effect of block width are presented in 
Table 6.7.  
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Table 6.7 – Effects of coarse region block width on UCG model results. The standard 
case is highlighted in bold. 
Block/Model 
Width 
Fraction (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
2.5% 56 0.97 61.0 10.76 
5.0% 41 0.81 56.0 9.56 
10.0% 31 0.82 26.3 10.36 
20.0% 18 0.85 25.3 Failed 
33.3% Model failed due to block overlap errors 
 
 
Block width is seen to have a similar influence on runtime to block height, further 
suggesting that zone geometry has a more important effect on runtime than block 
geometry. Mechanical results are seen to be mostly unaffected by block width, though 
the thinnest model gave increased subsidence. This error is within the expected level 
of variation however, suggesting there is no relationship between these properties. 
 
Although the change is relatively minor, coarse region width produces a defined trend 
in hydraulic behaviour, with thinner blocks giving increased flow rates. This effect is 
due to a reduction in tortuosity. As blocks get thinner, the path of a fluid travelling 
vertically through a brickwork pattern gets shorter. This reduces flow path length and 
therefore increases the flow rate achieved from a given pressure gradient. The small 
increase in flow rate compared with the difference in width suggests that this effect 
has only a minor influence on behaviour. Given the considerably reduced number of 
joints in the coarse region compared with the fine region, this is expected. 
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Thermal penetration lengths are seen to have no discernible trend with block width. 
This is to be expected given that the thermally altered region of the rock mass is 
entirely within the DFN. It is of note however, that the thermal model failed to solve 
for the 20.0% model. It is believed that this occurred because of the increased size of 
the zones in the coarse region. As shown in Appendix A.3, the thermal algorithm 
depends heavily on the size of the zones within the model. The greater difference in 
zone size between the two regions is therefore believed to have destabilised the 
thermal algorithm. Given the above results, it is therefore suggested that block widths 
should be limited to no more than 10% of model width in all future trials.  
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6.5. EFFECTS OF MODEL WIDTH 
 
Model width affects behaviour by providing a separation between the region of 
interest (i.e. the cavity) and the applied boundary conditions. Decreases in width can 
negatively affect behaviour by imposing boundary effects close to the cavity. 
Increases in width should have no effects on behaviour above a critical value at which 
the cavity is sufficiently far from the boundary conditions. Model width is defined as 
given in Equation 6.2. Tests were performed by altering the value of the width 
factor 𝑘𝑊. Table 6.8 shows the results of these tests. 
 
𝑊𝑀 = 𝑘𝑊 [𝑊𝐶 +
2𝐷𝐶
tan(𝛾)
]       (6.2) 
 
Where: 
 
D Depth   (m) 
𝑘𝑊 Width factor  (-) 
W Width   (m) 
γ Angle of Draw (35o) 
 
Subscripts: 
 
C Cavity  
M Model 
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Table 6.8 – Effects of model width factor on model results. The standard case is 
highlighted in bold. 
Width 
Factor 
(-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1.0 27 0.56 29.6 8.98 
1.5 34 0.85 33.4 10.51 
2.0 29 0.89 56.2 10.58 
2.5 31 0.82 26.3 10.36 
3.0 30 0.87 36.8 11.08 
 
 
As seen above, model width has little influence on behaviour. Results for runtime, 
subsidence, flow rate and thermal penetration length are seen to be constant within 
error across all width ratios greater than 1.0. The considerable reductions in 
subsidence and penetration length for the thinnest model show that edge effects are 
affecting results for this model. The above observations therefore suggest that the 
minimum required width ratio for the model is somewhere between 1.0 and 1.5. These 
observations do not take into account the behaviour away from the cavity however. 
 
Figure 6.6 shows the subsidence profiles for the models with varying widths. Only 
one half of each profile is shown to more clearly demonstrate model behaviour at the 
boundaries. It is clearly seen that as width increases, heave at model edges decreases, 
before stabilising at a ratio of 2.5. The heave at this ratio is small enough to be 
considered negligible, and as such, a width ratio of 2.5 is considered sufficient for use 
in all further models. 
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Figure 6.6 – Effects of model with on the behaviour of subsidence profiles. 
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6.6. EFFECTS OF ZONE SIZE 
 
As previously mentioned, the behaviour of a UDEC model depends on the number of 
finite difference zones within that model. Rather than being set directly, the number 
of zones is determined by their average edge length. In the UCG model, the average 
edge lengths in the fine and coarse zones are based on other aspects of model 
geometry, as shown in Section 5.2.2. In order to maintain consistency throughout the 
following tests, edge lengths in both regions were multiplied by the same scaling 
factor. Table 6.9 shows the effects of these tests. Zone densities are reported for both 
the fine and coarse regions of each model. 
  
 
Table 6.9 – Effects of zone edge lengths on model results. The standard case is 
highlighted in bold. 
Zone Edge 
Length Scaling 
Factor (-) 
Zone Density 
(fine / coarse) 
(m-2) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.500 3.79 / 0.022 112 1.31 554.4 10.28 
0.707 1.89 / 0.011 46 0.96 69.6 9.33 
1.000 0.95 / 0.006 31 0.82 26.3 10.36 
1.414 0.47 / 0.003 23 0.81 17.4 9.02 
2.000 0.24 / 0.001 18 0.91 29.2 10.39 
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As shown above, zone density has little effect on model results for scaling factors 
greater than 0.707. Zone density is seen to have a strong effect on runtime however, 
with an approximately exponential relationship between the two. This is the single 
greatest contributor to the computational demands of the model and explains the lack 
of influence seen with block geometry. These results therefore suggest that in order to 
produce fast model results, zone density should be set at the lowest possible value 
which still ensures accurate results. 
 
The lack of influence on model results at high scaling factors is an interesting 
observation, as it suggests that density is high enough even in these models to avoid 
mesh dependency. It is therefore counterintuitive that results appear to diverge for low 
scaling factors and high densities. In theory, results should be approximately constant 
between high density models, with low density tests producing erroneous behaviour. 
This discrepancy between theory and observation suggests that some previously 
undetected scale dependent behaviour is occurring within the model. As with the 
effect of model width, the influence of zone density on results can be further explored 
by considering the full subsidence profiles predicted by the models tested. Figure 6.7 
shows these subsidence profiles. In order to highlight the different behaviours 
observed, the profiles have been cropped to show only half of the full subsidence 
profile.   
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Figure 6.7 – Half subsidence profiles for models with varying zone edge lengths. 
 
 
It can clearly be seen that a scaling factor of 0.5 produces a subsidence profile with an 
incorrect shape. This, coupled with the high groundwater flow rate and extreme 
runtime, show that this model has failed to solve correctly. As such, scaling factors 
less than 0.707 should not be used in further models. Results for scaling factors of 
1.414 and 2.0 show appropriate behaviour at the centreline and edges, but are seen to 
give a discontinuity in subsidence approximately 40m from the cavity centre. This 
discontinuity is physically unrealistic and is caused by a lack of adequate resolution in 
the coarse region of the model at low zone densities. Based on these results, it is 
suggested that an upper limit of 1.0 should be set on the zone scaling factor.  
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Results for scaling factors of 0.707 and 1.0 are seen to give the expected profile 
shape. As seen in Table 6.9 however, the high density model gives a distinct increase 
in groundwater flow rate. Given the constant (within error) flowrates seen at lower 
zone densities, it is believed that this effect is the beginning of the considerable 
increase in flowrate seen with the 0.5 model. As seen in Table 6.9, the reduction of 
the scaling factor from 1.0 to 0.707 also leads to a notable increase in runtime. For 
these reasons, as well as that of simplicity, it was decided that future models should 
continue to use a scaling factor of 1.0. It is of note however that the results of both the 
1.0 and 0.707 models are within expected values for all measurements. Given that 
increasing zone density should theoretically increase accuracy, it may be that future 
models use the lower version of edge scaling factor. It is therefore suggested that 
further testing of these effects should be performed to better understand how zone 
densities within this range affect model results.  
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6.7. EFFECTS OF JOINT PROPERTIES 
 
Unlike those of the intact rocks, the mechanical properties of the modelled joints are 
not based on physical measurements. The following sections investigate the effects of 
these properties on model results.  
 
6.7.1. Joint Normal Stiffness 
 
Joint normal stiffness relates the normal stress on a joint to the normal displacement 
of the joint. This is important for mechanical and hydraulic behaviour as it controls 
both overburden collapse and the stress/aperture relationship. Table 6.10 shows how 
normal stiffness affects model results.  
 
Table 6.10 – Effects of joint normal stiffness on UCG model results. The standard 
case is highlighted in bold. 
Joint Normal 
Stiffness 
(Nm-1) 
Mechanical 
Timestep 
(μs) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1×108 Model failed due to block overlap error 
1×109 Model failed due to block overlap error 
1×1010 180 31 0.82 26.3 10.36 
1×1011 86 57 0.79 37.8 10.44 
1×1012 42 89 0.98 90.5 10.53 
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As expected, joint normal stiffness has a strong influence over model runtime. 
Increases in stiffness lead to a considerable reduction in timestep, as given by 
Equation A.11. Joint normal stiffness is seen to have little effect on the thermal 
behaviour of the model, however mechanical and hydraulic results are affected. 
Groundwater flow rates are seen to increase with normal stiffness. This shows that the 
majority of joints tend to close under normal stress, rather than open, as increased 
stiffnesses prevent this motion and thus give greater flow rates. Maximum subsidence 
is seen to be approximately constant for small increases in stiffness, while larger 
changes are seen to give an increase in deformation. This observation is 
counterintuitive, as increases in stiffness should act to increase the strength of the rock 
mass and therefore reduce subsidence. It is of note however, that the difference in 
subsidence is well within the expected level of statistical error for the model. As such, 
the increase in subsidence is predominantly caused by random perturbations in the 
model, which are in turn exacerbated by the increase in runtime.  
 
 6.7.2. Joint Shear Stiffness 
 
Joint shear stiffness has much less of an effect on results than joint normal stiffness, 
as seen in Table 6.11. Thermal and hydraulic results are seen to be generally 
unaffected by shear stiffness, as is model runtime. Maximum subsidence is seen to 
decrease with shear stiffness. This is to be expected, given that increased stiffness 
reduces the amount of shearing along fractures in the rock mass. The strong trend 
seen with shear stiffness compared with normal stiffness suggests that shearing is the 
predominant failure mechanism of the rock mass. This suggestion is further 
corroborated by the results for joint friction angle and cohesion. 
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Table 6.11 – Effects of joint shear stiffness on UCG model results. The standard case 
is highlighted in bold. 
Joint Shear 
Stiffness 
(Nm-1) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1×107 Model failed due to block overlap errors. 
1×108 22 0.98 42.2 10.38 
1×109 31 0.82 26.3 10.36 
1×1010 25 0.58 31.1 10.29 
1×1011 Model failed due to block overlap errors. 
 
 
6.7.3. Joint Friction Angle 
 
Joint friction angle controls the relationship between the normal stress on a joint and 
the shear strength of that joint. As such, it is expected to affect subsidence results by 
altering the shear stress at which joints fail. The effects of joint friction were tested at 
angles chosen such that their tangents were multiples of 0.1, 0.5, 1.0, 2.0 and 10.0 
times the standard value. Table 6.12 shows the results of these tests. 
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Table 6.12 – Effects of joint friction angle on UCG model behaviour. The standard 
case is highlighted in bold. 
Joint 
Friction 
Angle (o) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
3.3 Model failed due to block overlap errors. 
16.1 29 2.56 2.74 10.55 
30.0 31 0.82 26.3 10.36 
49.1 31 0.60 122.6 10.67 
80.2 19 0.68 16.9 10.66 
 
 
As seen above, joint friction angle appears to have little effect on the thermal results 
of the model. Solution speed is also seen to be generally unaffected by joint friction, 
although the highest friction angle gives a notable decrease in runtime. This is caused 
by a reduction in the extent of joint failure in this model, as explained below.  
 
The friction angle of a joint is directly related to the shear yield strength of that joint. 
As friction angle increases, strength increases, preventing the onset of shear failure 
and leading to a reduction in overburden collapse. This in turn leads to a reduction in 
subsidence and runtime, which is observed in the model results. Variations in friction 
angle are seen to have an effect on flow rate, however no discernible trend can be 
observed. As such, the effect of friction angle on groundwater flow are seen to be 
masked by random effects. 
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Given that friction angle is arbitrarily defined, these observations introduce 
considerable uncertainty into model results. In reality, friction angles of rock 
discontinuities often take values from less than 10o to over 40o (Hoek, 2007). Such a 
range is shown by Table 6.12 to lead to variations in subsidence of a factor of 3 or 
greater. As such, joint friction is seen to be a key parameter in subsidence prediction. 
It is therefore suggested that future models should endeavour to obtain experimental 
data on joint friction wherever possible, rather than relying on arbitrary values. 
 
6.7.4. Joint Cohesion 
 
Joint cohesion controls the shear strengths of unconfined joints. The ratio of frictional 
to cohesive forces on a given joint increases with depth, as friction is dependent on 
the normal stress on a joint, which in turn depends on lithostatic pressure. As such, 
cohesion is of greater importance for joints closer to the ground’s surface. Table 6.13 
shows how varying cohesion affects results. 
 
Table 6.13 – Effects of joint cohesive strength on UCG model results. The standard 
case is highlighted in bold. 
Joint 
Cohesion 
(Pa) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1×103 68 1.43 211.1 10.36 
1×104 48 0.97 149.7 10.10 
1×105 31 0.82 26.3 10.36 
1×106 29 0.76 0.105 10.24 
1×107 20 0.76 0.065 10.32 
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As shown above, joint cohesion has little effect on thermal results, as expected. All 
other results are seen to be greatly affected however. Model runtime is seen to 
decrease with increasing cohesion. This is to be expected as the increased strength of 
the joints prevents large scale motion and hence reduces the computational demands 
of solution.  
 
Groundwater flowrates are seen to decrease considerably with increasing cohesion as 
joints remain closed. In comparison with the effects of shear stiffness, this suggests 
that hydraulic behaviour depends much more on the plastic (cohesion dependent) than 
elastic (stiffness dependent) behaviour of joints. This suggests that it is the total 
failure of joints, rather than their partial opening, that has the greatest effect on 
groundwater flow behaviour. 
  
As expected, maximum subsidence decreases with cohesion. The rate of decrease is 
slower than that seen with friction however, suggesting that friction is the principal 
force preventing the shear failure of joints. As mentioned above, the ratio of frictional 
to cohesive strength increases with depth. Given that the majority of joint failures 
occur near the cavity (at considerable depths), this is to be expected. These results 
suggest that both joint friction and cohesion are important parameters controlling the 
behaviour of UCG overburden. Further models in this work will continue to use a 
cohesion of 100kPa for consistency. It is recommended however that future work 
should consider friction and cohesion as site dependent properties, and endeavour to 
acquire experimental data for these properties rather than relying on arbitrary values. 
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6.7.5. Joint Dilation Angle 
 
Dilation is the process by which the shear displacement along a joint causes a change 
in the normal separation (aperture) of the joint. Greater dilation angles imply a faster 
change under shear yielding, which in turn leads to changes in the strength and 
permeability of the rock mass.  Table 6.14 shows the results of a number of tests using 
rock masses with varying joint dilation angles.  
 
Table 6.14 – Effects of joint dilation angle on UCG model results. The standard case 
is highlighted in bold. 
Joint 
Dilation 
Angle (o) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.0 27 0.62 239.2 10.69 
2.5 31 0.83 386.2 10.67 
5.0 31 0.82 26.3 10.36 
10.0 36 1.18 23.2 10.20 
20.0 Model failed due to block overlap errors. 
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Joint dilation is seen to have little effect on thermal results, as expected. Increases in 
dilation are seen to give a corresponding increase in subsidence as joints separate and 
weaken the rock mass. Runtime is also increases as a greater degree of motion must 
be simulated. Groundwater flow rate is seen to decrease with increasing dilation. This 
is counterintuitive, as increases in separation should increase flow rates. This 
disagreement suggests that the influence of joint dilation on hydraulic results is more 
complex than initially thought. It is also of note that the result for an angle of 2.5o 
does not follow the general trend. Given the scale of errors in hydraulic results, it may 
therefore be the effect of dilation on hydraulic results is masked by random effects. 
As such, further repeats of the dilation tests are suggested. It was not possible to 
complete these tests within the project timescale however. Finally, as with joint 
cohesion and friction, it is suggested that site specific dilation data should be acquired 
for future uses of the model.   
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6.8. EFFECTS OF CONVERGENCE RATIO 
 
The termination criterion used in the UCG model is described in Section 5.5.1. As 
mentioned, convergence is achieved when the rate of change of displacement of all 
points on the ground’s surface is less than a specified fraction of their accumulated 
displacement up to that time. This section investigates the influence of this criterion 
by varying the value of the fraction used. Smaller fractions imply a tighter criterion, 
which should increase model accuracy at the expense of a longer runtime. Table 6.15 
shows the results of a number of models with varying convergence ratios.  
 
Table 6.15 – Effect of varying convergence ratio on model results. The standard case 
is highlighted in bold. 
Convergence 
Ratio (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1×10-2 13 3.18 0.25 10.36 
1×10-3 21 1.34 4.29 10.26 
1×10-4 31 0.82 26.3 10.36 
1×10-5 56 0.76 32.9 10.28 
 
 
The results in Table 6.15 show the expected trends. Convergence ratio is shown to 
have little effect on thermal results as the termination criterion does not apply to the 
thermal model. As expected, runtime increases as convergence ratios are tightened. 
Maximum subsidence is seen to decrease as convergence is tightened, while 
groundwater flow rates are seen to increase.  
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The increase in subsidence for models with looser convergence ratios is caused by 
premature termination of the ‘before’ stage of the model. Given that subsidence 
results are found as the difference between the ‘before’ and ‘final’ stages, premature 
termination of the before stage acts to increase subsidence. Figures 6.8 and 6.9 show 
centreline displacement against iteration count for the 1×10-4 and 1×10-2 models 
respectively. It is seen that movement has definitely ceased at each stage of the 1×10-4 
model before cycling continues in the following stage, justifying the use of 1×10-4 as 
the standard convergence ratio. The results for the 1×10-2 model show that motion is 
definitely still occurring when the before stage ends. This continuing motion then 
contributes to the deformation seen in the following stage, leading to an 
overestimation of final subsidence. 
 
It is of note that in both models, the displacement during the ‘before’ stage is 
considerably greater than that of the other two stages. This displacement is caused by 
the rock mass settling as it reaches the initial equilibrium state. This settling process 
establishes the initial stresses and joint apertures of the rock mass. This process is the 
reason why UDEC models need to contain the ‘before’ stage. The fact that this stage 
tends to undergo an order of magnitude more displacement than the later stages is 
actually beneficial in the identification of premature termination errors. If models 
appear to have subsided considerably more than expected, especially away from the 
centreline, it is often found that the ‘before’ stage has terminated prematurely and the 
reason for this can then be sought out.  
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Figure 6.8 – Evolution of centreline vertical displacement during solution for a model 
with a convergence ratio of 1×10-4. 
 
 
 
Figure 6.9 – Evolution of centreline vertical displacement during solution for a model 
with a convergence ratio of 1×10-2. 
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Despite the termination criterion applying only to the mechanical aspect of the model, 
increasing the tightness of the convergence ratio is seen to lead to a gradual increase 
in groundwater flow rate. This is unsurprising, given the extent of coupling between 
the hydraulic and mechanical aspects of the model. As with the subsidence result, the 
effects of convergence ratio on flow rate are caused by premature termination of 
model stages. As shown previously, joints tend to open as the model progresses, 
increasing permeability and therefore flowrate. Premature termination stops this effect 
from concluding, reducing the flowrates seen in models with looser criteria. 
 
As seen in Table 6.15, the mechanical and hydraulic results are still changing between 
the two tightest values of the convergence ratio. This suggests that a ratio of 1×10-5 is 
still not tight enough to ensure accurate results from the model. Although these results 
are still changing, their associated rates of change are seen to have slowed 
significantly. As such, results would not be expected to change a great deal if the ratio 
were reduced any further. Furthermore, it is seen in Table 6.15 that the increases in 
runtime associated with tighter criteria are accelerating. As such, tighter ratios are 
expected to give impractically long runtimes. For these reasons, it is believed that 
further tightening of the convergence ratio would not give a sufficient benefit to be 
justified. Given the scale of uncertainty in results caused by other factors (including 
arbitrary joint properties, the random nature of the DFN and the inherent uncertainty 
of real rock masses), it is believed that the differences between the 1×10-4 and 1×10-5 
models are small enough to be considered insignificant by comparison. It is therefore 
believed that increasing tightness from 1×10-4 to 1×10-5 does not give enough of an 
increase in accuracy to warrant the associated increase in runtime. As such, a ratio of 
1×10-4 is considered accurate enough for the intended end use of the model.  
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6.9. CONCLUDING REMARKS 
 
The results presented in this chapter show how various parameters affect the 
behaviour of the UCG model. Two key limitations of the model have been identified: 
Firstly, hydraulic results are seen to vary greatly between trials. In some cases, 
variations are seen to be greater than an order of magnitude in scale. This variability is 
predominantly caused by the random nature of the DFN pattern, however it is 
exacerbated by the small absolute values of flow rate observed. It is therefore 
suggested that UDEC results be used only as a basis for further hydraulic modelling, 
using separate software. Plans for such a model are given in Appendix C. 
 
Second, results are shown to depend heavily on a number of unphysical internal 
parameters. DFN dimensions, zone density and joint failure criteria are seen to have 
particularly strong effects. Extreme values of certain parameters may also stop models 
from solving at all, reducing model stability. The reliance on these parameters reduces 
model validity as results are shown to depend more on unphysical parameters than 
actual cavity design. In all cases however, these variables should be fixed in future 
predictive models, reducing their effect on the end results of the model.  
  
Despite these limitations, the results of this chapter suggest that the model is 
sufficiently accurate for its intended end use. While the variability in results is large, 
this is considered acceptable compared with those seen for real rock masses. Chapter 
7 aims to further prove model validity by comparing results against site measurements 
from UCG field trials. It is hoped that the outcome of these two chapters will thus be 
sufficient to ensure confidence in the future use of the model as a predictive tool. 
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7. FIELD TRIAL STUDIES 
 
SUMMARY 
 
This chapter presents comparisons between model results, empirical predictions and 
experimental measurements for a number of sites related to underground coal 
gasification (UCG). These comparisons provide a method of model validation, 
increasing confidence in the prediction of future UCG sites. Due to a relative lack of 
published data on UCG induced subsidence, only one UCG trial has been tested. 
Further testing is carried out based on the results of longwall mines, which have 
similar geometries to UCG cavities. Longwall mines are seen to provide a less 
competent analogue than previously thought however, due to significant differences 
in operating conditions. As such, the validation potential of these sites is limited. 
 
Despite the lack of data available, the tests performed show reasonable agreement 
with UCG trials. Mean subsidence results for the UCG comparison agree to within 
6% of the field measurements, however the standard deviation of this result is seen to 
be greater than 30% of the mean. Variations in hydraulic results are also seen to be 
large, while thermal results behave as expected. Later results show that multiple 
cavity modelling is also possible with the Universal Distinct Element Code (UDEC) 
model, however a number of alterations are required to give accurate results in these 
cases. Together with the observations presented in Chapters 6 and 8, the results 
presented herein suggest that the UDEC model is accurate enough for use as a first 
pass screening tool for prediction of the local environmental effects of underground 
coal gasification.  
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7.1. INTRODUCTION 
 
Validation of results is a key step in the development of any numerical or analytical 
model of a physical system. Predictive results derived from such models are of little 
to no use if their validity cannot be proven. Throughout the creation of the UCG 
model, validation was performed continuously as new model functionality was 
developed. Much of this initial validation was performed by comparing model results 
with empirical models based on the Rocky Mountain 1 field trial (Lindblom & Smith, 
1993). Parametric studies, such as those presented in Chapter 6, also act as initial 
methods of validation.  
 
The work presented in this chapter aims to validate the behaviour of the entire model 
as a whole. One of the most effective methods for doing so is to simulate the full 
behaviour of previous field trials and compare model results with measurements 
performed at the field trial site. In the case of UCG however, such measurements are 
often difficult to obtain. As mentioned in Section 2.5.1, recent UCG field trials tend to 
be private commercial ventures. As such, information on site geology and cavity 
operating conditions is often considered commercially sensitive and is therefore 
unavailable to the public. While earlier trials tend to publish more information, 
measurements are often less accurate or are simply not performed for certain 
variables. For example, many early UCG trials did not take any measurements of 
ground subsidence, either because very little movement occurred or because it wasn’t 
considered important at the time. The expense and negative public perceptions of 
UCG also limit the number of trials performed, and hence the data available. 
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One site which can be used for validation purposes is the Hoe Creek 3 UCG trial, 
performed in 1979 in Hanna, Wyoming. This trial was part of a series of experiments 
performed by the US Department of Energy in the late 1970’s and early 1980s, and 
involved the gasification of a sub-bituminous coal seam (the Powder River Basin 
Felix No. 2 seam) interbedded between layers of sandstone (Burton et al, 2006). A 
large number of measurements were taken at the site and the majority of these are 
now publically available. The use of this site for validation purposes is problematic 
however, as exceptional behaviour was observed there. 
 
As shown in figure 7.1, the target seam of the Hoe Creek 3 trial is overlaid by a 
second coal seam, separated by approximately 7m of interburden. During the trial, 
collapse of the interburden allowed heat and oxygen to transfer to this seam, resulting 
in its accidental ignition and gasification. This greatly increased the overall size of the 
cavity and reduced its depth below the ground’s surface. These issues in turn led to 
considerable ground motion, including chimneying subsidence (see Section 2.2.1.1) 
which eventually produced an open sinkhole connecting the cavity with the surface. 
Furthermore, the enhanced fracturing of the overburden due to the extreme subsidence 
led to considerable pollution of the local groundwater. (Ganow, 1984). These issues 
combine to make the Hoe Creek 3 trial one of the most environmentally damaging 
UCG experiments on record. Because of this damage, and despite the anomalous 
behaviour observed, attempts have been made to model the subsidence at this site for 
validation purposes. A full description of these attempts is given in Section 7.2. 
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Figure 7.1 – Lithology of the Hoe Creek 3 UCG trial, showing the overlaid Felix coal 
seams which produced extreme subsidence at the site. 
 
Other than the Hoe Creek 3 site, very little data are available for the validation of 
UCG subsidence models. In order to compensate for this lack of data, validation can 
be performed on other sites which are geometrically similar to UCG. Geometric 
similarity is based on a number of factors, including: 
 
 Cavity length to width ratio – approx. 50 – 70 for linear CRIP UCG.  
 Cavity depth on the order of 100m.  
 No artificial support of overburden (e.g. rock bolting). 
 Full overburden coverage (i.e. no large openings to the surface). 
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A site must conform to all of these criteria to be considered for validation. Sites which 
do not conform to one or more of the criteria cannot be used, as it is unknown to what 
extent this nonconformity will affect the behaviour of the rock mass. It is difficult to 
meet all of these criteria with a single excavation however. For example, many 
tunnelling projects satisfy the length and depth criteria, but are intentionally supported 
by artificial methods. Many underground mining techniques are unsupported, 
however these tend to have large surface openings (e.g. mine shafts) and lower length 
to width ratios. 
 
One industry which often fulfils all of the above requirements is that of underground 
mining. Longwall mining in particular shares a number of similarities with UCG 
(Langland & Trent, 1981; Mallett 2006; Younger, 2011). Two particular sites are of 
interest as they both have a lot of data available for comparison with model results. 
The Jinchuan No 2 nickel mine in China and Angus Place Colliery in Australia have 
been used in this work in lieu of further comparisons with UCG sites. Validation 
studies based on these mines are presented in Sections 7.3 and 7.4 respectively.  
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7.2. HOE CREEK 3 UNDERGRROUND COAL GASIFICATION 
 
As mentioned above, the Hoe Creek 3 UCG site is one of very few trials where 
sufficient data are available on the post-burn geology of the site. As such, it is used 
here as a means of validating the behaviour of the UCG model. The use of this site for 
validation purposes is complicated however, by the exceptional subsidence behaviour 
which occurred there. As shown in Figure 7.2, this behaviour evolved over time. It is 
of note that a considerable change occurred after day 81. This is believed to be the 
point at which the interburden collapsed and gasification of the upper coal seam 
began. The considerable difference between the results of days 81 and 114 may be 
problematic, as the formulation of the model cannot accurately predict the effects 
which caused this behaviour. 
 
 
Figure 7.2 – Subsidence at Hoe Creek 3 UCG trial site as a function of time. After 
Ganow, 1984. 
 
260 
 
In order to validate the model against site measurements, an appropriate measurement 
time must be chosen. This must represent only the subsidence caused by stoping and 
stratal bending (see Section 2.2.1.1), as the UDEC model is incapable of resolving 
chimneying or plug failure. In order to choose an appropriate time, a simple empirical 
method is used to predict subsidence at the site. The measured time is then chosen as 
that which is closest to the empirical result. Empirical calculations are performed 
using an influence function method (Brauner, 1973), as given by Equation 7.1. 
 
𝑆𝑠 = ∑
3
𝜋
𝑆𝑚𝑎𝑥
𝑟𝑐𝑟𝑖𝑡
2 [1 − (
𝑥𝑠−𝑥𝑒
𝐵
)
2
]
2
𝑒  for  0 ≤ r ≤ rcrit.    (7.1) 
𝑆 =  0     for r > rcrit.     
 
𝑆𝑚𝑎𝑥 = 𝛼𝐻𝐶 is the maximum possible subsidence. 
𝑟𝑐𝑟𝑖𝑡 =
2𝐷𝐶
tan(𝛾)
 is the critical radius of subsidence. 
 
Where: 
 
S Subsidence (m) 
α Subsidence factor (-) 
γ Angle of draw (o) 
 
Subscripts: 
 
e For a specified area of extraction. 
s At the specified point on the surface. 
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The subsidence factor α for UCG is given by Gregg (1977) as between 0.7 and 0.9, 
while the angle of draw is given by Younger (2011) as approximately 35o. Results in 
Chapter 6 suggest a subsidence factor of 0.59 and an angle of draw of 44o. 
Considering gasification of both cavities, Equation 7.1 predicts subsidence between 
6.5 and 8.3cm using the literature values, and 10.21cm using the Chapter 6 result. The 
upper limit of the literature based prediction is close to the subsidence observed after 
78 days at 8.6cm. As such, 78 days is used as the validation benchmark and all further 
empirical models assume a subsidence factor of 0.9 and an angle of draw of 35o. 
 
The cavity geometry of the Hoe Creek 3 UDEC model is given in Figure 7.3. This 
geometry is based on the work of Hill (1981) and assumes full breakthrough of 
gasification into the upper coal seam.  
 
 
Figure 7.3 – Cavity geometry for the UDEC model of Hoe Creek 3 UCG site. After 
Hill (1981) 
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Figure 7.4 compares UDEC model results with empirical predictions and field trial 
measurements for the site. The UDEC result is presented as the mean subsidence 
taken over 10 executions, with error bars equal to the standard deviation of those 
executions. The graph has been cropped to show only the behaviour near the cavity, 
as negligible ground movement was observed at greater horizontal distances. It is of 
note that very little edge heave was seen in these models compared with those in 
Chapter 6. This is primarily due to the extent of subsidence at Hoe Creek compared 
with the benchmark model however, as the greater extent of ground motion dwarfs 
any movement at the model edges, making edge motion much harder to detect. 
 
 
 
Figure 7.4 – Comparison of UDEC results, site measurements and influence function 
predictions (Brauner, 1973) for subsidence at the Hoe Creek 3 UCG site. 
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Figure 7.4 shows that the UDEC model accurately predicts the maximum subsidence 
seen at the Hoe Creek 3 site after 78 days. Measured subsidence is seen to fall well 
within the error margins of the UDEC model at the centreline, while the mean result 
differs from measurements by approximately 4mm. The standard deviation of 
centreline error predicted by UDEC is approximately 2.6cm, equal to 32% of the 
mean. While this is a large variance, it is within the expected range given by the 
natural variability of rock masses. It is of note that the UDEC model predicts a 
slightly shallower profile than that seen in reality, but the difference is small enough 
to consider the profile realistic. In comparison, the empirical method is seen to predict 
a profile which is much shallower still. This effect is predominantly caused by the 
assumption of rectangular cavity geometry, ignoring the effects of shape on 
subsidence. Such results therefore show that the UDEC model gives a considerable 
advantage over empirical methods, however the inability to predict chimneying 
greatly limits the reliability and applicability of the UDEC model. 
 
Figure 7.5 shows the groundwater pressure distribution for the Hoe Creek 3 site 
during gasification (i.e. the “after” stage of the model). Results are taken from the run 
in which the subsidence results are closest to the mean. The water table at the Hoe 
Creek site was initially located at a depth of 24.5m below the ground (Wang et al, 
1981). Permeability at the site is highly anisotropic, with a value of approximately 
120mD in the horizontal direction and 22mD in the vertical direction (Buscheck et al, 
2009; Snoeberger, 1976). In order to simulate this in the model, permeabilities are set 
at 22mD for joints between 60 and 120 degrees from the horizontal, and 120mD for 
all other joints. Cavity pressure was set equal to the local hydrostatic pressure at the 
roof of the lower seam, as in the field trial (US Department of Energy, 1997). 
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Figure 7.5 – Simulated pore pressure distribution during gasification at the Hoe 
Creek 3 trial site. 
 
 
As seen above, the operation of the Hoe Creek 3 gasification site appears to have a 
negligible effect on the pore pressure distribution around the cavity. Given that 
overall cavity pressure is roughly equal to hydrostatic pressure, this is to be expected. 
Observed perturbations in pressure are predominantly caused by the random nature of 
the joint pattern and the interpolation process used to create the diagram.  
 
Unlike modern UCG designs, the Hoe Creek 3 trial was not operated at sub-
hydrostatic pressures. In addition, the accidental gasification of the upper coal seam 
actually led to cavity pressures exceeding local hydrostatic pressure in some regions. 
While these effects prevented lowering of the water table, they led to considerable 
groundwater contamination (Burton et al, 2008; Kapusta & Stanczyk, 2011). The 
results of the UDEC model predict both of these effects. As shown in Figure 7.5, the 
water table height remains unchanged. Groundwater is found to flow out of the cavity 
at a rate of 9.36×10-8 m2s-1. Given a cavity length of 52m (Hill, 1981) this 
corresponds to 421 litres per day, more than sufficient to cause considerable pollution. 
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Figure 7.6 shows how the maximum temperature experienced by the rock mass varies 
with position in the Hoe Creek 3 trial. These results are taken from the same run as 
those shown in Figure 7.5. As seen, the maximum temperature profile initially follows 
the cavity wall, but begins to circularise as distance increases. Random fluctuations in 
the temperature contours are caused by the existence of large blocks in the discrete 
fracture network (DFN), as temperature transfers more slowly through blocks than 
joints. The temperature profile is seen to extend up to 15m from the cavity wall. This 
is longer than that suggested by the literature (Sarhosis et al, 2013; Yang, 2005). This 
discrepancy is believed to be due to the relatively large surface area of this cavity 
geometry compared with standard cavity shapes. Comparisons with field 
measurements for this site cannot be made as temperature measurements are not 
available for this trial. 
 
 
Figure 7.6 – Profile of maximum experienced temperature surrounding cavity at Hoe 
Creek 3 UCG trial site. 
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The above results show that the UDEC model agrees well with site measurements and 
historical predictions for the Hoe Creek 3 UCG site. It is important to note however 
that the model does not predict the increase in subsidence seen between days 81 and 
114. As mentioned previously, this behaviour was caused by the accidental 
gasification of a second coal seam, followed by subsequent chimneying of the 
overburden. Despite the inclusion of this second seam in the model, subsidence results 
tend to agree with the original measurement taken at 78 days. The failure of the 
UDEC model to predict the secondary subsidence events considerably reduces the 
reliability of the model for the prediction of future UCG sites. 
 
In order to better predict the secondary subsidence events mentioned above, several 
additions to the UDEC model would be required. These additions include full 
simulation of coal combustion, cavity growth mechanisms, fully realised roof collapse 
and transient hydraulic phenomena. The inclusion of these aspects would greatly 
increase the complexity and computational demands of the model. Given that the aim 
of the model is to act as a first pass screening tool rather than an in depth simulator, 
these complications are not considered important at this stage. It is imperative 
however, that any sites which the UDEC model deems as safe are further investigated 
using much more rigorous techniques before any experimental or commercial 
gasification operations are commissioned.  
 
The agreement of model results with field trial data at day 78 is considered sufficient 
to confirm the validity of the model for use as a first pass screening tool for simple 
UCG designs. Further modelling should always be carried out using standalone 
models for particular sites before any experimental work begins however. 
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7.3. JINCHUAN NICKEL MINE 
 
The Jinchuan No. 2 mine is a Chinese nickel mine operating on a steeply dipping 
seam. This site was chosen for model validation purposes as a great deal of data are 
available on the site (Li et al, 2004b; Ma et al, 2013; Zhao et al, 2012). Unlike UCG, 
underground mining does not involve any thermally driven processes. As such, the 
thermal aspect of the UDEC model is turned off for this analysis. In addition, no 
information is available on the local groundwater conditions at the mine, precluding 
hydraulic modelling.  
 
Figure 7.7 shows a view along the length of the cavity in the UDEC model of 
Jinchuan nickel mine. The mine effectively consists of two identical cavities with a 
thin slice of material (the filling body) in between. This filling body would then be 
mined out at a later date. The model considers the mine with the filling body still in 
place as this is the geometry for which field measurements are available. Block, zone 
and DFN geometries depend on the total size of a rectangle circumscribed around 
both the cavities as well as the filling body. The material properties and boundary 
conditions at the site are based on those used by Zhao et al (2012). The UDEC model 
assumes that the entire modelled rock mass consists of migmatite as this is the most 
predominant rock type in the area. In the absence of information on local hydraulic 
conditions, the rock mass is assumed to be saturated with water. In reality, migmatite 
based geologies are likely to be dry, however the model considers a wet rock mass in 
order to maintain consistency with the UCG model. 
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Figure 7.7 – View along the length of Jinchuan No. 2 nickel mine cavity. 
 
Figure 7.8 compares the results of the UDEC model with site measurements and 
empirical predictions. UDEC results are given as the mean of 3 trials, with error bars 
given as the standard deviation of these trials. The influence function uses a 
subsidence factor of 0.9 and an angle of draw of 29o as suggested by the literature 
(Keilich et al, 2006). As shape cannot be incorporated into the influence function, the 
cavities are assumed to be rectangles with the same area as the real cavities. The 
graph has been cropped to show only the behaviour near the cavity, as no ground 
movement was observed at greater horizontal distances. As with the Hoe Creek 
model, edge heave was negligible for the Jinchuan results. 
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Figure 7.8 – Comparison of UDEC results, site measurements and empirical 
predictions (Brauner, 1973) for subsidence at the Jinchuan No. 2 nickel mine. 
 
As seen above, both the UDEC model and the influence function greatly overpredict 
the subsidence seen at the Jinchuan mine. The UDEC model is seen to give a much 
more accurate representation of profile shape than the empirical function however. It 
is believed that the overprediction in both cases is due to the inability of the models to 
accurately represent the support given by the filling body, which acts in a similar 
manner to a spanning body. In the UDEC model the filling body is seen to sag into the 
lower cavity, as seen in Figure 7.9. This both removes the support of the filling body 
and increases the stress on the rocks surrounding the upper cavity, increasing 
subsidence. It is of note that a dry model would be likely to produce even greater 
subsidence, suggesting that the UDEC UCG model is not appropriate for modelling a 
mine such as this. Finally, the model does not consider temporal effects, such as the 
order of excavation. Including these effects may improve the accuracy of results, 
however it was not possible to test this within the timescale of the project.  
270 
 
 
Figure 7.9 – Filling body failure observed in the UDEC model of the Jinchuan nickel 
mine. Red lines indicate the original location of the cavity boundaries. Fractures are 
generated via the discrete fracture network method (see Section 4.2.3). 
 
The results above show that while the UDEC model is more accurate than the 
empirical model, it is generally incapable of predicting the subsidence seen at the 
Jinchuan site. Model realism could be improved by considering the order of 
excavation, however this was not attempted due to time constraints. Alternatively, 
results could be improved by altering design parameters to more closely fit the site; 
however this would preclude the use of the trial as a means of validation for the UCG 
model. These results therefore show that while the model can provide much 
information on the behaviour of diverse sites, its usefulness as a predictive tool may 
be limited to sites broadly similar to the Rocky Mountain 1 trail. The model is 
therefore seen to be generally valid for UCG trials, though care should be taken in its 
application to cases with notably different geometry from that presented in Chapter 5. 
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7.4. ANGUS PLACE COLLIERY – SINGLE CAVITY 
 
Angus Place Colliery is a multiple panel longwall coal mine in Australia which was 
used as a test site for the validation of early numerical models in subsidence 
prediction (Coulthard, 1999; Kay et al, 1991). Because of this testing, a lot of 
information is available on the geology of the site and the subsidence observed there. 
As with the Jinchuan case study, Angus Place colliery does not involve any thermal or 
hydraulic modelling of the rock mass. 
 
The geometry of this model is based on that of a single longwall panel (panel 11, as 
shown by Kay et al (1991)). This gives a rectangular cavity with the dimensions given 
in Table 7.1. A model based on the subsidence caused by multiple panels is presented 
in Section 7.5. In both models the rock mass material are the same as those presented 
in Chapter 5, as the rock masses at both Angus Place and the Rocky Mountain trial 
site are composed primarily of sandstone. As with the Jinchuan model, the rock mass 
is assumed to be fully saturated with water. 
 
 
Table 7.1 – Dimensions of longwall panel 11, Angus Place Colliery. 
Dimension Length (m) 
Length 1400.0 
Width 211.0 
Height 2.5 
Depth 263.0 
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Figure 7.10 shows the results of the single cavity Angus Place UDEC model 
alongside site measurements and empirical predictions. As shown, the UDEC results 
overpredict subsidence by approximately 33%, with the subsidence measured at the 
site falling far outside the margin of error given by the models. Model results are seen 
to give a much better subsidence prediction than that given by the influence function 
however, with the empirical method under-predicting subsidence by more than a 
factor of 3. In addition, the shape of the profile given by the UDEC model is much 
closer to reality than that given by the empirical method. 
 
 
 
Figure 7.10 – Subsidence profiles for single cavity Angus Place Colliery Models. 
Influence function based on Brauner, 1973. 
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The inaccuracies shown in Figure 7.10 are believed to be caused by the extreme 
geometry of the site. The width to height ratio of 84.4 is much greater than that of the 
UCG benchmark case at 0.87. Such an extreme ratio of width to height greatly affects 
the geometry of the DFN region, as mentioned in Section 6.3. Such geometries have 
been shown to increase the subsidence predicted by the model, and therefore may 
contribute to the overprediction of subsidence in this case. In addition, the relatively 
small length to width ratio of 6.6 suggests that the plane strain geometry of UDEC 
may be unsuitable for this site.  
 
In summary, the results show that while the UDEC UCG model cannot accurately 
predict subsidence for the Angus Place Colliery, it does give a distinct advantage over 
empirical methods in terms of both subsidence extent and profile shape. As with the 
Jinchuan site, the accuracy of the UDEC model could be improved by altering various 
design parameters for the site in question; however this would reduce its applicability 
for the validation of other sites, including UCG operations. As such, these results cast 
doubt on the usefulness of longwall mining trials as validation studies for the UCG 
model. Given the lack of available field trial data from UCG trials, this seriously 
limits the amount of validation which can be performed on the model and therefore 
limits the reliability and applicability of the model itself. As such, it is suggested that 
efforts should be made to acquire much more data on subsidence at UCG sites, either 
through collaboration with the operators of previous trials or by combined 
computational and experimental studies in the future. 
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7.5. ANGUS PLACE COLLIERY – MULTIPLE CAVITIES 
 
As mentioned above, the Angus Place Colliery site contains multiple parallel longwall 
panels. This section models the interaction between two such panels in an attempt to 
validate the future use of the UDEC model with multiple cavity UCG designs. The 
geometry of this model is based on that of two parallel longwall panels (panels 11 and 
12). The panels have identical dimensions, which were previously given in Table 7.1. 
The panels are separated horizontally by a 50m thick coal pillar. 
 
The standard UDEC UCG model is incapable of realising the subsidence profile 
produced by parallel cavities, because the stratified blocks can only produce first or 
second order bending. In order to predict the profile caused by two cavities, the blocks 
must be able to produce fourth order bending, which is impossible in UDEC due to 
the formulation of the discrete element method. This behaviour can be approximated 
however, by ensuring that block ends always rest in the space between the cavities. 
This allows a pair of blocks in second order bending to approximate the behaviour of 
a single block showing fourth order bending. This concept is shown in Figure 7.11. In 
order to achieve the desired profile for the Angus Place Colliery model, the stratified 
beams were shifted horizontally so that the interface between the beams always fell 
directly above the coal pillar. In addition, a greater number of subsidence 
measurement points were included to capture the full shape of the profile. 
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One block showing 2nd order bending – Standard UDEC Model 
 
 
 
One block showing 4th order bending – Not possible in UDEC 
 
 
 
Two blocks showing 2nd order bending, approximating an overall 4th order bending 
moment – Allowing multiple cavity modelling in UDEC 
 
Figure 7.11 – Approximation of higher order bending modes through an increase in 
the number of stratified blocks, allowing for multiple cavity modelling in UDEC. 
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Figure 7.12 compares simulated subsidence profiles with measured field data and 
empirical predictions for the two cavity Angus Place Colliery site. As shown, the 
shape and extent of subsidence profiles were seen to depend heavily on the density of 
finite difference zoning used within the model. Low zone densities (approx. 11 zones 
per block) were seen to give a subsidence extent closer to that seen in reality, but 
failed to give an appropriate profile shape. Higher zone densities (approx. 95 zones 
per block) give the correct shape but greatly overestimate extent. In comparison, the 
empirical method is seen to both greatly underestimate the extent of subsidence and 
fail to capture the effects of the dual cavity geometry. 
 
 
Figure 7.12 – Subsidence profile for two cavity Angus Place Colliery Model. 
Influence function based on Brauner, 1973. 
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Two principal conclusions can be drawn from Figure 7.12: Firstly, the shape of the 
high zone density profile proves that a UDEC model built in this way can predict the 
subsidence behaviour of multiple cavity systems. As such, appropriately designed 
models should be able to predict the behaviour of commercial scale UCG operations 
with several parallel CRIP channels. Second, the numerical results of both models 
suggest that they are not valid for this particular site. As with the single cavity model, 
the accuracy of results could be improved by altering the model design, though this 
would invalidate its use as a tool for the validation of UCG behaviour 
 
Given the observations above, it is suggested that more accurate predictions of 
multiple cavity behaviour may be possible with the use of a model with a separate but 
similar design to that used for a single cavity. Such a model would need to use an 
increased zone density in order to capture the correct profile shape, but would need to 
be altered in other ways in order to counter the effect of an altered zone density on 
mechanical and hydraulic results. It is suggested that increasing the stiffness of joints 
could compensate for these effects. Such a method would greatly change results 
however, requiring the model to be calibrated against field trial data in order to 
produce a usable simulation. Such a method would require extensive testing to prove 
its validity across a number of geometries however, and may be limited to simulating 
sites which are already similar in shape to the calibration model. Such a process is 
beyond the scope of this project, but it is believed that it could be achieved relatively 
easily using similar techniques to those presented within this thesis.  
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7.6. CONCLUDING REMARKS 
 
The studies in this chapter lead to four principal conclusions: 
 
Firstly, the results of the Hoe Creek 3 tests show that the model is capable of 
predicting simple thermal, mechanical and hydraulic phenomena associated with 
single cavity UCG operations in hard rock. These results also show however, that the 
model is incapable of predicting complex subsidence phenomena such as chimneying, 
cavity collapse and overburden gasification. Such phenomena could be simulated by 
greatly increasing the complexity of the model, however the effect of doing so on 
runtime would preclude the use of the model as a first pass screening tool. 
 
The second conclusion is that comparison with longwall mines may be less useful for 
predictive models of UCG than previously thought. Although the UDEC model is 
seen to be more accurate than empirical methods, the simulation is seen to 
consistently overpredict subsidence in these tests. While the accuracy of these models 
could be improved by better matching model designs to site parameters, doing so 
would greatly reduce their usefulness as validation studies for the UCG model. 
 
Third, the results of the multiple cavity Angus Place study show that, with sufficient 
modification, the model is capable of simulating multiple cavity systems. Doing so 
requires a considerable increase in model complexity and runtime however. As such, 
it is suggested that an alternative model based on that presented in this chapter should 
be produced to simulate multiple cavity systems. 
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Finally, a key issue in the validation of the UCG model was the lack of available data 
on which to perform comparative work. Data are difficult to obtain in many cases due 
to commercial secrecy. As models are the primary tool for ensuring the safety of 
future UCG trials, and validation is the most important method of ensuring model 
validity, it is essential that a greater amount of data are acquired. Given the cost and 
political opposition to UCG experiments, it is suggested that these data would best be 
acquired by increasing access to existing trial results. This could be achieved through 
widening publication of these results or through closer collaboration between 
academic researchers and UCG operators. 
 
Despite the above issues, the model produced in this work is considered to be 
sufficiently accurate for use as a first pass screening tool for UCG designs. As such, 
the following chapter applies the model to a range of varying UCG site designs in 
order to produce an initial set of predictive results and best practice guidelines for 
UCG operators. Further modelling of chosen sites should always be carried out using 
more detailed simulators before any experiments are performed, but this model should 
greatly reduce the demands of such modelling by allowing operators to quickly 
eliminate any unsuitable sites. Further work on the validation of the model should also 
be carried out using new data as it becomes available. 
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8. SITE DESIGN STUDIES 
 
SUMMARY 
 
This chapter presents the results of a series of tests in which the model is used to 
predict the local environmental effects of a range of potential underground coal 
gasification (UCG) sites with varying geometric, geological and operating conditions. 
These tests are used both to identify limitations in the applicability of the model and 
to provide initial predictive results for a range of UCG designs. These results are then 
used to produce a set of best practice guidelines for future UCG operations which 
allow operators to quickly assess the suitability of a range of site designs. 
 
The majority of the results in this chapter show good agreement with expected trends 
in behaviour, providing further validation of the model and allowing for the derivation 
of robust guidelines for approximating the extent of subsidence and thermal 
penetration length. Hydraulic results are also seen to follow the expected trends, 
however the uncertainty in these results is significant, with many results showing a 
range of variation greater than 100% of the mean value. Further modelling work is 
suggested to improve the hydraulic results, as well as to extend the applicability of the 
model over a greater range of site designs. Despite the uncertainties observed, the 
results in this chapter suggest that the Universal Distinct Element Code (UDEC) 
model provides a sufficiently accurate prediction to satisfy its intended end use as a 
first pass screening tool for UCG site selection. 
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8.1. INTRODUCTION 
 
This chapter applies the completed UDEC model to a number of cases with varying 
site conditions. This is performed both to test the limits of model validity and to 
produce initial predictive results. These results are then used to identify trends in how 
certain site parameters influence the local environmental impacts of underground coal 
gasification. Finally, these trends are used to produce a set of ‘best practice’ 
guidelines for UCG operators to minimise the future environmental risks of UCG. 
 
The tests in this chapter were performed by making alterations to the initial model 
shown in Section 6.2. These alterations involved varying only those properties which 
can be set either through site selection (e.g. cavity depth) or operating decisions (e.g. 
operating pressure). As such, these results represent the effects of gasifier design and 
measureable physical properties rather than those of model specific variables. 
 
Wherever possible, the models below use a consistent random seed. This allows for a 
direct comparison of results without the need to consider random effects, as well as 
reducing the number of tests which must be run. For the cavity geometry models, 
repeats must be performed as the random geometry of the discrete fracture network 
(DFN) depends on cavity geometry. In these cases, three repeats of each test are 
performed and the mean and standard deviation of the results are presented. 
Groundwater flow rates are given as the geometric mean of three trials and are 
expressed in mL/day calculated on the assumption of a 600m long channel, equal to 
that of the Bloodwood Creek trial (Mark & Mallett, 2008). Errors in flowrates are 
quoted as multiplicative rather than additice, indicated by prefixing with an “x”. 
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8.2. EFFECTS OF CAVITY GEOMETRY 
 
The geometry of a UCG cavity has a considerable influence over the process. UCG 
geometry is defined by the width, length and depth of the cavity. As mentioned in 
Section 2.1.5, larger cavities are economically beneficial as they increase the amount 
of syngas obtained from a single pair of wells. Deeper cavities can also operate at 
higher pressures, increasing the quality of syngas. Deeper cavities have a 
disadvantage however, as they greatly increase the capital costs of UCG. Cavity 
geometry also has a strong influence over the local environmental impacts of UCG. 
This section uses the UDEC model to investigate how these properties affect these 
environmental issues. In cases where multiple cavity operations are performed, the 
separation between cavities is also important. As shown in Section 7.5 however, the 
current model is incapable of simulating multiple cavity systems. As such, it is 
recommended that an additional model should be produced to simulate these sites. 
 
8.2.1. Cavity Height 
 
The height of a UCG cavity is the vertical distance from the base of the injection well 
to the roof of the void, which usually extends a short distance into the overburden 
above the coal seam. While cavity height cannot be set by the operator, it can be 
approximated as the vertical distance between the base of the injection well and the 
roof of the coal seam. Table 8.1 shows the effects of cavity height on local 
environmental issues. Figure 8.1 compares model results with empirical predictions 
for subsidence across the range of heights modelled. 
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Table 8.1 – Effects of cavity height on local environmental issues. The standard case 
is highlighted in bold. 
Cavity 
Height 
(m) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
3.55 35 ± 6 0.47 ± 0.14 91.1 ± x3.4 7.54 ± 1.42 
7.10 33 ± 10 0.73 ± 0.03 35.3 ± x1.3 8.98 ± 1.77 
14.2 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
20.0 57 ± 7 1.39 ± 0.29 119.9 ± x1.9 8.64 ± 1.05 
28.4 53 ± 8 1.72 ± 0.66 36.0 ± x1.3 6.24 ± 3.60 
 
 
 
Figure 8.1 – Comparison of UDEC and influence function results (Brauner, 1973) for 
the effects of cavity height on subsidence, showing linear line of best fit for UDEC 
results. 
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Cavity height is seen to have a predictable influence on runtime and subsidence, and a 
less obvious effect on hydraulic or thermal results. Runtime is generally seen to 
increase with cavity height. This is to be expected, as taller cavities increase the 
length of joints in the DFN (see Section 6.3.1), producing more blocks and hence 
increasing the computational demands of the model.  
 
Subsidence increases with cavity height as a larger void induces a greater stress on the 
cavity roof. In addition, taller cavities allow the stoping process (see Section 2.2.1.1) 
to continue to a greater extent, further increasing subsidence. As shown in Figure 8.1, 
modelled subsidence increases linearly with cavity height, agreeing with the empirical 
prediction. Model results are however seen to give consistently greater subsidence 
than empirical results. Given that the empirical model does not account for cavity 
shape, thermal or hydraulic effects, this suggests that the UDEC model is generally 
more accurate, as previously suggested in Chapter 7. 
 
The hydraulic results shown in Table 8.1 suggest that cavity height has no overall 
effect on groundwater flowrate. This is unexpected, as one would expect a taller 
cavity to give higher flowrates due to the increase in differential pressure at the floor 
(cavity pressure is based on hydrostatic pressure at the roof). On the other hand, 
Section 6.3 shows that larger DFNs (associated with larger cavities) reduce flowrates 
as joint apertures tend to decrease with DFN size. Finally, given the scale of 
uncertainty in the results, it may also be that the effects of height are lost in the 
random variability of results. As such, it is suggested that further investigations be 
carried out to investigate the effects of cavity height on hydraulic behaviour. 
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The thermal results in Table 8.1 show the greatest thermal penetration length for the 
standard model, with shorter lengths observed as cavity height is either increased or 
decreased. As all results are within expected error margins, this effect is assumed to 
simply be a product of random variations. In addition, it is important to note that the 
thermal penetration length in the two shortest trials extends below the base of the 
model. This is a problem for any cavity with a height less than approximately 10m. 
This can be resolved simply by ensuring a minimum amount of rock is always 
simulated underneath the cavity. This was not performed in this work however, due to 
time constraints. Ensuring a minimum DFN height is also important to prevent this 
from occurring above the cavity roof. 
 
Finally, the above tests highlight an issue with the relationship between DFN height 
and cavity depth. As shown in Section 5.2.1., the top of the DFN region extends to 
twice the cavity height above the cavity roof. If cavity depth is less than twice cavity 
height, the DFN would therefore extend above the ground’s surface. Such a situation 
would invalidate model results as the model geometry would be too different from 
that used in validation studies. As such, simulated cavity heights should be limited to 
less than half the depth of the cavity. 
 
 
 
 
 
286 
 
8.2.2. Cavity Width 
 
The effects of cavity width follow similar trends to those seen with cavity height. As 
with height, cavity width cannot be directly controlled, but can be approximated. 
Cavity width is usually found to be of a similar size to cavity height. Table 8.2 
summarises the observations of a number of tests on varying cavity widths. Figure 8.2 
shows the relationship between cavity width and subsidence for both model results 
and influence function predictions (Brauner, 1973). 
 
 
Table 8.2 – Effect of cavity width on local environmental impacts of UCG. The 
standard case is highlighted in bold. 
Cavity 
Width 
(m) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
3.10 Model failed due to block overlap error. 
6.20 57 ± 22 0.39 ± 0.08 63.3 ± x2.0 7.44 ± 1.63 
8.80 35 ± 4 0.84 ± 0.06 4.14 ± x2.1 10.3 ± 0.71 
12.4 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
17.5 29 ± 9 1.80 ± 0.39 1.61 ± x1.8 10.3 ± 0.84 
24.8 49 ± 9 3.29 ± 1.08 2.72 ± x7.3 9.69 ± 1.36 
49.6 Model failed due to block overlap error. 
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Figure 8.2 - Comparison of UDEC and influence function (Brauner, 1973) results for 
the effects of cavity width on subsidence, showing original (black) and corrected (red) 
trend lines. 
 
As seen above, cavity width appears to have little effect on model runtime, with 
variations predominantly caused by the random nature of the DFN geometry. This is 
to be expected, given that DFN width has been previously shown (see Section 6.3.2) 
to have little influence on runtime. The lack of influence is predominantly due to the 
relationships between the size of the DFN and the length and number of joints it 
contains. These relationships imply that cavity width will only have an effect on 
runtime for designs with a high width to height ratio. As such, runtimes are expected 
to be approximately constant across the majority of practical site designs. 
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Groundwater inflow rate and thermal penetration length are also seen to be generally 
unaffected by cavity width. In reality, one would expect groundwater flow rates to 
increase with cavity width. As with height however, the effects of DFN size on 
flowrates prevent this effect. Thermal penetration lengths are constant within error 
across all cavity widths. This is to be expected, as cavity width should have no effect 
on heat transfer processes. It is of note however that the temperature profile extended 
outside of the DFN region in the two thinnest cases. This occurs simply because the 
DFN width is significantly reduced (as DFN width is set at three times cavity width). 
As with DFN height, this issue can be resolved in future by specifying a minimum 
width limit for the DFN region. 
 
Cavity width is seen to have a considerable influence over the extent of surface 
subsidence above a UCG operation. Maximum subsidence is seen to increase in an 
approximately linear fashion with increasing cavity width, as shown in Figure 8.2. 
This behaviour agrees with that given by the empirical method, however the 
subsidence predicted by UDEC is seen to increase at a much faster pace than this 
method suggests. This difference in results is primarily caused by the large subsidence 
seen with the widest cavities. This large extent, and the accompanying large 
variability, were caused by a single data point with a much greater value than the 
others with that width. Removing this point from consideration gives a much closer 
agreement with empirical results, shown by the red trend line on Figure 8.2.  
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8.2.3. Cavity Depth 
 
Cavity depth is defined as the vertical distance from the surface to the roof of the 
cavity. As with width and height, cavity depth is dependent more on the geometry of 
the coal seam than with operating conditions. Some control over depth is possible 
however, as the depth of the injection and production wells are set by the operator. 
Table 8.3 shows the results of a number of tests of the effects of cavity depth on 
environmental issues. Figure 8.3 compares model results and empirical predictions for 
the effects of cavity depth on surface subsidence. 
 
Table 8.3 – Effects of cavity depth on UCG induced environmental impacts. The 
standard case is highlighted in bold. 
Cavity 
Depth 
(m) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(m2s-1) 
Thermal 
Penetration 
Length (m) 
24.6 Failed due to interaction between surface and DFN 
49.2 32 ± 2 2.26 ± 0.76 26.4 ± x1.7 10.49 ± 0.80 
69.6 37 ± 13 0.86 ± 0.26 32.4 ± x1.5 8.84 ± 2.26 
98.4 37 ± 7 1.00 ± 0.29 28.2 ± x2.8 9.62 ± 1.36 
139.1 30 ± 7 0.70 ± 0.07 112.9 ± x1.5 3.66 ± 1.32 
196.8 30 ± 7 0.69 ± 0.23 224.6 ± x1.6 3.66 ± 1.30 
393.6 Failed – predicted upward motion across entire domain 
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Figure 8.3 – Comparison of modelled and influence function (Brauner, 1973) 
predictions of the effects of cavity depth on surface subsidence. 
 
 
Cavity depth is seen to have a negligible effect on runtime. This is expected as depth 
only affects the coarse region of the model. Subsidence is generally seen to decrease 
with depth, however the results at 69.6m do not follow this trend. It is believed that 
this error is simply due to random variations, and is exacerbated by the small number 
of trials performed. As such, the data at this depth (highlighted in red) is considered 
anomalous and is not included in the line of best fit. While subsidence decreases with 
depth as expected, the trend observed is much more gradual than that of the empirical 
method. It is of note however, that the results from both methods are close for all but 
the deepest data point. As such, it is believed that further trials should be performed in 
order to determine which method is more accurate. To further investigate these issues 
it is suggested that more data should be gathered, with a greater number of repeats for 
each point. Unfortunately, this was not possible within the timescale of the project.  
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As shown in Table 8.3, a model was produced for a depth of 393.6m (equal to four 
times the base case), however this model failed to solve. In two cases the model 
encountered block overlap errors, while the third predicted upward motion across the 
entire modelled domain. This failure was not unexpected however. As seen in Figure 
8.3, subsidence is expected to decrease greatly with depth. For a depth of 393.6m, the 
empirical function predicts a maximum subsidence of 0.5mm. This is considerably 
smaller than the random variation seen in most executions of the model. As such, the 
model is shown to be incapable of accurately predicting such small ground 
movements. Given that such a small amount of subsidence is effectively harmless 
however (and would be difficult to detect in reality), the inability to predict this effect 
is not considered to be a problem. As such, the simulation of cavities at depths greater 
than approximately 250m is not considered necessary unless cavity width or height is 
greatly increased. 
 
The effects of depth on hydraulic results behave as expected. Increases in depth lead 
to a steeper pressure gradient across the cavity wall as hydrostatic pressure increases. 
This in turn leads to an increase in flow rate which is observed in the results. Flow 
rate is seen to increase at a speed faster than the linear rate suggested by the cubic 
flow law. This difference caused by the effect of hydrostatic pressure on joints, as 
higher pressures force fractures open, increasing permeability. This is primarily seen 
with vertical joints, as the effect of pressure on horizontal joints is offset by the 
increased weight of the overburden. It is also of note however that the scale of 
statistical variations in hydraulic results also contributes to this effect. 
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Finally, cavity depth is seen to have an unexpected effect on thermal results. 
Penetration length is roughly constant across the shallower models, however the deep 
models give considerably shorter temperature profiles. After inspecting the outputs 
from the models it was found that the deeper trials had not successfully completed the 
thermal modelling stage. In these models the thermal stage ceased long before the 
desired end time of 100 days, however UDEC did not report any errors. It is not 
known why this occurred, as cavity depth should have no effect on either the thermal 
timestep or zone geometry. Given that this error occurred on every trial with a depth 
greater than 98.4m, there is evidently some unknown and potentially erroneous effect 
occurring. This issue, in combination with the limitations seen with the mechanical 
results, seriously challenges the validity of the model for assessing the effect of cavity 
depth on environmental issues. As such, it is suggested that a many more trials should 
be performed to identify the limits of the model with regards to depth. Given that 
many UCG operators would want to work at depths of several hundred metres, it is 
also suggested that separate models be produced (based on the current model) to 
simulate operations with much deeper cavities. Such simulations would only be 
necessary for larger cavities however, as small cavities at such depths would be 
expected to have a negligible influence on the local environment. 
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8.2.4. Combined Geometric Effects 
 
As seen above, cavity height, width and depth all have a considerable influence on the 
extent of environmental damage caused by UCG. In the case of subsidence these 
properties are heavily interrelated, such that increases in one property could be offset 
by decreases in another. As such, directly setting limits for width, height or depth is 
not suitable. In order to overcome this issue, an attempt has been made to relate 
subsidence to a combined function of these measurements, as shown in Equation 8.1: 
 
𝑆𝑚𝑎𝑥 = 𝑓 (
𝑊𝐶𝐻𝐶
𝐷𝑐
)        (8.1) 
 
Where: 
 
DC Cavity Depth   (m) 
HC Cavity Height   (m) 
Smax Maximum Subsidence  (m) 
WC Cavity Width   (m) 
 
The above relationship was derived by considering the apparent relationships between 
subsidence and geometry, as shown in Figures 8.1 through 8.3. The factor of 
𝑊𝐶𝐻𝐶
𝐷𝐶
 
was chosen in order to give the correct dimension (metres) for subsidence. Initial 
testing showed that this had a negligible effect on the accuracy of the combined 
predictor function, and was therefore considered to be justified. Figure 8.4 shows a 
plot of subsidence against the combined factor for every test performed in Section 8.2. 
294 
 
 
Figure 8.4 – Relationship between combined cavity geometric properties and 
subsidence. The datum point in red was considered anomalous and excluded.  
 
The results in Figure 8.4 show a clear trend between subsidence and the factor 
proposed in Equation 8.1. From this trend, a predictive relationship has been 
proposed, as shown by the solid line on Figure 8.4. This relationship is given in 
Equation 8.2, where all variables are in units of m. 
 
𝑆𝑚𝑎𝑥 = 0.005
𝑊𝐶𝐻𝐶
𝐷𝐶
        (8.2) 
 
The linear relationship and factor of 0.005 were chosen for reasons of simplicity. 
Despite this, the function is seen to give a reasonable estimate for subsidence. While a 
slight improvement to accuracy is possible using a different coefficient, this was not 
considered worth the increase in complexity. As such, Equation 8.2 is presented as a 
simple and fast method for approximating subsidence from a UCG cavity. Further 
developments to the equation are presented in Section 8.3.1. 
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8.3. EFFECTS OF MECHANICAL PROPERTIES 
 
Mechanical properties refer to the stiffness and strength of the rock mass in which 
UCG is to be carried out, as well as to the local in-situ stresses near the UCG cavity.  
As shown in Chapter 4, many of these properties depend on not only the physical 
composition of the rocks themselves, but also the geometry and material properties of 
the discontinuities between them. Given the complicated relationships between these 
properties, an independent analysis of each parameter is impractical. As such, this 
section investigates how variations in the properties of the overall rock mass (as found 
using the methods in Chapter 4) affect UCG induced environmental effects. In order 
to assess a real rock mass, the methods of Chapter 4 would be used to determine 
overall properties, and then the results of this section used to show how those 
properties affect behaviour. 
 
8.3.1. Rock Mass Stiffness 
 
Stiffness refers to a material’s resistance to elastic strains, and is represented by 
Young’s modulus. Increased stiffness allows rock strata to resist bending under their 
own weight and that of the strata above them. As such, stiffer rock masses tend to 
undergo much less strata bending, reducing subsidence. Stiffness has no effect on the 
plastic failure behaviour of the overburden however, as this depends on joint 
properties. Rock mass stiffness should have little effect on hydraulic results as flow 
occurs entirely within joints. Stiffness should also have no effect on thermal results. 
Table 8.4 shows the results of a number of tests using varying values of stiffness.  
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Table 8.4 – Effects of rock mass stiffness on local environmental issues. The standard 
case is highlighted in bold. 
Young’s 
Modulus 
(Pa) 
Mechanical 
Timestep 
(μs) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1.58×108 Model failed due to block overlap errors. 
7.90×108 213 31 3.39 11.6 10.36 
1.58×109 177 31 0.82 26.3 10.36 
3.16×109 144 32 0.75 11.1 10.32 
1.58×1010 80 32 0.21 4.27 10.32 
 
The results shown above behave as expected. Thermal penetration length and 
groundwater flow rate are seen to be generally unaffected by stiffness. Young’s 
modulus is seen to have a negligible influence on runtime despite its effect on the 
mechanical timestep of the model. As stiffness increases, the timestep is decreased. 
Simultaneously, the increased stiffness reduces the amount of motion occurring in the 
model, reducing the total number of iterations needed. These effects are seen to cancel 
out, giving no overall effect on runtime. This is expected for a pseudo-steady state 
model such as this, but would not be true for dynamic models (e.g. of earthquakes). 
 
In comparison with the above results, subsidence is seen to be heavily dependent on 
stiffness. Maximum subsidence is shown to be correlated with the reciprocal of the 
modulus, as expected. The strong dependence on rock mass stiffness suggests that the 
mechanical behaviour of the model is dominated by elastic deformation. This in turn 
suggests that strata bending is dominant mechanism driving subsidence. Stiffness can 
be included in Equation 8.2 to give Equation 8.3: 
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𝑆𝑚𝑎𝑥 = 8 × 10
6 𝑊𝐶𝐻𝐶
𝐸𝐷𝐶
        (8.3) 
 
The constant value of 8×106 is chosen for simplicity, and has units of Pa. A slight 
increase in accuracy can be achieved using a more precise constant. Given the 
approximate nature of the equation however, this was not considered to be worth the 
increase in complexity. As such, Equation 8.3 presents a simple and fast method for 
estimating the subsidence caused by a UCG cavity of known dimensions in a rock 
mass of known stiffness. It is important to note that this is rock mass stiffness, rather 
than intact rock stiffness. As such, a method for estimating this stiffness, such as that 
presented in Chapter 4, should always be used in conjunction with this equation. 
 
8.3.2. Intact Rock Strength 
 
In the UDEC model, plastic failure of intact rocks is predicted by the strain softening 
Mohr-Coulomb yield criterion. The behaviour of this criterion depends on three 
properties: rock mass friction angle, cohesion and tensile limit. The effects of each of 
these parameters were tested at values of 0.1, 0.5, 2.0 and 10.0 times their base case 
values. In the case of friction angle, angles were set such that the tangent function of 
the angle was equal to the desired multiple of the base case value. In all cases, results 
showed that these properties had negligible influence effect on the runtime or 
mechanical, hydraulic or thermal behaviour of the simulation. These observations 
therefore show that plastic yielding of intact rocks is not occurring within the model, 
and that environmental effects are controlled entirely by the failure of joints and the 
elastic deformation of blocks. 
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8.3.3. Lateral Earth Pressure 
 
Lateral earth pressure is a horizontal stress present in all rock masses. The stress can 
have a considerable influence over the behaviour of excavations by producing 
horizontal motion and/or providing a confining pressure effect. Lateral earth pressure 
varies from site to site and therefore its influence on the local environmental impact of 
UCG must be understood. Lateral earth pressure is usually referred to by means of the 
lateral earth pressure coefficient K0. This is given as the ratio of horizontal to vertical 
in-situ stress for a given site. Table 8.5 investigates the effect of K0 on model results. 
 
Table 8.5 – Effects of lateral earth pressure on local environmental impacts of UCG. 
The standard case is highlighted in bold. 
Lateral Earth 
Pressure 
Coefficient (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.00 22 0.79 32.0 10.48 
0.25 33 0.96 11.0 10.47 
0.50 31 0.82 26.3 10.36 
1.00 37 0.89 4.40 10.55 
1.50 Model failed due to block overlap errors 
2.00 Model failed due to block overlap errors 
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As shown above, lateral earth pressure has a negligible influence over the mechanical 
and thermal results of the model. Although results vary between trials there is no 
discernible trend, and all results are within expected error margins. Hydraulic results 
are also seen to be generally unaffected by lateral earth pressure. Finally, it is of note 
that increased earth pressures tend to increase model runtime. This is caused by the 
model requiring a greater number of steps to reach equilibrium as horizontal stresses 
increase. As such, the extra runtime seen in these models corresponds to an increase 
in the length of the “before” stage of the simulation. The overall results suggest that 
lateral earth pressure is not a critical parameter in model results. Given the relative 
difficulty of measuring this property in reality, it is therefore suggested that models 
continue to use the value of 0.5. Alternatively, K0 could be set to zero in an attempt to 
speed model solution.  
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8.4. EFFECTS OF HYDRAULIC PROPERTIES 
 
Hydraulic properties refer to parameters which control the flow of groundwater in the 
region of a UCG cavity. The most important of these are the local hydrostatic pressure 
(determined by the depth of the water table), the permeability of the overburden and 
the operating pressure of the cavity. These parameters are expected to have a 
considerable influence over the hydraulic results of the model, as well as some degree 
of coupling with mechanical results. Thermal results should be unaffected by these 
properties given the lack of thermal/hydraulic coupling in the model, however thermal 
behaviours would be somewhat affected by these properties in reality. 
 
8.4.1. Water Table Depth 
 
All of the models produced in this work initially contain a flat water table at a given 
depth below the surface. The height of this water table has a profound effect on UCG 
operations as it controls the value of the local hydrostatic pressure at the cavity. The 
height of the water table also has an effect on the material strength of the rock mass, 
as the action of groundwater pressure on the rocks acts to oppose the weight of the 
overburden. Table 8.6 shows the results of a number of tests which investigated the 
effects of water table height on model results. Tests were also produced with negative 
water table depths to represent offshore operations, but these failed due to overlap 
errors. Note that water table depths of 105.5, 119.7 and 200.0m represent the special 
cases in which the water table is inside the cavity, below the cavity, and below the 
model base respectively. 
301 
 
Table 8.6 – Effects of water table height on UCG induced local environmental issues. 
The standard case is highlighted in bold. 
Water 
Table 
Depth (m) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.0 26 0.58 404.0 10.82 
13.8 27 0.69 382.0 10.65 
27.6 31 0.82 26.3 10.36 
55.2 33 0.80 1.95 8.56 
105.5 a 26 1.18 -0.24 11.02 
119.7 b 27 1.31 0.00 10.94 
200.0 c 15 1.19 0.00 9.64 
a – Inside cavity. b – Below cavity. c – Below base of model (dry model). 
 
Water table height is seen to have little effect on thermal results, with variations in 
penetration length seen to be within expected error. In addition, the effects of water 
table depth on runtime are seen to occur only with the deepest model. As mentioned 
above, this entire model was dry, leading to a considerable reduction in runtime as the 
hydraulic aspect of the model was effectively removed. 
 
Water table height is seen to have the expected effect on hydraulic results. Deeper 
water tables reduce the pressure gradient across the cavity wall and thus reduce flow 
rates. The deepest sites behaved as expected, with zero flow observed in the driest 
models. The negative flow rate for the 105.5m model shows that groundwater is 
leaching out of the cavity. This is to be expected given that the cavity pressure in this 
model is effectively equal to hydrostatic pressure. 
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The only model in which a significant change in water table height was observed was 
the 105.5m model. The model is seen to form a small cone of depression and greatly 
exacerbate the variability in water table height near the cavity. This variability is 
partly caused by the generally low pressures in this model however, as the smaller 
range of variation makes minor effects stand out more clearly than in other models. 
No significant groundwater lowering was observed in any other trials. 
 
 
Figure 8.5 – Groundwater pressure distribution during operation of a UCG cavity 
initially sited within the water table at 105.5m. 
 
Water table depth had the expected effect on subsidence, with deeper tables leading to 
increased ground deformation. As mentioned above, this occurs as reductions in pore 
pressure reduce the buoyancy forces opposing the weight of the overburden. As such, 
the net force on the rock mass is increased in models with deeper water tables, leading 
to greater subsidence. This trend is seen to reverse in the case of the completely dry 
200m model; however it is believed that this is simply the result of random error. As 
such, further modelling of dry sites is recommended in order to confirm this. 
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The above results suggest higher water tables may benefit UCG by reducing 
subsidence. Increases in groundwater inflow rates caused by higher water tables also 
act to reduce the risks of groundwater contamination. Finally, the siting of UCG in 
offshore locations (i.e. with negative water table depths) may alleviate some of the 
social and legal concerns of UCG highlighted in Chapter 2. On the other hand the 
high groundwater inflow rates in these cases may act to quench gasification reactions, 
reducing syngas quantity and quality. Furthermore, although shallow water tables may 
reduce the risks of contamination, operating in completely dry sites eliminates it 
entirely. As such, operators should carefully consider the effects of water table height 
not only on environmental concerns, but also social and economic issues. 
  
8.4.2. Site Permeability 
 
Groundwater permeability is strongly related to hydraulic behaviour, although it is 
expected to also have an effect on subsidence due to the influence of pore pressure on 
mechanical results. The effects of permeability were tested at values equal to 0.01, 
0.1, 10 and 100 times their base case values. The range of permeabilities tested is 
representative of many semi-pervious and impervious rock masses, including 
sandstone, limestone and typical oil reservoir rocks (Bear, 1972). Permeabilities 
outside this range were not considered relevant. Permeabilities lower than 
approximately 0.01mD are generally seen only in igneous rocks, which are not found 
near coal seams. Permeabilities greater than 1,000mD would generally be considered 
unsuitable for operations in which the control of groundwater flow is important. Table 
8.7 shows the results of tests on site permeability. 
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Table 8.7 - Effects of rock mass permeability on local environmental issues of UCG. 
The standard case is highlighted in bold. 
Permeability 
(mD) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.053 30 0.77 0.041 10.39 
0.53 26 0.76 0.51 10.37 
5.3 31 0.82 26.3 10.36 
53 37 0.83 435.3 10.32 
530 40 0.81 10049.9 10.32 
 
As shown above, permeability is seen to have a negligible influence on thermal 
results. Subsidence is seen to increase slightly as permeability increases. This is due 
to slight increases in the suction force caused by groundwater flowing downwards 
into the cavity. Given the small changes however, this may also be due simply to 
random error. Runtime is seen to increase with permeability. This is partly due to 
increases in the amount of water flow to be modelled, however it is also affected by 
random variation. 
 
As expected, permeability has a strong effect on the hydraulic results of the model. 
Figure 8.6 shows the relationship between permeability and flow rate. The exponent 
of 1.37 is close to the expected value of 1.5 found from the cubic flow law (with 
aperture proportional to the square root of permeability). This small difference in 
exponent is due to the opening and closing of joints around the cavity, altering their 
actual permeabilities from that of the input value.  
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Figure 8.6 – Effect of site permeability on groundwater inflow rate.  
 
Despite the considerable increases in flowrate, even at the highest permeability the 
level of the water table remains unchanged. As such, UCG operations would not be 
expected to cause water table lowering unless permeability is increased by a much 
greater amount. For example, consider an area of ground covering the entire cavity 
and extending to 100m beyond the cavity boundary (approximately equal to the size 
of the central subsidence trough). In England, the average annual rainfall rate is 
855mm/year (Met Office, 2010). As such, the area above the cavity receives 
approximately 4×108 mL/day of rain on average. In order to increase water table 
depth, the overburden above the UCG cavity would therefore need a permeability on 
the order of 1×106 mD, similar to that of gravel (Bear, 1972). Note that dryer locations 
would produce a lowering effect at lower permeabilities however. 
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Despite the lack of influence on the water table, changes in permeability are seen to 
affect pressure distributions close to the cavity. As shown in Figure 8.7, models with 
decreased permeabilities lead to a greater degree of channelling and a less uniform 
pressure gradient around the cavity. These effects are caused by the reduction in 
permeability requiring a steeper pressure gradient to cause flow, therefore focusing 
groundwater flows in the area with the steepest pressure gradient. Despite the large 
variabilities seen between successive trials, the close agreement observed between 
theory and results for the effects of permeability gives good evidence for the veracity 
of the hydraulic model and its application to UCG cavity behaviour. 
 
  
κ = 0.053mD κ = 530mD 
Figure 8.7 – Effects of permeability on pore pressure distribution. 
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8.4.3. Cavity Operating Pressure 
 
Operating pressure has a considerable influence over UCG behaviour. Pressure is the 
primary means by which a UCG operator can control the gasification process. Higher 
pressures increase both gasification rates and syngas calorific value. Pressure is 
limited however by the need to prevent groundwater contamination. Operating at sub-
hydrostatic pressures reduces the risk of pollution, but can lead to water table 
lowering and the quenching of the gasification process. Table 8.8 shows the results of 
a number of tests of the effects of operating pressure on the local environmental 
impact of UCG. Pressures are defined as a multiple of the local hydrostatic pressure at 
the roof of the cavity.  
 
Table 8.8 – Effects of operating pressure on the local environmental impact of UCG. 
The standard case is highlighted in bold. 
Pressure 
Multiple 
 (-) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.00 Model failed due to overlap errors. 
0.50 38 0.79 51.9 10.15 
0.80 31 0.82 26.3 10.36 
1.00 41 0.73 0.16 10.15 
1.25 41 0.71 -0.20 10.15 
1.50 Model failed due to overlap errors. 
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As shown above, operating pressure appears to have a negligible on many of the 
model results. Runtime and thermal penetration length are seen to be generally 
unaffected by operating pressure. In reality, decreased pressures would reduce thermal 
penetration lengths as increased flow rate would consume more energy to boil the 
groundwater. This is not seen in the model due to the lack of thermal/hydraulic 
coupling. Subsidence is seen to decrease slightly as pressure increases. This is 
expected, as an increase in pressure would reduce groundwater drawdown, leading to 
a reduction in the suction force on the overburden and reducing subsidence. 
 
As expected, the greatest influence of operating pressure is seen with the groundwater 
inflow rate. For values equal to or lower than one, the relationship between pressure 
and flow rate is approximately linear. This is the expected relationship, as based on 
the cubic flow law. Theoretically, a pressure multiple of exactly unity should give 
zero flow. The small inflow rate observed in Table 8.8 is well within error however, 
confirming this behaviour. As expected, outflow is observed for pressures greater than 
the local hydrostatic value, confirming that sub-hydrostatic operation is a key 
requirement for the safe development of UCG. Extrapolating the above results to zero 
(i.e. a vacuum inside the cavity) gives a maximum possible inflow rate of 
approximately 105 mL/day for the base case cavity geometry. This is sufficiently low 
to prevent drawdown in all but the driest of locations, confirming the observations of 
unaltered water table heights throughout this chapter. 
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8.5. EFFECTS OF THERMAL PROPERTIES 
 
Thermal properties refer to material properties which affect how heat transfers 
through rocks and how those rocks behave under high temperatures. The most 
important properties are thermal conductivity, specific heat capacity and thermal 
expansion coefficient. Other properties such as convective heat transfer coefficients 
are also important, but these cannot be simulated in UDEC.  
 
8.5.1. Thermal Conductivity 
 
Table 8.9 shows the effects of varying thermal conductivity on model behaviour. It is 
seen that conductivity has little influence on the runtime, mechanical or hydraulic 
results, with variations in all these properties within expected error.. 
 
Table 8.9 - Effects of thermal conductivity on the environmental impact of UCG. The 
standard case is highlighted in bold. 
Thermal 
Conductivity 
(Wm-1K-1) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
0.139 24 0.77 18.0 5.38 
0.695 31 0.85 18.5 8.53 
1.39 31 0.82 26.3 10.36 
2.78 31 0.84 18.5 13.84 
13.9 31 0.84 17.8 21.27 
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As expected, thermal conductivity has a strong influence on thermal results. Thermal 
penetration length is seen to increase with conductivity to the power of approximately 
0.3. This is close to the expected value of 1/3, given by Equation 8.4 (derived in 
Appendix B.5). It is of note that in the highest two cases, the thermal penetration 
length extends outside of the DFN in some directions. As such, penetration lengths 
can only be determined in certain directions. Given this observation it is suggested 
that any attempts to incorporate minimum DFN dimensions into the model, (such as 
suggested in section 8.1) should consider the thermal conductivity of the rock 
material. Despite this issue, the results shown in Table 8.9 behave almost exactly as 
expected, showing that the thermal model works as intended. 
 
𝑟𝑝 ≈ (
12𝜆𝑟𝑐𝑡
𝜌𝐶
)
1
3⁄
        (8.4) 
 
Where: 
 
C Specific heat capacity     (Jkg-1K-1) 
rc Cavity radius      (m) 
rp Profile radius / Thermal penetration length  (m) 
t Time       (s) 
λ Thermal conductivity     (Wm-1K-1) 
ρ Density      (kgm-3) 
 
Equation 8.4 gives good agreement with model results for thermal properties and 
reasonable agreement for cavity geometry results, allowing it to be used as a simple 
tool to approximate the thermal influence of UCG cavities. 
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8.5.2. Specific Heat Capacity 
 
Table 8.10 shows the effects of heat capacity on results. As with conductivity, this 
property has little influence over mechanical behaviour. It is of note however, that the 
model with the smallest heat capacity encountered less subsidence than other models. 
As shown in Section 5.3.3, rock mass strength increases at elevated temperatures. The 
larger thermal penetration length of this model therefore increases strength over a 
wider area, leading to a reduction in subsidence. Greater thermal penetration also 
drives rock mass expansion, further acting to resist subsidence as shown below. 
 
Hydraulic results are seen to be affected by specific heat capacity, however no 
discernible trend is observed. Variations in flow rate are therefore predominantly 
caused by random effects. Unlike thermal conductivity, heat capacity is seen to be 
related to runtime. As shown in Equation A.34 (repeated below for comparison), the 
thermal timestep contains both a convective and a conductive term. The dependence 
of runtime on heat capacity but not conduction suggests that for a rock material, the 
convective term dominates. Given the low conductivity of rock, this is to be expected. 
 
∆𝑡 = 𝑚𝑖𝑛 (
𝐵2
4
𝜆
𝜌𝐶
[1+
𝑈𝐵
2𝜆
]
)       (A.34) 
 
Where: 
 
B Zone edge length       (m) 
U Convective (boundary condition) heat transfer coefficient  (Wm-2K-1) 
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Table 8.10 - Effects of rock mass specific heat capacity on model results. The 
standard case is highlighted in bold. 
Specific Heat 
Capacity 
(Jkg-1K-1) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
92 49 0.62 40.2 21.27 
460 40 0.82 3.48 13.83 
920 31 0.82 26.3 10.36 
4600 25 0.78 10.7 8.38 
9200 27 0.84 21.7 5.44 
 
 
As expected, thermal penetration length is seen to decrease greatly with increasing 
heat capacity. In addition, decreased values of CP are seen to give highly circular 
temperature profiles. It can be seen that penetration length depends on specific heat 
capacity raised to the power of approximately -0.28. This is close to the expected 
value of -1/3, given by Equation 8.4. Finally, the temperature profile for the two 
lowest values of heat capacity were seen to extend outside the DFN, again suggesting 
that a minimum DFN size should be set based on thermal considerations. Despite this 
issue however, the close agreement between model and theory further verifies the 
behaviour of the UDEC thermal model. 
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8.5.3. Thermal Expansion Coefficient 
 
Unlike thermal conductivity or heat capacity, the rock mass thermal expansion 
coefficient is expected to have a strong effect on the mechanical results of the model. 
On the contrary, this property is expected to have little to no effect on thermal model 
results. Table 8.11 shows the influence of this property on model behaviour.  
 
Table 8.11 - Effects of thermal expansion coefficient on results. The standard case is 
highlighted in bold. 
Thermal 
Expansion 
Coefficient (K-1) 
Model 
Runtime 
(hrs) 
Maximum 
Subsidence 
(cm) 
Groundwater 
Inflow Rate 
(mL/day) 
Thermal 
Penetration 
Length (m) 
1.16×10-6 36 0.93 13.8 10.67 
5.80×10-6 31 0.88 19.6 10.60 
1.16×10-5 31 0.82 26.3 10.36 
2.32×10-5 35 0.80 10.1 10.63 
1.16×10-4 Model failed due to overlap errors. 
 
 
As expected, the thermal expansion coefficient has a negligible effect on thermal 
penetration length. Groundwater inflow rate and model runtime are seen to be 
affected, but in both cases the variations are within the expected range of random 
variation. In addition, no clear trends can be discerned in either measurement. As 
such, these differences are simply caused by random effects. 
 
314 
 
Maximum subsidence is seen to decrease with increasing thermal expansion 
coefficient. This is to be expected, as the process of thermal expansion acts in 
opposition to that of cavity collapse and subsidence. As such, the situation of UCG in 
locations with more expansive overburden (e.g. overburden dominated by quartzite or 
sandstone) may act to prevent subsidence somewhat. Considering the relatively small 
change in subsidence over the range of measurements tested however, this effect may 
be minimal in comparison with other subsidence prevention techniques such as siting 
the cavity at greater depths.  
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8.6. BEST PRACTICE GUIDELINES FOR SITE DESGN 
 
The results of this and the previous chapters have identified several trends in how 
geometry, geology and operating conditions affect the environmental impact of UCG. 
From these trends, a set of best practice guidelines has been produced to suggest how 
future operations could avoid environmental damage. These guidelines are based on 
those given by Bhutto et al (2013), with additional suggestions based on model 
results. In order to avoid environmental damage while remaining economically viable, 
all future UCG operations should meet the following criteria: 
 
 Coal seam thickness (and thus cavity height) should be at least 4m, in order to 
produce economically viable syngas quantities (Bhutto et al, 2013). 
 Carbon capture and storage should be included on all UCG operations, 
regardless of the intended end use of the syngas. (Roddy & Younger, 2010) 
 Wherever practical, cavity depths should be at least 800m, to allow storage of 
supercritical carbon dioxide within the  reactor zone (Burton et al, 2006).  
 UCG operations should be spaced at a horizontal distance of at least 5 times 
the critical radius (see Equation 2.1) from any other underground construction 
or resource extraction technology. The radius calculation should assume an 
angle of draw of 44o (see Section 6.2). The factor of 5 is double that used in 
the model, and accounts for the subsidence of the second construction. 
 Cavity height, depth and width, should be chosen to produce a maximum 
surface subsidence of less than 2.0cm, as calculated by Equation 8.2. Equation 
8.3 should be used when measurements of rock mass stiffness are available. 
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 Overburden Young’s modulus should have a value of at least 1GPa and should 
be estimated using simulated axial compression wherever possible. 
 UCG operations should be sited within a completely saline groundwater 
environment or completely dry rock mass if possible. 
 If UCG must be sited near potable aquifers, the roof of the cavity should be 
vertically separated from the water table by at least 80m (see Table 8.6), or 
twice the coal seam thickness, whichever is greater. The height of the water 
table should be measured throughout operation. 
 Operating pressure should be set below the local hydrostatic value at a depth 
equal to one cavity height above the cavity roof. The exact value to use 
depends on the local permeability of the rock mass which will change during 
operation. As such, continual monitoring of groundwater inflow is essential. 
 UCG should not be attempted in saturated rock masses with local permeability 
greater than 1×106 mD, to avoid water table lowering. The avoidance of 
reaction quenching may require a tighter restriction. 
 
The above guidelines should be followed by all UCG operations in order to prevent 
both local and global environmental damage whilst remaining economically 
competitive. Finally, it is important to note that these criteria provide a bare minimum 
level of safe operation. In reality, a safety factor should be applied to all of the above 
suggestions in order to further guarantee that operations will not produce 
environmental damage. With such a factor in place, it is believed that UCG could 
prove to be a viable energy source used as a bridging technology towards an eventual 
renewable economy. It is important to note however, that many of these criteria will 
be very difficult to meet in several nations, including the UK. 
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8.7. CONCLUDING REMARKS 
 
This chapter aimed to investigate how a number of UCG design and operating 
conditions affect the local environmental damage caused by UCG. These 
investigations were performed in order to determine the limitations of the model and 
to produce the set of best practice guidelines presented in Section 8.6. The results of 
these investigations follow expected trends, showing the model to be capable of 
predicting effects over a range of designs, however several limitations are identified: 
 
Firstly, an issue is identified with particularly deep models. For depths greater than 
approximately 200m, the UDEC model produces unphysical behaviour. Depths 
greater than 100m also cause erroneous thermal results. Given the suggestion that 
UCG should be carried out at depths greater than 800m, this greatly reduces the 
applicability of the model to many potential site designs. On the other hand, the lack 
of expected environmental effects for such deep sits is problematic for model design. 
It is therefore suggested that a second model should be developed to extend modelling 
capabilities into much greater depths. The simplest way to achieve this would be to 
produce a new model, based on this work, but in which designs are calibrated around 
a standard depth of around 800m, with a range of applicability from 400 – 1200m. 
Such a model would be produced by altering model geometric properties to allow 
operation in this range, while altering other parameters to ensure accurate results. A 
similar model is also suggested for the simulation of multiple cavity systems, as 
suggested in Section 7.5. Further modelling is also suggested for complex geometries, 
such as those containing geological faults or abandoned mine workings. 
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A second limitation refers to the dimensions of the DFN region. Cavities with widths 
or heights less than 10m often had distorted temperature profiles. This issue can be 
solved by setting minimum DFN region dimensions. Doing so may negatively affect 
other results however, as seen in Section 6.3. In addition, the model is seen to fail in 
cases where cavity height is greater than half cavity depth. This is due to an 
interaction between the surface and the DFN. Given that a depth to height ratio of 2 or 
less would almost certainly cause subsidence however, this is considered acceptable.  
 
The final limitation of the model refers to the uncertainty in results. As mentioned 
previously, the model aims to account for the natural variability of rock masses. 
Results in this chapter however, show that variations between identical sites can be as 
high as 40% for mechanical results and greater than 200% for hydraulic results. It is 
believed that this mechanical uncertainty can be reduced simply by increasing the 
number of times a test is repeated, or by small variations to internal model parameters. 
Hydraulic uncertainty is a greater concern however. Given the importance of these 
results on groundwater contamination and water table lowering, it is suggested that 
further hydraulic modelling should be the top priority for further model development. 
 
Despite the above limitations, the results in Chapters 6, 7 and 8 suggest that the model 
is a capable tool for predicting the environmental impacts of UCG. It is believed that, 
with the further developments suggested, the model could provide a valuable first 
pass screening tool for the initial development of UCG as a commercial energy 
source. The production of a set of best practice guidelines also allows for the fast 
selection of UCG sites, greatly reducing the extent of modelling required. 
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9. CONCLUSIONS AND FURTHER WORK 
9.1. CONCLUSIONS 
 
The principal aim of this project was to produce a model capable of accurate 
predictions of surface subsidence, groundwater pollution and water table lowering 
caused by underground coal gasification (UCG). The model was to be non-site 
specific and should produce results within 24 hours on a standalone desktop PC. The 
proposed end use of the model was to be a first pass screening tool for the selection of 
potential field trial sites and commercial scale operations. The model produced has 
successfully met most of these aims, giving accurate results for surface subsidence 
and water table lowering over multiple sites whilst retaining a low computational 
runtime of approximately 5 hours per result. Further modelling is required however 
for groundwater pollution effects. The results from the model have been used to 
produce a set of best practice guidelines for future UCG operations.   
 
Initial field trial validation shows that the model is able to predict surface subsidence 
with sufficient accuracy, agreeing to within 6% of measured subsidence at a previous 
UCG field trial, and producing a considerably more realistic subsidence profile than 
that given by empirical methods. The variability in results is large, generally between 
10 and 30% of the mean value, however this is considered to be consistent with the 
inherent variability of rock masses. Despite significant simplification, the thermal 
model produces reliable results, with thermal penetration lengths for all standard 
models within the bounds predicted in the literature. Suggestions for improvements to 
the thermal model are made, but given the intended end use of the model, the current 
state of thermal prediction is considered more than sufficient. 
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Hydraulic results show the expected behaviour, with groundwater flow rates seen to 
follow expected trends with up to 99% accuracy, however these results are seen to 
have considerable variability. Groundwater flow rates are seen to vary by over 125% 
between successive runs of identical models. This scale of variation means that 
groundwater contamination may be occurring in models where the mean result shows 
a net groundwater inflow. It is of note that in all cases, the absolute value of flow rate 
is very low (on the order of 10 mL/day). This exacerbates uncertainty, as very small 
changes in behaviour (e.g. the failure of single joints) can greatly change the 
magnitude of flow predicted. The accuracy and applicability of the hydraulic model 
are limited by the discrete element method (DEM) formulation used, and as such it is 
suggested that further work should be performed using an alternative method. 
Suggestions for how this could be achieved are given in Appendix C. 
 
Given these observations, the model is considered to be sufficiently accurate for its 
intended use. Consistently fast runtimes of approximately 5 hours per simulation 
allow many designs to be considered in a short time. Two main challenges were 
identified during model development however. Firstly, fracture geometry is seen to 
have strong effects on rock mass behaviour, producing order of magnitude differences 
in subsidence for otherwise identical sites. The understanding of this issue was greatly 
improved however, by the development of a simulated rock mass compression testing 
methodology. This technique increases our understanding of the effects of fracturing 
on rock mass strength, and can be used to inform the choice of fracture patterns and 
reduced rock mass properties in the UCG model and other simulations. It is believed 
that the technique could improve the accuracy of many geotechnical simulations in 
addition to those of underground coal gasification. 
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The second challenge was the issue of proving the validity of results given a lack of 
field trial data. Due to commercial secrecy, very little data is published on UCG trials. 
Longwall mining has long been considered a good analogue for UCG, however the 
results in this work show that these comparisons are not as useful as previously 
thought. Despite these issues, the validation studies performed show that the model is 
capable of reasonable predictions of simple UCG cavity designs. In summary, a 
simple 2D DEM simulation is shown to be more than capable of predicting the 
environmental damage caused by a UCG site with sufficient accuracy to act as a first 
pass screening tool.   
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9.2. SUGGESTIONS FOR FURTHER WORK 
 
This section gives recommendations for further work which could both increase the 
capabilities of the model and further develop the scientific understanding of UCG. 
The first suggestions presented are those which can be achieved in the short term 
through improvements to the model. The later suggestions require more work, either 
through further modelling, or through research into the phenomena in question. 
 
9.2.1. Short Term Goals 
 
Model validity is currently limited by the lack of field trial data available. While the 
performance of additional field trials may be difficult due to costs and political 
opposition, it may be possible to acquire data on past sites through collaboration with 
operators. Attempts should also be made to identify other sources of data which may 
be used as analogues for UCG, such as deep underground tunnelling projects or 
nuclear waste storage sites. 
 
A second goal would be the improvement of the thermal model and the incorporation 
of thermal/hydraulic coupling within the Universal Distinct Element Code (UDEC). 
Model accuracy could be improved with a number of simple additions, such as an 
approximation of the energy stored in groundwater and the effects of flow rates on 
cavity temperature. Many of these effects may require the development of new 
techniques, as well as an increased understanding of thermal/hydraulic coupling. The 
lack of influence of temperature on other issues reduces the importance of these 
developments however. 
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A third goal of future work would be the application of the model to a wider range of 
UCG sites, in particular deep operations and sites with multiple cavities. At present, 
the UDEC model is incapable of simulating sites in which the geometry is 
considerably different from the initial Rocky Mountain 1 design. It is therefore 
suggested that additional models be produced for sites with extreme geometries. 
While some development and testing would be required, it is believed that the 
creation of these models should be relatively fast, as they would be predominantly 
based on the current model. The lack of overburden damage expected with the deep 
model may also act to simplify model development, but may make validation more 
difficult to the lack of measurable results. 
 
The final suggestion for an improvement to the model is the development of the 
contaminant transport simulation. As mentioned previously, this model would be 
developed using the USGS MT3DMS code. This software uses the finite difference 
method to solve the coupled advection/diffusion equation of mass transport for 
groundwater contaminants. Additional processes such as adsorption, reaction and 
biological destruction can be included using add on modules. Coupling with UDEC 
would be achieved through the use of permeability and pressure distributions based on 
UDEC results. As such, a full representation of contaminant generation, transport and 
destruction could easily be achieved. The finite difference algorithm can be executed 
using parallel processing techniques, allowing the models to solve quickly and 
allowing both the UDEC and MT3DMS models to be used as first pass screening 
tools. A description of how this model could be produced is given in Appendix C. 
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9.2.2. Long Term Goals 
 
The suggestions in the previous section should greatly improve the accuracy, validity 
and capabilities of the current UCG model without significant extra work. In order to 
further understanding of UCG induced environmental damage and improve the 
accuracy of modelling, a number of longer tem goals have also been identified. 
 
Several suggestions for future work involve the creation of more complex models of 
UCG. Extension of modelling efforts into the third dimension, the incorporation of 
cavity growth mechanisms and the coupling of environmental effects with gasifier 
chemistry and heat transfer would all greatly improve the efficacy of simulations. 
While many of these efforts have already been achieved in standalone models, very 
little has been achieved in terms of combining these efforts into a single simulation. 
Many of the issues above would not be possible using UDEC, requiring an entirely 
new model to realistically simulate these effects. Given the time dependent 3D nature 
of many of these issues, such a model would require a great deal of both programming 
effort and computational resources. As such it is envisioned that such a model would 
have to be built in a site-specific manner, and would need to run for a much longer 
time than the current model. Such a model would most likely be built out of many 
smaller submodels and would almost certainly require the use of high performance 
computing capabilities, which may be beyond the capability of some commercial 
operators. It is important to note however that the use of models with long runtimes 
would still be preferable to the propagation of expensive and publically opposed field 
trial experiments.  
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Other long term suggestions include the development of new techniques to improve 
the modelling of both UCG and other geomechanical problems. One of the key 
problems with geomechanical modelling in DEM is the need to predefine fracture 
patterns before model cycling begins. This introduces inaccuracies as these patterns 
are often be assumed or based on sparse data. The ability to generate fractures as the 
model proceeds would therefore greatly increase the accuracy and usability of large 
scale DEM models. The driving of new fractures is not currently possible in block 
based DEM however, due to issues with the conservation of element volume. It is 
thought that further developments of DEM may be able to overcome this issue and it 
is therefore recommended that efforts should be made to development potential 
fracture independent DEM methods. 
 
The final suggestion for long term future work is an improvement of both the 
modelling and scientific understanding of coupled thermal/hydraulic/mechanical 
issues in underground construction. Efforts have already been made to incorporate 
convection into DEM, however these greatly increase model runtimes. More 
simplistic approaches may be possible in which convection effects are partly assumed 
rather than fully simulated. The effects of groundwater boiling within pore spaces also 
cannot be simulated, however these issues are also not well understood in reality. It is 
therefore suggested that a program of both computational and experimental work be 
performed to observe fluid boiling in the pore spaces of rocks and how these effects 
influence groundwater flows. Better understanding of these effects will lend itself to 
more realistic simulations of a range of problems in geotechnics, including many 
energy related applications such as carbon capture and storage and geothermal energy 
generation.   
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A. UNIVERSAL DISTINCT ELEMENT CODE THEORY 
A.1. MECHANICAL FORMULATION 
A.1.1. Mechanical Calculation Cycle 
 
This section outlines the details of UDEC’s mechanical calculation algorithm, as 
shown in figure 3.1 (section 3.2.1). The mechanical cycle is broken into the following 
six cyclic steps, which repeat until a convergence criterion is met. Each step is 
examined in detail below. 
 
1. Calculate contact stresses at gridpoints 
2. Find strains within zones 
3. Find stresses within zones 
4. Determine forces at gridpoints 
5. Determine velocities of gridpoints 
6. Find new gridpoint locations 
 
STEP 1. Calculate contact stresses at gridpoints 
 
In this step, r stresses at contacts are calculated based on the degree of overlap of 
contacting blocks, as shown in equations A.1 through A.5. Tensile and shear strengths 
of joints are limited by the tensile limit and Mohr-Coulomb failure criterion 
respectively. If block overlap exceeds a set tolerance, UDEC produces an error 
message. If block separation exceeds a set limit, the contact is deleted and the two 
blocks are treated as independent. 
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Note that a positive value of separation implies detachment while a negative value 
implies overlap. Separation is initially defined as zero before cycling begins. By 
convention, stresses in UDEC are positive in compression and negative in tension. 
 
 
∆𝜎 = −𝑘𝑁∆𝑠𝑁  For 𝜎 > −𝜎𝑇    (A.1) 
𝜎 = 0    For 𝜎 ≤ −𝜎𝑇    (A.2) 
∆𝜏 = −𝑘𝑆∆𝑠𝑆   For 𝜏 < 𝜏𝑚𝑎𝑥    (A.3) 
𝜏 = 𝜏𝑚𝑎𝑥 𝑠𝑖𝑔𝑛(𝑠𝑆)  For 𝜏 ≥ 𝜏𝑚𝑎𝑥    (A.4) 
𝜏𝑚𝑎𝑥 = 𝐶 + 𝜎 tan(𝜃)        (A.5) 
 
Where: 
 
k Stiffness  (Nm-1) 
s Separation  (m) 
σ Normal Stress  (Pa) 
σT Tensile Strength (Pa) 
τ Shear Stress  (Pa) 
τmax Shear Strength (Pa) 
 
Subscripts: 
 
N Normal 
S Shear 
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STEP 2. Find strains within zones 
 
The strains within a zone are found simply as the difference between the cumulative 
displacements (in two dimensions) of the gridpoints which make up the zone. 
 
STEP 3. Find stresses within zones  
 
Zone stresses are determined by applying a onstitutive model to the strains found in 
step 2. For example, the stress within an isotropic elastic material is found as: 
 
𝜎𝑖 = 𝐸𝜀𝑖         (A.6) 
 
Where: 
 
E Young’s modulus (Pa) 
εi Strain in ith direction (-) 
σi Stress in ith direction (Pa) 
 
STEP 4. Determine forces at gridpoints  
 
The forces on a given gridpoint are found as the sum of the following terms: 
 
𝐹𝑖 = 𝐹𝑖
𝐿 + 𝐹𝑖
𝐶 + 𝐹𝑖
𝑍        (A.7) 
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Where: 
 
𝐹𝑖
𝐿 Are any external applied loads (e.g. gravity). 
 
𝐹𝑖
𝐶 Are forces resulting from contacts, found in step 1. The force at any gridpoint is 
found as half of the sum of all forces incident on all edges connected to that gridpoint. 
The factor of two accounts for the fact that all edges are defined by two gridpoints. 
 
𝐹𝑖
𝑍 Represents the contribution of the internal stresses (found in step 3) in all zones 
within the same block which are adjacent to the gridpoint in question. 
 
STEP 5. Determine velocities of gridpoints 
 
In this step, Newton’s second law is applied to determine the velocity of each 
gridpoint. The central differencing scheme of numerical integration is used to 
eliminate first order error terms from the solution. Calculation of the new velocity is 
described in equation A.8: 
 
𝑣𝑖 (𝑡 +
𝛥𝑡
2
) = 𝑣𝑖 (𝑡 −
𝛥𝑡
2
) + 𝐹𝑖(𝑡)
𝛥𝑡
𝑚𝑖
      (A.8) 
 
Where: 
 
mi Mass of gridpoint i  (kg) 
t Time    (s) 
vi Velocity of gridpoint i (ms
-1) 
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The mass m of a gridpoint is found as one third of the sum of the masses of all of the 
zones connected to that gridpoint. The factor of one third accounts for the fact that 
each triangular zone consists of three gridpoints. 
 
STEP 6. Find new gridpoint locations 
 
In step six, the new positions of each gridpoint are found using equation A.9: 
 
𝑢𝑖(𝑡 + 𝛥𝑡) = 𝑢𝑖(𝑡) + 𝑣𝑖 (𝑡 +
𝛥𝑡
2
) 𝛥𝑡      (A.9) 
 
Where: 
 
ui Displacement of gridpoint i 
 
After step six the timestep is iterated, the new positions of each gridpoint are used to 
calculate the separation/overlap of joints, and the cycle returns to step 1. 
 
A.1.2. Mechanical Timestep Determination 
 
The mechanical timestep in UDEC is controlled by the software in order to prevent 
block interpenetration by limiting the motion of blocks within a single step. Because 
the joints and gridpoints are controlled by different mechanical properties, UDEC 
finds an appropriate timestep for each and uses the smaller of the two in all 
calculations, as shown in equation A.10: 
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𝛥𝑡 = 𝑚𝑖𝑛(𝛥𝑡𝐽, 𝛥𝑡𝐺)        (A.10) 
 
The joint based timestep ∆tJ is found as:  
 
𝛥𝑡𝐽 = 2𝛽√
𝑚𝑚𝑖𝑛
𝑘𝑚𝑎𝑥
        (A.11) 
 
Where: 
 
mmin Mass of the smallest block in the model (kg) 
kmax Highest joint stiffness in the model  (Nm
-1) 
β Contact coefficient.    (-) 
 
The contact coefficient β is a user defined value (default 0.1) that accounts for the fact 
that a single block may be in contact with many others. 
 
The gridpoint based timestep ∆𝑡𝐺 is found as: 
 
𝛥𝑡𝐺 = 𝑚𝑖𝑛 (2√
𝑚𝑖
𝑘𝑖
)        (A.12) 
 
Where: 
 
mi Mass of gridpoint i   (kg) 
ki Effective stiffness of gridpoint i (Nm
-1) 
min  Implies the minimum value found over all gridpoints in the model 
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The effective gridpoint stiffness ki is a function of the stiffnesses of all of the zones 
and joints surrounding the gridpoint. 
 
𝑘𝑖 = ∑ 𝑘𝑖,𝑍 + ∑ 𝑘𝑖,𝐽        (A.13) 
𝑘𝑖,𝑍 =
8
3
(𝐾 +
4
3
𝐺)
𝐵𝑚𝑎𝑥
2
𝐻𝑚𝑖𝑛
       (A.14) 
𝑘𝑖,𝐽 = (𝐿𝑖,𝑖+1 + 𝐿𝑖,𝑖−1)
2
𝑚𝑎𝑥(𝑘𝑁 , 𝑘𝑆)      (A.15) 
 
Where: 
 
Bmax Largest zone edge length    (m) 
G Shear Modulus     (Pa) 
Hmin Smallest height of a triangular zone   (m) 
K Bulk Modulus      (Pa) 
Li,j Length of the edge between gridpoints i and j (m) 
 
A.1.3. Adaptive Local Damping 
 
Adaptive local damping works by reducing the force incident on each gridpoint within 
a UDEC model at every mechanical timestep. Under this scheme, the total force on a 
gridpoint is reduced with the use of a damping factor β (set to 0.8 by default). This 
alters step 4 of the mechanical cycle by reducing the total gridpoint forces as shown 
by equation A.16.  
 
𝐹𝑖
𝐷 = 𝐹𝑖 − 𝛽|𝐹𝑖|𝑠𝑖𝑔𝑛 (𝑣𝑖 (𝑡 −
𝛥𝑡
2
))      (A.16)  
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A.2. HYDRAULIC FORMULATION 
A.2.1. Hydraulic Calculation Cycle 
 
The hydraulic calculation cycle in UDEC couples joint apertures (driven by 
mechanical calculations) with fluid pressure and flow rate. This is achieved with the 
following steps, which occur alongside the mechanical cycle. 
 
1. Find new gridpoint locations (mechanical step 6) 
2. Determine joint apertures 
3. Determine flow rates 
4. Determine pressure distribution 
5. Determine gridpoint forces (mechanical step 4) 
 
Each step is examined in turn, below: 
 
STEP 1. Find new gridpoint locations 
 
This step is effectively identical to the final step of the mechanical cycle (see 
appendix A.1.1). The separation of each joint is read into the hydraulic algorithm for 
further calculation. 
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STEP 2. Determine joint apertures 
 
Joint hydraulic apertures are controlled by separation. A minimum value is given for 
joint aperture to prevent complete closure of joints undergoing overlap. A maximum 
value is also given to improve the computational efficiency of the model when large 
apertures are present. Joint apertures are found relative to the initial aperture (found 
under zero stress conditions) as shown in equations A.17 through A.19: 
 
𝑎 = 𝑎𝑚𝑖𝑛  For  𝑎 < 𝑎𝑚𝑖𝑛    (A.17) 
𝑎 = 𝑎0 + 𝑠𝑁  For  𝑎𝑚𝑖𝑛 ≤ 𝑎 ≤ 𝑎𝑚𝑎𝑥   (A.18) 
𝑎 = 𝑎𝑚𝑎𝑥  For  𝑎 > 𝑎𝑚𝑎𝑥    (A.19) 
 
Where: 
 
a Joint Aperture   (m) 
𝑠𝑁  Joint Normal Separation (m) 
 
STEP 3. Determine flow rates 
 
The flow of fluid along joints is driven by pressure differentials between adjacent 
domains. Flow rates are found using the cubic flow law, shown in equation A.20: 
 
𝑞 = −
1
12𝜇
𝑎3
∆𝑃
𝐿
        (A.20) 
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Where: 
 
L Length of joint   (m) 
P Pressure    (Pa) 
q Flow rate per unit depth into page (m2s-1) 
μ Dynamic viscosity   (Pa s) 
 
The length term in equation A.20 is found as the arithmetic mean of the distances to 
the nearest contacts in the upstream and downstream directions. The pressure term 
takes hydrostatic pressure into account, as shown in equation A.21: 
 
∆𝑃 = 𝑃2 − 𝑃1 + 𝜌𝑔(𝐻2 − 𝐻1)      (A.21) 
 
Where: 
 
Hi Height of centre of domain i above datum (m) 
g Gravitational acceleration   (ms-2) 
 
Note that equation A.21 can allow for flow out of regions with zero pressure. This 
could lead to fluid flowing out of a domain which is not fully saturated (i.e. a domain 
within the vadose zone), or to more fluid flowing out of a domain than is actually 
present within the domain (breaking conservation of mass). In order to account for 
this, equation A.20 is multiplied by a corrective factor f. This factor is based on the 
saturation S of the upstream domain, as shown in equation A.22: 
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𝑓 = 𝑆2(3 − 2𝑆)        (A.22) 
 
Where: 
 
𝑆 =
𝑉𝑓𝑙𝑢𝑖𝑑
𝑉𝑑𝑜𝑚𝑎𝑖𝑛
         (A.23) 
Where: 
 
V Volume, per unit depth into page (m2) 
 
STEP 4. Determine pressure distribution 
 
Pressure changes within a domain are driven by both the flow of fluid into and out of 
the domain and by the change in domain volume due to mechanical deformation. 
Equation A.24 shows how pressure within a domain is found for the nth timestep. 
 
𝑃𝑛 = 𝑃𝑛−1 + 𝐾𝐹𝑞𝑖𝑛
∆𝑡
𝑉𝑛
− 2𝐾𝐹
𝑉𝑛−𝑉𝑛−1
𝑉𝑛+𝑉𝑛−1
      (A.24) 
 
Where: 
 
KF Bulk modulus of fluid    (Pa) 
qin Net inflow into domain   (m
2s-1) 
V Domain volume, per unit depth into page (m2) 
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In the case where fluid is flowing out of the domain in question, or where that domain 
increases in volume, it is possible for equation A.24 to predict a negative pressure. In 
this case, pressure within the domain is set to zero and the calculation changes to a 
version based on saturation. This allows water to drain out of a domain and provides 
for a definition of saturation (as used in equation A.22): 
 
𝑆𝑛 = 𝑆𝑛−1 + 𝑞𝑖𝑛
∆𝑡
𝑉𝑛
− 2
𝑉𝑛−𝑉𝑛−1
𝑉𝑛+𝑉𝑛−1
      (A.25) 
 
While saturation is less than one, the pressure in the domain remains at zero and A.25 
is used. If a saturation greater than one is predicted, saturation is set to a value of one 
and control reverts to equation A.24. Initial saturation S0 is set either at 0 or 1 for a 
given domain depending on the initial location of the water table within the model.  
 
STEP 5. Determine gridpoint forces 
 
This step is the same as mechanical step 4, with the addition of a term to equation A.7 
to account for the forces exerted by fluid pressure on the solid rock block. Fi
P refers to 
the force exerted on a gridpoint due to the pressure of the fluid in each of the domains 
connected to that gridpoint. As with Fi
C, the force at a given gridpoint is found as half 
of the sum of all forces incident on all edges connected to that gridpoint. Each 
individual contributive force is found as the product of the domain pressure and 
length. 
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A.2.2. Hydraulic Timestep Determination 
 
As with the mechanical timestep, the hydraulic timestep in UDEC is limited to 
maintain model stability. The value of the timestep is given by equation A.26: 
 
∆𝑡 = 𝑚𝑖𝑛 (
𝑉
𝐾𝐹 ∑ [
1
12𝜇
𝑎3
𝐿
]𝑖
)       (A.26) 
 
Where: 
 
min Implies the minimum value over all domains 
i Refers to the ith contact associated with the current domain  
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A.3. THERMAL FORMULATION 
A.3.1. Explicit Thermal Algorithm 
 
The explicitly time-stepped thermal algorithm in UDEC uses a four step cycle to 
determine rock mass temperature profiles at later times based on an initial temperature 
profile and any heat sources/sinks. The four steps of the algorithm are: 
 
1. Find temperature gradients within zones 
2. Find heat flow rates out of each zone 
3. Find heat flow rate in to each gridpoint 
4. Find new temperature at each gridpoint 
 
Each step is outlined in turn, below: 
 
STEP 1. Find temperature gradients within zones 
 
Temperature gradients within each zone are found as the area normalised sum of the 
product of average temperature and length for each of the three edges making up the 
zone, as shown in equations A.27 and A.28 
 
𝛿𝑇
𝛿𝑥
=
1
𝐴
[ 
𝑇1+𝑇2
2
|𝑥1 − 𝑥2|  + 
𝑇1+𝑇3
2
|𝑥3 − 𝑥1|  +  
𝑇2+𝑇3
2
|𝑥3 − 𝑥2| ]  (A.27) 
 
𝛿𝑇
𝛿𝑦
=
1
𝐴
[ 
𝑇1+𝑇2
2
|𝑦1 − 𝑦2|  +  
𝑇1+𝑇3
2
|𝑦3 − 𝑦1|  +  
𝑇2+𝑇3
2
|𝑦3 − 𝑦2| ]  (A.28) 
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Where: 
 
A Area of the zone   (m2) 
Ti Temperature of gridpoint i  (K) 
xi Horizontal position of gridpoint i (m) 
yi Vertical position of gridpoint i (m) 
 
STEP 2. Find heat flow rates out of each zone 
 
The heat fluxes out of each zone are found according to equations A.29 and A.30: 
 
𝑄𝑥 = −𝜆𝑥
𝛿𝑇
𝛿𝑥
?̂?        (A.29) 
 
𝑄𝑦 = −𝜆𝑦
𝛿𝑇
𝛿𝑦
?̂?        (A.30) 
 
Where: 
 
?̂? Unit length in Z dimension     (1m) 
Qi Heat flux in i direction     (Wm
-1) 
λi Two dimensional thermal conductivity in i direction  (Wm-1K-1) 
 
Note that for a thermally isotropic material, λx = λy = λ. 
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STEP 3. Find heat flow rate into each gridpoint 
 
The heat flow from one zone into another must be allocated between the three 
gridpoints that make up the zone receiving the energy. This allocation is achieved by 
multiplying directional heat fluxes by the length of a line drawn normal to the heat 
flux between the perpendicular bisectors of the two zone edges connected the given 
gridpoint. This is illustrated by equation A.31 and figure A.1.  
 
𝛺𝑧,𝑖 = 𝑄𝑥𝐻𝑖 + 𝑄𝑦𝑊𝑖        (A.31) 
 
Where: 
 
Ωz,i Refers to the heat flow from zone z into gridpoint i  (W) 
 
 
Figure A.1 – Definition of the lengths used in equation A.31 
 
 
367 
 
STEP 4. Find new temperatures for each gridpoint 
 
The incremental temperature change at a gridpoint is found using equation A.32: 
 
∆𝑇 =
∑ 𝛺𝑧,𝑖𝑧
𝑚𝐶𝑃
∆𝑡         (A.32) 
 
Where: 
 
C Specific Heat Capacity (Jkg-1K-1) 
Σz Ωz,i  Implies a summation over all of the zones providing heat to gridpoint i. 
 
A.3.2. Implicit Thermal Algorithm 
 
UDEC’s implicit thermal algorithm uses the Crank-Nicholson method to derive an 
expression for the finite difference representation of heat transfer. In one dimension, 
this is given by equation A.33. UDEC stores temperature data for all gridpoints in a 
matrix which is solved using a modified version of the Jacobi transformation method. 
 
𝑇𝑖(𝑡 + ∆𝑡) = 𝑇𝑖(𝑡) +
𝜆∆𝑡
𝜌𝐶𝑝
[
𝑇𝑖+1(𝑡+∆𝑡)−2𝑇𝑖(𝑡+∆𝑡)+𝑇𝑖−1(𝑡+∆𝑡)
(∆𝑥)2
+
𝑇𝑖+1(𝑡)−2𝑇𝑖(𝑡)+𝑇𝑖−1(𝑡)
(∆𝑥)2
] (A.33) 
 
A.3.3. Explicit Thermal Timestep Derivation 
 
As with the mechanical and hydraulic aspects, an explicitly stepped thermal model 
has a maximum timestep above which model stability is not guaranteed. The 
definition of this timestep is given in equation A.34: 
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∆𝑡 = 𝑚𝑖𝑛 (
𝐵2
4
𝜆
𝜌𝐶
[1+
𝑈𝐵
2𝜆
]
)      (A.34) 
 
Where: 
B Zone edge length       (m) 
U Convective (boundary condition) heat transfer coefficient  (Wm-2K-1) 
ρ Material density       (kgm-3) 
 
A.3.4. Thermal Zone Generation 
 
In an ideal case, the thermal mesh would be identical to the mechanical mesh (i.e. 
thermal zones would perfectly overlay mechanical zones). The need to conserve 
energy when heat transfers between blocks which are not perfectly aligned often leads 
to the requirement for extra thermal zones however. This concept is highlighted in 
figure A.2. In order to conserve energy, some heat must transfer between zones 1C 
and 2A, while some must transfer between 3C and 2A. The amount of heat transferred 
between any pair of blocks depends on the area of edge to edge contact between those 
blocks. In order to correctly determine this contact and thus model heat transfer 
between the blocks, new thermal zones (in red) are created. Heat can now transfer 
between zones 1Cb and 2Aa, and between zones 3Ca and 2Ab, satisfying the 
requirements of complete heat transfer and conservation of energy. Zones 1B and 3D 
are already perfectly aligned, so no new thermal zones are required. Note that joints 
are considered to have infinitesimal widths for the purposes of thermal calculations. 
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Figure A.2 – Discretisation of thermal/mechanical model into blocks (black), 
mechanical zones (blue) and thermal zones (red). 
 
 
In some cases, slight block overlaps can cause the generation of excessively small 
and/or slender thermal zones. As with mechanical discretisation, these zones can lead 
to a considerable reduction in model timestep, greatly slowing model solution. In 
order to prevent this effect, a thermal tolerance parameter LT can be defined. This 
forces any two gridpoints with a separation less than LT to be treated as one for the 
purposes of the thermal calculation, preventing the generation of small thermal zones, 
as seen in figure A.3. Care must be taken in the use of the thermal tolerance 
parameter, as it effectively reduces the accuracy of the thermal model. Excessively 
high values of LT can lead to the merging of zones in adjacent blocks, producing 
erroneous results. 
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Figure A.3 – Effect of thermal tolerance parameter LT on the generation of small 
thermal zones. 
 
A.3.5. Thermal Expansion 
 
UDEC is capable of modelling thermally generated stresses within rock blocks, as 
shown in equation A.35. The temperature of a zone is defined as the arithmetic mean 
of the temperatures of the three gridpoints which constitute that zone. 
 
∆𝜎𝑁 = −3𝐾𝛼∆𝑇        (A.35) 
 
Where α is the linear thermal expansion coefficient  (K-1) 
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A.3.6. Temperature Dependent Fluid Properties 
 
The temperature dependence of fluid properties is simulated using a three step 
process: 
 
1. Tables of property/temperature data are stored for fluid density and viscosity. 
2. Fluid temperature is found as the arithmetic mean temperature of the 
gridpoints which define the fluid filled joint. 
3. Property tables are linearly interpolated to find the values of density and 
viscosity at the given temperature. 
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B. DERIVATIONS 
B.1. STRESS/DISPLACEMENT RELATIONSHIPS 
 
This appendix covers the derivation of equations 4.2 and 4.3, which show the 
relationship between applied axial strain εa and horizontal and vertical displacements ux 
and uy respectively. Consider a single joint at an angle ϕ to the horizontal, as shown in 
figure B.1. This joint is part of a rock mass exposed to an applied axial compressive 
strain εa.  
 
 
 
Figure B.1 – Schematic representation of the forces and motion on a single joint 
within a rock mass. N implies normal motion, S implies shear motion. 
 
The force F on the joint due to the applied strain is: 
 
𝐹 = −𝐸𝜀𝑎𝐴 
 
Where A is the surface area of the joint  
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We can find: 
 
𝐹𝑛 = 𝐹 cos(𝜙) = −𝐸𝜀𝑎𝐴 cos(𝜙) 
𝐹𝑠 = 𝐹 sin(𝜙) = −𝐸𝜀𝑎 𝐴 sin(𝜙) 
 
The displacement along a joint can be found as: 
 
𝑢𝑖 =
𝐹𝑖
𝑘𝑖
 
 
Therefore: 
 
𝑢𝑛 = −
𝐸𝜀𝑎𝐴
𝑘𝑛
cos(𝜙) 
𝑢𝑠 = −
𝐸𝜀𝑎𝐴
𝑘𝑠
sin(𝜙) 
 
Convert into Cartesian co-ordinates: 
 
𝑢𝑥 = 𝑢𝑛,𝑥 + 𝑢𝑠,𝑥 
𝑢𝑦 = 𝑢𝑛,𝑦 + 𝑢𝑠,𝑦 
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Where: 
 
𝑢𝑛,𝑥 = 𝑢𝑛 sin(𝜙) = −
𝐸𝜀𝑎𝐴
𝑘𝑛
cos(𝜙) sin(𝜙) = −
𝐸𝜀𝑎𝐴
2𝑘𝑛
sin(2𝜙) 
𝑢𝑠,𝑥 = −𝑢𝑠 cos(𝜙) = 
𝐸𝜀𝑎𝐴
𝑘𝑠
sin(𝜙) cos(𝜙) =
𝐸𝜀𝑎𝐴
2𝑘𝑠
sin(2𝜙) 
𝑢𝑛,𝑦 = −𝑢𝑛 cos(𝜙) =
𝐸𝜀𝑎𝐴
𝑘𝑛
cos2(𝜙) 
𝑢𝑠,𝑦 = −𝑢𝑠 sin(𝜙) =
𝐸𝜀𝑎𝐴
𝑘𝑠
sin2(𝜙) 
 
Therefore: 
 
𝑢𝑥 =
𝐸𝜀𝑎𝐴
2
(
1
𝑘𝑠
−
1
𝑘𝑛
) sin(2𝜙)      is equation 4.2 
𝑢𝑦 = 𝐸𝜀𝑎𝐴 (
cos2(𝜙)
𝑘𝑛
+
sin2(𝜙)
𝑘𝑠
)     is equation 4.3 
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B.2. TEMPERATURE DEPENDENT MATERIAL PROPERTIES 
 
Ranjith et al (2012) present normalised relationships for the elastic modulus and 
uniaxial compressive strength of sandstone over a range of temperatures, as shown in 
figure B.2. In order to simulate temperature dependent materials in the UCG model, 
compressive strength must be converted into the model parameters of friction angle, 
cohesion and tensile limit. This section explains how this is achieved. 
 
 
Figure B.2 – Temperature dependence of the Young’s modulus and uniaxial 
compressive strength of sandstone over a range of temperatures. After Ranjith et al, 
2012. 
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B.2.1. Friction Angle 
 
In order to determine a temperature dependent friction angle, we must assume that 
normalised compressive strength is not a function of confining pressure. While there is 
no physical basis for this assumption, friction angle cannot be defined otherwise 
without further experiment. Given the relatively minor influence of both temperature 
and friction angle (relative to cohesion), the inaccuracies caused by this assumption are 
not considered critical. Using the assumption, we can plot strength/pressure curves for 
the material (based on axisymmetric brickwork results, see fig 4.12) over a range of 
temperatures. These values are found by multiplying the results found in the simulated 
triaxial tests by the normalised UCS given in figure B.2. The curves produced are 
shown in figure B.3. 
 
 
 
Figure B.3 – Strength/pressure curves as a function of temperature. 
377 
 
Friction angles are then found for each temperature as: 
  
𝜃𝑇 =
𝑀𝑇−1
𝑀𝑇+1
  
 
Where MT is the gradient of the strength/pressure curve at temperature T. 
 
B.2.2. Cohesion 
 
Cohesion is found as: 
 
𝐶𝑇 = 𝜎𝑐,𝑇
1−sin(𝜃𝑇)
2 cos(𝜃𝑇)
  
 
Where σc,T is the unconfined compressive strength at temperature T. 
 
B.2.3. Tensile Limit 
 
Tensile limit is found as: 
 
𝜎𝑇 =
𝐶𝑇
tan(𝜃𝑇)
  
 
B.2.4. Normalised Properties 
 
Normalised values of friction angle, cohesion and tensile limit are found by dividing 
their absolute values by their value at 25oC. The values found are plotted in figure 5.4. 
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 B.3. CONDUCTIVE/CONVECTIVE HEAT TRANSFER RATIO 
 
Consider a single joint in between a pair of blocks, as shown in figure B.4. 
 
Figure B.4 – Schematic of a single joint between a pair of rocks. 
 
Thermal conduction transfers heat from left to right (T1 to T2). This heat is partially 
negated by the inflow of cold fluid flowing from right to left (T2 to T1). Assuming fluid 
temperature is equal to rock temperature at all points along the joint, the magnitudes of 
heat transferred by each mechanism can be found as follows: 
 
𝑄𝑅 = 𝜆𝐻(𝑇1 − 𝑇2)  
𝑄𝐹 = ?̇?𝐶(𝑇2 − 𝑇1) = 𝜌𝑎𝑣𝐶(𝑇2 − 𝑇1)  
 
The ratio of conduction to convection can then be found as: 
 
𝑄𝑅
𝑄𝐹
= −
𝜆𝐻
𝜌𝑎𝑣𝐶
  
 
Which is equation 5.8. 
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Where: 
 
C Fluid heat capacity  (Jkg-1K-1) 
v Fluid velocity   (ms-1) 
λ Rock thermal conductivity (Wm-2K-1) 
ρ Fluid density   (kgm-3) 
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B.4. CAVITY WALL TEMPERATURE DERIVATION 
 
As shown in figure 5.10, the energy balance over the UCG cavity consists of 6 
components: 
 
 Energy stored in the coal EC 
 Energy stored in the oxidant gas EO 
 Energy stored in the injected steam ES 
 Energy stored in the groundwater EW 
 Energy stored in the product syngas EP 
 Energy lost to the rock mass EL 
 
For the thermal model, we are interested in the energy lost to the rock mass EL. This can 
be found by an energy balance as: 
 
𝐸𝐿 = 𝐸𝐶 + 𝐸𝑂 + 𝐸𝑆 + 𝐸𝑊 − 𝐸𝑃 
 
The terms on the right hand side can be found by considering the stoichiometry of the 
reaction and the enthalpies of formation of the compounds involved. ES and EW also 
depend on the relative proportions of the water supplied by the injected steam and 
groundwater respectively.  
 
Using coal as the basis for the calculation and assuming constant compositions we find 
the following stoichiometric relationships, where product gas composition is given by 
Perkins & Sahajwalla (2005): 
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𝐶𝐻0.08𝑂0.18 + 𝛼𝑂2 + 𝛽𝐻2𝑂 → 𝛾𝐶𝑂 + 𝛿𝐶𝑂2 + 𝜀𝐻2 + 𝜃𝐶𝐻4 + 𝜇𝐻2𝑂  
Product gas composition, on a molar basis: 
 
CO = 0.35 
CO2 = 0.29 ∴ δ = 0.83γ 
H2 = 0.21 ∴ ε = 0.60γ 
CH4 = 0.06 ∴ θ = 0.17γ 
H2O = 0.09 ∴ μ = 0.26γ 
 
By performing an element balance over the stoichiometric equation, we find: 
 
α = 0.36 
β = 0.56 
γ = 0.50 
 
We can now balance the equation as: 
 
𝐶𝐻0.08𝑂0.18 + 0.36𝑂2 + 0.56𝐻2𝑂 → 0.5𝐶𝑂 + 0.42𝐶𝑂2 + 0.3𝐻2 + 0.09𝐶𝐻4 +
0.13𝐻2𝑂   
 
Combining with the relative molecular weights, we find the total mass fluxes associated 
with the process: 
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COMPOUND kmol kg kg/kg coal mass 
fraction 
CH0.08O0.18 1 (basis) 14.97 1 (basis) - 
O2 0.36 11.52 0.770 - 
H2O 0.56 10.09 0.674 - 
  
CO 0.50 14.01 0.936 0.380 
CO2 0.42 18.48 1.234 0.501 
H2 0.30 0.61 0.041 0.017 
CH4 0.09 1.44 0.096 0.039 
H2O 0.13 2.34 0.156 0.063 
   
Product Gas 1.44 36.88 2.463 - 
 
The energy terms are found as: 
 
𝐸𝑖 = −∆𝐻𝑓,𝑖
𝜃 + 𝐻𝑇,𝑃 − 𝐻𝜃       
 
Where: 
 
∆𝐻𝑓,𝑖
𝜃  = Standard enthalpy of formation    
 [Jkg-1] 
𝐻𝑇,𝑃 = Thermodynamic enthalpy at given temperature and pressure
 [Jkg-1] 
𝐻𝜃 = Thermodynamic enthalpy at standard conditions  
 [Jkg-1] 
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All data is found from Green & Perry (2007). The Hθ term is required because the 
formation enthalpy is defined at 298K whereas the thermodynamic enthalpy is defined 
as zero at 0K. Differences in enthalpy can also be found via the constant pressure heat 
capacity in the case of solid and liquid compounds. 
 
The enthalpy of formation for coal is difficult to define, due to its complex chemical 
nature. We can find this using Hess’s law applied to coal combustion: 
 
𝐶𝐻0.08𝑂0.18 + 0.93𝑂2 → 𝐶𝑂2 + 0.04𝐻2𝑂       
 
∆𝐻𝑟
𝜃 = ∆𝐻𝑓,𝐶𝑂2
𝜃 + 0.04∆𝐻𝑓,𝐻2𝑂
𝜃 − ∆𝐻𝑓,𝐶𝑜𝑎𝑙
𝜃 − 0.93∆𝐻𝑓,𝑂2
𝜃     
  
 
∆𝐻𝑓,𝑂2
𝜃  equals zero, as oxygen is an element.  
 
Therefore: 
 
∆𝐻𝑓,𝐶𝑜𝑎𝑙
𝜃 = ∆𝐻𝑓,𝐶𝑂2
𝜃 + 0.04∆𝐻𝑓,𝐻2𝑂
𝜃 − ∆𝐻𝑟
𝜃       
 
From the literature: 
 
∆𝐻𝑓,𝐶𝑂2
𝜃 = −393.51 𝑘𝐽𝑚𝑜𝑙−1  
∆𝐻𝑓,𝐻2𝑂
𝜃 = −241.81 𝑘𝐽𝑚𝑜𝑙−1  
∆𝐻𝑟
𝜃 = −319.5 𝑘𝐽𝑚𝑜𝑙−1  
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Therefore: 
 
∆𝐻𝑓,𝐶𝑜𝑎𝑙
𝜃 = −84.03 𝑘𝐽𝑚𝑜𝑙−1 = −5613.4 𝑘𝐽𝑘𝑔−1 
 
And: 
 
𝐸𝐶 = −∆𝐻𝑓,𝐶𝑜𝑎𝑙
𝜃 + 𝐶𝑃,𝐶𝑜𝑎𝑙(𝑇0 − 298) = 5615.2 𝑘𝐽𝑘𝑔
−1   
         
Where: 
 
CC  Specific Heat Capacity of Coal (0.920 kJkg
-1K-1) 
T0  Ambient Temperature at Cavity Depth  (300 K) 
 
EO, ES and EW and EP are found as: 
 
EO = 118.4 kJkg
-1  (P = 555kPa, T = 429K = Tsat) 
ES = 16074 kJkg
-1 (P = 555kPa, T = 429K) 
EW = 13435 kJkg
-1 (P = 555kPa, T = 300K) 
EP = 8249.9 kJkg
-1 (P = 555kPa, T = 980K) 
 
We now express each term with respect to the basis of coal, giving: 
 
EC = 5615.2 kJkg
-1 
EO = 91.2 kJkg
-1 (coal) 
ES = 13435Q kJkg
-1 (coal) 
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EW = 16074(0.674-Q) kJkg
-1 (coal) 
EP = 20320 kJkg
-1 (coal) 
 
Therefore: 
 
EL = 3779.6 – 2639.0 Q kJkg-1 (coal) 
 
Where Q is the specific drawdown rate of the groundwater (kg groundwater / kg coal). 
We now need to determine the rate of coal consumption in order to obtain the energy 
release rate in units of Wm-1. Bhutto et al (2013) report total consumption of 
approximately 150 tonnes of coal per day. Assuming a combustion zone length of 
approximately 12m (Perkins & Sahajwalla, 2008), gives a consumption of 12.5 tonnes 
per metre per day, or 0.145 kgm-1s-1. Multiplying this by EL gives a total energy loss 
rate of: 
 
EL = 5.48×10
5 – 3.83×105 Q Wm-1 
 
We can say that: 
 
𝑄 =
𝑞𝜌𝑤𝐿𝑏𝑢𝑟𝑛
𝑅
  
 
Where: 
 
q  Flow rate of groundwater into cavity (given by UDEC) 
 (m2s-1) 
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Lburn  Combustion zone length      (m) 
R  Coal consumption rate     
 (kgs-1) 
𝜌𝑊  Density of water      
 (kgm-3) 
 
Therefore: 
 
Q = 6899q 
 
 
 
And: 
 
EL = 5.48×10
5 – 2.64×109 q Wm-1 
 
Is the total amount of power produced by the modelled region. 
 
We can convert this into a wall temperature by equating the power produced with the 
heat lost to the surroundings: 
 
𝐸𝐿 = 𝜆𝑃
(𝑇𝑤−𝑇0)
𝐿𝑇
  
 
Where: 
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P Cavity Wall Perimeter  (m) 
LT  Thermal Penetration Length  (m) 
 
Assuming a thermal penetration length of 10m (this can be tested and updated in later 
versions of the model to increase accuracy) and a cavity geometry the same as that used 
in the Rocky Mountain 1 trial, we find: 
 
𝑇𝑤 = 300 +
𝐸𝐿
𝜆𝑃𝐿𝑇
  
 
Substituting in the appropriate values gives: 
 
Tw = 1153 - 4.1×10
6 q Wm-1   which is equation 5.12.  
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B.5. THERMAL PENETRATION LENGTH 
 
Consider a cavity with a circular cross section, surrounded by a temperature profile. 
The amount of energy required to produce that profile is given as: 
 
𝑄 = 2𝜋𝜌𝐶 ∫ 𝑟(𝑇 − 𝑇𝑏)𝑑𝑟
𝑟𝑝
𝑟𝑐
  
 
If we assume a linear temperature profile, we find: 
 
𝑇 = 𝑇𝑊 + (𝑇𝐵 − 𝑇𝑊)
𝑟−𝑟𝑐
𝑟𝑝−𝑟𝑐
   
 
 
Therefore: 
 
𝑄 =
𝜋𝜌𝐶(𝑇𝑊−𝑇𝐵)
𝑟𝑝−𝑟𝑐
∫ 𝑟𝑝𝑟 − 𝑟
2𝑑𝑟
𝑟𝑝
𝑟𝑐
  
 
Where  
 
Tb  Background temperature  (K) 
Tw Cavity wall temperature  (K) 
rc Cavity radius    (m) 
rp Profile radius   (m) 
 
Assuming rp >> rc, we find: 
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𝑄 ≈  
𝜋𝜌𝐶
6𝑟𝑝
(𝑇𝑊 − 𝑇𝐵)𝑟𝑝
3 =
𝜋𝜌𝐶
6
(𝑇𝑊 − 𝑇𝐵)𝑟𝑝
2  
 
Note that the above assumption is not true in many cases. Given that this derivation is 
only intended to show an approximate relationship however, this error is considered 
acceptable.  
 
The amount of heat transferred from the cavity over time t is found as: 
 
𝑄 = −2𝜋𝜆𝑟𝑐
𝛿𝑇
𝛿𝑟
𝑡 ≈ −2𝜋𝜆𝑟𝑐𝑡
𝑇𝐵−𝑇𝑊
𝑟𝑝
  
 
Therefore: 
 
𝜋𝜌𝐶
6
(𝑇𝑊 − 𝑇𝐵)𝑟𝑝
2 ≈ −2𝜋𝜆𝑟𝑐𝑡
𝑇𝐵−𝑇𝑊
𝑟𝑝
  
 
Rearranging terms gives: 
 
𝑟𝑝
3 ≈
12𝜆𝑟𝑐𝑡
𝜌𝐶
  
 
Finally,  
 
𝑟𝑝 ≈ (
12𝜆𝑟𝑐𝑡
𝜌𝐶
)
1
3⁄
  Which is equation 8.4. 
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C. GROUNDWATER CONTAMINATION MODELLING 
 
This appendix outlines a brief suggestion for how a model of UCG induced 
groundwater pollution could be created using the commercially available Modular 3 
Dimensional Transport Model for Multiple Species (MT3DMS) (United States 
Geological Survey, 2005). The model would consider contaminant generation, 
transport and destruction and would be one-directionally coupled with the existing 
UDEC model. The model would effectively produce a two dimensional map of the 
spread of several contaminant species over time, both during and after gasification, 
using the results of the UDEC model as boundary conditions. 
 
The model would simulate the behaviour of approximately 5 contaminant species, with 
each one chosen to represent several similar compounds. For example, benzene could 
be used to represent all low molecular weight aromatic hydrocarbons, while lead could 
be used to represent all heavy metals. The choice of species used would depend on their 
relative transport capabilities and environmental toxicity, with those which travel 
furthest or present the most danger used in the model to predict the worst possible 
pollution outcomes. A brief outline of the suggested model operation is given below: 
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1. An additional part of the UDEC model reads the “after” stage result and produces 
a 2D map of the permeability, pressure and flow distributions during gasification. 
2. The data is mapped onto a grid of equally sized 2D elements. 
3. The grid element(s) containing the cavity are set to produce contaminants at a fixed 
rate based determined from the literature. 
4. Any other necessary boundary and initial conditions are set. Examples include 
background pollutant concentrations and far field pressure values. 
5. MT3DMS is executed over the operational time of the gasifier to find the 
distribution of contaminant species at the end of gasification. 
6. Steps 1 through 4 are repeated for the “final” stage of the model with appropriate 
contaminant generation rates. 
7. MT3DMS is executed for a given period after gasification has ceased (years), with 
the distribution of contaminants output from the model at regular points in this time. 
 
Given the relatively good scientific understanding of contaminant transport in 
groundwater, it is believed that the development of the pollution model should be much 
faster than that of the UDEC model. In addition, unlike subsidence, a great deal of field 
trial data is available for validation purposes. As such, it is expected that a valid, useful 
model could be developed within 12 months, based on the suggested methodology 
above. The creation of the model should therefore be considered a key priority in the 
further development of UCG modelling capabilities. 
