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ABSTRACT 
In the truncated classical moment problems, the set of all solutions constitutes a 
convex set of positive measures. We are concerned with extreme points of this convex 
set. It is shown that the extreme points can be characterized in terms of the singularly 
positive definite extensions of a given positive definite finite sequence. 
0. INTRODUCTION 
Some extremal solutions of the truncated classical moment problems will 
be discussed. Suppose {c_~, . . . , ccl, c,,, cl,. . . , cN) with c-k = CL (the corn- 
plex conjugate of c,>, 0 Q k < N, is a positive definite sequence of complex 
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numbers. A finite positive measure /.L on the unit circle is called a represent- 
ing measure for this sequence if /tVeikO d&0> = ck for all k = 0, 1, . . . , N. 
The set of all representing measures, denoted by M(c,, cl, . . . , c,>, is clearly 
a weak* compact convex set. One of our results is to characterize the extreme 
points of M(c,, cl,. . . , cN) in terms of certain nonnegative definite se- 
quences, which will be called singularly positive definite. As a consequence 
we have a natural multiparametrization of all extreme points of 
Mb,, cl,. . . , c,) (see Theorem 1.3.3). 
In spite of almost complete similarity, there is a small difference between 
the two cases of trigonometric moments and power moments. Suppose 
1 so> 81, * *. > S2.J is a positive definite sequence of real numbers. A finite 
positive measure p on the real line is called a representing measure for this 
sequence if lY,rkdp(r)=sk for all k=0,1,...,2N. The set of all 
representing measures, denoted by M(s,, sl,. . . , szN>, is convex but not 
weak* compact this time. It is shown that the norm closure and the weak* 
closure of M(s,, sl,. . . , sZN) are identical (see Theorem 2.3.5). A characteri- 
zation of the extreme points of both M(s,, sl, . . . , sZN) and its weak* closure 
is given in terms of singularly positive definite sequences (see Theorems 2.3.3 
and 2.3.7). 
The paper is organized in the following order. Two cases of trigonometric 
moments and power moments are arranged separately as Section 1 and 
Section 2. In either case, first a notion of singularly positive definiteness, 
which is believed to be new, is introduced. Next the Christoffel-Darboux 
formula for singularly positive definite sequences is proved [see (I.151 and 
(2.14)]. As a consequence of our formula there follows a concrete description 
of the representing measure for a singularly positive definite sequence (see 
Theorems 1.2.3 and 2.2.3). 
It should be mentioned that our method of proving (1.15) and (2.14) is 
derived from the one which is used in Landau [5, 61 and called the Hilbertian 
method there, that is, in essence, to use orthogonal decomposition in a finite 
dimensional space. 
Fundamental known facts in the classical moment problems can mostly be 
found in Landau [5, 61 and Akhiezer [l]. 
1. TRIGONOMETRIC MOMENTS 
1.1. Positive Definite Sequence {co, cl,. . . , c~} 
We state together here the notation, definitions, and fundamental known 
facts which are needed for our purpose. A finite complex sequence 
1 CO,Ci>...? c~} with c_~ = Zk (0 < k < M), where Ck is the complex conju- 
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gate of ck, is called nonnegative definite whenever 
M M 
,Fo kFoc,-ktjS, a O _ (1.1) 
for any choice of complex numbers {t,,, &i, . . . , th,l. If, in addition, the 
equality holds only for all $ = 0, the sequence will be called positive 
definite. For such a sequence given, one can define an inner product [ , ] on 
the space of all polynomials of degree not greater than M, 
[A, B] = 5 f cj-kajbk, A( Z) = f ajzj, B(Z) = f bjzj. 
j=O k=O j=O j=o 
(1.2) 
One characteristic of this inner product is to be invariant under multiplication 
by a variable z: 
[zA(z),zB(z)] = [A, B] (1.3) 
for any polynomials A, B of degree less than M. We will denote this M + 1 
dimensional inner product space by nM. 
The Gram-Schmidt process applied to 1, z, . . . , z M produces naturally an 
orthonormal basis P,(z), Pi(z), . . . , PM(z) of II*, ; more explicitly (cf. [l]), 
P”(Z) = -L 
Jco’ 
T k-l ck-l 
(1 < k G n/r), (1.4) 
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where Tk (0 < k Q M) are positive definite Toeplitz matrices 
(1.5) 
and Dk = lTkl (the determinant of Tk). 
For any complex number 5, a linear functional which evaluates a polyno- 
mial for 5 gives a unique element E,& of I’IM such that 
[A&] =A(51 for all A in HM. (1.6) 
The polynomial Ef, (z) is called the evaluation polynomial for 5, or some- 
times the reproducing kernel (cf. [6]). The evaluation polynomial can be 
expressed explicitly as follows (cf. Grenander and Szegii [3]): 
E$(z) = -’ (1.7) 
M 
We cite here some of the known properties of Ei which will be used 
later: 
Ei( S) = [ E,$, Ej,] = IIE# > 0, in particular 
G-1 
EL (0) = r ; 
M 
W) 
E&(z) = 5 pk('f) pk(z)- 
k=O 
(1.10) 
The following is the Christoffel-Darboux formula (see 16, p. 621): 
DM-1 
+l - &)E&( z) = E:(z) E;( 6) - zf’M(z) @‘,( 5) . (1.11) 
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This formula will not be used in this paper, but it is cited for the sake of 
comparison, because in the next subsection we will prove a similar formula 
which is needed for our purpose. 
1.2. Singularly Positive Definite Sequence (c,, cl, . . . , cM , cM + I) 
Suppose {co, cl,. . . , cy } is positive definite. By adding one term cM + 1 to 
this sequence, we obtain a sequence {co, cl, . . . , cM , cM + 1}. Consider the 
Toeplitz matrix TM+ ,(z) and its determinant D, + ,(z): 
and DM+ ,(z) = IT,, ,(z>l. By applying Sylvester’s theorem on the minors of 
reciprocal determinants (see Krein [4, p. 8311, we have 
D M_IDY+l(~) = 0; - D;_,b - d2, (1.12) 
where 
Cl c2 --a CM 0 
‘M-1 (-q”+’ co c1 1:: cM_2 CM 
c= c-1 
4-l . ? 
‘M-1 
‘-M+I c-M+2 “* CO Cl 
Thus, considering the disk with center c and radius r = D,/D, _ 1, we have 
by (12) either DM+ 1( z> > 0 or D, + ,(z> = 0, according as z is in the 
interior or on the circumference of the disk. Hence, via a standard theorem 
in linear algebra, we have that {co, cl, . . . , cM, z} is either positive definite, or 
nonnegative definite but not positive definite, according as z is either inside 
or on the circumference of the disk. 
Now we define singularly positive definite sequences as follows. Note that 
our terminology of singular positive definiteness is slightly different from the 
usual one (for instance, see [4, p. 231). 
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DEFINITION 1.2.1. A complex sequence {co, cr, . . . , cM, cM+ 1l with M 
> 0 is said to be singularly positive definite if 
(a) {c,, . . . , cM} is positive definite and 
(b) {cg>...,c~,c~+l ) is nonnegative definite but not positive definite. 
This definition, via a standard theorem in linear algebra, is equivalent to 
saying that D, = lTkl > 0 for all 0 < k < M and Diw+l = IT,+,1 = 0, where 
Tk (0 G k G M + 1) are Toeplitz matrices associated with the sequence 
{c,, c l,“‘, cM> cM+1 1 . 
For a singularly positive definite sequence {c,, cr, . . . , cM , cM + 1I fvted, we 
have the polynomials P,(Z), Pr( z>, . . . , PM ( z) as in the previous subsection. 
Besides these polynomials, first we introduce a polynomial PM + r( z) of degree 
M + 1 with leading coefficient 1 as 









Secondly, in the same way as in (1.21, one can introduce a semidejnite inner 
product [ , ] on the space of all polynomials of degree not greater than 
M + 1. This space will be denoted by TIM+ r. However, the nature of the 
singularity of the sequence, namely DM+ I = 0, reflects the semidefiniteness 
of our inner product; in particular, 
PM+,> A] = 0 for all A in IIM+r. (1.14) 
Note that the M + 1 dimensional Hilbert space nI, can be regarded as a 
subspace of the semidefinite inner product space TIM+ 1. 
The following lemma may be regarded as the Christoffel-Darboux for- 
mula for singularly positive definite sequences. 
LEMMA 1.2.2. The following holds: 
(1 - 5+%(4 = P‘v+dO) GxwM+l(4 
D M-l 
- d--- - P.&4+1( 6) zP.u(z). 44 (1.15) 
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Proof First we prove the following, which is the special case of (1.15) 
for 5 = 0: 
Note that (D,_,/D,)P,+,(z) and dazPM(z) have the same 
leading coefficient. On setting 
the degree of Q is less than or equal to M. We will see that Q(z) is a 
constant multiple of EL(z). This is because, for any polynomial A(z) in flM, 
setting A(z) = zB(z) + A(O), we have 
[A(z),Q(z)] = ~[A(:).P,,,(;)] - [A(~)d’d~)l 
=- J % [A(z)> %(=;)I 
=- 1, %(4] A(O), 
where we have used [A(z), P,+,(Z)] = 0 and [zB(z), zp~(z)l = 
[B(Z), PM(z)1 = 0 [see (1.141, (1.31, and note that deg B < MI. Thus we 
have Q(z) = cEh(z), where 
c= - 
J- 
* [l, z&(z)] . 
M 
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However, since Q(O) = ( D,_ ,/D, >PM + JO) and EL(O) = ( D, _ ,/D, > [see 
(kg)], we see c = PM+ ,(O). The proof of (1.16) is completed. 
Secondly, we will see that 
IP,+,(O)I = 1. 





DM-1 -_ y-- ZPM(Z) + PMf1(O)Ekxd 
M 
DM-1 
= yy-+PM(4 ZPMWl 
+2 Re[zP,(z), PM+40)Ei(z)] 
+2 Re[ zPM(z), P,+,(O)Ei(z)]. 
Here we see easily that [ zP,(.z), E:(z)1 = 4-t~ M+l, EL(z)], and 
we see also that [z”+ ‘, 
“;;_I$$ 
ELz)] = -P,+,(O), because PM+l(e) ; g”” - 
we hyve. Re[.zP,(z), PM+&O)EM(z)l = Thu; 





hence I PM+ ,(O>l = 1. 
Finally we are ready to show (1.15). Denoting the difference between the 
two sides of (1.15) by R(z, 51, we will show R( z, t ) = 0. Namely, set 
R( z, 6) = (1 - &)Enf;(z) - pM+,(o) EhWh+dz) 
+ Q-1 
i-- 
- PM,l( 6) ZPMW DM 
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We see first that the leadin coefficient of Nz, 5) in z (the coefficient of 
,M+r > is equal to - d&m - P,+l(O)Ei(O) + DM-l/ 
DMpM+,(th H owever according to (1.161, this is equal to 0. Thus, the 
degree of R( z, 5 ) in the variable z is less than or equal to M. On the other 
hand, from (1.17) we have 
R(O, 5) = E$(O) - PM+l(0)E"(O)f'~+l(O) = 0. 
Thus we have a decomposition of R( z, 5 > as 
R(z,() =A,(~)zP,(z) +A,(t)d’,(z) +...+A,-,(S)zP,-l(z). 
We see that 
= [(l - h)E$( z), zPk( z)] 
- PM+,(O)E~(O)[P,+,(z), %(=)I 
D 
+ 
M-l d - pM+,(if) [zpM(z)~zpk(z)l DM 
= [(l - &)Ef&), Z&(Z)] 
- -- 
for all O < k Q M - 1. Hence we have R(z, 5) G 0. ??
As a direct consequence of (1.15), we have one of our main results as 
follows. 
THEOREM 1.2.3. Suppose that {c,, cl,. . . , cM, c~+~} is singularly posi- 
tive definite. Then we have: 
(a) P,,{+ r(z) has simple zeros a,, a2,. . . , aM+ 1 on the unit circle, 
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(b) p”+l(z) = 
2 - ak 




-E,Q(z); k = 1,2,..., M + 1 forms an orthonormul basis of 
1 
II 
?d) {ca, cr, . . . , cM , cM + 1} has the unique representing measure Al. on the 
unit circle given by 
This measure p will be denoted by /_L(c,, cl, . . . , cM+ l). 
Proof. (a): Suppose a is a zero of PM+ r(z). Putting 2 = 5 = a in (1.15), 
we have (1 - Ial )Eh(a) = 0. This implies lal = 1, because E&(a) > 0. 
After proving (b), we will see further that a is a simple zero. 
(b): Suppose PM+ ,(a) = 0. Putting 5 = a in (1.15), we have by (1.8) 
(1 - zz)Eii(z) = p,+,(O) %$W’M+,(~ = P,+dO)Ei(a) PM+I(~.. 
Since P2M+1 (O)Ei(a) = - JD,,/D,aP,(a) from (1.N we have 
(1 _ zz)E;(z) = - 
hence by Ial = 1 
(z-a)Ek(z)= 
Thus the proof of(b) is completed. Since E&(a) > 0, this implies also that a 
is a simple zero of PM+ r(z). 
(c): From the formula (b) we can see easily Ea(aj> = 0 for k #j. Hence 
the statement of (c) follows easily from (b). 
Cd): For all 0 < j < M, using (c) we have 
M+l [d, Ez( z)] M+l 
,i= C 
11~~112 
E$(z) = c 
4 
-E$( z). (1.18) 
k=l k= 1 ll~:91t2 





Forj = M + 1, we obtain P,\,+,(t) = 5”“’ - [z”‘+‘, Ef,(z)]. Substituting 
nk into 5, we have uf’ ’ = [z”+ ‘, EI;;“(z:)] for all k = 1,2, . . . , M + 1. Thus 
by (1.19) 
M+ 1 
Jff 1 c l --E.;/(z) 
’ k=l llE;/ll” 1 
= [z*‘+‘, l] = c,~~+r. 
(1.21) 
Hence the measure p given in (d) becomes a representing measure for the 
sequence (ca, cr, . . . , cbf, CM+ r). 
We see easily the uniqueness of p. Suppose cr is a representing measure 
for {co, cl, ..*,cM,cM+l }. Then 0 = Il~,~+~(z)lI~ = /IPM+,(eie)12 AdO); 
hence u has to be supported on the zeros ak (1 < k < M + 1) of I’21 + ,(.z). 
Thus u = ckM_+11wk6C,j”, with wk 2 0. However, by (1.20) and (1.20, 
.bf+ 1 M + I 
?i = kgl ‘kwk = kFl ai& for all j = 0,l ,...,A4+ I 
implies WI; = l/llE3112 for all k = 1,2,. . . , A4 + 1. Hence (T = p, because 
the matrix 
[41~= I, I, ..,. tf+l:j=O ,...,. Lf+l 
is of rank A4 + 1. ??
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REMARK 1. The existence of a representing measure for any positive 
definite finite sequence follows from Theorem 1.2.3. For, by adding one 
suitable term to a given positive definite sequence, one can have a singularly 
positive definite sequence. 
REMARK 2. In contrast with Pi+ ,(z), all zeros of Pi for all k = 
1,2,. . . , M are located inside the unit circle (see [6, p. 511). 
1.3. Extreme Points of M(c,, cl,. . ., cN) 
Let {c,, cr, . . . , cN) be a positive definite sequence and M(c,, cl, . . . , cN> 
be the set of all representing measures /A for {c,, cr, . . . , cN} on the unit 
circle. M(c,, cl, . . . , cN) is clearly a weak* compact convex set. Our purpose 
in this section is to give a concrete description and a multiparametrization of 
all extreme points of M(c,, cl, . . . , ch,). We start with a lemma whose idea 
appears partly in Douglas [2], but we give a proof for the sake of complete- 
ness. 
LEMMA 1.3.1. For a measure I_L in M(c,, cl,. . . , cN) the following are 
equizjalent : 
(a) /A is an extreme point of M(c,, cl,. . . , c,); 
(b) Lr(dp.) is equal to the linear span of {eike; k = 0, f 1, + 2,. . . , + 
N; 
(c) p is a discrete measure suppotied by finitely many points less than 
2N+2. 
Proof. (a) implies (b): Suppose (b) is false. Then there is a nonzero 
function C$ in L”(dp) such that j,jr*e’ke+(0) dp(6) = 0, k = 0, f 1, f 
2 , . . , , f N. We may take 4 real valued and j~$(O>l < 1. Let u = (1 - 4)~ 
and p = (1 + 41,~. Then u and p both belong to M(c,, cl,. . . , c,), and 
/.L = +Gr + p> with CT # p. This is a contradiction to (a). 
(b) implies Cc): (b) pl im ies that I,‘-(dp) is finite dimensional and the 
dimension of L’(d/.J is less than or equal to 2N + 1. Let dim L’(d/.A = M; 
then M < 2N + 1, and p must be a discrete measure supported by M many 
points on the unit circle. 
(c) implies (a): Suppose p is a discrete measure supported by M many 
points on the unit circle, say a,, a2, . . . , aM with M < 2 N + 1, and suppose 
I_L = tcr + (1 - t>p for CT, p in M(c,, cl,. . . , c,) and 0 < t < 1. Then (+ 
and p are absolutely continuous with respect to CL; thus we have u = 
C,” , ak a,,, and p = C,“= 1 & Sok for some (Ye, Pk B 0, 1 < k d M. Since cr 
and p both are in M(c,, cl,. . . ,c,), we have cj = CkM_rokaj, = CkM_l&a{ 
for all j = 0, * 1, . . . , k N. Because of M < 2 N + 1 and the matrix [a;] is 
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of rank M, we can conclude ak = Pk for all k = 1, . . . , M; hence (T = p = /.L. 
This shows that /.L is an extreme point of M(c,, c,, . . . , cF). ??
DEFINITION 1.3.2. For a positive definite sequence {co, c,, . . . , cs}, a 
sequence ICI”, d,, . . . , d,, , CI,, + ,I is called a singular extension of 
{ c,j, c,, . . . ) cs} if 
(a) M > N and d, = cI, for all k = 0, 1, . . . , N and 
(b) Id,,, 4, . . . > d,, , d hI + ,} is singularly positive definite. 
Accordingly to the argument given at the beginning of the previous 
section, it can be seen that singular extensions with arbitrary length are 
always available. 
The next theorem shows that all extreme points of M(c,,, cl,. . . , ch,) can 
be parametrized by singular extensions of (c,,, c,, . . . , c,} with length less 
than or equal to 2 N + 2. 
THEOREM 1.3.3. A measure p on the unit circle is an extreme point C$ 
M(c,, c,, . . . , c,~) if and only if I_L is equal to the representing measure 
/Ad,,, d,, . . . > d,,., ) for a singular extension {d,,. d,, . . . , d,,, d,, ,} of 
{ co, c], . . .1 cx) and N < M < 2N. 
Proof. Suppose II is an extreme point of M(c,, c,, . . . , cN ). By (b) of 
Lemma 1.3.1, L’(dp) is finite dimensional and dim L’(dp.) < 2N + 1. Let 
dim L’(np) = M + 1; th en M < 2 N and p is supported by precisely M + 1 
many points on the unit circle, say a,, a?, . . . , aM+ ,. Thus L’(dpU) is equal to 
L’(rl/_~.) as a linear space. On the other hand, L2(dp.> has an orthogonal basis 
P,,(Z), . . . , P,,k> associated with the positive definite sequence 
&, Cl,. . . , c~,), so we have N + 1 < dim L’(dp) = dim L’(dp) = M + 1 
< 2N + 1, namely N < M < 2N. Consider the moments d, = 
L?eikB d/&8) for k = 0, 1, 2, . . . , A4 + 1. We can see easily that 
{d,,,cl,,...,d,,d,+, } is a singularly positive definite sequence. First, this is 
clearly a nonnegative definite sequence. However, it is not positive definite, 
because j,F”lp(e”)I” dp(0) = 0, where p(z) = n,“,‘,‘<z - ak). On the 
other hand, because /(,?” lq(eiB)12 dp(0) > 0 for all nonzero polynomials of 
degree less than M + 1, the sequence {d,, d,, . . . , dM} is positive definite. 
Thus r&d I,..., d,,d,+J b ecomes a singularly positive definite sequence 
and a singular extension of {co, cl,. . . , cN}. By Theorem 1.2.3(d) we can 
conclude that /_L is equal to the measure w(dO, d,, . . . , cl,, 1). Conversely, 
suppose that N G M G 2 N, {d,, d,, . . . , d,, d, + 1l is a singular extension of 
{C”’ CL, C2?. . * > c,), and p = p(d,,, d,, . . . , d,,,). Since pu(d,, d,, . . . , cI~+~) 
belongs to M(c,,, cl, . . . , c,) and p(do. d,, . . . , (I,, ,I is a discrete measure 
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supported by M + 1 points [see Theorem 1.2.3(d)] with M + I < 2N + I, 
by Lemma 1.3.1(c) we see that p(d(,, d,, . . . , d,,,) is an extreme point of 
Mk,, c,, . . . , c,). ??
2. POWER MOMENTS 
In the case of power moments almost all the arguments can be carried out 
with complete similarity to the case of trigonometric moments. Thus, we will 
point out only differences and omit most of the details. 
2.1. Positive Definite Sequence {s,, sl,. . . , sZM} 




for any choice of complex numbers to, (r, . . . , tM. If, in addition, the 
equality holds only for all 5. = 0, it will be called positive definite. For such a 
sequence given, one can d efine an inner product [ , ] on the space of all 
polynomials of degree not greater than M, 
[A, B] = f c sj+kuj'k, A(%) = f ujxj, B(~) = ;b,d. 
j=O k=O j=O j=O 
(2.2) 
One characteristic of this inner product is symmetry of multiplication by the 
variable X: 
[x4++)] = [A(x),xB(x)] (2.3) 
for any polynomials A, B of degree less than M. We will denote this M + 1 
dimensional inner product space by II,. The Gram-Schmidt process applied 
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to 1, , . . . , x ” produces 
II M. More explicitly, 
Pk(X> = &!-J-y 
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an orthonormal basis P,(x), P,(r), . . . , Ph,(x) of 
P,,(r) = 1, 
H rL+ I k-1 
for 1 <k < M. 
S2k-I 
(2.4) 
where H, (0 < k < M > are positive definite Hankel matrices such that 
Sl 
s2 
. . . 
(2.5) 
and Ak = 1 Hk 1 (the determinant of H,). 
For any complex number 5, a linear functional which evaluates a polyno- 
mial for 5 gives a unique element Efi of nM such that 
[A&] =A([) for all A in n,,f. (2.6) 
The polynomial E$,(r) is called the evaluation polynomial for 5, and the 
evaluation polynomial can be expressed explicitly as follows (see Akhiezer 
[ll): 
E&(x) = --& 
Bf 
(2.7) 
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We will refer to the following properties, which can be seen easily: 
@h-4 = G(5). 
Ef,( 6) = [ E$, Ej,] = IlEf, 11’ > 0, 





The following is the Christoffel-Darboux formula (see [5, p. 2611): 
(x. - @,5(x) = ck{ pd5) pk+dx) - f’k+dt) P,(d) (2.11) 
with C~ = [Sk, Pk+r ] = da/Ak > 0 and k = 1,2,. . . , M - 1. 
2.2. Singularly Positive Definite Sequence Is,,, sl, . . . , sZM, sZM+ 1, 
‘2M+2 1 
Suppose {sop sl,. . . , S2M } is positive definite. The situation with regard to 
extension of this sequence while keeping positive definiteness is a little bit 
different from the case of trigonometric moments. Look at the determinant 
It is clear that A M+I(~, y) = AMy - A,_,? - aMx + A,+,(O,O), where 
aM= sM :;-;2,,_l is;: + sM+;*-‘s2M i ;_, . 
Thus, considering the parabola 
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we have either A,+,(x, y> > 0 or A,+,(x, y) = 0 according as the point 
(x, y) is located either above or on the parabola. Hence, via a standard 
theorem in linear algebra we have that (sa, sl, . . . , sBM, X, y) is either 
positive definite or nonnegative definite but not positive definite, according as 
the point (x, y) is either above or on the parabola. 
Now we define a singularly positive definite sequence similarly to the 
trigonometric moment case. 
DEFINITION 2.2.1. A real sequence Is,,, ,Y,, . . . , s,~, , .sZM+ ,, stM+& with 
M > 0 is said to be .singulnrly positive definite if 
(a) Is,,, s,, . . . , s 2hf} is positive definite and 
(b) Is,,, ~1, . . . . sqAf> .s:!hl+l, se,jf+p } is nonnegative definite but not posi- 
tive definite. 
This definition is equivalent to saying A, = 1 H, 1 > 0 for all 0 < k < A4 
and AM+1 = 1 H, + II = 0, where H, (0 < k < M + 1) are Hankel matrices 
associated with the sequence {s,, , sl, . . . , s2 M, sp ,%, + , , s2 M + J. 
For a singularly positive definite sequence {s,, , s,, . . . , s, M, s2 M + 1, szM + & 
fixed, besides the polynomials P,( r ), I’,( x), . . . , &(x) given in (2.4), we 
define a polynomial PM+ , (x) of degree M + 1 with leading coefficient 1 as 
(2.12) 
We define also a semidefinite inner product [ , ] on the space of all 
polynomials of degree not greater than M + 1. This space will be denoted by 
n M+ ,. Note that the fact that A,,,+, = 0 reflects the semidefiniteness of our 
inner product; in particular, 
[G+ 1> A] =0 for all A in IT Jf + , . (2.13) 
Now we have the Christoffel-Darboux formula for singularly positive 
definite sequences. Our formula is essentially the same as the one for positive 
definite sequences. Here singularity plays a small role, and the only differ- 
ence is due to our definition of the polvnomial P%,+ ,( X) [see (2.12)]. 
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However, for the sake of completeness we will give a direct proof. It should 
be pointed out that there is also another way to prove our formula. A 
singularly positive definite sequence {sa, s,, . . . , se M, sZM + 1, 
'2M+2 } can be approximated by a positive definite sequence 
1% s l>“‘) S2M~S2M+1~S2M+2 + E} with E > 0 (see the beginning of this 
subsection). Thus, via approximation, our formula could be derived from the 
Christoffel-Darboux formula (2.11) for positive definite sequences. 
LEMMA 2.2.2. We have the following equality: 
(x - c)Ej,(x) = ~ +(pM(~,pM+dr) - pM+d~)pM(")}* 
M 
(2.14) 
Proof. As a polynomial of the variable X, the degree of (X - $ )E,$,(x) is 
at most M + 1; hence (X - $)E$(x) must be a linear combination of 
P,(r),&(x), . . . , PM+1 (x). Thus we have (X - ,$)E$(x) = C,M_‘,‘A,(&)Pk(x) 
with some Ak(&), 0 < k < M + 1. It is clear that [CjM_+olA,(&)pj(x), Pk(x)] 
=Ak(t)forall k = O,l,..., M. On the other hand, using 2.3) and (2.6) for c 
all k = 0, 1, . . . , M - 1 we have 
[(x - i$%(x)> P,(x)] = [xE%W’,(x)] - $%(n:)> W>] 
= [%&)a %(x)] - i%(5) 
= [ xpk(x)> -f%(x)] - i%( 5) 
~ ~ 
Thus Ak(,!J)=Oforallk=O,l,...,M-l.Hencewehave 
(x - ~)E$,(r) =A,(OPM(x) +A,+,(W’~+i(+ (2.15) 
First, looking at the leading coefficient of the variable x in (2.15) above, we 
have by (2.4) (2.7) and (2.10) 
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Next, substituting 2 into (2.15), we have 
corn lex number 5. Hence we can conclude A,(<) = 
fOr$FffJ&JPAf+ 1( 0. Thus our proofofC2.14) is completed. ??
As a consequence of the formula (2.14), we have the following theorem, 
which is parallel to the trigonometric moment case. 
THEOREM 2.2.3. Suppose (so, s,, . . . , sp,,,, ssM+ ,, s~,~,+~) is singularly 
positive definite. Then we have: 
(a) P,,,+ ,(x) has zeros a,, a2.. . . , a.,,+ ,. 
6) ‘.“+l(‘) = 
x - ak 
( 1 (” IIE;~Il -E;)(x), k = 1,2 ,..., M + 1 @m.s an orthonormal basis of I 
nI,,* 
(4 Is,,, sl,..., ~~~~,~~,~<+1,~~p.~+~ } has the unique representing measure 
I_L on the real line given by 
A4+1 1 M+l 1 
CL= c y%k = c 6 . 
k=l IIEf;;;ll kzl X,W_,,P,(a,)” ” 
This measure p will be denoted by ~(s,, sl,. . . , sZM, s2,,,+ 1, szMc2). 
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Proof Suppose a is a zero of P,, ,(x>. Putting x: = 5 = a in the 
Christoffel-Darboux formula (2.141, we have (a - Z)E&&(a) = 0; thus a = Z, 
and a must be real. The rest of the proof goes in a completely parallel way to 
the trigonometric moment case. Thus the details are omitted. 8 
One corollary of this theorem is the existence of a representing measure 
for any positive definite finite sequence. For, by adding two suitable terms to 
a given positive definite sequence, one can have a singularly positive definite 
sequence. 
2.3. Extreme Points of M(s,, sl,. . . , spN) and M*(sO, sl,. . . , sZN) 
Let {S,,Sl,... , sZN) be a positive definite sequence, which is fHed 
throughout this subsection, and let M(s,, sl, . . . , sZN ) be the set of all 
representing measures p for {so, sl,. . . , sZN} on the real line. It is clear that 
M(s,, 81,. . . , sZN) is a convex set. In contrast with the trigonometric moment 
case, it is not weak* compact. We will look at M(s,, s,, . . . , sZN) first, and 
discuss the weak* closure of M(s,, sl, . . . , sZN) later. 
In the following Lemma 2.3.1 and Theorem 2.3.3, we state only the 
results, because every argument about M(s,, sl, . . . , sZN) can be carried out 
similarly to that about M(c,, cl, . . . , c,) in Section 1. 
LEMMA 2.3.1. For a measure p in M(s,, sl, . . . , sZN) the following are 
equivalent: 
(a) p is an extreme point of M(s,, sl,. . . , szA,); 
(b) L’(dp.) is equal to the linear span of {xk; k = 0, 1,. . . ,2 N); 
(c) p is a discrete measure supported by finitely many (less than 2 N + 2) 
points. 
DEFINITION 2.3.2. A sequence It,, t,, . . . , tzM+ I, tzM+J is called a sin- 
g&r extension of (so, sl, . . . , szN} if 
(a) N<Mandtk=Skforallk=0,1,...,2N,and 
(b) {to> t,, . . . > taM+l> tzM+J is singularly positive definite. 
THEOREM 2.3.3. A measure p on the real line is an extreme point of 
M(s,, sl> . . . > SZN ) if and only if p is equal to the representing measure 
/&,, t,, . . . , t2M+2) for a singular extension It,, t,, . . . , t,,, tPM+l, tzMt21 of 
{so, s1,. . . ,sZN) and N < M < 2N. 
Now we will look at the weak* closure of M(s,,, sl,. . . , sZN). First we 
state a lemma, which seems well known. 
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LEMMA 2.3.4. Suppose that a sequence of nonnegative finite measures 
{ l-4, > 1 satisfies : 
(a) l”_,~~d~~(x)=s~forallk=O,l,..., 2N- Iandalln=1,2 . . . . 
(b) ~up,,>~ j”?;reN &J.,,(X) = A < +m. 
(c) ( I&x, > 1 converges to a measure p in the u>eak* topology. 
Then we have /?, xii dp(x) = sI, for all k = 0, 1, . . . ,2 N - 1, and 
/:zx2N dp(x) < A. 
We have the following 
THEOREM 2.3.5. 
(a) MS,, s1, . . . , sp N) is not closed with the respect to the norm topology. 
(b) The norm closure and the weak” closure of M( so, sl, . . . , sZN) are 








Proof. We prove (b) first. Write simply M instead of M(s,, sl,. . . , szN), 
and let M* = M*(s,, So,..., Sag) be the set of all measures /J satisfying 
(2.16) above. By Lemma 2.3.4, M* is a weak* compact convex set and we 
have clearly M”“‘“’ c Mwcak* c M*. Suppose p is an element of M* \ M, 
and suppose {s,,, sr, . . . , s 2N_ 1, t,,} consists of the power moments of p 
up to the 2 Nth order. Then by assumption sZN > t,, . Since 
IS”> sr>. . . , SZN-1 , t,,} is positive definite or singularly positive definite, we 
have that {+,,s~,...,s~,,_~ , t;&,) is positive definite for any choice of tiN > 
t,, (see the observation given at the beginning of Section 2.2). Thus 
Is,,s,,... ) S2hT-J7t2N + (S2Y - t, N j/c} is positive definite for any E > 0. 
Take a representing measure p, for this sequence (see the remark after 
Theorem 2.2.3). Let pE = (1 - E)P + &pE for 0 < E < 1; then pE is a 
nonnegative measure and we see that /“,xk dpE(x) = (1 - &)sk + &Sk = Sk 
for all k = 0, 1, . . . ,2N - 1 and j”,x’” dcL,(x) = (1 - c)tZN + Et,, + 
&2N - t2N)/E= SZNe Hence pE belongs to M = M(s,,, sl, . . . , szN). We 
have II P - ~~11 = Ilq.~ - ~p,ll =G EII PII + ~11 p&II = ~E.Q, so hn,,,ll P - 
~~11 = 0. Thus p belongs to Gnorm; hence we have ~““‘” = Tweak* = M*. 
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To see (a), according to the observation given at the beginning of Section 
2.2, one can find tzy such that t,, < sZN and {so, sr,. . . , s~~-~, t,,) is 
singularly positive definite. Then the representing measure 
/.&, Si>. . . , szN_ 1, t,,) shown in Theorem 2.2.3(d) belongs to M* \ M = 
M -nO,‘ln \ M. ??
Next we look at the extreme points of M*(s,, si, . . . , snh,>. 
DEFINITION 2.3.6. A sequence It,, t,, . . . , t,,, tzM+ I, tzM+J with M > 
N - 1 is called a dominated singular exten,sion of (so, sl, . . . , sZN) if 
(a) tk = sk for all k = 0, 1, . . . ,2 N - 1 and t,, Q SzN; 
(b) It,, t,, . . . > ts,i,+l , t, nr + J is singularly positive definite. 
Now our characterization of extreme points is as follows. 
THEOREM 2.3.7. A measure p on the real line is an extreme point of 
M*(s,, sl,. . . , stN > i_f and only if I_L is equal to the representing measure 
p(q,, t,, . . . , t,,,l+,) such that 
(a) N-l~Mf2N-land{t,,t,,...,t,,,,t,,+,,t,,,+,)isadomi- 
nated singular extension of {s,, sl, . . . , s2,} or 
(b) M = 2Nund (t,,t,, ,.., t2M,t2h,+1, t,,,,) is a singularextension of 
( so, Sl>. . .1 SZjJ. 
Proof. Suppose p is equal to p(t,, t,, . . . , t2M+s), where (to, t,, . . . , t,,, 
t 2M+la t, M + 2} satisfies condition (a) or condition (b) above. The proof that /.L 
is an extreme point of M*(s,, sl,. , . , sZN) is almost same as the proof that 
condition (c) implies condition (a> in Lemma 2.3.1. Namely, by Theorem 
2.2.3 k is a discrete measure supported by M + 1 points a,, . . . , uM + 1 on the 
real Iine, so /_4 = CE: ‘oli 8, with ayi > 0. Suppose p = tv -t (1’ - t>p for 
some u, p in M*(s,, si,.:. , sZN) and 0 < t < 1. Then we have Y = 
Cf”_iBis, and p = Cf”=:‘riS, for some pi > 0 and yi > 0. For condition 
(a) we have Xi”=: ‘a:@ = C,“i: ‘a$, for all k = 0, 1, . . . ,2 N - 1 with M + 1 
< 2 N, and for condition (b) CE+j ’ k ai pi = C,%:‘akyi for all k = O,l,..., 2N 
with M + 1 = 2N + 1. In either case, one can conclude pi = yi for all 
i = 1,2,..., M + 1, and so I/ = p, because the matrix [a!] is of rank M + 1. 
Hence k is an extreme point of M*(s,, s,, . . . , se N). 
Conversely, suppose N is an extreme point of M*(s,, si,. . . , sZNI. Let 
t,=l?,xkdp(x)for k=O,l,..., 2N; then tk=Sk fork=O,l,..., 2N 
- 1 and t,, < sQN. We have that {to, t, , . . . , t, N} is either singularly positive 
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definite or positive definite. If the former happens, by Theorem 2.2.3 p is 
equal to p(t,, t,, . . . , t,,) and If,,, t,, . . . , t,,} is a dominated singular exten- 
sion of {so, sl, . . . , Sac,}. If the latter happens, /_L belongs to M(t,, t,, . . . , t,,), 
which is 21 subset of M*(so, s,, . . . , spy ). Thus p must be an extreme point of 
M(t,,, t,, . . . , t,,). By Theorem 2.3.3 /L is equal to /dt,,, t,, . . . , t,,,, t,,%,+ ,, 
t2Af+2), where It,,, t,, . . . , t2i,1+2 } is a singular extension of It,,, t,, . . . , t,,} 
with N < M < 2 N. It is clear that {t,,, t,, . . . , t?,,, , t,,,, + , , t,,%, + 2) is a domi- 
nated singular extension of Is,,, s,, . . . , s,%} and N < M < 2 N. The only 
thing we have to show is that t, v = .szs if JI = 2N. Assume that t,, < .seN 
and M = 2N. Since L’(dp) is 2 N + I dimensional [because p = 
,u(t,,, t,, . . .> t,,,,, ) with M = 2 N], one can find a real valued nonzero 0 in 
L”(ct& such that llell a G 1, j:,&(x)tlp.(x) = 0 for all k = O,l, . . . . 
2N - 1, and 0 < l~,x”~%(s)cI~(x) < .sZs - t,,. Set v = (1 - 0)~ and 
p = (1 + 0)~; then it is clear that both z, and p are nonnegative measures 
belonging to M*(s,,, sl,. . . , sns), and /J = +(v + p) with v # p. This con- 
tradicts that I_L is an extreme point of M*(s,, , s, , . . , .s, ,V ). ??
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