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REGULARITY AND A LIOUVILLE THEOREM FOR A CLASS
OF BOUNDARY-DEGENERATE SECOND ORDER EQUATIONS
BRIAN WEBER
Abstract. We study a class of second-order boundary-degenerate elliptic
equations in two dimensions with minimal regularity assumptions. We prove
a maximum principle and a Harnack inequality at the degenerate boundary,
and assuming local boundedness, we prove continuity. On globally defined
non-negative solutions we provide strong constraints on behavior at infinity,
and prove a Liouville-type theorem for entire solutions on the closed half-
plane. The class of PDE in question includes many from mathematical fi-
nance, Keldysh- and Tricomi-type PDE, and the 2nd order reduction of the
fully non-linear 4th order Abreu equation from Ka¨hler geometry.
1. Introduction
We study solutions f ≥ 0 of L(f) = 0 where L is the operator
L(f) = y2(fxx + fyy) + y (b1fx + b2fy) + cf(1)
on the open half-plane H2 = {(x, y) |x ∈ R, y ∈ (0,∞)} and its closure H2,
assuming bounded and measurable coefficients b1, b2, c. Of the solutions we require
interior local boundedness, and for some of our results such as continuity at the
boundary, local boundedness at {y = 0} as well. None of our results assume global
boundedness, higher regularity, or growth constraints on solutions. Most of our
results require c ≥ 0 and b2 ≥ 1.
Solutions of L(f) = 0 show major qualitative changes in behavior between b2 ≥ 1
and b2 < 1. We explore the phenomenon that, for b2 ∈ (0, 1), the boundary-
value problem is both well posed and not well posed at the degenerate boundary,
in different ways. For b2 ∈ (0, 1) we show boundary data can be specified at
the degenerate boundary, and the boundary value problem is well-posed in the
Hadamard sense. Nevertheless the boundary value problem remains well-posed if
boundary data is specified everywhere except the degenerate boundary, as shown
in [8]. See below for a discussion.
Our primary concern is the b2 ≥ 1 case, for which the boundary value problem
at {y = 0} is never well-posed. We prove a Harnack inequality and a maximum
principle at {y = 0}, and, assuming local boundedness of solutions, we prove con-
tinuity. Globally on H2 we discover strong controls on the behavior of solutions
for large y. On the closed half-plane H2 when c = 0, we prove an analogue of the
classical Liouville theorem: any non-negative entire solution is constant.
We shall refer to the kind of boundary degeneracy in (1)—where the kth order
terms are multiplied by yk—as Euler-type degeneracy, in reference to the classic
Euler-type differential equation y2fyy+Byfy+C = 0. Operators of Euler-type that
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2 BRIAN WEBER
have L∞-bounded coefficients are effectively invariant under simultaneous scaling
of coordinates, which makes possible this paper’s point-picking and blow-up style
arguments. Scale-invariance also suggests that L∞ bounds on b1, b2, and c should
perhaps be the right bounds to consider—as opposed to Lploc bounds for instance—
as the L∞ norm is the only Lp norm invariant under coordinate scaling, and lower
semi-continuous under the taking of limits after coordinate scaling.
Operators of this form have been studied in Ka¨hler geometry, manifold embed-
ding, stochastic PDE, financial modeling, population dynamics, diffusion-transport
phenomena, nonlinear elliptic and fractional-Laplacian boundary problems, Keldysh-
and Tricomi-type boundary problems of elliptic and mixed elliptic/hyperbolic type,
fluid propagation through porous media, cold plasmas, Prandtl boundary-layer
problems, and in other applications. In the case of certain operators, such as
those of SABR, Keldysh, or Tricomi type, the fact that they can be transformed
into (1) and vice-versa seems possibly under-appreciated to date.
1.1. Summary. Our most general result is a gradient bound for solutions on the
open half-plane H2. This requires bounded, measurable coefficients, but no sign
restrictions on c or b2, and solutions need not be bounded at {y = 0}.
Proposition 1.1 (Interior gradient estimate, cf. Proposition 3.1). Assume we
have bounds |b1|, |b2|, |c| ≤ Λ, and assume f ≥ 0 satisfies |L(f)| ≤ Λ weakly on the
open half-plane H2. Then a constant D = D(Λ) exists so that
y|∇ log f | ≤ D.(2)
This immediately provides growth/decay bounds on solutions f ≥ 0, specifically
exponential growth/decay in x and polynomial growth/decay in y. Certainly f may
be unbounded near {y = 0}, but this proposition shows its growth cannot be any
worse than y−D. This proposition definitely fails if the 2-sided bound |L(f)| ≤ Λ
is replaced with a 1-sided bound, say L(f) ≤ 0; see Example 9.
We prove a localized version of the gradient estimate near the boundary {y = 0}.
This is required later for our continuity result.
Proposition 1.2 (Localized interior gradient estimate, cf. Proposition 3.3). As-
sume |b1|, |b2|, |c| ≤ Λ. There exists a constant D = D(Λ) so that the following
holds. If p ∈ {y = 0}, Ω is a neighborhood of p, f ≥ 0, and |L(f)| ≤ Λ on ΩInt,
then there exists some neighborhood Ω′ ⊂ Ω of p so that on Ω′,Int,
y|∇ log f | ≤ D.(3)
In addition to the localized gradient estimate we prove three other results on
the behavior of solutions locally near the boundary: unspecifiability, continuity,
and the Harnack inequality. First we make precise what we mean by a solution of
L(f) = g on a region that includes some part of the degenerate boundary.
Definition 1. (Neighborhoods and open sets at the degenerate boundary.) If
p ∈ {y = 0} then we call Ω a neighborhood of p if p ∈ Ω and there is some open
set Ω′ ⊂ R2 such that Ω = Ω′ ∩H2. An open set in H2 will be any set Ω such that
there is some open set Ω′ ⊂ R2 with Ω = Ω′ ∩H2.
Definition 2. (Degenerate and non-degenerate boundary components.) Assume
Ω is a set in H2. Then its boundary ∂Ω is divided into its degenerate and non-
degenerate boundary components
∂0Ω = ∂Ω ∩ {y = 0} and ∂1Ω = ∂Ω ∩ {y > 0}.(4)
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We define the interior of Ω to be ΩInt = Ω \ (∂0Ω ∪ ∂1Ω).
Definition 3. (Solutions, subsolutions, supersolutions in the interior.) Assum-
ing an open set Ω contains no points of {y = 0}, then we say that L(f) = g (or
L(f) ≥ g or L(f) ≤ g, etc) on Ω provided L(f) = g (or L(f) ≥ g etc) holds weakly
or in the viscosity sense on Ω.
Definition 4. (Solutions, subsolutions, supersolutions at the degenerate bound-
ary.) If Ω is an open set in the sense of Definition 1 that contains points of {y = 0},
then we say that L(f) = g (or L(f) ≥ g, L(f) ≤ g, etc) provided L(f) = g (or
L(f) ≥ g etc) holds weakly or in the viscosity sense on all interior points of Ω, and
also if whenever p ∈ Ω∩{y = 0}, then if {pi} is a sequence of points in the interior
of Ω converging to p, lim infpi f(pi) and lim suppi f(pi) are both finite.
In other words, for us to consider a solution to exist at a degenerate boundary
point it need only be locally finite on nearby interior points. This very weak con-
straint is actually enough to force continuity and other strong restrictions on the
behavior of solutions at {y = 0}.
Proposition 1.3 (Non-specifiability at the degenerate boundary; cf. Proposition
4.1). Let p = (x0, 0) be a point on the boundary line {y = 0} and assume b2 ≥ 1
and c ≤ inf 14 (b1− 1)2 in some pre-compact neighborhood Ω of p (see Definition 1).
Assume two functions f1, f2 satisfy L(fi) = g on Ω (Definition 4) and that f1 = f2
on ∂1Ω. Then f1 = f2.
Non-specifiability definitely fails when b2 < 1; see Example 3. For b2 ≥ 1 the
degenerate boundary portion ∂0Ω is sometimes also called the interior boundary,
for the reason that the values of f on ∂0Ω are completely determined by the values
of f on ∂1Ω, as with actual interior points.
Theorem 1.4 (Harnack inequality at the degenerate boundary, local version; cf.
Theorem 4.3). Assume |b1|, |b2|, |c| ≤ Λ and b2 ≥ 1, c ≥ 0. Assume f ≥ 0 satisfies
L(f) ≤ 0 and L(f) ≥ −Λ on the semi-closed rectangle
Ry0 =
{
(x, y)
∣∣ x ∈ [−4Λy0, 4Λy0], y ∈ (0, y0]} .(5)
Then f(0, 0) ≥ 19 infx∈[−4Λy0,4Λy0] f(x, y0).
Theorem 1.5 (Continuity at the degenerate boundary, cf. Theorem 4.5). Let
p ∈ {y = 0} and assume Ω is a neighborhood of p (see Definition 1). Assume
|b1|, |b2|, |c| ≤ Λ and b2 ≥ 1, c ≥ 0. If L(f) = 0 on Ω (Definition 4), then f is
continuous at p.
Continuity definitely fails if b2 < 1—see Example 1—or if the requirement of
local finiteness of solutions fails at even a single point of the degenerate boundary;
see Example 2. In the case b2 ≥ 1 we believe the regularity can be strengthened to
C1,α, or to Ck+2,α if the coefficients are in Ck,α. Since this would require techniques
beyond those we consider, and since we wish to keep the present study restricted
in scope to a few core techniques (those being scaling/blowup methods and barrier
methods), we leave the question of optimality for the future. See Conjecture 1.
Theorem 1.6 (A maximum principle at the degenerate boundary, cf. Theorem
4.6). Assume p ∈ {y = 0} and Ω is some neighborhood of p (see Definition 1).
Assume |b1|, |b2|, |c| ≤ Λ and b2 ≥ 1, c ≥ 0.
If f solves L(f) ≤ 0 on Ω (Definition 4), then f(p) is not a strict local minimum
on Ω. If f solves L(f) ≥ 0 on Ω (Definition 4), then f(p) is not a strict local
maximum on Ω.
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The maximum principle at {y = 0} definitely fails when b2 < 1; see Example
3. However, compare to [7], where a maximum principle is recovered even for
b2 ∈ (0, 1), after apriori differentiability assumptions are made. See also [21] where
a maximum principle exists for a certain Tricomi operator that is equivalent to an
Euler-type operator with b2 =
1
3 (see Section 2.2), and which also requires a strong
differentiability condition, as it must.
With these local theorems in hand we move on to our global theorems, which
require f ≥ 0 to exist on the entire half-plane H2 or, in the case of the Liouville
theorem, on its closure.
Theorem 1.7 (Global version of the Harnack inequality, cf. Theorem 4.4). There
exists a number δ = δ(Λ) so that the following holds. Assume |b1|, |b2|, |c| ≤ Λ and
b2 ≥ 1, c ≥ 0, and assume f ≥ 0 satisfies L(f) ≤ 0 and L(f) ≥ −Λ on the open
half-plane.
Then f(x0, y
′) ≥ δ · f(x0, y) where (x0, y0) is any point in the open half-plane
and y′ ∈ [0, y].
Next, our “almost monotonicity” result states (for c ≥ 0) that f is bounded
at infinity. When c = 0 the result is far stronger, stating that f takes its global
minimum at infinity, and f limits to this global minimum along any ray y 7→ (x0, y).
The term “almost monotonicity” refers to the fact that y 7→ f(x0, y), while perhaps
not strictly decreasing to the minimum, can never increase by very much as y gets
larger. Proposition 1.8 does not require any local boundedness at {y = 0}.
Proposition 1.8 (Almost Monotonicity, cf. Proposition 4.7). Assume |b1|, |b2|, |c| ≤
Λ and b2 ≥ 1, c ≥ 0, and assume f ≥ 0 satisfies L(f) ≤ 0 and L(f) ≥ −Λ on the
open half-plane H2. Let x0 ∈ R and consider the function y 7→ f(x0, y).
A number δ = δ(Λ) > 0 exists so that
lim sup
y→∞
f(x0, y) ≤ δ−1 inf
(x,y)∈H2
f(x, y).(6)
Further, y 7→ f(x0, y) has the “almost monotonicity” property, namely that
f(x0, y2) < δ
−1f(x0, y1)(7)
whenever y2 > y1.
Additionally, in the case c = 0, for any fixed x0 we have that limy→∞ f(x0, y)
exists and equals infH2 f .
Proposition 1.9 (Polynomial bounds in x, cf. Proposition 5.1). Assume |b1|, |b2|, |c| ≤
Λ and b2 ≥ 1, c ≥ 0, and assume f ≥ 0 satisfies L(f) ≤ 0 and L(f) ≥ −Λ on
the open half-plane H2. There exists a constant δ = δ(Λ) > 0 so that for any two
values x, x′ ∈ R we have the growth/decay bounds
f(x, y) ≤ f(x′, y)1
δ
( |x− x′|
y
+ 1
)D
f(x, y) ≥ f(x′, y)δ
( |x− x′|
y
+ 1
)−D(8)
where D = D(Λ) is the constant from Proposition 1.1.
Theorem 1.10 (The Liouville theorem, cf. Theorem 5.2). Assume |b1|, |b2| ≤ Λ,
b2 ≥ 1, and c = 0. Assume f ≥ 0 satisfies L(f) = 0 on the closed half-plane H2.
Then f is constant.
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Theorem 1.10 makes no assumption on the growth of solutions, and no form of
regularity outside of local finiteness. This theorem is quite sharp, as we demonstrate
in the examples of Section 6. Restricting, say, to the strip {0 ≤ y ≤ 1} any
uniqueness of solutions is definitely false, even after specifying boundary values;
see example 4. If f violates local finiteness, even at a single point of {y = 0},
Example 2 shows the Liouville theorem fails. Examples 1, 6, 7, and 8 show how
the Liouville theorem fails under other forms of weakened hypotheses, for example
allowing b2 < 1 or c 6= 0.
We remark that Theorem 1.5 of [8] says something similar to our Liouville the-
orem, except there the coefficients are assumed constant, c has a definite sign, and
solutions are apriori assumed to be bounded on two sides (or must at a minimum
have something like polynomial growth constraints or else the Fourier methods of [8]
won’t apply). We point out that the hypotheses of Theorem 1.5 of [8] are unclear,
as apriori differentiability and boundedness assumptions are left unstated but are
certainly necessary there1 (this is undoubtedly just an oversight as these missing
hypotheses are present in other theorems of [8]).
We provide a single result in the case b2 < 1. If λ is constant and f(x, y) solves
y24f + (1 + λ)yfy = 0 then f˜(x, y) = yλf(x, y) solves
y24f˜ + (1− λ)yf˜y = 0.(9)
Using this simple trick we obtain the following corollary of the Liouville theorem
which we record mainly due to its applicability in Ka¨hler geometry (see §2.4).
Corollary 1.11 (cf. Corollary 5.3). Assume λ > 0 is a constant and f ≥ 0 solves
y24f + (1− λ)yfy = 0(10)
on the upper half-plane. Assume f is continuous at {y = 0}, and f(x, 0) = 0. Then
f is a positive multiple of the power function yλ:
f(x, y) = C1y
λ.(11)
Our results have implications for certain Keldysh-type operators. We record just
two results: the first is a restatement of almost-monotonicity and the second is a
restatement of the Liouville theorem.
Theorem 1.12. Assume L is the Keldysh operator
L(f) = fxx + y
kfyy(12)
with k > 2. Assume f ≥ 0 is locally bounded and L(f) = 0 in the open half-plane.
Then f is continuous at the degenerate boundary {y = 0}, and, at this boundary,
the function x 7→ f(0, x) is constant and equal to infH2 f .
Theorem 1.13 (Liouville theorem for certain Keldysh operators). Assume L is
the Keldysh operator
L(f) = fxx + y
kfyy(13)
with k > 2. Assume f ≥ 0 is locally bounded and L(f) = 0 in the open half-plane.
Further assume that along any ray y 7→ f(y, x0) where x0 is fixed, f is finite. Then
f is constant.
1Without these assumptions, a counterexample is f(x, y) = I0(
√
y), which solves y4f + fy −
1
4
f = 0 and is C∞, entire, and non-negative. A non-smooth but still C0,1/2 counterexample is
f(x, y) = Exp(−√y), which solves y4f + 1
2
fy − 14f = 0 and is both entire and bounded.
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This Liouville theorem is false if k = 2, as f(x, y) = y
1
3 cosh(
√
2
3 x) shows. We do
not at the moment have either a counterexample or a proof of Theorem 1.12 when
k = 2. The proofs of these two theorems are given in Section 2.2.
1.2. The significance of b2 ≥ 1. Between b2 ≥ 1 and b2 < 1 major changes
occur in the nature of solutions. If b2 ∈ (0, 1) the degenerate boundary takes
on some characteristics of a non-degenerate boundary, and all four of our “local”
theorems 1.3, 1.4, 1.5, and 1.6 are false—there is no maximum principle, no Harnack
inequality, no differentiability in general, and one can specify boundary values at
{y = 0}, as demonstrated in Example 2. That said, in [7] and [8] we see maximum
principles and non-specifiability at the degenerate boundary for all b2 > 0, even
b2 ∈ (0, 1). What’s going on?
The results of [7] and [8] require, apriori, that solutions possess a strong form
of differentiability at {y = 0}; after assuming this differentiability, [8] then controls
it quantitatively. What we are seeing is that, for b2 ∈ (0, 1), maximum principles
and uniqueness are false under mere local boundedness or even continuity, but
becomes true again if twice differentiability is assumed2. A result of [8] is that for
b2 > 0 boundary specifications on ∂1Ω automatically produce boundary values at
∂0Ω, and these automatic boundary values have good differentiability. By contrast,
the method of Example 2 shows that when b2 ∈ (0, 1) one may specify arbitrary
boundary values at {y = 0}. This apparent conflict is resolved by the fact that,
for b2 ∈ (0, 1), only C0,α regularity can be expected no matter how smooth the
boundary data is, and only for certain α. Smoothness occurs only for the highly
exceptional boundary values at ∂0Ω found by [8].
A different qualitative change also occurs, this time at infinity. When b2 ≥ 1 we
have almost-monotonicity, Proposition 1.8, which tells us f is bounded at infinity
by a definite multiple of infH2 f—indeed almost-monotonicity can be thought of as
a kind of Harnack inequality at infinity, although this is not fully accurate. But
almost-monotonicity fails when b2 < 1 and we no longer see such highly constrained
behavior at infinity. For example the function f(x, y) = y1/4 is non-negative on
the half-plane, is unbounded, and solves y24f + (3/4)yfy = 0—this function has
poor regularity at the boundary (only C0,1/4) and grows unboundedly as y → ∞.
Obviously then the Liouville theorem, too, is false for b2 = 1/4.
We remark that between b2 > 0 and b2 ≤ 0 an entirely separate “phase change”
occurs in the nature of solutions at {y = 0}. When b2 ≤ 0 the apparently degenerate
boundary {y = 0} becomes fully non-degenerate, with all the regularity and non-
regularity phenomena that one would expect at any other boundary.
Another expression of this stark division in behaviors lies in the not inconsider-
able distinction between Keldysh and Tricomi operators. As discussed in Section
2.2, if b2 ∈ (0, 1) the Euler-type operator (1) transforms into a Tricomi operator,
whereas if b2 ∈ (−∞, 0] ∪ [1,∞) then it transforms into a Keldysh operator.
1.3. Motivation. Much of our motivation comes from Ka¨hler geometry and in
particular the study of the Abreu equation, discussed in §2.4 below. Our Liouville
theorem has strong implications for broad classes of canonical metrics on Ka¨hler
4-manifolds.
2A C2 assumption is slightly too strong; see [8] for the weakest known requirement, and
Conjecture 1 for what we believe is the optimal requirement.
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For certain reasons, works already in the literature can be difficult to apply. The
works [7], [8] contain some of the same results as those found here, but require
extrinsic differentiability assumptions at {y = 0}. The uniqueness results of [8]
also require a uniform boundedness assumption on solutions3. See Example 4 for
non-uniqueness under conditions of local but not global boundedness.
The authors of [8] impose such strong apriori conditions because their aim is to
create solutions of L(f) = 0, given only boundary values on ∂1Ω, thereby showing
well-posedness when boundary values are only specified on ∂1Ω. However when
solutions are simply found, already existing, in some naturalistic setting, there may
be no reason to assume apriori boundedness or any regularity at ∂0Ω. This work is
motivated by the need to address this type of situation.
1.4. Organization. Section 2 outlines a few of the situations where our results
may find use, from differential geometry to financial market modeling. By means
of some coordinate transformations that seem absent from the literature, we show
that several well-known equations such as the SABR equation actually have a very
orthodox form of Euler-type degeneracy.
In Section 3 we prove the all-important interior gradient estimate, using a
scaling/blow-up style argument of the sort found frequently in differential geome-
try. Section 4 deploys the interior gradient estimate in combination with the lower
barrier of Lemma 4.2 to enforce powerful constraints on the behavior of solutions
at both {y = 0} and infinity. Section 5 uses a different lower barrier, created in
Proposition 5.1, to improve the exponential growth/decay estimate of Section 3 to
polynomial growth/decay. Then the Liouville theorem is proved with a combina-
tion point-picking and upper barrier argument. We close the paper with a set of
examples that demonstrate the sharpness of our theorems.
The literature on boundary-degenerate equations is vast, and probably intractable.
The foundational results are contained in probably several dozen works, and an
accounting of the most valuable theory-based papers probably numbers in the low
hundreds. Many hundreds more papers make significant contributions to the math-
ematics, physical science, engineering, and financial modeling aspects of these equa-
tions. A tiny sampling can begin with the field’s origins in papers of Tricomi [26],
Keldysh [19], and Fichera [10] [11] [12] (unfortunately some of these papers have
never been translated) where it was first noticed that well-posedness sometimes
requires exclusion of boundary data on certain boundary portions. The book by
Oleinik-Radkevic [23] contains this prior work and much more, and one can perhaps
follow this with the Kohn-Nirenburg paper [20]. The book [24] contains a great deal
of information on Keldysh and Tricomi operators. The material in the papers [7]
[8], touched on above, is probably closest in subject matter to ours.
The avalanche of papers has not abated in recent years, and numerous recent
works explore themes closely adjacent to ours. A variety of Liouville and Har-
nack theorems involving boundary-degenerate equations, sometimes in the frac-
tional Laplacian setting, are now available; for a tiny sampling see [25] [2] [17] [18].
3The existence-uniqueness statements of [8], Theorems 1.6 and 1.11, have a (surely inadver-
tent) misstated hypothesis. The statements assert existence/uniqueness of solutions u under the
supposition u ∈ Ck,2+αs , when surely they mean to suppose ‖u‖Ck,2+αs <∞. If not then Example
4 is a counterexample. In Theorem 1.6 they also neglected to mention a sign restriction on c, which
is necessary for uniqueness even under strong differentiability and boundedness assumptions.
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We believe our paper addresses a considerable gap in the literature, and possesses
an attractive breadth and simplicity in its assumptions.
Finally, examination of our examples leads us to offer two conjectures.
Conjecture 1. (Optimal regularity threshold at the degenerate boundary.)
Let α ∈ (0, 1) and assume b2 > 1 − α in some neighborhood Ω of a point p of a
degenerate boundary component (see Definition 1). Assume the coefficients b1, b2, c
are measurable. Assume f solves L(f) = 0 and f is locally finite in Ω.
If f ∈ C0,α(∂0Ω ∪ ΩInt), then there is some neighborhood Ω′ of p with Ω′ ⊂ Ω,
so that f ∈ C1,β(∂0Ω′ ∪Ω′Int) for all β ∈ [0, 1). Similarly, if b1, b2, c ∈ Ck,β(∂0Ω∪
ΩInt), then f ∈ Ck+2,β(∂0Ω′ ∪ Ω′Int)) .
In the case that b2 ≥ 1, if f is locally bounded then f ∈ C1,β(∂0Ω′ ∪ Ω′Int) for
all β ∈ (0, 1) (or f ∈ Ck+2,β(∂0Ω′ ∪ Ω′Int) if b1, b2, c ∈ Ck,β(∂0Ω ∪ ΩInt)).
Conjecture 2. (Liouville theorem for the steady-state Heston equation.) Con-
sider the Heston operator LH , given by
LH = y4+ (b1 +B1y) ∂
∂x
+ (b2 +B2y)
∂
∂y
− rU,(14)
with measurable, bounded coefficients b1, B1, b2, B2, and r. Let  be nonzero. A
non-negative, locally finite solution LH(f) = 0 on the closed half-plane H
2 with
b2 > 0, B2 < −2, and r ≤ 0 is necessarily constant. The solution is zero if r < 0.
See §2.3 and Example 6 for more discussion about the Heston operator.
2. Equations with Euler-type degeneracy
We give a sampling of operators with Euler-type degeneracy and their applica-
tions. The prototype is the homogeneous Euler ordinary differential equation
y2fyy +Byfy + Cf = 0.(15)
If we demand solutions remain non-negative, it is necessary that C ≤ 14 (1 − B)2.
Most solutions have the form y1−B so when B < 1 solutions are bounded at 0
and unbounded at infinity, and when B > 1 solutions are unbounded at 0 and are
zero at infinity. As expected, solutions show major qualitative changes at B = 1.
Equation (15) is our model ODE, and the behavior of the model solutions y1−B
helps us build barriers for solutions f ≥ 0 of our PDE L(f) = 0 when b2 ≥ 1, but
not when b2 < 1.
2.1. Transport-Diffusion in a Hyperbolic metric. An extremely natural ap-
pearance of the operator (1) is in the diffusion-transport problem in the hyperbolic
metric on the half-plane. Using the familiar gij = y
−2δij and letting ~B be the
vector field ~B = y~b = y (b1∂x + b2∂y) , then the norms of the fields ~B, ~b in their
respective metrics are identical: | ~B|2g = |~b|2Eucl. = (b1)2 + (b2)2. Then (1) is a
diffusion-transport operator with a bounded transport field:
L(f) = y2 (fxx + fyy) + y(b1fx + b2fy) + cf
= 4gf +
〈
~B, ∇f〉
g
+ cf.
(16)
When the “catalysis” coefficient c is zero, our Liouville theorem states that, pro-
vided b2 ≥ 1, the only steady-state solutions are the constant solutions. We remark
that a qualitative change in behavior still occurs when b2 < 1. One wonders what
the invariant meaning behind this change in behavior might be.
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Daskalopoulos-Hamilton [4] present a similar interpretation of the operator L,
except instead of working in the hyperbolic metric, they interpreted the slightly
different operator L = 12y4y + ν∂y as a diffusion-transport operator on the metric
gij = (2y)
−1δij , which they term the cycloidal metric. Daskalopoulos-Hamilton
employed this metric to great success, but we remark that the cycloidal metric is
incomplete and has unbounded Gaussian curvature, and the transport field ~b = ν∂y
has unbounded norm.
2.2. Population Dynamics, and Keldysh and Tricomi operators. Keldysh
operators in two variables take the form L(u) = uxx +K(y)uyy and Tricomi oper-
ators take the form L(u) = K(y)uxx + uyy, modulo lower order terms, where it is
required that K = 0 along a “parabolic curve” that separates the elliptic from the
hyperbolic regime. The associated boundary value problem goes back to [19]; see
[24] for a thorough treatment. On the “elliptic side,” where K ≥ 0, Keldysh and
Tricomi operators can be transformed into operators with Euler-type degeneracy.
One place this type of operator appears is in population dynamics. Epstein-
Mazzeo studied diffusion processes in population dynamics in the extended work
[6], with Keldysh-type operators of the form
L =
m∑
i=1
(
∂
∂xi
)2
+
n∑
i=1
(
yi
(
∂
∂yi
)2
+ bi
∂
∂yi
)
(17)
on Rm × Rn+. The case m = 1, n = 1 gives
L =
(
∂
∂x1
)2
+ y1
(
∂
∂y1
)2
+ b1
∂
∂y1
(18)
which appears to be different from the kind of operator studied in this paper; but
after the change of variables x = x1, y = 2
√
y1 we obtain
L =
∂2
∂y2
+
∂2
∂y2
+ (2b1 − 1) 1
y
∂
∂y
(19)
which is precisely the kind of operator we study, after multiplying through by y2.
Any Keldysh- or Tricomi-type degenerate-elliptic operator of the form
Lk(f) = ftt + u
kfuu(20)
has Euler-type degeneracy after substituting x = t, y = 22−ku
2−k
2 (making a log-
arithmic change when k = 2 actually does not give Euler-type degeneracy). We
find b2 =
k
k−2 and one notices the exceptional values b2 = 0 and b2 = 1 correspond
to k = 0 and k = ±∞, and the extraordinary range b2 ∈ (0, 1) corresponds to k
negative. Therefore the b2 ∈ (−∞, 0] ∪ [1,∞) versus the b2 ∈ (0, 1) cases precisely
distinguish, respectively, the Keldysh-type from the Tricomi-type operators.
These coordinate changes easily allow us to prove Theorems 1.13 and 1.13.
Proof of Theorems 1.12 and 1.13. We consider the operator L =
(
∂
∂t
)2
+ uk
(
∂
∂u
)2
for k > 2. With x = t, y = 22−ku
2−k
2 elementary computations give
L =
(
∂
∂x
)2
+
(
∂
∂y
)2
+
k
k − 2
1
y
∂
∂y
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and we notice that b2 =
k
k−2 > 1. The coordinate transformation takes the half-
plane to the half-plane, but u =∞ is exchanged with y = 0 and vice-versa. There-
fore almost-monotonicity, Theorem 1.8, precisely states that when u = 0—which is
y =∞—the function f is constant and equals its infimum.
Similarly, the hypotheses for the Liouville theorem, Theorem 5.2, are satisfied
after the coordinate transformation. 
2.3. The Heston model and other financial models. Heston [16] extended the
Black-Scholes model to the situation where the underlying asset’s price volatility is
itself a stochastic variable. Heston’s stochastic system is
dS = µSdt+
√
vdW 1t , dv = κ (θ − v) dt+ σ
√
vdW 2t ,
〈
dW 1t , dW
2
t
〉
= ρ dt
for asset price S and its stochastic volatility v as functions of time, where Weiner
processes dW 1t , dW
2
t are correlated by ρ, and µ, κ, θ, σ are constants known as
the asset drift rate, the volatility mean-reversion rate, average volatility, and the
volatility of volatility. Standard techniques produce a backward heat equation for
a European-style option price U , given by Ut = −LH(U) [16] where
LH(U) =
1
2
vS2
∂2U
∂S2
+ ρσvS
∂2U
∂S∂v
+
1
2
σ2v
∂2U
∂v2
+ rS
∂U
∂S
+ (κ(θ − v)− λ) ∂U
∂v
− rU, and κ, θ > 0, ρ ∈ [0, 1).
(21)
In this model the interest rate r is assumed constant—in the past it was even typical
to assume r ≥ 0. The price of volatility, λ = λ(v, S, t), is often 0, at least in simple
models. The operator LH is the Heston operator. On the change of variables
x =
√
2√
1− ρ2 log S −
√
2ρ/σ√
1− ρ2 v, y =
√
2
σ
v(22)
we find
LH(U) = y (Uxx + Uyy) + (b1 +B1y)Ux + (b2 +B2y)Uy − rU,(23)
where b1 =
√
2σ√
1−ρ2 (rσ + (λ− κθ)ρ), B1 =
√
2σ√
1−ρ2
(
ρκ− 12
)
, b2 =
√
2
σ (κθ − λ), and
B2 = −
√
2κ
σ . Multiplying through by y we do indeed see Euler-type degeneracy at
the boundary {y = 0}. We typically have b2 > 0 but no guarantee that b2 ≥ 1.
Due to the unbounded coefficients about half of this paper does not apply to
the Heston equation. We mention it because helps illustrate the necessity of the
assumptions in our theorems. See Example 6 to see some solutions that violate the
interior gradient estimate Proposition 1.1 and the Liouville Theorem 1.10.
A large number of financial models display boundary-degeneracy; examples are
the SABR model [15], the Cox-Ingersoll-Ross process [3], and the Fernholz-Karatzas
equation [9]. Most of these models can indeed be transformed into equations with
Euler-type degeneracy. For example the SABR model uses the stochastic process
dF = aF βdW 1t , da = νa dW
1
t , dW
1
t dW
2
t = ρdt(24)
where ν > 0 and ρ, β ∈ [0, 1]. The options pricing equation is Pt = − 12L(P ) where
L(P ) = a2
[
F 2βPFF + 2ρνF
βPaF + ν
2Paa
]
(25)
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(Equation (A.10a) of [15]) on the quarter-plane F, a ∈ [0,∞). Changing variables
to w = ν−1α, z = 11−βF
1−β gives
L = ν2w2
[((
∂
∂z
)2
+ 2ρ
∂
∂z
∂
∂w
+
(
∂
∂w
)2)
−
(
β
1− β
)
1
z
∂
∂z
]
(26)
on the quarter-plane w, z ∈ [0,∞). This type of operator, where simultaneous scal-
ing in the two variables leaves the operator unchanged, can always be transformed,
up to a homogeneous factor, into an equation of the form (1), after making an affine
and then a conformal transformation. For (26) one sets z′ = z, w′ = 1√
1−ρw− ρ√1−ρz
and then x+
√−1y = (w′ +√−1z′)pi/θ, where θ = − cot−1 ρ(1− ρ2)−1/2. Usually
this is too tough for by-hand computation, but in the simplest case, ρ = 0, we have
θ = pi/2 and x = w2 − z2, y = 2zw. The SABR operator is therefore
L = G(x, y)
[
y2
(
∂2x + ∂
2
y
)− y · β/2
1− β
(
y√
x2 + y2
∂x +
x+
√
x2 + y2√
x2 + y2
∂y
)]
on the half-plane {y ≥ 0}, which is precisely the kind of equation we study here, up
to the homogeneous multiple G(x, y) = G(x/y) whose exact form is unimportant
when examining L(f) = 0. The coefficients are indeed bounded, in the sense we
require. The sign of b2 however is negative for β ∈ (0, 1).
2.4. The Abreu equation. If an n-torus acts on a Ka¨hler manifold (M2n, J, ω)
isometrically and symplectomorphically, the Ka¨hler condition allows us to combine
the Arnold-Liouville dimensional reduction from symplectic geometry with Rie-
mannian geometry to produce the attractive theory of toric Ka¨hler geometry. See,
for example, [14], [1], [5] and references therein.
The Arnold-Liouville construction creates specially adapted coordinates
ϕ1, θ1, . . . , ϕ
n, θn(27)
on the Ka¨hler manifold, known as action-angle coordinates, or simply symplectic
coordinates, where the “angle” fields ∂∂θi generate the torus action, and the “action”
variables ϕi, which satisfy ∇ϕi = −J ∂∂θi , parameterize the leaf-space. The map Φ :
M2n → Rn sending p to (ϕ1(p), . . . , ϕn(p)) is called the Arnold-Liouville reduction,
or in a slight abuse of terminology, the moment map. If M2n is compact then its
image under Φ is a compact polytope Σn ⊂ Rn called its Delzant polytope.
The Arnold-Liouville reduction M2n → Σn is the expression, in coordinates, of
the Riemannian quotient of M2n by the isometric action of the torus. Thus the
reduced manifold-with-boundary Σn must contain, in some fashion, all of the met-
ric, symplectic, and complex-analytic data present in the original Ka¨hler manifold.
Indeed there is a convex function U : Σn → R, called the manifold’s symplectic
potential, with gij = Uijdϕ
i ⊗ dϕj on Σn and gij = Uijdϕi ⊗ dϕj + U ijdθi ⊗ dθj
on M2n. Here Uij is the coordinate Hessian (Uij) =
(
∂2U
∂ϕi∂ϕj
)
with respect to
the action coordinates, and (U ij) is the inverse matrix of (Uij). If R is the scalar
curvature of M2n then its expression on the reduced manifold Σn is given by the
Abreu Equation, the fully non-linear 4th order elliptic equation
∂2 U ij
∂ϕi∂ϕj
= −2R(28)
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from Theorem 4.1 of [1]. The Abreu equation bears the relationship to the bihar-
monic equation 44U = 2R that the Monge-Ampere equation det(Uij) = 2R bears
to the Poisson equation 4U = 2R.
The theory of 4th order elliptic equations, in comparison to the 2nd order theory,
is a bit threadbare. For example there is no maximum principle. But we have
the Trudinger-Wang reduction [27], and its application to the Abreu equation by
Donaldson [5]. Starting from the homogeneous nonlinear equation U ij ,ij = 0,
Trudinger-Wang introduced an auxiliary linear second order equation, solutions of
which provide information on the original 4th order equation. Donaldson sharpened
this construction with a hodographic transformation, and fully reduced U ij ,ij = 0
to a pair of second order linear equations.
To explain, we work the 2-dimensional setting. Under a natural convexity re-
quirement g = Uijdϕ
i⊗dϕj is a Riemannian metric on a (potentially hypothetical)
2-dimensional manifold. Then one notices that, assuming U solves the homoge-
neous Abreu equation, the function y =
√
det(Uij) is harmonic in this metric—this
is the original Trudinger-Wang observation—and therefore has an harmonic conju-
gate x obtained by solving dx = ∗dy where ∗ : ∧ 1 → ∧ 1 is the Hodge-∗ operator
of g. Going further, Donaldson noticed that with (x, y) being isothermal coordi-
nates on our (possibly hypothetical) Riemannian 2-manifold, one can compute the
coordinate transitions from the (x, y) back to the (ϕ1, ϕ2) coordinates, and find
y
(
ϕ1xx + ϕ
1
yy
)− ϕ1y = 0 and
y
(
ϕ2xx + ϕ
2
yy
)− ϕ2y = 0.(29)
Notice the roles of the dependent and independent variables have completely switched.
Working backwards, if one can solve the decoupled linear system (29), one can solve
the Abreu equation.
The two equations (29) have the Euler-type degeneracy that we study in this
paper—after multiplying everything by y, that is—but the value of the transport
term is wrong: it is not just less than 1, it is negative. This is remedied by replacing
the functions ϕi by ϕ˜i = y−2ϕi, whereupon we obtain the two equations
y
(
ϕ˜ixx + ϕ˜
i
yy
)
+ 3ϕ˜iy = 0.(30)
The theory developed in this paper, particularly the Liouville theorem 1.10, has
strong consequences for the geometry of toric scalar-flat Ka¨hler 4-manifolds.
3. The interior gradient estimates
Our broadest result is Proposition 3.1, which states that a complete solution of
L(f) = g, f ≥ 0 always satisfies y|∇ log f | ≤ D. This result requires bounded-
ness but no sign constraints on the coefficients, and notably does not require local
boundedness of f at {y = 0}. The method of proof is by a point-picking improve-
ment argument and then a scale/blowup argument. This style of argument sees
frequent use in differential geometry—it was largely popularized in its present form
by Perelman—and is made possible here by the fact that the operators y24 and
y∇ are invariant under simultaneous scaling of x and y. The reliance on coordinate
scaling makes the L∞ bounds on the coefficients, as opposed to, say, Lploc bounds,
completely indispensable.
Proposition 3.1 (Interior gradient estimate). Assume that on the open half-plane
H2 the functions b1, b2, c, g are measurable, bounded |b1|, |b2|, |c|, |g| < Λ, and that
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f > 0 satisfies L(f) = g weakly. Then a constant D = D(Λ) exists so
y|∇ log f | ≤ D.(31)
Remark. The method of this proof easily extends to provide uniform bounds of
the form yk|∇k log f | < D = D(Λ, k), provided the coefficients also have improved
regularity. But optimal regularity is not a large concern of this paper, and since we
shall not need this for any other results we leave this for the future.
Remark. In “satisfies L(f) = g weakly” one may replace “weakly” with “in the
distributional sense” or “in the viscosity sense.” The only place where any notion
of “=” in “L(f) = g” occurs is when we obtain C1,α convergence of solutions fi of
the classical Poisson equation of the form 4fi = hi where the hi are gradients of
measurable functions; this is in the argument just before (42).
Remark. This proposition is definitely false if |L(f)| ≤ Λ is replaced with a
one-sided bound, say L(f) ≤ 0. See Example 9.
Proof. For an argument by contradiction, assume there is no such D. Then there
exists a sequence of operators Li and functions b1,i, b2,i, ci, gi satisfying the hy-
potheses, but for which a sequence of functions fi > 0 with Li(fi) = gi on H
2
exists, along with a sequence of points pi = (xi, yi) ∈ H2, where yi|∇ log f |pi →∞.
Passing to a subsequence if necessary we may assume
yi|∇ log f |pi > i.(32)
The first step is to execute a “point-picking” scheme to improve the choice of the
points pi, to wit, nearby pi we select a better point, where “better” means a point
with substantially larger value of |∇ log fi|, should such a point exist. Specifically,
denoting pi by pi,1, let pi,2 be any point in the disk of radius i/(4|∇ log fi|pi,1)
around pi,1 that has quadruple the gradient, |∇ log fi|pi,2 > 4|∇ log fi|pi,1 , if any
such point exists. We remark that from yi|∇ log f |pi,1 > i, the y-value of pi,2
satisfies
y(pi,2) ≥ yi − i
4|∇ log fi|pi,1
> yi
(
1− 1
4
)
(33)
implying that the disk of radius i/(4|∇ log fi|pi,1) around pi,1, which is the search
space for the better point pi,2, remains well within the upper half-plane. Due to
(33) we also have
y(pi,2)|∇ log fi|pi,2 > yi
(
1− 1
4
)
4|∇ log fi|pi,1 ≥ 3i(34)
and so we retain (and even improve) the hypothesis (32).
But pi,2 may still be inadequate. Possibly there is a point pi,3 in the ball of
radius i/(4|∇ log fi|pi,2) with still larger gradient: |∇ log fi|pi,3 > 4|∇ log fi|pi,2 . If
such a point pi,3 exists, we have
y(pi,3) ≥ yi − i
4|∇ log fi|pi,1
− i
16|∇ log fi|pi,1
≥ yi
(
1− 1
4
− 1
16
)
(35)
and consequently also
y(pi,3)|∇ log fi|pi,3 ≥ yi
(
1− 1
4
− 1
16
)
· 42|∇ log fi|pi,1 ≥ 11i.(36)
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Continuing this process, we obtain, at the kth iteration, a point pi,k with:
|∇ log fi|pi,k > 4k−1|∇ log fi|pi,1 ,(37)
y(pi,k) ≥
(
1− 1
4
− · · · − 1
4k−1
)
yi =
1
3
(
2 + 4−k+1
)
yi,(38)
and consequently also the following improvement on (32)
y(qi,k)|∇ log fi|pi,k >
1
3
(
2 · 4k−1 + 1) i.(39)
Because of (38), we see that the sequence of re-chosen points pi,1, pi,2, . . . , pi,k re-
mains within the interior of the upper half-plane, and more than that, remains
within the closed ball of radius 23yi around the original point pi. In particular the
choices all remain within the fixed compact set Bpi(
2
3yi) ⊂ H2.
To prove that this process must terminate after only finitely many steps, note
elliptic regularity excludes the possibility that |∇fi| is infinite on any compact set
in the open half-plane—even though the coefficients on Li(fi) = gi might be large
in the disk Bpi(
2
3yi), no coefficient is ever infinite in this disk. Therefore (37)
guarantees that our point-reselection process must terminate at some finite stage.
Letting pi,k be the terminal point of this process, we replace the old point pi with
the now re-selected point pi,k.
Upon reselection of an improved point pi, we still have the same functions fi,
operators Li, and functions gi. We now have the following conditions:
a) fi > 0 and weakly satisfies Li(fi) = gi on the open half-plane H
2, and
|b1|, |b2|, |c|, |gi| ≤ Λ.
b) We have points in the open half-plane pi ∈ H2 with y(pi)|∇ log fi|pi > i.
c) In the ball of radius i/(4|∇ log fi|pi) around pi, |∇ log fi| ≤ 4|∇ log fi|pi .
Item (c) was ensured by the point-picking process; (a) and (b) already held.
With the reselection process done, the second step is to scale the functions fi
and to scale the coordinate system. To scale fi, simply multiply it by a constant so
fi(pi) = 1; this clearly does not affect conditions (a)-(c). To scale the coordinates
system, set αi = |∇ log fi|pi and for each i create the linear diffeomorphism
x¯ = αi (x− x(pi))
y¯ = αi (y − y(pi))(40)
from the half-plane {y > 0} in the (x, y) system to the half-plane {y¯ > −αiyi} in
the new (x¯, y¯) system.
The coordinates of pi in the new system are (0, 0), and at this point the new
choice of coordinates gives |∇ log fi|(0,0) = 1. As measured in the new coordinate
system, conditions (a), (b) and (c) now read
a)′ fi > 0 satisfies
(y¯ + αiy(pi))
2
(
∂2fi
∂x¯2
+
∂2fi
∂y¯2
)
+ (y¯ + αiy(pi))
(
b1
∂fi
∂x¯
+ b2
∂fi
∂y¯
)
+ cfi = gi
on the half-plane {(x¯, y¯) | y¯ > −αiy(pi)}. The measurable functions b1, b2,
c, and g are all uniformly bounded by Λ on this half-plane.
b)′ At the origin we have |∇ log fi|(0,0) = 1 and fi(0, 0) = 1
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c)′ In the ball of radius i/4 around the origin, we have |∇ log fi| ≤ 4.
A consequence of (c)′ is that fi is bounded from above and below exponentially:
e−4 dist(p,o) ≤ fi(p) ≤ e4 dist(p,o) for all p within the ball of radius i/4 about the
origin o. Because |y¯| ≤ i/4 in the ball about the origin and because the half-plane
{y¯ > −αiy(pi)} contains the half-plane {y¯ > −i} (as a consequence of (a′)), we
have that y¯+ αiy(pi) >
3
4 i on the ball of radius i/4. Thus within this ball we have
the estimate∣∣∣∣∂2fi∂x¯2 + ∂2fi∂y¯2
∣∣∣∣ =
∣∣∣∣∣ 1y¯ + αiy(pi)
(
b1
∂fi
∂x¯
+ b2
∂fi
∂y¯
)
+
cfi − gi
(y¯ + αiy(pi))
2
∣∣∣∣∣
≤
(
4
3i
∣∣∣∣b1 ∂ log fi∂x¯ + b2 ∂ log fi∂y¯
∣∣∣∣+ 169i2 |c|
)
fi +
16
9i2
gi
≤
(
16Λ
3i
+
16Λ
9i2
)
fi +
16Λ
i2
(41)
where we used |∇ log fi| < 4 and |b1|, |b2|, |c|, |gi| ≤ Λ in the last line. On any fixed
pre-compact domain Ω containing the origin in the (x¯, y¯) system, the value of fi is
bounded by e4 diam Ω.
We conclude that, on any fixed pre-compact domain Ω, we have |4fi| = O(i−1),
and we also have that fi is bounded above and below by fixed exponential functions.
By (a)′ the Laplacian 4fi is at least measurable and by (41) it is bounded, so the
usual theory implies that fi has uniform C
1,α bounds within Ω. Taking the limit
as i → ∞ and passing to a subsequence if necessary, we obtain C1,α convergence
fi → f∞ to some function f∞ that weakly (and therefore strongly) satisfies
4f∞ = 0.(42)
Because αiyi > i, the half-planes {y¯ > −αiyi} converge to the entire plane R2 as
i→∞ and so the C1,α convergence fi → f∞ occurs on every pre-compact set.
Thus 4f∞ = 0 on all of R2. Because the convergence was uniformly C1,α on
compact sets and because fi(0, 0) = 1 and |∇fi|(0,0) = 1, in the limit we retain
f∞(0, 0) = 1 and |∇f∞|(0,0) = 1.
Finally recall that the classical Liouville theorem states that any non-negative
harmonic function on R2 is constant. This contradicts |∇f∞| = 1 at (0, 0), and
establishes the theorem. 
An immediate consequence of Proposition 3.1 is polynomial bounds on f in the
y-direction: for any fixed x0 and 0 < y1 < y2 we have(
y2
y1
)−D
≤ f(x0, y1)
f(x0, y2)
≤
(
y2
y1
)D
.(43)
In the x-direction Proposition 3.1 provides only exponential bounds: for fixed y
and any x1, x2 we have
Exp
(
−D
y
|x2 − x1|
)
≤ f(x2, y)
f(x1, y)
≤ Exp
(
D
y
|x2 − x1|
)
.(44)
Proposition 3.2 (The localized gradient estimate; sequential version). There ex-
ists a constant D = D(Λ) so that the following holds. Assume b1, b2, c, g are mea-
surable, |b1|, |b2|, |c|, |g| < Λ, and that f > 0 solves L(f) = g on ΩInt, where Ω is a
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neighborhood of a point p ∈ {y = 0} (see Definition 1). Then if {pi} is a sequence
of points in ΩInt converging to p, we have
lim
i→∞
y(pi)|∇ log f |pi ≤ D.(45)
Remark. Notice we do not require solution be locally bounded at p.
Proof. By shifting in the x-coordinate, we may assume p has coordinates (0, 0).
For a proof by contradiction, assume there is a sequence of points pi along with
operators Li satisfying the hypotheses, and solutions fi to Li(fi) = gi so that
y(pi)|∇fi|2pi →∞. Passing to a subsequence if necessary we may assume both
y(pi)|∇ log fi|pi > i, and dist(pi, p) < 1/i.(46)
It might be objected that we must also vary the domain Ω, or else the constant D
might depend on the domain of definition Ω. But to see that actually D is inde-
pendent of the domain Ω, notice that the operator L and the expression y|∇ log f |
are invariant under simultaneous rescaling of both coordinates. For this reason,
given any neighborhood Ω of p, we may simply rescale the coordinates so that Ω
contains, say, the open set {(x, y) |x2 + y2 < 1, y ≥ 0}.
Following the proof of Proposition 3.1, the first step is to improve the choice of
the points pi. For convenience let denote pi by pi,1. Note that the ball of radius
i/4|∇ log fi|pi,1 around pi,1 is still in the upper half-plane, since i/4|∇ log fi|pi,1 <
y(pi,1)/4. Let pi,2 be any point in this ball where |∇ log fi|pi,2 > 4|∇ log fi|pi,1 . We
retain y(pi,2)|∇ log fi|2pi,2 > i since
y(pi,2)|∇ log fi|2pi,2 ≥
(
y(pi,1)− y(pi,1)
4
)
· 4|∇ log fi|pi,1
≥ 3y(pi,1)|∇ log fi|pi,1 ≥ 3i
(47)
We do not necessarily retain dist(p, pi,2) < 1/i, but we come close: using the fact
that pi,2 is in the ball of radius i/4|∇ log fi|pi,1 < y(pi,1)/4 around pi,1 we see
dist(p, pi,2) ≤ dist(p, pi,1) + dist(pi, pi,2)
≤ 1
i
+
1
4
y(pi,1) ≤ 1
i
+
1
4i
=
5
4
1
i
(48)
and we also have an estimate on the y-coordinate of pi,2:
y(pi,2) ≥ y(pi,1)− i
4|∇ log fi|pi,1
≥ y(pi,1)− 1
4
y(pi,1) =
3
4
y(pi,1).(49)
But possibly pi,2 can also be improved. For an inductive process, assume pi,1, . . . , pi,k−1
have been chosen in such a way that
|∇ log fi|pi,j > 4j |∇ log fi|pi,1 ,
y(pi,j) ≥
(
1−
j∑
n=1
(
1
4
)n)
y(pi),
y(pi,j)|∇ log fi|pi,j > 4j
(
1−
j∑
n=1
(
1
4
)n)
i, and
dist(p, pi,j) ≤ 1
i
j∑
n=0
(
1
4
)n
.
(50)
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Now choose the next point pi,k to be any point in the ball about pi,k−1 of radius
i/(4|∇ log fi|pi,k−1) that has |∇ log fi|pi,k ≥ 4|∇ log fi|pi,k−1 , should such a point
exist. Assuming it exists, we verify the four conditions (50). The first condition
is immediate from the choice of pi,k. The second condition follows from the choice
of pi,k being within the ball of radius i/4|∇ log fi|pi,k−1 , and therefore y(pi,k) >
y(pi,k−1)− i/4|∇ log fi|pi,k−1 , which we estimate to be
y(pi,k) > y(pi,k−1)− i4|∇ log fi|pi,k−1
≥ y(pi,k−1)− 14 i4k−1|∇ log fi|pi,1 (by the inductive hypothesis)
≥
(
1−∑k−1n=1 ( 14)n) y(pi,1)− 14k y(pi,1) (by y(pi,1)|∇ log fi|pi,1 > i)
=
(
1−∑kn=1 ( 14)n) y(pi,1).
Verifying the inequalities of (50) for k, the third inequality is immediate, and the
fourth inequality follows from the fact that pi,k is in the ball of radius i/4|∇ log fi|pi,1 <
1
4k
y(pi,1) ≤ 14k dist(p, pi,1) and using the inductive hypothesis we have
dist(p, pi,k) ≤ dist(p, pi,k−1) + dist(pi,k−1, pki )
≤ 1
i
k−1∑
n=1
(
1
4
)n
+
1
4k
dist(p, pi,1) ≤ 1
i
k∑
n=1
(
1
4
)n(51)
as desired.
This process cannot continue indefinitely and must terminate at a finite stage; the
reason is that this process finds points pi,k for which the gradient grows unbound-
edly, even though the points pi,k remain bounded away from the line {y = 0}—by
(50) we certainly have y(pi,k) >
2
3y(pi,1) so the y-values of the pi,k remain bounded
away from 0. But the operator Li remains uniformly elliptic away from {y = 0},
and so it is impossible that limk |∇ log f |pi,k be infinite.
Replace pi with the newly-reselected terminal point of this point-picking process.
This means that within the ball of radius i/4|∇ log fi|pi we have bounded gradient:
|∇ log fi| < 4|∇ log fi|pi . Indeed, these improved points {pi} now satisfy the three
conditions:
a) fi > 0 satisfies L(fi) = gi on Ω, where b1, b2, c, gi are measurable and
bounded by Λ
b) We have points pi in Ω with dist(p, pi) ≤ 43 i−1 and y(pi)|∇ log fi|pi ≥ i
c) On the ball of radius i/(4|∇ log fi|pi) about pi we have the gradient bound
|∇ log fi| < 4|∇ log fi|pi
Now we scale the coordinate system: set αi = |∇ log fi|pi and note that αiy(pi) ≥ i.
For each i create coordinates
x¯ = αi(x− x(pi))
y¯ = αi(y − y(pi)).(52)
Then the point pi has coordinates (0, 0) and after scaling fi so fi(0, 0) = 1 and
transforming the coordinate system, we have |∇ log fi|(0,0) = |∇fi|(0,0) = 1. In the
new coordinates condition (c) becomes the condition that |∇ log fi| < 4 on the ball
of radius i/4. In fact conditions (a)-(c) now read
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a)′ fi > 0 satisfies
(y¯ + αiy(pi))
2
(
∂2fi
∂x¯2
+
∂2fi
∂y¯2
)
+ (y¯ + αiy(pi))
(
b1
∂fi
∂x¯
+ b2
∂fi
∂y¯
)
+ cfi = gi
on the half-plane {(x¯, y¯)|y¯ > −αiy(pi)}, where b1, b2, c, gi are measurable
and bounded by Λ
b)′ At the origin, |∇ log fi|(0,0) = 1 and fi(0, 0) = 1
c)′ On the ball of radius i/4 around the origin we have |∇ log fi| < 4.
Condition (c)′, the statement of uniform C1 bounds on large balls, gives in par-
ticular the pointwise bounds e−4dist(p,o) < fi(p) < e4dist(p,o). From the equation
Li(fi) = gi, we estimate within the ball of radius i/4 that∣∣∣∣∂2fi∂x¯2 + ∂2fi∂y¯2
∣∣∣∣ =
∣∣∣∣∣ 1y¯ + αiy(pi)
(
bi,1
∂fi
∂x¯
+ b2,i
∂fi
∂y¯
)
+
cifi − gi
(y¯ + αiy(pi))
2
∣∣∣∣∣
≤
(
4
3i
∣∣∣∣bi,1 ∂ log fi∂x¯ + bi,2 ∂ log fi∂y¯
∣∣∣∣+ 169i2 |ci|
)
fi +
16
9i2
gi
≤
(
16Λ
3i
+
16Λ
i2
)
fi +
16Λ
i2
(53)
where we used that |∇ log f | < 4 and αiy(pi) > i, as noted above. On any pre-
compact domain Ω that contains the origin, we have the bound fi < e
4diam(Ω).
We conclude that, on any fixed compact set in the (x¯, y¯)-plane, we see that
|4fi| ↘ 0. We therefore obtain C1,α convergence of fi to some limiting function
f∞ that exists on the entire (x¯, y¯)-plane.
Because the convergence is C1,α and because fi > 0, fi(0, 0) = 1, |∇fi|(0,0) = 1,
we obtain in the limit an entire function f∞ with
4f∞ = 0, f∞ > 0, f∞(0, 0) = 1, |∇f∞|(0,0) = 1.(54)
But with f∞ harmonic and non-negative on R2, the classical Liouville theorem says
f∞ is constant. This contradiction establishes the proposition. 
Proposition 3.3 (The localized gradient estimate; domain version, cf. Proposition
1.2). Assume |b1|, |b2|, |c| ≤ Λ. There exists a constant D = D(Λ) so that the
following holds.
Assume p ∈ {y = 0}, Ω is a neighborhood of p, f ≥ 0, and |L(f)| ≤ Λ on ΩInt.
Then there exists some neighborhood Ω′ ⊂ Ω of p so that
y|∇ log f | ≤ D(55)
on Ω′Int.
Proof. If not, then for every neighborhood Bi = Bp(1/i) ∩ {y ≥ 0} we can pick a
non-negative solution fi on Ω
Int and a point pi ∈ Bi so that y(pi)|∇ log fi|pi →∞.
This contradicts Proposition 3.2. 
Remark. The sub-neighborhood Ω′ ⊂ Ω depends on the original domain Ω and
the value of Λ, but does not depend on the function f—this is because in the proof
we allow the function fi to vary as the point pi approaches the limit. This type of
uniformity is necessary in the proof of continuity, Proposition 4.5 below.
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4. Local theorems at the boundary, and almost-monotonicity
Most of results of this section stem from use of the lower barrier constructed
in Lemma 4.2. Depicted in Figure 2b, this barrier forces uniform positive bounds
on f(x, 0) at the degenerate boundary {y = 0}, assuming only uniform positive
bounds on f at some point (x, y) of the interior.
4.1. Unspecifiability at Interior Boundary Points. The behavior of solutions
f of L(f) = g at the degenerate boundary {y = 0} is a central issue. Under the
assumption that f is locally finite and b2 ≥ 1 we show that assigning boundary
values at the degenerate boundary {y = 0} is impossible.
For more on the issue of specifiability and non-specifiability, see Example 2 where,
in the constant-coefficient case, we obtain explicit expressions for Kernels in the case
b2 < 1. These Kernels allow specification of boundary values at {y = 0}.
Proposition 4.1 (Unspecifiability of boundary values at {y = 0}). Assume the
functions b1, b2, c, g are measurable and locally finite. Let p = (x0, 0) be a point
on the boundary line {y = 0} and assume b2 ≥ 1 and c ≤ inf 14 (b2 − 1)2 in some
pre-compact neighborhood Ω of p. Assume two functions f1, f2 satisfy L(fi) = g on
Ω in the sense of Definition 4 and that f1 = f2 on ∂1Ω (see Definition 2). Then
f1 = f2.
Proof. The function f = f1 − f2 is continuous on Ω, and zero on ∂Ω \ {y = 0}.
Set λ = inf b2 − 1 and consider the function ψ = y−λ/2, or ψ = (− log(y) +
log(diam Ω)) when inf b2 = 1. For λ > 0 we compute
L(ψ) = y
2 (ψ)yy + yb2(ψ)y + cψ
= 
(
λ2
4
+
λ
2
− b2λ
2
+ c
)
y−λ/2
≤ 
(
λ2
4
− λ
2
2
+ c
)
y−λ/2 ≤ 0
(56)
and similarly for the case λ = 0.
Next we show that ψ dominates f as long as  > 0. Note that, by the bound-
edness of f , if  is very large then certainly ψ < f . Then we may lower the value
of  until we find the first  > 0 with ψ(x, y) = f(x, y) at some point (x, y) ∈ Ω.
By boundedness of f certainly y > 0 at this point, and by the fact that f = 0 but
ψ > 0 on ∂Ω \ {y = 0} certainly also (x, y) /∈ ∂Ω \ {y = 0} because f is zero there.
Thus we have an interior point (x, y) ∈ ΩInt at which f = ψ, even though
f ≥ ψ and ψ is a supersolution. But at all points of ΩInt the operator L is
uniformly elliptic, and so we have a contradiction with the maximum principle.
This contradiction forces f < ψ for all positive , so f ≤ 0. Replacing f with
−f we see also f ≥ 0. Thus f ≡ 0 and so f1 ≡ f2. 
Remark. Definition 4 demands f only be L∞loc near degenerate boundary points.
This modest demand is crucial; see Example 2 for a counterexample when local
finiteness fails at a single point of the degenerate boundary.
4.2. The lower barrier. The Harnack inequality at the boundary. We first
produce a function ψy0 that has compact support in the strip y ∈ [0, y0], which
solves L(ψy0) ≥ 0, and which has ψy0(0, 0) = 1/9.
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What gives this subfunction so much power is that for it to be a lower barrier
we must only check that ψy0 ≤ f on the line {y = y0}. Once this is done we retain
ψy0 ≤ f on the whole strip y ∈ [0, y0], and most particularly at the line {y = 0}
itself, where ψy0(0, y0) = CΛ.
Lemma 4.2 (The lower barrier ψy0). Assume c ≥ 0, b2 ≥ 1, and |b2| < Λ. Choose
any number y0 > 0, and let Ry0 be the rectangle
Ry0 =
{
(x, y)
∣∣ y ∈ [0, y0], x ∈ [−4y0Λ, 4y0Λ]} .(57)
Define the function ψy0 = ψy0(x, y) to be
ψy0 =
10
9
e−
pi
8y0Λ
y
1F1
(
1 +
√
3Λ
2
; 1;
pi
4y0Λ
y
)
cos
(
pi
8y0Λ
x
)
− 1(58)
on Ry0 , where the 1F1 is confluent hypergeometric function of the first kind (as
depicted in Figure 1). Then ψy0 has the following properties:
i) L(ψy0) ≥ 0 at all points (x, y) ∈ Ry0 for which ψy0(x, y) ≥ 0.
ii) On the edge y = y0, x ∈ [−4y0Λ, 4y0Λ] we have ψy0 ≤ 2 cos
(
pi
8y0Λ
x
)
− 1
and in particular ψy0 ≤ 1
iii) On the edges x = ±4y0Λ, y ∈ [0, y0] we have ψy0 ≤ 0
iv) On the edge y = 0, x ∈ [−4y0Λ, 4y0Λ], ψy0(x, 0) = 109 cos
(
pi
8y0Λ
x
)
− 1
v) At (0, 0), in particular, we have ψy0 =
1
9 .
Finally ψy0 is a subfunction on Ry0 provided it is a subfunction on the edge y = y0,
x ∈ [−4y0Λ, 4y0Λ]. Specifically, assuming f ≥ 0 and L(f) ≤ 0 on Ry0 , then if
f ≥ ψy0 on the edge y = y0, x ∈ [−4y0Λ, 4y0Λ], we have f ≥ ψy0 on the entire
closed set Ry0 .
Figure 1. The barrier ψy0 and its box
Ry0 . Along the line {y = y0} the barrier
is approximately 2 cos( pi8y0Λx)− 1. At the
origin we have ψy0(0, 0) =
1
9 .
Proof. The claims (ii)-(v) require just elementary verification, perhaps with some
electronic help. The two non-trivial claims are (i) that L(ψy0) ≥ 0, and the final
claim that ψy0 ≤ f on Ry0 whenever ψy0 ≤ f on the line segment {y = y0, x ∈
[−4y0Λ, 4y0Λ]}.
To begin the verification of (i), we multiply ψy0 by
9
10 for convenience and con-
sider 910ψy0(x, y) = g(y)h(x)− 910 where
h(x) = cos
(
pix
8y0Λ
)
g(y) = Exp
(
− pi
8y0Λ
y
)
1F1
(
1 +
√
3Λ
2
; 1;
pi
4y0Λ
y
)
.
(59)
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We have chosen g(y) to satisfy the ODE
y2gyy + ygy −
((
piy
8y0Λ
)2
+
(
piy
8y0
)√
3
)
g = 0.(60)
Evaluating L(hg − 9/10) we obtain
L(ψy0) = y
2 (gyyh+ ghxx) + y(b1ghx + b2gyh) + c(gh− 9/10)
≥ cos
(
pi
8y0Λ
)[
y2gyy + ygy −
(
1
Λ2
(
piy
8y0
)2
+
(
piy
8y0
)
tan
(
pix
8y0Λ
))
g
]
on the domain where h(x)g(y)− 9/10 ≥ 0; we used |b1| < Λ, b2 > 1, and c ≥ 0.
The function tan(pix/8y0Λ) is unbounded if its domain is unrestricted. But on
the restricted domain h(x)g(y) − 9/10 ≥ 0 we can bound it. We use the fact that
g is increasing on [0, y0] and h(0) = 1 to obtain
h(x) ≥ 9
10
1
g(y)
≥ 9
10
1
g(y0)
.(61)
To estimate g(y0), one computes g(y0) = Exp(−pi/8Λ)1F1((1 +
√
3Λ)/2; 1;pi/4Λ)
is actually decreasing as a function of Λ, and decreases to a value of about 1.804.
Estimating
h(x) ≥ 9
10
1
1.8
= 0.5(62)
we see that, on the region where h(x)g(y) − 9/10 > 0, y ∈ [0, y0] then h(x) =
cos(pix/8y0Λ) ≥ 0.5. This gives | tan(pix/8y0Λ)| <
√
3 which gives, on this region,
L(ψy0) ≥ cos
(
pi
8y0Λ
)[
y2gyy + ygy +
(
− 1
Λ2
(
piy
8y0
)2
−
(
piy
8y0
)√
3
)
g
]
.
We conclude that L(ψy0) ≥ 0 on the subset of Ry0 where y ∈ [0, y0] and ψy0 ≥ 0.
To verify the final claim—that ψy0 is a subfunction on Ry0 provided it is a
subfunction on the segment y = y0, x ∈ [−y0L, y0L], we must show that, when
f ≥ 0 solves L(f) ≤ 0 on Ry0 , then if we have f(x, y0) < ψy0(x, y0) on the segment
y = y0, x ∈ [−y0L, y0L] we have f < ψy0 on Ry0 .
To see this, for any  > 0, consider
ψy0(x, y) +  log(y/y0).(63)
This is also a subfunction for all those values where it is non-negative, for
L(ψy0(x, y) +  log(y/y0))
= y24ψy0 + y (b1ψy0,x + b2ψy0,y)
+ 
(
y2(∂y)
2 log(y/y0) + yb1∂y log(y/y0)
)
+ c (ψy0(x, y) +  log(y/y0))
= b1 − 1 ≥ 0.
(64)
The term y24ψy0 +y (b1ψy0,x + b2ψy0,y) is non-negative by all the work above. The
term
(
y2(∂y)
2 log(y/y0) + yb1∂y log(y/y0)
)
equals b2−1. The term c (ψy0(x, y) +  log(y/y0))
is non-negative by assumption. Therefore, as claimed,
L(ψy0(x, y) +  log(y/y0)) ≥ b2 − 1 ≥ 0.(65)
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Because log(y/y0)↘ −∞ near the boundary {y = 0}, and because L is uniformly
elliptic away from {y = 0} the maximum principle applied in the interior of Ry0
guarantees that ψy0(x, y)+ log(y/y0) < f(x, y). Sending ↘ 0 gives the result. 
Theorem 4.3 (The Harnack inequality at the boundary; local version). Assume
|b1|, |b2|, |c| < Λ, and b2 ≥ 1, c ≥ 0. Assume f ≥ 0 satisfies L(f) ≤ 0 and
L(f) ≥ −Λ on the semi-closed rectangle
Ry0 =
{
(x, y)
∣∣ x ∈ [−4Λy0, 4Λy0], y ∈ (0, y0]} .(66)
Then f(0, 0) ≥ 19 infx∈[−4Λy0,4Λy0] f(x, y0).
Proof. This is immediate from Lemma 4.2, after noticing that
ψy0(x, y0) · inf x′∈[−4Λy0,4Λy0]f(x′, y0) ≤ f(x, y0)(67)
for all x ∈ [−4Λy0, 4Λy0]. 
Theorem 4.4 (The Harnack inequality; global version). There exists a number
δ = δ(Λ) > 0 so that the following holds. Assume |b1|, |b2|, |c| < Λ, and b2 ≥ 1,
c ≥ 0, and assume f ≥ 0 satisifies L(f) ≤ 0 and L(f) ≥ −Λ on the open half-plane.
Then f(x0, y
′) ≥ δ · f(x0, y) whenever (x0, y0) is a point in the open half-plane
and y′ ∈ [0, y].
Proof. After shifting the x-coordinate if necessary, we may assume that x0 = 0.
From the inequality (44) we have the exponential bounds f(x, y0) ≥ f(0, y)e−D|x|/y0
where D = D(Λ). In particular along the segment {y = y0, x ∈ [−4y0Λ, 4y0Λ]} we
have f(x, y0) > f(0, y0)e
−D·4Λ. Now we may apply Theorem 4.3, by using
inf x∈[−4y0Λ,4y0Λ]f(x, y0) ≥ e−D·4Λf(0, y0).(68)

(a) Curve depicting the exponential
lower bounds on a solution f , due
to Proposition 3.1, along {y = y0}.
(b) Schematic of the barrier of
Lemma 4.2 as it is used in Theorem
4.4. It fits beneath the exponential
lower bounds at {y = y0}, forcing
new lower bounds at {y = 0}.
Figure 2. The barrier of Lemma 4.2 and its use in Theorem 4.4.
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4.3. Continuity at the degenerate boundary, and the Maximum principle.
The two results of this subsection constrain the behavior of solutions L(f) = 0 at
opposite ends: at y =∞ we prove the function x 7→ limy→∞ f(x, y) is well-defined
and is actually a constant, and at y = 0 we prove the function x 7→ f(x, 0) is
well-defined and is actually continuous. But both results follow from the judicious
use of the subfunction ψy0 , developed in Lemma 4.2 and depicted in Figure 2.
Theorem 4.5 (Continuity at the degenerate boundary). Assume |b1|, |b2|, |c| < Λ,
and b2 ≥ 1, c ≥ 0. Let p ∈ {y = 0} and let Ω be a neighborhood of p (see Definition
1). If L(f) = 0 on Ω (Definition 4), then f is continuous at p.
In particular if f ≥ 0 solves L(f) = 0 on the closed half-plane, then in fact
f ∈ C0(H2) ∩ C1,α(H2).
Remark. As laid out in Definitions 1 and 4, the only assumption on the solution
f is local boundedness. Continuity fails if this assumption is weakened at even a
single boundary point, as Example 2 demonstrates.
Proof. Translating in the x-direction if necessary, we may assume p = (0, 0). For
an argument by contradiction, after setting
l = lim inf
(x,y)→(0,0)
f(x, y) and u = lim sup
(x,y)→(0,0)
f(x, y),(69)
we assume that l < u. By hypothesis u and l are finite.
Let us select a small constant  > 0; below we shall see that  = e−4DΛ/36 shall
be sufficient, where D = D(Λ) is the constant from Proposition 3.3. Then choose
y0 so that on the closed rectangle Ry0 (see Lemma 4.2) we have l− (u− l) < f <
u+ (u− l).
Next we rescale both the coordinate system and the function f . For the co-
ordinate system, rescale both x and y by a factor of y0, so that the box under
consideration is now just
R1 =
{
y ∈ [0, 1], x ∈ [−4Λ, 4Λ]}.(70)
Change f(x, y) to f˜(x, y) where
f˜(x, y) =
1
u− l (f(x, y)− l) + (71)
and so that the former condition l − (u− l) < f < u+ (u− l) on Ry0 is now
0 ≤ f˜(x, y) ≤ 1 + 2 on R1,(72)
and also
lim inf
(x,y)→(0,0)
f˜(x, y) = , and lim sup
(x,y)→(0,0)
f˜(x, y) = 1 + .(73)
It is necessary to make two further provisions. Passing to a smaller rectangle
Ry0 if necessary—and then again rescaling the coordinates so we remain on R1—we
may assume y|∇ log f˜ | < D. That this is possible is due to the local version of the
gradient estimate, Proposition 3.3.
The second provision is that f˜(0, 1) > 1/2. If on the contrary f˜(0, 1) ≤ 1/2
then simply replace f˜(x, y) by 1 + 2− f˜(x, y) to obtain f˜(0, 1) > 1/2. Clearly this
replacement allows us to retain (72) and (73) as well as the gradient estimate.
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(a) A function with a dis-
continuity at (0, 0), meaning
lim inf f < lim sup f at (0, 0).
(b) The situation after (73). The
discontinuity is now greatly exag-
gerated, with lim inf f˜ =  and with
lim sup f˜ = 1+  at (0, 0), while also
0 ≤ f˜ ≤ 1 + 2 on R1
Figure 3. Examining a Function with a discontinuity at the boundary
(a) At least one sequence {pi} ⊂ R1
has pi → 0 and f˜(pi) → 1 +  and
another has qi → 0 and f˜(qi)→ .
(b) We arrange it so f˜ ≥ 1/2 at
(0, 1). Then the interior gradient es-
timate gives lower bounds for f˜ in
the x-direction, as given by (74).
Figure 4. Analysis of the discontinuity point.
This construction work now finished, we are able to use the lower barrier of
Lemma 4.2 to draw a contradiction. As stated in that lemma, we have f˜(x, y) >
C1ψ1(x, y) at all points where ψ1 > 0, provided f˜(x, 1) > C1ψ1(x, 1) on the segment
{y = 1, x ∈ [−4Λ, 4Λ]} (and C1 is a constant of our choosing). Due to the gradient
estimate y|∇ log f˜ | < D, we have
f˜(x, 1) ≥ f˜(0, 1)e−D|x| > 1
2
e−D|x|.(74)
Now we place a lower barrier C1ψ1 underneath the bound (74), where C1 is a
constant and ψ1 is the function from Lemma 4.2; see Figure 5. Choosing C1 =
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Figure 5. A lower barrier ψ1 from
Lemma 4.2 now fits beneath the exponen-
tial bounds at {y = 1}. Near (0, 0) this
barrier forces f˜ to be strictly larger than
lim infp→(0,0) f˜ , giving the sought-for con-
tradiction.
1
2e
−4DΛ, on the line segment {y = 1, −4Λ ≤ x ≤ 4Λ} we have
f(x, 1)− C1ψ1(x, 1) ≥ 1
2
e−D|x| − 1
2
e−4DΛ
(
2 cos
( pi
8Λ
x
)
− 1
)
≥ 1
2
e−4DΛ − 1
2
e−4DΛ = 0.
(75)
By Lemma 4.2, therefore f(x, y) − C1ψ(x, y) ≥ 0 for all (x, y) where ψ(x, y) > 0
and y < 1. Therefore we must have
 = lim inf
p→(0,0)
f(p) ≥ C1ψ1(0, 0) = 1
18
e−4DΛ,(76)
where we used ψ1(0, 0) =
1
9 . This contradicts  = e
−4DΛ/36. 
Theorem 4.6 (The Weak Maximum Principle at {y = 0}). Assume p ∈ {y = 0}
and Ω is some neighborhood of p. Assume |b1|, |b2|, |c| ≤ Λ, b2 ≥ 1 and c ≥ 0.
If f solves L(f) ≤ 0 on Ω (see Definition 4), then f(p) is not a strict local
minimum on Ω. If f solves L(f) ≥ 0 on Ω (see Definition 4), then f(p) is not a
strict local maximum on Ω.
Proof. Assume L(f) ≤ 0, and for a contradiction assume f obtains a strict local
minimum at (x0, 0). Without loss of generality we may assume p = (0, 0). By
Theorem 4.5 f is continuous at p. There is some y0 so that on the closed rectangular
region Ry0 (see Lemma 4.2) the function f obtains its global minimum at p.
Then the function f˜(x, 0) = f(x, y) − f(0, 0) is zero at (0, 0) and is otherwise
positive on the rectangle Ry0 . Therefore there is some number  > 0 so that
ψy0(x, y) < f(x, y) − f(0, 0) on the segment x ∈ [−4Λy0, 4Λy0], y = y0. Lemma
4.2 then forces f˜(0, 0) ≥ /9, contradicting f˜(0, 0) = 1.
For the case L(f) ≥ 0, replace f by −f . 
4.4. Almost-Monotonicity for y →∞. Here we prove the “almost-monotonicity”
theorem, which strongly restrains the behavior of f(x, y) along rays y 7→ f(x0, y).
This theorem is global and requires f ≥ 0 on the open half-plane (although does
not require local boundedness at {y = 0}), and requires b2 ≥ 1 and c ≥ 0. It
states two things. The first is that, as y 7→ ∞, f must “almost” approach its global
minimum infH2 f , and the second is that it does so in an “almost” monotonically
decreasing fashion.
The result is strongest in the c = 0 case, where limy→∞ f(x0, y) always exists
and always equals infH2 f .
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Proposition 4.7 (Almost Monotonicity). Assume |b1|, |b2| ≤ Λ, b2 ≥ 1, c ≥ 0,
and that f ≥ 0 satisfies L(f) ≤ 0 and L(f) ≥ −Λ on the open half-plane H2. Let
x0 ∈ R and consider the function y 7→ f(x0, y).
Then there is some δ = δ(Λ) > 0 so that
lim sup
y→∞
f(x0, y) ≤ δ−1 inf
(x,y)∈H2
f(x, y).(77)
Further, y 7→ f(x0, y) has the “almost monotonicity” property, namely that
f(x0, y2) < δ
−1f(x0, y1)(78)
whenever y2 > y1.
Finally in the case c = 0, for any fixed x0 we have that limy→∞ f(x0, y) exists
and equals infH2 f .
Proof. After translating in the x-direction, we may assume x0 = 0. The inequality
(78) is simply the Harnack inequality from Theorem 4.4.
To prove (77), pick any  > 0, and let (x¯, y¯) be a point with f(x¯, y¯) <  +
infH2 f . Now scale both x and y coordinates by
1
1000(|x¯|+y¯) . In the new coordinates,
therefore, we have some point (x′, y′) within the ball of radius 1/1000 around (0, 0)
where f(x′, y′) < + infH2 f .
By the interior gradient estimate Proposition, 3.1, we have the bound f(x, 1) >
e−D|x|f(0, 1) on the line {y = 1}. Therefore, by Lemma 4.2 the function
f(x, y) = f(0, 1) · e−4DΛ · ψ1(x, y)(79)
is a lower barrier for f , on the domain {y < 1} where ψ1 is positive. Examining
this lower barrier, we see f(x, y) > f(0, 1) · e−4DΛ 19 on the ball of radius 1/1000.
Therefore
f(x′, y′) ≥ f(x′, y′) ≥ f(0, 1) · e−4DΛ 1
9
(80)
and we obtain the result that f(0, 1) ≤ 9e−4DΛ (+ infH2 f). Applying the Harnack
inequality again therefore gives
f(0, y) ≤ δ−1f(0, 1) ≤ 9δ−1e4DΛ
(
+ inf
H2
f
)
(81)
Sending ↘ 0 provides the conclusion (77).
To prove the special result for the case c = 0, note that we can add or subtract
any value from f and still retain L(f) ≤ 0. Therefore we can assume infH2 f = 0,
and from (81) conclude that
0 ≤ lim inf
y→∞ f(0, y) ≤ lim supy→∞ f(0, y) ≤ δ
−1 inf
H2
f = 0(82)

5. The Liouville Theorem
Our foundational result, Proposition 3.1, provides interior growth estimates that
are polynomial in y and exponential in x. The first aim of this section is to improve
this to polynomial growth/decay in x.
In attempting to prove the Liouville theorem, the idea is to try to construct an
upper barrier on some strip that rises more quickly to infinity in the x-direction
than any solution f . Such an upper barrier could be used to crush down the value
of f to zero in the regions of moderate x-values. The difficulty in this strategy is
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that close to {y = 0} we lose control over the growth of f , and on the boundary
itself we have no restrictions whatever on growth: possibly x 7→ f(x, 0) has extreme
growth like ee
x
, or oscillates wildly; this makes any kind of upper barrier argument
simply impossible.
We remedy this by taking advantage of the scale-invariance of the operator L
and using a blow-up style argument in order to capture some region of very large,
but controlled growth. But we can only ever reduce the situation to exponential
growth bounds in x this way. This is insufficient, because the barriers available to
us themselves have fixed exponential growth bounds, and it doesn’t seem possible to
force the exponential rate D from Proposition 3.1 to be smaller than the exponential
rate available to us in the barriers.
The next proposition helps remedy this by improving on the exponential growth
bounds from Proposition 3.1 to interior polynomial bounds in the x direction.
Proposition 5.1 (Polynomial bounds in x). Assume |b1|, |b2|, |c| < Λ, and b2 ≥ 1,
c ≥ 0. Assume f ≥ 0 satisfies L(f) ≤ 0 and L(f) ≥ −Λ on the open half-plane
H2. There exists a constant δ = δ(Λ) > 0 so that for any two values x, x′ ∈ R we
have the growth/decay bounds
f(x, y) ≤ f(x′, y)1
δ
( |x− x′|
y
+ 1
)D
f(x, y) ≥ f(x′, y)δ
( |x− x′|
y
+ 1
)−D(83)
where D = D(Λ) is from the interior gradient estimate, Proposition 3.1.
Proof. We may shift the x-coordinate and simultaneously scale the x and y co-
ordinates so that without loss of generality we may assume x′ = 0 and y = 1.
Multiplying f by a constant if necessary, we may assume f(0, 1) = 1.
The proof will require construction of a lower barrier. Taking cues from the
separation of variables technique our barrier will have the form
ϕ(x, y) = g(y) e−x.(84)
Plugging in to the operator L, after elementary simplification we obtain
L(g) =
[
y2g′′(y) + b2yg′(y) +
(
c− b1y + y2
)
g(y)
]
e−x(85)
We are only concerned with the region where ψ ≥ 0, so using c ≥ 0 and b2 > −Λ
we find
L(g) ≥ [y2g′′(y) + b2yg′(y) + (−Λy + y2) g(y)] e−x(86)
Unfortunately it may be the case that g′(y) have either a positive or negative sign;
indeed at y = 0 it is certainly the case the g′(y) > 0, as the ODE is approximately
yg′′+ b2g′−Λg ≥ 0 which is almost g′ > Λ/b2 for small y; recalling that b2 ∈ [1,Λ],
so in particular b2 > 0, we have g
′(0) > 0. We therefore split the inequality into
the cases where g′ ≥ 0 and g′ < 0:
L(g) ≥ [y2g′′(y) + yg′(y) + (−Λy + y2) g(y)] e−x for g′(y) ≥ 0
L(g) ≥ [y2g′′(y) + Λyg′(y) + (−Λy + y2) g(y)] e−x for g′(y) < 0.(87)
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Looking for non-negative solutions of
y2g′′(y) + yg′(y) +
(−Λy + y2) g(y) = 0 if g′(y) ≥ 0
y2g′′(y) + Λyg′(y) +
(−Λy + y2) g(y) = 0 if g′(y) < 0(88)
we find the following:
g(y) =
e−
√−1y
1F1
(
1
2
(
1−√−1Λ) ; 1; 2√−1y) , y ∈ [0, y¯]
C1e
−√−1y
1F1
(
1
2
(
Λ−√−1Λ) ; Λ; 2√−1y)
y ∈ (y¯, y0]
+C2Re
[
e−
√−1yU
(
1
2
(
Λ−√−1Λ) ,Λ, 2√−1y)] ,
(89)
where 1F1(a; b; y), resp. U(a, b, y), is the confluent hypergeometric function of the
first kind, resp. second kind—see, for instance, Appendix A of [13] for a derivation.
The constants C1, C2 are chosen so that g(y) remains C
1,1; for a depiction see
Figure 6a. One can prove that the expression
e−
√−1y
1F1
(
1
2
(
A−√−1B) ;A; 2√−1y)
is actually real-valued when A and B are real-valued, although we shall not pursue
this tedious verification; one can certainly just take the real-valued part of this
expression and not worry if it is complex-valued or not.
In (89) the break point y¯ occurs at the maximum of g which we have labeled y¯.
The value y0 is the first zero of g, and the coefficients C1, C2 are chosen so that
both g(y¯−) = g(y¯+) and g′(y¯−) = g′(y¯−). See figure 6 for a depiction.
In fact only two aspects of the solution (89) are important for our proof. The
first is that g(y) = 1 + Λ−1y +O(y2) and the second is that g(y) has zeros.
This author is unaware of any treatment of the locations of zeros for solutions
of (88), but nevertheless we can show that zeros must exist, for using −Λy < 0 and
−Λy > − 12y2 − 12Λ2 we can see that solutions of (88) are sandwiched between a
Bessel function J0(y) and a function of the form y
−Λ/2JΛ/2(y). Both of these have
zeros, so solution of (88) are also forced to have zeros. Certainly as y → ∞ the
(−Λy + y2)g(y) term in (88) is nearly y2g(y), so solutions must be Bessel-like for
large y.
With y0 = y0(Λ) being the first zero of g(y), then for any parameter yd > 0
consider the function
ψyd(x, y) = C1g
(
y0
yd
y
)
e
− y0yd x(90)
where we shall choose the constant C1 = C1(yd,Λ) below. Due to the simultane-
ous scaling in both coordinates, we retain L(ψyd) ≥ 0. By design, we have that
ψyd(x, yd) = 0 for any x.
Now choose a value yc > 0; using yc choose values yd and C1 so that the function
y 7→ ψyd(0, y) has point of tangency with y 7→ y−D at the point yc (where D is the
value from Proposition 3.1). Assuming yc is sufficiently large, then also ϕyc < δ,
where δ is the value from the Harnack inequality, Theorem 4.4. From these choices
it follows that, on the line {x = 0}, we have ψyd(0, y) ≤ f(0, y).
Indeed more is true. Having bounded ψyd ≤ f on {x = 0} we can prove that
ψyd ≤ f on the entire region y ∈ [0, yd], x ≥ 0. To see this, just subtract some small
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(a) Depiction of the function g(y),
along with the “break point” y¯.
(b) Lower bounds for f depicted:
the dashed line is from the Harnack
inequality, the thick line is from the
polynomial bound y−D. After yc is
chosen, then yd and C1 are found so
ψyd(0, y) < f(0, y).
Figure 6. The function g(y) and its interaction with bounds on f .
value  from ψyd and note that ψyd− ≥ 0 on a compact subset of {y ≥ 0}∩{x ≥ 0}.
On the boundary of this compact subset we either have ψyd = 0 or else {y = 0} or
{x = 0}. On {x = 0} we have already seen ψyd < f . On {y = 0} we need not even
check whether ψyd < f or not; this is because we can always add a tiny multiple
of − log y, which forces ψyd < f near y = 0, and then send this tiny multiple to 0.
Sending ↘ 0, we see ψyd ≤ f as claimed.
Now having established that ψyd is a subfunction on the half-strip {x ≥ 0, y ∈
[0, yd]}, we proceed to the proof of the proposition.
Figure 7. Depiction of the barrier ψy0
of (90). Along the line y-axis, ψyd(0, y) =
C1g(y) with zero at yd; we arrange it so
ψyd(0, y) < f(0, y) along this axis, as de-
picted in Figure 6b. We see exponential
decrease in the x-direction.
Choose any sufficiently large x0 > 0, and set yc = x0. Then find yd and C1
so that y 7→ ψyd(0, y) is tangent to y 7→ y−D at yc. For the argument, it will be
sufficient to note that C1 >
1
maxy∈[0,yc]{g(y)}y
−D
c and that
1
max g(y) is a function of
Λ only. We also remark that certainly yd > yc, as in Figure 6. Therefore
f(x0, 1) ≥ ψyd(x0, 1) = C1 g
(
y0
yd
)
e
− y0yd x0
≥ 1
maxy{g(y)}y
−D
c g
(
y0
yd
)
e−
y0
yc
x0 (by yd > yc)
=
1
maxy{g(y)}x
−D
0 g
(
y0
yd
)
e−y0 (using yc = x0).
(91)
Finally we note that because we have chosen x0 large and therefore yd large, we
have y0/yd ≈ 0 so g(y0/yd) = 1 + Λ−1(y0/yd) +O((y0/yd)2) < 2. Therefore
f(x0, 1) ≥ 2
max{g(y)}e
−y0x−D0 = δx
−D
0(92)
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where δ = δ(Λ) > 0 is defined to be δ = 2max{g(y)}e
−y0 .
Simultaneous scaling in both x and y coordinates, we see that
f(x, y) ≥ δ
(
x
y
)−D
(93)
for x/y sufficiently large. Whether x/y is sufficiently large or not we always have
f(x, y) > f(0, y)e−D(x/y) by the interior gradient bound, Proposition 3.1, and so
by changing the constant δ if necessary we have
f(x, y) ≥ δ
(
x
y
+ 1
)−D
(94)
for all x > 0. Recalling that we scaled f so f(0, y) = 1, the inequality for when f
has not been scaled is
f(x, y) ≥ f(0, y) · δ
(
x
y
+ 1
)−D
.(95)
Ostensibly this is a decay estimate: we have shown that decay in the x-direction
is no worse than polynomial. But of course a decay estimate is also a growth
estimate for if, on the contrary, f(x0, y) > f(0, y)
1
δ (|x0|/y)+D then we simply make
the coordinate transformation x 7→ x0− x to obtain f(0, y) > f(x0, y) 1δ (|x0|/y)+D,
contradicting the decay estimate (93). 
Theorem 5.2 (The Liouville theorem). Assume |b1|, |b2|, |c| < Λ, and b2 ≥ 1,
c = 0. Assume f ≥ 0 and f solves L(f) = 0 on the closed half-plane H2 (see
Definition 4). Then f is constant.
Proof. For a proof by contradiction, assume f is not constant.
After subtracting a constant if necessary we may assume that infH2 f = 0;
because c = 0 we retain L(f) = 0. By Proposition 4.7 for any fixed x¯ we have
limy→∞ f(x¯, y) = 0. By the Harnack inequality at the boundary, Theorem 4.4, we
have f(x¯, 0) > 0.
Pick some large N ; the value N = 10.11δ
−1(D!)2ΛD will suffice. Define the
one-variable function ρ(x) as follows:
ρ(x) = sup
{
y > 0
∣∣ f(x, y) > 1
N
f(x, 0)
}
.(96)
For any given x, ρ(x) measures how long it takes f to decay from what may be an
extremely large value at the boundary down to values that are a small but definite
fraction of this. We always have 0 < ρ(x) <∞ because of two facts: continuity at
the boundary ensures ρ(x) > 0 and limy→∞ f(x, y) = 0 ensures ρ(x) <∞. Thus
ρ : R −→ (0,∞).(97)
Continuity of ρ easily follows from the continuity of f on the closed half-plane,
Theorem 4.5.
Having defined ρ, we give an outline of the proof. First we perform a point-
picking and scaling argument to create a situation where ρ(0) = 1 and ρ(x) > 12 on
some very large interval, x ∈ [−R,R] for some very large R = R(Λ). The fact that
ρ(0) = 1 means precisely that f(0, 0) = N · f(0, 1). Having done this, we observe
that for all x ∈ [−R,R], we actually have polynomial bounds at {y = 0}: this is
because we have polynomial bounds on f(x, 12 ) along the line segment {(x, 12 )
∣∣x ∈
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[−R,R]} and then the fact that ρ(x) ≥ 12 means—by the definition of ρ—that
f(x, 0) ≤ Nf(x, 12 ).
The second part of the argument is the barrier argument. We have uniform
polynomial bounds on f(x, y) on some very long strip S = {(x, y) ∣∣ y ∈ [0, 1], x ∈
[−R,R]}. Then we place a barrier over top of f(x, y) along the S, and actually
contradict the fact that f(0, 0) = N · f(0, 1). We can do this because the natural
upper barriers available to us all have exponential growth, which vastly outstrips
the polynomial growth for f that we contrived with our point-picking argument.
The first part of the argument is the pointpicking and re-scaling argument. Let
R be a very large number that we shall choose below. Choose any number x0 and
consider the interval [x0−Rρ(x0), x0 +Rρ(x0)]. Let x1 ∈ [x0−Rρ(x0), x+Rρ(x0)]
be a value with ρ(x1) <
1
2ρ(x0), if such an x1 exists. If such an x1 does not exist,
then we cease the process, satisfied with finding a value x0 where ρ(x) ≥ 12ρ(x0) in
the interval [x0 −Rρ(x0), x0 +Rρ(x0)].
But if such an x1 does exist, we set up an iteration process: assume x1, . . . , xi
have been chosen so xj+1 ∈ [xj − Rρ(xj), xj + Rρ(xj)] and ρ(xj+1) < 12ρ(xj).
The choose the next value xi+1 to be any value in [xi − Rρ(xi), xi + Rρ(xi)] with
ρ(xi+1) <
1
2ρ(xi), assuming such a point exists. If such a point does not exist, we
stop the process with the point xi−1.
This process must terminate at some finite stage. To see why, note that each xi
must remain inside an interval of finite length around the original value x. To see
this, we use ρ(xj) < 2
−jρ(x0) to estimate
|xi − xj | ≤ |xi − xi+1|+ |xi+1 − xi+2|+ · · ·+ |xj−1 − xj |
≤ Rρ(xi) +Rρ(xi+1) + · · ·+Rρ(xj−1)
≤ R (2−i + 2−i−1 + · · ·+ 2−j+1) ρ(x0) < 2−i+1Rρ(x0).
Thus x0, x1, . . . is a Cauchy sequence, and there is some value x∞ = limi→∞ xi.
But ρ is continuous, so ρ(x∞) = limi ρ(xi) = 0. This is impossible by (97).
Therefore the point-picking process terminates at some value xj , which we re-
label x′. For this x′ we have ρ(x) ≥ 12ρ(x′) for all x ∈ [x′ −Rρ(x′), x+Rρ(x′)].
Now re-scale the coordinate system, setting new coordinates
x¯ =
1
ρ(x′)
(x− x′), y¯ = 1
ρ(x′)
y.(98)
The function ρ scales as a distance, so measured in this new system, we have
ρ(0) = 1 and ρ(x¯) ≥ 12 for all x¯ ∈ [−R,R]. Multiplying the function f by a constant,
we have f(0, 1) = 1 and by the fact that ρ(0) = 1 we have f(0, 0) = N . The fact that
ρ(x) < 12 on x ∈ [−R,R] means precisely that f(x, 0) < Nf(x, 1/2). We can now
verify the following facts on the very long strip S = {(x, y) ∣∣x ∈ [−R,R], y ∈ [0, 1]}:
a) Value at two points: f(0, 1) = 1 and f(0, 0) = N
b) Bounds along the edge {y = 1}: f(x, 1) < δ−1 (1 + |x|)D
c) Bounds along the edge {y = 0}: f(x, 0) < Nδ−1 (1 + 2|x|)D
d) Bounds along the edge {x = ±R}: f(±R, y) ≤ Nδ−2 (1 + 2R)D.
Item (b) is due to Proposition 5.1. Item (c) follows from Proposition 5.1 applied
to f(x, 1/2) along with f(x, 0) < Nf(x, 1/2). Item (d) follows from the Harnack
inequality, Proposition 4.4.
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For the second part of our argument, we create an upper barrier. To this end,
consider G(x, y) = C1f(x)g(y) where f(x) = cosh(x/Λ). Plugging in to the opera-
tor L we find
L(fg) = y2 (fxxg + fgyy) + y (b1fxg + b2fgy)
≤ cosh(x/Λ)
(
y2gyy + ygy +
(
y
1
Λ
b1 tanh(x/Λ) + (y/Λ)
2
)
g
)
≤ cosh(x/Λ) (y2gyy + ygy + (y + (y/Λ)2) g)
(99)
where we have assumed gy < 0 and we used | tanh(x/Λ)| < 1. Solving y2gyy+ygy+(
y + (y/Λ)2
)
g = 0 gives
g(y) = e−
√−1
Λ y 1F1
(
1 +
√−1Λ
2
; 1;
2
√−1
Λ
y
)
.(100)
A quick examination, perhaps with a computer, will verify that g is real valued,
and is both positive and decreasing on the interval y ∈ [0, 1]. We have g(0) = 1
and, for all Λ larger than about 2, g(1) ≥ 0.22.
With our upper barrier being G(x, y) = C1f(x)g(y) we must choose a constant
C1 so that G(x, 1) > f(x, 1). Considering the bound f(x, 1) < δ
−1(1 + |x|)D, we
choose the value
C1 =
1
0.22
δ−1(D!)2ΛD.(101)
Notice this is half of our chosen value of N :
N =
1
0.11
δ−1(D!)2ΛD.(102)
Finally we choose R = R(Λ) so big that
4δ−2(1 + 2R)D < 0.22 cosh(R).(103)
With these choices, we verify that our barrier G(x, y) = C1f(x)g(y) is actually
larger than f(x, y) on three boundary segments of the strip S.
For the boundary segment (x, 1) where x ∈ [−R,R], we have chosen the value of
C1 precisely so that
G(x, 1) > f(x, 1).(104)
For the two boundary segments (±R, y), y ∈ [0, 1], we use g(0) > 0.22 and our
choices for C1, N , and R to compute
f(±R, y) ≤ Nδ−2 (1 + 2R)D
≤ 0.22
4
N cosh(R) ≤ 1
4
N
1
C1
C1 cosh(R)g(0)
≤ 1
2
C1 cosh(R)g(0) ≤ 1
2
C1 cosh(R)g(y)
=
1
2
G(±R, y).
(105)
We have verified that G > f on the three non-degenerate boundary segments of S.
It follows that G is indeed a superfunction. In particular G(0, 0) ≥ f(0, 0).
But then we see that
C1 = G(0, 0) ≥ f(0, 0) = N = 2C1.(106)
This contradiction established the result. 
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Corollary 5.3. Assume λ > 0 is any constant, and assume g ≥ 0 solves
y24f + (1− λ)yfy = 0(107)
on the upper half-plane. Assume g is continuous at {y = 0} and f(x, 0) = 0. Then
some C1 ≥ 0 exists so that
f(x, y) = C1y
λ.(108)
Proof. One may check that the function F (x, y) = y−λf(x, y) satisfies the equation
y24F + (1 + λ)Fy = 0. If we can verify that F = y−λf is locally bounded at
{y = 0}, then the Liouville theorem shows that y−λf(x, y) = C1, as desired.
To verify this local boundedness, we pinch f(x, y) near (0, 0) by a subfunction
and a superfunction, each of which has yλ behavior near (0, 0). We remark that this
is sufficient to pinch f at any boundary value (x, 0), by the translation-invariance
of the equation (107).
Finding a subfunction with the right behavior is easy: we use
f(x, y) = y
λ
2 Iλ
2
(y) cos(x)(109)
where Iν is the usual modified Bessel function of the first kind. A routine check
shows it satisfies y24f + (1− λ)fy = 0. After multiplying f by the constant C =
infx∈[−pi/2,pi/2] f(x, 1)/Iλ/2(1), we easily see f(x, y)−  < f(x, y) for any positive ,
and so f(x, y) ≤ f(x, y) on y ∈ [0, 1], x ∈ [−pi/2, pi/2]. Note also that f has the
correct behavior at y = 0, namely that f(0, 0) = 0 and f(0, y) = O(yλ).
Finding a superfunction to complete the sandwich at (0, 0) is trickier. We must
find a supersolution f that is not only larger than f but also displays the correct
behavior at the origin: f(0, y) = O(yλ). We break the task into the cases λ ∈ (0, 1),
λ = 1, λ ∈ (1, 2), λ = 2, and λ > 2.
Case that λ ∈ (0, 1). Consider the function
f(x, y) = yλ +
1
2
x2 − 1
1− λy.(110)
One checks that y24f + (1− λ)yfy = y2 − y which is non-positive on y ∈ [0, 1], so
this is a supersolution.
Because f has behavior x2 on the line {y = 0}, we can multiply f by a sufficiently
large number, if necessary, to ensure that it bounds f from above on the region
x ∈ [−1, 1], y ∈ [0, 1]. Now we have that f(x, y) ≤ f(x, y) ≤ f(x, y) near (0, 0), so
f(x, y) = O(yλ) near {y = 0} as desired.
Case that λ = 1. This is the case that the operator is just L = y24. In this
case, assuming f solves 4f = 0 and f ≥ 0, the classical Hopf lemma ensures that
f(x, y) = O(y) at any boundary point.
Case that λ ∈ (1, 2). Consider the function
f(x, y) = yλ +
1
2
x2 − 1
2(2− λ)y
2.(111)
One checks that y24f + (1 − λ)yfλ = 0. Again we have on the boundary that
f(x, 0) = 12x
2, and the f is positive at least for small values of y. So this is
indeed a superfunction. Because λ < 2 we have that f(0, y) = O(yλ). Repeating
the argument from the first case, we have f < f < f , and we conclude that
f(0, y) = O(yλ).
34 BRIAN WEBER
Case that λ = 2. In this case we must use the slightly more complicated barrier
f(x, y) = −1 + 1
2
(√
(x− 1)2 + y2 +
√
(x+ 1)2 + y2
)
.(112)
See Figure 8 for a depiction. It may be checked directly that y24f − yfy = 0. On
the boundary {y = 0} one may verify piecewise-linearity:
f(x, y) =

−1− x, x ∈ (−∞,−1)
0, x ∈ [−1, 1]
−1 + x, x ∈ (1,∞).
(113)
Arguing as in the other cases, we see that, possibly after multiplying f by a suf-
ficiently large constant, that f(x, y) < f(x, y) < f(x, y). After checking that, at
Figure 8. Upper barrier f(x, y) of
(112), showing piecewise linearity at
{y = 0}. At (0, 0) the function is qua-
dratic in y: f(0, y) = 12y
2 +O(y4).
x = 0, we have f(0, y) = y2 +O(y4), we conclude that indeed f(0, y) = O(y2).
Case that λ ∈ (2,∞). In this case we once again use the function f of (112).
This time we compute the strict inequality y24f + (1− λ)fy < 0, so again f is a
superfunction. As in the previous case, this allows us to conclude that f(x, y) =
O(y2) at {y = 0}.
However, this means that f(x, y) is actually C2 near the boundary. Then we
simply use y2fyy+(1−λ)yfy = −y2fxx which forces f(x, y) = A(x)yλ+H.O.T. for
some one-variable function A(x). We conclude, again, that f(x, y) = O(yλ). 
6. Examples
These examples are roughly organized from most local phenomena to most
global. We start with examples showing the failure of our local results, Propo-
sitions 1.2 and 1.3 and Theorems 1.4 and 1.5, and find out that when b1 < 1 or
if b1 has no upper bound at the boundary, we have total failure: there is no local
gradient estimate of the form y|∇ log f | < D, boundary values can be specified, the
Harnack inequality at the boundary fails, and there is no continuity at {y = 0}.
Example 2 shows that unspecifiability fails if local finiteness of f is relaxed.
6.1. Failures at {y = 0}. We fist give several examples showing how our “local”
theorems fail if either b2 < 1 or if the local boundedness assumption is forgot-
ten. When b2 ∈ (0, 1) we show it is always possible to specify boundary values at
{y = 0}, even though the results usually have bad differentiability at the boundary.
Example 1: Homogeneous solutions and steps.
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If L has constant coefficients, meaning b1, b2, c are constants, then we can reduce
the equation L(f) = 0 to an ordinary differential equation. Assuming a solution of
the form f(x, y) = F (x/y), then L(f) = 0 reduces to(
1 + z2
)
Fzz + (b1 + (2− b2)z)Fz + cF = 0(114)
where z = x/y. When c ≤ 0 then F is locally bounded, and when b2 < 1 then F is
globally bounded. Taking b1 = c = 0 (for simplicity) we have the general solution
Figure 9. Typical solution to
(1 + z2)Fzz + (2− b2)zFz = 0.
f(x, y) = C1
x
y
2F1
(
1
2
,
1
2
(2− b2) ; 3
2
; −x
2
y2
)
+ C2(115)
where 2F1 is a hypergeometric function; see for example §15.2(i) of [22] for proper-
ties of this particular hypergeometric function.
If we also impose b2 < 1 then actually the solution f(x, y) is globally bounded,
and we can easily choose C1 and C2 so that inf f = 0 and sup f = 1. Then on
the degenerate boundary the function x 7→ f(x, 0) is a step function; see Figure
10. This step-like solution has regularity C∞ on the interior; for b2 ∈ (0, 1) it is
C0,1−b2 on {y = 0} except at the jump discontinuity at (0, 0), and for b2 ≤ 0 it is
C∞ except at (0, 0). When b2 ≥ 1 this step is non-normalizable, and unbounded
at {y = 0}. These examples showcase the major qualitative differences among the
regimes b2 ≤ 0, b2 ∈ (0, 1), and b2 ≥ 1.
(a) Step-like solution f(x, y) =
F (z/y) for b1 = c = 0 and b2 = 0.5;
solution is C0,1/2 at {y = 0} except
at the discontinuity.
(b) Step-like solution f(x, y) =
F (z/y) for b1 = c = 0 and b2 = 0.9;
solution is only C0,0.1 at {y = 0},
except at the discontinuity.
Figure 10. Solution with a step at {y = 0}.
This example shows that f can be discontinuous on {y = 0} when b2 < 1, mean-
ing Theorem 1.5 is false when b2 < 1. This f reaches its absolute minimum and
absolute maximum on the boundary, contradicting the maximum principle when
b2 < 1. Also, after adding a constant to f so that f ≥ 0 but f = 0 on a portion of
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the boundary, we see that the Harnack inequality, Theorem 4.4, also fails for b2 < 1.
Example 2: Impulses.
With constant b1, b2, c, moving from the unit step to the unit impulse is simple:
take a derivative with respect to x. Assuming c = 0 then a solution for L(K) = 0
with a point-like singularity on the boundary is
K(x, y) =
1
y
(
1 +
(
x
y
)2)−2+b22
Exp
[
−b1 tan−1
(
x
y
)]
.(116)
To justify the assertion that this is an impulse when restricted to {y = 0}, note that
after fixing any y0 > 0, the integral
∫∞
−∞K(x, y0) dx gives a constant value, even
as the function limy0↘0K(·, y0) converges to zero everywhere except x = 0, where
it becomes unboundedly large. One may check that in the case b2 < 1 this value is
finite, and we call the impulse normalizable: after multiplying by a constant then
x 7→ K(x, 0) is the unit Dirac-delta; see Figure 11a. If b2 ≥ 1 then K(x, y) is no
longer normalizable and the boundary singularity has infinite mass; see Figure 11b.
(a) Solution for a normalizable im-
pulse along {y = 0}, with singular
point (0, 0). Depicted is a solution
for b2 = 0.5.
(b) Solution for a non-normalizable
impulse along {y = 0}, with singu-
lar point (0, 0). Depicted is a solu-
tion for b2 = 1.5.
Figure 11. Solutions with an impulse at {y = 0}.
This example shows, for instance, that the local finiteness conditions on Propo-
sition 1.3 is indispensable. Even further, it shows that boundary values can be
specified whenever b2 < 1, for using K(x, y) as a kernel and using some function
f0 : R → R as boundary conditions, then when K is normalizable (which occurs
when b2 < 1) we have half-plane solutions
f(x, y) =
∫ ∞
−∞
K(x− t, y)f0(t) dt.(117)
Then assuming the usual conditions for convergence of (117) indeed we have f(x, 0) =
f0(x). We are therefore able to specify boundary values whenever b2 < 1.
We can clearly observe the two “phase changes” in the behavior of solutions that
we described in the introduction. When b2 ∈ (0, 1) then smooth boundary values f0
produce solutions f that are only C0,α near the boundary; indeed if b2 is constant
then at {y = 0} we ordinarily only get f ∈ C0,1−b2 and no better. The second
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“phase change” occurs when b2 ≤ 0, for then smooth boundary values produce
smooth solutions.
Example 3: Failure of the maximum principle when b2 < 1.
For any constant λ > 0 consider the equation
y24f + (1− λ)yfy = 0.(118)
On the region Ω = [−pi/2, pi/2]× [0, 1] we have the bounded non-negative solution
f(x, y) = y
λ
2Kλ
2
(y) cos(x) + C(119)
where Kν(y) is the familiar modified Bessel function of the second kind. A max-
imum is reached at (0, 0), one example of which is depicted in Figure 12. This
demonstrates the failure of the maximum principle, Theorem 1.6, when b1 < 1. We
remark that when λ ∈ (0, 1), f has regularity C0,λ at {y = 0}.
Figure 12. A solution to y24f+ 12yfy =
0 with compact support, clearly violat-
ing the maximum principle. Depicted is
f(x, y) = y
1
4K 1
4
(y) cos(x)− 0.55.
6.2. Examples on subdomains. Several of our theorems are global in nature,
requiring solutions f ≥ 0 to exist on the closed half-plane. Here we look at the
cases where a solution f ≥ 0 exists only on a strip y ∈ [0, 1] or on a half-plane
of the form y ∈ [1,∞). We see that uniqueness of solutions, with given boundary
values, completely fails on such subdomains, as does the Liouville theorem.
Example 4: Non-Uniqueness on strips.
For any constant λ > 0 the equation
y24f + (1 + λ)yfy = 0(120)
has non-negative solutions on the strip y ∈ [0, jλ
2
, 1]
f(x, y) = y−
λ
2 Jλ
2
(y) ex(121)
where Jλ
2
is the Bessel function of the first kind and jλ
2 ,1
is its first zero. The func-
tion f is locally bounded but not bounded, non-negative, is C∞, and is precisely
zero on the non-degenerate boundary {y = jλ
2 ,1
}. The solutions grow exponen-
tially in the x-direction. This shows non-uniqueness on the strip, even when values
are specified on the non-degenerate boundary. This also shows that the Liouville
theorem, Theorem 1.10, certainly fails on subdomains of H2. (Incidentally, it also
shows the necessity of some kind of growth assumption in Theorems 1.6 and 1.11
of [8], even under strong differentiability assumptions.)
Example 5: Failure of almost-monotonicity and the Liouville theorem
on half-planes.
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The “almost monotonicity” theorem is truly a global theorem and is false on
subdomains, even unbounded subdomains, as we show here. Consider the half-
plane y ∈ [1,∞) and the equation (120). The function
f(x, y) = 1− y−λ(122)
is a positive solution to y24f + (1 + λ)fy = 0 on y ∈ (0,∞). But we have
limy→0 f(x, y) = 1, which is not the global minimum of f , and so almost-monotonicity
fails. This also shows the Liouville theorem fails on such a half-plane.
6.3. The Heston-type operators. The Heston operator, in appropriate coordi-
nates such as in (23), is
LH = y (∂x∂x + ∂y∂y) + (b1 +B1y)∂x + (b1 +B2y)∂y − r(123)
where we take b1, b2, B1, B2, r to be constant—in the Heston model it is required
that b2 > 0, B2 < 0, and it is normally assumed interest rates are positive, r > 0
(although in the post-crisis world this may be questionable). After multiplying
through by y, we see that the operator
y · LH = y24+ y(b1 +B1y) ∂
∂x
+ y(b1 +B2y)
∂
∂y
− ry(124)
has the Euler-type degeneracy at {y = 0} that we study in this paper. How-
ever the coefficients are not bounded for large y, and because of this, for solutions
f ≥ 0 of LH(f) = 0, we expect our local results to hold but our global results to fail.
Example 6: Global solutions of LH(f) = 0.
With LH as in (123) and taking b1 = B2 = 0, r = 1, and setting b2 = 1 and
B2 = ±1 we see that
f(x, y) = 1 + y solves y24f + y(1 + y)fy − yf = 0,
f(x, y) = ey solves y24f + y(1− y)fy − yf = 0.
(125)
Both examples are C∞ and non-negative. The example with B2 = +1 obeys
the interior gradient estimate Proposition 1.1, but the B2 = −1 solution violates
it. These examples both violate the two Harnack inequalities Theorems 1.4 and
4.4, the almost-monotonicity theorem Proposition 1.8. Both violate the Liouville
theorem, Theorem 1.10.
But one might notice that r > 0 in both cases, and B2 ≥ 0 is forbidden in
the Heston financial model. We have been unable to find an entire, locally finite
solution f ≥ 0 to the Heston equation with both r ≤ 0 and B2 < 0. This motivates
Conjecture 2 of the Introduction, which we restate here for convenience.
Conjecture: The Liouville theorem for the time-independent Heston
equation. A non-negative, locally finite solution LH(f) = 0 for the operator LH
of (123) on the closed half-plane H2 with b1 > 0, B2 < −2 for some non-zero 
and with non-positive interest rate r ≤ 0, is necessarily constant. Such a solution
is zero if r < 0.
The absurdity of negative rates appears frequently in markets now—in some
cases throughout the entire term structure4 and in some cases on private debt.5
4For the first time in July 2016, yields on Swiss government debt were negative out to 50 years.
5At the time of writing in autumn 2019, Barron’s magazine has reported that $600B in private
debt is trading at negative interest rates.
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Our conjecture, if true, may have consequences for financial market modeling with
negative interest rates.
6.4. Global solutions and supersolutions. Most of our theorems require c ≥ 0.
Our Liouville theorem requires c = 0. We show that these restrictions are indeed
necessary.
Example 7: Failure of almost-monotonicity and Liouville when c < 0.
Taking c = −y2/(1+y2) we see that c is bounded and negative on the half-plane.
Then the equation
y24f + yfy − y
2
1 + y2
f = 0(126)
has solution f(x, y) = E(−y2), where E is the elliptic integral of the second kind.
This solution is positive, smooth, bounded at y = 0, and unbounded at y = ∞
where it grows like a multiple of y. Therefore it violates the strong constraints on
behavior at infinity that almost-monotonicity imposes in the c ≥ 0 case.
The interior gradient estimate Proposition 1.1 remains valid, as it must. But in
addition to the failure of almost-monotonicity, we see the failure of the Liouville
theorem, Theorem 1.10.
Example 8: Failure of the Liouville theorem when c ≥ 0.
Consider the functions
c =
{
0, 0 ≤ y ≤ 1
1
4 , 1 < y <∞,
F (y) =
{
1, 0 ≤ y ≤ 1
y−
1
2 + 12y
− 12 log(y), 1 < y <∞.
(127)
Setting f(x, y) = F (y) we see that f ∈ C1,1, f > 0, f is uniformly bounded, and
weakly solves y24f + 2yfy + cf = 0 on the entirety of the closed half-plane H2.
Yet this function is not constant, showing the Liouville theorem can fail when c ≥ 0.
Example 9: Failure of the Liouville theorem for superfunctions. The
classical Liouville theorem holds for supersolutions: if 4f ≤ 0 weakly on R2 and
f is entire and non-negative, then f is constant. One may wonder if the Liouville
theorem of this paper is similarly true when L(f) ≤ 0. But it is not true. Depicted
in Figure 13 is the function
f(x, y) = y−2
(√
2−
√
1− x2 − y2 +
√
(1− x2 − y2)2 + 4y2
)
(128)
which is uniformly bounded and satisfies y24f+3yfy = 0 everywhere except along
a singular ray {x = 0, y ≥ 1}, where L(f) ≤ 0 in the weak or the viscosity sense.
This superfunction violates even our most basic result, the interior gradient bound,
Proposition 3.1, for at the salient the function is C0,
1
2 but no better.
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