Formal grammars equipped with operators for specifying the form of the context of a substring were recently studied by Barash and Okhotin ("An extension of context-free grammars with one-sided context specifications", Inform. Comput., 2014), further extending the author's earlier work on propositional connectives in grammars (A. Okhotin, "Conjunctive grammars", J. Autom. Lang. Comb., 2001). These grammars allow two types of context specifications: for a substring v of a string uvx, a proper left context operator D states that u is of the form described by D, and an extended left context operator E states that uv is described by E. This paper establishes a normal form for these grammars, in which extended left contexts are never used, whereas left contexts may be applied only to individual symbols, so that all rules are of the form
strings on themselves become more complicated in these grammars: for instance, the rules S → ABA & CD, A → ε set a possible dependence of the membership of w in S on its membership in B, and this dependence is also affected by the second condition represented by the symbols CD. Nevertheless, there still exists a normal form theorem that eliminates circular and chain dependencies from any grammar, as well as numerous results that rely upon this normal form, including simple parsing algorithms [9, 10] and more efficient parsing through matrix multiplication [12] . More information on conjunctive grammars can be found in a recent survey paper [11] .
Recently, Barash and Okhotin [3] introduced a further extension of conjunctive grammars that includes operators for describing the form of the context, in which a substring occurs. The model was motivated by Chomsky's [5] early idea of a phrase-structure rule applicable only in contexts of a certain form. Chomsky's own attempt to implement his idea by string rewriting [5, p. 142 ] did not work out as intended, as his "context-sensitive grammars" later turned out to be equivalent to nondeterministic space-bounded Turing machines: rules in that model actually manipulate bits in a machine's memory, and no longer define the structure of any phrases.
The definition of the new model proposed by Barash and Okhotin [3] relies on the modern understanding of formal grammars as a logic, used in such models as multi-component grammars of Seki et al. [15] , and formalized by Rounds [14] , Grammars with one-sided contexts feature context operators of two types. A proper left context operator ( ) is demonstrated in a rule A → BC & D; this rule defines a substring representable as a concatenation BC, which must be preceded by a substring described by D. A rule A → BC & E illustrates an extended left context operator ( ); the rule defines such a substring of the form BC, that the left context of this substring, extended to include the substring itself, is of the form E. As shown by Barash [2] , grammars with one-sided contexts are powerful enough to describe the syntax of a model programming language, with identifier checking and even with basic type checking. At the same time, grammars with one-sided contexts still have a parsing algorithm that runs in time cubic in the length of the input string [3] , that is, as fast as the Cocke-Kasami-Younger algorithm for ordinary grammars.
The known parsing algorithm for grammars with contexts assumes a grammar in a certain normal form, to which any given grammar can be transformed [3] . Every rule in such a grammar is of one of the following two forms.
Unfortunately, this normal form does not entirely eliminate circular and chain dependencies of strings on themselves: such dependencies may be defined through extended left context operators, so that the properties of a substring and the properties of its extended context mutually depend upon each other. This can be seen in the rules E → aB and B → b & F , according to which the membership of ab in E depends on the membership of b in B, which is in turn affected by the membership of ab in F . Because of this complication, a parser has to carry out iterative calculations in a loop of the form "until all symbols generating a certain prefix of the input are determined". Even though the algorithm successfully handles these chain dependencies, while maintaining running time cubic in the length of the input, it would generally be important to know whether these problematic dependencies could be avoided in a grammar. Thus, the goal is to eliminate extended left context operators from a grammar. This paper establishes a new, stronger normal form for grammars with one-sided contexts, in which only proper context operators are allowed, and therefore neither circular nor chain dependencies are possible. The transformation to the normal form is first illustrated on an example of a small grammar with complicated chain dependencies through extended left contexts, discussed in Section 3. The key part of the general transformation, where extended context operators are expressed through proper context operators, is defined and proved correct in the next Section 4. The full transformation includes several less interesting steps, which are put together into a complete proof in Section 5.
The new normal form immediately gives a simplified version of the known parsing algorithm, in which no iterative calculations are carried out. The running time of this algorithm is still O(n 3 ), where n is the length of the input string. The paper continues with a more significant improvement to the algorithm, presented 2 in Section 6. The algorithm is accelerated to run in time O( n 3 log n ), following the ideas of the on-line parsing algorithm for ordinary grammars by Graham et al. [7] , and of the Boolean matrix multiplication method by Arlazarov et al. [1] .
Grammars with one-sided contexts
Formal grammars are used to define the syntactic structure of strings of symbols. Let Σ be an alphabet, that is, a finite non-empty set of symbols. A string is a finite sequence of symbols w = a 1 . . . a , where a 1 , . . . , a ∈ Σ, and 0 is the length of the string. Let ε denote the (unique) empty string of length 0. For any two strings u and v, the string formed by writing them one after another is called the concatenation of u and v, and is denoted by u · v = uv. The set of all strings over Σ is denoted by Σ * ; the set of all non-empty strings is Σ + = Σ * \ {ε}. Any subset of Σ * is called a formal language over Σ. A formal grammar is a finite description of a language that defines the syntax of a string through grammar rules specifying its structure.
For a string w ∈ Σ * and for its every partition w = uv, u is a prefix of w and v is its suffix. For every partition w = xyz, the string y is a substring of w, the prefix x is the left context of y, whereas the concatenation xy is the extended left context of y. The family of formal grammars investigated in this paper allows defining the properties of a substring based not only on the structure of that substring, but also on the structure of its left context and its extended left context.
Definition 1 (Barash and Okhotin [3]).
A grammar with left contexts is a quadruple G = (Σ, N, R, S) that consists of the following components.
• A finite set of symbols Σ is the alphabet of the language being defined. Elements of Σ are typically denoted by lower-case Latin letters from the beginning of the alphabet (a, b, . . .).
• Another finite set N , disjoint with Σ, contains symbols for the syntactic properties of strings defined in the grammar ("nonterminal symbols" in Chomsky's terminology). Symbols in N are usually denoted by capital Latin letters.
• A finite set of grammar rules R contains rules of the form
where A ∈ N , k 1, m, n 0 and α i , β i , γ i ∈ (Σ ∪ N ) * . Informally, such a rule asserts that every substring representable as each concatenation α i , written in a left context representable as each β i and in an extended left context representable as each γ i , therefore has the property A.
• The symbol S ∈ N represents the syntactically well-formed sentences of the language.
The size of G, denoted by |G|, is the total number of symbols used in the description of the grammar.
Each term α i , β i and γ i in a rule (1) is called a conjunct, where the latter two types of conjuncts involve proper context operators ( ) and extended context operators ( ). Let w = uvx, with u, v, x ∈ Σ * , be a string, and consider the rule (1) applied to the substring v. Then, each conjunct α i describes the form of v, similarly to an ordinary context-free grammar with a rule A → α i . Each proper left context β i describes the form of u in the same way, whereas each extended left context γ i describes the form of uv. If the substrings u, v and uv satisfy the conditions listed in the rule (1), then the rule asserts that the substring v has the property A (in other words, is generated by A).
If no context operators are used in the grammar, that is, if m = n = 0 in each rule (1) , then this is a conjunctive grammar [9] . If, furthermore, only one conjunct is allowed in each rule (k = 1), this is an ordinary grammar (in Chomsky's terminology, context-free).
The most commonly used definition of ordinary grammars, originating from Chomsky [5] , is by string rewriting; that definition extends to conjunctive grammars, where the rewriting acts on terms over concatenation and conjunction [9] . However, for grammars with contexts, the rewriting approach is no longer 3 applicable, and one has to turn to another, conceptually much clearer way of defining grammars by the means of logical inference. In the literature, one can find this approach in the book by Kowalski [8, Ch. 3] , where it is applied to ordinary grammars and uses elementary propositions of the form "a substring v ∈ Σ * has a property A ∈ N ". Pereira and Warren [13] elaborated this understanding to the concept of parsing as deduction. Other important formalisms, such as the multi-component grammars of Seki et al. [15] , entirely rely on this approach for their definition. Rounds [14] uses a different formal notation for a more general model of essentially the same kind. For grammars with left contexts, the elementary propositions have to incorporate the context, and are of the form "a substring v ∈ Σ * in the left context u ∈ Σ * has the property X ∈ Σ ∪ N ", denoted by X u v . The above intuitive definition of grammars is formalized by inference rules dealing with such propositions. Each rule in the grammar becomes a scheme for inference rules: for example, by a rule A → BC, one can make the following inferences representing concatenation of u and v.
The full definition of inferences made by an arbitrary grammar rule is given below.
Definition 2 (Barash and Okhotin [3] ). Let G = (Σ, N, R, S) be a grammar with left contexts, and define the following deduction system of elementary propositions of the form X u v . There is a single axiom scheme, which asserts that a one-symbol substring a ∈ Σ has the property a in any left context x ∈ Σ.
G a x a (for all a ∈ Σ and x ∈ Σ * )
Each rule (1) in the grammar defines a scheme for inference rules,
for all u, v ∈ Σ * and for every set of propositions I satisfying the below properties:
i. for every conjunct α i = X 1 . . . X , with 0 and X j ∈ Σ∪N , there should exist a partition v = v 1 . . . v , with X j uv 1 . . . v j−1 v j ∈ I for all j ∈ {1, . . . , }; ii. for every conjunct β i = X 1 . . . X , with 0 and X j ∈ Σ ∪ N , there should be such a partition u = u 1 . . . u , that X j u 1 . . . u j−1 u j ∈ I for all j ∈ {1, . . . , }; iii. every conjunct γ i = X 1 . . . X , with 0 and X j ∈ Σ ∪ N should have a corresponding partition uv = w 1 . . . w , with X j w 1 . . . w j−1 w j ∈ I for all j.
The condition in each case also applies if = 0 (that is, for conjuncts ε, ε and ε): it degenerates to v = ε for α i = ε, to u = ε for β i = ε, and to uv = ε for γ i = ε.
A derivation of a proposition A u v is a sequence of such axioms and deductions, where the set of premises at every step consists of earlier derived propositions.
. . .
The existence of such a derivation is denoted by G A u v . Thus, for each symbol A ∈ N , the following strings in contexts have the property A.
The language described by the grammar G is the set of all strings in left context ε that have the property S.
This definition is illustrated on the following trivial example of a grammar.
Example 1. Consider a grammar with left contexts G = (Σ, N, R, S), where Σ = {a, b}, N = {S, A, B} and the set of rules is given below.
To see that the string ab is in the language defined by the grammar, one has to derive the proposition S ε ab from the axioms. This derivation is carried out as follows.
No derivations are possible for any other strings, and thus the grammar generates a singleton language L(G) = {ab}.
Whereas the above example is given only to illustrate the definition, grammars with contexts are actually capable of giving convenient descriptions of many useful syntactic constructs. Already conjunctive grammars, which are a special case of grammars with contexts, can describe such abstract languages as {a n b n c n | n 0} and {wcw | w ∈ {a, b} * } [9, 11] , as well as to arrange checking declaration before use [11, Ex. 3] . Grammars with contexts can check declaration before use in a more natural way [3, Ex. 2] , and can also describe declaration before or after use [3, Ex. 3] , for which no conjunctive grammar is known. Even though there is no proof that conjunctive grammars cannot describe the latter language-as there are generally no proofs of this kind yet [11, Sect. 9 .1]-grammars with contexts are likely more powerful than conjunctive grammars.
Among the basic properties of grammars with contexts presented by Barash and Okhotin [3] , there is a representation of derivations by parse trees, and the following generalization of the Chomsky normal form.
Theorem A (Barash, Okhotin [3] ). For every grammar with left contexts G 0 , there exists and can be effectively constructed a grammar with left contexts G = (Σ, N, R, S) generating the language L(G) = L(G 0 )\ {ε}, in which all rules in R are of the following form.
The size of G is at most exponential in the size of G 0 .
An ordinary grammar in the Chomsky normal form has the same two types of rules, restricted to have m = 1, n = n = 0 and k = k = 0. In this paper, the normal form given in Theorem A shall be called the weak normal form, and the new contribution is that this theorem can be strengthened to have n = n = 0 and k = 0. In other words, all extended contexts shall be eliminated, whereas proper contexts shall be used only in rules generating one-symbol substrings.
Theorem A was proved in three steps of transformation. At the first step, null conjuncts were eliminated, so that the grammar contains no rules of the form A → ε & . . ., and therefore no symbol can generate the empty string. It is important to note that even if the original grammar never uses extended left contexts ( E), then the null conjunct elimination procedure may still introduce them when processing proper left contexts ( D). Algorithm 1 Cubic-time parsing algorithm by Barash and Okhotin [3] Let G = (Σ, N, R, S) be a grammar with left contexts in the weak normal form. Let w = a 1 . . . a n ∈ Σ + , with n 1 and a i ∈ Σ, be the input string. Let T i,j , with 0 i < j n, be variables, each representing a subset of N , and let T i,j = ∅ be their initial values. Another variable P ⊆ N × N holds any set of pairs of symbols from N .
1: for j = 1, . . . , n do 2: while T 0,j can be changed do 3:
T j−1,j = T j−1,j ∪ {A} 6: for i = j − 2 to 0 do 7:
for k = i + 1 to j − 1 do 9:
T i,j = T i,j ∪ {A} Once the table is constructed, the input is accepted if and only if S ∈ T 0,n .
The second step in the proof of Theorem A is the elimination of null contexts ( ε), which are expressed using extended contexts ( E). The final third step is the elimination of unit conjuncts, that is, of any rules of the form A → B & . . ., which is done by substituting all rules for B instead of this unit conjunct. This is the same method as used for conjunctive grammars [9, 11] , and it is known to increase the size of the grammar at most exponentially.
Just like the Chomsky normal form for ordinary grammars earlier led to the Cocke-Kasami-Younger algorithm, the normal form in Theorem A has led to a variant of that algorithm for grammars with contexts, presented here as Algorithm 1.
Theorem B (Barash, Okhotin [3] ). Given a grammar with left contexts G = (Σ, N, R, S) in the weak normal form and an input string w = a 1 . . . a n , with n 1 and a i ∈ Σ, Algorithm 1 determines whether w is in L(G), and does so in time O(|G| 2 · n 3 ).
Algorithm 1 determines all properties of each substring a i+1 . . . a j according to the grammar-in other words, the set of nonterminal symbols generating this substring-and stores that set in the corresponding variable T i,j , with the following final value.
In an ordinary grammar, as well as in a conjunctive or a Boolean grammar, the properties of each substring w = a i+1 . . . a j depend only on the properties of its substrings. In terms of the parsing algorithm, each set T i,j logically depends on the sets T i,k and T k,j , for all k ∈ {i+1, . . . , j −1}. This allows the algorithm to construct these sets inductively, from shorter substrings to longer ones. With the introduction of context operators, the dependencies become more complicated, and require a specific order of computation.
The outer loop of the algorithm iterates over final positions of the substrings being considered: every j-th iteration of this loop calculates the values of T i,j for all i between 0 and j − 1. Whenever a proper left context ( D) is referenced in the course of the j-th iteration, it is resolved by accessing the element T 0,j−1 constructed in the iteration j − 1. If there are no extended left context operators ( E) in the grammar, then the entries T i,j could be calculated one by one, from i = j − 1 down to i = 0. However, when any symbol E ∈ N is added to T 0,j , some rules using E under the extended left context operator ( E) may become applicable. Accordingly, Algorithm 1 needs to recalculate the entire j-th column, which is implemented in the loop in line 2. 6
As stated, Algorithm 1 runs in time Θ(|G| 3 · n 3 ) in the worst case, because the loop in line 2 may use up to |N | iterations, and each execution of the statement in line 8 requires processing up to |N | 2 bits. In order to ensure that the running time is O(|G| 2 · n 3 ), the algorithm has to be slightly modified, so that its line 8 considers only those pairs (B, C) for which there is a conjunct BC in the grammar. As there are only |G| such pairs, the statement is executed in O(|G|) operations, and the running time becomes as stated in Theorem B.
Chain dependencies through extended contexts
The problem with the weak normal form in Theorem A is that it still allows chain dependencies acting through extended left context operators. The following example, in which the properties of the strings ε ab and a b mutually affect each other, demonstrates such dependencies.
Example 2. The following grammar with left contexts generates a single string ab, but does so in a rather complicated way.
Each B i should generate a single symbol b in the left context a; each E i should generate the whole string ab. For B 5 , the derivation is immediate.
Each of the remaining symbols B i , with i 4, requires the corresponding extended left context E i . The latter can in turn be obtained only by concatenating A to some other B j . This chain of dependencies begins with the context E 4 .
Having obtained the context E 4 , one can use it to derive B 4 , and then, concatenating A to the newly obtained
The context E 2 is also inferred from E 4 via B 4 .
Next, knowing the contexts E 2 and E 3 , one can apply the corresponding rules for B 2 and B 3 . The latter two symbols lead to the context E 1 . Figure 1 : Dependencies between the propositions in Example 2, with A ε a omitted. Finally, B 1 is derived using the context E 1 , and the concatenation of A and B 1 produces S.
The dependencies between the propositions obtained in this derivation are illustrated in Figure 1 . Another illustration of these dependencies is the order in which Algorithm 1 fills in the elements into its last column, shown in Figure 2 (left). The entries T 0,2 and T 1,2 correspond to the substrings ε ab and a b , respectively. Figure 2 (right) illustrates the dependencies between the four context operators acting on the string ε ab ; this is a simplification of Figure 1 that omits all intermediate propositions.
In the transformed grammar, each extended context referring to the substring ε ab is replaced with one or more proper contexts that refer to the substring ε a , which is shorter by one symbol. The most important consequence of this change is that the contexts (E 1 , E 2 , E 3 , E 4 ) can no longer refer to each other: indeed, a proper context operator within another proper context operator would refer to a yet shorter prefix. By the proposed method, these references shall be simulated indirectly as follows.
Consider that the definition of E 1 refers to E 2 and E 3 . In the new grammar, instead of E 1 , there is a new "conditional symbol" E {E2,E3} 1 , which represents E 1 under the assumption that both E 2 and E 3 are satisfied ; accordingly, the rules for E {E2,E3} 1 never check E 2 or E 3 . Next, each context E 2 and E 3 in the original grammar depends on E 4 , and the new grammar handles these contexts in the symbols E , which assume that E 4 is satisfied. The last context E 4 does not refer to any other contexts, and the corresponding symbol E ∅ 4 in the new grammar has an empty set of assumptions. Once these four conditional symbols are defined, the new grammar puts those conditions together in the following rule that replaces the rule
Note that all assumptions made in any conjuncts of this rule are resolved in other conjuncts, and the rule essentially transcribes the graph in Figure 2 (right), with each conditional symbol representing a node of the graph and its inbound arcs. 8
Consider the rules for the conditional symbols. For the symbol E ∅ 4 with an empty set of assumptions, the only difference from the original rules for E 4 is that E ∅ 4 generates a shorter substring ε a . The rules E 4 → AB 5 and B 5 → b in the original grammar are accordingly replaced by the following rules, where the last generated symbol b is replaced by the empty string.
Note that the (empty) set of assumptions is communicated between E ∅ 4 and B is similar to the rule E 3 → AB 4 in the original grammar, and it communicates the assumption {E 4 } to the symbol B The latter symbol does not need to check E 4 , because it is assumed to be true, and hence, instead of a rule
, it has a simpler rule without context operators.
The rules defining E {E4} 2 are similar.
The symbol E {E2,E3} 1 carries two assumptions, and whereas the definition of E 1 in the original grammar checked the contexts E 2 or E 3 (in the rules
, no checks are needed in the new grammar.
Finally, the rule for A and the rule for the initial symbol are carried along from the original grammar.
This completes the transformed grammar.
The resulting grammar is then subjected to the elimination of null rules, followed by the elimination of the ensuing unit conjuncts. This post-processing is straightforward in this particular case, and not much harder in the general case. After the elimination of null rules, the grammar takes the following form.
In the next Sections 4-5, the transformation demonstrated in Example 2 is developed for an arbitrary grammar.
Expressing extended contexts through proper contexts
The goal is to transform a grammar featuring both kinds of left contexts to the following normal form, in which no extended left contexts are used, whereas proper left contexts are applied only to individual symbols.
Definition 3. A grammar with left contexts G = (Σ, N, R, S) is in the strong normal form, if each rule in R is of either of the following two forms.
This form generalizes the Chomsky normal form for ordinary grammars to the case of grammars with one-sided contexts.
The full transformation of a given grammar to the strong normal form is presented in the next section. This section concentrates on the most important step of this transformation, where extended contexts are expressed through proper contexts. The main idea of this step was demonstrated above, in Section 3; the following lemma implements it in the general case. Lemma 1. Let G = (Σ, N, R, S) be a grammar with all rules of the form
Then there exists and can be effectively constructed another grammar G = (Σ, N ∪ N , R , S) that generates the same language and has all rules of the form
The size of G is at most double exponential in the size of G.
This construction has an undesired side effect: it re-introduces empty context operators ( ε), which were earlier eliminated in the transformation to the weak normal form (Theorem A). These operators shall be eliminated for the second time in the later theorem describing the full transformation.
Proof. The constructed grammar G = (Σ, N ∪ N , R , S) includes all nonterminal symbols from the set N , which generate the same languages as in the original grammar, as well as a new set N containing conditional symbols, similar to those illustrated in the example in Section 3.
..,Em} in N simulates the symbol A in the original grammar on a string with a removed in the end, assuming that all contexts E i are satisfied. To be exact, the symbol A a,{E1,...,Em} should generate all such strings u v that A can generate the string u va in the original grammar, under the assumption that the string ε uva is generated by each symbol E i .
Each rule (4a) in the original grammar that does not involve contexts is included in the new grammar as it is.
A
Whenever an extended context is referenced in the original grammar, the new grammar uses a conjunction of one or more conditional symbols that transcribes a graph of dependence of context operators on each other, ensuring that all these dependencies are resolved. In general, this graph may be different for different strings; for instance, for the grammar in Example 2, the graph of dependencies shown in Figure 2 (right) corresponds to the string a b . The new grammar should be ready to handle any possible graph. Accordingly, for every rule (4b) in the original grammar and for every connected directed acyclic graph Γ, with some set of nonterminal symbols as nodes, and with all symbols E 1 , . . . , E m as sinks, the constructed grammar has a rule that handles this particular graph of dependencies. For every node D i in this graph, let X i ⊆ N be the set of its direct predecessors: these are the contexts that need to be satisfied in order to derive D i . Then, for each node D i , the corresponding rule in the new grammar contains a proper left context operator D a,Xi i , referring to D i with the set of assumptions X i .
Note that any assumptions made in any conjunct of this rule are verified in another conjunct, because each X i is a subset of the set of all vertices {D 1 , . . . , D n }.
Turning to the rules for the conditional symbols in N , for every rule
in the original grammar, for any sets of assumptions X 1 , . . . , X m ⊆ N attached to C 1 , . . . , C m , and for any alphabet symbol a ∈ Σ, the new grammar has the following rule that implements the same m concatenations using conditional symbols.
All assumptions made for C 1 , . . . , C m therefore have to be made for A, hence the union X 1 ∪ . . . ∪ X m . Finally, for every rule (4b) in the original grammar, which generates a symbol a with extended contexts E 1 , . . . , E m , the constructed grammar contains a rule that generates the empty string under the assumptions that all these contexts are satisfied.
The correctness of the construction is established in two claims. The first of these claims is that every derivation in G is simulated in G , and every derivation in G that relies upon unproved assumptions about contexts is simulated by the corresponding conditional symbol in G .
I. If a proposition A u v can be derived in G, then it can be derived in G as well.
II. If a proposition A u va
can be derived in G essentially using additional assumptions F 1 ε uva , . . . , F ε uva and without establishing any intermediate propositions of the form F ε uva , with F ∈ N , then the proposition A a,{F1,...,F } u v can be derived in G .
Proof. Both parts of the claim are proved simultaneously using induction on the length of derivations. Assume first that the proposition A u v is derivable in G, and that both parts of the claim hold for all shorter derivations. Consider the rule used at the last step of the derivation. If it is a rule of the form A → B 
Each proposition B i u v i is obtained by a shorter derivation, and that derivation has no opportunity to use any assumptions of the form F ε uva , because |uv j | < |uva|. Hence, by the induction hypothesis,
For each proposition C i uv i v i a , consider the subset of the derivation of A u va , where C i uv i v i a is derived using some of the assumptions F 1 ε uva , . . . , F ε uva . Let X i ⊆ {F 1 , . . . , F } be the set 12 of nonterminals corresponding to the assumptions that are actually used in this derivation of C i uv i v i a . This means that the proposition C i uv i v i a can be deduced from the assumptions {F ε uva | F ∈ X i } without using any intermediate propositions F ε uva , and since this derivation is shorter than the entire derivation of A u va , the induction hypothesis asserts that the proposition C a,Xi i
Since every assumption F j ε uva , with j ∈ {1, . . . }, is essentially used in the derivation of A u va , it must be used in the derivation of at least one of the propositions C i uv i v i a , so that F j ∈ X i . Accordingly, X 1 ∪ . . . ∪ X n = {F 1 , . . . , F }, and therefore the grammar G contains the rule A a,{F1,...,
. This rule can be used to make the desired deduction in G .
As the last case, assume that the derivation of A u va using extra assumptions F 1 ε uva , . . . , F ε uva is concluded with an application of a rule A → a & E 1 & . . . & E m . Then v = ε and the last step is a u a , E 1 ε ua , . . . E m ε ua G A u a .
By the condition in this claim, none of the propositions E i ε ua can be proved in this derivation, so all of them must be among the assumptions. Then the entire derivation of A u a from those assumptions consists of this single derivation step, and since all assumptions are essentially used, this implies that {E 1 , . . . , E m } = {F 1 , . . . , F }. Then the grammar contains the rule A a,{F1,...,F } → ε, by which one can derive the desired proposition.
This completes the proof of Claim 1.1.
It remains to establish the converse claim, that for every proposition derived in G , there is a corresponding derivation in G.
I. If a proposition A u v can be derived in G , then it can be derived in G as well. II. If a proposition A a,{F1,...,F } u v can be derived in G , then the proposition A u va can be derived in G using additional assumptions F 1 ε uva , . . . , F ε uva .
Proof. Both parts of Claim 1.2 are again proved by a simultaneous induction on the length of derivations.
Assume that A u v is derived in G . Then there are two cases to consider, depending on the form of the rule used at the last step of the derivation. If this is a rule
. . = v m v m , so that the last step is of the following form.
Then the induction hypothesis directly implies that the same propositions B i u v i and C i uv i v i are derived in G, from which the proposition A u v can be deduced in G in one step. Assume that the last step is an application of a rule It is claimed that each proposition D i ε u is derivable in G, and the argument proceeds from D n down to D 1 . Assume that D i+1 ε u , . . . , D n ε u are already derived. Since X i ⊆ {D i+1 , . . . , D n }, this means that all the assumptions F ε ua , with F ∈ X i , have already been derived. Consider the next proposition D a,Xi i ε ua . As it has a shorter derivation in G than A u a , the induction hypothesis asserts that the proposition D i u a can be derived in G using the assumptions {F ε ua | F ∈ X i }. Together with the known derivations of these assumptions, this forms a complete derivation of D i u a in G.
In the end, once all propositions D i ε u are derived in G, recall that all symbols E 1 , . . . , E m are among D 1 , . . . , D n , and hence all propositions E j ε u have been derived already. Then the desired proposition A u a can be inferred using the rule A → a & E 1 & . . . & E m in the following last step of the derivation. a u a , E 1 ε ua , . . . , E m ε ua G A u a
For the second part, let a proposition A a,{F1,...,F } u v be derivable in G , and consider the last step of its derivation. If it uses the rule A a,{F1,...,F } → ε, then v = ε, and the grammar G must contain the rule
Using the latter rule, one can derive the desired proposition in G in one step using the additional assumptions F 1 ε ua , . . . , F ε ua . a u a , F 1 ε ua , . . . , F ε ua G A u a
Finally, assume that the last step of the derivation of A a,{F1,...,
, where X 1 ∪ . . . ∪ X m = {F 1 , . . . , F }. Then this last step must be of the following form, for some partitions
For each proposition B i u v i , the induction hypothesis asserts that it is derived in G as well, whereas for each C a,Xi i uv i v i , the corresponding proposition C i uv 1 v 1 a can be derived in G using the additional assumptions {F ε uva | F ∈ X i }. Since X i is a subset of {F 1 , . . . , F }, all these assumptions are legal, and the following derivation step using the rule A → B 1 C 1 & . . . & B m C m concludes the desired derivation of A u va in G using the additional assumptions F 1 ε ua , . . . , F ε ua .
This establishes Claim 1.2.
Together, these two claims imply that the grammar G defines the same language as G. However, G is not yet of the desired form, because it contains null rules A a,{F1,...,F } → ε (5d). Some post-processing is needed to eliminate these null rules, so that the generation of the empty string is simulated without actually generating it.
Consider the method for eliminating null conjuncts given by Barash and Okhotin [3] . In this particular grammar (5a-5d), the empty string is generated only by the symbols A a,{F1,...,F } with an explicit null rule (5d), which is applicable in any context. Let these symbols be called nullable. Then, according to the method, for every rule referring to any nullable symbol A a,{F1,...,F } , a companion rule is made, with the symbol A a,{F1,...,F } omitted; then the null rules (5d) are no longer needed and can be left out. In the present construction, two kinds of rules are affected. is not nullable, then this rule (5b) cannot be used in a null context, and no companion rule is made. These companion rules (6) remain in the final grammar produced by this lemma. nullable, gives rise to 2 k − 1 companion rules, in which the nullable symbols are omitted in all possible combinations. Accordingly, each of these companion rules contains up to k unit conjuncts, such as the following rule with the first j symbols omitted (assuming that they are nullable).
As the final step of the transformation, unit conjuncts are removed using a method first developed for conjunctive grammars [9] , and later adapted for grammars with contexts [3] . By that method, every rule (7) is transformed by selecting any rules for the symbols B 1 , . . . , B j (one rule for each symbol), and substituting all conjuncts in each of these rules for the corresponding unit conjunct. This is done for any choice of rules for B 1 , . . . , B j , in all combinations. It is known that finitely many such substitutions are sufficient to eliminate all unit conjuncts [9] . The size of the resulting grammar is at most exponential, because each of the resulting rules is a combination of some conjuncts from the given grammar, and the number of such combinations is limited. In this particular grammar, all unit conjuncts are from the set N (rather than from N ), and therefore there are three kinds of rules to be substituted into a host rule (7). Substituting a rule
provides conjuncts of the form EF , with E, F ∈ N , which, similarly to the conjuncts B i C a,X i i , generate strings of length 2 or more. The effect of substituting a rule
(5b) or its companion rule B i → b & ε (6) into a unit conjunct B i is that the resulting rule may only generate one-symbol substrings. Therefore, when a single rule is fitted with conjuncts of both types (EF and b) by several substitutions, the resulting rule does not generate any strings and can be removed. There are three kinds of useful rules obtained in this way. First, there are rules obtained by substituting only rules (5a), consisting of conjuncts EF .
Second, if the original rule (5c) has all symbols C a,Xj j nullable, and all of them are substituted with rules of the form
(5b), the resulting rule generates a single symbol.
The last case is when all symbols C a,Xj j in the rule (5c) are nullable and are substituted with rules of the form B i → b & ε (6) introduced along with the elimination of null rules.
The final grammar contains the three types of rules from the main construction (5a-5c), the rules (6) added along with eliminating null contexts, and the rules (8a-8c) obtained by substituting null conjuncts. This is a grammar of the desired form that generates the same language as G.
Full transformation to the strong normal form
The transformation in Lemma 1 above is defined for a grammar that contains only extended context operators and no proper context operators. Using that lemma therefore requires a pre-processing step, when all context specifications are reformulated using extended left contexts. This pre-processing will now be defined.
Lemma 2. For every grammar with left contexts G = (Σ, N, R, S) in the weak normal form, there exists and can be effectively constructed another grammar with left contexts G = (Σ, N , R , S ) generating the same language, in which all rules are in one of the following two forms.
Its size is linear in the size of the original grammar.
Proof. The new grammar G = (Σ, N , R , S) uses the set of nonterminals
The intention is to have these symbols define the following languages.
Each symbol − → E describes all strings in an extended left context of the form defined by E (that is, exactly what is described by E). Instead of directly employing the extended left context operator, the rules for − → E proceed by reducing the length of the current substring, until this operator can be applied to its rightmost symbol.
Each A a defines the concatenation of A and a, to be used as an extended left context A a .
Each symbol ← − D defines all strings in a left context of the form D, as it would be described by the operator D. In order to avoid using a left context specification D, the rules for ← − D reduce the current substring down to its leftmost symbol, to which one can equally apply an extended left context operator.
The above rules (9a), (9c), (9d) are not precisely in the promised intermediate form, because they employ concatenation with a symbol from Σ. This can be obviously fixed by defining, for each a ∈ Σ, a new nonterminal symbol X a that generates the symbol a in any contexts.
Then, every rule (9a), (9c) and (9d) is modified to use X a instead of a. Now, with the new symbols ← − D and − → E simulating both context operators, the rules for the symbols from N are implemented in G as follows. For every rule
in the original grammar, the intention is to have a rule
However, this rule is not as stated in the lemma, because it contains unit conjuncts. The actual rule included in the new grammar has unit conjuncts substituted as follows.
One can replace b and c with X b and X c to match the desired form of the rules. Similarly, for each rule
in the original grammar, the new grammar should contain the rule
With unit conjuncts substituted, it takes the following form.
The proof of the correctness of this construction is a routine exercise in induction, and is omitted.
The main transformation given in Lemma 1 above has an unpleasant side effect in the form of empty context operators ( ε). Such an operator states that a substring must occur in the beginning of the whole string. It remains to eliminate these operators, which is done by another transformation given in the next lemma.
Lemma 3. Let G = (Σ, N, R, S) be a grammar with all rules of the following form.
Then there exists and can be effectively constructed another grammar G = (Σ, N , R , S ) that generates the same language and has only rules of the form (11a) and (11b). The constructed grammar is of size at most twice as large as G.
Proof. Define the new grammar as
the original grammar is simulated by two symbols in the new grammar, A and A. The former (A) generates substrings in non-empty left contexts, whereas A simulates A in the case of an empty left context. For every rule (11a) in the original grammar, the new grammar has two rules, one for non-empty contexts and the other applicable only in the empty context.
Note that a rule of the latter type passes the knowledge on the context's emptiness between A and B i . Every rule (11b) similarly has a corresponding rule for non-empty contexts; whenever the original rule refers to a symbol under a context operator ( D i ), the new rule naturally uses the empty-context variant of that symbol ( D i ).
If the original rule contains no context operators (m = 0), then the symbol a can also be obtained in the empty context; the new grammar has a special rule to handle this case.
Finally, for every rule of the form (11c) in the original grammar, which is applicable only in the empty context, the new grammar has a corresponding rule for A, and no rules for A.
A → a
The correctness of this construction is given in the two claims below. The first claim says that whenever a string is derived in G by some symbol A ∈ N , it is derived in G by the appropriate variant of that symbol (A or A), depending on whether the left context is empty or not.
Proof. The proof is carried out by an induction on the number of steps in the derivation of A u v in G.
Consider the rule used at the last step of this derivation. If this is a rule (11a), then the last step takes the following form, for some partitions v = x 1 y 1 = . . . = x m y m , with all x i and y i non-empty.
Since ux i = ε, by the induction hypothesis, ux i y i ∈ L G (C i ) for all i. Turning to B i , if u = ε, then the induction hypothesis asserts that u x i ∈ L G (B i ) for each i, and from this one can derive A u v in G by the rule (12a) .
for all i, as established above, and this allows the following derivation by the rule (12b).
This proves the claim for a rule (11a). Next, assume that the rule used at the last step of the derivation of A u v in G is a rule (11b). Then v = a, and the last step takes the following form.
For each D i , by the induction hypothesis, the proposition D i ε u can be derived in G . From these premises, one can derive A u a in G using the rule (13a).
If u = ε, this implies that there are no context operators in the rule (m = 0), because none of D i can produce the empty string. Therefore, the new grammar G contains a rule (13b), which can be used to derive the proposition A ε a . a u a G A ε a Finally, if the last step uses a rule (11c), this is only possible if u = ε and v = a. Then, by the rule (14) , the proposition A ε a is derived in G .
The other claim is that, conversely, if a substring is obtained in G by some symbol A or A, where the type of the symbol matches whether the substring's context is empty or not, then this substring can be obtained in G by A.
Note that the claim says nothing for the case when a string u v is obtained by a symbol of a wrong type (that is, by A for u = ε, or by A for u = ε). Though this occasionally happens in the constructed grammar, the below proof confirms that those unintended derivations do not affect the normal operation of this grammar, which is confined to the derivations of the form described in Claim 3.2.
Proof. Both statements I-II are proved simultaneously by induction on the number of steps in the derivation of A ε v or A ε v .
First, assume that u v ∈ L G (A) and consider the last step of the derivation of A u v in G . If a rule (12a) is used, then the step takes the following form, where v = x 1 y 1 = . . . = x m y m are some partitions of v, for non-empty x i and y i .
Then, by the induction hypothesis, all propositions B i u x i and C i ux i y i can also be derived in G, and from these premises, one can derive A u v in G using the rule (11a).
The other possibility is that the proposition A u v is derived in G by a rule (13a).
By the induction hypothesis (part II of the claim) for each premise D i ε u , the proposition D i ε u is derived in G. Then, using the rule (11b), it is possible to derive A u a in G as follows.
and consider the rule used at the last step of the derivation of A ε v . If this is a rule (12b), then the derivation takes the following form, for some partitions v = x 1 y 1 = . . . = x m y m into non-empty strings x i , y i .
By the induction hypothesis, part II, for each proposition B i ε x i , the corresponding proposition B i ε x i is derived in G. For each C i x i y i , the context x i is non-empty, and then the induction hypothesis, part I, states that C i x i y i is also derived in G. Then the proposition A ε v is derived in G by the rule (11a).
Assume that A ε v is derived in G using a rule (13a), which was obtained from a rule A → a in G. Then v = a, and the desired proposition A ε a is derived in G by the latter rule.
The last case is when A ε v is derived in G by a rule (14) , that originates from a rule (11c) in G. As in the last case, v = a, and the rule (11c) can be used to derive A ε a in G, because the string ε a has an empty left context. With these two claims established, the proof of Lemma 3 is immediate. It is sufficient to show that ε w ∈ L G (S) if and only if ε w ∈ L G ( S). The "only if" part is given by Claim 3.1, whereas Claim 3.2 verifies the converse implication.
Finally, all three steps of the transformation can be used in sequence to produce a desired grammar in the strong normal form. Theorem 1. For every grammar with left contexts, there exists and can be effectively constructed a grammar with left contexts in the strong normal form that generates the same language. The size of the grammar is at most triple exponential in the size of the original grammar.
Proof. The construction begins by transforming the given grammar to the weak normal form, using the method of Barash and Okhotin [3, Thm. 2] . The size of the resulting grammar G 1 is at most exponential in the size of the original grammar G 0 .
Next, G 1 is transformed according to Lemma 2 to a grammar G 2 in an intermediate form without proper context operators. This transformation incurs a linear blow-up.
Once all context operators have been reformulated as extended contexts, it is time to simulate them using proper contexts. Lemma 1 applied to G 2 produces a grammar G 3 using proper left context operators, as well as empty contexts. The size of this grammar is at most double exponential in the size of G 2 .
Finally, Lemma 3 is used to eliminate empty context operators in G 3 , producing the final grammar G 4 in the strong normal form. Its size is linear in the size of G 3 .
The construction in Theorem 1 involves a triple exponential blow-up in the size of an arbitrary given grammar. One can apply yet another exponential blow-up on top of that, and obtain the following slightly stronger normal form, where only one context operator can be applied at a time. Proof. Assume that the given grammar G is in the strong normal form. The size of the new grammar is then exponential in the size of G. Together with the triple exponential cost of transforming an arbitrary grammar to the strong normal form, this will produce a quadruple exponential blow-up.
The grammar G is obtained by a standard subset construction, under which the nonterminal symbols of the new grammar are sets of nonterminal symbols of the original grammar: N = 2 N . Every such set X ⊆ N is intended to generate the union of the languages defined by its elements in the original grammar:
For every set {A (1) , . . . , A (k) }, consider any rules
mi , one for each symbol A (i) in the set. For every such collection of k rules, the new grammar has one rule that includes all conjuncts from all source rules, with each nonterminal symbol B 
{A
(1) , . . . , A (k) } → {B
1 }{C
Next, consider a collection of rules with contexts,
mi , one for every element of the set {A (1) , . . . , A (k) }. In the new grammar, all these contexts are put together in one set, as follows.
The initial symbol of the new grammar is a singleton S = {S}. This completes the construction. Its correctness can be established by a usual induction on the length of derivations.
A faster parsing algorithm
Consider the parsing algorithm of Barash and Okhotin [3] (Algorithm 1), which, given a string a 1 . . . a n , determines the sets of nonterminal symbols generating each substring a i+1 . . . a j , denoted by T i,j .
For a grammar in the strong normal form, this algorithm can be simplified by removing the loop "while T 0,j can be changed". Indeed, as there are no extended contexts in the grammar, iterative recomputations are no longer needed. The complexity of the resulting Algorithm 2 is of the order |G| · n 3 , in contrast with the |G| 2 · n 3 complexity of Algorithm 1. Its dependence on the length of the input string remains cubic.
Algorithm 2 Simplified cubic-time parsing algorithm Let G = (Σ, N, R, S) be a grammar with left contexts in the strong normal form. Let w = a 1 . . . a n ∈ Σ + , with n 1 and a i ∈ Σ, be the input string. Variables: T i,j ⊆ N , for 0 i < j n, with initial values T i,j = ∅; P ⊆ N × N .
1: for j = 1 to n do 2:
if a j = a and D 1 , . . . , D m ∈ T 0,j−1 then 4:
for i = j − 2 to 0 do 6:
for = i + 1 to j − 1 do 8:
if (B 1 , C 1 ), . . . , (B m , C m ) ∈ P then 11:
For ordinary grammars, subcubic-time parsing is possible through the famous Valiant's algorithm [16] , which constructs the same sets T i,j as the Cocke-Kasami-Younger algorithm, but performs the required operations in a different order, so that many Cartesian products T i, × T ,j are calculated together as products of square Boolean matrices of unbounded size. The algorithm processes a string of length n in asymptotically the same time as needed to multiply a pair of n × n matrices, and that is, according to the current knowledge, O(n 2.373 ). With an appropriate implementation, the same method actually applies to conjunctive and Boolean grammars [12] .
For grammars with contexts, there are much fewer possibilities for adjusting the order of computation. Consider that every rule A → a & D defines a dependency of the entries T i,j , for all i < j, on the entry T 0,j−1 , as in line 3 of Algorithm 2. Because of this, one can begin constructing each column only after the top element of the previous column is known. In other words, apparently, every parsing algorithm for grammars with left contexts must be on-line, that is, it must construct the entire parsing table for each prefix of the input before reading the next input symbol. These complications prevent speeding the algorithm up by using any products of matrices of size 2 × 2 or larger. Nevertheless, one can develop a slightly faster than cubic-time parsing algorithm for these grammars by adapting a known on-line parsing method for ordinary grammars. This method, invented by Graham et al. [7] , relies on using Boolean matrix-by-vector products, which are calculated efficiently by pre-computing the products of each matrix by all possible vectors, along the lines of Arlazarov et al. , and its value is gradually calculated by Algorithm 3 at the iterations from (j, j − 1) to (j, i).
The order of computation in Algorithm 3 is controlled by a parameter k: the block size, with the optimal value of around log n. The whole parsing table is partitioned into a grid composed of k × k squares, as shown in Figure 3 (a) in light grey. Any elements of the parsing table that do not fit into full k × k blocks 21
Algorithm 3 Improved parsing algorithm for grammars with left contexts Let G = (Σ, N, R, S) be a grammar with left contexts in the strong normal form. Let w = a 1 . . . a n ∈ Σ + with n 1 and a i ∈ Σ be the input string. Let k 1 be the block size. The algorithm uses the following Boolean variables:
• T A i,j , for all 0 i < j n and A ∈ N , with the initial values T A i,j = false, and
, for all 0 i n − 2 and B, C ∈ N .
1: for j = 1, . . . , n do 2:
if (a j = a) ∧ T for all B, C ∈ N do (the dark grey triangles in the figure) are processed bitwise, exactly as in Algorithm 2. But for the elements belonging to the square blocks, the algorithm shall multiply submatrices aligned with the lines of the grid by similarly aligned vectors. This will subsequently allow the algorithm's running time to be improved by implementing these products more efficiently.
Theorem 2. For every grammar with left contexts G = (Σ, N, R, S), for every input string of length n, and for every block size k, Algorithm 3 correctly computes the values of T i,j , and does so in at most |G| · n 3 bit operations, using at most |N | · n 2 bits of space. Furthermore, there exists an implementation of the matrix-vector products in line 15, for which the resulting algorithm will work in at most |G| · 2 k n(n + k) + bit operations and will use at most |N | · 2 k n 2 bits of space. Choosing k = log n − log log n leads to at most |G| · 2 n 3 log n bit operations and |N | · n 3 log n bits of space. Proof. To see that Algorithm 3 works correctly as stated, it is sufficient to demonstrate that it performs the same bit operations as Algorithm 2, and on the same data. All line numbers in the below argument refer to Algorithm 3.
Consider any j-th iteration of the outer loop. At every i-th iteration of the nested loop, both algorithms need to compute the disjunction for every pair B, C ∈ N . This disjunction may be regarded as a row-by-column product, as illustrated in Figure 3 (b). In Algorithm 2, this disjunction is explicitly calculated at the i-th iteration, and stored in the variable P BC , to be used immediately in the calculation of T This product is illustrated in Figure 3 (c). Finally, at the i-th iteration, the remaining conjunctions needed for P
BC i
(those with either smaller than i 0 or at least j 0 ) are calculated directly in lines 7-9. If i and j are close to each other, then the segment aligned with the grid is empty, and lines 7-9 calculate the whole set of conjunctions for P BC i
. After that, for every pair B, C ∈ N , the variable P 2 bits needed to store the table T i,j . Turning to its running time, assume that the loops in lines 8 and 14 iterate only over those pairs (B, C) that are ever concatenated in the grammar; the number of such pairs is at most |G| (see the concluding comment in Section 2). Then, at every j-th iteration of the outer loop, line 9 is executed at most 2kj times for each pair (B, C), which sums up to at most 2kn 2 · |G| bit operations across all iterations. Thus, the running time of the algorithm is dominated by the matrix-by-column multiplication in line 15. If these products are calculated as stated in the algorithm, then line 15 takes 2ki bit operations to compute, to the total of at most n 3 · |G| operations over the whole computation. 23
