Abstract
Introduction
A common statistical method in analysing high frequency financial data is to take a time series view and consider the data as a sequence of ordered vectors. However, from this perspective one may lose some of the important structure which characterises useful features within the data; in particular, we may overlook the order of events in different coordinates and their consequent effects on one another. Moreover, time series analysis is typically highly dependent on the underlying model chosen.
By taking an alternative philosophical view of the discrete points being part of a continuous path in a multidimensional space (say some Euclidean space R d ), one may lift the path to its signature and apply the powerful theory of rough paths in order to analyse the original signal. The idea that the signature can be thought of as an informative transform of a multidimensional time series was first introduced by B. Hambly and T. Lyons [9] . We use the term transform in the sense that no information is lost (modulo the notion of tree-like equivalence) by taking the signature of a bounded variation path.
With this view in mind, D. Levin et al in [8] first introduced the possibility of using the signature of a time series to understand financial data. In this work the authors exploit the fact that any polynomial of iterated integrals can be represented by a linear combination of iterated integrals [15, Theorem 2.15] . This makes the signature a natural candidate for linear regression analysis, which is precisely what the authors do with numerical examples using classical time series models. Their transform of the time series to a signature of a bounded variation path closely resembles our definition of a Hoff process below.
The recent paper [7] also takes the viewpoint of defining a process (which is precisely our definition of the Hoff process) out of the discrete data points and applies standard regression analysis to extract features out of WTI crude oil futures market data among other asset classes. * i , ti+1); for i = 0, 1, . . . , n − 2, and set the first and last intervals of X D to be: 
Since X D is piecewise linear we are able to switch between the Itô and Stratonovich integrals in the Stokes' area formula (1) without incurring an additional drift term. Remark 1.3. To our knowledge, B. Hoff was the first to consider the area between rough paths and their delay within the context of moving Brownian frames in his Ph.D thesis [10] . Thus for this reason we use the nomenclature of a Hoff process for X D .
We call X D,b and X D,f the lag and lead components of the Hoff process respectively. Since lag and lead both share a common first letter we use b and f instead, which can be thought of as backward and forward respectively. At this point we find it helpful in building intuition about X D to include a diagram of a possible trajectory (see Figure 1 ). The first result of this paper concerns the convergence of the rough path lift X D of the Hoff process X D as our partition mesh |D| → 0. The second result is a corollary of the first; we prove that certain natural random ODEs driven by X D converge to the corresponding Itô integral limit and not the usual Stratonovich stochastic integral as predicted by classical Wong-Zakai Figure 1 : An example of a Hoff process trajectory theorem [18] . The theory of rough paths allows us to prove otherwise and refer to [6, Theorem 17 .20] and [4] for similar results concerning lead-lag driven random ODE convergence.
Interest in recovering the Itô integral and the usual Itô formula in a rough path context is an active area of research. From a much more theoretical perspective, D. Yang and T. Lyons in their recent paper [17] proved that the Itô integral can be recovered in a pathwise sense. Their proof introduces the novel idea of concatenating a mean of Stratonovich solutions to add as a "polluting" noise to the driving martingale signal. The perturbed signal allows the precise recovery of the Itô integral, which is the main idea behind the proof of the recovery theorem in the present paper.
Throughout we denote the class of L p (P)-bounded martingales by M p ; that is
We have attempted to make the paper as self-contained as possible. Before presenting the main results of the paper in Sections 3 and 4, we establish the necessary rough path theory and notation in the next section. Particular emphasis is placed on rough differential equations.
The remainder of the paper deals with establishing auxiliary regularity results required for the proof of the main convergence theorem; in particular, the pointwise convergence of the rough Hoff process lift and establishing corresponding maximal p-variation bounds. We also prove a tightness property on a given collection of rough Hoff processes. Remark 1.4. Throughout the paper, C1, C2, . . . denote various deterministic constants (which may vary from line to line). Their dependence on M p and other similar quantities will be omitted for brevity within proofs but made explicit within theorem statements.
Rough path concepts and notation
In this section we provide a tailored overview of relevant rough path theory and take the opportunity to establish the notation we will need. For a more detailed overview of the theory we direct the reader to [3, 6, 13, 16, 14, 15] among many others.
Rough path analysis introduced by T. Lyons in the seminal article [14] provides a method of constructing solutions to differential equations driven by paths that are not of bounded variation but have controlled roughness. The measure of this roughness is given by the p-variation of the path (see (2) below).
Rough path overview
Since this paper deals with continuous R d -valued (and R 2d ) paths on [0, 1] we restrict this brief overview to the finite dimensional case (mainly adopting the notation found in [6] ). For the extension to rough paths over infinite dimensional Banach spaces we refer to [16] . We denote the space of such functions by C [0, 1], R d . We write xs,t = xt − xs as a shorthand for the increments of the path when x ∈ C [0, 1], R d . For p ≥ 1 we define the following metrics:
, which we call the uniform norm and p-variation semi-norm respectively. We denote by
In the case of
, the iterated integrals of x are canonically defined via Young integration [19] . The collection of all these iterated integrals as an object in itself is called the signature of the path, given by
With the convention that (R d ) ⊗0 := R, we define the tensor algebras:
Thus the signature takes values in T ∞ (R d ). Defining the canonical projection mappings πN :
, we can also consider the truncated signature:
and thus view SN as a continuous mapping from
. Throughout this paper we will also reserve the notation πN for the canonical projection of
It is a well-known fact that the path SN (x) takes values in the step-N free nilpotent Lie group with d generators, which we denote by G N (R d ). Indeed, defining the free nilpotent step-N Lie algebra g
and the natural exponential map exp N :
The following characterization establishes the well-known fact (a proof can be found in [6, Theorem 7 .30]).
Theorem 2.1 (Chow's Theorem). We have
More generally, if p ≥ 1 we can consider the set of such group-valued paths
Importantly, the group structure provides a natural notion of increment for the signature, namely that xs,t := x
level-2 signature, which we call the (level-2) rough path lift of x. An exercise in algebra and calculus confirms that xs,t = 1 + xs,t + 1 2 xs,t ⊗ xs,t + As,t = exp 2 (xs,t + As,t) ,
is the Lévy area process of x. Note that we have used the truncated exponential notation defined above.
We can describe the set of norms on G p (R d ) which are homogeneous with respect to the natural dilation operation on the tensor algebra (see [6] for more definitions and details). The subset of these so-called homogeneous norms which are symmetric and sub-additive gives rise to genuine metrics on G p (R d ). We work with the Carnot-Caratheodory norm on
which is well-defined by Chow's theorem. This in turn gives rise to the notion of a homogeneous metric on
Moreover, this metric gives rise to the following p-variation and α-Hölder metrics on the set of
We also define the metrics
If no confusion may arise we will often drop the [0, 1] appearance in these metrics. If (2) 
The space of weakly geometric p-rough paths, denoted by W GΩp(R d ), is the set of paths with values in (2) is finite. A refinement of this notion is the space of geometric p-rough paths, denoted GΩp(R d ), which is the closure of 
]).
This paper is concerned with semimartingales (which almost surely have finite p-variation for all p ∈ (2, 3) [6, Theorem 14.9]). Thus p = 2 and so we are dealing with p-rough paths in the step-2 group
Given a stochastic process X we denote its corresponding rough path lift as X (as opposed to the rough path lift of x denoted by x).
Rough differential equations
In this subsection we introduce rough differential and integral equations. For the more technical topic of rough differential equations with drift we refer to the exhaustive [6, Chapter 12] . The theory quoted here can be found in greater detail in [6, Chapter 10] .
For now let
by π (V ) (0; y0, x). The notation π (V ) (s, ys; x) stands for solutions of (3) started at time s from a point ys ∈ R e .
Definition 2.4 (RDE
is a solution to the rough differential equation (shorthand: RDE solution) driven by x along the collection of R e -vector fields V = (Vi) i=1,...,d and started at y0 if there exists a sequence
and ordinary differential equations (ODE) solutions yn = π (V ) (0, y0; xn) such that
We denote this situation with the (formal) equation:
which we refer to as a rough differential equation.
Remark 2.5. The RDE solution map
is known in the rough path literature as the Itô-Lyons map.
Armed with the definition of a rough differential equation, it is natural to ask what a rough integration definition would be. To this end we follow Lyons' original approach in [14] . To be precise, we wish to make sense of the (formal) integral equation
where 
We write ϕ(x) dx for the set of rough path integrals of ϕ along x (without additional regularity assumptions there could be more than one suitable candidate).
From RDE solutions we can construct full RDE solutions; in particular, we construct a "full" solution as a weak geometric p-rough path in its own right. This in turn will allows us to use a solution to a first RDE as the driving signal for a second RDE. Correspondingly, RDE solutions can then be used as "integrators" in rough integrals. This has more practical implications than mere aesthetics of the theory. In Lyons' original work [14] the existence and uniqueness of RDEs was established via Picard iteration which critically relied on the notion of "full" RDE solutions.
Definition 2.7 (Full RDEs). As usual, let x ∈ W GΩp(R d ) for some p ≥ 1. We define
to be the solution of the full RDE driven by x along the vector fields
such that (ii) and (iii) hold, and ODE solutions yn ∈ π (V ) (0, π1 (y 0 ) ; x n ) such that y 0 ⊗ S p (y n ) converges uniformly to y as n → ∞.
We write the corresponding (formal) equation as dy = V (y) dx.
Remark 2.8. A note on regularity: consider RDEs driven by a path
Considerations of existence and uniqueness of such RDEs show that the appropriate way to measure the regularity of the collection V turns out to be notion of γ-Lipschitzness (denoted Lip γ ) in the sense of Stein. See [6, 15] to note the contrast with the classical notion of Lipschitzness.
Rough Hoff process convergence
The next theorem presents the first main result of the paper, namely the convergence of the rough path lift X D of the Hoff process X D under the p-variation topology. Define the process Xt = (Xt, Xt) and use the standard notation of M := M i , M j : i, j = 1, . . . , d for the quadratic variation of M as a R d×d -valued process. where
If in addition the finite variation process V is bounded in L q (P) (q ≥ 1) and M ∈ M p , then the convergence also holds in L p∧q (P).
Proof. First we prove the theorem for V = 0. Assuming M ∈ M p it follows from Proposition 6.1 that the rough path collection
Since |D| → 0, the collection also satisfies the tightness property of Corollary 7.2. Thus the second convergence statement follows from an application of [5, Corollary 50] . In the case that M / ∈ M p we obtain convergence in probability by a simple localization argument (as done in [6, Theorem 14.16] ).
We now turn to the general case where V = 0 and define V : [0, 1] → R 2d by V t = (Vt, Vt). In contrast to the martingale rough path convergence, the corresponding convergence proof for the finite variation process is straightforward: Lemma 3.2. For any δ > 0:
If in addition V is bounded in L q (P) for some q ≥ 1 then the convergence also holds in L q (P). Returning to the proof of Theorem 3.1, it is a straight-forward exercise in algebra to confirm that X 
(where Dn has n non-zero points), the resulting Hoff process sequence may not be uniformly bounded in Hölder norm (under expectation in L p (P)). Thus we can certainly not expect its rough path lift X D to converge to X ∞ in α-Hölder norm (α < 1/2), especially since the latter process can be shown to satisfy E X ∞ p α-Höl;[0,1] < ∞ for all p ≥ 1.
It remains to give an example where (5) holds and the Hölder-norm of X Dn explodes as n → ∞. To this end suppose that X is just a Brownian motion. Denoting the nth level dyadic partition by Dn = (t
We find that for α < 1/2:
as n → ∞. It is well known in rough path circles that in order to use the Hölder metric on discrete rough path sequences, one must insist that the quantity (5) is finite (see the recent paper [11] ).
Recovery of the Itô integral
We now consider the second main result of the paper: 
mappings where γ > 2. For each n let Y n be the solution to the random ODE:
and let Y be the standard Itô integral
Then for all p ∈ (2, γ),
If in addition the finite variation process V of X is bounded in L q (P) (q ≥ 1) and M ∈ M p , then the convergence also holds in L p∧q (P).
Before presenting the proof of Theorem 4.1, we set up some additional notation. Denote the rough path lift of Xt = (Xt, Xt) by X. Thus X :
Xs,t : = 1 + Xs,t Xs,t + 1 2
Xs,t Xs,t ⊗ Xs,t Xs,t + As,t As,t As,t As,t ,
where A :
is the Lévy area process of X. Importantly we have
that is X ∞ is the corollary from perturbing X by the map ψ :
X ∞ = Xs,t + ψs,t = exp 2 Xs,t + As,t As,t As,t As,t + ψs,t = exp 2 Xs,t + As,t As,t As,t As,t + ψs,t , where
The appearance of the covariation term ψ in the limit X ∞ of Theorem 3.1 allows us to recover the Itô integral from the Stratonovich integral limit; the drift terms cancel out. We use the notation ρ : R d ⊕ R e → R e for the canonical projection.
Proof of Theorem 4.1. We consider a more complicated SDE on the larger space R d ⊕ R e and denote the standard bases of R d and R e by ( ei)
and (ej) e j=1 respectively. In particular, set z = ( z, z) ∈ R d ⊕ R e and define the vector fields on
for i, k = 1, . . . , d (we have used the standard notation convention:
. . , z n,e ) be the solution to the SDE
Since the axis path X n is piecewise linear, we could equivalently formulate the above SDE into its Stratonovich form without incurring a corrective drift term. It follows that the projection of z n onto R e , z n := ρ(z n ), satisfies the SDE:
Moreover, [6, Theorem 17.3] tells us that z n = π (Q,W ) (0, (0, y0); X n ) almost surely. A simple computation confirms that the only non-zero Lie brackets between the vector fields Qi 1 , Qi 2 , W k 1 and W k 2 are of the form
for all i, k = 1, . . . , d. We denote this collection of vector fields by
d}) .
Consider the SDE:
It follows from [6, Theorem 17.3 ] that almost surely:
As noted above, X ψ = X ∞ and so the perturbation theorem of [6, Theorem 12.14] gives the equality:
In light of the convergence result of Theorem 3.1, we conclude that
Indeed, as noted in the above remark, almost sure equality and convergence in probability and L p (P) are all preserved under continuous mappings. Thus the Itô-Lyons map is continuous with respect to the driving signal under the p-variation topology. The proof is then finished by noting that Y n = ρ(z n ) and Y = ρ(z). [18] .
The remainder of the paper is devoted to establishing the technical results referred to in the proof of Theorem 3.1.
In this section we prove the pointwise convergence of
We also provide the rate of this convergence. We first prove the pointwise convergence in L p (P) of the increment process M D to M as |D| → 0, where M t = (Mt, Mt) ∈ R 2d . But before this we give a small technical lemma which we will apply throughout this section.
Proof. Applying the Hölder inequality with q = p/2 and r = p/(p − 2) (so that 1/q + 1/r = 1)
gives:
Recalling that E X p/2 0,1
Remark 5.2. If p = 2 in (7) then the lemma reduces to a trivial equality. For our purposes of proving pointwise convergence we need the right-hand side of (7) to converge to 0 as |D| → 0 and so it would appear that we really do need
Moreover, there exists a constant C = C(p, M p ) such that the rate of convergence is given by
Proof. The proof is quick: suppose D = (ti) and select a coordinate j ∈ {1, . . . d}. For t ∈ [ti, ti+1) we find that Lemma 5.1 gives
The identical bound holds for the forward process. The lemma follows.
The next proposition establishes the pointwise convergence of the area process of M D .
Proposition 5.4 (Pointwise convergence of
Moreover, there exists a constant C = C(p, M p ) such the rate of convergence is given by
The main result of this section is the following:
Moreover, there exists a constant
Proof. The claim follows immediately from combining Lemma 5.3 and Proposition 5.4. Indeed,
The proof follows.
It remains to prove Proposition 5.4 and we devote the remainder of this section to its proof. To this end we now consider two small technical lemmas.
Proof. The claimed inequality is a consequence of the Burkholder-Gundy-Davis and CauchySchwarz inequalities. Define the previsible process
We have
Zr dYr, which is a well defined local martingale since Z is previsible. It follows from the aforementioned inequalities that
The result follows at once.
The next lemma uses the same techniques to derive the same rate of convergence in L p/2 (P) for discrete approximations to the Itô integral. 
Proof. Defining Zr := t i ∈D Xt i 1 {r ∈ (ti, ti+1]}, the standard argument gives
Noting the inequality
we have
The proof then follows from Lemma 5.1.
Proof of Proposition 5.4. Recall the standard area decomposition formula; for s < t < u we have
where for vectors a, b ∈ R d , a∧b denotes the d×d antisymmetric matrix with entries (a∧b)i,j = aibj − ajbi. 
and thus Lemma 5.7 gives
The case of θ = λ = f is almost identical and thus omitted for brevity.
Next we consider the case of θ = b = f = λ. Since A D,f,b;i,j = −A D,b,f ;j,i we need only prove the convergence for A D,b,f ;i,j to establish corresponding results for the case of θ = f = b = λ. To this end, using the previous partition D = (ti) we find
We have the decomposition:
To deal with the second sum, we refer to the inequality of Lemma 5.6 which gives
From our regularity assumptions on the martingale M we have | M 0,1| L p/2 (P) < ∞, and thus dominated convergence combined with uniform continuity ensure that E sup
Therefore, in light of Lemma 5.7, we deduce that
Rearranging this last term using the integration by parts formula 1 we arrive at the identity
For the rate of convergence claim we simply combine (8) with Lemma 5.7 concerning the convergence of the discrete Itô approximation sums. The proof is complete.
The objective of this section is to prove the following maximal p-variation bound:
We split the proof into two propositions concerning M D,θ,λ ; the first dealing with θ = λ and the second θ = λ, where θ, λ ∈ {b, f }. 
The proof is complete.
Remark 6.3. The use of [6, Theorem 14.15] in the proof of Proposition 6.2 critically requires that p > 2.
We now consider the case of θ = λ. As in the proof of Proposition 5.4, by symmetry it suffices to only consider the case of θ = b = λ = f . (x 0 , y 0 ) Unlike the case of θ = λ, the proof is slightly more involved and requires a technical result for its proof. This is presented in the next lemma which is purely deterministic (that is it involves no probability).
Suppose we are given the points (xi, yi) n i=0 ⊂ R 2 and for simplicity we assume that (x0, y0) = (0, 0). From these points we construct the piecewise-linear, axis-directed path z : [0, 2n] → R 2 such that z 2k = (x k , y k ) and z 2k+1 = (x k+1 , y k ) with linear interpolation between these times. Moreover, we also construct the path w : [0, 2n] → R 2 as the standard piecewise linear interpolation between these points; that is, w 2k = (x k , y k ) and w 2k+2 = (x k+1 , y k+1 ) with lines between these points. We include an example of z and w in Figure 6 . The level-2 rough path lifts of these paths are given by z := S2 (z) , w := S2 (w) ∈ C [0, 2n], G 2 (R 2 ) . .
is precisely the absolute sum of the triangles enclosed by the path z along its corner points plus a partial triangle area. Excluding these partial triangles, every triangle is enclosed precisely once by φ. Thus it follows that That is, the area must be bounded above by the area of the right-angled triangle with sidelengths given by sum of the supremum of each increment processes. Using the two classical inequalities: (a + b) q ≤ 2 q−1 (a q + b q ), q ≥ 1 and ab ≤ 1/2(a 2 + b 2 ) for a, b ≥ 0, a quick computation confirms that for the case of δ ≤ |D|:
