ABSTRACT Grey wolf optimizer (GWO) is an efficient swarm intelligence algorithm for kinds of optimization problems. However, GWO tends to be trapped in local optimum when solving large-scale problems. Social hierarchy is one of the main characteristics of GWO which affect the searching efficiency. Thus, an improved algorithm called hierarchy strengthened GWO (HSGWO) is proposed in this paper. First, the pack of wolves is roughly divided into two categories: dominant wolves and omega wolves. Second, the enhanced elite learning strategy is performed for dominant wolves to prevent the misguidance of lowranking wolves and improve the collective efficiency. Then, the hybrid GWO and differential evolution (DE) strategy is executed for omega wolves to avoid falling into local optimum. In addition, a new hybrid one-dimensional and total-dimensional selection strategy is designed for omega wolves to balance the exploration and the exploitation during optimization. Finally, a perturbed operator is used to maintain the diversity of the population and further improve the exploration. To make a complete evaluation, the proposed HSGWO is first compared with six representative GWO variants for 50-dimensional problems based on CEC2014 benchmarks. The scalability of HSGWO is further tested by comparing it with eight state-of-theart non-GWO algorithms for large-scale optimization problems with 100 decision variables. In addition, feature selection problem is used for testing the effectiveness of HSGWO on real-world applications. The experimental results demonstrated that the proposed algorithm outperforms other algorithms in terms of solution quality and convergence rate in most of the experiments.
I. INTRODUCTION
During the past decades, many real-world optimization problems became the focus of research in many fields such as signal processing, image processing, engineering design, pattern recognition, automatic control, etc [1] . Generally speaking, these optimization problems are difficult to solve in a limited time due to their complex structure and large scale. Traditional programming methods such as the gradient descent and Newton can no longer deal with such problems effectively. With the rapid development of modern computing and storage technology, many Intelligent Simulation Optimization Algorithms (ISOAs), also known as Meta-heuristic algorithms,
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have been developed. Because of their strong universality and parallel processing ability, ISOAs become competitive alternatives to solve these problems and have been a focus of extensive research interest.
ISOAs are global optimization algorithms with high performance by simulating the evolutionary process, physical rules or swarm intelligence in nature [2] . Specifically, evolutionary algorithms are usually inspired by the concepts of evolutions. Some of the most famous algorithms are Genetic Algorithm (GA) [3] , Differential Evolution (DE) [4] , Biogeography-Based Optimizer (BBO) [5] , etc. Physicsbased algorithms mostly mimic physical rules such as: inertia force, gravitational force, ray casing, and so on. Some typical examples of this branch include Charged System Search (CSS) [6] , Gravitational Search Algorithm (GSA) [7] , Ray Optimization (RO) [8] algorithm, etc. Swarm Intelligence (SI) algorithm is the most popular one in the branch of meta-heuristics. SI typically mimics the social behaviour of birds, insects or fish. The most classic SI techniques are Particle Swarm Optimization (PSO) [9] , Artificial Bee Colony (ABC) [10] algorithm, Cuckoo Search (CS) [11] , etc. In recent years, a variety of novel SI algorithms such as: Bat Algorithm (BA) [12] , Grey Wolf Optimizer (GWO) [2] , Whale Optimization Algorithm (WOA) [13] , Salp Swarm Algorithm (SSA) [14] , etc. have been proposed successively and become the youthful force for solving real-life optimization problems.
GWO was initially introduced by Mirjalili et al. in 2014 . GWO mimics the social hierarchy and the group hunting behaviour of wolves to move the population gradually towards the global optimal. Meanwhile, it is the only SI algorithm which is based on social hierarchy for hunting prey [15] . Due to the simplicity, flexibility, and local optima avoidance ability, GWO has been widely applied to different applications such as: parameters estimation [16] , [17] , economic dispatch [18] , [19] , power systems optimization [20] , [21] , pattern recognition [22] , [23] , feature selection (FS) [24] , [25] , and so on. Although GWO is simple and easy to expand, it suffers from two drawbacks, namely premature convergence and weak global search capacity. From the first introduction of GWO, numerous variants have been proposed to provide better performance. These variants can be broadly classified into five categories: the adaptation of parameters [26] , [27] , the design of novel learning strategy [28] , [29] , the construction of neighborhood topology [30] , [31] , the hybridization with other ISOAs [32] , [33] , and the intelligent combination of multiple search strategies [25] , [34] .
In fact, no matter how these variants are categorized, there are several key factors should be considered when designing an effective scheme to improve the performance and convergence. These factors include the initial population, the exploration, the exploitation, and the population diversity. For example, if the distribution of the initial population is too centralized or unrepresentative, it will be easy to lead to premature convergence. In [34] Ibrahim et al. adopted the chaotic map and Opposition-Based Learning (OBL) strategy [35] to generate the initial population for enhancing GWO. Also, the tradeoff between the exploration and the exploitation during optimization process is of great importance for convergence performance. Too much exploration makes the algorithm unable to converge to the global optimum, while too much exploitation brings about slow convergence and easily falling into local optimum. In [28] Saremi et al. used Evolutionary Population Dynamics (EPD) to remove the poor search agents of GWO. Then new individuals are repositioned around alpha, beta, and delta wolves to enhance the exploitation or repositioned randomly within the search space to improve the exploration. In addition, the diversity of population is also a vital factor for the performance of an algorithm. If the diversity is low, it indicates that search agents gather in a small area and causes local convergence. In contrast, if the diversity is high, it means that search agents scatter in a wide space and leads to a poor convergence [34] . In [36] Heidari et al. adopted the Lévy flight-based patterns to reconstruct the hunting mechanism of GWO to maintain population diversity. In particular, the social hierarchy is a unique structure of GWO and worth investigating. From this point of view, in [15] Gupta et al. proposed a random walk strategy for leader wolves to explore the search space. Subsequently, other omega wolves update their position by following leader wolves. On the other hand, most of these methods only considered single factor while doing modifications, therefore they are inadequate in solving complex optimization problems. Also, the No Free Lunch (NFL) theorem [37] assumed that it is impossible to well solve all kinds of problems by using one algorithm. As a result, there is still space left for us to enhance the performance of GWO.
In this paper, we proposed the hierarchy strengthened GWO (HSGWO) based on five operators: (1) Elite learning operator, (2) Random OBL, (3) DE operator, (4) Hybrid totaldimensional and one-dimensional update strategy, (5) Perturbed operator. In the proposed HSGWO, we firstly divide the population into two classes according to social hierarchy; that are dominant wolves and omega wolves. Then we design different update strategies for each class. For the update of dominant wolves, the elite learning operator is proposed to prevent high-ranking wolves from misleading by low-ranking wolves, while the random OBL is introduced to enhance the exploration of dominant wolves. With respect to the update of omega wolves, the original update mechanism of GWO is retained as a local search operator to exploit the search space and DE operator is used as a global approach for exploration. Meanwhile, the one-dimensional update strategy is selected by omega wolves in the early iteration process to provide a good initial solution and the total-dimensional one is used for a precise search in the later stage. In addition, the perturbed operator is supplemented to maintain the population diversity and further improve the capability of exploration. In this way, all the factors that affect the performance of GWO are considered in our proposed method.
Organization of the rest of this paper is as follows. The preliminaries for the work, GWO and OBL are briefly introduced in Section II. The proposed HSGWO is presented in Section III and a comprehensive set of experimental results are provided in Section IV. Finally, conclusions and future work are given in Section V.
II. PRELIMINARIES A. GREY WOLF OPTIMIZER
GWO is a novel meta-heuristic algorithm that mimics the social hierarchy and the hunting behaviour of grey wolves [2] . Grey wolves in nature mostly live in groups and have a strict social hierarchy. Figure 1 depicts the pyramid of the social hierarchy of grey wolves. There are four hierarchical levels in the pyramid. The top of the pyramid is the leader, called VOLUME 7, 2019 FIGURE 1. Leadership hierarchy of grey wolves. alpha (α), then beta (β) and delta (δ). At the bottom of the pyramid it is omega (ω). Each of these kinds dominates the subgroups that are located at its lower levels [38] . For example, δ have to submit to α and β, however they can command ω. Hence, in some sense, α, β, and δ are all the dominant wolves of the pack.
In addition to leadership hierarchy, group hunting is another essential swarm behaviour of grey wolves. The hunting behaviour of grey wolves in nature mainly consists of three phases as follows: tracking and approaching the prey, encircling and harassing the prey, attacking towards the prey [39] .
In such a model, each solution is regarded as a wolf which is also called a search agent. All search agents perform search in a D-dimensional search space. The fitness value of each search agent is determined by the fitness function to determine whether the current position is good or bad. In GWO, the phase of encircling prey is formulated mathematically as follows [2] :
where t indicates the current iteration, X represents the position vector of the grey wolf, and X p is the position vector of the prey. D indicates the estimated distance vectors between the prey and the grey wolf. A and C are coefficient vectors.
Herein ϕ is linearly decreased from 2 to 0 over the course of iterations. Moreover, r 1 and r 2 are random vectors whose elements are chosen randomly within [0, 1] .
When designing GWO, the first three best solutions obtained so far are considered as α, β, and δ, respectively. All other search agents are assumed as ω. The optimization process is guided by α, β, and δ while ω follow those dominant wolves to updated their position. The procedure of hunting behaviour is formulated as follows [2] :
where X α , X β , and X δ represent the positions vectors of α, β, and δ, respectively. D α , D β , and D δ indicate the approximate distances between the current solution and α, β, and δ, respectively. X 1 , X 2 , and X 3 represent the estimated positions of the prey based on the position of α, β, and δ. Finally, the algorithm takes full account of the estimated positions by α, β, and δ to reckon the position of the prey.
B. OPPOSITION-BASED LEARNING
OBL, a new learning scheme for machine intelligence, is introduced by Tizhoosh in 2005 [35] . The main idea of OBL is to evaluate a solution and its corresponding opposite solution simultaneously, and then choose the fitter one as the candidate solution. In accordance with the probability theory, there is a 50% chance that a solution is further from the global optimum than its opposite solution. Therefore, OBL can provide another opportunity to find a candidate solution that is close to the global optimum.
Opposite Number: Let x ∈ [lb, ub] be a real number. The opposite number of x is defined by [35] 
Similarly, the definition can be generalized to high dimensional solution space.
Opposite Solution: Let x = {x 1 , x 2 , . . . , x D } be a solution in D-dimensional space. The opposite solution x = {x 1 ,x 2 , . . . ,x D } is defined by [35] x j = lb + ub − x j (11) where x j ∈ [lb, ub] and j ∈ {1, 2, . . . , D}. Opposition-Based Learning: Let x = {x 1 , x 2 , . . . , x D } be a solution in D-dimensional space. In OBL, the new opposite solutionx = {x 1 ,x 2 , . . . ,x D } is defined by [40] x j = rand · (lb + ub) − x j (12) where rand is a random number uniformly distributed within [0, 1] . A fitness function f (·) is used to evaluate the solution's fitness. If f (x) is better than f (x), x will be replaced withx, otherwise, we retain x as the candidate solution.
III. HIERARCHY STRENGTHENED GREY WOLF OPTIMIZER A. MOTIVATION
Social hierarchy is the significant basis for the internal management and the hunting behaviour of the pack of wolves. The pack complete hunting process under the guidance of dominant wolves namely α, β, and δ. In GWO, it is assumed that these dominant wolves have better understanding of the potential position of the prey. Then, ω search and update their positions with the aid of the empirical knowledge of these dominant wolves. Thus the conditions of dominant wolves 78014 VOLUME 7, 2019 are critical for the update of the pack. Meanwhile, the higher the grey wolf's rank is, the closer to the global optimum it is.
Since it is described in GWO that all wolves including α, β, and δ update their positions according to the Eq. (9) . In other words, α will take the guidance of lower-ranking β and δ to update their positions. Similarly, β will update their positions with the help of lower-level δ. The conditions of β and δ are worse than α so that β and δ may mislead α away from the global optimum. β also may be misguided by δ. The accumulative error ultimately will have a negative effect on the update of the whole population and reduce the convergence efficiency. On the other hand, all of other ω are attracted toward α, β, and δ. This may cause premature convergence due to the insufficiency of the exploration within the solution spaces. Therefore original GWO is good at the exploitation but poor at the exploration [41] .
In order to improve the performance of GWO, a modified scheme that performs different update strategies for dominant wolves and ω wolves is necessary to avoid trapping into local optimum and retain the social behaviour of the pack. To accomplish this, we proposed a hierarchy strengthened GWO (HSGWO) in this paper.
B. ENHANCED ELITE LEARNING STRATEGY FOR DOMINANT WOLVES 1) ELITE LEARNING STRATEGY FOR DOMINANT WOLVES
In order to avoid the misguidance of low-ranking wolves, we designed an elite learning strategy for dominant wolves. In it, each dominant wolf is forced to update its position just by following the wolf with higher ranking. The elite learning update equation can be formulated as follows:
where the number k is a random integer within the set {1, 2, . . . , D} and k = j. n 1 , n 2 ∈ {1, 2, . . . , N }, and n 1 = n 2 = i. F and λ are two adaptive parameters, called mutation factors, which control the amplification of the added differential variations so as to avoid the stagnation of the search process. Herein, λ=e
L represents the maximum iterations, F 0 is a real parameter and F 0 = 0.4. Since α has the highest ranking in the pack and is the closest to the solution compared to others, it could hunt the prey independently without considering other wolves's positions.
2) RANDOM OPPOSITION-BASED LEARNING FOR DOMINANT WOLVES
Although the elite learning strategy can improve the search efficiency and help find an exact solution, it has a bias towards the exploitation. In order to obtain a better tradeoff between the exploitation and the exploration for dominant wolves, we introduced a random OBL strategy for dominant wolves to enhance the exploration.
Random Opposition-Based Learning (ROBL):
The random opposition-based solutionx = {x 1 ,x 2 , . . . ,x D } is defined as follows [40] :
where φ is a random number uniformly distributed with [−1, 1]. The exploration scope of opposite solution in OBL is mainly concentrated on its neighborhood. Comparatively, ROBL has ability to explore the whole range between the opposite solution and the current solution with the help of φ. Hence, ROBL has a stronger global search ability than OBL and is used to improve the exploration of dominant wolves.
In the enhanced elite learning phase, the update strategy of dominant wolves is determined by a probability CR which is a linear control parameter over the course of iterations. Specifically, if the value of CR < rand (where rand ∈ [0, 1]), then the dominant wolf updates its position using the Eq. (13). Whereas, if CR ≥ rand then the position of the dominant wolf will be updated using the Eq. (14) . The linear parameter CR is formulated as follows:
where CR max and CR min are the upper and lower bounds of CR, respectively. In our experiments, CR max = 0.6 and CR min = 0.4. The pseudo code of enhanced elite learning strategy for dominant wolves is presented in Algorithm 1.
C. HYBRID GWO AND DE STRATEGY FOR ω WOLVES 1) POSITION UPDATE STRATEGY FOR ω WOLVES
To improve the search ability of ω, a hybrid GWO and DE strategy is proposed for the position update of ω. In such strategy, the original GWO approach works as a local search operator and ω update their positions according to the Eq. (9) with probability CR. Meanwhile, the operator of DE/rand/1 [42] is regarded as a global search operator and ω employ this operator with probability (1 − CR). The DE/rand/1 operator is expressed as follows [42] :
where n 1 , n 2 and n 3 ∈ {1, 2, . . . , N } are random integers which are mutually different and all different from the running index i. F is a mutation scaling factor is set the same as in Eq. (13).
2) DIMENSION SELECTION STRATEGY FOR ω WOLVES
In addition to the update equations, the dimension selection strategy is also an important factor that influences the performance of ISOAs. For example, there are two common dimension selection strategies including total-dimensional search strategy and one-dimensional search strategy. Totaldimensional search strategy updates all elements of the solution vector in each iteration. This mechanism has a strong VOLUME 7, 2019 
19:
Update x t i by Eq. (14) 21:
end if 22: end if local search ability and is suitable for solving multimodal and separable function problems. The classical algorithms, like GA, PSO, as well as GWO, all adopt this kind of dimension selection strategy. On the other hand, one-dimensional search strategy only changes one randomly selected element of the solution in each iteration. The typical algorithm adopting this dimension selection strategy is ABC. According to the study of Shi et al. in the literature [43] , the one-dimensional search strategy could provide the algorithm with a higher population diversity than total-dimensional search strategy. Thus it can help search agents explore as widely as possible within the whole search space. Moreover, one-dimensional search strategy does well in solving non-separable function optimization problems [43] . However, its convergence rate is slower than that of total-dimensional search strategy.
Regarding the insufficiency of the total-dimensional search strategy of GWO, we designed a new dimension selection strategy to realize the simple combination of one-dimensional search and total dimensional search. Specifically, the algorithm executes one-dimensional update strategy in the early 2/3 iteration processes for ω. And then, carrying out totaldimensional update strategy in the later 1/3 iterations. In the early stage, one-dimensional strategy is performed by more iterative process, which enables wolves to explore the whole search space as widely as possible and help to get an approximate global optimal region. In the latter stage wolves are forced to perform a precise search in the neighbor area of discovered near-optimal position. 
Randomly select one dimension of x t i by j = ceil(rand · D) 4: if rand < CR then 5: Update x t i,j by Eq. (9) 6:
Select three wolves In order to maintain the diversity of the updated population, we introduced the perturbed operator to help avoid falling into local stagnation. In the perturbed phrase, a fraction of candidate solutions are abandoned and new ones are reconstructed by biased random walk with a perturbed rate Pr. The perturbed operator adopts the following equation [44] :
where ρ indicates the step size scaling factor that is drawn from a Cauchy distribution [40] . The product ⊗ means element-wise multiplications. x m and x n are any two wolves selected randomly by random permutation. i represents a perturb probability vector which is use to select a fraction of elements for the candidate solution to be a regenerated. The j-th elements of i can be formulated as follows:
where Pr is linearly decreased over the course of iterations which formulates as follows:
where Pr max and Pr min are the upper and lower bounds of Pr, respectively. Accord to the Eq. (17), the new solution is constructed by using the difference of existing solutions with a perturbed rate Pr. This will force the new solution to be far enough from the current solution and make sure the system escape from local trap quickly. Meanwhile, larger values of Pr result in faster convergence rate while lower values cause higher population diversity.
The pseudo code of the perturbed operator is illustrated in Algorithm 3. The framework of proposed HSGWO is illustrated as Fig. 2 . The proposed algorithm is designed based on strengthening the social hierarchy of grey wolves. Because dominant wolf is a fraction of the population and plays the leading role in the hunting of the pack of wolf, the enhanced elite learning strategy helps to prevent high-ranking wolves from misleading by low-ranking wolves. This strategy has a greater emphasis on increasing the searching precision and improving the collective efficiency. Then, ω wolf is the subject of the population and adopts the hybrid GWO and DE/rand/1 update strategy. The hybrid strategy not only retains the fast convergence speed and strong local search ability of GWO, but also takes full advantage of the strong global search ability of DE/rand/1 to improve the exploration. Meanwhile, the one-dimensional update strategy is performed in the early stage by more iterative processes, which enables the population to explore the whole search space as widely as possible and help to get an approximate global optimal region. And then, the total-dimensional update strategy contributes to providing a precise search around the neighbor area of discovered near-optimal position in the latter stage. In addition, the perturbed operator is utilized to maintain the diversity of the population and further improves the exploration. The tight interaction among these proposed update strategies facilitates to their cooperative between the exploration and the exploitation, and finally yield a better HSGWO. 
Algorithm 3 Perturbed Operator

IV. EXPERIMENTAL RESULTS AND DISCUSSION
This section experimentally investigates the performance of the proposed HSGWO. Specifically, we compared the proposed HSGWO with six up-to-date GWO variants, as well as eight state-of-the-art non-GWO algorithms. In addition, FS was used to evaluate the effectiveness of the proposed method for practical problems.
A. BENCHMARK FUNCTIONS AND EXPERIMENTAL PARAMETER SETTINGS
In order to evaluate the effectiveness of HSGWO, we implemented a set of experimental series employing 30 unconstrained complex functions which were taken from the CEC2014 benchmark functions [45] . The brief description of the 30 benchmark functions is listed in Table 1 . As mentioned in the literature [45] , these functions can be divided into four categories including unimodal functions (F1-F3), simple multimodal functions (F4-F16), hybrid functions (F17-F22) and composition functions (F23-F30). The range of the search space is [-100,100]. Due to the complex structural characteristics, optimizing these benchmark functions is a huge challenge to an algorithm. For the sake of fairness, according to the guidelines provided by [45] , the termination criteria for all algorithms were defined as the maximum number of function evaluations (MaxFEs) which was set to D · 10 4 . All algorithms were independently executed 51 times on each of the benchmarks. Moreover, minimum error value (f (x) − f (x * )) smaller than 1e-8 was taken as zero, where f (x) is the best obtained result in run and f (x * ) is the theoretical optimum of the test function. The number of search agents (N ) for each algorithm was fixed as 40 regardless of the dimensionality of the problem. The specific parameter settings used in each method were the same as those adopted in their original literature and presented in Table 2 . All the experimental series were carried out on MATLAB 2014b installed over Windows 10 that ran on CPU Core i7-7700k with 8 GB RAM.
B. INVESTIGATION OF PROPOSED MODIFICATION STRATEGIES
In this subsection, we made a research on the effectiveness of the proposed update strategies on HSGWO, including the enhanced elite learning strategy, the hybrid GWO-DE update strategy, and the perturbed operator. For the convenience of description, the version of HSGWO adopting the hybrid GWO-DE update strategy and the perturbed operator while abandoning the enhanced elite learning strategy is denoted as HSGWONE. The version using the enhanced elite learning strategy and the perturbed operator while giving up the hybrid GWO-DE update strategy is referred to HSGWOND. Also, the version employing the enhanced elite learning strategy and the hybrid GWO-DE update strategy while throwing away the perturbed operator is named as HSGWONP. Table 3 presents the comparison results of the mean value (Mean) and the standard deviation (Std) for 30-dimensional benchmarks, where the best results are marked in bold. To further compare the performance of these GWOs, the paired Wilcoxon's ranksum tests were performed to judge the significant differences at a 5% significant level [46] . Therein, ''+'', ''−'', and ''≈'' indicate that the performance of HSGWO is statistically superior to, inferior to, or similar to that of the corresponding algorithm, respectively.
As shown in the Table 3 , the obtained results of HSGWO is superior to the classical GWO on 28 test functions, inferior to it on F24, and similar to it on F26. It can be reflected that the proposed HSGWO achieves a significant improvement with the help of these update strategies. Compared with HSGWONE, HSGWO gets better results on 21 test functions, worse results on 3 functions, and similar results on 6 functions. We attribute this phenomenon to the fact that the enhanced elite learning strategy is mainly designed for the dominant wolves, which are the elites and only a fraction of the population. This update strategy is helpful to prevent the misguidance from low-ranking wolves and improve the search efficiency. With respect to HSGWOND, HSGWO outperforms it on 25 functions, inferior to it on 3 functions and similar to it on 2 functions. Since the DE/rand/1 operator and the one-dimensional update strategy are not used in the HSGWOND, the capacity of exploration of HSG-WOND is weakened. As a result, the performance differences between HSGWO and HSGWOND are significant. In addition, HSGWO is superior to HSGWONP on 25 benchmarks, inferior to it on 3 benchmarks, and similar to it on 2 benchmarks. It is worth noting that the performance differences between HSGWONP and HSGWO are the most significant compare to HSGWONE and HSGWOND. This phenomenon affirms that the perturbed operator plays an important role in improving the solution quality of HSGWO. The main reason is that the perturbed operator utilizes the difference of existing solutions to regenerate a fraction of the candidate solution. This mechanism is of great benefit to enrich the population diversity and further improve the ability of global exploration.
As a whole, the integrated form of HSGWO obviously outperforms GWO and other three incomplete versions of HSGWO. It concludes that each update strategy is essential and effective to improve the performance of the algorithm.
C. COMPARISON WITH CLASSICAL GWO AND SIX UP-TO-DATE GWO VARIANTS FOR DIMENSION D = 50
To validate the superiority of HSGWO, the proposed algorithm was compared with the standard GWO [2] and six representative GWO variants for 50-dimensional problems base on CEC2014 benchmarks. These GWO variants include GWOEPD [28] , LGWO [36] , RWGWO [15] , EEGWO [41] , COGWO [34] , and HBGWO [47] . The Mean and the Std by the eight algorithms for 50-dimensional CEC2014 benchmarks are reported in Table 4 . The best solutions are marked in bold. Meanwhile, each algorithm is sorted in accordance with its Mean, and the mean rank is calculated to obtain the overall rank of the algorithm [36] . Please note that the data of COGWO are taken from the literature [34] directly.
Several observations can be obtained from the results reported in Table 4 . First, for the unimodal functions (F1-F3), we can observe that HSGWO gets the best results on F2 and F3 except for F1. This is due to the fact that the enhanced elite learning strategy greatly improves the exploitation ability of HSGWO, which makes the algorithm have high searching efficiency and convergence accuracy. With regard to the simple multimodal functions (F4-F16) , HSGWO performs the best on F4, F7, F8, F9, F14, F15, and F16. The reason is that HSGWO incorporates the ROBL update strategy for dominant wolves and DE/rand/1 mutation strategy for omega wolves, which are fairly efficient to improve the exploration ability and solve multimodal functions problems as validated as [40] and [48] . As for the hybrid functions (F17-F22), the effectiveness of HSGWO is undoubtedly the best, while HBGWO is in the second place. The similarity between the two algorithms is that they both employed hybrid one-dimensional and totaldimensional update strategy to improve the performance in solving different kinds of functions. However, a more efficient dimension selection strategy designed for HSGWO enables it to obtain solutions of excellent quality. With regard to the composition function (F23-F30), HSGWO outperforms other comparative methods on F23, F25, F26, F27, and F28. This can be contributed to the fact that all update strategies proposed in HSGWO have different capabilities in dealing with different characteristics of optimization problems. They can complement one another and work cooperatively during optimization process, and finally yield a better HSGWO algorithm. In addition, in terms of the mean rank, HSGWO performed better than other seven algorithms, with HBGWO and RWGWO in the second and the third places, respectively. To make the superiority of HSGWO more distinguished, we used performance profiles [49] as an analysis tool to further evaluate the performance of all comparative algorithms. Fig. 3 presents the performance ratios of the Mean for the eight algorithms on CEC2014 benchmarks. In which, the vertical axis represents the probability of an algorithm to be the best method when the performance ration of the algorithm is within a factor τ (τ ∈ R) [49] . The results are displayed by a log scale 2. Based on the Fig. 3 , HSGWO is capable to be the best method with the probability 0.67 which is far higher than other algorithms when τ = 0. HBGWO had the second rank in Table 4 but only with the probability 0.23 to be the optimal algorithm when τ = 0. As for RWGWO, the probability of it as an optimal method is just 0.03 for τ = 0. Meanwhile, the performance curve of HSGWO always lies above all other seven curves. In addition, the probability value of HSGWO even reaches 1 when τ > 1.6. Based on the above results, it can be concluded that HSGWO significantly outperforms the original GWO and other six up-to-date GWO variants while tackling different kinds of CEC2014 benchmark functions.
D. COMPARISON WITH EIGHT NON-GWO ALGORITHMS FOR DIMENSION D = 100
In order to further verify the scalability of the proposed method for larger scale optimization problems, we test HSGWO on CEC2014 benchmarks with 100 variables. In addition, eight state-of-the-art non-GWO algorithms are selected as comparative algorithms, including MEABC [50] , SRPSO [51] , ACS [52] , MPEDE [48] , WOA [13] , SSA [14] , HBA [53] , and DSPSO [54] . All the parameters of each algorithm are set as the ones in their original articles and listed in Table 2 . The experimental results are reported in Table 5 and the best ones are highlighted in bold. Please note that the data of MPEDE and HBA are directly taken from the literatures [42] and [53] , respectively.
Generally, different algorithms have their own merits, so that the most suitable algorithm for different optimization problems are different. For example, HSGWO obtains the best solutions on F3, F5, F13, F14, F18, F19, F20, F23 , F25, and F28. However, its advantages for the remaining functions are not so significant. To intuitively detect the significant difference between HSGWO and other comparative algorithms, the Wilcoxon's signed-rank test with a level of significance a = 0.05 is carried out in this subsection. Table 6 lists the statistical analysis results of the Wilcoxon's test between HSGWO and other eight methods with 100-dimensional problems. In Table 6 , R + denotes the sum of the rank that HSGWO surpasses another algorithm, and R − indicates the sum of the rank on the opposite. ''YES'' means that HSGWO is significantly superior to the corresponding compared algorithm. ''n'' represents the total number of the benchmarks while ''w'', ''t'', and ''l'' indicate the number of the benchmarks that HSGWO is superior to, inferior to or similar to the corresponding algorithm.
Based on the statistical results in Table 6 , we can observe that HSGWO gets higher R + values than R − values in most cases except for MPEDE and HBA. There are significant differences at 0.05 significant level except for MPEDE and HBA. It is indicated that HSGWO is significantly superior to MEABC, SRPSO, ACS, WOA, SSA, and DSPSO. Meanwhile, HSGWO performs better than MEABC, SRPSO, ACS, MPEDE, WOA, SSA, HBA and DSPSO on 24, 27, 28, 16, 28, 29, 15, and 24 test functions, respectively. It is inferior to MEABC, SRPSO, ACS, MPEDE, WOA, SSA, HBA, and DSPSO on 6, 3, 2, 13, 1, 1, 14, and 6 functions and similar to them on 0, 0, 0, 1, 1, 0, 1, and 0 functions, respectively. Although the superiorities are not significant, judging by the frequencies of wins, HSGWO is still better than these two cutting-edge algorithms, MPEDE and HBA. On the whole, HSGWO shows competitive performance in dealing with large-scale optimization problems.
E. CONVERGENCE ANALYSIS OF HSGWO
To intuitively analyze the convergence characteristics of HSGWO, the convergence curves of HSGWO and 5 comparative algorithms including GWO [2] , RWGWO [15] , HBGWO [47] , ACS [52] , and DSPSO [54] ran for 8 selected functions (F1, F3, F9, F15, F18, F21, F27, and F29 ) from CEC2014 benchmarks in 50-dimensional case by 5000 iterations. And the results have been plotted in Fig. 4 . From the Fig. 4 , one can observe that HSGWO converges towards the global optimum closely and with a faster rate of convergence. Similar behaviour can also been seen on most of the other functions.
F. COMPUTATIONAL COMPLEXITY AND CPU TIME ANALYSIS OF HSGWO
For a better evaluation of population-based algorithms, not only the solution quality but also the computational efficiency should be investigated. 
1) COMPUTATIONAL COMPLEXITY ANALYSIS OF HSGWO
The computational costs of the standard GWO involve the initilization (T ini ), position update (T upd ), and fitness evaluations (T eva ) for the population. Given an N -wolf of pack and D-dimensional optimization problem, the computational complexity of the standard GWO can be calculated as
. Therefore, the time complexity of the standard GWO is O(N ·D·MaxFEs). As the MaxFEs = 10 4 · D in the literature, the worst computational complexity of the standard GWO is O (N · D 2 ) . In HSGWO, the time complexity is determined by the computational costs of the enhanced elite learning operation Therefore, from the worst complexity point of view both the algorithms are the same and the computational complexity for both the algorithms is found to be O(N · D 2 ).
2) COMPUTATIONAL TIME REQUIREMENTS OF HSGWO
The CPU clock time of HSGWO was compared with GWO [2] , RWGWO [15] , HBGWO [47] , COGWO [34] , ACS [52] , SSA [14] , and DSPSO [54] for all 30 CEC2014 test functions in 50-dimensional case. Table 7 presents the CPU clock time of eight algorithms for all test functions, where the unit is second (/s). The histogram of ranks for the mean CPU clock time of 30 CEC2014 benchmarks are also presented in Fig. 5 .
It can be seen from Table 7 and Fig. 5 , in terms of the CPU time, the proposed HSGWO is faster than other comparative algorithms for all the functions. With respect to the average running time, HSGWO is ranked in the first place with the shortest running time 9.38s. Following it, DSPSO is in the second place (∼ 11.42s). The third rank is obtained by HBGWO (∼ 12.02s) and the fourth rank is achieved by ACS (∼ 14.36s). Though the applications of many improved operators make the structure of HSGWO look rather complicated, the running time of the whole system is very short. The reason is that these operators are not simply combined in a serial, but alternatively selected by a probability factor. Meanwhile, all these operators themselves have simple structures and fast running speeds. Thus, to achieve an operating system of high quality and high efficiency simultaneously.
G. APPLICATION OF PROPOSED HSGWO FOR FEATURE SELECTION
FS is an important problem in the pattern recognition and machine learning areas [55] . The goal of FS is to select the most representative subset of features under a particular evaluation criterion. In essence, this problem is a comprehensive optimization problem with big amount of computation. Since the search space of FS problem is represented by binary values, it is essential to convert HSGWO from continuous to binary version. One of the easiest ways to achieve this transformation without modifying its structure is to take advantage of transfer functions [56] . In our experiment, the transfer function which converts the real values of each solution to boolean values is defined as follows [34] :
where ε ∈ [0, 1] indicates a random threshold. and it means that the first and third attributes will be discarded. In this way, the number of attributes will be reduced without affecting the classification performance. Since the purpose of FS is to obtain better classification accuracy with fewer features, the objective function Fit can be computed as shown in the following equation [56] :
where r S indicates the classification error rate of a given classifier, |S| represents the size of the chosen feature subset, and |N | indicates the number of the total attributes of the dataset. Hence, FS is converted into the problem finding the minimum value of Eq. (21). Herein, c 1 and c 2 are two weighting coefficients corresponding to classification accuracy and feature subset size, respectively. c 1 ∈ [0, 1] and c 2 = (1 − c 1 ) are adopted from [56] . The parameters c 1 and c 2 in the fitness equation are set to 0.99 and 0.01, respectively [56] . We chose thirteen datasets from UCI machine learning repository [57] (http://archive.ics.uci.edu/ml/index.php) to evaluate the performance of our method. The datasets were chosen to have a variety of instances, attributes, and classes as a representative of various issues. The detailed distributions of instances, attributes, and classes for each dataset are outlined in Table 8 . Also, the 10-fold cross validation manner is used to divide the dataset into training and testing set [58] . A wrapper approach for FS is employed in this work based on K -Nearest Neighbor (KNN) classifier [24] . The KNN classifier (where K = 5) is utilized to obtain the classification accuracy of the solution. The proposed FS methods are benchmarked with SinDE [59] , WOASA [60] , HBGWO [47] , and DSPSO [54] for evaluation. The optimizer-specific parameter settings of these algorithms are listed in Table 2 . Additionally, all methods are repeated over 30 independent runs to ensure stability and statistical significance of the results. The performance of the proposed HSGWO is evaluated and compared with other meta-heuristics in terms of the average classification accuracy (Acc), selection attributes size (Atts), fitness values (Fit) and CPU computational time (Time). Table 9 outlined the obtained Acc and related Atts results for HSGWO versus other four methods over all datasets. From Table 9 , it can be detected that the Acc results of HSGWO are better than other competitors for 10 datasets out of 13 datasets except for Breast, Sonar, and Waveform datasets. For Breast and Sonar datasets, WOASA obtains the best Acc results with 79.71% and 95.67%, respectively. The corresponding values for HSGWO is 79.14% and 93.46% which are ranking the third and the second, respectively. For Waveform datasets, the best Acc result is achieved by HBGWO with 79.98% while HSGWO also reaches 79.33%. The gap between the two is very small. In terms of the Atts, the results of HSGWO are superior to WOASA on 7 datasets and similar to it on 3 datasets out of 13 datasets. With respect to HBGWO, HSGWO surpasses it on 8 datasets and is inferior to it on 5 datasets out of 13 datasets. In addition, for Zoo dataset, HSGWO obtains 100% Acc with only 3.4 attributes. The results demonstrate that the proposed HSGWO outperforms other methods in terms of higher classification accuracy and fewer numbers of selected features.
Observing the Fit and Time in Table 10 , the best optimizer is HSGWO. It is shown that the lowest values for the objective functions in 10 datasets out of 13 datasets are achieved by HSGWO, which the datatests in those it is outstanding are the same as the ones obtains the best Acc values. This proves the search capability of the proposed method for the objective of optimization. As a result, HSGWO can be a candidate for selecting the minimum number of features with superior performance. According to the CPU computational time in Table 10 , HSGWO is the fastest optimizer for 10 datasets in a common computing environment. For Vowel and Wdbc datasets, HBGWO has a slightly better run speed than HSGWO. For Waveform dataset, DSPSO has the shortest computational time in 50.74s, but the Acc and Fit results of it are the worst among five approaches. Considering all results in Table 9 and Table 10 , HSGWO is superior in selecting fewer numbers of features while preserving good classification performance. It concludes that our method can greatly increase the convergence speed and decrease the algorithm's processing time under the good classifying result is kept.
V. CONCLUSIONS AND FUTURE WORK
This work proposed a modified version of GWO based on strengthening the social hierarchy of the pack of wolves. The proposed HSGWO first divides the population into two groups including dominant wolves and ω wolves. Then, the two groups adopt different position update strategies to avoid falling into local optimum and remain the social behaviour of the pack. Specially, for dominant wolves, the elite learning strategy is adopted to prevent high-ranking wolves from misleading by low-ranking wolves and improve the collective efficiency, while the ROBL is used to reinforce the exploration. With respect of ω wolves, the original update mechanism of GWO is regarded as a local search approach while the DE/rand/1 strategy works as a global search operator. Also, the hybrid one-dimensional and totaldimensional selection strategy is designed to obtain a better tradeoff between the exploitation and the exploration. Finally, the perturbed operator is used to maintain the diversity of the population and further improves the exploration. We conducted numerical experiments based on 30 unconstrained benchmark functions from CEC2014, and the results demonstrated good performance of the proposed algorithm in terms of the solution quality and convergence speed. It is validated that the close interaction among these update operators facilitates to their cooperation between the exploitation and the exploration, which results in a highly efficient HSGWO for solving a wide variety of numerical optimization problems.
Despite the superiority of HSGWO for dealing with different types of function optimization problems, there are still several drawbacks that need new or further works. As aforementioned, HSGWO has several control parameters that affect the search to achieve good tradeoff between the exploration and the exploitation during optimization. These parameters are set either based on trial and error on small simulations or as common values in the literature. For navie users who are not familiar with usage of HSGWO in a proper way, tuning these parameters is really an annoying problem. Therefore, parameter self-adaptation GWO will be tackled in future as a very crucial goal. On the other hand, there is no systematic work to investigate the fittest constraint handling methods for GWO. Thus, GWO which is equipped with different constraint handing methods for a significant number of real-world problems is a good research direction in future.
