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The advent of affordable, small-sized motion tracking sensors has led many to consider mid-air inter-
actions in new application areas such as desktop computers, interactive tabletops or inside cars. Virtual
and augmented reality interfaces have further accelerated the use of mid-air interactions as a viable
human-computer interaction. Haptic feedback plays an important role in mid-air interactions to give
information about the physical presence of objects, which the users are interacting. With the emergence
of contactless haptic feedback technologies in mid-air, users can ubiquitously feel the objects they are
controlling. Simulating the sense of touch thus not only offers the ability to augment existing applications
but also allows for new interactive and collaborative application paradigms which were previously not
possible. Moreover, use of haptic feedback in addition to the visual and auditory modalities have shown
to enhance user sensorimotor performance thereby decreasing the task execution time and improving the
overall user experience.
The two most crucial requirements of haptic feedback generation in mid-air interactions are the re-
alism and stability of the haptic feedback generated. In this work, the author intends to study and
subsequently propose a methodology for realistic and stable haptic feedback generation in mid-air inter-
actions. In addition to the above experiments, basic experiments to evaluate the effect of vibrotactile
feedback on human motion pattern and subsequently system gesture recognition rate is conducted. The
effects of temporal asynchrony of haptic and visual feedback on individual task performance and percep-
tion during gesture interactions are also analyzed. Based on these experiments acceptable tolerance level
of delay in haptic feedback is evaluated. These basic studies contribute to the stable haptic feedback
development in mid-air as increased gesture recognition rate improves haptic feedback and thereby the
user experiences as well. Vibrotactile feedback in the form of a wristband was used as the haptic feedback
device is all the experiments.
In order to realize a more realistic haptic rendering model for mid-air writing, the kinematic chain
structure of the finger was incorporated in the rendering model along with the fingerpad characteristics.
The finger movement pattern on a smooth surface was analyzed first to understand the effect of finger
fluctuations on contact forces. Unlike most previous studies, whole finger movement was not restricted
during sliding. The existence of an “apparent finger length”, which changes with posture, sliding direction,
and contact angles were confirmed from the experimental results. Temporal synchronization of finger
forces with apparent finger length variations was also confirmed. Qualitative and quantitative study of
finger length variations with postures, sliding directions and contact angles indicated the effect of finger
stiffness on contact mechanics.
A “stiffness ellipse” was thus modelled to incorporate the whole finger effects on contact forces.
The size, orientation, and shape of the stiffness ellipse were altered with changes in the posture, sliding
direction and contact angle of the index finger during sliding. Further, the stiffness ellipse was coupled
with the lumped mass spring damper model of the finger pad to estimate resultant contact forces. The
performance of the proposed model was then verified by comparing simulated data with experimental
data obtained from subjects. The results showed that the proposed model could estimate the tendencies
of change in contact forces with changes in posture, sliding direction, and contact angles. Moreover, the
frequency of stick-slip motion from the model and actual finger stick-slip frequencies was also found to
be correlated. The preloading phase duration estimated by the model also followed the global trends of
experimental data. These findings paved the way for a more detailed understanding of actual finger sliding
process in the event of stick-slip troughs. The main characteristic of the proposed haptic rendering model
is that it could be used for generating not only cutaneous but also kinesthetic haptic feedback. Though
the primary focus was modelling stick-slip events, which activates the FA–I and FA–II mechanoreceptors,
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modelling of both normal as well as the tangential component of force enables more accurate rendering
to trigger SA–1 and SA–II mechanoreceptors too.
The development of stable haptic feedback was addressed in the subsequent three chapters. First,
the explicit recognition of unstable motion patterns for real-time, mid-air haptic rendering had to be ad-
dressed. To address this issue, a motion synthesis method for real-time, stable haptic feedback generation
during mid-air interactions was proposed. The proposed method used an HMM model to recognize the
gestures. Motion elements were synthesized based on the recognized gestures to control the vibrotactile
feedback. Four gestures (tapping, three-fingered zooming, vertical dragging, and horizontal dragging)
were used in the study to evaluate the performance of the motion synthesis method.
The ideal motion curves and corresponding primitive motion elements to be synthesized for each
gesture were obtained from multiple subjects in different conditions using a reference motion tracking
sensor. An adaptive control algorithm was implemented to modulate the primitive motion elements based
on the users actual gesture execution speed. Separate HMM models were trained for each gesture, and
motion patterns were synthesized in real time in spite of changes in speed and tracking irregularities.
The shape and timing of the synthesized, measured, and moving average filtered motion data were
compared with the reference motion curve obtained from a stable sensor. Moreover, user satisfaction
levels for concurrent and terminal vibrotactile feedback based on different motion data were compared
by a subjective evaluation using a questionnaire.
The objective evaluation results of motion synthesis method, given by the shape and timing of the
curve showed a significant increase in shape and end timing performance of the synthesized motion curves
for different gestures in unstable tracking environments. The subjective evaluation results obtained by
questionnaire also supported the viability of motion synthesis based on haptic feedback when tracking
stability was poor. The questionnaire evaluated the subjective perception of synchronization, smoothness
and essentiality of haptic feedback in gesture execution under both stable and unstable motion tracking
conditions. It was found that when the executed gesture was fast, as is the case in tapping, the effect
of tracking instability was minimal, and motion synthesis had no significant improvements in objective
and subjective scores. The subjective evaluation results showed that participants could better perceive
synchronization of vibrotactile feedback with hand motion when synthesized motion data was used.
The stability of haptic feedback depends on the accurate recognition of the intended gestures. Thus,
in addition to the above studies, fundamental studies were also conducted to evaluate the potential of
haptic feedback in improving system gesture recognition. The initial proofs to show the potential of
improvements in gesture recognition was made by developing a mid-air writing system to provide two
types of haptic feedback; friction sensation during writing and impulsive stimulation at the beginning
and end of each letter writing. The results with visual-haptic feedback compared to visual feedback alone
showed that the haptic feedback improved the gesture recognition rate of the mid-air writing system.
The total number of retrials for the task completion was also reduced or remained constant with haptic
feedback. The improvement in the gesture recognition rate was estimated to be due to modulation of
hand motion during writing phase with haptic feedback. The modulation of the Euclidean distance
score and the finger stopping time led to smooth feature vectors for the K-Means clustering algorithm to
distinguish the transitions of the estimated states. As for the subjective user experience evaluations, the
results showed solid improvements in intuitiveness, user satisfaction, and learnability. A varying effect of
the haptic feedback on different users was observed in the experimental results. The author attributes
this to the difference in virtual and real haptic stimulation positions; i.e., while the subjects see their
finger touching the screen, the stimulation occurs on the wrist. Out of the five subjects, four subjects
chose visual-haptic feedback over the other, whereas a subject found visual-haptic feedback confusing
and less interactive compared to its visual counterpart. The results of the study aid the stable haptic
feedback generation as it affirms the existence of a positive loop between haptic feedback, human motion
and systems gesture recognition which in turn improves the stability of haptic feedback.
Finally, a study on the effect of temporal asynchrony between different feedback modalities in mid-air
gestures was conducted. The motivation of the study was to evaluate the acceptable tolerance of subjects
for delay between haptic and visual feedback during mid-air interactions and confirm that it is higher than
the inherent delay of the motion synthesis model proposed in Chapter 3. Tapping and dragging gestures
were chosen as tasks with haptic feedback provided by a vibrotactile wristband. Both, quantitative task
performance matrices evaluations and subjective evaluations based on the questionnaire were conducted
to analyze the effect of haptic latencies. The quantitative task performance parameters evaluated in this
study were the gesture execution duration and task execution error. The subjective parameters evaluated
include the simultaneity judgement, ownership judgement and pleasantness of gesture execution. The
effect of temporal asynchrony was analyzed for both terminal and concurrent feedback topologies. Results
ii
showed that the effect of haptic latencies was more prominent in tapping task owing to short duration
compared to the drag gesture. Moreover, the acceptable tolerance levels depended upon both gesture
speed and feedback modalities (concurrent or terminal). The subjective ratings showed a skewed tendency
towards preceding haptic feedback with a significant decrease in subjective ratings occurring at −160 ms
and 80 ms for preceding and delayed haptic feedback respectively for tapping gesture with terminal
feedback. For dragging gesture having terminal feedback this range was from −160 ms and 120 ms.
Whereas with concurrent feedback for drag gesture, subjects had an increased range of acceptable delay,
from −240 to 160 ms. The results of this study prove that the inherent delay of the motion synthesis
model lies within the acceptable tolerance limit of humans during mid-air interactions.
The outcome of the research conducted in this thesis has come up in the form of several virtual
and augmented reality applets demonstrating the developed technologies. Moreover, the experiments
conducted for validating motion synthesis model provided insights on extending the methodology to other
sensing modalities as well. The proposed haptic rendering model may also trigger studies on developing
new haptic devices to simultaneously “sense” finger posture and subsequently ”render” corresponding
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Recently substantial research efforts have been attempted to bridge the gap between
virtual and physical spaces by embodying the digital in the physical world. Tabletop
tangible interfaces have shown a wide range of interaction possibilities and utilities in this
regard. Despite their compelling qualities, tangible tabletop interfaces share a typical con-
straint. Interaction with physical objects is inherently constricted to 2D planar surfaces.
This limitation might not appear to be a drawback for many tabletop interfaces when
content is mapped to surface components, but there are exciting possibilities enabled by
supporting 3D manipulation. Increasing the operation area to support 3D interactions
also opens exciting challenges in developing artificial haptic feedback technologies to sup-
port and augment such interactions. In addition to the artistic and aesthetic appeal, the
advent of affordable, small-sized motion tracking sensors has led many to consider mid-air
interactions in new application areas such as desktop computers, interactive tabletops or
inside cars. The emergence of virtual and augmented reality interfaces equipped with
high power computing solutions have further allured the use of mid-air interactions as a
viable human-computer interaction.
Haptic feedback plays an important role in mid-air interactions to render information
about the physical presence of objects, which the users are interacting. With the emer-
gence of aerial haptic feedback technologies such as airjet [9] and ultrasonic radiation
pressure [19], users can ubiquitously manipulate objects in 3D. Simulating the sense of
touch (haptic feedback) thus not only offers the ability to augment existing applications
but also allows new interactive and collaborative application paradigms which were previ-
ously impossible. Moreover, use of haptic feedback, in addition to the visual and auditory
modalities, have shown to enhance user sensorimotor performance thereby decreasing the
task execution time and improving overall user experience[20].
1
1. INTRODUCTION
The two most crucial requirements for haptic feedback generation in midair interac-
tion are the realism and stability of the haptic feedback. Firstly, realistic haptic feedback
is defined here as emulating the actual fingertip-surface interaction on a 2D surface in
the 3D interaction space. For example, the users will have better immersive experience
if they get the same contact and vibrational force during proximal and distal sliding of
the finger on a material surface while interacting in mid-air. Here the author focuses
on the interaction effect rather the material specific property of the interacting surface.
Secondly, the stability of haptic feedback generated is a significant factor in user satis-
faction and ease of task execution in mid-air interactions. Stability of haptic feedback in
mid-air interaction is defined here as maintaining the intended shape and timing of haptic
feedback. Since human motion pattern is controlling the haptic feedback, stabilizing and
smoothening the motion data thus becomes the primary objective. One of the main lim-
itations affecting gesture-based haptic feedback generation in mid-air interactions is the
noisy and volatile motion data during interactions. The occlusion of the tracked elements
and range limitations of sensors deteriorate stable motion tracking by frequent reinitial-
izations, thereby affecting the stability of motion based haptic feedback [21]. Unstable
and asynchronous haptic feedback in response to user movement in mid-air may lead to
reduced user satisfaction levels coupled with depleted quantitative performance metrics
during the interaction.
In this thesis, the author intends to study and subsequently propose a methodology
for realistic and stable haptic feedback generation during mid-air interactions. Firstly, to
render realistic contact forces and vibrational patterns during the mid-air interactions,
the author intends to study the actual fingertip surface interaction, along with finger
movement patterns and corresponding finger force - torque profiles during interactions.
From such a holistic analysis of finger movement patterns and contact forces, an analyt-
ical model to replicate fingertip surface interaction forces and vibration patterns will be
proposed. Secondly, a method for synthetic motion element synthesis from unstable mo-
tion data for haptic rendering is to be devised. In addition to the above studies on stable
and realistic haptic feedback generation, the effect of haptic feedback on human motion
pattern and system recognition rates is also analyzed. Another aspect of the study con-
ducted is the effect of temporal asynchrony between different feedback modalities during
mid-air interactions.
1.2 Motivations
Realistic haptic rendering of fingerpad forces–torque profiles requires a comprehen-
sive contact mechanics model incorporating the whole finger effects. Previous studies on
contact mechanics during exploration tasks [22] focused on the interaction between the
finger pad skin and the material surface. The primary focus of those studies has been to
study the effect of contact parameters such as fingerpad contact area, sliding speed, and
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occlusion on the friction properties of the finger pad. However, in those studies of finger
posture effects on finger pad friction, were carefully avoided by constraining the finger
joints during sliding operations [23]. The subjects were also required to maintain a con-
stant fingerpad normal force during sliding. However, including whole finger effects during
sliding may explain the variations in contact forces, torques and vibrational patterns and
thereby the frictional properties in natural finger-surface interactions. The finger posture
can alter finger pad characteristics and, consequently the perceived texture or shape of
the surface during tactile exploration. Thus, an analytical model incorporating whole
finger effects may give a more realistic haptic feedback during virtual mid-air interactions
such as writing and drawing.
The explicit recognition of unstable motion patterns for real-time haptic rendering is
a gap in the current literature which needs to be addressed. The occlusion of tracked
elements and range limitations of portable, depth tracking infrared sensors (Leap Motion,
Kinect) deteriorate the motion tracking by frequent reinitializations, thereby affecting the
motion based haptic feedback [21]. One of the straightforward approaches for motion-
based haptic rendering is to apply a low pass or bandpass filter [24] on the measured data
for haptic feedback rendering. While the proposed approach works well for a master-
slave system of teleoperation and measured data based haptic feedback systems, the
methodology may fail to have the desired effect in unstable motion patterns as there are
no definite frequency component differences between unstable and stable motion patterns.
Moreover, unlike visual cues, haptic feedback has to be selectively rendered based on
specified gestures and for a specific duration.
Current gesture recognition algorithms in mid-air interaction accept relatively simple
postures and motions for reliable inputs, which are still far from natural and intuitive
experiences for the users. The limitations of gesture recognitions come not only from
the unsatisfactory performance of recognition algorithms but also the incomplete users
behaviours in the air. A potential issue for the mid-air tracking system is that users
cannot perform their intended motion precisely due to lack of physical contact. The
haptic feedback could represent virtual contact information which will provide the users
a cue to control their movement and consequently improve the system robustness even
with the same recognition algorithm. Thus, the potential of haptic feedback to improve
system recognition performance also needs to be evaluated. As a continued hypothesis,
the effect of temporal delay/precedence of haptic feedback with user motion both in
quantitative and perceptive levels also needs to be analyzed. Such a study can ensure
that the inherent system induced delay and the delay induced by motion synthesis model




1.3.1 Mid-air Haptic Feedback Technologies
Haptic sense is associated with two inner sensing mechanisms in the body, these are
called kinesthesia and cutaneous senses. These sensing mechanisms are the primary source
of sensory information to perceive touch. Kinesthesia is a sense originating from the
muscle spindle fibers, while cutaneous or tactile is the sense contributed by the skin
receptors. Kinesthesia comes into picture during actions such as lifting heavy objects,
holding a pen etc. It is entirely different from cutaneous sensations, were feelings of
contact pressure, temperature is observed. However, in most daily activities (i.e., active
touch) the two are typically working together.
One of the most important requirements of artificial haptic stimulation technologies
in mid-air interactions is the wearability of such devices. The Cambridge University Press
dictionary defines a “wearable” object as something which is merely “suitable for wear or
able to be worn.” According to this definition, the haptic stimulation systems to artificially
recreate kinesthetic feedback becomes improbable in mid-air interactions. This is because,
the artificial stimulation of kinesthesia or force feedback systems requires large mechanical
systems which are usually grounded, thus making it heavy and unintuitive for gesture
induced feedbacks. Thus this work focus on human cutaneous feedback technologies and
its essential requirements. The following parts of this section describe the current state of




Figure 1.1: Three representative wearable haptic devices providing vibrotactile stimuli
to the hand (a) 3×3 array of vibrotactile actuators [1] (b) Vibrotactile actuators for
multimedia experience [2] (c) Circularly arranged vibrotactile actuators [3].
The vibrotactile actuators with small and lightweight form factor have enabled re-
searchers to develop highly-wearable interfaces using such technology. The vibration mo-
tors such as eccentrically rotating motors and voice coil actuator can be used in multiple
form factors (wristband, haptic glove, etc.). The vibrotactile actuators provide high-
frequency vibrations thereby exciting predominantly RA-I and RA-II mechanoreceptors.
Previous research conducted by the Konyo et al. [25, 26, 27] has shown that by controlling
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the waveform patterns for exciting these actuators, we can provide the illusion of pseudo
inertia, friction, softness, and viscosity, etc. using this actuation technique.
One of the first examples of vibrotactile gloves were developed by Uchiyama et al. [1]
for providing directions and spatial representation to wheelchair users who have severe
visual impairment. The vibration signals are provided using a 3-by-3 array of vibrotactile
actuators placed on the back of the hand (see Fig. 1.1 (a)). Kim et al. [2] used a
similar approach to increase the immersiveness of multimedia experiences such as movies
and computer games. They developed a glove housing twenty vibrotactile actuators and
devised a mapping algorithm between tactile sensations and multimedia content (see Fig.
1.1 (b)). Systems similar to the ones reported here, featuring various arrangements of
vibrotactile actuators on the hand, have shown promising results in different applications,
such as virtual reality, rehabilitation, and enhanced cinematic experiences [3] (see Fig.
1.1 (c)).
1.3.1.2 Wearable Skinstretch Devices
(a) (b) (c)
Figure 1.2: Three representative wearable haptic devices providing lateral skin stretch
and/or relative tangential motion to the fingertip. (a) Tangential force feedback [4] (b)
Tangential force feedback [5] (c) Normal indendation [6].
Although exoskeletons can be considered wearable haptic systems, they are often quite
heavy and cumbersome, reducing their applicability and effectiveness. A promising way
to increase the wearability of such devices consists of moving the grounding of the system
closer to the point of application of the stimulus. However, as this happens, the kinesthetic
component of the interaction is progressively lost, leaving intact only the cutaneous part of
the interaction [28] At the extreme of this approach, when the base of the haptic interface
is placed at the actual point of application of the stimulus, the haptic interface is only
suitable for providing cutaneous cues. This is the case of the fingertip devices shown in Fig.
1.2. Cutaneous feedback provides an effective and accurate way to elucidate the design
of wearable haptic systems: the high density of mechanoreceptors in the skin coupled
with low activation thresholds [29] allow researchers to develop effective cutaneous-only
displays that are compact, comfortable, and inexpensive [4, 6, 5] (as the one in Fig. 1.2
(b) and (c)). Cutaneous cues were found to be more resourceful compared to kinesthetic
cues in discrimination of surface curvature and fine manipulation [30].
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1.3.1.3 Ultrasound based Acoustic Radiation
(a) (b)
Figure 1.3: Ultrasound based mid-air tactile feedback system. (a) UltraHaptics [7] (b)
HaptoMime [8].
Another type of mid-air tactile display relies on ultrasonic waves by means of the
acoustic radiation force that occurs when ultrasound is focused on the human skin and
deforms the skin. Dalecki et al. [31] was the first to report that tactile sensations can
be evoked from the ultrasound radiated on the skin in the water. This finding was
implemented by Shinoda and colleagues [8] using a 2D array of ultrasonic transducers
that focuses ultrasound to one point on the submerged hand as shown in Fig. 1.3 (b).
They have since made significant contributions, in particular, with an airborne ultrasound
tactile display producing tactile sensations in midair. The key idea was the selection of an
adequate signal frequency (40 kHz) for ultrasound; using higher frequency improve energy
attenuation but degrades the spatial resolution of focusing. This tactile display was then
improved to offer a large workspace and to support above screen touch interaction by
transmitting ultrasound through a visual screen. On the other hand, Gavrilov presented
a method to display 2D tactile shapes by generating multiple focus ultrasonic fields [32].
This method was extended by Subrahmanian et al. into UltraHaptics by adding temporal
multiplexing to provide multi-point ultrasonic tactile feedback within a target range (20
cm) [7]. They further improved the technology for a presentation of 3D volumetric haptic
shapes in the air as shown in Fig. 1.3 (a).
1.3.1.4 Airjets
One prominent approach for aerial haptic feedback generation is to use air jets, e.g., a
tabletop that emits air jets using an array of nozzles to the air receiver (a hollow cup) held
in the users hand for force feedback and an air-jet lump display that varies air pressure
and aperture size to render virtual lumps [33]. A possibility of rendering reliable tactile
sensations using air jets at a longer distance (35 cm) was also explored [34]. AIRREAL
developed by Sodhi et al. [9] shown in Fig. 1.4 also relied on air vortex generation
directed by an actuated flexible nozzle to provide effective tactile feedback in mid-air
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Figure 1.4: AIRREAL: Air vortex generation directed by an actuated flexible nozzle [9].
without requiring the user to wear a physical device. An important benefit of vortices is
they can impart a considerable force upon collision with an object. Furthermore, vortices
can travel over significant distances while keeping their shape and speed.
1.3.1.5 Thermal Radiation based Haptic Display
Figure 1.5: Overview of The Proposed HaptoHeat System [10].
In [10] Satoshi Saga proposed a concept of thermal radiation-based haptic display
while doing 3D interactions. A virtual haptic sensation was realized in the air by using
thermal radiation and human characteristic of heat sensation. The method controls the
thermal radiation and generates nociceptive thermal sensation on the users hands. The
user feels the shape of a virtual object with his proprioception and thermal/nociceptive
sensation. This method controls the position of the heat radiation spot and displays shape
information by combining 3D spatial input hardware as shown in Fig. 1.5. The radiation
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is an electromagnetic wave, thus making the speed of transmitting energy as fast as light
emission.
1.3.1.6 Tactile feedback using Laser-induced Thermoelastic Effects
Figure 1.6: Illustration of the laser system used in the study and associated thermoelastic
effect [11].
Lasers can induce mechanical waves by one of the following mechanisms: optical break-
down, ablation, or thermoelastic effect [35]. While optical breakdown and ablation have
been the major use of lasers in applications, the laser-induced thermoelastic effect has
been attracting increasing attention owing to its inherently noninvasive nature and ap-
plicability to optoacoustic imaging in biomedicine [36]. In [11], Jun et al. demonstrated
that a laser directly radiated on the skin could elicit a non-painful tactile sensation, and
this phenomenon was attributed to thermoelastic effects. Fig. 1.6 shows the conceptual
illustration of the system and its associated effects. Experimental evidence was provided
in terms of thermoelastic effect simulations, in vitro skin deformation measurements, per-
ceptual responses, and EEG brain responses. However, they were confronted with large
individual differences in the induced sensations, ranging from mechanical taps to electrical
pulses, sometimes even pain. They attributed this to the varying optical and mechanical
properties of the skin across individuals. The major advantage pointed out in favour of
this technology was that laser has an extremely long transmission distance with little
diffusion and attenuation, compared to air jets and ultrasound.
1.3.2 Mid-air Motion Tracking Technologies
While the previous section detailed haptic feedback technologies for mid-air interac-
tion, this section details the motion tracking technologies for the same. The motion data
acquired from these sensing technologies are being used to control both continuous (con-
current) and terminal haptic feedback in real-time. Conventionally, there are two basic
categories of motion data acquisition: image based and non-image based approaches.
1.3.2.1 Image Based Approaches
Nature inspires the development of many technologies in the present day world. Sim-
ilar to human beings using eyes to “see and recognize” human actions, robots use camera
images to “see and recognize” the human gestures. The camera-based approaches can be
8
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Figure 1.7: Different types of gesture recognition sensors [12].
divided into four categories.
Marker
In most marker-based solutions, individuals need to wear markers attached to the parts
of the body to be tracked in real-time. There are mainly two types of technologies used in
marker-based tracking, optical tracking using cameras (line-of-sight) and electromagnetic
tracking (non-line-of-sight). Fig. 1.8 shows the experimental set up for both of the above-
described technologies. The electromagnetic tracking based markers have wiring attached
to hands and offer precise tracking with a smaller area of operation [14].
On the other hand, optical tracker systems typically use a set of two or more cameras
focused on the subject to capture marker motions [13]. An image processing program
detects the markers captured by the cameras, and by combining 2D data, calculates
the three-dimensional positions of the markers throughout the capture time. The main
limitation of current optical trackers is in the image processing unit, which detects the
actual location of the markers. In fact, the trace of the marker may be lost in some
instances of time where the image processing software does not detect the marker position
or the marker is not captured in some frames. Each of these problems should be handled
appropriately; the solution of the first problem is done by using an appropriate algorithm
for tracking, while the second one needs to use of multiple cameras to capture the motions
and to prevent losing track of the markers. The other method to handle such situations
is to use model-based motion tracking systems One of the main disadvantages of both
marker-based tracking technologies is that they are costly and not portable.
Single Camera
Researchers started analyzing gestures using a single camera in early 90s. The restric-




Figure 1.8: Motion tracking marker (a) Cortex Motion Capture using optical tracking
[13] (b) Polhemus Liberty electromagnetic field based motion tracking [14].
the present day applications, thus making it less applicable.
Stereo Camera
To achieve robust gesture recognition, researchers suggested stereo camera-based ap-
proaches to construct 3D environment. Two stereo cameras have been used together in the
past to construct 3D depth information. Although stereo camera systems have improved
robustness in outdoor environment, they still suffer from problems such as computational
complexity and calibration difficulties [38]. Most importantly, the cost of stereo cameras
restrict its applicability in mid-air interactions.
Depth Sensor
Recently, depth sensing technologies have emerged rapidly in mid-air interactions.
A depth sensor can be defined as a non-stereo depth sensing device. Non-stereo depth
sensor enjoys several advantages compared to the traditional stereo cameras. For example,
the problems of setup calibration and illumination conditions can be prevented by using
depth camera sensors. Moreover, the output of a depth sensor is 3D depth information.
Compared with colour information, the 3D depth information simplifies the problem of
gesture identification [39]. Time-of-Flight (ToF) technology is one of the popular depth
sensing techniques. The fundamental principle of the ToF technology is to identify light
travel time. Recently, Microsoft Kinect 2 and Leap Motion controllers (Shown in Fig. 1.9)
has applied the ToF technology. While the advantage of the ToF technology is the higher
frame rate, the limitation is that the camera resolution highly depends on its light power
and reflection [21] Depth sensor provides a cheap and easy solution for gesture recognition.
It is widely used in entertainment, education, and research, which has introduced a large
developer community. With a large developer community, many open source tools and
projects are available. With the emergence of deep neural network based learning methods
more real-time, multiperson, key point opensource libraries for the body, face, and hands
tracking have been devised. Openpose [40] is one of these latest opensource, machine-
learning based motion tracking system developed using Kinect 2.0. Due to resolution
restriction, currently, depth sensors are especially popular in body gesture recognition
10
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and close-distance hand and arm gesture recognition.
(a) (b)
Figure 1.9: Depthsensors for motion tracking (a) LeapMotion controller[15] (b) Kinect
2.0 controller [16].
1.3.2.2 Non-image based Approaches
Gesture recognition has been dominated by image-based sensors for a long time. Re-
cent developments in MEMS and sensors have significantly boosted non-image based
gesture recognition technologies. The following are the main non- image based motion
tracking technologies currently employed for commercial and research practices.
Glove
Glove-based gestural interfaces are commonly used for gesture recognition. Usually,
glove-based approaches require wire connection, accelerometers, and gyroscopes. How-
ever, a cumbersome glove with a load of cables can potentially cause problems in mid-air
interactions [39] Glove-based approaches also involve complex calibration and setup pro-
cedures thereby constraining its applicability.
Band
Another contactless technology uses band-based sensors. Band-based sensors rely on
a wristband or similar wearable devices. Band-based sensors adopt wireless technology
and electromyogram sensors, which avoid connecting cables. The sensors only need to be
in contact with the wrist, user’s hand and fingers are released. One such example is Myo
gesture control armband [17] shown in Fig. 1.10.
Non-wearable
The third type of non-image based technologies adopts nonwearable sensors. Non-
wearable sensors can detect gestures without contacting human body. Google introduced
Project Soli, a radio frequency (RF) signal based hand gesture tracking and recognition
system [18]. The device has an RF signal sender and a receiver capable of recognizing
different hand gestures within a short distance as shown in Fig. 1.11. MIT has been
leading non-wearable gesture recognition technology for years. Electric Field Sensing
technology was pioneered by MIT [41]. A recent discovery from MIT introduced WiTrack,
a RF-Capture system that captures user motion by radio frequency signals reflected from
human body [42]. The RF-Capture system selects particular RF signals that can traverse
through walls and reflect off the human body. The system can capture human motion even
from another room with a precision of 20 cm. Although the precision is not acceptable in
mid-air interactions yet, non-wearable based technologies are a promising and fast-growing
sensor technology for gesture recognition.
11
1. INTRODUCTION
Figure 1.10: Myo armband using medical grade EMG sensors coupled with nine-axix
IMU for static gesture recognition [17].
Figure 1.11: Project Soli and RF-Capture system [18].
1.3.2.3 Comparison of Different Motion Sensing Technologies
Figure 1.12: Comparison of different motion sensing technologies[12].
A comparison of different sensor technologies is provided in Table 1.12 [12], summaris-
ing the advantages and disadvantages of different technologies. It is clear that there is
no sensor that fits all human-computer interaction (HCI) applications. But on a compar-
ative note, depth sensors leads among the whole pack. Two observations of the sensor
technologies are provided based on the above analyses:-
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1. In indoor HCI environment, depth sensors are the most promising image-based
techniques. Depth sensors possess advantages of easy calibration and data processing.
Occasional tracking fluctuations occur due to occlusion, range limitations, and uneven
frame rate. A large application developer community exists, which provides immediate
solutions.
2. Non-wearable approaches are the most promising technology among non-image
based approaches. They can avoid direct contact with users, which provide advantages
in an HCI environment. Non-wearable sensing is also a fast-growing field, although there
exist no working prototypes as of now commercially.
1.3.3 Motion Synthesis Technologies
Artificial motion synthesis using data-driven approaches have been attempted in the
past in robotics for replication of human-like motion for robots. Similar data-driven
approaches have also been tried in haptics sensing and rendering in the past. In this
section, the machine learning-based data-driven approaches attempted by researchers in
the past is reviewed.
1.3.3.1 Imitation Learning in Robotics
“Mimesis” or Motion Synthesis is one of the framework models in the field of cogni-
tive psychology. In cognitive psychophysics, it was observed that humans create certain
symbols from observation and understanding of other people’s behaviour which is then
used to define self-behaviour and later evolves as a natural language. This framework of
cognitive imitation has been exploited by many researchers in the past to recreate human-
like robot motion. Inamura et al. detailed this approach for imitation learning of human
gestures in their series of papers[43, 44, 45]. In their work, Inamura et al. proposed a
method which carried out the behaviour cognition and behaviour generation processes at
the same time using mimesis theory. They further proposed a mathematical model based
on hidden Markov models in order to integrate four abilities: (1) symbol emergence; (2)
behaviour recognition; (3) self-behaviour generation; (4) acquiring the motion primitives.
The proposed system was envisioned to abstract observed behavioural data of humans into
conceptual symbols and to generate self-motion patterns using the primitive symbols. In
[46] Denivisa et al. presented a novel approach for discovering motor primitives in a hi-
erarchical database of example trajectories. They improved upon the earlier method by
combining the results of the hierarchical search with statistical generalization techniques
to generate new motion primitives apart from the ones learned in the training process.
1.3.3.2 Human Motion Prediction
Many researchers have employed data-driven learning approaches to predict human
motion and thereby intentions in the past [47, 48, 49]. In [47, 50], Horiuchi et al. proposed
an artificial neural network based system named “Computational Foresight” that could
forecast human body motion 0.5 seconds before the actual motion in real-time. This fore-
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casting system was envisioned to estimate human gestures in advance to the actual action
for reducing delays in the interactive system. A similar approach was employed by Wang
et al. in [50] where they used Gaussian process dynamical models (GPDMs) for nonlin-
ear time series analysis, with applications to learning models of human pose and motion
from high-dimensional motion capture data. In [49] Pentland and Liu proposed that
many human behaviours can be accurately described as a set of dynamic models (such as
Kalman filters) sequenced together by a Markov chain. They further used these dynamic
Markov models to recognize human behaviours from sensory data and to predict human
behaviours over a few seconds time. They reportedly achieved 95% accuracy at predicting
automobile drivers’ subsequent actions from their initial preparatory movements by their
method. A multicamera based approach was reported by Kakadiaris et al. in [48] for the
3D model-based tracking of human body parts. At every frame, multiple cameras track
a number of parts depending on the visibility of these parts and the observability of the
predicted motion from the specific camera. To relate points on the occluding contours
of the parts to points on their models, the authors applied projective geometry. Then,
within the physics-based framework, the generalized forces applied from the parts’ occlud-
ing contours to model points of the body parts were computed. These forces updated the
translational and rotational degrees of freedom of the model, to minimize the discrepancy
between the sensory data and the estimated model state[48].
1.3.3.3 Data driven Haptic Sensing and Rendering
Data-driven approaches have been applied in haptic rendering also in the past. In [51]
Culbertson et al. developed a synthetic texture rendering system closely imitating the
actual texture taking into consideration the applied normal force and speed values during
tool sliding on a surface. In their paper, they presented a set of methods for creating a
haptic texture model from tool-surface interaction data recorded by a human in a natural
and unconstrained manner. The recorded high-frequency tool acceleration signal varying
with both normal force and scanning speed was segmented and modelled as a piecewise
autoregressive (AR) model. Each AR model was further labelled with the source segment’s
median force and speed values and stored in a Delaunay triangulation to create a model
set for a given texture. These texture model sets were then employed to render synthetic
vibration signals in real time as a user interacts with their TexturePad system[51]. A
similar data-driven haptic rendering approach, capable of capturing and rendering visco-
elastic material effects was proposed by Hover et al. in [52]. In their approach, force
and velocity data were captured while a human operator intuitively explored real objects.
The recorded sparse interaction vectors were then interpolated, thereby yielding dense
force fields. Building upon on this, appropriate haptic feedback was rendered for new
trajectories previously unrecorded. The proposed method was proved to handle arbitrary
non-linear materials with visco-elastic behaviour by experimental validation[52].
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1.4 Research Objectives and Approach
1.4.1 Objective
The primary research objective of this thesis is to study how realistic and stable haptic
feedback can be generated during mid-air interactions.
To achieve this goal, following specific objectives are set.
• To achieve the goal of realistic haptic feedback, the effect of finger posture, contact
angle, and sliding directions of finger movement on contact pad forces is analyzed.
Based on the analysis a contact mechanics model incorporating whole-finger effects
is proposed. Finally, to verify the proposed model, different aspects of the finger
sliding such as preloading duration, contact pad forces, and stick-slip frequency are
quantitatively compared between modelled and experimentally obtained data.
• To achieve the goal of stable motion based haptic feedback, the author proposes a
novel methodology for real-time haptic feedback generation using motion synthesis
from a depth camera sensor based motion tracking. The reference motion elements
corresponding to each individual gestures are synthesized in real-time to control
haptic feedback.
• In addition to the above experiments, studies to evaluate the effect of vibrotactile
feedback on human motion pattern and subsequently system gesture recognition
rate is conducted. This study also contributes to improving the stability of haptic
feedback as enhanced gesture recognition performance of the system better the
haptic feedback. The effects of temporal asynchrony of haptic and visual feedback
on individual task performance and perception during gesture interactions are also
analyzed. Based on these experiments acceptable tolerance level of delay in haptic
feedback during mid-air interactions is evaluated.
The goal of realistic haptic feedback is achieved in Chapter 2 while Chapters 3, 4 and
5 contribute to the development of stable haptic feedback. Solution approaches of each
objective are detailed below.
1.4.2 Approaches to Problems
The general research methodology of the thesis is divided into four parts, namely,
1) realistic haptic rendering model, 2) motion synthesis model for stable haptic feedback
generation, 3) effects of haptic feedback on motion pattern and system gesture recognition
and 4) effects of temporal synchrony of feedback modalities on human task performance
and perception. Although the general approach was to follow the actual, ideal human
motion pattern, specific techniques employed in each section are detailed as follows.
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1) Realistic Haptic Rendering Model for Mid-air Writing
The analytical finger pad-surface contact mechanics model is derived from experimen-
tal analysis of finger pad-surface contact coupled with literature review. Initial experi-
mentations to evaluate the correlation between finger movement pattern and finger forces
is conducted to examine the feasibility of the proposed model. The whole finger move-
ment pattern is analyzed by multiple sensors including, accelerometer, force and torque
sensor and the high-speed camera. The experimental data for various contact conditions
are obtained from multiple subjects. Computer simulations are further run to simulate
the contact force and torque metrics during the dynamic temporal evolution of contact
under different conditions. The accuracy of the proposed analytical whole-finger contact
mechanics model is then evaluated by comparing with actual experimental force and mo-
tion profile. Statistical techniques are used to evaluate the accuracy of the model and
experimental values. Conclusions are drawn from these statistical validations. Finally, a
midair writing/drawing application is developed to evaluate the proposed rendering model
subjectively.
2) Stable Haptic Feedback Generation for Mid-air Interactions
A methodology to artificially manufacture motion data from measured data obtained
from the tracking sensor is proposed. The proposed motion synthesis model is used to
generate motion data based on the recognized motion states using a machine learning
algorithm, thus recreating the ideal motion patterns selectively. Further, the synthesized
motion pattern is used for haptic rendering in real- time. The proposed methodology was
inspired by the embodied motion pattern generation for robot motion generation from
human motion based on a mimesis loop detailed in [53]. In work mentioned above, the
authors generate self-motion elements from the recognized motion patterns to generate
actual robot motion patterns. Here mimesis theory is used for recreating the ideal motion
pattern for particular gesture in real time.
The synthesized motion data is used for real-time haptic rendering control function
using a vibrotactile wristband [54]. Finally, the evaluation of the motion synthesis method
is conducted by the comparative statistical analysis of synthesized motion pattern profile
and benchmark reference pattern obtained from a stable sensor. A subjective evaluation
of the haptic feedback between different conditionsis conducted based on a questionnaire.
The main challenge in this approach is to maintain the real-time nature of haptic feedback
as the learning algorithm induces an inherent delay in the synthesized motion pattern.
Moreover, the method should be able to cope with the change in speed of gestural inter-
action of users in real-time.
3) Effects of Haptic Feedback on Human Motion Pattern and Gesture Recog-
nition during Mid-air Interactions
The novelty of this study is to investigate the potential of haptic feedback on the system
recognition performance, i.e., not only for a user but a system. Results of such an analysis
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will establish the potential of haptic feedback to improve gesture recognition performance
regarding the recognition rates and reduction of retrials for each gesture. Investigating the
effects of the haptic feedback on hand motion to discuss why the recognition performance
has improved for specific users is conducted quantitatively. Confirming positive effects of
the haptic feedback on the user experiences, including intuitiveness, user satisfaction, and
learnability by subjective rating scale questions is also done. The results of the study aid
the stable haptic feedback generation as it affirms the existence of a positive loop between
haptic feedback, human motion and systems gesture recognition which in turn improves
the stability of haptic feedback.
4) Effects of Temporal Asynchrony between Haptic Feeback and Visual Feed-
back Modalities in User Task Performance and Perception
The temporal visuotactile interaction effects on user perception and mid-air task per-
formance are investigated. As part of this study, both temporal and concurrent haptic
feedback for selected mid-air tasks such tapping, dragging is rendered to the subjects
along with visual feedback. Studies on the effect of the delayed/preceding instances of
haptic feedback compared to visual feedback are statistically analyzed by comparing user
motion patterns and subjective evaluations based on the questionnaire. The motivation
of the study was to evaluate the acceptable tolerance of subjects for delay between haptic
and visual feedback during mid-air interactions and confirm that it is higher than the
inherent delay of the motion synthesis model proposed in Chapter 3.
1.5 Structure of the Thesis
The thesis is composed of six chapters. To the author’s knowledge, these are original
contributions in the field of mid-air haptic interactions.
In Chapter 2, a novel haptic rendering model for mid-air writing/drawing is proposed.
The kinematic chain structure of the finger is incorporated in the rendering model along
with the fingerpad characteristics. It is also confirmed that the finger movement pattern
and contact forces are correlated in both time and absolute magnitudes. This study has
contributed progress in haptic rendering methods.
In Chapter 3, a method for stable haptic feedback generation in mid-air interactions
in spite of unstable motion tracking is developed. Unlike the conventional gesture recog-
nition systems, the proposed method not only recognizes the gestures but also synthesizes
original motion element. This study has contributed in adding a new theory for generating
stable motion induced haptic feedback.
In Chapter 4, the investigation of the effect of haptic feedback in increasing system
gesture recognition during mid-air interactions is conducted. This study provided insight
on the effect of vibrotactile feedback user’s motion pattern and subsequently the per-
formance of overall system gesture recognition. The result of this study can be used as




In Chapter 5, a study on the effect of temporal asynchrony between different feedback
modalities in mid-air gestures is conducted. The effects were analyzed on two fronts
namely, task performance and user perception. The acceptable tolerance levels of both
preceding and delayed haptic feedback is estimated. The result of this study can be used
in designing haptic feedback constraints for future 3D interaction systems.
Finally, Chapter 6 concludes this thesis.
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Chapter 2
Realistic Haptic Rendering Model
for Mid-air Writing/drawing
2.1 Introduction
The advent of affordable, small-sized motion tracking sensors such as Leap Motion
[15] and Kinect [16], have made mid-air interactions viable in new application areas such
as desktop computers, interactive tabletops, and inside cars. Portable virtual and aug-
mented reality interfaces have also recently accelerated the use of mid-air interactions
as a human-computer interaction technique. Haptic feedback plays an important role in
midair interactions to give information about the physical presence of objects, which the
users are interacting. For example, when we write or draw in mid-air if we can feel the
sensation of touching a real surface the immersion and intuitiveness in the whole virtual
interaction improves substantially. Previous research has shown that delivering appropri-
ate haptic cues to users during gesture input can help in gesture training [55] and task
performance [20], as well as improve overall user experience [56].
Appropriate physical model to render the realistic feedback forces in mid-air writing
or drawing systems is one of the essential requirements of mid-air haptic interactions.
Even with most accurate and expressive haptic feedback hardware, if the rendering model
cannot capture the whole aspects of finger motion and forces during writing or drawing
the feedback will not be intuitive and rich for the users. This points to the requirement of
specific haptic rendering models for mid-air writing or drawing. Such a rendering model
should be derived from a holistic analysis of finger sliding on a surface while simultaneously
investigating the whole finger movement kinematics and dynamics.
The kinematic chain structure of finger may play an important role in controlling the
frictional properties of finger pad during tactile exploration tasks. The finger pose can
alter finger pad characteristics and, consequently the perceived texture or shape of the
surface during tactile exploration. For example, when one slides ones finger in forward
and backward directions, the perceived friction differs. In fact, the normal finger force
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during sliding is not constant, as shown in Fig. 2.1. The finger normal force tends to
increase in forward sliding and vice-versa in backward sliding, thereby leading to this
change in friction characteristics. User experience can be improved for virtual fingertip


























Figure 2.1: General tendency of normal force with change in direction
Previous studies on contact mechanics during exploration tasks [57, 22, 58] focused on
the interaction between the finger pad skin and the material surface. The primary focus
has been to study the effect of contact parameters such as contact area, sliding speed,
and hydration in the friction properties of the finger pad. However, in those studies of the
effect of finger pad friction, finger posture effects were carefully avoided by constraining
the finger joints during sliding operations [59]. The subjects were also required to maintain
a constant normal force during sliding [22, 23]. However, including whole finger effects
during sliding may explain the variations in normal forces (shown in Fig. 2.1) and thereby
the frictional properties in natural finger-surface interactions.
Conventional friction rendering algorithms use a 1DoF mass spring damper system
to model the frictional forces acting on the finger[60]. The input normal force to these
haptic rendering algorithms is modeled as the reaction force exerted by the penetration
of the fingertip avatar on a virtual wall [61, 62]. By incorporating whole finger effects, a
better estimate of normal and tangential forces can be obtained during interactions.
In this chapter, a systematic study of the effect of finger posture and movement on
contact mechanics is conducted for the first time. A quantitative study of finger movement
with contact forces is first conducted to analyze the correlation between finger movement
and contact forces. Next, a stiffness ellipse is hypothesized to model the effect of posture,
contact angle, and motion directions on finger contact forces. Further, whole finger stiff-
ness is abstractly modeled into a directional stiffness vector, rather than incorporating
individual finger joint stiffness separately. The size and orientation of the stiffness ellipse
changes with finger posture and contact angle, respectively [63]. Thus, the stiffness ellipse
is coupled with the conventional lumped mass spring damper model [60] of the finger pad
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to estimate resultant finger pad forces.
Finally, the author investigates the changes in normal force with postures, direction,
and the contact angle of sliding without any constraints imposed during sliding. Next,
the directional effects of finger posture during tactile exploration are explained. Then,
the effect of finger postures on the duration of the tangential preloading phase is explored.
Finally, the modulation of stick-slip motion and its frequency during sliding is analyzed.
2.2 Objectives of the Chapter
The objectives of this chapter are:
• To conduct an initial study to examine the impact of whole finger sliding direction
and velocity on fingerpad normal forces and subsequently propose and evaluate a
vibrotactile rendering model incorporating these factors [64].
• To analyze the effect of finger posture, contact angle, and sliding directions on finger
movement and forces.
• To propose a model that incorporates whole finger effects using a stiffness ellipse
and a mass-spring-damper.
• To verify the proposed model by quantitative comparison with experimental data
in different finger pose conditions.
In the first objective, an initial study to confirm the impact of whole finger sliding direction
and velocity on fingerpad normal forces is conducted. Subsequently, a haptic rendering
model incorporating these factors is proposed. Further, it is confirmed that incorporating
whole finger effects in haptic rendering model improves both objective and subjective
ratings of VR interactions. The results of this initial study propelled to conduct a more
detailed investigation including sliding directions, contact angles and finger postures in
the haptic rendering model.
In the second objective, a methodical study of the effect of finger posture and move-
ment on contact mechanics is conducted. To analyze the correlation between finger move-
ment and contact forces, a quantitative study of finger movement with contact forces is
devised.
In the third objective, a stiffness ellipse is hypothesized to model the effect of posture,
contact angle, and motion directions on finger contact forces. Further, whole finger stiff-
ness is abstractly modeled into a directional stiffness vector, rather than incorporating
individual finger joint stiffness separately. The size and orientation of the stiffness ellipse
changes with finger posture and contact angle, respectively [63]. Thus, the stiffness ellipse
is coupled with the conventional lumped mass spring damper model [60] of the finger pad
to estimate resultant finger pad forces.
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Finally, in the fourth objective, the changes in normal force with postures, direction,
and the contact angle of sliding without any constraints imposed during sliding is inves-
tigated. The accuracy of the proposed model in explaining fingerpad forces in different
conditions is evaluated objectively. Statistical analysis is devised thereafter to draw con-
clusions from the obtained results.
2.3 Significance of the Study
There are two main reasons why this study was conducted. Firstly, the literature re-
view shows that the contribution of whole finger kinematics in haptic perception and more
specifically perception during finger-surface interactions have not been studied extensively.
A detailed investigation in this direction may help understand the interaction between
finger kinematics and mechanoreceptors, thereby having psychophysical and neurophys-
ical implications. Secondly, results have implications for high fidelity haptic rendering
and biotribiology. Implementing the proposed model for haptic rendering in virtual real-
ity applications such as writing and drawing on virtual screens can render contact forces
more precisely.
2.4 Related Literature
Tomlinson et al. [57], Adams et al. [22], and van Kuilenburg et al. [58] comprehen-
sively reviewed the contact parameters affecting finger friction. Of these, four parameters
namely, 1) normal force, 2) sliding direction, 3) contact angle, and 4) sliding speed pri-
marily affected by finger posture are reviewed first.
1) It has been observed that as finger normal force increases the coefficient of friction de-
creases nonlinearly [65, 66]. The primary reason for this nonlinear decrease is the stiffening
of the finger skin that consequently reduces finger pad deformation. The mathematical
relationship between normal (Fn) and tangential force (Ft) has been modelled by fitting
experimental contact force data in [65, 66, 67].
2) Changes in friction characteristics with sliding direction have been investigated by
Delhaye et al.[23] and Han et al.[65]. Han et al.[65] discovered that the coefficient of
friction is higher in distal sliding than in proximal sliding. Delhaye et al. [23] subsequently
confirmed that finger pad deformation shape and amplitude are highly dependent on
stimulation direction.
3) Increasing coefficient of friction with decreasing contact angle was observed by [59, 68,
65]. Tomimoto [68] observed that the coefficient of friction is higher for tip sliding (80◦)
than face sliding (20◦), and attributed this to the change in contact location and contact
area. However, the effect of the change in posture, in either case, was not discussed.
Similar results for 30◦, 45◦, and 60◦ contact angles in extended finger postures were
obtained by Han et al. [65].
4) The finger sliding velocity during tactile exploration is another important parameter
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influencing the tactile perception of the surface properties [57, 69, 70]. Dinc et al. [69]
found that the coefficient of friction decreases with increasing velocity in the range of
6−60 mm/sec for both smooth and rough surfaces. Pasumarty et al. [70] recently fitted a
bell curve between the logarithmic of sliding velocity and the coefficient of friction, with
the coefficient of friction being the maximum in the range of tactile exploration velocities
(5−50 mm/sec).
All of the studies cited above primarily focused on finger skin and surface interaction
considering different finger pad contact parameters. However, the kinematic structure of
the finger and its pose effects on the above parameters were not investigated.
Relevant studies on tangential preloading phase and stick-slip motion during finger
sliding include a systematic study of the time evolution of slip during tangential preloading
of the finger by Andre et al. [71, 72]. In their study, they analyzed the effect of moisture
during the evolution of stick to the slip region. The presented optical flow images showed
the growth of slip annulus from contact edges to the centre until gross slip occurs during
the tangential preloading phase. Stick-slip motion is an important phenomenon affecting
smooth sliding of the finger pad across the surface. It occurs when the friction coefficient
decreases with increasing velocity [22, 73]. The parameters affecting stick-slip phenomena
were investigated by Pasumarty et al. [70] and Derler et al. [73]. The data from [70]
suggest that stick-slip occurs when finger sliding speed is higher than the maximum value
of the coefficient of friction. Derler et al. [73] found that the overall friction behaviour
during the stick-slip effect agrees with the adhesion model of friction, which is in agreement
with the results presented by Pasumarty et al. [70].
Various researchers have modelled finger pad characteristics using physical models[74,
75, 76, 60, 59, 77, 78]. A dynamic lumped mass spring damper model of human fingertip
was proposed by Konyo et al.[60] to incorporate the effects of stick-slip events in the
presence of external high-frequency stimuli. Nakazawa et al. [74] used a Kelvin model
to derive frictional force from finger pad displacement. A computational model of the
fingertip that addresses the forced compression of the fingertip pulp has been proposed
by Serina et al. [76]. Direct measurement of the mechanical behaviour of index fingertip
and subsequent modelling of seven subjects from 0-500 Hz was conducted by Wiertlewski
and Hayward in [75]. Recently, Ho et al. [59] proposed a Beam Bundle model that can
reproduce localized displacement of the finger pad. All of the above studies model different
aspects of finger sliding; however, they do no incorporate kinematic finger constraints.
The finger kinematics effect on the fingertip exploration manipulability index has
been studied by Prattichizzo et al. [24]. They found that human finger kinematics induce
kinematic manipulability constraints on the fingertip while interacting with a surface.
Meanwhile, Milner et al. [63] found that the maximum applicable force depends upon
finger posture and applied force directions. They found that finger stiffness varies with
finger posture, the direction of voluntarily applied force, and net finger motion direction,
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resulting in these limitations.
2.5 Initial Studies on the Dependence of Fingerpad
Normal Force on Sliding Direction and Velocity
2.5.1 Specific Objective
The specific objective of this study was to confirm the hypothesis that finger motion
metrics such as direction, velocity have a significant role in contact mechanics along with
the material properties and fingerpad contact mechanics properties [64]. Further, the
second objective of the study was to confirm the hypothesis that including such finger
kinematics and motion-related metrics in the haptic rendering model not only improves










Figure 2.2: (a) An illustrative diagram of experimental analysis of finger motion in a real
screen during writing. (b) The fingerpad force sensing system (Haplog,Japan).
2.5.2 Experimental Evaluation of Fingerpad Normal Force with
Direction and Sliding Velocity
2.5.2.1 Experimental Setup
An experimental study of finger motion characteristics on a real screen of size 20 cm ×
20 cm attached vertically on to a mechanical stand was conducted. The finger forces were
obtained using finger flexion based force sensor (Haplog, Tec Gihan CO., Ltd., Japan)
shown in Fig. 2.2 (b). The sensor measured the normal component of finger force during
the surface interaction at a frame rate of 1 kHz. The screen was embedded with an acrylic
plate to enhance the difference between static and dynamic friction coefficients. The
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fingertip position, velocity, and acceleration were tracked using a multi-camera motion
capture system (Cortex, USA) as shown in Fig. 2.2 (a). Both the force and motion
data was logged simultaneously with an external circuitry triggering the data capture for
synchronization.
2.5.2.2 Tasks and Procedure
Four subjects of the age range 22- 24 wrote six basic characters namely, line up and
down, slant lines up and down, ’S’, ’3’, ’0’ and ’8’ on an acrylic plate attached screen four
times each as shown in Fig.2.2 (a). The motivation behind selecting these characters was
that they had different regions of direction changes and velocity modulation during finger-
surface interactions. The size and shape of the characters remained the same for all the
subjects as it was projected on the screen by a software application. The subjects were
required to strictly follow the trajectory of each character projected on the screen to avoid
any intrasubject and intersubject variations in motion profiles during the writing. Each
participant repeated the tasks five times each for each character to nullify any random
variations in force and motion data. The order of the character writing was changed
randomly to avoid any training effect. The force, position, velocity, and acceleration
during finger motion were analyzed.
2.5.2.3 Results and Discussions
The Fig. 2.3 shows the variation of finger normal force with respect to different
directions of writing on a real screen. The finger normal forces varied continuously during
the writing on the screen rather than being constant. The experimental results revealed
the dependence of normal force of the finger on finger velocity and direction of finger
motion. Even though the initial force depends on the speed of contact between finger and
screen, the finger force tends to be high during upward writing and vice versa on a vertical
screen. The normal force also had a direct relationship to the velocity of finger motion
with the gain being modulated by the change in the direction of finger motion. This
dependence of normal force on direction and velocity was particularly significant during
























Figure 2.3: Normal force changes according to direction for different subjects and fitted
Normal Force Gain-Direction curve.
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The above results show that the stick-slip motion is non-uniform caused by the varia-
tions in finger normal forces during sliding. The change in finger normal forces caused by
the speed and direction changes causes differences in stick-slip amplitude and duration
during actual motion. The vibrotactile friction feedback based on the 1 DOF stick-slip
model developed by Konyo et al. [60] used a constant normal force during finger motion.
This leads to an even stick-slip vibrational signal during finger sliding on the surface.
Thus introducing dynamic finger normal forces in the friction model can better replicate
the actual finger sliding on a surface.
2.5.3 Vibrotactile Friction Rendering Model Incorporating Di-
rectional Variations
Figure 2.4: 1 DoF Vibration model.
The conventional 1 Degree of Freedom (DoF) stick-slip model uses a constant normal
force for vibrotactile friction rendering as shown in Fig. 2.4. The motion equation during
the stick-slip transition is given by equation (2.1)
mẍ+ crẋ+ kr(x− x0) = µFn, (2.1)
where m is the fingerpad mass, cr is the fingerpad damping, kr is the fingerpad stiffness,
µ is the fingerpad coefficient of friction and Fn is the fingerpad normal force.
We expect a dynamic normal force based on finger motion cues to have higher user
satisfaction as it will generate a realistic high-frequency vibration during stick-slip tran-
sitions for vibrotactile rendering. Thus we use a polynomial curve fitting to introduce
dynamic normal force (DNF) in the 1 DoF model. Fig. 2.3 shows the nonlinear variation
of normal force with the direction of finger motion of the four subjects and the resultant
fitted second order polynomial curve between force gain and direction. The final rendered
normal force is given by the equation (2.2) with proportional dependence on velocity and
force gain.
26
2. Mid-air Writing and Drawing
Fn = R1 +R2(0.00003441θ
2 + 0.001449 θ + 1.017)× v, (2.2)
where Fn is the Dynamic Normal Force, R1 = 0.25, R2 = 0.01, v is dynamic finger velocity
and θ is the direction in degrees from 0 to 180 degrees with zero being the downward
direction, the values of R1 and R2 are used to finetune the rendering model based on user
feedback.
2.5.4 Verification of the Directional Dependence of Normal Force
and Corresponding Model
2.5.4.1 Experimental Setup
Fig. 2.5 shows the experimental set up for the verification of the proposed model
during actual mid-air writing. A virtual screen was implemented where the subjects
wrote the six basic character namely, line up and down, slant lines up and down, ‘S’, ‘3’,
‘0’ and ‘8’. A visual feedback of yellow line was rendered to the subjects when the fingers
touched the virtual screen. A Leap motion-Unity based gesture recognition system for
midair writing was developed with haptic feedback using linear resonant type actuator
placed in an egg-shaped shell held by the subjects in their left hand. A Vibtouch PIC-32
microcontroller system [60, 79] with a haptic rendering frequency of 1 KHz was used to
control the vibrotactile friction feedback. The friction feedback governed by 1 DoF stick-
slip model detailed in section. 2.5.3. The participants were asked to write characters on
a real screen and subsequently in midair with constant normal force (CNF) and proposed
dynamic normal force (DNF) vibrotactile friction feedback. While the sampling frequency
of the measured normal force from Haplog System was 1 KHz, a rendering frequency of
5 KHz with 60 Hz motion cues sampling was employed for vibrotactile feedback.
2.5.4.2 Subjects, Tasks, and Procedures
Four subjects of the age range 22 - 24 participated in the evaluation experiments.
A subjective rating scale questionnaire of the user experience compared to writing on
a real screen based on two parameters was prepared: - Reality and Responsivity. Here
reality was defined as the similarity of the feedback compared to writing on a screen
and responsivity is defined as the subtle changes in stick-slip feeling for slight changes in
finger motion. The subjects rated the system on a scale of 0-5 with five being highest and
vice-versa for each parameter.
2.5.4.3 Results
Normal force in mid-air writing and actual writing on real screen
Fig. 2.6 shows the measured normal force variations of fingertip during the writing of
‘0’ in the anticlockwise direction on a real screen and the rendered normal force in midair
writing using the proposed method. The rendered force closely follows the actual normal
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Visual feedback for 
mid-air writing using 
UNITY interface
Egg shaped vibrator-
Linear resonant type 
actuator(ALPS, Japan)
Motion tracking sensor
Figure 2.5: Experimental set up.
force thus creating realistic stick-slip feeling during the writing of characters. The phase
difference between the two waveforms is due to the relatively high speed of writing in























Figure 2.6: Actual and Rendered normal force.
Subjective rating scale
Figs. 2.7 (a) and (b) shows the average value of comparative rating score of Reality
and Responsivity of the vibrotactile display with CNF and DNF rendering of vibrotactile
friction respectively. The results show that the subjects had an apparent leniency towards
DNF friction rendering compared to CNF vibrotactile feedback. The score of subjective
evaluation for different characters written in midair shows a preference towards straight
lines in all directions compared to dynamically varying characters such as ’S’, ’3’ and ’8’.
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The comparatively low scores of ’S’ and ’3’ can be attributed to the higher speed of writing
in midair compared to writing on a screen thus mitigating the effect of improvements by
DNF vibration feedback.
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Figure 2.7: Subject rating of (a) Reality and (b) Responsivity.
2.5.4.4 Discussions
The experimental analysis of finger motion on real screen revealed the dependence
of finger force on velocity and change in the direction of finger motion. A real-time
modulation of finger normal force in feedback systems based on the observations was
proposed and implemented. The rendered normal force was similar to the actual normal
force of finger during writing. Subjective evaluation of proposed friction rendering model
also showed better results compared to constant normal force based friction rendering.
This method shows potential in improving the haptic rendering systems in midair by
using finger motion cues during interaction with virtual objects. A detailed analysis of
finger sliding motion coupled with the fingerpad forces is required to fully understand
the underlying kinematic and psychophysical aspects of finger sliding. Such a study can
help in modelling the whole finger effects on finger sliding on a surface. Compared to the
current state of the art fingerpad contact mechanics models, such a whole finger model
will have wider applications in virtual and augmented reality systems. This is because
a whole finger model can provide the haptic feedback which will be richer and intuitive.
Moreover, it is very intuitive to study the whole finger motion and coupled forces as
future mid-air writing systems are envisioned to use direct finger interactions for gesture
and object manipulations.
2.6 Observations of Finger Movements during Slid-
ing
2.6.1 Specific Objective
The specific objective of this study is to analyze the changes in finger movement
patterns and fingerpad contact forces with the change in finger postures and directions
during sliding.
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An experimental setup was developed to study the changes in apparent finger length
during the sticking and sliding/slipping phase, where apparent finger length is defined
as the distance between the metacarpal phalanx (MCP) joint and the fingertip. The
temporal evolution of length fluctuations with those of finger forces in different finger
pose conditions was compared first. Next, a quantitative study of finger length changes
during the preloading and slip phase was conducted in all finger pose conditions.
A separate experiment was then conducted to precisely locate the stick and slip/slide
phase of the finger from the finger contact force and torques. A high-speed imaging mi-
croscope was used to track the finger pad and compare it with normal (Fn) and tangential
(Ft) forces simultaneously. This experiment was conducted with the objective of obtaining
stick to slip transition points solely from six DoF forces in subsequent experiments.
2.6.2 Materials and Method
High Speed  Microscope
Acrylic glass plate
2 Axes robotic platform
Palm and finger support












Figure 2.8: (a) Experimental setup used to measure finger length variations and finger pad
characteristics via a high-speed microscope. (b) Finger template for posture adjustment:-
Extended posture (Left) and Flexed posture (Right). (c) Markers for tracking finger
lengths and finger pad speed.
2.6.2.1 Apparatus
The experimental setup to measure the finger normal force and tangential force during
one-dimensional finger sliding is shown in Fig. 2.8(a). The surface in contact with the
index fingertip, henceforth called the stimulus, is a plate of transparent acrylic glass (200
mm×200 mm). The acrylic plate used for the experiments were 5 mm in thickness with a
smooth surface having the surface roughness of 0.451 µm, density of 1.18 g/cm3 and tensile
strength of 80 MPa. The acrylic surface was chosen as it gives a clear distinction between
µs and µd. We used four 6-axis force sensors attached to each corner of the stimulus (TF-
2020, Tec Gihan Co., Ltd., JAPAN) with sensor range of 10 N and resolution of 0.004 N
to measure finger normal and translational forces. A custom software platform was used
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to acquired force signals at 1 kHz sampling frequency. The entire system was attached
to a two-axis robotic platform (SMUN16-540-SSC, MISUMI Corporation, JAPAN) that
can translate in the proximal and distal directions. Proximal sliding corresponded to the
acrylic plate moving in the proximal direction with respect to finger pad, and vice versa.
Its position was servo-controlled by a factory controller with a resolution of 1.5 µm at a
frequency of 1 kHz.
The finger length fluctuations were tracked using a high-speed microscope (Keyence,
VW-9000) having a CMOS sensor (640×480) at a frame rate of 10000 fps. Markers were
attached to the metacarpal phalanx (MCP) joint, proximal phalanx (PIP) joint, and the
fingertip as shown in Fig. 2.8(c), to track the change in positions during sliding. A custom
software platform from Keyence that employs optical flow technique was used for tracking
marker displacements from recorded videos.
The finger pad stick and slip states were tracked using the same high-speed microscope
along with a reflecting mirror kept at 45◦ to both high-speed camera and acrylic plate
as shown in the illustrative image in Fig. 2.8(a). An external light source kept at 45◦
to the reflecting mirror lights lit up the finger pad - stimulus interface. The contrast
of finger print images was improved using the custom image processing platform of the
Keyence VW-9000 high-speed microscope. A tracking marker was attached to the finger
pad centre, as shown in Fig. 2.8(c) to estimate the finger pad stick and slip phase in
correlation with finger force. The optical flow technique was used to estimate finger pad
displacement and speed when the stimulus slide under the finger pad.
Two postures were employed in the study: an extended finger posture and a flexed
finger posture, as shown in Fig. 2.8(b). In the extended posture, the proximal interpha-
langeal joint (PIP) was flexed at 27◦ with respect to the proximal phalange, and the distal
interphalangeal joint (DIP) angle was flexed at 15◦ with respect to the middle phalange.
In the flexed posture, these angles were 80◦ and 50◦, respectively. A lightweight, flexible
finger template customized to the size of each subjects fingers and having elastic bands
on the rear side was prefabricated to help maintain the same posture during sliding. The
finger template was made from a silicon rubber sheet of thickness - 1mm, tensile strength-
1 Mpa and elongation- 450%. The template consisted of dots at joints with lines around
the edges. The effective stiffness of the finger template was much lower (less than 5%)
than that of finger stiffness (in the range of 100 N/m to 400 N/m). Moreover, special
care was taken while attaching the enclosure to finger, where elastic gum bands were used
to allow natural finger extension and contraction without any constraints. Custom hand
and arm support platforms were fabricated to maintain steady arm posture and wrist
position. The height of the hand support and arm was adjustable to easily establish 20◦
and 60◦ contact angles with the stimulus easily in all postures.
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2.6.2.2 Subjects
Seven healthy male subjects in the age group 22 to 24 years, all right-handed, volun-
teered to participate in the experiment. All subjects provided informed consent, and the
experimental protocol was approved by the university’s ethics committee.
2.6.2.3 Experimental Procedure
In each experiment, each subject wore the custom finger support for maintaining
posture (flexed or extended). The subject placed a finger on top of the stimulus at a
given contact angle (20◦or 60◦ for extended and 60◦ for flexed). The subjects were asked
to maintain a constant normal force of 2N ±10 % before the stimulus slides under the
finger pad. The stimulus was moved along a given direction at a constant speed of 10
mm/s for three seconds. This passive finger motion avoids intentional change in normal
force by subjects during sliding. The real-time Fn was displayed to the subjects before
sliding on a PC monitor. No external controller was employed to maintain constant Fn
before sliding.
This procedure was repeated along two directions of the acrylic plate’s displacement
(proximal and distal). The proximal sliding corresponded to the acrylic plate sliding in
the proximal direction of the finger pad, and vice versa. Each of the six conditions (2
postures×two directions×two contact angles = six conditions) was repeated five times
each, for a total of 30 trials per subject. After each trial, the subject cleansed their finger
pad and acrylic plate with ethanol solution to maintain uniform finger pad hydration































Figure 2.9: Finger pad speed and force profile during sliding.
Fig. 2.9 shows the typical relative sliding speed profile and fingertip forces of Subject
4 (extended finger posture, 60◦, proximal sliding). During the stick phase, the relative
speed was zero, whereas, in the slip phase, the relative speed increased rapidly. A sudden
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Figure 2.10: Finger length variations of S04 (extended finger posture,60◦, proximal sliding)
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Figure 2.11: Quantitative analysis of finger length variations in (a) preloading phase and
(b) slip phase. (∗∗ = p < 0.001 and ∗p < 0.05.)
decrease in force values coupled with high finger pad velocity was observed for both normal
and tangential forces. Similar observations of finger pad speed and contact forces were
obtained for other experimental conditions as well. The experimental results from the
finger pad sliding speed and contact force confirmed the possibility of using force data
alone to estimate the onset of slip. This finding agreed with the method proposed by
Barrea et al. [80] to estimate µs from 6 DoF finger forces.
Both qualitative and quantitative analysis of apparent finger length variations were
conducted to investigate the effect of finger stiffness on contact forces. The mean length
of the subject fingers was 88 mm (SD=4.3 mm). Fig. 2.10 shows typical apparent finger
length variations along the y and x directions, corresponding to normal and tangential
forces, respectively, for an extended finger posture at 60◦ contact angle proximal sliding.
As evident from the figure, when the finger starts sliding, the finger normal force and the
tangential forces increases from 2 N and 0 N, respectively, in the stick phase[72] of the
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finger. At the same time, apparent finger length increases in the y direction (y2 − y1)
increases and decreases in the x direction (x2 − x1). Similarly, in the subsequent slip
states, there is a rapid change of apparent finger length in both the x and y directions,
corresponding to the sudden decrease in normal and tangential forces. Thus the qualitative
analysis shows the temporal synchronization between the finger forces and the finger
length fluctuations.
Quantitative evaluation of apparent finger length change during the preloading phase
of the finger pad (shown by lpreloading in Fig. 2.10(a)) and subsequent slip phase (shown by
lslip in Fig. 2.10(b)) was compared under different finger posture, sliding directions, and
contact angles. The non- parametric Friedman test was used to evaluate the influence
of the main effects ( posture, sliding direction and contact angles) after adjusting for
subjective variations. The Wilcoxon’s signed-rank test with Bonferroni correction was
further employed to evaluate statistical significance.
The results given in Fig. 2.11(a) show significant changes in apparent finger length
in the flex posture compared to the extended posture at the end of the preloading phase
(χ2 = 48.23, p < 0.001)). During proximal sliding, the apparent finger length decreased
at the end of the preloading phase whereas it increased in distal sliding (χ2 = 48.36, p
< 0.0001). When sliding at 60◦ and 20◦ contact angles in proximal sliding with extended
posture, apparent finger length decreased more at higher contact angles. The magnitude
differences were not statistically significant with the change in contact angle (p=0.0857).
Fig. 2.11(b) shows the changes in apparent finger length during subsequent slip phases
under different conditions. As in the preloading phase, significantly different changes in
apparent finger length were obtained in the slip phase for the Friedman test. The flex
posture had smaller finger displacement than the extended posture (χ2 = 15.26, p <
0.0001). The average apparent finger length change in the slip phase was larger in proximal
sliding than in distal sliding (χ2 = 42.05, p < 0.0001). Interestingly, the slip phase finger
length changes at the 60◦ contact angle were significantly higher than that of during
20◦contact angle (χ2 = 40.67, p < 0.0001). The quantitative analysis of apparent finger
length changes, shown in Figs. 2.11 (a) and (b) implies the existence of apparent finger
length and its significant changes with change in posture, direction and contact angles of
sliding. A detailed discussion of the finger movement pattern and its correspondence with
finger pad forces is given in Section. 2.6.4
2.6.4 Discussions
The changes in apparent finger length, shown in Figs. 2.11 (a) and (b), can be ex-
plained by the serial kinematic chain configuration of distal, middle and proximal pha-
langes. Each of these joints can be represented by a one- DoF revolute joint leading to
finger flexion and extension during sliding[81]. The muscle activation levels of the flexor
and extensor muscles differ with changes in posture, sliding direction and contact angles
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during sliding. In the stick phase, finger forces are higher than in the slip phase, which
leads to higher joint stiffness and torques. This change in joint torque causes differences
in flexor and extensor muscle activation levels controlling DIP, PIP, and MCP joints
[63, 82] and thereby the average finger displacement. The apparent finger length increase
or decrease with sliding direction is equivalent to the compression and expansion of a
viscoelastic spring. Large finger length changes in flexed posture compared to extended
posture can be attributed to the lower net finger stiffness in flex posture. As the contact
angle increases, the finger stiffness decreases, causing large finger length fluctuations.
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Figure 2.12: Physical schematic of the proposed 2 DoF haptic rendering model incorpo-
rating finger stiffness and damping
The quantitative and qualitative results detailed in Section.2.6.3 shows the existence of
apparent finger length and its synchronization with fingerpad contact forces. We hypoth-
esize that the change in finger contact forces from the onset of the sticking and subsequent
sliding phases can be explained partially, if not fully by incorporating the finger stiffness
and damping along with the conventional finger pad friction rendering model. Thus, a
lumped sum model, incorporating finger stiffness and damping along with 1 DoF finger
pad stiffness damping [74, 60] is proposed.
The proposed physical model combines the 1 DoF stick-slip model [83] with the finger
stiffness modelled as a “stiffness ellipse” as shown in Fig. 2.12. Here, the finger is modelled
as a parallel combination of a spring-damper system as the finger has 15-20 % non-
conservative forces and rest being conservative forces when stressed[63]. The conservative
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forces are modeled as the stiffness and the non-conservative forces as the damper.
Table 2.1: Nomenclature
Fn Fingerpad normal force
Ft Fingerpad tangential force
xh Physical finger mass position
xM Proxy finger mass position
xm Finger pad mass position
xb MCP joint of index finger
kl Interpenetration stiffness
kr Finger pad stiffness
cr Finger pad damping coefficient
m Finger pad mass
M Finger mass
µs, µd Static and dynamic friction coefficients
ky Finger stiffness in normal direction
cy Finger damping in normal direction
kx Finger stiffness in tangential direction
cx Finger damping in tangential direction
l0 apparant finger length
lr0 Natural length of fingerpad spring
V Sliding velocity
l Changed length of finger sliding (xM1 - xb)
d Interpenetration depth ( xh- xM)
α Nominal finger contact angle with surface
αm Changed contact angle with surface
2.7.1 Assumptions
The following assumptions are made in the modeling process.
• Passive sliding of finger avoids intentional change in normal force.
• xM is restricted to the virtual surface top, minimizing the distance between xh,
similar to finger proxy algorithms[61, 84].
• xm has only tangential direction motion modulated by the finger pad mass spring
damper system and the finger stiffness and damper.
• Position of xb remains the same.
Finger stiffness was modeled using the two-DoF spring-damper system is connected
between xM and xb. The motion of xM was restricted by kr, cr, kx, and cx, causing the
changes in the hypothetical finger length during sliding. The hypothetical finger length
changed from l0 to l during sliding, depending on the motion at each time instant, as
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Figure 2.14: Free body diagrams. (a) Mass spring damper model in the normal direction;
(b) mass spring damper model in the tangential direction
shown in Fig. 2.13. This change in apparent finger length, l − l0, introduces additional
force components in both the normal and tangential directions. The proposed model also
incorporates finger stiffness in the normal direction as a controlling element along with the
penetration depth of the actual fingertip (xh) in the virtual surface [61, 84]. The analytical
expressions affecting normal and tangential forces are discussed in detail in the ensuing
sections. Table. 2.1 gives the different parameters and corresponding abbreviations.
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2.7.2 Normal Force Acting on Finger pad Mass
Fig. 2.14(a) shows the net normal force acting on the fingertip according to the
proposed model when a finger slides on a flat surface. The finger insertion depth on the
virtual surface is modelled as the ”intended normal force” to be applied by the subject
when sliding on a surface. The surface is modelled as a fully conservative system via
a virtual spring kl, with d being the displacement due to the applied force. Since we
assume that the position of xb remains same during sliding, the modified apparent length
of finger, l can be obtained by equation (2.3)(from Fig. 2.13).
l = l0 sinα/ sinαm, (2.3)
With the changes in finger length and contact angle, the modified finger normal force is
calculated recursively by equation (2.4).
Fn = kld = ky(l − l0) sinαm + cy(l̇) sinαm, (2.4)
As shown in (2.4) kld models the ”intentional force” and the other symbols model
force constraints induced by finger kinematics during sliding. The size and isotropy of the
stiffness ellipse vary with finger posture and applied force direction. Moreover, when the
finger slides on a surface the orientation of the stiffness ellipse changes with contact angle.
These changes affect ky and α and thereby normal force during finger sliding. Thus, we
hypothesize that the proposed model accurately recreates normal force to be rendered in
real time during finger sliding motion.
2.7.3 Tangential Force Acting on Finger pad Mass
An analytical model of the mass-spring-damper system in the tangential direction is
shown in Fig. 2.14(b), which is a two DoF system with Coulomb friction. The floor
surface slides in the positive direction with a velocity V . The finger pad mass is forced
by frictional force Ft, determined as a function of the relative velocity between the floor
surface and the mass. The instantaneous motion pattern of xm and xM is obtained by
solving the following equations of motion:
MẍM + cxẋM + kx(xM − (l − l0) cosαm) +mẍm + crẋm
+kr(xm − lr0) = 0,
mẍm + crẋm + kr(xm − lr0) = Ft (2.5)
The tangential force acting on the finger pad mass has two components given by static
and dynamic states[60, 83, 85]. The magnitude of the relative velocity of the finger pad
to the floor surface determines the selection of each state. The following equations show
the frictional force in each state.
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• static friction (when V − ˙xm = 0)
Ft = Fs,
−Fsmax < Fs < Fsmax,
Fsmax = µsFn, (2.6)
• dynamic friction (when V − ˙xm 6= 0)
Ft = sgn(V − ˙xm)Fd,





µs = µd + 0.1 (2.9)
Normal force force(N)






















3.5 -1/3 fitted curve
experimentally obtained μ_d  of  individual subjects
Figure 2.15: The scatter plot of Normal force and dynamic coefficient of friction along
with the fitted curve. Each color corresponds to individual subjects data.
A separate experiment to measure the µd and µs for each subject was conducted with
finger pad placed at 20 degrees contact angle with the surface. Such an arrangement
was made to ensure the fingerpad characteristics remain prominent, rather than whole
finger effects. The static coefficient of friction was estimated as the friction coefficient at
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stick to slip transition using the methodology described by[80], and the dynamic friction
coefficient was estimated to be the friction coefficient in the subsequent trough of friction
coefficient during stick-slip motion. The coefficient of friction varied between subjects
as shown in the Table. 2.2, since they are dependent on multiple factors such as finger
radius, the nominal area of contact and hydration level. Moreover, we observed that the
dynamic coefficient of friction exhibited rubber friction model characteristics similar to
that reported by [73] as shown in Fig. 2.15. Thus we use a rubber friction model coupled
along with the median values of friction coefficients of all subjects in this study. The
best fitting (-1/3) power-law curve across all the subjects gave the following values β=1.5
and a=−0.30 for the curve with R2 value of 0.25. The average difference between µd
and µs across all subject was 0.154±0.045. Since the coefficient of friction varied between
subjects as shown in Table. 2.2 a simplified assumption of µs - µd = 0.1 was used in
simulations. While a much closer frictional force estimation can be obtained for each
subject by choosing the individually obtained friction coefficients, the above assumptions
were made to generalize the model.
In the current analysis, a coulomb friction model coupled with rubber friction char-
acteristics is assumed for µd. The numerical solution of the system defined by ordinary
differential equations was solved by Runga -Kutta method using MATLAB.
2.7.4 Parameter Selection
Table. 2.3 shows the parameters used in the simulations. The finger pad stiffness,
damping, and mass are derived from Nakazawa et al. [74]. The finger mass is approx-
imated to be ten times that of finger pad mass and is in the range of values used in
[86]. The values of finger stiffness ellipse for flex and extended posture were derived from
previous studies conducted by Milner et al. [63] and Howe et al. [86]. With the increase
in the applied forces, the size of the stiffness ellipse was also amplified. With the change
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Figure 2.16: Normal and tangential forces (1 N initial normal force, flex posture, proximal
sliding, 60◦). (a) Experimental force showing the four features used for comparison with
simulated profiles. (b) Simulated force profile by the proposed model. Both normal and
tangential force vary. (c) Simulated force profile by finger pad mass-spring- damper model.
The normal force is constant and the tangential force varies according to sliding phase
and applied force.
in sliding direction, only the sign of the change in apparent finger length was varied in
equations (2.4) and (2.5), but the values of stiffness vectors remained the same. Similarly,
with the change in contact angle, the orientation of stiffness ellipse was changed corre-
spondingly, keeping the stiffness ellipse size and shape same. The non-conservative forces
during sliding were modelled as damping elements. The damping coefficient in each case
was selected so that the non- conservative forces contribute approximately 15% of the net
contact forces [63].
The mechanical coupling at finger mass, xM between the tangential force and normal
force components through the serial kinematic finger structure causes the stick-slip effect
to be coupled between tangential and normal force components. When finger slides on a
surface, the stick-slip motion changes finger pad mass position which in turn, changes the
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Table 2.3: Parameters used in the simulation
Parameters Flex Extended
K = sqrt(k2x + k
2
y) 100 N/m 300 N/m [63, 86]
C = sqrt(c2x + c
2
y) 2 N s/m 4 N s/m [63, 86]
kr 465 N/m [74]





position of finger mass. This change in the position is finger mass is coupled to Fn and Ft.
The coupling in Ft is explained in equation (2.5) whereas the coupling in Fn occurs due to
the change in contact angle and apparent finger length as shown by equations (2.3) and
(2.4). This change in Fn modulates the maximum static frictional forces, Fsmax (given
by equation (2.6)), which in turn alters the stick-slip frequencies and preloading duration.
The simulated Fn and Ft for an initial normal force of 1 N (flex posture, proximal
sliding, 60◦) were compared with the experimental data obtained from Subject 3 for the
same conditions. As evident from Fig. 2.16(b), the proposed model reproduced the
increase in normal and tangential forces during the preloading phase. The timing of stick
to slip transition and stick-slip frequency is different for the 1 DoF mass spring damper
system (shown in Fig. 2.16(c)). The normal force remains constant at 1 N for 1 DoF
model. Moreover, the proposed model recreates stick-slip phenomena not only in the
tangential force but also in the normal component as observed experimentally. It can
also replicate the variation in stick-slip frequency with postures, sliding direction and
contact angles. A quantitative analysis of simulated and experimentally obtained stick-
slip frequencies along with Fn and Ft at µs can be used to evaluate the accuracy of the
proposed model during sliding.
The analysis of the sensitivity of model output with changes in finger stiffness and
damping was conducted in the extended posture with other parameters kept constant.
The analysis showed that a two-fold increase in the stiffness ellipse size led to an increase
of peak Fn by 66%, preloading duration by 7.5% and decrease of stick-slip frequency by
12.5%. A similar two-fold increase in the finger damping did not affect maximum Fn
but led to 20% increase in stick-slip frequency coupled with 4% decrease in preloading
duration. It was observed that while finger stiffness modulated the maximum finger forces,
finger damping affected the timing of the stick-slip motion.
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2.8 Verfication of Whole Finger Model
2.8.1 Specific Objective
The specific objective of this study was to confirm the suitability of the proposed
“Finger Stiffness ellipse” model in depicting the whole finger dynamics while finger sliding.
Experimental setup and tasks were devised to evaluate different features of stick-slip
motion and the effectiveness of the model in explaining the same.
2.8.2 Materials and Methods
2.8.2.1 Apparatus
The same experimental set up presented in Section. 2.6.2.1 was used for verifying
model performance. The stick to slip transition state was detected solely via the contact
forces, without using high-speed imaging microscope.
2.8.2.2 Subjects and Procedure
Ten healthy male subjects in the age group 22 to 24 years, all right-handed, volun-
teered to participate in this experiment. The experimental protocol was approved by
the university’s ethics committee. Similar experimental procedures as those in Section.
2.6.2.3 were employed. Three initial levels of normal forces were used for all postures,
directions and contact angles:− 0.5 N, 1N and 2N in the current study. The change in
normal forces from initial values was estimated during sliding. Each subject placed a
finger on top of the stimulus at 20, 40, and 60 for extended posture. The experiment was
repeated five times in each condition to enable statistical evaluations. The data from the
force sensors for the initial two seconds of finger sliding were recorded.
2.8.2.3 Features and Data Analysis
A quantitative analysis of model-based finger forces with that of experimental values to
evaluate the accuracy of the proposed model was conducted. The following four features
(shown pictorially in Fig. 2.16(a)) were used in the analysis: -
• Fn and Ft magnitudes during stick to slip phase (µs).
• Frequency corresponding to the first stick-slip duration after preloading (first stick)
phase.
• Magnitude of the spike occurring in the tangential component of the force during
the start of the stick phase.
• Duration of the tangential preloading phase.
Previous studies compared model performances based on individual subject wise anal-
ysis [71, 72, 75]. In contrast, the aim of this study was to observe the generic trends
of finger forces and prove the accuracy of the model across all subjects. Thus, in the
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previous analysis, the experimental data of all subjects were combined. Then a compara-
tive analysis of model tendencies and the global tendencies of the experimental data was
carried out.
Because the combined data set of all subjects was non-normal, the non- parametric
Friedman test was used to evaluate the influence of the main effects ( posture, sliding
direction and contact angles) after adjusting for initial normal force conditions. In cases
where repetitive measure block sizes were inconsistent, the Mack- Skilling test was em-
ployed. The experimentally observed contact forces in the stick to slip transition state,
stick-slip frequency, preloading duration and spike magnitude were the dependent vari-
ables in the analysis. The Wilcoxon signed rank test with Bonferroni correction was used
as the post hoc test on the experimental data owing to condition variances. R2 and root
mean square error (RMSE) was used to evaluate the goodness of fit between simulated
data and the best fit curve of the experimental data. MATLAB Statistical Toolbox was
used for statistical evaluation of model performance.
2.8.3 Results
2.8.3.1 Changes in Fn and Ft during Stick to Slip Transition State
Figs.2.17(a), (b) and (c) shows the changes in Fn and Ft during the stick to slip
transition state with changes in posture, direction, and contact angle, respectively.
Fig. 2.17(a) shows the experimental and simulated Fn and Ft ( proximal sliding,
60 degree) at stick to slip transition points with changes in posture. The normal force
increases for both postures from initial values. The increases in normal force are signifi-
cantly higher for extended posture (gradient =0.705) compared to flex posture (gradient=
0.493). The gradient of the median values for the tangential forces is similar for flex and
extended postures (0.332 and 0.322, respectively). The Friedman test to evaluate posture
effects rendered a Chi-square values of 166.66 and 111.3 for normal and tangential forces
respectively which is statistically significant (p < 0.001). Post hoc analysis with Bonfer-
roni correction gave statistically significant differences between two postures in all initial
normal force conditions for Fn (0.5 N, p < 0.001; 1.0 N, p < 0.001; 2.0 N, p < 0.001) and
Ft (0.5 N, p < 0.001; 1.0 N, p < 0.001; 2.0 N, p < 0.001). The simulated Fn and Ft accu-
rately track the experimental data with goodness of fit being (R2 = 0.8033, RMSE=0.362
N) for Fn and ( R
2 = 0.8622, RMSE = 0.1776 N) for Ft, respectively, in the extended
posture. The parameters for flexed posture are (R2 = 0.8541, RMSE = 0.2034 N) for Fn
and (R2 = 0.8523, RMSE = 0.1396 N) for Ft, respectively.
Fig. 2.17(b) shows the experimental and simulated Fn and Ft (extended posture, 60
degree) at stick to slip transition points with changes in sliding direction. With the change
in sliding direction Fn decreases from initial values for distal sliding whereas it increases
for proximal sliding (extended posture, 60◦). The slope of the median of normal force
at stick to slip transition is higher (0.705) for proximal sliding as than for distal sliding
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(a) Changes with posture Changes with sliding direction Changes with contact angle
Figure 2.17: Comparison of simulated and experimentally obtained force profiles at stick
to slip transition with (a) Change in posture (Proximal sliding, 60◦). (b) Change in direc-
tion (Extended posture, 60◦). (c) Change in contact angle (Proximal sliding, Extended
posture). The box plot corresponds to the experimental data observed.
(0.237). The absolute values of Ft obtained experimentally are lower in distal sliding than
in proximal sliding, thereby giving the increased coefficient of friction in distal sliding. A
significant main effect of sliding direction was observed with (χ2 = 222.6, p < 0.001) and
(χ2 =159.36, p < 0.001) on Fn and Ft respectively. Pairwise comparison with Bonferroni
correction revealed statistically significant differences between all conditions for Fn (0.5 N,
p < 0.001; 1.0 N,p < 0.001; 2.0 N,p < 0.001) and Ft (0.5 N, p < 0.001; 1.0 N, p < 0.001;
2.0 N, p < 0.001). The simulated normal force gave goodness of fit of (R2 = 0.8033,
RMSE = 0.362 N) for Fn and (R
2 = 0.8622, RMSE =0.1776 N) for Ft in the proximal
sliding. The goodness of fit in distal sliding were (R2 = 0.5527, RMSE = 0.1412 N) and
(R2 = 0.9147, RMSE = 0.0934 N) for Fn and Ft, respectively.
Fig.2.17(c) shows the experimental and simulated Fn and Ft (extended posture, proxi-
mal sliding) at stick to slip transition points with changes in contact angle. With increase
in contact angle, Fn increases and Ft decreases. The slope of normal force increases with
contact angle given by 0.57,0.62 and 0.705, respectively for 20, 40, and 60 degrees re-
spectively. Friedman test to estimate the effect of contact angle on experimental data
rendered a Chi-square values of 67.5 and 38.11 for Fn and Ft respectively, which were sta-
tistically significant (p < 0.001). Post hoc analysis with Bonferroni adjustments revealed
statistically significant differences for normal and tangential forces in all conditions (0.5
N, p < 0.0001; 1.0 N, p < 0.0001; 2.0 N, p < 0.0001) and (0.5 N, p > 0.01; 1.0 N, p < 0.11;
2.0 N, p < 0.03), except for Ft between 40 and 60 degrees. The simulated force follows
global tendencies of Fn, whereas Ft is not tracked accurately. The goodness of fit between
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simulated and experimental data were low in the 20◦ contact angle (R2 = 0.36, RMSE =
0.46 N) and (R2 = 0.1097, RMSE = 0.6097 N ), respectively. But the goodness of fit was
higher for Fn (R
2 = 0.923, RMSE = 0.213 N) and Ft (R
2 = 0.8561, RMSE = 0.2447 N)
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Figure 2.18: Comparison of simulated and experimentally obtained stick slip frequency.
(a) change in posture. (b) change in direction. (c) change in contact angle. The box plot
corresponds to the experimental data observed.
2.8.3.2 Changes in Stick-slip Frequency
Fig. 2.18(a) shows the experimental and simulated stick-slip frequencies with changes
in posture. The stick slip frequencies differed significantly with changes in the posture (χ2
= 42.13, p < 0.001). The stick-slip frequency is lower for extended posture than flexed
posture. As the applied normal force increases, the stick-slip frequency decreases for both
postures. The decrease in stick slip frequency is higher for flexed posture (gradient = -3.43)
than for extended posture (gradient = -1.71). Post hoc analysis by Bonferroni corrected
Wilcoxons rank sum gave statistically significant differences for 0.5 N (p < 0.0001) and
1 N (p < 0.0001), but agreed with the null hypothesis of no statistically significant
differences in 2 N (p = 0.0085). As applied initial normal force increase the simulated
stick-slip frequency decreases exponentially. The goodness of fit between the simulated
and experimental stick-slip frequencies was (RMSE = 4.08 Hz) and (RMSE = 13.05 Hz),
respectively.
Fig. 2.18(b) shows the experimental and simulated stick-slip frequencies with changes
in sliding direction. When the finger slides proximal in extended posture, the experi-
mentally observed frequencies are significantly lower than that of distal sliding (χ2 =
18.07, p < 0.001). The stick-slip frequencies decreased with applied normal force in both
cases. Post-hoc analysis gave statistically significant differences for all conditions (0.5 N,
p < 0.0001;1 N,p < 0.00001; 2 N,p < 0.00001). The stick-slip frequency of the model
closely tracks the experimental data obtained in proximal sliding (RMSE = 4.08 Hz). In
distal sliding, the drift in frequency is higher (RMSE = 17.85 Hz).
Fig. 2.18(c) shows the experimental and simulated stick-slip frequencies with changes
in contact angle. It can be seen that as the contact angle increases, the stick-slip frequency
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decreases for 60 (gradient = -3.43 Hz) and 40 degrees (gradient = -7.88 Hz) whereas it
increases for a 20-degree contact angle (3.367 Hz). The Friedman test to evaluate the main
effect of contact angle gave a Chi-square value of 43.23, which is statistically significant
(p < 0.001). Post-hoc analysis gave statistically significant differences between 20 and 60
degrees (0.5 N, p < 0.0001;1 N,p < 0.00001; 2 N, p < 0.00001); however, between 40 and
60 degrees (0.5 N, p = 0.085;1 N, p < 0.00001; 2 N, p < 0.00001) was observed. While
the model follows global trends in experimental data for 40◦ (RMSE = 4.309 Hz) and 60◦
(RMSE = 4.09 Hz), the simulated stick slip frequency for 20◦ differs considerably (RMSE
= 36.40 Hz) with increasing initial normal force.
2.8.3.3 Changes in Tangential Preloading Duration
Fig. 2.19(a) shows the simulated and experimental profile of tangential preloading du-
ration of finger pad with changes in posture. Although the tangential preloading duration
was higher for extended posture than for flexed posture (59.4%), no significant differences
between the two groups were observed in a Friedmans test when all subject data were
combined. This was due to high individual differences between subjects even though the
general trends were the same. Consequently, Friedman test with individual differences
adjusted under each initial normal force conditions was conducted. This gave significant
difference in stick duration for extended posture at 0.5 N (χ2 = 18.07, p < 0.001), but
no significant differences at 1 N and 2 N. Post hoc analysis via Bonferroni corrected
Wilcoxons paired test gave statistically significant differences for all initial normal force
conditions. The average stick duration of flexed posture increased with applied normal
force, whereas it remained constant for extended posture. The preloading duration es-
timated by the model increased linearly with the applied initial normal force for both
the conditions. The goodness of fit between the simulated and experimental stick-slip
frequency for extended and flex postures were (RMSE = 103.64 ms) and (RMSE = 94.33
ms), respectively.
Fig. 2.19(b) shows the simulated and experimental profile of tangential preloading du-
ration of finger pad with changes in sliding direction. The preloading duration is longer
for proximal sliding (103.1%) than for distal sliding. Although Friedman test with sliding
direction as the main effect gave no significant differences when all subject data were
combined, there were significant differences when individual subject differences were ad-
justed. Post-hoc analysis gave statistically significant differences for all conditions (0.5
N, p < 0.0001; 1 N,p < 0.00001; 2 N, p < 0.00001). The average stick duration of distal
sliding increases with applied normal force whereas it remains constant for proximal slid-
ing. The preloading duration estimated by the model increases linearly with the applied
initial normal force for both the conditions. Although the simulated stick-slip duration
was higher for proximal sliding than distal sliding, the preloading duration estimated by
the model had a large drift in proximal (RMSE = 103.64 ms) and distal (RMSE = 62.15
ms) motion.
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Figure 2.19: Comparison of simulated and experimentally obtained preloading duration:































Figure 2.20: Comparison of simulated and experimentally obtained initial spike magnitude
with changes in postures. The box plot corresponds to the experimental data observed.
2.8.3.4 Changes in Tangential Force Spike on the Onset of Sliding
Fig. 2.20 compares the simulated and experimental spike magnitudes with that of
posture variations. When the finger slides an initial spike in Ft occurs at the start of the
stick phase owing to the inertia of finger and initial displacement of finger pad stiffness
during loading. The magnitude and the time constant of the spike had no correlation
with finger posture (χ2 = 0.0102, p > 0.9196). The goodness of fit measure gives (RMSE
= 0.06 N) for extended posture and (RMSE = 0.1195 N) for flexed posture.
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2.8.4 Discussions
Changes with Finger Posture
Changes in normal and tangential forces with postures shown in Fig. 2.17(a), can
be explained with the change in finger stiffness[63]. Extended posture has larger finger
stiffness than flexed posture, leading to higher normal force. Also, the introduction of
finger stiffness reduces tangential finger pad displacement, thereby increasing the duration
of the preloading phase (Fig. 2.19(a)) and subsequent stick phases. The increased time
duration of the stick state directly corresponds to increased finger forces and reduced stick-
slip frequency in the extended posture (Fig. 2.18(a)). The modeled and experimentally
observed changes in finger forces and stick-slip frequencies are in agreement with the
models proposed by Nakano et al.[83, 85]. In their work, Nakano et al. defined a set
of dimensionless parameters to study the stick-slip motion of a two-DoF system with
contact compliance. The six dimensionless parameters [85] for estimating the occurrences
and stick-slip frequency especiallyλ, ζ and κ, given by (2.10)-(2.12) can be applied here
to explain the change in stick-slip frequency in different conditions. The small N and κ
values correspond to higher stick-slip frequencies in the flexed posture, although the same
∆µ was assumed in both conditions. As the finger stiffness increases, damping coefficient
decreases, leading to the decreased stick-slip frequencies.
λ = ∆µN/(m(kr + kx))
1/2V, (2.10)
ζ = (cr + cx)/2(m(kr + kx))
1/2, (2.11)
κ = kr/kx, (2.12)
Changes with Sliding Direction
With the change in sliding direction, hypothetical finger length increase or decrease is
the primary factor affecting finger forces. For the same posture and contact angle, finger
length increases in distal sliding whereas it decreases in proximal sliding. Thus, during
distal sliding, Fn decreases from initial values (Fig. 2.17(b)) causing shorter stick duration.
The lower normal force can also explain the higher stick-slip frequencies (Fig. 2.18(b))
and short preloading phase duration (Fig. 2.19(b)) in the distal sliding during sliding.
The experimental and modelled findings are consistent with the directional variations of
friction coefficients observed by Nakazawa et al. [74] and Han et al. [65]. While [74]
attributes the change in friction coefficients solely to varying finger pad stiffness and
damping, Han et al. [65] reasons it by the presence of fingernail. In this model, the
effect of the fingernail is implied in the finger stiffness ellipse. Although Ho and Hirai [59]
reported no significant change in friction with changes in sliding, significant changes in
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localized displacement patterns were reported between the proximal and distal directions.
Changes with Contact Angles
When contact angle increases, the normal component of finger stiffness increases,
causing Fn to increase from initial values (Fig. 2.17(c)). Although the simulated normal
forces follow the experimental profile, the tangential force profile was different from the
experimental data. This may be due to the changes in the contact area at different
contact angles which affects finger pad friction coefficients. With the decreasing contact
angle, contact area increases, thereby decreasing the net pressure on the contact area.
The proposed model shows that with decreasing contact angle, the effective coefficient of
friction decreases. This is consistent with the findings of [68, 59, 87, 65]. In Tomimoto
[68] found that the coefficient of sliding is higher for tip sliding (80◦) than face sliding
(20◦). They attributed this to the change in contact location and contact area but did
not discuss the effect of the change in posture, in either case, was not discussed. Similar
results for 30, 45, and 60-degree contact angles in extended finger postures were obtained
by Han et al. [65]. Our analysis throws light on the contribution of finger posture and
contact angle on the coefficient of friction.
The finger stiffness tends to reduce the stick-slip frequencies of the finger pad during
sliding. The stick-slip frequencies due to finger pad adhesion to with surface will be of
high frequencies (approximately 80 Hz) at lower contact angles (20 degrees). The finger
pad characteristics are prominent here, as the contact area during tangential traction is
large. However, as the finger contact angle increases, the finger posture-induced stick-slip
oscillations becomes more prominent and subsequently, frequency reduces. The experi-
mentally obtained stick-slip frequencies for 20◦ contact angle were approximately constant
for all normal force conditions (Fig. 2.18(c)), whereas the modelled stick-slip frequency
decreased nonlinearly. This drift in model predicted model values is due to the assumption
of constant values of finger and finger pad stiffness across the normal force variations from
0.5 N to 2 N in the model. However, Wiertlewski et al. [75] and Milner et al. [63] have
shown that the finger pad stiffness and finger stiffness increases with increase in applied
force. The simplified assumption of constant stiffness values for light touch ( 0.5 to 2 N )
in the proposed model leads to increased preloading duration as the finger normal forces
increases (shown in Figs. 2.19 (a) and (b)).
Changes in the Preloading Duration
With the changes in posture and sliding directions, the preloading duration had no sig-
nificant change when all subjects data were combined (Fig. 2.19). This can be explained
by the fact that no two human fingers are the same[22]. The statistically significant dif-
ference in experimental data for individual subjects with changes in posture and direction
throws light on the whole finger effects. Whereas previous studies, such as [71] and [72],
investigated the detailed time evolution of slip area during in vivo tangential loading, the
current work evinces the effects of posture on the same. The modelling results coupled
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with individual analysis of preloading duration of all subjects underlines the whole effects
on the preloading duration during tactile exploration tasks.
Changes in the Initial Spike
The initial spike in the tangential force component (shown in Fig. 2.20) was modelled
as being due to the inertia of the finger mass. Thus, the modelled spike has the same
amplitude and time-constants irrespective of the finger posture, sliding direction, and
contact angle. Because previous studies [57, 22, 58] primarily focused on finger pad
contact mechanics, modelling of the finger mass effects was not studied in detail. Although
inertial effects with the change in postures are only discussed here, similar tendencies were
confirmed in all experimental conditions.
2.9 Summary
In this chapter, a novel haptic rendering model for mid-air interactions such as writing
and drawing is proposed. Unlike the conventional haptic rendering models, the whole
finger effects are incorporated in the rendering model. To confirm the suitability of whole
finger effects in haptic rendering, an initial experiment was conducted to analyze and
subsequently model the effects of finger sliding direction and velocity in contact forces.
The objective and subjective evaluations of the pilot study showed promising results.
Thus, a more detailed study of whole finger effects on finger pad contact mechanics during
tactile exploration tasks was envisioned.
The finger movement with changes in posture, sliding direction, and contact angles
were analyzed first. Unlike in most studies, whole finger movement was not restricted
during sliding. We confirmed the existence of apparent finger length, which changes with
posture, sliding direction, and contact angles. Temporal synchronization of finger forces
with apparent finger length variations was also confirmed. Qualitative and quantitative
study of “apparent” finger length variations with postures, sliding directions and contact
angles indicated the effect of finger stiffness on contact mechanics.
A ”stiffness ellipse” was modelled to incorporate the whole finger effects on contact
forces. The size, orientation, and shape of the stiffness ellipse were altered with changes in
the posture, sliding direction and contact angle of the index finger during sliding. Further,
the stiffness ellipse was coupled with the lumped mass spring damper model of the finger
pad to estimate resultant contact forces.
The performance of the proposed model was verified by comparing simulated data
with experimental data obtained from ten subjects. Finger stiffness was found to signifi-
cantly alter the normal component of contact forces during sliding. The proposed model
could estimate the tendencies of change in contact forces with changes in posture, sliding
direction, and contact angles. The frequency of stick-slip motion from the model and
actual finger stick-slip frequencies were also correlated. The preloading phase duration
estimated by the model also followed the global trends of experimental data.
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Limitation and Future work
In the current study, small signal high-frequency oscillations in finger forces of the or-
der of tens of mN were not considered owing to force sensor limitations. Only prominent
components of stick-slip frequency components were considered with the cut-off limit of
- 20 dB. Whereas the strain gauge type force plate inherently suffices for time domain
analysis of finger sliding, the low resonant frequency of the mechanical assembly restricts
frequency domain analysis. Thus, the viscous behaviour of the finger pad at high frequen-
cies [75, 88] is not discussed in the current study. Even though the results of variation of
finger properties with sliding speed of 10 mm/sec is only discussed here, we repeated the
same experiments for 30 mm/sec and confirmed the global tendencies.
Since the aim of the work is incorporating whole finger effects on finger pad stick-slick
effects we chose the acrylic plate with distinct µs and µd for experimental evaluations.
The proposed whole finger model can be applied to finger surface interactions with
any hard and rigid contacting surfaces, by selecting an appropriate friction model for
those surfaces. If proper friction coefficients are identified for the surfaces the proposed
framework of whole finger model can be applied on any surfaces.
One of the main limitations of the proposed model is that it can only model the
gross slip of finger sliding; it cannot model the partial slip occurring during the finger
preloading phase [59, 71]. Coupling finger stiffness model with a more complex model,
such as the Beam bundle model [59] which meshes contact area with the Kelvin Voigt
model, can mitigate this limitation. Further, in the proposed model the time and load
dependence of finger pad stiffness and damping [75] are not incorporated, causing the
simulated preloading duration to increase with applied normal force.
The haptic rendering of fingerpad torques incorporating whole finger effects is one
of the future directions worth investigating. Since mid-air writing and drawing induces
variable torques depending upon the contact area of the fingerpad in touch with the
surface, such a modelling requires contact area fluctuations to be reconstructed during
sliding. Moreover, incorporation of whole finger effects in fingerpad torques opens up
interesting challenges in designing and developing mid-air haptic feedback systems to
render these rich sensations.
Copyright Acknowledgement
The results detailed in this chapter has been published in [64], [89] and the content is
used abiding by the copyright agreements.
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Chapter 3
Design of Stable Haptic Feedback
For Gesture Interactions
3.1 Introduction
As computers become more pervasive in society, aiding natural human - computer
interaction (HCI) will have a positive impact on their usefulness. Hence, there has been
increased interest in the development of new methods and technologies for linking the
human-computer barrier. The eventual aim is to bring HCI to an age where interactions
with computers will be as intuitive as an interaction between humans, and to this end,
incorporating gestures in HCI is an important research area. Gestures have long been
envisioned as an interaction technique that can potentially convey more natural, creative
and intuitive methods for communicating with the computers. Even though the invention
of mouse and keyboard is great progress, there are still conditions in which these devices
are incompatible for human-computer interactions. This is particularly the case for the
reciprocative interactions with 3D objects. The 2 degrees of freedom (DoFs) of the mouse
cannot properly emulate the multi-dimensional actions in space. Thus, the use of hand
gestures provides an attractive and natural alternative to these cumbersome interface
devices for human-computer interaction.
Availability of stable and realistic haptic feedback during gesture interactions can
greatly improve task performance and user satisfaction[54]. Without effective feedback
to modulate and control hand motion, the gesture interaction may become wayward with
the arising of false positives for improper movements[54]. Thus stable and real-time
haptic feedback in conjunction with visual cue goes a long way in not only improving user
satisfaction but also the overall performance of gesture interaction systems.
One of the main limitations affecting gesture-based haptic feedback generation is the
noisy and volatile motion data during mid-air interactions. The occlusion of the tracked
motion and range limitations of motion tracking sensors deteriorate the haptic feedback
based on mid-air fingertip motion [90, 21]. Conventional filtering approaches may not be
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able to solve this unstable motion data generation because human gestures and interac-
tions are highly arbitrary and do not have specific frequency distinctions with anomalies.
In this chapter, the author focus on the design process of stable and realistic vibrotac-
tile feedback during gesture interactions. A novel method for synthetic motion element
synthesis for haptic rendering in mid-air gesture interactions is proposed. The proposed
methodology was inspired by the embodied motion pattern generation for robots based
on a human motion inspired mimesis loop detailed in [43, 44, 45]. In the above work, In-
amura et al. generate self-motion elements from recognized motion patterns to replicate
human motion patterns in robots. Here mimesis theory is used for recreating the stable,
real-time motion patterns for different gestures. The unstable motion patterns are fed to
a hidden Markov model (HMM)-based gesture recognition algorithm which recognizes the
hidden states corresponding to the identified gesture. Primitive motion elements associ-
ated with each state are synthesized to recreate ideal motion paths associated with each
gesture. An algorithm for adaptive modulation of primitive motion element with changes
in the real-time execution speed by users is also proposed. An objective analysis of the
comparative performance of the synthesized motion data with the stable motion data
obtained from a reference sensor is conducted to estimate the viability of the proposed
model. Further, a subjective evaluation of vibrotactile feedback based on the proposed
model was conducted to confirm the performance of the proposed methodology.
While the primary objective is the generation of stable and real-time haptic feedback in
mid-air gesture interactions, the author also conducted a study to design and subsequently
evaluate a tactile gesture interaction on a touchscreen for stable remote robot control.
Here stabilizing the remote robot motion is envisioned as the equivalent of stabilizing
human motion pattern in mid-air interactions. The touchscreen is equipped with a high
frequency vibrating glass plate, programmatically controlled to modulate finger friction
during finger sliding on the touchscreen surface. Tactile sensations corresponding to the
robot terrains such obstacle distance, and surface topography are haptically rendered
via variable friction display simultaneously during gesture interactions. Psychophysical
evaluations for verifying the intuitiveness and decisiveness of the tactile feedback are
conducted subsequently.
3.2 Objectives of the Chapter
The main contributions of this chapter are as follows.
• To propose and validate a methodology for real-time vibrotactile feedback generation
during midair interactions using motion synthesis even in the presence of unstable
motion tracking.
• To device a stable remote robot motion for a gesture-based interaction on a touch-
screen.
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3.3 Significance of the Study
Two primary requirements for concurrent vibrotactile rendering [91] in mid-air in-
teractions are the stability and real-time motion data controlling the vibrotactile signals.
Continous motion data such as fingertip position, velocity, and acceleration data have been
used as the control element for physicality based vibrotactile rendering models [92, 27].
Thus, in the context of real-time vibrotactile rendering, mere recognition of gestures from
erroneous motion patterns is insufficient. The recognized gestures may further be utilized
to replicate stable and real-time motion data for controlling haptic feedback stimulation
even during the motion.
The contribution of this chapter can be applied to many real-world applications of
haptic gesture interactions such as virtual reality assisted mechanical assembly or reha-
bilitation of stroke-affected patients. Both the above applications involve multiple gestures
during interactions. Furthermore, the presence of stable haptic feedback along with the
visual cues can improve user performance. Thus the proposed method in this chapter has
broad applicability in current real-world scenarios.
3.4 Related Literature
The previous research efforts on haptic feedback technologies in touch screens and
mid-air gesture interactions are detailed in this section. Though there has been signif-
icant research in developing new haptic feedback technologies for mid-air interactions,
stabilizing the haptic feedback in spite of unstable motion data has not been studied
extensively. Thus we broadly classify the related works in mid-air interactions further
into two subcategories: - Motion recognition in midair interactions and haptic feedback
technologies for midair interactions.
Motion recognition:- Multi-camera optical tracking systems and inertial measure-
ment units (IMU) have been used in the past to track position and orientation of human
body during midair interactions. Optical tracking systems [93] which can track multiple
markers attached to the human body having a constellation of cameras is used for ac-
curate modelling and acquisitions. The main limitations of such systems are high cost
and immobility of the test bed which makes it very much an experimental reference test.
Won et al. [94] presented a novel methodology based on one position sensor and IMU to
estimate position and orientation with the integration of filter tools. Though this method
could obtain relatively accurate pose estimation, it needs extra assistance from several
markers to get the 3D reference world coordinate position of the tracking point.
Even though depth cameras such as Leap Motion controllers (LMC) and Kinect have
been used extensively in midair interfaces recently, it has many limitations. A detailed re-
view of the limitations of the commercial depth cameras is done as the current study uses
LMC as the tracking sensor. Kinect, which has two infrared cameras for depth detection
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and one standard visual-spectrum camera for visual recognition, can obtain the depth in-
formation and colour images of the operator which are used to calculate the position and
the orientation. The LMC also uses similar technology to that of Kinect but offers more
precise tracking of fingers having an inbuilt hand model. Breakthroughs were also made
in predicting self-occluded hand, e.g., [95], which, until recently, was a severe obstacle for
using optical tracking devices. But unstable motion pattern is still prevalent in case of
multiple hand interactions with incorrect initialization of the human postures. Moreover
as reported in [90] LMCs have uneven sampling frequency which causes discontinuous mo-
tion capture data along the time frame with increasing drift as capture duration increases.
To complicate the matter further, it was found that the instability in motion capture is a
function of distance and field of view from that of LMC [90]. Another limitation of LMC is
the unstable orientation information collection procedure which further leads to incorrect
position estimation as position tracking inherently depends on orientation information.
Many researchers have used advanced filtering technologies and learning based meth-
ods to recognize hand motions using a single depth camera. One of the straightforward
approaches for haptic rendering from raw data is to apply a low pass [24] or bandpass
filter [96] on the raw data for haptic feedback rendering. While the proposed approach
works well for a master-slave system of teleoperation and raw data based haptic feedback
systems, the methodology may fail to have the desired effect in mid-air interactions as
there are no definite frequency component differences between unstable and stable motion
patterns. In [97] the authors used Kalman filter to generate stable motion data from LMC
to control robot motion. This methodology needs a precise mathematical model for each
gesture, thereby requiring a heuristic approach for multiple gestures. Keskin et al. [98]
proposed a discriminative method using a multi-layered random-forest to predict hand
parts and thereby to fit a simple skeleton. The system runs at 30Hz on consumer CPU
hardware but failed under occlusion. Xu et al. [99] estimated the global orientation and
location of the hand, regress candidate 21-DoF hand poses, and selected the correct pos-
ture by minimizing reconstruction error. The system ran at 12Hz, and the lack of tracking
led to jittery pose estimates occasionally. Most recently, Sharp et al. [100] proposed a
robust and flexible real-time hand tracking algorithm for reconstructing the complex ar-
ticulated pose of hand at large distances and over-the-shoulder camera placement using
a “Golden Energy” approach.
Haptic feedback technologies:- Many haptic feedback methodologies with differ-
ent form factors have been proposed in the past for mid-air virtual/augmented reality
interactions. Previous works include the finger- worn gloves with tactile feedback applied
at the fingertip [101, 102] and the real-time auditory and vibrotactile feedback [101]. In
[103] authors presented a wireless haptic ring (HapRing) for spatial interaction, providing
vibrotactile signals and vibration cues on a finger base using a haptic actuator. Novel
techniques in the field, use ultrasonic transducers [19] and air vortex rings [9] to create fo-
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cused haptic feedback in mid-air. Most recently H. Lee et al. [104] reported the feasibility
of using indirect laser radiations for midair tactile rendering.
While most of the above midair haptic feedback technologies uses depth motion sensors
for motion sensing, no specific research efforts were made to address unstable motion
pattern affecting haptic feedback. As evident from the literature review, there is a gap
to be addressed in linking the unstable motion patterns and real-time haptic rendering.
Thus next we discuss the proposed motion synthesis approach to address this critical
research problem.
Tactile feedback in touch screens:- Early pioneering work on touch screen tactile
feedback focused on using mechanical vibrations, where the screen or the entire device
would move rapidly to stimulate a users fingertip [25, 105, 106]. Challenges in design-
ing feasible vibrotactile touch interfaces included cost, reliability, actuator size, power
requirements, as well as difficulty in the effective control of the devices mechanical vibra-
tions [106, 107]. Yamamoto et al. proposed an electrostatic tactile display with thin film
slider and ts its application in telepresentation systems in [108]. Recently, a promising
new direction for touchscreen haptics has emerged. Instead of creating vibrotactile stim-
ulation on a users finger, it suggests modifying friction between a sliding finger and the
touch screen surface [109, 110, 111]. It has been demonstrated that such devices allow
for the creation of not only a feasible and lightweight tactile feedback apparatus suitable
for touch screens, but also provide rich, dynamic and highly satisfying user experiences
[109]. While Tpad [110] uses ultrasonic vibrations, Tesla touch[109] use electrostatic vi-
brations for reducing the friction of fingerpad during sliding on a surface. Despite the
rich interaction opportunities that these displays provide, there has been little work done
on designing and evaluating fundamental techniques and algorithms for generating rich
tactile sensations on friction-based tactile displays.
3.5 Stable Vibrotactile Feedback Generation for Mid-
air Interactions
3.5.1 Specific Objective
The specific objective of this section is
• Proposing a methodology for real-time haptic feedback generation during midair
interactions using motion synthesis even in the presence of unstable motion tracking.
• Estimation of reference motion pattern of a gesture and definition of primitive mo-
tion elements to be synthesized in real-time.
• Validation of the proposed methodology for four gestures namely:- tapping, three-
fingered zooming, vertical and horizontal dragging.
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The following subsections elaborate the specific experiments and systems developed for
achieving the above goal.
3.5.2 Motion Synthesis Model and Primitive Motion Element
Synthesis using HMM
The proposed motion synthesis model builds artificial motion data based on the rec-
ognized HMM states, thus recreating actual motion pattern selectively and reproducibly.
Fig. 4.1 shows the general outline of the proposed approach. Motion synthesis-based hap-
tic feedback generation is a seven-step process. The first three steps involve motion data
acquisition from a depth sensor applied to different gestures. This data is used for training
HMM models with multiple hidden states. Each gesture corresponds to a unique HMM
model with a unique number of states. Further primitive motion elements corresponding
to each state are estimated based on reference motion data obtained from a stable sensor.
These primitive motion elements are stored in a lookup table and synthesized according
to the recognized state as shown in step 4. With the change in execution speed of the
gesture, the primitive motion elements are adaptively modulated by estimating the dura-










Hidden Markov Models 
     for each gesture
Occlusion affected 
Motion Sequence
Motion of Human hand
Motion Capture System
Measured Motion 
Selection of HMM model
Real-time Vibrotactile feedback
Adaptive modulation of motion 
Synthesized  Motion 
Selection of HMM states
Relative Motion Patterns for each gesture 
Vibration feedback on a 
Wrist Band





































Figure 3.1: Proposed motion synthesis model.
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modulate the vibrotactile waveform as shown in steps 5 and 6. Finally, the vibrotactile
feedback is finally fed to the users via a wrist -and as shown in step 7.
A discrete hidden Markov models (DHMMs) [112] is adopted to describe the rela-
tionship between the sequence of motion patterns and primitive symbols. DHMM is a
stochastic process that generates time series data. Each gesture is modelled by a unique
DHMM and the probability that a specific time series vector is generated by a DHMM
can be calculated by recursive maximum likelihood functions. Here finger position and
velocity vectors obtained from depth camera sensor are treated as the time series data.
These measured motion data vectors are discretized in real-time to obtain output sym-
bols, oj(t) since DHMM generates discrete symbols at each time instant. An Expectation-
Maximisation algorithm is then used to train unique DHMMs for each gesture, to obtain
the following three parameters unique for each gesture.
• A = aij is a states transition matrix. Here aij indicates a probability of transition
from state qi to state qj.
• B = bij is an output probability matrix. bij indicates a probability of output symbol
oj from state qi.
• π is a vector of probability vector describing the distribution of initial states.
For training the HMM model in each gestures motion data from multiple subjects with
different interaction speeds and positions were used to ensure high recognition rate (>
95%).
3.5.2.1 Primitive Motion Elements
The HMM-based motion synthesis model uses smooth primitive motion patterns stored
in the lookup tables to generate motion elements for haptic feedback control. The prim-
itive motion elements are defined by a polynomial curve fit for each state of the HMM
models. Therefore, we define the proto symbol P s as follows.
Pi = (Ai, Bi, π) (3.1)
The Viterbi algorithm calculates an ideal path of P (O|(A,B, π)) over a given time frame
T of output motion sequences,O and selects the most suitable HMM state sequence in
real time. It further renders the corresponding primitive elements associated with each
recognized state, after adjusting to the speed of gesture execution.
3.5.3 Experiment 1: Determination Of Reference Gesture Mo-
tion Patterns And Primitive Motion Elements
3.5.3.1 Specific Objective
The specific objective of this section is to device an experimental set up to obtain refer-
ence motion pattern and subsequently define primitive motion elements to be synthesized
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by the HMM states.
3.5.3.2 Participants and Tasks
The reference motion patterns are obtained from five subjects (three males and two
females) with a mean age of 22.88 and SD: 2.56. None of them had prior experience using
a haptic interface and was naive towards the goal of the study.
The author analyzed four distinct dynamic gestures for motion pattern synthesis us-
ing the proposed approach. The gestures are 1. horizontal drag, 2. vertical drag and 3.
tapping using the index finger and 4. three-fingered zooming. The above gestures were se-
lected to analyze and validate the efficiency of motion synthesis to provide continuous and
event-based haptic feedback triggering. Each subject repeated different gestures thirty
times at different interaction speeds. The reference motion elements to be synthesized
from each gesture for controlling haptic feedback are detailed here.
In the zooming gesture, the motion of the thumb, index and middle fingers on the
virtual radius of the zoom circle are used as the haptic rendering control elements. The
tapping distance (collision with the virtual surface) is the haptic rendering control vector
for the tapping gesture. In the vertical and horizontal dragging gestures, the distance of
dragging tasks was used as the haptic feedback control element.
3.5.3.3 Experimental Setup
A stable non-line-of-sight motion tracking system (Polhemus Liberty, USA) was used
to obtain the reference gesture motion data. A fixed sampling frequency of 60 Hz is used
to obtain steady motion data. The subjects wore a head-mounted display (HMD) used in
the case of VR /AR setups which displayed visual feedback of gesture execution. A Unity
application displayed the visual feedback while performing the task with actual fingertip
position was rendered to the subjects to make the task easy. Care was taken to ensure
the position of the subjects to be same every time to avoid improper tracking. Reference
motion tracking is performed on a high definition PC with specifications of 32 GB RAM,4
MHz, I7 processor and GE Force M470 graphics card.
3.5.3.4 Results and Discussions
Motion patterns for each gesture obtained from multiple subjects are normalized in
both time and amplitude to obtain a generic fitted curve. Fig. 3.2(a), (b), (c), and (d)
shows the normalized motion data obtained for horizontal drag, vertical drag, tapping,
and zooming gestures respectively. The unnecessary motion patterns obtained during the
experimentation are filtered out using a linear regression analysis where the R2 value of the
mean motion element is correlated with each motion element. Here the mean normalized
curve of entire data set of motion curves for each gesture is calculated initially. Then the
correlation between each curve in the data set and this mean curve is estimated using R2
values. Here the mean curve is treated as the regressed curve and each curve in the data
set as data points to be regressed or fitted to this mean curve. Thus, a perfect fitting
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Figure 3.2: Definition of primitive motion element from reference motion pattern for
different gestures. (a) Horizontal drag (b) Vertical drag (c) Tapping (d) Zooming. The
mean and standard deviation curves of motion are shown in the blue dotted lines.
will generate a correlation score of 1, while imperfect fitting results in 0. All the motion
patterns with R2 < Th are treated as outliers and are excluded from the analysis. This is
indicated by the unshaded region in Fig. 3.2. The threshold Th is obtained by trial and
error method for each gesture separately.
The gestures are then divided into multiple states where each state has a primitive
motion element given by the mean of the motion curve at each state. These primitive
elements are synthesized from polynomial curves with the best fit in each state. The
standard deviations due to variations between subjects at each state are also included in
the primitive elements as shown in Fig. 3.2. Each of these states is recognized by the
HMM detailed in the previous section, and the corresponding primitive motion element
is rendered in real time.
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Figure 3.3: Experimental set up, and location of gesture executions (a) Experimental
setup (b) The positions of stable and unstable tracking along with the distances to the
depth camera attached to the HMD (c) Illustrative image of drag gesture execution by
participant
3.5.4 Experiment 2: Verification of the Proposed Motion Syn-
thesis Model
3.5.4.1 Specific Objective
The specific objective of this section is to device an experimental set up to prove the
proposed motion synthesis model.
3.5.4.2 Participants
Nine individuals (two female and seven male, mean age 22.88 and SD: 1.19) partici-
pated in the study. None of the volunteers reported any visual or tactile deficits. All of
them were naive about the goal of the study and signed written consent forms approved
by the University Ethics Committee.
3.5.4.3 Experimental Setup
Fig. 5.1(a) shows the experimental setup used to evaluate the proposed motion syn-
thesis model. A Leap Motion sensor was used to track hand motion in real-time and
render haptic feedback to the subjects during gesture interactions. A non-line-of-sight
electromagnetic motion tracking system (Polhemus Liberty, USA) served as the reference
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motion tracking system to ensure stable and accurate tracking during active gesture in-
teraction. The system had a maximum update rate of 240 fps and delivers 6 DoF motion
data with less than 4 ms latency. Stable motion data obtained from the reference motion
tracking system was used to render visual feedback of fingertip positions to the subjects
using an HMD (Oculus Rift, DK2). This ensured stable visual feedback irrespective of
the gesture execution positions.
A voice coil actuator (VP2, Acouve, Japan) was adopted as the haptic feedback device.
The voice actuator was placed in a 3D printed circular box of diameter 50 mm and height
15 mm and attached to a users wrist as shown in Fig. 5.1(a). Wrist-based vibrotactile
feedback was selected for its commercial viability in current mid-air gesture interaction
systems. The author used pseudo-haptic vibrotactile representations for haptic rendering
with a processing loop of 1 kHz. These are described in detail in the following section.
3.5.4.4 Tasks, Conditions, and Vibrotactile Feedback
Four gestures (horizontal drag, vertical drag, tap and zoom) described earlier was
analyzed in experimentations for evaluations. The 41-point moving average filtered motion
data was also compared with the measured and synthesized motion data to assess its
viability. The filtered motion data was used to compare the horizontal drag and zoom
gestures as both the gestures had concurrent vibrotactile feedback.
For each of the four gestures, the subjects executed the gesture in two positions. One
position used unstable tracking and the other used stable tracking with the Leap Motion
sensor as shown in Fig. 5.1(b). This was used to evaluate the performance of the motion
synthesis method under stable and unstable motion tracking conditions. The participants
maintained their positions during gesture execution using a visually rendered cylinder.
In the horizontal and vertical drag gestures, the participants task was to drag a box
of size 5 cm × 5 cm × 5 cm horizontally and vertically from a start position to a stop
position separated by a distance of 20 cm. Two boxes of size 4 cm × 4 cm × 4 cm were
rendered to indicate the start and stop position. The colour of the boxes changed to
blue and red to indicate the start and stop time respectively. While executing gestures,
a continuous vibrotactile spring-like feedback [26] as shown in Fig. 5.2(a) was rendered
to the subjects. Here, the amplitude of the sinusoidal waveform was modulated by the
distance of the fingertip from the start position so that the participants could feel a virtual
spring-like feeling as they drag the box. At the starting point of the dragging gesture, the
transient vibration s(t) was defined as
s(t) = A sin(2πft), (3.2)
where the amplitude A is the normalized distance of the fingertip from the start position.
The frequency f is set to 180 Hz, which corresponds to the maximum sensitivity of
Pacinian corpuscles. On completion of the drag gesture, a vibrotactile inertial and viscous
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Ais the hitting velocity,  f is 300 Hz and B is 200 /s 
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(b)
Figure 3.4: Waveforms for vibrotactile actuator during gesture execution. a) Haptic spring
mode (b) Haptic impulse mode
mode was employed as the cue for task completion. The amplitude of the sinusoidal
waveform depended on the velocity and acceleration of fingertip motion. A constant value
for finger speed coupled with actual finger acceleration was used to provide feedback for
a duration of 60 ms. This assignment was motivated by the findings reported in [27],
where it was reported that during finger sliding, the acceleration and velocity of finger
motion influenced the perception of two different physical parameters: mass and viscosity
respectively.
During the tapping gesture, impulse feedback as shown in Fig. 5.2(b) was rendered
when the finger contacted the interaction surface. The vertical tapping distance was set
at 15 cm, and the colour of the surface changed to red when the finger makes contact with
the surface. From the point of fingertip collision with surface, the transient vibration s(t)
was defined as
s(t) = Ae−Bt sin(2πft), (3.3)
The amplitude A is velocity at the point of impact and the decay constant B was set
to 200. This generated vibrations lasting less than 40 ms. The frequency f was set to
300 Hz to give the sensation of a hard surface
During the zoom gesture, the participants task was to zoom the size of a sphere to
three-times its original size. They could repeat the gesture as many times as required to
complete the task. The size of the sphere was controlled by the virtual radius of the three
fingers during the zoom gesture. Spring-Like vibrotactile feedback was fed back to the
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subjects controlled by the zoom radius, similar to that of the drag gesture. However, no
terminal feedback was provided when the gesture was completed. Here the amplitude of
the sinusoidal waveform was modulated by the zoom radius so that the participants could
feel a virtual spring-like feeling as they execute the gesture.
3.5.4.5 Procedure
At each gesture execution position, the participants repeated the task ten times in
blocks of 5 trials each. Trials were performed for each experimental condition as de-
scribed in previous section. The order of vibrotactile feedback (synthesized, measured,
and filtered) was randomly changed to avoid any training effect on the subjects. Before
the start of each gesture, a practice session was conducted. This allowed the positions of
unstable and stable tracking of gestures to be recalibrated for each subject. Each gesture
was completed in 30 minutes and the entire experiment, including rest time and the prac-
tice session, required around 3 hours. After each trial, the measured motion data from
the depth camera sensor, filtered motion data, synthesized motion data, and the reference
motion tracking data were recorded by the application. Only cases where the gesture was
correctly recognized by the system was used in the analysis.
Objective analysis based on measured motion data
The following objective parameters were used to evaluate the effectiveness of the mo-
tion synthesis method.
• To evaluate the shape of the motion data compared to the reference motion, we use
the R2 values of the measured, filtered, and synthesized motion data and compared
them with the reference motion curve. The R2 values give the relative comparison
of the shape of two motion curves on a scale of 0-1 after adjusting to the shift in
time differences.
• To evaluate the time difference of endpoints of measured and synthesized motion
data compared to that of the reference motion data, we define Tdiff given by
(Endtimeref − Endtimemeasured and Endtimeref − Endtimesyn ).
Subjective Analysis Based On User Experience
The participants were asked to rate the VR mid-air interaction system in each condi-
tion after every five trials. The following three questions were answered by the participants
on a 5-point Likert-type scale from 0 (strongly disagree) to 4 (strongly agree).
• Synchronization judgement: The haptic feedback was synchronized with my hand
motion.
• Smoothness judgement: The haptic feedback was very smooth.
• Task completion judgement: The haptic feedback helped me in the task completion.
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Figure 3.5: The comparative plot of different motion profiles during horizontal drag ges-
ture execution under unstable tracking conditions.
3.5.4.6 Data Analysis
A one-sample Kolmogorov-Smirnov test of subjective and objective data across all sub-
jects suggested a normal distribution. Thus, all the statistical analysis reported henceforth
are conducted using two-way repeated measures ANOVA followed by post host tests using
Bonferroni corrected two sample T-tests. The two-way repeated measures ANOVA esti-
mated the main effects of tracking stability (stable and unstable) and the type of motion
profiles used (measured, synthesized, and filtered) across all subjects.
3.5.4.7 Results
Fig. 3.5 shows the comparative plot of reference motion data along with measured,
moving average filtered and synthesized motion curves during horizontal drag gesture for
subject 8. From the figure, it is evident that while synthesized motion curve closely repli-
cates the reference motion data, the measured motion data have instability at the tag
end of the gesture. This instability occurs due to the poor tracking accuracy as the finger
position moves away from the depth camera sensor. The moving average filtered data
has a different shape and is significantly delayed compared to the reference motion data.
This leads to a delayed vibrotactile feedback with diminished amplitude.
Objective Evaluation
The R2 values and Tdiffof the four different gestureshorizontal drag, vertical drag,
tapping, and zoomingare shown in Fig. 3.6 - 3.9 respectively. Under poor tracking
stability, we observed an improvement in R2 values and Tdiff for the synthesized motion
data. Under high tracking stability, the performance of the measured and synthesized
motion data had similar objective evaluation scores. Moreover, the filtered motion data
was significantly delayed in all the gesture conditions.
The synthesized motion data from the horizontal drag gesture had a high correlation
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Figure 3.6: Quantitative evaluation results showing the shape and end timings of motion
profiles during Horizontal drag gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment
for multiple comparisons: Bonferroni)
in shape and timing with the reference motion data when the tracking was unstable.
When the tracking was stable, however, there was no difference between measured and
synthesized data. The motion profile used had a statistically significant effect on R2
values given by (F2,16 = 4.67, p = 0.0251) for the horizontal drag task as shown in
Fig. 3.6. The interaction between the main effects were also significant (F2,16 = 5.85,
p = 0.0123). The effect of motion profiles had significant effects on Tdiff (F2,16 = 91.025,
p < 0.00001), however tracking stability had no significant effect on the horizontal drag
gesture. This shows that Tdiff had similar trends regardless of tracking stability. The
post hoc test showed significant differences in R2 values between different motion profiles.
Synthesized motion profiles had higher R2 values compared to measured motion profiles
(p = 0.0002) during unstable tracking. But there was no significant difference in R2values
between synthesized and measured motion profiles when the tracking was stable. The
post hoc test on Tdiff for both tracking conditions shows that the filtered motion data is
significantly delayed compared to the measured and synthesized data for the horizontal
drag gesture (p < 0.00005).
For the vertical drag gesture (Fig. 3.7), the end timings from the synthesized motion
data had a significantly better correlation with the reference motion data. The general
trend shows an increased performance of measured data under high tracking stability
conditions and vice versa. There was no significant effect of tracking stability or motion
profiles on the R2 values, albeit R2values from the measured motion profiles were lower.
Significant differences in Tdiff were observed for both the tracking stabilty (F2,16 = 8.18,
p = 0.0211) and motion profiles (F2,16 = 8.71, p = 0.0184). A comparison of the measured
data to the synthesized motion data under unstable tracking conditions shows that the
end time from the measured data was significantly delayed (p = 0.0408). Under stable
tracking conditions, the end times of the measured motion profile were synchronized with
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Figure 3.7: Quantitative evaluation results showing the shape and end timings of motion
profiles during vertical drag gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment for
multiple comparisons: Bonferroni)
the reference motion profiles while the synthesized motion data reached the end state
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Figure 3.8: Quantitative evaluation results showing the shape and end timings of motion
profiles during tapping gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment for
multiple comparisons: Bonferroni)
For the tapping gesture (Fig. 3.8), there were no improvements in the shape and
timing of the synthesized motion data compared to measured motion profile. While
measured motion data had a higher correlation with the reference motion curve under
stable tracking conditions, the performance was similar when the tracking was unstable.
Both the tracking stability (F2,16 = 10.13, p = 0.0133) and motion profiles (F2,16 =
21.6841, p = 0.0016) had significant effects on the R2 values. The R2 values were higher for
measured data in both tracking conditions and we observed significantly higher R2 values
under stable tracking conditions (p = 0.0042) as shown by the post hoc test. The post
hoc analysis showed that the increase in R2 values were not significant when tracking was
unstable. The tracking stabilty had significant effects on Tdiff (F2,16 = 12.83, p = 0.0072)
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but there was no significant effect of type of motion profile (measured, synthesized or
filtered). When tracking was stable, the end time difference between the reference motion
curve and the measured data was significantly earlier compared to synthesized motion
curve (p = 0.003) as shown by the post hoc analysis. With unstable tracking, however,














Figure 3.9: Quantitative evaluation results showing the shape and end timings of motion
profiles during zoom gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment for multiple
comparisons: Bonferroni)
In the zoom gesture (Fig. 3.9), the synthesized motion data had a high correlation
in shape with the reference motion data under unstable tracking conditions. When the
tracking was stable, however, there was no difference between the measured and synthe-
sized data. The end-timing was not analyzed for zoom gesture as no terminal vibrotactile
feedback was provided at the end of gesture execution. The motion profiles had significant
effects on R2 values (F2,16 = 3.43, p = 0.057) but tracking stability conditions had no
significant effect. The interaction between the above main factors were statistically signif-
icant (F2,16 = 10.38, p = 0.0013). The R
2 values were significantly higher for synthesized
motion profiles compared to filtered motion data during unstable tracking (p = 0.0004).
Subjective Evaluation
The box plot of three subjective scores for different gestures is shown in Figs. 3.10-
3.13 . The general tendency was an improvement in subjective scores for synthesized
motion data based on vibrotactile feedback, especially synchronization judgement when
the tracking stability was poor. When the tracking stability was high, the user ratings of
measured and synthesized motion data based on vibrotactile feedback had similar scores.
Moreover, the vibrotactile feedback based on filtered motion data had lower user ratings
compared to others in all cases.
In all three subjective scores, the synthesized motion curve based on vibrotactile feed-
back for horizontal dragging gesture (Fig. 3.10) had higher scores compared to measured
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(1) Synchronization judgement (1I ) Smoothness judgement (III) Task completion judgement
 **
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Figure 3.10: Subjective evaluation results of the three judgement questions for all subjects
during Horizontal drag gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment for
multiple comparisons: Bonferroni)
and filtered motion curves based on feedback under unstable tracking conditions. How-
ever, the same was not true for stable tracking. The synchronization judgement rating
scores were significantly higher for vibrotactile feedback based on synthesized motion
data for tracking stability (F2,16 = 10.74, p = 0.0112) and motion profiles (F2,16 = 4.62,
p = 0.00261). The two-way repeated Measures ANOVA gave statistically significant
higher scores with tracking stability changes for the smoothness judgement score (F2,16
= 12.815, p = 0.0072) and task completion judgement score (F2,16 = 18.89, p = 0.0025).
Subjective scores on the effect of motion profiles were not statistically significant in these
cases. The post hoc analysis gave statistically significant differences only between syn-


























































(1) Synchronization judgement (1I ) Smoothness judgement (III) Task completion judgement
 **
SynMeas
Unstable Tracking Stable Tracking Unstable Tracking Stable Tracking Unstable Tracking Stable Tracking 
SynMeasSynMeas
Figure 3.11: Subjective evaluation results of the three judgement questions for all subjects
during vertical drag gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment for multiple
comparisons: Bonferroni)
The subjective evaluation scores of the vertical dragging gesture with changes in track-
ing stabilities and motion profiles are shown in Fig. 3.11 respectively. There were statis-
tically significant higher scores for synchronization judgement with the two main factors.
The two-way repeated measures ANOVA applied to changes in the stability motion pro-
files returned values of (F2,16 = 18.185, p = 0.0027) and (F2,16 = 11.636, p = 0.0092)
respectively. However, the post hoc test only gave statistically significant higher ratings
in synchronization judgment scores for synthesized motion curves based on vibrotactile
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feedback under unstable tracking conditions (p = 0.0037). For other subjective scores,
the increase in ratings for synthesized motion curves based on vibrotactile feedback was
not statistically significant.
Figure 3.12: Subjective evaluation results of the three judgement questions for all subjects
during tapping gesture.
For tapping gesture (shown in Fig. 3.12) there was statistically significant changes in
subjective rating for all the three judgement criteria with changes in tracking stabilties
given by (F2,16 = 11.93, p = 0.0086), (F2,16 = 10.388, p = 0.0122) and (F2,16 = 6.4,
p = 0.0353) respectively. However, the subsequent Bonferroni corrected paired T-test did



























































(1) Synchronization judgement (1I ) Smoothness judgement (III) Task completion judgement
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Figure 3.13: Subjective evaluation results of the three judgement questions for all subjects
during zoom gesture. (∗∗ = p < 0.001 and ∗ = p < 0.05. Adjustment for multiple
comparisons: Bonferroni)
Fig. 3.13 shows the subjective evaluation scores for the zoom gesture with changes in
tracking stabilities and motion profiles. There were statistically significant higher scores
for synchronization judgement with changes in motion profiles (F2,16 = 3.636, p = 0.0427).
There were also statistically significant interactions between motion profiles and changes
in tracking stabilities on the subjective scores (F2,16 = 5.724, p = 0.0133). Post hoc anal-
ysis showed that the individual scores were significantly higher for the synthesized curve
compared to the filtered motion curve when the motion tracking was unstable (p = 0.008).
But when the tracking was stable, the scores were similar for both measured and synthe-
sized curves. For smoothness and task completion judgments ratings, the improvement
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in scores for synthesized motion curves was not statistically significant compared to mea-
sured and filtered motion data.
3.5.4.8 Discussions
Objective Evaluation
In general, the motion curve shape metric increased for synthesized data when the
tracking was unstable. This is underlined by the significant increases in R2 values for
horizontal drag and zoom gestures. The performance of different motion profiles was sim-
ilar under stable tracking for all gestures. This shows that the proposed motion synthesis
algorithm maintains the shape of the motion data during both stable and unstable track-
ing conditions. One can observe small R2 values for filtered motion data. This shows
that filtering of the motion data alters the shape of the motion profiles. This change in
shape of the motion data leads to diminished vibrotactile feedback based on the altered
motion profile. The shape of the motion curve during gesture execution is significant for
concurrent haptic feedback, where haptic feedback is fed continuously to the user from
the start of the gesture until the endpoint.
Differences in endpoint timing are important for terminal haptic feedback, where hap-
tic feedback is fed to the users at the end of gesture execution. When the tracking was
stable, the endpoints of the measured motion profiles during drag gestures were close to
that of the reference motion curves. However, when tracking was unstable, the endpoints
of measured motion profiles were delayed compared to the actual motion profile. One can
observe a significant delay in the endpoints of the filtered motion profiles compared to the
measured and synthesized data for the drag gesture.
The synthesized curves had endpoints earlier to the actual endpoints by 200 ms and 30
ms for dragging and tapping gestures respectively. This may be caused by two factors: the
minimum time required to recognize a gesture and the modulation of motion primitives
stored in the look-up table. The gesture recognition system requires some time duration to
recognize each gesture in real-time. Additionally, the modulation of the motion primitives
in real-time is implemented by estimating the duration in each state and comparing
with the ideal motion pattern recorded previously. This method led to overcompensation
and/or under compensation and may lead to changes in execution timings even though
the shape of the curve is maintained.
Unlike other gestures, the R2 and Tdiff values of the synthesized motion curves for the
tapping gesture are not significantly improved. This can be explained by the duration of
the tapping gesture as compared to dragging and zooming gestures. The average dura-
tion of the tapping gesture was 0.35±0.15 s compared to 1.26±0.25 and 0.88±0.123 s for
horizontal dragging and zoom gestures respectively. Thus, the tracking instabilities have
a smaller effect on the shape of motion curves and timing differences. Moreover, when the
speed of gesture execution is fast, controlling the instability using changes in the position
of gesture execution becomes less efficient.
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Subjective Evaluation
Out of the three judgment questions, the synchronization judgment scores showed a
significant increase for vibrotactile feedback based on synthesized motion curves when
the tracking stability was poor. End timing differences were easier to perceive compared
to the continuous increase in the amplitude of the vibrotactile waveform. This can be
explained by previous studies which show that terminal haptic feedback has prominent
effects on user perception compared to concurrent haptic feedback [91]. Previous research
by Jay et al. [113, 114] and Lee et al. [115] have also shown that the user interaction
metrics such as task completion times and penetration depth will be significantly affected
when the terminal haptic feedback is delayed by more 150 ms. The significantly lower user
ratings of filtered motion data in the current study further reiterate the above findings.
Even though the task completion judgment scores increased for all subjects under un-
stable tracking conditions, the increase in ratings was not statistically significant when
compared to synchronization judgment. This sheds light on the necessity of haptic feed-
back for task completion in mid-air gesture tasks. Although haptic feedback improves the
pleasantness of virtual interactions, participants used visual feedback as the primary cue
for estimating the end of a gesture rather than haptic feedback. The above argument is in
line with the previous studies conducted by Jay and Hubold [114] for 1 DoF tapping and
target acquisition tasks. They concluded that the absolute essentiality of haptic feedback
is a primary factor in task execution improvements.
The low rating score improvement of the tapping gesture for the motion synthesized
curve based on haptic feedback is consistent with the quantitative evaluation The R2 and
Tdiff values of tapping task had no significant changes with the change in motion synthe-
sized curves. Thus, when the haptic feedback was based on these curves, the changes in
subjective ratings was also detrimental.
Advantages of the Proposed Method
The proposed method offers a more general approach to generate haptic feedback for
midair haptic interfaces compared to the conventional filtering approaches. The proposed
method ensures scalability for multiple gestures and sensing platforms making it a general
approach. Moreover, both concurrent and terminal haptic feedback can be generated from
the proposed method.
The motion synthesis method can be used to increase the frame rate of the motion
data. The current commercially available depth cameras have an update rate of 50-60 Hz
with variable frame rates depending on the computational load. The motion synthesis
method can be used to increase and stabilize the frame rate as motion data is synthesized
by a separate thread once the gesture is recognized.
Although in the current work, the synthesized motion data is used for haptic feedback
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generation only, the proposed method can easily be extended to other feedback modali-
ties such as visual and audio feedback. If the visual feedback is also stabilized using the
proposed method, user satisfaction of the virtual multimodal interactions can be signifi-
cantly improved as human perception is dominated substantially by visual feedback when
judging size, position or shape [116].
Limitations
Only basic gestures have been analyzed in the current study. Thus the recognition
rate of the HMM model is more than 90% in all cases in the current study. However,
as the number of gestures increases, the recognition accuracy of HMM may get strained
which can adversely affect the synthesized curve profiles. Moreover, complex gestures
involving multiple hands and fingers are common in mid-air interactions where the effect
of occlusion and unstable tracking is significant. Thus, the motion synthesis method has
to be extended to more gestures and sensing platforms involving whole body interactions
as well as interactions involving multiple individuals.
3.6 Stable Gesture Interaction between Remote Robot
and Touchscreen with Tactile Feedback
3.6.1 Specific Objective
The specific objective of this study [117] is to design and subsequently evaluate a tactile
gesture interaction on a touchscreen for stable remote robot control. Here stabilizing
the remote robot motion is envisioned as the equivalent of human motion pattern in
mid-air interactions. Tactile feedback is generated for gesture interaction simultaneously
using a variable friction display during the sliding of the fingertip on the touchscreen
surface. Although the touch screen interactions are rich in audio and visual interaction,
the tactile feedback for different gestures such as swiping, sliding and pointing tasks is
underdeveloped. In this study, the author aims to haptically reproduce the remote robot
environment such as slopes, obstacles, and bumps in touchscreen during gesture interface
based robot control while keeping the robot motion stable.
3.6.2 Materials and Methods
In this section, the different components of touchscreen- robot control system and the
haptic rendering model to create a stable and realistic feeling during gesture control of
the mobile robot is described. Subsequently, the design process for selecting the suitable
haptic rendering model is elaborated. Psychophysical evaluation to estimate the user
perception of a correlation between rendered tactile feedback and corresponding physical
action is then conducted to gain insight on the stability and naturality of the realized
haptic feedback.
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3.6.2.1 Subjects
Five adult subjects well aware of haptic feedback systems in the age range of 22-24
with an average age of 22.5 was selected for evaluating different signals. The experimental
conditions include closed eyes with pink noise generation during exploration tasks. During
all the experimentations an initial briefing of the experimental tests along with training
on the system for a predefined duration was conducted.
3.6.2.2 Experimental Setup
The experimental system has three main parts-the touchscreen application end, the
robot end and modifiable game environment as shown in Fig. 3.14. The Android applica-
tion uses a natural and intuitive gesture for robot motion control which includes forward
and backward swipe similizing forward and backward robot motion and two-fingered ro-
tation similizing robot rotation.





(a) Touch - gesture Interface based 
 robot control system
(b) TPad- Ultrasonic friction modulation
for touch device
(c) Mobile Robot
Figure 3.14: The overall system including TPad, mobile robot and reconfigurable slopes
and obstacles
75
3. DESIGN OF STABLE HAPTIC FEEDBACK
Tactile Feedback Technology
In the current developed system, the smartphone application uses a TPad phone[118]
which allows programmatic modulation of the friction level to create a stick-slip sensation
during finger sliding across the screen surface. The variation of amplitude, frequency,
delay and decay rate can generate various tactile sensations using TPad during onscreen
finger sliding. TPad has Motorola Moto E (with Android Lollipop API 19) and exter-
nally attached to glass plate vibrating at an ultrasonic frequency with a dedicated IOIO
microcontroller for friction modulation.
Mobile Robot
The system uses a commercial small wheel robot (Wallbot BLE, JKSoft) shown in
Fig. 3.14(c) which has an inbuilt 3D accelerometer and a 3D gyroscope-MPU 6050 for
obtaining the road slope inclination. An externally attached ultrasonic range sensing
module HC-SR04 is used for mapping the obstacle position from the robot. The android
application receives slope and obstacle distance data from the robot via a Bluetooth low
energy communication link (controller chip inbuilt on board) which is used for haptic and
audio rendering in the TPad. The BLE communication link between the android phone
and the robot enables extended battery lifetime and continuous operating period.
Reconfigurable Environment
The reconfigurable environment consists of conventional LEGO blocks for obstacle
fabrication and 3D printed slopes of various inclinations readily attachable with LEGO
environment. The 3 D fabricated modules consist of slopes of 5, 10 and 15 degrees along
with level profiles and round curves for smooth rotation of the robot as shown in Fig.
3.14(a).
3.6.2.3 Gesture Interface for Touchscreen-Robot Interaction
In contrast with the conventional button press or joystick mode of the robot control,
the experimental system uses an intuitive gesture control for robot teleoperation. The
forward and backward sliding is used to control the robot forward and backward motion
respectively. Moreover, the speed of swiping is used to further modulate the speed of real
robot motion. The robot rotation is controlled by two-fingered rotational sliding on the
TPad screen. The angle of rotation is tracked in real-time and is used to rotate the robot
accordingly. The Fig. 3.15 shows the pictorial representation of the gesture interface.
One of the major drawbacks of the proposed gesture interface was the discontinuity
of the control signal after the competition of each swipe on the smartphone screen. To
counter such a scenario a periodically decreasing triangular wave is implemented in the
robot end as shown in Fig. 3.15. The initial acceleration of the robot motion on each
swipe is dependent upon the swipe speed tracked in real-time, and the velocity decreases
to zero linearly after finger lifting from the screen in 500 ms. The advantage of such a
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Figure 3.15: Gesture interface
gesture is twofold as it avoids jerky robot motion and creates a sensation of continuous
robot motion for the robot-teleoperator.
The synchronization between the finger motion on the smartphone screen and real-
time robot motion is one of the most important requirements for an immersive gaming
environment. Adding to this is the requirement of the real-time audio and haptic rendering
in the current design. Thus a well-structured software architecture with parallel threads
is of prime importance for better user experience.
The implemented android application consists of two parallel threads along with a
dedicated service routine for haptic rendering. The main thread scans the Bluetooth
devices, sets up connection, calculates the direction of the gesture, the velocity of finger
motion and sends the control commands to the robot via Bluetooth Low Energy (BLE). It
also handles the initiation of audio and haptic rendering. The parallel recurring secondary
thread handles obstacle and slope data from the robot via the BLE receive link in every
200 ms thus the dedicated haptic rendering service routine updates haptic buffering values
in every 200 ms according to the new slope and obstacle data. The robot gets new motion
control signal from the smartphone in every 100 ms which covers the BLE communication
delay and robot sending processing delay.
3.6.2.4 Haptic Rendering Model
The programmatic modulation of amplitude, frequency, delay and decay rate is used
to generate various haptic sensations using TPad to represent simulated surface during
onscreen finger sliding. In the current design of haptic rendering systems for representa-
tion of road slope and obstacle distance, the authors propose the following methods:
Tactile Slope Representation
Roughness sensation is used for substituting the slope representation. The simulated
slope can be represented by the frequency modulation of an oscillating wave calculated
from the assumed wavelength and the velocity when the finger slides across the TPad
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surface.
Tactile Obstacle Distance Representation
The amplitude modulation of an oscillating wave is used for substituting information
of approaching/receding obstacles.
The modulation of frequency from 10−600 hertz was devised as it excites Pacinian
(FA1) and Meissner (FA11) mechanoreceptors over the range of operation. Since the
discriminability of humans for low-frequency haptic vibrations are more compared to
high-frequency vibrations a log-linear mapping of the frequency with slope was designed
as shown in the model below in equations 3.4 and 3.5. The model also assumes that the
velocity of finger sliding alters the rendering frequencies in accordance with the physical
model as shown in equation 3.4. The model parameters were decided based on the max-
imum and minimum slopes (30 degrees), maximum and minimum frequencies (10−600
Hz) and maximum and minimum velocities (300−2000 pixels/sec)
freq = v/λ (3.4)
λ = roadslope (3.5)
where v is velocity, λ is wavelength and freq is frequency.
FrictionAmp = 0.1 + 0.9(d− dmin)/(∆distsin(2πft)) (3.6)
where f=230 Hz, d is distance, dmin = 40 mm, dmax= 200mm and ∆d = 160mm
The human perception of vibration peaks at 220−240 Hz frequency range of vibration.
Thus in the haptic obstacle distance mapping 230 Hz frequency was set with friction
amplitude varying from maximum (1) to minimum (0.1) as the obstacle goes far away
from the robot as shown in equation 3.6. Along with frequency and amplitude variation,
the shape of the waveform also has a definite say in ultrasonic vibration based friction
modulation devices. Thus the author devised and compared four different waveforms
namely sinusoidal, square, triangular and elliptically decreasing smooth wave with a duty
ratio of 33% for best haptic perception for both slope and obstacle distance mapping.
3.6.3 Results and Discussions
The experimental validation of haptic feedback for the proposed 2D haptic gesture
interaction system is detailed here. The aim of the experimentations is to first select the
best suitable waveform for touchscreen friction modulation. Subsequently, psychophysical
evaluations to test how well each subject perceives the slope and distance to the obstacles
are conducted.
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3.6.3.1 Selection of Haptic Rendering Waveform
Wavelenght (pixels)


































Figure 3.16: Selection of distance rendering waveform
Wavelenght (pixel)


































Figure 3.17: Selection of slope rendering waveform
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The method of constant stimuli was used in the psychophysical evaluation of the hap-
tic rendered waveform for both slope and obstacle distance mapping. The waveforms
corresponding to plain surface and half of the maximum distance were selected as the
base waveforms for haptic slope and distance perception respectively. During the exper-
imentation, the reference signal along with another waveform of increasing or decreasing
rendering frequency (in case of haptic slope mapping) and a waveform of increasing and
decreasing amplitude(in case of distance mapping) was presented to the subjects. The
subject was then asked to select the waveform of higher slope and that of closer obstacle
respectively in each case. Each slope and obstacle distance conditions were repeated ten
times in random order to avoid occasional variations for each subject. The entire dynamic
range of slopes and distances were divided into seven different levels, and different wave-
forms were evaluation in each of these conditions.The results of the experimentation are
as shown in Fig. 3.16 and 3.17.
The steepness of the fitted sigmoid functions in Fig. 3.16 and 3.17 reveals that hap-
tic distance perception was easy to perceive than slope perception for all the subjects.
Sinusoidal waveforms were the best perceivable and discriminable waveform for render-
ing in both cases. The author attributes this factor to the absence of higher frequency
components in the sinusoidal waveform as compared to square or triangular waveforms.
3.6.3.2 Psychophysical Evaluation of Subject Perception of Slopes
Evaluation of subject perception of the slope was conducted using confusion matrix
analysis. Three different slopes of ±5,±10,±15 bumps were presented before the subjects
randomly and were asked to recognize the presented slopes. An initial training phase was
conducted where each subject used the gesture interface with visual feedback in different
slopes and memorized the tactile sensations for each slope. The subjects were blinded
during the entire testing phase with a pink noise played on the headset to shunt any effect
of external noises during experimentation. Each of the three slope profiles was repeated
16 times with the total amounting to 48 for each subject. The results shown in Table. 3.1
reveals that the subjects were able to successfully differentiate the different slope profiles
with accuracies of 87.5%, 68.5%, 87.5% across different slopes and an average accuracy
of 81.22%.
Table 3.1: Confusion matrix for slope discrimination experiment
Answer rate Low Medium High
Low 14 2 0
Medium 3 11 2
High 0 2 14
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3.6.3.3 Psychophysical Evaluation of Subject Perception of Obstacle Dis-
tance
A psychophysical experiment for evaluating the user perceptions of obstacle distance
was conducted using the method of magnitude perception. In this experiment, each sub-
ject was presented with tactile feedback corresponding to obstacles at different distances
from the robot and was asked to report the perceived distances without any limits. Eight
different tactile waveforms corresponding to different distances were presented to each
subject with each condition repeated ten-time each. The reported distances from each
subject were then normalized on a scale of 0–1 with 1 being the largest number reported
during experiments and vice-versa. Further, the subject s data were normalized and av-
eraged to fit into a 2nd-degree polynomial curve with 97% fit and linear distribution of
the data points in 90% linear interval. The fitted curve was further used to modulate
the rendering of a linear distance to human haptic perception. The Figs 3.18 and 3.19
shows the experimental data of subjects and fitted curve. The reported results show that
subjects could discriminate the distances almost linearly with the change in amplitude of
high-frequency vibrations of the glass plate.
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Figure 3.18: Haptic perception vs actual distance
3.7 Summary
In this chapter, in Section. 3.5.2, a motion synthesis method for real-time, stable haptic
feedback generation during mid-air interactions is proposed. The proposed method uses
an HMM model to recognize the gestures. Motion elements were synthesized based on
recognized gestures to control the vibrotactile feedback. Four gestures (tapping, three-
fingered zooming, vertical dragging, and horizontal dragging) were used in the study to
evaluate the performance of the motion synthesis method.
The ideal motion curves and corresponding primitive motion elements to be synthe-
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Figure 3.19: Fitted curve
sized for each gesture were obtained from multiple subjects in different conditions using
a reference motion tracking sensor as detailed in Section. 3.5.3. An adaptive control al-
gorithm was implemented to modulate the primitive motion elements based on the users
actual gesture execution speed. Separate HMM models were trained for each gesture and
motion patterns were synthesized in real time in spite of changes in speed and tracking
irregularities. The shape and timing of the synthesized, measured, and moving average
filtered motion data were compared with the reference motion curve obtained from a
stable sensor. Moreover, user satisfaction levels for concurrent and terminal vibrotactile
feedback based on different motion data were compared by a subjective evaluation using
a questionnaire.
Finally, both objective and subjective evaluation results showing improvements with
motion synthesis method is detailed in Section. 3.5.4. The objective evaluation results
showed a significant increase in shape and end timing performance of the synthesized
motion curves for different gestures in unstable tracking environments. The subjective
evaluation results also supported the viability of motion synthesis based on haptic feed-
back when tracking stability was poor. When the executed gesture was fast, as is the
case in tapping, the effect of tracking instability was minimal, and motion synthesis had
no significant improvements in objective and subjective scores. The subjective evalua-
tion results showed that participants could better perceive synchronization of vibrotactile
feedback with hand motion when synthesized motion data was used.
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Subsequently, Section. 3.6 details the design and psychophysical evaluations of the
haptic feedback system for 2D touch gesture interface system. The system consists of a
smartphone equipped with variable friction display along with a remote-controlled robot
for exploration in a dynamically reconfigurable environment by haptically mapping the
road slopes and obstacles in the path of the robot. Subsequently, gesture control for
simultaneously percieving robot environment and maintaining stable robot motion was
proposed. The proposed frequency and amplitude modulation of vibrating glass plate for
slope and distance perception were evaluated using classical psychophysical experiments.
The proposed haptic rendering model stabilized the robot motion even during the
intermittent gesture interaction with the touchscreen. In the experimentations, it was
observed that haptic distance perception is easy to perceive than slope perception for all
the subjects. Method of constant stimuli was used to confirm that sinusoidal waveforms
are the best perceivable and discriminable waveforms for surface friction modulation.
Moreover, it was observed that users were able to perceive slopes distinctively as the
overall shear friction to the finger motion increases as the modulation frequency decreases
and vice versa. A linear perception of the haptic distance was obtained by the amplitude
modulated waveform.
Copyright Acknowledgement
The results detailed in this chapter has been published in [119],[117] and the content




Effects of Haptic Feedback On
Gesture Recognition
4.1 Introduction
In the context of human motor control and learning, augmented feedback refers to
any information provided to a person pertaining to the results of motor actions that
s/he performed. Augmented feedback is one of the most authoritative techniques for
motor learning [120]. To induce the desired movements from a learner, the traditional
forms of augmented feedback are presented in visual and/or auditory stimuli, and they
are translated from the corresponding sensory systems to the proprioceptive system. In
contrast, haptic feedback does not require such complex sensorimotor transformations
and has high potentials to be a more effective modality for augmented feedback. This
prediction, along with the recent advances in haptics technology, led to significant research
efforts for haptic guidance using an assisting haptic device [121, 122, 123, 124, 125]. In
general, haptic guidance has been expected to expedite the motor learning process more
than other sensory feedback by enabling a learner to experience ideal movements in the
same sensory channel to elicit action, even at the early stage of learning. Thus it has
been applied to multiple applications such as medical simulators, rehabilitation, haptic
training for assembly processes and sports cum musical instrument training.
Although haptic feedback is often used to replicate real-world interaction forces, there
are still many aspects of effects of haptic feedback in mid-air interactions to be explored
in detail. In particular, the effect of haptic feedback in improving gesture recognition
systems in mid-air interactions. Current gesture recognition accepts relatively simple
postures and motions for reliable inputs, which are still far from natural and intuitive
experiences for the users. The limitations of gesture recognitions come not only from
the unsatisfactory performance of recognition algorithms but also the incomplete user’s
behaviors in the air. The positive effect of haptic feedback to alter human motion during
gestural interacting and thus, in turn, improve system gesture recognition rate is worth
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exploring. The increased gesture recognition rate inturn improves the haptic feedback
thus making it a positive loop in enhancing the overall stabilty of the haptic feedback
system.
In this chapter, the author proposes a novel approach to improve the system recogni-
tion robustness [54]. A potential issue for the mid-air tracking system is that users cannot
perform their intended motion precisely due to lack of physical contact. The author hy-
pothesizes that haptic feedback to represent virtual contact information will provide the
users a cue to control their movement and consequently improve the system robustness
even with the same recognition algorithm. Vibrotactile feedback in the form factor of
a wrist-band is used as the haptic feedback device in this studies. Such an assignment
was to ensure that the findings of these studies can be applied directly to the current
commercially available haptic feedback systems for AR/VR interactions. Fig.4.1 shows
the main idea [54], which proposes a positive loop to improve the system performance of









Figure 4.1: Proposed gesture handwriting approach.
4.2 Objectives of the Chapter
The objectives of this chapter [54] are:
• Providing proofs to show the potential of haptic feedback to improve gesture recog-
nition performance in terms of the recognition rates and reduction of retrials in
handwriting tasks.
• Investigating the effects of the haptic feedback on hand motion to discuss why the
recognition performance has improved for specific users.
• Confirming positive effects of haptic feedback on the user experiences, including
intuitiveness, user satisfaction, and learnability by subjective rating scale questions.
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4.3 Significance of the Study
This chapter throws light on another approach to improve the overall stability of the
haptic feedback system during mid-air gesture interactions. The study proposes a frame-
work to induce positive effects of haptic feedback to gesture recognition. The findings of
the study can be used to optimize the feature vectors such that application of haptic feed-
back could optimize motion pattern so that a minimum required level of recognition could
be maintained consistently during mid-air gesture interactions. Moreover, the framework
can be easily scaled to other basic mid-air gestures and readily applied to other haptic
feedback modalities.
4.4 Literature Review
The current state of the art haptic feedback assisted interaction systems can be broadly
classified into haptic feedback assisted training systems, and haptic feedback assisted
human-computer interaction systems. In the haptic feedback assisted training systems or
“haptic guidance” systems, the objective was to employ haptic cues in better performing
given tasks such as telesurgery, sports training, assembly process, etc. But the moti-
vation of haptic feedback in human-computer interactions is not only task performance
improvement but also user satisfaction improvement involving psychophysical evaluations.
Against the prediction, many previous studies have not been quite successful in proving
the anticipated advantages of haptic guidance for motor learning. An early study of
Armstrong tested the utility of haptic guidance using a task of learning elbow movements
following a complex spatiotemporal pattern[126]. It was shown that the performance of
a haptically guided group was nearly perfect during the entire training period, but their
performance was severely degraded when tested without the haptic guidance. Gillespie et
al. introduced the concept of a virtual teacher and evaluated its efficacy for a dynamic task
of stabilizing the movement of a pendulum as quickly as possible [127]. Even though haptic
guidance contributed to transferring an optimal strategy in some degree, an unassisted
group was more competent than a guided group in the performance. Tsutsui and Imanaka
used a bimanual coordination task that involved continuous movements of both upper
limbs to assess the effects of feedback frequency [128]. In their experiment, a guidance-
only group received manual guidance in all training trials, whereas mixed and augmented
groups were guided only in a part of the trials. In the retention test, a group without
any manual guidance exhibited the highest learning performance, and the guidance-only
group exhibited the lowest, with the mixed and augmented groups ranked in between.
In a study of Liu et al.[129], adding haptic guidance to visual training for a 3D path
following task did not improve learning performance; a subject group with visual training
only was marginally better than a group with both visual and haptic training. Kahn et al.
evaluated the utility of active haptic assistance for the upper extremity rehabilitation after
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stroke, but benefits beyond unassisted exercise were not observed [130]. O’Malley et al.
proposed the concept of shared control where the dynamics of a manual task is simulated
by a computer and active guidance force is provided based on the simulation results to
induce the desired movements [131]. The shared control, however, was not more effective
than other training methods for accelerating the learning process. In [132], the training
strategy of shared control was refined by decreasing the amount of active guidance as
training progressed, but this progressive haptic guidance did not demonstrate superior
retention performance. All of these studies commonly suggest that haptic guidance may
not be the best approach for improving motor skill learning.
In contrast, several recent studies demonstrated the benefits of haptic guidance for
motor skill learning, e.g., for steering [133], drumming [125] and static, and dynamic pose
correction [134, 135, 136]. Relevant works where haptic motion guidance improved task
performance includes Hapibands [134] which employs Kinect assisted motion tracking and
vibrotactile feedback for static pose correction and the comparative performance study
of single and multi-sensory cues in single-modal and cross-modal task by Mu. Xu et al.
[135]. In [136] Bark et al. presents a vibrotactile motion guidance system that measures
arm motions and provides vibration feedback when the user deviates from the desired
trajectory. In [133], a haptic guidance group was better at learning when to initiate
turns than a no guidance group, resulting in less steering error. However, haptic cues
that specified the timings of turn initiations were provided to the haptic guidance group,
but no such cues were available for the no guidance group. The result might have been
different if the desired control movements of a steering wheel had been displayed on
the visual screen. Similarly, in the drumming task [125], if a visual scene had shown
the skilled movements of a drumstick, it may have changed the results. There were few
exceptions where haptic guidance was indeed more effective than visual guidance on motor
learning. Feygin et al.[123] showed a benefit of haptic guidance for learning timings in a
complex 3D path following task, but the spatial aspects of performance such as trajectory
tracking accuracy were not improved. In Bluteau et al.[137], haptic guidance improved the
fluidity of movements, but not the shape matching score related to spatial performance.
Also, these studies did not demonstrate relatively permanent learning effects, as delayed
retention tests were not included
The relevant research efforts related to haptic feedback assisted human-computer in-
teraction systems include the following. In [20] the authors investigated the effects of
vibrotactile feedback in mid-air gesture interaction. Krol et al.[138] compared visual, au-
ral and haptic feedback types in a simple remote pointing task which showed a significant
improvement in movement time and time on target with haptic feedback. The compar-
ative study of visual-auditory and visual-tactile feedback to visual feedback alone and
effects on user performance by Burke et al.[139] revealed that an additional modality to
visual feedback enhances overall performance. Lehtinen et al.[140] have studied dynamic
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tactile cueing coupled with visual feedback in mid-air gesture interaction.
4.5 System Overview
4.5.1 Observation of Motion Characteristics during Writing
An experimental study for gaining insight into the handwriting recognition algorithm
was conducted. The hand motion characteristics in an ideal 3D handwriting were mea-
sured, in which a real screen was placed in front of the subjects thereby receiving natural
haptic feedback using a motion capture system. The screen size, height from the ground
and the relative distance to the user was fixed to be 300, 600 and 450 [mm] respectively.
For simplifying the analysis the number of characters to be written in each trial are fixed
to be three combinations, namely ‘0 1 2’, ‘3 4 5’ and ‘6 7 8’. The fingertip position,
velocity and acceleration was tracked using a motion capture system (Cortex, USA) [13]
with markers attached to the fingertip of the users. The Figs. 4.2(a) and (b) show the
typical motion patterns of the position and the velocities respectively in x, y and z axis
during writing ‘0 1 2’ on the screen. As a result, we found a typical absolute velocity
pattern at each transition of the writing states.
Figure 4.2: 3 DoF motion pattern during writing on a real screen. (a) Velocity profile
(b) position profile
The feature vectors obtained from finger position and velocity profiles were used to
design a gesture recognition system which is detailed next.
4.5.2 Gesture Recognition System
The gesture recognition system consists of a state machine which uses the feature
vectors extracted from motion parameters for time series clustering. A realistic haptic
feedback system should give the feeling of a real screen while writing with no feedback in
other states. In a 3D handwriting system, there are frequent transitions from write state
to transition state with entry state and retrieval state occurring in the initial and final
phases of writing. Thus, the primary goal of the gesture recognition system is to distin-
guish accurately between write state and transition state for realistic feedback generation.
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Figure 4.3: State diagram for midair handwriting state recognition
While a K-Means clustering algorithm using the motion parameters determines the traver-
sal from write state to transition state and vice versa, static and dynamic hand poses are
used to instigate traversal through out state, entry state and retrieval state during real-
time 3D handwriting as shown in Fig. 4.3.
The Euclidean distance between the real-time motion frame array with that of a
typical velocity minimum array vector obtained from the ideal motion characteristics is
the primary feature vector to detect start or end points of writing phase. The other feature
vectors employed are directions of Vy and Vx vectors. The above feature vectors are fed to a
K-Means clustering algorithm which clusters the motion data into two clusters: minimum
velocity points and other points. The continuous length of the velocity minimum cluster
elements, henceforth mentioned in this paper as finger stopping time is used to distinguish
motion states into write state and transition state.
4.5.3 Vibrotactile Feedback
We use a linear resonant type actuator (Force Reactor, Alps Electric Corp.) as a
vibrator at the user’s wrist as shown in Fig. 4.5. The LRA actuator was placed in a 3D
printed fitting box of size 55 × 25 [mm] and attached to users hand using an adjustable
wristband with the overall weight of the device being 35 g. The primary reason for the
selection of wrist-based haptic feedback compared to a more intuitive fingertip based
feedback is the commercial availability of such a system.
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Figure 4.4: Vibrotactile feedback during writing of ‘0 1 2’.
Two types of haptic feedback were generated in response to the changes in the es-
timated states by the gesture recognition system. One is the friction sensation in the
writing phase (Write State). The friction display method using vibrotactile stimuli was
proposed by the authors[79]. This method represents the stick-slip transitions between
the skin and a surface by amplitude modulations of high-frequency vibrations (380 Hz)
depending on hand exploration speed and pressing force, which are reflected in a physical
vibration system model. Details are shown in [79].
The other is impulsive stimuli to represent the timing of initial and ending of contact in
handwriting. Damping sinusoidal signals, which are known to produce contact sensation
in an impact situation, were generated at the beginning and end of each write state. We
use the following waveform Q(t) as the impulsive stimulation, which was used in [141].
Q(t) = A(v)e−Bt sin(2πft) (4.1)
Where A is the initial amplitude, B is the damping coefficient, and f is the vibration
frequency. We used different stimulation at the beginning and end point by changing
the damping coefficients; B = 10 for the beginning point and B = 40 for the end point.
Vibration frequency was constant at f = 240 Hz for the both. Fig. 4.4 shows the haptic
signal excitation during a typical writing scenario of ‘0 1 2’. The absolute velocity at the
bottom represents the hand motion speed.
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4.6 Materials and Methods
4.6.1 Apparatus
The experimental set up as shown in Fig. 4.5 consists of a dual infrared camera (Leap
motion) based real-time hand motion tracking system which extracts the motion vectors
and a Head Mounted Display (Oculus Rift) for real-time visual rendering of the written
characters. The visual feedback of the written characters is rendered in realtime by the
head mount display during writing based on the gesture recognition algorithm. A virtual
skeletal hand model is also rendered from the tracked hand model along with black screen
is devised to replicate an ideal writing scenario.








Figure 4.6: Pictorial representation of exper-
imental setup.
4.6.2 Participants and Tasks
Five adult subjects well aware of haptic feedback systems in the age range of 21-25 with
an average age of 22.5 was selected for evaluating the devised 3D handwriting system. The
experimental conditions required the participants to write characters with and without
haptic feedback while shunting external noises by pink noise generation. During all the
experiments an initial briefing of the experimental tests along with training on the system
for a predefined time duration was conducted.
The experimental task required the subjects to write the characters ‘0 1 2’, ‘3 4 5’ and
‘6 7 8’ three characters each with and without haptic feedback. The writing was repeated
four times to mitigate occasional variations and statistical analysis. The order of writing
characters was changed after each experiment to avoid the effect of haptic feedback in
subsequent experiments and vice versa. After each experiment, an interval of 3 minutes
was allowed to avoid fatigue due to stress. The subjects were required to use the entire
writing area of the screen with no other specific requirements of writing pattern. After
the completion of all the experiments, each subject was asked to rate the system on a
scale of 0–5 with and without haptic feedback based on a predefined subjective rating
92
4. Haptic Feedback and Gesture Recognition
scale questionnaire.
4.7 Results
4.7.1 Gesture Recognition Rate
Table 4.1 shows the results of gesture recognition rates with and without the haptic
feedback system. Each subject wrote characters of ‘0 1 2’, ‘3 4 5’ and ‘6 7 8’ four
times on each condition with and without haptic feedback, thus, the total number of
write state and transition state was 180 and 120 times, respectively. The individual count
of the write state and the transition state were 36 and 24, respectively. The overall
recognition rates of write state or True Positive rate(TP) increased from 92.77% with
visual feedback alone to 98.21% with visual and haptic feedback whereas the recognition
rate of transition state or False Negative rate (FP) increased from 94.64% to 98.21%.
While four subjects had improved recognition rates with visual-haptic feedback com-
pared to visual feedback alone, the improvement in the recognition rate of subject 2 was
significant as shown in Table 4.2. The recognition rate with False Negative (FN) is higher
compared to True Positive Rate (TP) for every subject irrespective of the presence of
haptic feedback.
4.7.2 Number of Retrials for Task Completion
When the gesture recognition is wrong, the absence of visual and haptic feedback
during writing prompted the subjects to try again for successful writing. Thus, the
number of retrials became a significant parameter along with gesture recognition rate for
Table 4.1: Gesture recognition rate.
Visual Feedback Visual+Haptic Feedback
write state transition state write state transition state
write state 92.77% (TP) 7.33% 97.02% (TP) 2.98%
transition state 5.36% 94.64% (FN) 1.79% 98.21% (FN)
Table 4.2: Individual gesture recognition rate.
Visual Feedback Visual+Haptic Feedback
Subjects TP FN TP FN
Subject1 93.33% 95% 100% 100%
Subject2 70% 96.67% 85% 100%
Subject3 100% 93.75% 100% 100%
Subject4 96.67% 100% 100% 100%
Subject5 100% 100% 93.75% 100%
93
4. EFFECTS OF HAPTIC FEEDBACK ON GESTURE RECOGNITION
evaluation of haptic feedback in the current system. The overall number of retrials to
execute the specified writing task decreased from 41 to 16 and that in the starting phase
decreased from 30 to 9 with the addition of haptic feedback along with visual feedback
as shown in Fig. 4.7. While the number of retrials for subjects 1, 2, 3 and four either
decreased or remained same with haptic feedback, the decrease of the number of retrials
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Figure 4.7: Number of retrials with and without haptic feedback for each subject.
4.7.3 Euclidean Distance Score and Finger Stopping Time
Fig. 4.8 and 4.9 shows the box plot of Euclidean distance score and finger stopping time
of the subjects after writing each character with and without haptic feedback respectively.
The Euclidean distance score is significantly reduced in 4 subjects whereas the reduction
in subject 2 is marginal. Fig. 4.9 shows that haptic feedback significantly modulates the
finger stopping time of the subjects after writing each character. While subjects 1 and
2 tends to increase the finger stopping time, other subjects tend to shorten the stopping
time. The subject 2 had a significant change in the stopping time, but that of other
subjects remained marginal.
4.7.4 Questions On User Experiences
Table 4.3 shows the average value of 5 user experience parameters of all the subjects
under study. As can be seen from the results the subjects had an apparent leniency
towards visual-haptic feedback compared to visual feedback only. While all the users
asserted that haptic feedback improved all the five user experience parameters, the user
satisfaction and intuitiveness fared the best of all.
Some of the comments from the subjects about the haptic assisted writing were as
follows, “It feels good to receive vibrations when I write,” “I know when the computer
recognizes I am writing and when I am not,” “My writing improves after using haptic
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Figure 4.9: Stopping time modulation
wrist-band.” The negative comments included, “There is no feedback when I touch the
screen and feedback occur only when I write,”“ Wearing haptic wrist-band I am making
some mistakes.”
Table 4.3: Subjective Rating Scale
Parameters Visual Feedback Visual+ Haptic Feedback
Ease of Use 2.8 ± 0.8 3.6 ± 0.6
Interactive 2.6 ± 1.0 3.6 ± 0.6
Intuitive 2.2 ± 0.8 3.4 ± 0.5
User Satisfaction 3.2 ± 0.75 4.4 ± 0.6
Learnability 2.4 ± 1.0 3.6 ± 0.6
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4.8 Discussions
As the haptic and visual feedback during writing and transition phases depend on the
gesture recognition results, an improvement in the recognition rate and/or the number of
retrials can significantly improve the user satisfaction with the devised writing interface.
From the results, it is evident that there is the improvement in overall gesture recognition
rates as well as the number of retrials of the subjects with visual and haptic feedback
compared to visual feedback alone. The Euclidean distance score and the finger stopping
time had significant modulation due to haptic feedback thereby increasing the gesture
recognition rate.
The gesture recognition algorithm depends mainly on two parameters, the Euclidean
distance score and the finger stopping time. Any improvements in these parameters due
to haptic feedback can improve the system recognition rate for the same algorithm. The
haptic feedback modulates the minimum velocity curve thereby making the curve more
correlated to the reference curve and thus decreases the Euclidean distance score. This
result makes the input to the K-Means clustering algorithm more smooth with reduced
fluctuations. Moreover, the haptic impulse feedback at the starting and beginning of
writing causes the subjects to change their finger stopping time. These changes in the
finger motion pattern improve the gesture recognition rates of the subjects along with
improvement in user satisfaction as seen from the subjective rating scale.
While Subjects 1 to 4 had improved gesture recognition results, the decrease in Eu-
clidean score of Subjects 1, 3 and 4 and the increase in stopping time of subject 2 was
very significant. Though Subject 5 had a significant decrease in the Euclidean score, the
finger stopping time was marginally lower compared to other subjects in both cases thus
leading to reduced gesture recognition rates.
The varying effect of the haptic feedback on different users can be attributed to the
virtual and real haptic stimulation positions; i.e., while the subjects see their finger touch-
ing the screen, the stimulation occurs on the wrist. Out of the five subjects, four subjects
chose visual-haptic feedback over the other, whereas a subject found visual-haptic feed-
back confusing and less interactive compared to its visual counterpart.
4.9 Summary
This potential of vibrotactile feedback to improve the system recognition performance
in a gesture handwriting task and inturn the overall stability of haptic feedback is in-
vestigated in this chapter. The initial proofs to show the potential of improvements in
gesture recognition is made by developing a gesture recognition system to provide the two
types of haptic feedback; friction sensation during writing and impulsive stimulation at
the beginning and end of each letter writing.
The results with visual-haptic feedback compared to visual feedback alone showed that
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the haptic feedback improved the gesture recognition rate. The total number of retrials
for the task completion was also reduced or remained constant with haptic feedback. The
improvement in the gesture recognition rate was estimated to be due to modulation of
hand motion during writing phase with haptic feedback. The modulation of the Euclidean
distance score and the finger stopping time led to smooth feature vectors for the K-Means
clustering algorithm to distinguish the transitions of the estimated states. Though the
effect of haptic feedback was not consistent for all subjects and the number of subjects
was limited, the results showed the expected potential in part. As for the subjective
user experience evaluations, the results showed solid improvements in intuitiveness, user
satisfaction, and learnability.
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Effects of Preceding and Delayed
Haptic Feedback in Midair Gesture
Interactions
5.1 Introduction
Haptic feedback plays an important role in midair interactions to give information
about the physical presence of objects, which the users are interacting. The use of haptic
feedback, in addition to the visual and auditory modalities, have shown to enhance user
sensorimotor performance thereby decreasing the task execution time and error rate during
task execution, and improve overall user experience[20].
Although haptic feedback is often used to replicate real-world interaction forces, there
are still many aspects of effects of haptic feedback in mid-air interactions to be explored
in detail. In particular, the temporal asynchrony of multimodal feedback is one of the
important aspects to be explored. When multiple feedback modalities such as visual,
haptic and audio feedbacks are provided to the subjects, the asynchrony arises due to ir-
regularities of data processing coupled with sensing anomalies leading to adverse effects in
users. Moreover, most of the previous studies were conducted on grounded force feedback
systems such as Phantom Omni rather than wearable or touchless haptic devices during
interactions leading to increased cognitive load.
In this chapter, the effect of preceding and delayed haptic feedback compared to vi-
sual feedback during mid-air gesture interactions is studied. While the addition of haptic
feedback increases the user perception and amount of information conveyed, the temporal
asynchrony arising between visual and haptic feedback needs to be addressed. The tempo-
ral asynchrony studied in the past included latency occurring mainly due to differences in
sampling, network transmission, processing, and rendering. The motion synthesis model
proposed in chapter 3 introduces some preceding/delayed haptic feedback when synthesiz-
ing the haptic feedback compared to human motion profile. Thus the effect of preceding
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haptic feedback while executing mid-air gestures has also to be analysed. Moreover, the
use of infrared depth sensors in midair interfaces causes haptic feedback events to be
excited both before and after the actual motion cues due to unstable tracking and occlu-
sion. The occlusion of the tracked elements and sensor range limitations of depth tracking
infrared sensors, deteriorate stable motion tracking by frequent reinitializations, thereby
affecting the subsequent motion based haptic feedback [90].
5.2 Objectives of the Chapter
The objectives of this chapter are:
• To investigate the effect of both preceding and delayed haptic feedback to that of
visual feedback.
• To investigate the effect of temporal asynchrony for both terminal and concurrent
haptic feedback.
In this chapter, the author studied the effect of preceding and delayed haptic feedback
compared to visual feedback during mid-air gesture interactions. The acceptable tolerance
of such preceding and delayed haptic feedback compared to visual feedback during mid-air
gesture interactions is estimated. Both quantitative and subjective performance matrice
evaluations are conducted to analyze the effect of haptic latencies. The effect of temporal
asynchrony is analyzed for both terminal and continuous feedback topologies in different
gesture interactions.
5.3 Significance of the Study
The findings of this study will be useful in setting design constraints for developing
haptic feedback in mid-air interactions. Moreover, the constraints in the timing of vibro-
tactile feedback in different gestures both before and after an actual event will be used as
a design criteria requirement in the motion synthesis model proposed for stable mid-air
haptic interactions in Chapter 3.
5.4 Literature Review
The detrimental effects of latency in multimodal human-computer interaction have
been studied by many researchers in the past. Previous studies have addressed the effects
of visual and haptic network delay on user artefact perception [115, 142] and that of
the time difference between visual and haptic stimuli on a 1-DOF collision task [143].
The effect of haptic feedback delay in multi-user collabrative environment [114, 144],
virtual and augmented reality systems [145, 146, 147], remote teleoperation [113, 148]
and touchscreen applications [149] have also been studied. In general although, most
studies reported that by minimizing haptic feedback latency the task performance of the
users improved, the effect of visual latency was more profound in user perception and
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performance. Proper control of latency in a multimodal feedback system is critical for
improving user performances and experiences. The range of tolerable latency in haptic
feedback critically depends on the users task and the system environment.
Several studies covered the effects of haptic feedback latency in gesture interaction
tasks. In [113] Jay and Hubbold monitored the effect of haptic latency on a Fitts target
acquisition task. It was found that while a delay of 69 ms in visual feedback disrupted the
motion pattern, the haptic latency did not affect until it approached 200 ms. In a similar
study, Maki-Patola and Hamalainen [150] studied the tolerance of a human performer
for haptic latency in gesture-controlled musical instruments, in which the threshold for
latency perception was estimated to be 20 to 30 ms. MacKenzie and Ware [143] reported a
study on the effect of latency in a target acquisition task using the Fitts law paradigm [151]
in which task was to move a small box to a target using mouse pointer on a computer
screen. The results showed that the maximum latency of 225 ms significantly slowed
down the task by two-thirds and increased error rates by many folds. Most of the above
studies were conducted on computer screens with haptic feedback provided by grounded
force feedback systems rather than vibrotactile or in-air haptic feedback system such as
ultrasonic waves [19], more suited for VR interactions.
5.5 Materials and Methods
5.5.1 Subjects
Eight volunteers (all male: age M: 25.3 and SD: 3.03) participated in the study. None
of them reported any visual or tactile deficits. Four of them had never used a haptic











Figure 5.1: Experimental setup
Fig. 5.1 shows the experimental set up to evaluate the temporal asynchrony of haptic
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feedback in a virtual reality environment. A Liberty motion tracking system (Polhemus,
USA) [14] was used for motion tracking to ensure stable and accurate tracking during
active gesture interaction. The system had a maximum update rate of 240 fps, delivering
6 DOF motion data, with the latency (dacquisition) of less than 4 ms. The system allowed
for continuous, no line of sight tracking owing to the AC electromagnetic technology. The
application for gesture interactions was devised on a high definition PC with specifications:
32 GB RAM,4 MHz, I7 processor and GE Force M470 graphics card. The duration in
processing pipeline (dprocessing) was estimated by measuring the time difference between
arrival of the trigger signal and visual feedback on the PC screen using a high-speed
motion camera (Keyence, VW-9000,640×480,10000 fps). This value was estimated to be
22 ms for the current gesture applications.
The visual feedback was rendered to the individuals using an HMD (Oculus Rift,
DK2). The Unity-Oculus visual rendering system had a fixed update rate of 50 Hz. The
latency (ddelay ) of the HMD was 0.24 ms and 0.43 ms respectively for left and right eyes,
with time warp option, turned on[152]. The overall delay of the visual feedback system
was thus estimated to be doverall = dacquisition+dprocessing+ddisplay which was estimated to
be 27 ms.
A voice coil actuator (VP2, Acouve, Japan) was used as the haptic feedback device.
The voice actuator was placed in a 3D printed fitting box of size 50 mm diameter and
attached to users wrist as shown in Fig. 5.1. The primary reason for the selection of wrist-
based haptic feedback was the commercial viability of such a system in the current mid-air
gesture interaction systems. The author used pseudo-haptic vibrotactile representations
for the haptic rendering with a processing loop of 1 kHz, which are described in detail
in the following section. The delay in the acquisition and display phase of the haptic
rendering was negligible. A similar assumption is made in [153].
5.5.3 Task and Experimental Conditions
Two mid-air gestures are analyzed in the current study, namely: dragging and tap-
ping. The experimental application for mid-air dragging gesture was implemented using
UNITY 3D game engine [154]. The position of their fingertip was rendered visually to the
participants by a six DOF sphere obtained from the motion tracking system in real-time.
The participants wore HMD and sat on a chair comfortably, before executing the tasks
in front of them. The position of the subjects was fixed to be 20 cm from the point of
gesture execution to standardize the hand motion across participants.
In the drag gesture, the participant’s task was to drag a box of size (5 × 5 × 5 [cm]
) horizontally from the start position to stop position, separated by a distance of 20 cm.
Two boxes of size 4 × 4 × 4 [cm] were shown to indicate the start and stop position. The
color of the boxes was changed to blue and red respectively to indicate the start and stop
time. Two haptic feedback modalities were delivered to subjects during the drag gesture
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Ais the hitting velocity,  f is 300 Hz and B is 200 /s 
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(b)
Figure 5.2: Waveform for vibrotactile actuator (a) haptic spring mode (b) haptic impulse
mode.
execution, namely, concurrent and terminal vibrotactile feedback modes.
In the terminal feedback mode, vibrotactile feedback was fed at the end of drag gesture
when the box was dragged into the stop position. A vibrotactile inertial and viscous mode
was employed as the cue for task completion in which the amplitude of the sinusoidal
waveform depended on the velocity and acceleration of fingertip motion. A constant
value of finger speed coupled with actual finger acceleration was used in this feedback
for a duration of 60 ms. This assignment is motivated by the findings reported in [27]
where vibrotactile cues at the finger pads based on the acceleration and velocity of the
hand moving a slider influenced the perception of two different physical parameters: mass
and viscosity. In the concurrent feedback mode, a continuous vibrotactile “spring- like”
feedback [26] as shown in Fig. 5.2(a) was rendered to the subjects. Here the amplitude
of the sinusoidal waveform was modulated by the distance of the fingertip from the start
position so that the participants could feel a virtual spring-like feeling as they drag the
box. From the point of start of dragging gesture, the transient vibrations s(t) was defined
as
s(t) = A sin(2πft), (5.1)
where the amplitude, A is the normalized distance of fingertip from the start position, and
the frequency, f is set to 180 Hz, at which sensitivity of Pacinian corpuscles to vibrational
signals is the highest.
During the tapping gesture, impulse feedback as shown in Fig. 5.2(b) was rendered
when the finger contacted the surface of interaction. The vertical tapping distance was
set to be 15 cm with the color of the surface changing to red when the finger comes in
contact with the surface. From the point of fingertip collision with surface, the transient
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Figure 5.3: Ideal motion curves with multiple threshhold levels for preceding haptic feed-
back generation for S1. (a) Tapping gesture. (b) Drag gesture.
vibrations s(t) was defined as
s(t) = AeBt sin(2πft), (5.2)
where the amplitude, A is velocity at the point of impact, the decay constant, B was set
to 200 which resulted in vibrations lasting less than 40 ms, and the frequency f was set
to 300 Hz, to give the sensation of a hard surface.
In addition to the system latencies discussed in Section II.B, software induced haptic
latency L was added in this experiment. The values of haptic latencies were −240, −160,
−120,−80, −40, 0, 40, 80, 120, 160 and 240 ms for drag gesture and −240, −160, −120,
−80, −40, 0, 40, 80 and 120 ms for tapping gesture. Here the negative values correspond
to preceding haptic feedback with respect to the actual motion event and vice-versa. Large
delays for tapping gesture (> 120 ms) were avoided as the gesture was swift compared to
dragging gesture.
While the application carefully controlled the latencies after the actual event, the ad-
dition of haptic latencies precisely before the real event was a challenging task. To solve
this problem, the motion pattern of five subjects executing the dragging and tapping tasks
was analyzed to obtain the ideal motion curve as shown in Fig. 5.3. Further, a Hidden
Markov model (HMM) derived from findings reported in Chapter 3 was used to recognize
the gesture in real-time during the task execution [53]. The entire motion pattern was
divided into multiple HMM states, and haptic feedback was excited at different thresh-
olds set in the algorithm shown by L0, L1, L2, L3, and L4 in Fig. 5.3. Even though the
algorithm recognizes the gesture accurately, the threshold values were calibrated for each
subject separately based on the initial training phase as shown in Fig. 5.3. Additionally,
when the latencies were beyond the limit, corresponding quantitative and subjective pa-
104
5. Preceding and Delayed Haptic Feedback in Midair Gesture Interactions
rameters were discarded from further evaluations. A 10 % tolerance limit on the delays
on the threshold limit was set, and those delays beyond this limit were discarded from
the further analysis.
5.5.4 Procedure
Each participant completed three blocks of all trials. Each trial was for one experi-
mental condition and was executed as described in Section II-C. The order of execution of
each L was randomized for all the participants. Between each block, a break of 5 minutes
was given to avoid the dizziness caused by wearing HMD. Before the start of each gesture,
a practice session was conducted based on which the thresholds of the gesture recognition
algorithm was recalibrated for each task. Each block was completed in 30 minutes, and
the entire experiment required around 1.5 hours.
After each trial, the finger motion pattern obtained from the motion tracking system
along with the time stamps corresponding to the excitation of vibrotactile and visual
feedback excitation was recorded by the application. The gesture completion duration T
and penetration of finger inside the surface defined henceforth as the task execution Error
E were estimated from the motion data. These parameters were used as the quantitative
task performance measures for the comparison of participants task performance under
different latency conditions.
Each participant was asked to rate the VR mid-air interaction system after each trial
for the following three questions on a 5-point Likert-type scale from 0 (strongly disagree)
to 4 (strongly agree):
• Simultaneity Judgement: The haptic feedback was synchronized with my hand motion.
• Ownership Judgement: I felt I was doing the gesture interaction.
• Pleasantness: The gesture interaction was pleasant.
To avoid the training effect during gesture interaction, each participant was required
to execute the gesture only once in a trial. If the subjects were not able to judge based
on one execution, they were required to try only after 10 seconds to avoid training effect.
5.5.5 Data Analysis
A two-sample Kolmogorov-Smirnov test of subjective and quantitative data across all
subjects suggested a non-normal distribution. Thus all the statistical analysis reported
henceforth are conducted using one-way Kruskal-Wallis test followed by post host tests
using Wilcoxon’s- Mann-Whitney test.
5.6 Results
5.6.1 Quantitative Evaluation
The task execution errors E of tapping and drag gestures are shown in Fig. 5.4 (a) and
(b). The haptic latency had statistically significant effect on E (χ2 = 18.21, p < 0.020) for
the tapping task. Even though the post hoc test showed no significant differences in error
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Figure 5.4: Task execution errors (a) Penetration depth during tapping gesture (b) Pen-
etration depth during dragging gesture
(a) Tapping Gesture (b) Dragging gesture
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Figure 5.5: Task completion time (a) Gesture duration during tapping gesture (b) Gesture
duration during dragging gesture
rates between different haptic latencies, an increasing finger penetration of the surface with
the temporal delay in vibrotactile feedback was observed during tapping task. With the
preceding vibrotactile feedback, the finger penetration depth was lower compared to large
surface penetrations at delayed haptic feedback. During the drag gesture, statistically
significant differences were observed for concurrent vibrotactile feedback with latency (χ2
= 24.16, p < 0.0072), whereas weakly significant changes in task errors (χ2 = 16.55,
p < 0.085) were observed for terminal vibrotactile feedback with latencies. The post hoc
test on concurrent feedback during drag gesture gave the statistically significant difference
between zero, −240 ms and −160 ms delay. There were no significant differences in error
rates for any latency levels observed for the terminally feedbacked drag gesture. A Two-
way layout Friedman test to analyze the main effects of feedback topologies (concurrent
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(c) Drag Gesture- Concurrent feedback
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Figure 5.6: Subjective evaluation results (a) Tapping gesture (b) Drag gesture- terminal
feedback (c) Drag gesture- concurrent feedback
and terminal) and haptic latencies on E gave no statistically significant values.
The gesture completion duration T of tapping and drag gestures are shown in Fig.
5.5 (a) and (b). The haptic latencies had no statistically significant effect on T (χ2 =
10.97, p < 0.208) for the tapping task but the gesture duration tends to increase on
either side of the visual cue with the increase in the haptic latency. During the drag
gesture, statistically significant differences in T (χ2 = 21.15, p < 0.0201) were observed
during terminal vibrotactile feedback (χ2 = 24.16, p < 0.0072) while no changes in T
when concurrent feedback was delivered. T was significantly larger during concurrent
vibrotactile feedback (p < 0.0001) showing that with continuous vibrotactile feedback
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participants tends to have low efficiency, if constrained by task completion time.
5.6.2 Subjective Evaluation
The box plot of three subjective scores for both tapping and drag gestures are shown in
Fig. 5.6. For the tapping task (Fig. 5.6(a)), there was statistically significant differences
in scores of all the three subjective measures, namely, Simultaneity judgement (χ2 = 74.26,
p < 0.000001), Ownership Judgement (χ2 = 53.82, p < 0.000000742) and Pleasantness
(χ2 = 59.88, p < 0.0000049). The subjective scores had a negative correlation with the
increase in latency on either side of visual cue. The pairwise comparison of significant
differences in scores with no delay condition yielded −240 ms and 120 ms in preceding and
delayed conditions respectively. The scores were skewed towards preceding vibrotactile
feedback; i.e., subjects could perceive the difference more easily when haptic feedback was
delayed compared to being early.
The subjective evaluation scores of dragging gesture with terminal and concurrent
haptic feedback are shown in Fig. 5.6 (b) and (c) respectively. There was statistically
significant differences in scores of all the three subjective measures, for terminal feedback
with Chi scores of Kruskal-Wallis test being the following:- Simultaneity judgement (χ2
= 27.36, p < 0.0023), Ownership judgement (χ2 = 27.36, p < 0.0019) and Pleasantness
(χ2 = 24.77, p < 0.0058). With concurrent feedback, the Simultaneity judgment (χ2 =
19.93, p < 0.0299) gave significant differences, but no statistically significant differences
were obtained for other scores.
Fig. 5.6 (a), (b) and (c) shows that the subjects could perceive smaller delays dur-
ing tapping task compared to dragging task. The corresponding values for tapping and
dragging gestures were 80 and 160 ms respectively in the forward direction and 160 ms
respectively in the negative direction. During dragging gesture, the participants could
perceive the delay in the haptic feedback easily with terminal feedback than concurrent
feedback. This is proved by the statistically significant (p < 0.0001) user ratings at −240
ms for terminal feedback for the simultaneity score.
5.7 Discussions
5.7.1 Gesture Completion Time and Execution Error
There was the significant effect of latencies on gesture execution error E during tapping
task compared to dragging task. During tapping task, the penetration depth was lower for
early haptic feedback (−240 ms), compared to delayed (120 ms) haptic feedback, although
the changes were not consistent across all the subjects. In general, the finger penetration
decreased as the vibrotactile feedback became increasingly early with respect to visual
feedback. The absence of significant changes in quantitative task performance parametric
for dragging gesture compared to tapping task suggests that the effect of the haptic
delay was task dependent. The tapping task was significantly faster (gesture duration =
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1.6±0.22) compared to dragging gesture (gesture duration = 2.02±0.15). Thus the effect
of preceding and delayed haptic feedback was prominent for tapping task compared to
dragging gesture. This finding was in line with that of Jay et al. [114] where they suggest
that the necessity of haptic feedback is an essential parameter for profiling the latency
effects in the haptic channel. Since that tapping task was fast, the haptic feedback was a
significant cue for task completion compared to a slow dragging gesture.
Even though gesture completion time increased with increase in the latencies on either
side of visual cue for tapping and dragging gesture with terminal feedback, the changes
were not statistically significant across the subjects. But with the concurrent haptic
feedback, there was no change in gesture execution time. This can be explained by the
significantly higher gesture duration for concurrent feedback. When continuous feedback
was provided the subjects tends to apply more cognitive load on the finger motion from
the starting phase thereby taking more time to execute the task.
While the previous study by Jay et al. [113, 114] reported changes in task completion
times for 1-DOF tapping and target acquisition tasks at 150 ms. The absence of significant
difference in task completion time with latency can be attributed to the fact that all the
previous studies [115, 153, 148] used grounded force feedback systems for haptic feedback
during the interaction, which can give a more prominent haptic feedback.
5.7.2 Subjective Measures
The subjective ratings had a negative correlation with latencies in either direction of
the actual motion event. Subjective ratings of tapping task had significantly different
rating scores with latencies, whereas that of dragging gesture was not significant. The
less significant effect of latencies in the drag gesture with concurrent feedback can be
attributed to longer gesture duration leading to higher dependencies on visual feedback
rather than haptic feedback. In the continuous haptic feedback during drag gesture, the
amplitude of the vibrotactile feedback increases as the finger moves towards the target
position. This increasing may also have adversely affected the user perception in cases of
no haptic latencies.
The skewed subjective scores for both tapping and drag task with terminal feedback
towards the preceding haptic feedback suggests that the subjects could readily perceive
delayed haptic feedback compared to preceding haptic feedback. One if the main param-
eter affecting this perception is the duration of the vibrotactile feedback. In the current
experiment, we used impulse waveform of 30 ms duration at the end of task completion.
The skewness in concurrent feedback cannot be confirmed as there were no significant
changes in rating scores across subjects in this case.
The results of subjective measures are comparable with that of Jay et al. [113]. While
[115] reported a JND of 50 ms for delayed haptic feedback, we believe that this lower
threshold is due to the haptic feedback employed. In their study, a 6-DOF force feedback
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actuator was employed for haptic feedback giving a more prominent haptic excitation
of the mechanoreceptors. Moreover, in the current study, the vibrotactile feedback was
provided in the wrist of subjects, where the tactile receptors have less density compare to
fingertip. Also, in our study the subjects were performing the task in mid-air, wearing the
HMD requiring significant cognitive load for task completion and sensorimotor control.
This may affect the JND of both preceding and delated haptic feedback.
5.7.3 Acceptable Tolerance of Haptic Latency in Mid-air Ges-
ture Interactions
The results of the current study showed that most of the subjective ratings decreased
significantly with the increase of haptic delayed and preceding-feedback latency in gesture
interaction, although there were no significant effects on task performance. Hence, haptic
latency should be handled with great care in interactive gesture applications provide high-
quality user experiences. The −160 ms to 80 ms range of non-perceivable asynchrony of
the haptic channel around the actual motion event during mid-air interactions observed
for tapping gesture and −160 to 120 ms for drag gesture with terminal feedback. With
concurrent feedback, there were no significant differences in subjective scores over the
entire range for the drag gesture giving the range to be higher, −240 to 160 ms . The
above inferences from the current study suggest that a motion synthesis methodology [53]
can render haptic feedback generation in the presence of sensor limitations. The motion
synthesis model could synthesize motion data based on recognized motion states of the
HMM, thus recreating actual motion pattern selectively and stably. Such a learning-based
approach can also be extended for visual feedback stabilization in virtual reality systems
for better user interactions,
5.8 Summary
In this chapter, the author studied the effect of preceding and delayed haptic feedback
compared to gesture event during mid-air gesture interactions. Tapping and dragging
gestures were chosen as tasks with haptic feedback provided by a vibrotactile wristband.
Both, quantitative task performance matrice evaluations and subjective evaluations based
on the questionnaire were conducted to analyze the effect of haptic latencies. The effect of
temporal asynchrony was analyzed for both terminal and concurrent feedback topologies.
The effect of haptic latencies was more prominent in tapping task owing to short du-
ration compared to the drag gesture. The subjective ratings showed a skewed tendency
towards preceding haptic feedback with a significant decrease in subjective ratings occur-
ring at −160 ms and 80 ms for preceding and delayed haptic feedback respectively for
tapping gesture with terminal feedback. For dragging gesture having terminal feedback
this range was from −160 ms and 120 ms. Whereas with concurrent feedback for drag
gesture, subjects had an increased range of acceptable delay, from −240 to 160 ms. The
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current study proved that the motion synthesis model proposed in chapter 3 is a viable
method for mid-air gesture interactions as the inherent preloading/delays of the method
is lower than the estimated acceptable tolerance level during mid-air gesture interactions.
Moreover, the results of the current study show that the acceptable tolerance levels of de-
lay are higher for mid-air gesture interactions with vibrotactile feedback compared to the






This work has established stable and real-time haptic feedback from human motion data
during mid-air interactions. The problem statement was attacked in two different fronts
namely, modelling a more inclusive haptic rendering model for realistic feedback and
developing a pluralistic algorithmic framework for stable haptic feedback generation in
the wake of unstable motion tracking. In the realistic haptic rendering model front, a
whole finger model incorporating the serial chain kinematics of finger along with fingerpad
characteristics was proposed. Whereas in the stable haptic feedback generation front, a
mimesis model involving machine learning based gesture recognition coupled with motion
reconstruction was devised first. Along with the above contributions, fundamental studies
to evaluate the existence of a positive loop between vibrotactile feedback, human motion
pattern and gesture recognition rate was also established, thereby increasing the haptic
feedback stability. Finally, the effects of temporal asynchrony between haptic and visual
modalities on task performance and subjective ratings were also conducted, and acceptable
tolerance of delay was experimentally obtained.
Through these methods, the challenges involved in mid-air haptic feedback generation
has been partially addressed. One of the major challenges in the virtual writing sensation
creation was the absence of a scientific understanding of the effect of kinematic chain
structure of finger on slow adapting and fast adapting mechanoreceptors. This study
partially addressed this limitation and came up with a model addressing the same. The
motion synthesis model enables haptic interaction in unstable motion tracking conditions,
thus enabling the use of haptic feedback systems to be worn on hand during interaction
without affecting the motion tracking performance of the sensor. Thus finger-worn haptic
devices [4, 6, 5] along with haptic gloves [1, 2, 3] can benefit from the above algorith-
mic approach for generating stable haptic feedback. The study conducted in this thesis
also throws light on a new direction of using haptic feedback as a cue to modulate hu-
man motion pattern, thereby addressing the all-important challenge of increasing gesture
recognition rate and in turn making the haptic feedback stable.
The outcome of the research conducted in this thesis has come up in the form of
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several virtual and augmented reality applets demonstrating the developed technologies.
Moreover, the experiments conducted for validating motion synthesis model provided
insights on extending the methodology to other sensing modalities as well. The proposed
haptic rendering model may also trigger studies on developing new haptic devices to
simultaneously “sense” finger posture and subsequently ”render” corresponding haptic
sensations in real-time. The research output of this thesis may trigger new directions in
both software and hardware development of feedback systems in mid-air interactions.
Chapter 2: Realistic Haptic Rendering Model for Mid-
air Writing/Drawing
The main contribution of this chapter was a novel haptic rendering model for mid-air
writing/drawing. The kinematic chain structure of the finger was incorporated in the
rendering model along with the fingerpad characteristics. The concept of “finger stiffness
ellipse” was the product of the research which could model the changes in contact–pad
forces with changes in direction, contact angle and finger posture. The main characteristic
of the proposed haptic rendering model is that it could be used for generating not only
cutaneous but also kinesthetic haptic feedback. Though the primary focus was modelling
stick-slip events, which activates the FA–I and FA–II mechanoreceptors, modelling of both
normal as well as the tangential components of force enables more accurate rendering to
trigger SA–1 and SA–II mechanoreceptors too. A minor contribution of this chapter was
to confirm that the finger movement pattern and contact forces are correlated both in
time and absolute magnitudes.
The finger movement with changes in posture, sliding direction, and contact angles
were analyzed first in the chapter. Unlike in most studies, whole finger movement was
not restricted during sliding. The existence of apparent finger length, which changes with
posture, sliding direction, and contact angles were confirmed in the study. Temporal
synchronization of finger forces with apparent finger length variations was also confirmed.
Qualitative and quantitative study of “apparent” finger length variations with postures,
sliding directions and contact angles indicated the effect of finger stiffness on contact
mechanics.
A ”stiffness ellipse” was modelled to incorporate the whole finger effects on contact
forces. The size, orientation, and shape of the stiffness ellipse were altered with changes in
the posture, sliding direction and contact angle of the index finger during sliding. Further,
the stiffness ellipse was coupled with the lumped mass spring damper model of the finger
pad to estimate resultant contact forces.
The performance of the proposed model was verified by comparing simulated data
with experimental data obtained from ten subjects. Finger stiffness was found to alter
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the normal component of contact forces during sliding significantly. The proposed model
could estimate the tendencies of change in contact forces with changes in posture, sliding
direction, and contact angles. The frequency of stick-slip motion from the model and
actual finger stick-slip frequencies were also correlated. The preloading phase duration
estimated by the model also followed the global trends of experimental data. This finding
paved the way for the detailed understanding of actual finger sliding process in the event
of stick-slip troughs.
Chapter 3: Design of Stable Haptic Feedback for Ges-
ture Interactions
The main contribution of this chapter was the proposal of motion synthesis method for
haptic feedback generation during mid-air gesture interactions. Unlike the conventional
gesture recognition systems, the proposed method not only recognizes the gestures but
synthesizes reference motion elements. This method was useful for generating stable, real-
time haptic feedback in mid-air interactions where the feedback is a derived from actual
human motions. The proposed method could also be used for increasing and stabilizing the
rendering frequency of motion thread from current 60 Hz to higher values unconstrained
by the computational limitations of motion sensing device. The minor contribution of
this chapter was the process for stabilizing remote robot motion for gesture-based control
using touchscreens while receiving variable friction tactile feedback.
In this chapter, first, a motion synthesis method for real-time, stable haptic feedback
generation during mid-air interactions was proposed. The proposed method used an HMM
model to recognize the gestures. Motion elements were synthesized based on recognized
gestures to control the vibrotactile feedback. Multiple gestures were used in the study to
evaluate the performance of the motion synthesis method.
The ideal motion curves and corresponding primitive motion elements to be synthe-
sized for each gesture were obtained from multiple subjects in different conditions using
a reference motion tracking sensor. An adaptive control algorithm was implemented
to modulate the primitive motion elements based on the users actual gesture execution
speed. Separate HMM models were trained for each gesture, and motion patterns were
synthesized in real time in spite of changes in speed and tracking irregularities. The shape
and timing of the synthesized, measured, and moving average filtered motion data were
compared with the reference motion curve obtained from a stable sensor. Moreover, user
satisfaction levels for concurrent and terminal vibrotactile feedback based on different
motion data were compared by a subjective evaluation using a questionnaire.
Finally, both objective and subjective evaluation results showing improvements with
motion synthesis method is detailed. The objective evaluation results showed a signifi-
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cant increase in shape and end timing performance of the synthesized motion curves for
different gestures in unstable tracking environments. The subjective evaluation results
also supported the viability of motion synthesis based on haptic feedback when tracking
stability was poor. When the executed gesture was fast, as is the case in tapping, the
effect of tracking instability was minimal, and motion synthesis had no significant im-
provements in objective and subjective scores. The subjective evaluation results showed
that participants could better perceive synchronization of vibrotactile feedback with hand
motion when synthesized motion data was used.
Additionally, the design and psychophysical evaluations of a stable haptic feedback
system for 2D touch gesture interface were also investigated. The system consisted of a
smartphone equipped with variable friction display along with a remote-controlled robot
for exploration in a dynamically reconfigurable environment by haptically mapping the
road slopes and obstacles in the path of the robot. Stability of remote robot motion was
improved by adding an asymptotically decreasing sliding profile immediately after the
touch event on the screen. Classical psychophysical experiments confirmed the suitability
of the haptic rendering model. It was observed that users were able to perceive slopes
distinctively as the overall shear friction to the finger motion increases as the modulation
frequency decreases and vice versa. The amplitude modulated waveform obtained a linear
perception of the haptic distance.
Chapter 4: Effect of Haptic Feedback on Gesture Recog-
nition in Mid air interactions
The main contribution in this chapter was the investigation about the effect of haptic
feedback in increasing system gesture recognition rate and inturn the stability of vibro-
tactile feedback during mid-air interactions. This study provided insight on the effect
of vibrotactile feedback on user’s motion pattern and subsequently the performance of
overall system gesture recognition. The result of this study can be used as a reference in
the future for further improvement of gesture recognition accuracy using specific haptic
cues during multimodal interactions.
The initial proofs to show the potential of improvements in gesture recognition was
made by developing a mid-air writing system to provide two types of haptic feedback;
friction sensation during writing and impulsive stimulation at the beginning and end of
each letter writing. The results with visual-haptic feedback compared to visual feedback
alone showed that the haptic feedback improved the gesture recognition rate of the mid-
air writing system. The total number of retrials for the task completion was also reduced
or remained constant with haptic feedback. The improvement in the gesture recognition
rate was estimated to be due to modulation of hand motion during writing phase with
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haptic feedback. The modulation of the Euclidean distance score and the finger stopping
time led to smooth feature vectors for the K-Means clustering algorithm to distinguish
the transitions of the estimated states. Though the effect of haptic feedback was not
consistent for all subjects and the number of subjects was limited, the results showed the
expected potential in part. The subjective user experience evaluations showed improved
vibrotactile feedback stability, validated by the solid improvements in intuitiveness, user
satisfaction, and learnability scores in the questionnaire.
Chapter 5: Effects of Preceding and Delayed Haptic
feedback in Mid air interactions
Study on the effect of temporal asynchrony between different feedback modalities
in mid-air gestures was the major contribution of this chapter. Tapping and dragging
gestures were chosen as tasks with haptic feedback provided by a vibrotactile wristband.
Both, quantitative task performance matrice evaluations and subjective evaluations based
on the questionnaire were conducted to analyze the effect of haptic latencies. The effect of
temporal asynchrony was analyzed for both terminal and concurrent feedback topologies.
Results showed that the effect of haptic latencies was more prominent in tapping task
owing to short duration compared to the drag gesture. Moreover, the acceptable toler-
ance levels depended upon both gesture speed and feedback modalities (concurrent or
terminal). The subjective ratings showed a skewed tendency towards preceding haptic
feedback with a significant decrease in subjective ratings occurring at −160 ms and 80
ms for preceding and delayed haptic feedback respectively for tapping gesture with ter-
minal feedback. For dragging gesture having terminal feedback this range was from −160
ms and 120 ms. Whereas with concurrent feedback for drag gesture, subjects had an
increased range of acceptable delay, from −240 to 160 ms. The author believes that the
skewed psychophysical perception of haptic delay between preceding and delayed haptic
feedback would ignite future studies in this direction. The results of the study conducted
in this chapter set design criteria requirements for the motion synthesis model proposed
in Chapter 3 for devising mid-air motion based haptic feedback.
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