The purpose of this paper is two-fold. First, bounds on the rate of convergence of empirical measures in Controlled Markov Chains are obtained under some recurrence conditions. These include bounds obtained through Large Deviations and Central Limit Theorem arguments. These results are then applied to optimal Control Problems. Bounds on the rate of convergence of the empirical measures that are uniform over di erent sets of policies are derived, resulting in bounds on the rate of convergence of the costs. Finally, new optimal control problems that involve not only average cost criteria but also measures on the transient behavior of the cost, namely the rate of convergence, are introduced and applied to a problem in telecommunications. The solution to these problems rely on the bounds introduced in previous Sections.
INTRODUCTION
In the eld of Controlled Markov Chains (or Markov Decision Processes) one is usually concerned with dynamic optimization problems where some cost criterion is minimized. In the case that the long-run behavior is of interest, criteria which are of time average type are often used. This is typically the case in data communications and computer communications, where minimizing average delays or maximizing the throughput is the goal (see e.g. 5] Chap 4 and 8] Chap 6). When the near future is of greater importance (e.g. in economics) then the discounted cost criteria are used (see 8] Chap 4). Often, in such problems, the total number of states and actions taken by the controller is nite. Throughout, we will assume that this is indeed the case.
When average cost criteria are used, it may be of importance to know how fast the nite horizon average cost converges to the in nite horizon one. This can give an insight on the suitability of the average criteria versus the discounted criteria, and can indicate how long should one wait till the steady state behavior is achieved. Mandl 13, 14] obtains Central Limit Theorems and Laws of Iterated Logarithm for the convergence of the costs under stationary deterministic policies and under other deterministic policies that behave asymptotically as stationary deterministic ones.
Note that the question of how fast the costs converge to their limits was raised not only for average cost criteria but also in optimization problems involving discounted cost criteria. A bound for the rate of convergence of the nite horizon discounted cost to the in nite horizon discounted cost which decreases geometrically in time, is given e.g. in 16] p. 36.
Depending on the de nition of the average cost and on the policies used, the rate of convergence of the average costs is related to the rate of convergence of some other quantities, such as the limiting probabilities (when such exist), the state-action frequencies (known also as empirical measures or occupation measures) and the expectation of these frequencies. We therefore restrict our attention in Sections 3, 4 and 5 to studying the convergence rate of the empirical measures.
For those, we obtain in Section 3 a lower bound on the distance between the expected empirical measures and their limit points for any time t and any policy, and show that it converges to zero like t ?1 . For the class of stationary policies, an upper bound with the same behavior is derived, which leads to the conclusion that non-stationary policies cannot improve substantially the rate of convergence.
In Section 4, we specify our discussion to the class U , the sub-class of policies for which the state frequencies and its expectation have a.s. the same limit. Note that under such policies, there may not exist a limiting probability of being in di erent states. U contains many sub-classes of policies that are of interest in the eld of Markov Decision Processes, such as the stationary policies, \Policy Time Sharing" (PTS), \Action Time Sharing" (ATS) and \Asymptotically Stationary" (AS) policies 2, 4] . PTS, ATS and AS policies have been used in 3] and 4] for solving constrained adaptive problems. PTS policies were used in 1] to solve optimal priority assignment in queuing networks, and were used in 2] to solve general constrained optimization problems. In order to obtain bounds on the rate of convergence of the empirical measures, and therefore of the cost, for such policies, we rst obtain a Central Limit Theorem for some associated martingale. This is done under a (relatively strong) ergodic assumption (c.f. Assumption A1, Sec. 2). Mandl 13, 14] already obtained CLT type bounds for the cost from a CLT applied to some martingale. He considered a martingale that is related to dynamic programming, and hence obtained results for policies that behave asymptotically as the deterministic stationary policy which is optimal for some control problem. These theorems were obtained under ergodic conditions and models which are less restrictive than ours. However, in some control problems such as constrained optimization (see e.g. 12]), the optimal policies are in general not stationary deterministic, and they involve randomization. The approach of 13, 14] is not applicable for such policies nor for other policies which do not behave asymptotically as a deterministic stationary policy. We thus introduce a di erent martingale from which we obtain bounds on the rate of convergence of frequencies, for any policy in U .
Information on the rate of convergence of the state frequencies in Markov Chains (without control) to the steady state probabilities has also been obtained through the theory of Large Deviations. We use these results to obtain in Section 5 bounds which are uniform in the class of stationary policies.
Using the relation between the occupation measure and the average cost, we specialize in Section 6 the bounds to the study of the rate of convergence of the costs. This relation is particularly useful for problems such as the Constrained Optimization Problem (COP), where the minimization of some functional subject to constraints on other is considered.
The bounds on (and exact behavior of) the rate of convergence of the state frequencies and of the cost functional suggest incorporating the rates of convergence as additional criteria in optimization problems which use time average. Such problems are discussed and solved in Section 7, where the relevance of this approach to a telecommunication system is demonstrated. 
MODEL AND NOTATIONS.
Let fX t g 1 t=0 be the discrete time state process, de ned on the nite state space X = f1; :::; Jg; the action A t at time t takes values in the nite action space A. Without loss of generality, we assume that in any state x all actions in A are available. We use the space of paths fX t g and fA t g as the canonical sample space , equipped with the Borel -eld B obtained by the standard product topology.
Denote by H t := (X 0 ; A 0 ; X 1 ; A 1 ; :::; X t ; A t ) the history of the process up to time t. If the state at time t is x and action a is applied, then the next state will be y with probability P xay := P(X t+1 = y j X t = x; A t = a) = P(X t+1 = y j H t?1 = h; X t = x; A t = a) : (2:1) A policy u in the policy space U is a sequence u = fu 0 ; u 1 ; :::g, where u t is applied at time epoch t, and u t ( j H t?1 ; X t ) is a conditional probability measure over A. Each policy u and initial state x induce a probability measure P u x on f ; Bg. The corresponding expectation operator is denoted by E u x .
A stationary policy g 2 U(S) is characterized by a single conditional distribution p The class of stationary deterministic policies U(SD) is a subclass of U(S) and, with some abuse of notation, every g 2 U(SD) is identi ed with a mapping g : X ! A, so that p g jx = g(x) ( ) is, for each x, concentrated at the point g(x) 2 A.
Throughout the paper we often assume:
A1: Under any deterministic policy g 2 U(SD), the process X t is a regular Markov chain (i.e.
there are no transient states, and the state space consists of a single ergodic non-cyclic class).
Under this assumption, each stationary policy g induces a unique stationary steady state distribution on X, denoted by g ( ).
For a given nite set B, denote by M 1 (B) the set of probability measures on B. In view of the above de nitions we can brie y summarize the main results of this paper.
We obtain in Sections 3-5, after some preliminaries concerning the properties of L x s and L x sa , two di erent kinds of bounds on rates of convergence of frequencies:
(1) lower bounds on the distance between f t sa (x; u) (Theorem 3.2) or f t sa (Theorem 4.4) and their limits as t ! 1, if such exist.
(2) upper bounds on the distance between f t s and the set L x s (Corollary 5.5). These bounds are then applied in Sections 6 and 7 to obtain rates of convergence of costs in optimal control problems.
The following notations are used below: a (x) is the Kronecker delta function. For an arbitrary set B, 1 B] is the indicator function of the set. When B is a nite set we denote by jBj the cardinality of the set (i.e. the number of elements in B). For any function : B ! IR we de ne ? (y) := maxf0; ? (y)g; y 2 B. For two vectors or matrices ; P of the same dimension, the notation P stands for summation over common indices (i.e., the usual scalar product when ; P are vectors). Given a vector of real numbers z = fz 1 ; :::; z k g, denote kzk var := P k j=1 jz j j and jjzjj 2 := P k j=1 z 2 j ] 1=2 . Finally, for any function f, inf x2; f(x) = min x2; f(x) = 1. 
ACHIEVABLE FREQUENCIES AND A LOWER BOUND
In this Section we rst introduce the properties of the set of limit frequencies (i.e. of the accumulation points of the frequencies) or limit expected frequencies achieved by the set of all control policies. This then enables us to investigate the rate of convergence of the expected frequencies to that set under di erent policies.
A particularly important role in the analysis to follow is played by the transition operator G, de which is why the operator G is regarded as a \transition operator".
In the sequel, we quote and establish some basic properties of the limit sets of the frequencies.
Lemma 3.1:
(i) Assume A1. The class of stationary policies is complete i.e. L x sa (U(S)) = L x sa for every initial state x. Moreover, L sa := L x sa is independent of x and is equal to the convex hull of L x sa (U(SD)), the frequencies achieved by the stationary deterministic policies. Similarly, L s := L x s is independent of x and is equal to the convex hull of L x s (U(SD)), the frequencies achieved by the stationary deterministic policies. The claims concerning the state frequencies follow from the fact that for any t and x; y 2 X we have f t s (y) = P a2X f t sa (y; a) and f t s (x; u; y) = P a2X f t sa (x; u; y; a).
The role of the operator G is clear from Lemma 3.1, as the achievable measures belong to its null space null(G). As the following theorem hints, not only does G control the location of achievable limit points but it also gives a uniform bound (in U) for the expected frequencies.
With some abuse of notation, we denote by G also the matrix representation of the linear operator G. (ii) For any x 2 X, u 2 U, 2 F sa (x; u), if a limiting probability u y := lim t!1 P u x (X t = y) Since the lower bound established in Theorem 3.2 also decreases like t ?1 , we may conclude that the stationary policies are \good" in the sense that we cannot hope to nd any policy for which the left side of (3.5) decreases at a quicker rate than t ?1 , achieved by the stationary policies.
This result means especially that even \steering policies", that choose at each moment the action which minimizes the distance jjf t sa (x; u) ? jj 2 , cannot substantially improve the rate of convergence.
CLT in CONTROLLED MARKOV CHAINS
Our goal in this section is to obtain convergence bounds on the state action frequencies which are of the Central Limit Theorem (CLT) type. We identify a certain martingale (c.f. (4.1) below) and then use the martingale CLT introduced in 6]. This enables us to obtain lower bounds on the rate of convergence of the state-action frequencies to L sa , uniformly in U , which is the class of all policies for which F sa (x; u) = f f sa (x; u)g is a singleton, and in addition, for all z; a and for a xed initial state x, f t sa (z; a) f t sa (x; u; z; a) ! t!1 1 (P u x a:s:) : 8 Note that under policies u 2 U there may not exist a limiting probability.
We shall assume A1 throughout this section. However, A1 turns out not to be su cient for obtaining a CLT type lower bound. The additional assumption A1 0 (y), de ned below, is required to ensure that the transition probabilities are not \degenerate", i.e. are not all equal to zero or one, for in the latter case the process may evolve in a deterministic way and no CLT type lower bound can hold.
For any y 2 X, let A1 0 (y): There exists some state z = z(y) such that for all a 2 A, P zay 1 ? for some > 0.
The main result, Theorem 4.4, will be meaningful if there exists some y for which A1 0 (y) holds.
Let fS t ; F t g; t = 1; 2; ::: be a Martingale on the probability space f ; F; Pg, with S 0 = 0 and t = S t ? S t?1 ; t = 1; 2; ::: . Let E r ( ) denote E( jF r ), and let 
LARGE DEVIATIONS FOR CONTROLLED MARKOV CHAINS
In this section, we further restrict ourselves to discuss stationary policies only. As before, we restrict ourselves to the case when A1 is satis ed; we do not assume however the stronger hypothesis A1 0 (y). Since under any stationary policy g 2 U(S) the state process is a Markov Chain, it is well known that for any initial state x, lim t!1 f t s (x; g; ) = g ( ) and lim t!1 f t s ( ) = g ( ); P g a:s::
We compute the exponential rate of convergence of the state frequencies using standard Large Deviations theory and apply them to yield an upper bound for the state frequencies, which is uniform in u 2 U(S). Let For the sake of completeness, and in anticipation of future use, we bring here an alternative description of J g ( ), using the pair empirical measure, (t + 1) ?1 P t s=0 1 fX s ;X s+1 g ( ; ). For~ 2 M 1 (X 2 ), which is stationary (i.e., the marginal law on the rst coordinate is equal to the marginal on the second), let (x) = P y2X~ (x; y) and let (xjy) =~ (x; y) (y)] ?1 , where (xjy) = 0 if (y) = 0. With some abuse of notations, we identify P g with the conditional measure that it induces P g xy . We have then (c.f. 9, (4. 
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Lemma 5.1 in principle provides one with the exact rate of convergence of f t s ( ) for each g 2 U(S) used. It is now possible to derive a lower bound on J g ( ) which is shown to be proportional to the square of the variation distance between and g , uniformly in g 2 U(S).
As a rst step, we consider the case where P g xy is uniformly bounded below. The general case is postponed to Theorem 5. We note that the in the assumption in Theorem 5.3 depends heavily on the dimension of the state space X since it is upper bounded by 1=jXj. This fact therefore prevents a direct generalization of the results to more general problems, and in particular to the countable state space case. Nevertheless, in the nite state space case, a su cient condition for the assumption in Theorem 5.3, i.e. that P g xy > for some > 0 and all x; y 2 X and g 2 U(S), is that P xay > 0 for all x; y 2 X and a 2 A. Moreover It follows from assumption A1 and Lemma 3.1 (i)-(ii) that for every y 2 X there exist positive constants 1 (y) > 0 and 2 (y) < 1 such that for every x 2 X, u 2 U and z 2 F s (x; u; y)
we have 2 (y) z
OPTIMAL CONTROL AND RATE OF CONVERGENCE
In this Section we introduce optimal control problems (known as Markov Decision Processes); after relating the cost to the frequencies in Subsection 6.1, we obtain in Subsection 6.2 bounds on the rate of convergence of the frequencies that correspond to special classes of control policies. In Subsection 6.3 we nally obtain bounds on the rate of the convergence of the nite-horizon costs to the expected average costs.
6.1 Optimal control problems and relation between cost and frequencies.
Let fc(x; a); d k (x; a); k = 1; :::; Kg be real valued instantaneous cost functions, i.e. cost per state-action pair. We shall use the following cost functions from X U to IR:
The expected average costs: Denote all the policies that satisfy (6.1) by U cp .
COP (Constrained Optimization Problem) Find a policy u 2 U cp that minimizes C ea (x; u).
Denote the set of all policies that are optimal for COP by U cop .
In the following Lemma we show that information on costs may be obtained from information on the (expected or not) empirical measures. and there exists some 2 F sa (x; u) for which equality is obtained.
Proof: (i) follows immediately from the de nitions of the frequencies and expected frequencies.
(ii) is proved in 8] pp. 89.
Conclusion: For any policy for which F sa (x; u) is a singleton, the convergence of f t sa (x; u) to its limit implies the convergence lim t!1 C t ea (x; g) = C ea (x; g): If moreover u is a policy such that f t sa converges a.s. to the limit of f t sa (x; u) then lim t!1 C t av = C ea (x; g) P g a:s:.
Rate of convergence of frequencies in optimal control problems
Next we restrict results obtained in previous sections to the limit frequencies obtained by the set of policies which are feasible for CP or for COP, i.e. U cp and U cop . We thus present the analog results to Corollary 6.5: Assume A1, and assume that P g xy > for some > 0 and all x; y 2 X and g 2 U(S). Then for every > 0 and policy g 2 U(S) 2 max y jc(y)j ; (6:5) and for any real number V: Remark Again, one may dispense of the assumption that P g xy > by using Theorem 5.4 instead of Theorem 5.3. In this case, 2 in (6.5) and (6.6) need to be replaced by ( ).
OPTIMAL RATE CONTROL AND AN APPLICATION TO TELECOMMUNICATION SYSTEMS
In this section, we suggest a method of incorporating a performance measure on the convergence rates in average type control problems into the problem's formulation. In such problems, the optimal control may not to be unique but may rather belong to some convex closed set. It seems natural therefore, when one is faced with the problem of choosing one of the optimal controls, to use the one which achieves as fast as possible the optimal performance. This can be done in two ways: one may, among all the optimal control, choose the one which achieves the fastest rate of convergence (in a Large Deviations sense, say). We refer to this as \lexicographic optimization", for which the second criterion is applied on the solutions of the rst optimization problem. An alternative, which we describe in some details in this section, would be to impose some minimal rate of convergence on the solution of the control problem and to seek an optimal control which achieves this rate. To be speci c, we consider the following prototype problem of optimal scheduling of interactive and noninteractive tra c in telecommunication systems, which serves as motivation for studying a class of optimal control problems where the objectives include rates of convergence. Consider a discrete time system; packets of information of K different types, such as le transfers, video and voice signals, compete for access of some shared resource. Each type of arriving packets waits in a bu er of nite capacity till it gets access to the resource. If an arriving packet nds its bu er full then it is lost. At the beginning of each time slot, priority is given to one of the tra c types according to some prespeci ed decision rule, and the packet is served for one unit of time. Service problems and errors due to noises are modeled by allowing the service to fail with positive (class dependent) probability. If the service is successful, the packet disappears from the system; otherwise, it remains in the queue. We assume that with positive probability, each packet may be removed from the queue before starting service.
The tra c types are partitioned into two groups: interactive and noninteractive. The average delay of each of the interactive types is required to be below some given thresholds. The problem COP' is to nd a scheduling policy that minimizes a linear combination of the average delays for the noninteractive types subject to the constraint above. Similar problems were solved under di erent assumptions on the arrival and service statistics by Ross packets were also competing for the resource. This is because COP] imposes constraints on the average delay ... and not on the actual delay."
We thus reformulate the model above as a constrained control problem (COP ) that is more sensitive to the actual delay of voice signal than COP', by introducing constraints on the large deviation rate function. We shall focus on the events that the actual average delays of speech signals till time t are larger than some given thresholds; We then replace the original constraints in COP' that relate to the voice tra c with constraints on the asymptotical rate at which the probability of such events decays to zero (as t goes to in nity). Although this kind of constraints is also asymptotic, it seems to be more sensitive to variability in the actual delay of voice signals than the previous average type constraints. In fact it enables us to perform another more re ned selection among di erent policies that are optimal for COP'. Note that it is not possible to impose constraints on the actual delay, since due to noise, the service may fail again and again, so that the actual delay can not be bounded uniformly in the chance parameter !.
Formulation of the problem
We shall model the problem as the following discrete-time queuing system. A generic element of the state is given by x = fx 1 ; x 2 ; :::; x K g; 0 x k N k = 1; :::; K and it represents a K dimensional vector of the di erent queues' size. An action a 2 A where A = f1; 2; :::; Kg represents the type of tra c to which service is assigned at each time unit. Assume that the arrivals of di erent types are independent; moreover, the arrivals of each type are independent from slot to slot. We assume that there is a positive probability for any vector of arrivals at each time unit, and therefore, under any action, all transition probabilities are larger than some > 0.
Let L 1 and L 2 be given nonnegative integers with L 1 L 2 K. Let 1; 2; :::; L 1 be the set of queues that are assigned for voice tra c, L 1 + 1; L 1 + 2; :::; L 2 the set of queues that are assigned for other interactive tra c, and L 2 +1; :::; K the set of queues assigned to the remaining noninteractive tra c. which establishes the proof of (i).
(ii) follows from the fact that for any t and x; y 2 X we have f t s (x; u; y) = P a2X f t sa (x; u; y; a). Finally (iii) follows from the fact ( 12] ) that L(U cop ) is given by the optimal set of the linear programming problem: minimize c z subject to z 2 Y v ; the rest of the derivation follows the same line as (i) and (ii).
We present below a mathematical program that is equivalent to CP , in the sense that any feasible solution for it provides a feasible solution for CP and vice versa. Since the computation of feasible solutions for MP below may be quite complex, we use bounds from Section 5 to obtain a Linear Program, whose set of feasible solutions are a subset of the feasible set of the 
