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1. Введение
В условиях постоянно изменяющейся нагрузки, связанной с воз-
растанием количества обращений к сервису и возрастанием объемов 
обрабатываемых данных способность сервиса к быстромудинамичес-
кому масштабированию в облачной инфраструктуре является главным 
преимуществом перед классическим подходом доставки сервисов. Эта 
способность позволяет повысить отказоустойчивость, уровень доступ-
ности и производительность сервиса. Под динамическим масштаби-
рованием подразумевается свойство системы регулировать ресурсы, 
не требуя оперативного вмешательства пользователя. Динамическое 
масштабирование позволяет снизить время реакции на инциденты, уве-
личить уровень доступности сервиса и, тем самым, повысить качество 
предоставляемых сервисов. Возможности динамического масштаби-
рования серверов на основе набора триггеров и метрик предоставляют 
своим клиентам такие компании, как Amazon (на основе решений 
CloudWatch и ElasticCloud), Rackspace (на основе решений Rackspace 
Cloud Monitoring и Otter). Создаваемая система TIRAMOLA [1] – сов-
местный труд греческих университетов National Technical University of 
Athens и Ionian University – позволяет динамически масштабировать 
некоторые NoSQL СУБД с поколоночной моделью данных. В настоящее 
время для масштабирования обычно используются алгоритмы, основан-
ные только на показателях функционирования технических устройств. 
Таким образом, разработка алгоритмов, учитывающих особенности 
структур БД, используемых сервисом, для возможности динамически 
выполнять масштабирование БД в облачной инфраструктуре является 
актуальной темой исследований.
2. Существующие методы масштабирования БД
Различают вертикальное и горизонтальное масштабирование БД. При 
вертикальном масштабировании новая виртуальная машина с сервером 
БД будет не добавляться в кластер, а заменять существующий сервер, 
обеспечивая вертикальное масштабирование. Однако, у данного подхода 
есть свои существенные недостатки. Во-первых, во время замены одного 
сервера другим сервис становится недоступен. Задержка в этом случае 
складывается из времени выполнения следующих операций: остановка 
программного сервера СУБД и размонтирование раздела с данными (эти 
действия необходимы для обеспечения сохранности данных), запуска 
новой виртуальной машины, монтирования раздела с данными к новой 
виртуальной машине. В итоге мы имеем задержку в несколько минут, 
которая может оказаться не такой важной для многих типов систем, но 
для других станет критичной. Во-вторых, и это главный недостаток, 
бесконечно масштабироваться вертикально невозможно, и в какой-то 
момент вертикальное масштабирование перестанет быть оптимальным 
решением. В частности, увеличение производительности сервиса за счет 
добавление новых процессоров для параллельной обработки запросов 
к базе данных ограничивается законом Амдаля-Уэра: 
1 ,
1p
S
p
=
−α
α +
где p – количество процессоров (ядер), а (1 – α) – доля задач, которые 
могут быть распараллелены. Для СУБД с поддержкой транзакций эта 
доля невелика, поэтому с определенного момента добавление процессор-
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ных мощностей перестанет давать 
ожидаемый эффект. [2] Поэтому 
вертикальное масштабирование 
уровня БД не является универсаль-
ным средством масштабирования 
баз данных.
Далее более подробно рассмот-
рим «горизонтальное масштабиро-
вание, предполагающее добавление 
новых аппаратных ресурсов. Рост 
интереса к горизонтальному масш-
табированию баз данных привел к 
появлению нового течения в хране-
нии и обработке данных – NoSQL 
решениям, большинство из которых 
изначально проектировались с под-
держкой устойчивости к разделению 
данных по сети. Классические реля-
ционные СУБД: Oracle, MySQL, MS 
SQL Server также стремятся к под-
держке устойчивости к разделению 
по сети в специальных “кластерных” 
версиях своих продуктов, жертвуя 
полноценными ACID транзакциями 
в пользу eventual consistency – “со-
гласованность в конечном итоге” [3]. 
В настоящее время среди сущес-
твующих методов горизонтального 
масштабирования, имеющих под-
держку в реляционных БД и NoSQL 
решениях, принято выделять репли-
кацию, секционирование (партици-
рование) и шардинг. [4, 5] 
Репликация — это процесс, под 
которым понимается копирование 
данных из одного источника на 
множество других и наоборот. Су-
ществует около 10 видов репликации 
серверов баз данных: мульти-мастер 
(multi-master, master-master), мас-
тер-подчинённый (master-slave), 
мульти-источник (multy-source), мас-
тер-подчинённый-мастер (master-
slave-master), мульти-сервер (multi-
server parallel query execution), 
сектор-подчинённый (mirror data 
partitioning) и др. [6] Несмотря на 
то, что репликация теоретически 
является бесконечно наращиваемым 
решением, она способна решить 
только проблемы чтения данных 
из БД. Увеличение числа серверов 
становится нецелесообразным, ког-
да появляются проблемы с записью 
данных в БД. [5]
Секционирование (партициро-
вание) – средство масштабирования 
многих современных реляционных 
баз данных, которое позволяет раз-
бивать таблицы, индексы и индекс-
таблицы на части, таким образом, 
обеспечивая контроль и доступ к 
данным объектам базы данных на 
более низком уровне. Каждая из 
этих частей объекта базы данных 
называется секцией (или подсекцией 
для составных секционированных 
объектов. Таблицы секционируются 
с использованием «ключа секциони-
рования», набора столбцов, опреде-
ляющих, в какой секции будет рас-
полагаться заданная запись. Более 
подробно механизмы реализации 
секционирования описаны в [2, 7]. 
Существенным минусом механизма 
секционирования применительно к 
горизонтальному масштабированию 
уровня БД является то, что секциони-
рование не выходит за рамки одного 
сервера. То есть, полученные в ре-
зультате секции объектов физически 
располагаются на том же сервере. 
Шардинг – разделение данных 
на уровне ресурсов – процесс, по 
смыслу схожий с секционировани-
ем, однако полученные в результате 
разделения объекты разносятся по 
разным серверам БД. Принято вы-
делять вертикальный шардинг, при 
котором таблица (коллекция) выно-
сится на другой сервер целиком, и 
горизонтальный шардинг, при ко-
тором на разные сервера выносятся 
части одной таблицы (коллекции). 
Подобно процессу секционирования, 
при шардинге выбирается «ключ 
шардирования», определяющий, на 
каком сервере будут располагаться 
части данных. Логика поиска сер-
вера, на котором располагаются 
необходимые данные, заимствована 
из алгоритма разбиения пространс-
тва ключей DHT (англ. Distributed 
Hash Table — «распределённая 
хеш-таблица»). [8] В основе этого 
способа разбиения лежит функция 
δ(k1, k2), определяющая абстрактное 
понятие расстояния между ключами 
k1 и k2. Каждому узлу присваивается 
единичный ключ, называемый его 
идентификатором (ID). Узел с ID 
in владеет всеми ключами km, для 
которых in – самый ближайший 
ID, вычисленный с помощью δ(km, 
in). [9] Наиболее удобным является 
механизм так называемого авто-шар-
динга (auto-sharding), при котором 
реализация логики процесса шар-
динга осуществляется средствами 
самой СУБД. В таком случае нет 
необходимости реализовывать ее 
самостоятельно в рамках програм-
много кода приложения или приме-
нять сторонние решения в качестве 
дополнительного промежуточного 
слоя. Помимо оптимизации опера-
ций чтения – читаются данные из 
более узкого набора, а не из всей таб-
лицы (коллекции) целиком, шардинг 
решает также проблемы записи в БД.
Выбор того или иного средства 
для обеспечения масштабирования 
уровня БД зависит в первую очередь 
от комплексного анализа состояния 
БД и технических средств и выявле-
ния возможной точки отказа. Зачас-
тую, при очень высокой нагрузке, 
необходимо применить вышеопи-
санные методы масштабирования в 
комплексе. Выбор какого-то конк-
ретного метода зависит не только от 
поставленной задачи, но и от подде-
ржки метода на уровне самой СУБД. 
В Таблице 1 приведены сведения о 
поддержке и реализации репликации 
и шардинга в современных СУБД 
с различными моделями данных: 
документо-ориентированной, ключ-
значение, поколоночной, графовой и 
реляционной. Поскольку механизмы 
секционирования не имеют прямого 
отношения к организации масштаби-
руемого кластера в облачной инфра-
структуре, в данной таблице и далее 
они не рассматриваются.
3. Алгоритм динамического 
шардинга реляционных БД
Как видно из таблицы, боль-
шинство NoSQL решений (кроме 
графовых БД) обладают встроенны-
ми механизмами автоматического 
шардинга в базовой поставке, в 
отличие от реляционных БД, где 
шардинг (точнее, инструментарий 
для осуществления шардирования, 
который использует администратор 
БД) доступен только в специальных 
версиях. Такое ограничение в реля-
ционных БД волне логично – про-
ектировщику БД предоставляется 
выбор: что важнее – полноценная 
поддержка транзакций в нерасп-
ределенной среде или поддержка 
устойчивости к разделению по сети с 
согласованностью в конечном итоге 
(ограничения теоремы CAP: Теорема 
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CAP (известная также как теорема 
Брюера) – эвристическое утверж-
дение о том, что в любой реали-
зации распределённых вычислений 
возможно обеспечить не более двух 
из трёх следующих свойств: согласо-
ванность данных (англ. consistency) 
– во всех вычислительных узлах в 
один момент времени данные не 
противоречат друг другу; доступ-
ность (англ. availability) – любой 
запрос к распределённой системе 
завершается корректным откли-
ком; устойчивость к разделению 
(англ. partition tolerance) – расщеп-
ление распределённой системы на 
несколько изолированных секций не 
приводит к некорректности откли-
ка от каждой из секций. [10]). Для 
графовых БД отсутствие шардинга 
объясняется теми же ограничения-
ми, поскольку большинство СУБД, 
основанных на графовых моделях, 
имеют полноценную поддержку 
ACID-транзакций (Atomicity-атомар-
ность, Consistency-согласованность 
данных, Isolation-изолированность, 
Durability-надежность) подобно 
традиционным реляционным ба-
зам данных. [11] В свою очередь, 
реляционные СУБД имеют более 
широкий диапазон выбора методов 
репликации, апробированных в про-
цессе многолетнего использования 
реляционных БД. 
Предлагается следующий ал-
горитм реализации динамического 
шардинга реляционных БД, учи-
тывающий специфику наиболее 
часто встречающихся типов датало-
гической модели БД и максималь-
но обеспечивающий поддержку 
ACID-транзакций. По сравнению 
с существующими методами шар-
дирования, предполагающими обя-
зательное участие администратора 
БД, который осуществляет шардинг 
«в ручном» режиме, предлагаемый 
ниже алгоритм позволяет автома-
тизировать процесс шардирования. 
При выполнении алгоритма таблицы 
БД будут разделены таким образом, 
чтобы операторы соединения (JOIN) 
выполнялись в одном узле аппарат-
ной архитектуры (шарде). Такие 
транзакции будут выполняться без 
задержек, связанных с необходи-
мостью коммуникаций с другими 
узлами (за исключением задержек, 
возникающих при синхронизации 
реплик таблиц БД).
Шаг 1. Определение типа дата-
логической модели реляционной БД. 
Шаг 2. а) Если тип модели «звез-
да». Авторы [19] в своих исследо-
ваниях предполагают, значительное 
количество «промышленных» БД (и 
преобладающее большинство БД, 
являющихся хранилищами данных 
для аналитических систем) имеют 
даталогическую схемы, в которой 
таблицы соединяются только с 
одной таблицей-потомком – цент-
ральной (корневой) таблицей. Для 
этого случая в [19] предлагается 
следующий метод для горизонталь-
ного шардинга: центральная таблица 
разделяется по диапазонам значений 
первичного ключа; таблицы-потомки 
разделяются по строкам, требуемым 
для соединения с выделенными 
разделами корневой таблицы. Выде-
ленные разделы таблиц помещаются 
в различные шарды.
б) Если тип модели – «дерево». 
В этом случае различные таблицы 
соединяются друг с другом связями 
мощностью 1:N последовательто. То 
есть некоторая таблица соединяется 
по связями 1:N с несколькими табли-
цами, которые в свою очередь соеди-
няются связями 1:N с другими табли-
цами и т.д. В этом случае на нижних 
Таблица 1
Реализации репликации и шардинга в современных СУБД
База данных Режимы репликация Механизм шардинга
Документо-ориентированные
MongoDB Мастер-подчиненный Auto-sharding
(на основе «осколков» (Shards) и 
«кусков» (Chunks)) [12]
CouchDB Мульти-мастер Встроенной поддержки нет. Осу-
ществляется сторонними решения-
ми [13]: CouchDb-Lounge, BigCouch, 
Gizzard
Ключ-значение
Riak Мульти-мастер Auto-sharding
 (на основе Ring Partitions)
Redis Мастер-подчиненный Встроенной поддержки нет. Осу-
ществляется сторонними решени-
ями [14]: Redis Cluster, Twemproxy, 
Predis
Поколоночные (Столбцовые)
HBase Мастер-подчиненный Auto-sharding
(на основе Регионов (Regions))
Cassandra Мульти-мастер Auto-sharding
 (на основе Ring Partitions) [8]
Графовые
Neo4j Мастер-подчиненный Полноценной поддержки нет. 
Частично реализован в технологии 
Cache Sharding [11]
OrientDB Мульти-мастер Нет
Реляционные
Oracle Database Мульти-мастер, 
Мастер-подчиненный
Только для
Oracle Real Application Clusters [15]
MySQL Мульти-мастер,
Мастер-подчиненный,
«Круговая» репликация
Sharding
(только в версии MySQL Cluster) 
[16]
MS SQL Server Мастер-подчиненный, 
Multi-source
Data-Dependent Routing 
(для MS SQL Server),
Federation 
(для SQL Azure) [17]
PostgreSQL Мульти-мастер,
Мастер-подчиненный
Встроенной поддержки нет. Осу-
ществляется сторонними реше-
ниями [18]: PL/Proxy, HadoopDB, 
PgBouncer.
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уровне будут находится таблицы, в 
которых находится максимальное 
количество записей и которые в пер-
вую очередь являются кандидатами 
на шардирование. В данном случае 
предлагается разделение таких таб-
лиц по дипазонам внешних ключей 
с использованием таблицы индексов, 
построенной по внешнему ключу, в 
которой значения внешнего ключа 
отсортированы и присутствуют ука-
затели на физический адрес записи 
индексируемой таблицы. Выделен-
ные разделы таблиц помещаются в 
различные шарды.
Шаг 3. Определение таблиц, 
которые минимально подвержены 
корректировки (существенно преоб-
ладают операции чтения по сравне-
нию с операторами корректировки, 
удаления, добавления записей). 
Шаг 4. Репликация таблиц, вы-
деленных на шаге 2, во всех шардах.
4. Направления для продолжения 
исследований.
В статье приводится возможный 
алгоритм для динамического разде-
ления реляционных таблиц по узлам 
распределенной системы с целью 
минимизировать задержки при 
выполнении запросов, связанные 
с необходимостью коммуникаций 
с различными узлами аппаратной 
архитектуры (за исключением за-
держек, возникающих при синхро-
низации реплик таблиц БД). Иссле-
дования предполагается продолжить 
с целью разработки алгоритмов для 
графовых БД, для которых, как видно 
из Таблицы 1, в настоящий момент 
такие алгоритмы отсутствуют. 
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