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Введение. В условиях глобального экономического кризиса, усугубленного собст-
венными энергетическими проблемами страны, задача достаточно точного прогнозирова-
ния потребления электроэнергии приобретает очень важное значение для решения про-
блем, связанных с планированием работы энергосистем, распределением генерируемых 
мощностей, оперативным управлением энергетической отраслью народного хозяйства в 
целом. Неточное прогнозирование потребления электроэнергии ведет к существенным 
экономическим потерям. Так, в [1, 2] отмечалось, что для экономики Великобритании за 
период 1985-2000г. повышение точности прогнозирования на 1% могло бы привести к до-
полнительным прибылям энергокомпаний порядка 100 миллионов фунтов стерлингов в 
год. Это связано с тем, что переоценка будущего потребления ведет к неоправданному пе-
рерасходу топлива всех видов, а его недооценка – к снижению качества энергоснабжения 
потребителей. В связи с этим повышение точности прогнозирования потребления элек-
троэнергии действительно является актуальной проблемой, требующей эффективных ме-
тодов ее решения.  
Среди множества подходов, с той или с иной степенью успеха использованных в 
этой задаче, можно выделить [3] традиционные методы анализа временных рядов и, пре-
жде всего, подход Бокса-Дженкинса, аппарат калмановской фильтрации и теории адап-
тивных систем, регрессионные, корреляционные и спектральные алгоритмы, и как наибо-
лее эффективные – методы вычислительного интеллекта и, прежде всего, искусственные 
нейронные сети (ИНС). Успех ИНС в рассматриваемой проблеме объясняется нелиней-
ным характером прогнозируемых процессов, высоким уровнем неопределенности (струк-
турной и параметрической) о внутреннем их характере, стохастичностью и хаотичностью, 
не связанными с традиционной гипотезой о гауссовости анализируемых сигналов, в об-
щем, со всем тем, что не позволяет эффективно использовать традиционные методы ста-
тистического анализа и адаптивного прогнозирования. 
На сегодня можно отметить достаточно большое число удачных примеров исполь-
зования ИНС в задаче прогнозирования потребления электроэнергии как у нас в стране [4-
6], так и за рубежом [7-11], при этом интересно отметить, что в подавляющем большинст-
ве случаев в основе прогнозирующей системы лежит, по удачному определению авторов 
[3], – «рабочая лошадка нейронных сетей» – многослойный персептрон со всеми своими 
модификациями, объединенными общей архитектурой с прямой передачей информации. 
Все эти ИНС с точки зрения теории случайных процессов объединяются общим понятием 
«нелинейная модель авторегрессии с экзогенными входами» (NARX-модель), которая яв-
ляется частным случаем более общих структур, содержащих компоненты скользящего 
среднего и известных как NARMAX-модели, обладающие большей гибкостью и потенци-
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ально более высокой точностью. Теоретически прогнозирующая NARMAX-модель может 
быть построена на основе обычного многослойного персептрона, охваченного глобальной 
обратной связью [12], однако обучение такой системы характеризуется низкой скоростью 
сходимости, необходимостью использования настройки по эпохам, невозможностью ра-
боты с нестационарными сигналами. Альтернативой нейронным сетям с прямой переда-
чей информации в задачах прогнозирования могут служить рекуррентные нейронные сети 
[13], включающие в свою архитектуру как глобальные, так и локальные (на уровне слоев) 
обратные связи и обучаемые с помощью специализированных процедур. На сегодня из-
вестен ряд примеров использования рекуррентных ИНС для решения задачи прогнозиро-
вания потребления электроэнергии в Бразилии, ЮАР, Японии, США, Тайване, Чехии [3, 
12, 14-17] с достаточно высокой точностью, при этом, однако, необходимо отметить дос-
таточно регулярный характер сигналов, описывающих энергопотребление в этих странах. 
Анализ рядов потребления электроэнергии в Украине показывает высокий уровень неста-
ционарности сигналов, наличие резких выбросов и провалов, нерегулярных трендов и т.п., 
что не позволяет применить хорошо известные рекуррентные ИНС (Элмана, Джордана, 
Вильямса-Зипсера, Вольтерра и т.п.) в «чистом» виде и требует их модификации. В на-
стоящей работе предпринимается попытка использования модифицированной рекуррент-
ной сети Элмана [18] для решения задачи прогнозирования потребления электроэнергии в 
Украине на уровне региональных энергосистем. 
Архитектура прогнозирующей рекуррентной нейронной сети. Архитектура мо-
дифицированной рекуррентной нейронной сети Элмана приведена на рис. 1. Ее использо-
вание предполагает, что процесс энергопотребления имитируется выходным сигналом не-
которой нелинейной динамической системы, возмущаемой множеством факторов (погод-
ных, временных и т.п.), включая и прошлые состояния системы. Элман предложил в до-
полнение к традиционным скрытым и выходному слоям ИНС ввести в сеть дополнитель-
ный слой обратной связи, именуемый контекстным, или слоем состояний. Этот слой по-
лучает сигналы с выхода скрытого слоя и через элементы задержки 1z−  подает их на пре-
дыдущий (у Элмана входной) слой, сохраняя таким образом обрабатываемую информа-
цию с предыдущих тактов внутри сети. Предлагаемая нами модификация касается перво-
го и выходного слоев рекуррентной нейронной сети. 
«Строительными блоками» рассматриваемой здесь архитектуры являются стан-
дартные нейроны (элементарные персептроны Розенблатта) с активационными функция-
ми типа сигмоиды, элементы задержки 1z−  и блоки фаззификации, предназначенные для 
преобразования входных порядковых и номинальных переменных, характеризующих 
влияние окружающей среды, в количественную форму. Таким образом, в модифициро-
ванную ИНС вводится дополнительный первый скрытый слой, полностью совпадающий с 
первым слоем прогнозирующей NARX-нейро-фаззи-системы, предложенной в [19]. Кроме 
того, вместо адаптивного линейного ассоциатора в выходном слое опять-таки использует-
ся нелинейный нейрон с сигмоидой в качестве активационной функции, что улучшает 
экстраполирующие свойства сети. 
Сигналы первого скрытого слоя задержек и фаззификации в виде (n 1)× -вектора 
[1] [1] [1] T
1 no (k) (o (k), ,o (k))= K  с компонентами, описывающими текущее потребление элек-
троэнергии y(k) , его прошлые значения y(k 1), , y(k d)− −K , временные и погодные ха-
рактеристики, преобразованные в числовую форму блоками фаззификации, поступают на 




2, j 1, 2, , nψ = K  и 2 2n (n 1)+  настраиваемыми синаптическими 
весами [2]jiw . 
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Рис. 1 – Модифицированная рекуррентная нейронная сеть Элмана 
Как можно видеть из приведенной архитектуры, выходной сигнал j -го нейрона 
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
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(здесь k 0,1,2,= K  – текущее дискретное время, [2]jθ − сигнал смещения j -го нейрона вто-
рого скрытого слоя), а выход слоя в целом – в векторно-матричной форме 
 
[2] [2] [2] [1] C [2]o (k 1) (W x (k) W o (k)),+ = Ψ +  (2) 
 
где [2] 2o (k 1) (n 1)+ − × − векторный сигнал, который далее передается на выходной слой в 
форме [3] [2]T Tx (k 1) (1,o (k 1))+ = + , { }[2] [2]j 2 2diag (n n )Ψ = ψ − × − диагональная матрица акти-
вационных функций, [2] 2 2W (n (n 1))− × + −матрица настраиваемых синаптических весов 
второго скрытого слоя, [2] [1]T Tx (k) (1,o (k)) (n 1) 1= − + × −вектор входных сигналов второго 
скрытого слоя, поступающих из первого скрытого слоя, C 2 2W (n n )− × −матрица настраи-
ваемых синаптических весов контекстного слоя.  
Контекстный слой образован 2n  элементами задержки 
1z− , которые обеспечивают 
чистое запаздывание выходных сигналов второго слоя, после чего задержанные значения 
[2]
jo (k)  вновь подаются через синаптические веса Cjiw  на сумматоры нейронов второго 
скрытого слоя. Объединяя все входные сигналы второго скрытого слоя в составной вектор 
[2] [1]T [2]T T [1]T [2]T Tx (k) (1,o (k),o (k)) (x (k),o (k))= =  размерности 2(1 n n ) 1+ + × , можно запи-
сать преобразование, реализуемое совместно вторым скрытым и контекстным слоями, в 
виде 
 
[2] [2] [2]C [2]o (k 1) (W x (k)),+ = Ψ  (3) 
 
где матрица настраиваемых синаптических весов имеет размерность 2 2n (1 n n )× + + . 
Выходной слой модифицированной рекуррентной нейронной сети образован един-




[3] [3] [3] [3] [3] [3] [3]T [3]
i i
i 0
yˆ(k 1) (u (k 1)) ( w x (k 1)) (w x (k 1)),
=
+ = ψ + = ψ + = ψ +∑  (4) 
 
где [3] 2w (n 1) 1− + × − вектор настраиваемых синаптических весов выходного слоя. 
В общем же виде преобразование, реализуемое предлагаемой модифицированной 
сетью Элмана, может быть записано в виде 
 
 
[2] [2] [2] [1] C [2] [3] [2]C [2]
[3] [3]T [3]
o (k 1) (W x (k) W o (k)) (W x (k)),
yˆ(k 1) (w x (k 1)).
 + = Ψ + = Ψ

+ = ψ +
 (5) 
 
Обучение прогнозирующей рекуррентной нейронной сети. Обучение рассмат-
риваемой нейронной сети будем проводить путем пошаговой минимизации стандартного 
локального квадратичного критерия 
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0γ > − параметр, определяющий форму активационной функции и также, в принципе, на-
страиваемый, s 2,3= −номер слоя. 
Процесс обучения основывается на концепции обратного распространения ошибок 
и начинается с настройки синаптических весов единственного нейрона выходного слоя. 
Для текущего момента времени k , когда доступна информация о значениях 










[3] [3] [3] [3]
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E(k) e(k) u (k)
w (k 1) w (k) (k)
e(k) u (k) w (k)
(u (k))
w (k) (k)e(k) x (k)
u (k)
w (k) (k) (k)x (k), i 0,1, , n ,
∂ ∂ ∂
+ = − η =
∂ ∂ ∂
∂ψ
= + η =
∂









(u (k)) E(k)(k) e(k)
u (k) u (k)
∂ψ ∂δ = =
∂ ∂
 – локальная ошибка ( δ -ошибка) выходного слоя. 
В компактной векторной форме алгоритм (8) можно переписать 
 
 [3]
[3] [3] [3] [3] [3] [3] [3] [3] [3]
i i ww (k 1) w (k) (k) (k)x (k) w (k) (k) (k) u (k),+ = + η δ = + η δ ∇  (9) 
 
а с учетом (7) –  
 
[3] [3] [3] [3]
ˆ ˆw (k 1) w (k) (k) e(k)y(k)(1 y(k))x (k).+ = + η γ −  (10) 
 
Соответствующим выбором параметра шага [3](k)η  можно попытаться увеличить 
скорость процесса обучения, переходя тем самым от градиентных к более изощренным 
процедурам минимизации. 
Рассматривая одношаговую модификацию алгоритма обучения Левенберга-
Марквардта [20]  
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[3] [3] [3] T [3] 1 [3] [3]
n 1w w w
[3] [3] [3]T 1 [3] [3]
n 1
w (k 1) w (k) ( u (k) u (k) I ) (k) u (k)





+ = + ∇ ∇ + ρ δ ∇ =
= + + ρ δ
 (11) 
 
(здесь 0ρ > −параметр регуляризации, 
2n 1 2 2
I ((n 1) (n 1))+ − + × + − единичная матрица), по-
сле несложных преобразований, основанных либо на формуле Шермана-Моррисона, либо 














который структурно совпадает с аддитивной модификацией адаптивного алгоритма иден-
тификации Качмажа [21], а при 0ρ =  – с алгоритмом обучения нейронных сетей Уидроу-
Хоффа. 
Элементарный анализ (10), (12) показывает, что процесс обучения резко замедляет-
ся в случае попадания на «хвосты» сигмоиды, где значения yˆ(k)  близки к единице. В этом 
случае представляется целесообразным использование регуляризированных процедур 
обучения, к которым относится алгоритм Чана-Фоллсайда [22] 
 
 
[3] [3] [3] [3] [3] [3]w (k 1) w (k) (k)x (k) w (k 1),+ = + η δ + ρ∆ −  (13) 
 
(здесь [3] const 0η − > ; 1 0> ρ > ; [3] [3] [3]w (k 1) w (k) w (k 1)∆ − = − − ), успешно проходящий 
плато целевой функции, порождаемые «хвостами» сигмоид. 
Повысить скорость сходимости процедуры (13) можно, используя ее «гибрид» с 
(12) в виде [23] 
 
[3] [3] [3] [3]
[3] [3]
2[3]
(k)x (k) w (k 1)
w (k 1) w (k) ,
x (k)
η δ + ρ∆ −
+ = +  (14) 
 
обладающий более высоким быстродействием. 
Алгоритм одновременной настройки синаптических весов второго скрытого и кон-
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где [2]Cj 2 2[2]
j
E(k)(k) , j 1,2, , n ;i 0,1, , n n
u (k)
∂δ = = = +
∂
K K .  
 






j [2] [2] [2] [3] [2]
j j j j
n
[3] [3] [3] [3]
p p j[3] [2]
p 0j
E(k) E(k) E(k) E(k) u (k)(k)
u (k) o (k) o (k) u (k) o (k)
E(k)
w (k)x (k) (k)w (k),
u (k) o (k)
=
∂ ∂ ∂ ∂ ∂δ = = = =







с учетом того, что 
 
[2] [2] [2]








o (k) u (k)
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p p j[3] [2]
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можно переписать (18) 
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j j[2]C [3] [3]
j j[2]
j









j j[2]C [2]C [2]C [2] [3] [3]
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j j[2]C [3] [3]
j j[2]
j







Таким образом, процесс обучения нейронов второго скрытого слоя с дополнитель-
ными входами из контекстного слоя в общем случае может быть записан в виде 
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[2]C [2]C [2]C [2]C [2]
j j jw (k 1) w (k) (k) (k)x (k),+ = + η δ  (22) 
а с учетом (14) –  
 
[2]C [2]C [2] [2]C
j j[2]C [2]C
j j 2[2]
(k)x (k) w (k 1)
w (k 1) w (k) .
x (k)
η δ + ρ∆ −
+ = +  (23) 
В процессе обучения модифицированной рекуррентной нейронной сети сначала 
необходимо последовательно вычислить локальные ошибки [3] [2]Cj(k), (k)δ δ , параметры 




В работе предложена модифицированная архитектура рекуррентной прогнози-
рующих нейронных сетей и алгоритмы ее обучения для оперативного прогнозирования 
потребления электрической энергии. Простота и быстрота предложенной нейросети обес-
печивает ей преимущество по сравнению с традиционными подходами, используемыми 
ныне для решения этой задачи. 
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МОДИФІКОВАНА РЕКУРЕНТНА НЕЙРОННА МЕРЕЖА ЕЛМАНА В ЗАДАЧІ 
КОРОТКОТЕРМІНОВОГО СПОЖИВАННЯ ЕЛЕКТРОЕНЕРГІЇ 
І.П. Плісс, С.В. Попов, Т.В. Рибальченко, О.В. Сліпченко 
Запропоновано модифіковану архітектуру рекурентної нейронної мережі Елмана, 
яка спроможна обробляти дані, задані в різних шкалах вимірювання. Розроблено відповід-
ні алгоритми навчання, засновані на процедурах 1-го та 2-го порядків, а також захищені 
від «паралічу» мережі. 
 
MODIFIED ELMAN RECURRENT NEURAL NETWORK FOR SHORT-TERM 
ELECTRIC LOAD FORECASTING 
I.P. Pliss, S.V. Popov, T.V. Rybalchenko, E.V. Slipchenko 
Modified architecture of Elman recurrent neural network is proposed that is capable to 
process data presented in different measurement scaled. Learning algorithms are developed, 
based on first and second order procedures with network paralysis-proof modifications. 
 
 
 
 
 
 
 
 
 
 
