Thermodynamic properties of intermetallics: Surfaces and interfaces by Amirkhanyan, Lilit
THERMODYNAMIC PROPERTIES OF INTERMETALLICS
Surfaces and Interfaces
To the Faculty of Chemistry and Physics
of the Technische Universität Bergakademie Freiberg
is submitted this
THESIS




by M.Sc. Lilit Amirkhanyan
       




To my parents for all their love and unconditionally support and for putting me through the
best education possible. I appreciate their sacrifices and I would not have been able to get to
this stage without them.
To my lovely daughter, who gave me strength and persistence. Who was tolerant and
understanding with a lack of time . . .

v
"Quantum theory provides us with a striking illustration of the fact that we can
fully understand a connection though we can only speak of it in images and
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Classical thermodynamics ... is the only physical theory of universal content
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Abstract
Currently, in the industry, it is essential to withdraw processes such as oxidation, suffixa-
tion, nitridation, carbits, etc. Therefore, remove inclusions in the metal making process and
usages are growing. A strengthening steel, which will be as pure as possible is crucial. It
was shown that the size, type and distribution of several inclusions in steel develop in the
products because of the changes to the mechanical properties fracture.
The aim of making pure stainless steel faces the challenge of lowering non-metallic
oxide inclusions and controlling the morphology, composition and size of the distribution.
Significant inclusion types are defined as endogenous and exogenous non-metallic inclusions
in the steel. Moreover, the process of cleaning a product could be the filtration of the metallic
melts, to remove endogenous as well as exogenous inclusions. The filter surface’s chemical
composition, as well as the technology of filtration, can significantly affect the filtration
efficiency.
The primary focus of this work is to reproduce various filter materials without any input
from experimental data and investigate the interaction of ceramic inclusions with the filter
walls, the surface, and interface energies as a driving force for the acceleration of inclusions.
The purpose is to provide a foundation for the improvement of realistic data that can be used
for further research.
The central part of the work is the study of the thermodynamic data and phase formation.
The study of the thermodynamic of aluminum - based binary and ternary intermetallic phase
systems are presented in this dissertation. Various thermodynamic phase descriptions exist
based on phase equilibrium data and experimental thermodynamic data for aluminum - based
binary and ternary intermetallic phases. Nevertheless, the thermodynamic experimental data
for some intermetallic phases are missing and the empirically calculated data, for instance,
using the Neumann-Kopp rule does not always give a reasonable result. The change of
specific heat capacity as a result of melting will be included in the specific heat capacity
curve of the intermetallic compounds, which melt at higher temperatures than pure Al. In
addition to that, the phase transformations in Fe will be noted in intermetallics. Accordingly,
it is vital to know the specific heat capacity of intermetallic compounds in a wide range
x
of temperatures, in order to have a reliable estimation of enthalpy functions to a high -
temperature range.
Also, the fundamental interactions, possible chemical reactions on the filter surfaces,
filter surface and interface surface energies are investigated and presented in this dissertation.
The surfaces and the solid state formed interface materials which occur due to the filtration
were modelled. For material in contact with a particular environment, it must be substituted
by the surface or interface energy. Those energies play a principal role in defining the surface
adsorption and wetting. The focus of the investigation is the characterisation of the filter
materials and not the dynamics of the filter process.
All calculations were done with density functional theory (DFT) as implemented in
the Quantum Espresso code, which is an approximate solution of the quantum mechanical
Schrödinger equation. The inputs of this method are the systems of electronic structures.
Phonon dispersion as a function of the crystal volume within the quasi-harmonic approxima-
tion was used to obtain the thermodynamic data.
The method employed for a purpose to achieve the surface energy is dependent on the
bulk and vacuum slab modelling, and the calculation was implemented with DFT.
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Chapter 1
Introduction
Nowadays, the interest in removing inclusions in metal making and usages are growing.
In the industry, it is certainly important to avoid processes such as oxidation, suffixation,
nitridation, carbits, etc. According to the literature, around 90% of fracture accidents are
caused by fatigue. Therefore, it is essential to develop steel that is as pure as possible. It
is known that the size, type and dissemination of different inclusions in the metal expand
equipment of the mechanical properties of the cast products [20]. To achieve these goals a
solid knowledge and understanding the mechanism of inclusion, the formation is essential.
The goal of cleaner steel faces the challenge of lowering non-metallic oxide inclusions and
controlling the morphology, composition and size of the distribution. Accordingly, there
is not a single method to measure all of these characteristics accurately. The disagreement
between Young’s modulus and the thermal expansion of nonmetallic inclusions with the steel
matrix develops the internal stresses, which lower the existing interfacial strength between
inclusion and matrix [21]. At the same time, the discrepancy of deformation between
nonmetallic inclusions and the matrix results in local elasticity, where fatigue cracks can
be developed at the loading sites. According to Shenoy at al.[22] when a sufficient driving
force is reached, propagation of these fatigue cracks results in component failure. Therefore,
the implementation of ceramic foam filters has been considered since the 1970s [23, 24].
In solid iron or steel, the solubility of oxygen is essentially zero with increasing purity
and lattice perfection of the metal [25]. Accordingly, any dissolved oxygen in liquid steel
would be accelerated out as FeO inclusions during solidification if the steel is not deoxidised.
Moreover, earlier in 1985 by Gauckler et al. [26] published their work "Industrial application
of open pore ceramic foam for molten filtration" on laboratory experiments showing the
relationship between the filter matrix structural characteristics, filtration parameters and filter
efficiency. They also discussed numerous methods for filtering impure metal melts. It is
2 Introduction
already accepted that there are several reasons for touch particles to adhere to the macroscopic
surface of the filter.
For example:
Direct interception - when a particle hits the filter surface following its trajectory line.
Gravity forces - when a particle with a different density in the fluid leaves the trajectory
line and starts to flow by gravity forces.
Attractive force - when a particle during flow can be attracted to the filter surface and
could be retained. It is the attraction caused the surface energy of the filter surface.
Brownian movement - when a particle due to its random Brownian movement or caused
by bombardment from the particles in the liquid, can leave the fluid and hits the internal filter
surface.
Inertial force - when a particle because of by sudden changes of the trajectory line of
liquid, continues its move inertia and hits the internal filter surface.
Hydrodynamic effects - as a result of a distribution of different velocities in the fluid
within the filter, a particle’s shape and its rotation play a role, which can also bring a particle
to the point where it sticks to the internal filter surface.
In the case of aluminium filtration via ceramic foam, direct interception, internal and
hydrodynamic forces are essential [26]. Therefore, it is advantageous to merge various
methods together to quantify steel cleanliness in a given application [27]. Significant
inclusion types are defined as endogenous1 and exogenous2 non-metallic inclusions in the
steel. Besides, the method of cleanliness product could be the filtration of the metallic melts,
to remove endogenous as well as exogenous inclusions [28]. Strangely enough, the size
of the inclusion is in the order of several tens of micrometres, and they could be filtered
effectively using ceramic foam filters with pores in the millimetres [29]. The endogenous
inclusions are consistent with their sources, are produced during cooling and solidification of
steel [30]. Is already well known for many years, that the ceramic foam filters used in metal
casting application can achieve highly pure casting by removing roughly 25% of the particles
within the size range of 1-100µm [31]. However, using different filter materials instead of
changing the wall chemistry, such as using the active or reactive coated based filters, will lead
to a higher deposition on the filter surface in addition to the filtration processes. It was found
that the most common inclusions in the melt are oxides like Al2O3, MgO, MgAl2O4, and
SiO2 [32, 33], as well as Al4C3 in the aluminium based matrix [34]. Open cell ceramic filters
are applicable for curtailing non-metallic inclusions in the casting of metals, which increases
1The inclusions, which occur in the melting and solidification process, due to the chemical reactions.
2The inclusions, which occur due to the contact between steel melt and furnace walls
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the quality of cast parts. Subsequently, it was seen that the most non-metallic inclusions were
found in the casted filters Al2O3 + Al2O3 and Al2O3 + spinel [35].
Interestingly, such micrometer-scale particles can be filtered from the melt using rather
wide-mesh (mm) foam filters of similar materials, generally corundum. A similar process
known from the metal casting called clogging, and it happens when particles in the melt
deposit layers on the walls of a tundish nozzle [36]. The filters are used once for a casting
time of ca. one minute.
As was already mentioned, the filter surface’s chemical composition, as well as the
technology of filtration, can significantly affect the filtration efficiency. The mechanisms of
filtration are screen filtration, cake filtration, depth filtration and flowing in a foam filter. The
effectiveness of depth filtration for molten melt was investigated by Mutharasan et. al.[37],
whereby the filtration efficiency was shown to be exponentially dependent on the filter depth.
Furthermore, reactive filter materials are proposed to react with the dissolved gases in the
metal melt, for reducing gas impurities, as well as nonmetallic inclusions, which arise below
the liquidus temperature. For the case of filter surfaces, based on active ceramic coatings, the
deposition of nonmetallic inclusions on the filter is supposed to be improved considerably.
An amount of oxidic, nonmetallic inclusions also occur. Their type, shape and distribution
have the greatest impact on the material properties in applications such as high-strength steels.
They govern the deformation and fracture, as well as changes to the physical properties of
the steel. Due to the load, stress concentrations can stem from the presence of inclusions.
The categorisation of these inclusions has many varieties. As it was mentioned above, the
exogenous inclusions may get into the melt e.g. due to the erosion of refractory materials
amid the steel making processes. This inclusion type withstands only an insignificant part of
the collectivity of inclusions. Nevertheless, endogenous inclusions are of relative importance,
and they are themselves characterised by their time of origin:
Primary inclusions - formed forthwith beyond the addition of deoxidizers, moreover,
the process continues, as far as the balance of deoxidation at a constant temperature is
fulfilled. These reactions occur in the liquid steel, through which the inclusions most possibly
accumulate ahead of the melt solidification.
A characterisation of the differently observed inclusions in aluminium deoxidised iron
has been considered by Wasai et al. [20], whereby they attached the name primary inclusions
to the group of inclusions, which are the dendritic, maple-like and polygonal.
Secondary inclusions - formed by the cooling down liquidus temperature, they are
dependent on the temperature of the deoxidation reaction. These inclusion types can be
barely split due to their small size into the viscose steel melt.
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Secondary inclusions can be network-like, coral-like or spherical inclusions, i.e. alumina,
hercynite and wustite. Besides, as secondary inclusions are observed - alumina, α-, γ-, and
δ - structures, and amorphous silica inclusions. Some nonmetallic inclusions, exclusively
secondary inclusions, maintain a positive influence on the steel due to their effect as grain-
growth inhibitors, resulting in fine-grained steel [38].
Tertiary inclusions - formed during the cooling-down process, the oxygen decreases,
and the melt progressed from the liquid to the solid state of the steel. A consequence, the
solubility of the deoxidizers is enriched leading to possible new inclusions.
Quaternary inclusions - formed together with the solidified steel, which is noticeable
ahead the decreasing solubility. These types of inclusions are generated during solid-state
phase transformation.
The classification of the growth of inclusions follows by some order, for example sec-
ondary inclusions mainly grow on top of primary inclusions, and a tertiary inclusion can
grow on the secondary inclusions. Thereby, it is hard to specify the fine secondary inclusions
and tertiary inclusions [39].
According to their chemical composition, the oxidic, nonmetallic inclusions can be
classified into:
• Corundum-type: familiar notation is Me2O3(e.g. Al2O3). This category is specifically
relevance, since Al is the most common deoxidizer
• Iron oxide-type: note that commonly iron is partially substituted by manganese (FeO,
MnO, [Fe,MnO])
• Spinel-type: accepted notation is MeO·Me2O3 (generally MgO·Al2O3, FeO·Al2O3,
MnO·Al2O3)
• Silicate-type: due to the change in the ratio of oxides this kind does not have a general
notation. Archetypes are: 3Al2O3·2SiO2, MnO·SiO2, 2FeO·SiO2
Referring to the point that it is hard to specify the inclusions, there is also another relevant
way to analyse and categorise the oxidise, nonmetallic inclusions. In this instance, the
discrimination of the particles references their specific morphology. These consist of small
(0 - 5µm) or large (2 - 6µm) spherical inclusions, octahedral (2 - 4µm), small (smaller
then 5µm) and large (larger then 5µm) faceted inclusions, hexagonal or trigonal (2 - 9µm)
platelike inclusions, generally in a trigonal manner, dendrite consisting of pure aluminium
oxide (5 - 20µm), where clusters form an open network of aluminium oxides (over 100µm),
and aggregates which are faceted particles(up to a few tens of micrometers) [40].
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As shown, the size of the inclusions are defined, which are taken to indicate the present
inclusion type:
1. macroscopic inclusion (> 20µm - mainly exogenous inclusions or clusters of small
inclusions)
2. microscopic inclusions (1-20µm - primary, secondary or tertiary inclusions)
3. sub-microscopic inclusions (< 1µm – quaternary inclusions)
As outlined above, the size of the respective inclusions has a direct influence on the
fatigue strength of steel. The larger the particles, the more pronounced the fatigue strength
reduction. Nevertheless, the influence of the particle is also dependent on their location.
Inclusions located at the casting surface demonstrate a much higher destructive potential
compared to internal inclusions [41].
Already in 1963, Schwartzwalder et. al.[42] worked on the method of making porous
ceramics, whereby a polymer foam is coated with a ceramic slurry to wipe out the defects
due to the squeezing process and to get a desirable wall thickness for the foam ceramic
filter. An optimal thickness of foam-formed walls is 0.3mm. Currently, the quality of the
ceramic foam filters is balanced by spraying coatings. As outlined above, there are "active"
and "reactive" coatings. In the event of "active" coating, the same chemistry as the primary
and secondary inclusions is used to remove those inclusions. In the other case, when the
"reactive" coating is used, the coatings react with the dissolved inclusions in the melt gas
for example with oxygen in steel melts. With this case, the small degree of ternary and
quarternary inclusions are produced below the liquidus temperature. The "active" coated
ceramic filters were presented for improving properties of the cast in iron and aluminium
products [43].
For a broad investigation of the different filtration mechanisms, their effect and the impact
of various filter coats on the filtration process, the project: Collaborative Research Center
920 (CRC 920) “Multifunctional filters for metal melt filtration - a contribution to zero defect
materials” was started at the Technische Universität Bergakademie Freiberg. The aim of the
CRC 920 is a contraction of non-metallic inclusions in the metal matrix by the use of filter
materials as well as filter surfaces.
The purpose of this dissertation, which was conducted in the framework of the CRC 920,
is to reproduce the filter materials without any input from experimental data. Of specific is
the interaction of ceramic inclusions with the filter walls, the surface and interface energies
as a driving force for endogenous and exogenous particles along within the "active" and
"reactive" filter materials. The target is to provide a basis for the improvement of realistic
6 Introduction
data that can be used for further investigation. The central part of the work is the study of
the thermodynamic data. There are systems of crystalline phases that are still insufficiently
characterised experimentally. However, the phase formations in these systems are essential
for the description of the casting process of aluminum-based light alloys. The studies of
aluminum-based binary and ternary intermetallic phase systems are extremely constrained.
Moreover, the phase relations in these systems are complex. In the aluminum-rich alloys,
even a small amounts of Fe causes the formation of intermetallic compounds. There is the
particular concern to those intermetallic systems grown in consideration of several transitions
between the disordered and ordered phases in the Fe-rich side [4, 44]. Various thermodynamic
phase descriptions exist based on phase equilibrium data and experimental thermodynamic
data. Nevertheless, the thermodynamic experimental data for some intermetallic phases
are missing, on the other hand, the empirically calculated data (e.g. specific heat capacity,
thermal expansion coefficient), for instance, using the Neumann-Kopp rule [45] does not
always give a reasonable result. The significant disadvantage of the Neumann-Kopp approach
is that the phase transformations arising in elements will be present in the intermetallic as
well. For instance, the change of specific heat capacity as a result of melting will be included
in the specific heat capacity curve of intermetallic compounds which melts at essentially
higher temperature than pure Al. In addition to that, the phase transformations in Fe will
be seen in intermetallics. Accordingly, it is vital to know the specific heat capacity of
intermetallic compounds in a wide range of temperatures, to have a reliable estimation of
enthalpy functions to a high-temperature range.
The thermodynamical prediction was made based on density functional theory(DFT) as
implemented in the Quantum Espresso code [46]. It is the theoretical calculation, which
is an approximate solution of the quantum mechanical Schrödinger equation. The atoms
and their interactions are considered directly in the simulation. The results are the total
interaction energy of the system, the entire electronic structure and information on the
chemical bond. The DFT can calculate the complete phonon dispersion for the perfect crystal.
Thus phonon dispersion is given as a function of the crystal volume within the quasi-harmonic
approximation. From the entropy of the phonons it is possible to calculate the free energy,
and the minimisation of the free energy at a fixed volume in yields a relationship between
temperature and volume. Furthermore, from the calculated DFT total energy as a function of
volume, the pressure can be obtained, so then the Gibbs energy as a function of pressure and
temperature can be presented. This then brings the possibility to derive all the thermodynamic
quantities. Also, the quantum mechanical forces between the atoms can be calculated. Thus
forces can be used for the calculation of the elastic properties of the crystals. As commonly
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found with computations, the DFT has its disadvantage. The disadvantage is the limit of the
size of the systems due to the high computational cost.
In addition, the fundamental interactions, possible chemical reactions on the filter surfaces,
filter surface and interface surface energies can be investigated via DFT. The modelling of
surfaces and surface energy calculations with DFT methods is more complicated due to
the broken periodicity in one direction. The method used for this purpose was to elongate
the crystal structure unit a sufficient number of atomic layer, was achieved, and then added
some thickness of vacuum. The constructions of different surfaces with these models were
based on the given bulk of the material and its chemical composition. For the surface energy
calculation, the main focus of the dissertation is on the Al2O3 structure, which is well known
as a material with bad wettability by molten steel. Therefore the investigation of its different
planes and their different termination can improve the understanding the filtration processes.
On the other hands, the charge density investigation of the surface can give an understanding
the attraction of the particles, and favourably grows on the surface.
However, the usual meaning of surface energy is a surface within a vacuum. For material
in contact with a particular environment, it must be replaced by the interface energy. This
energy plays a key role in describing the surface adsorption and wetting. The focus of
the investigation is the characterisation of the filter materials and not the dynamics of the
filter process. This theoretical work tries to elucidate fundamental interactions and possible
chemical reactions at the filter surfaces. This knowledge is crucial for understanding the filter
materials and provides the basis for the development of realistic simulations.
The concept of the dissertation is divided into seven chapters:
Chapter 2
Chapter 2 described the theoretical background of the methods which were used during
the calculation, namely the Quantum theory within a Hamiltonian operator and the many-
body problem which governed the Schrödinger equation. Its approximate solution is given
via density functional theory. Furthermore, the quasiharmonic approximation is presented as
a tool for the calculation of phonon dispersion as a function of the crystal volume within the
quasi-harmonic approximation.
Chapter 3
Since there is a shortage of the experimental specific heat capacity data for binary and
ternary phases of Al-based intermetallic systems, in Chapter 3 are presented the investigation
of some of those systems. It gives more into the details about the system structures, which are
under investigation for thermodynamic data. Such as, the binary η-AlFe system is (Fe2Al5)
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and the ternary τ4 compound from the Al–Fe–Si system (Al3FeSi2). The purpose is to gain
data over a wide temperature range, since it is not always possible to get measured specific
heat capacity of the compounds, and the empiric Neumann-Kopp rule does not always give a
reasonable result. Also, the data play a significant role in CALPHAD type assessment [47].
Chapter 4
The main substance of ceramic filters is Al2O3. In this chapter is a discussion of interface
formation between Al2O3 based filter and a metal melt. For Al2O3 crystal was considered
three different phases: α or corundum stable phase and two metastable phases κ and γ
of Al2O3. Here is shown the selected solid state reactions of corundum with iron which
occur at a ceramic filter and metallic melt interface. The enthalpies were calculated as
a function of pressure for several compounds in the system Al-O-Fe, which lead to the
discussion of the chemical reactions concerning enthalpy differences between starting and
resulting compounds. It was shown that in particular a direct reaction is not favoured, but the
non-straight path between Al2O3 and Fe with the formation of hercynite over reactive FeO is
more likely.
Chapter 5
The Al2O3 structure is the most highly studied metal oxides, besides, it is the ceramic
with a broad range of phase transition and well known as a bad wettability by metal melts
due to their ionic character. There are more than 50.000 publications which refer to Al2O3,
through its different phases and planes surface energies. Nevertheless, there is still uncertainty
of its surface and interface energy, considering Al2O3 as the primary matrix of the ceramic
filters. A solid material’s surface is its chemical interaction with the environment. The
quantity used to describe the surface characteristics from a thermodynamic point of view is
the surface tension or surface energy. Therefore, the study of the Al2O3 surface energies
on several planes and different terminations would show the interactions at the surfaces
based on their charged surfaces for filter materials and inclusions. Additionally, it can yield
an understanding of possible chemical reactions on surface and interfaces of ceramic filter
material. In this chapter presented the Al2O3 surface investigation for several planes within
their different terminations. The surface energy is calculated via DFT.
Chapter 6
Since the solidification process occurs in the ceramic filters, the interaction along interface
is also investigated. Under of the interest are Al2O3 with (0001) plane and Al (111) plane, as
well as MgTiO3 (1100) plane with [1120] parallel to TiO2 (1010) plane and Al2O3 (0112)
plane with [1010] parallel to TiO2 (1011) plane with [0110] are also investigated. The
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interface slab of each case war created due to the adjustment of particulate bulk structures
within 1% misfit offset. The energy differences present the interface energy in particular
indication.
Chapter 7
A summary of the dissertation is given in Chapter 7. The main results are highlighted
along with a further outlook.
Appendix 1
Appendix 1 holds of all investigated structures the convergence values respect to the most
important setting due to the Quantum Espresso [46], for all were obtained the best ratio of
accuracy and numerical effort. Given as well the convergence tests for a bulk thicknesses
due to the surface energy calculation.
Appendix 2
Given some inputs (Quantum Espresso) of a bulk structures, which have been used for
calculations.
Appendix 3
Given some inputs (Quantum Espresso) of surface and interface structures, which have
been used for calculations.

Chapter 2
Methods and theoretical background
The Hamiltonian is an operator to the total energy of the system.
In classical theory, it is defined as the sum of the kinetic and potential energies as a
function of position and their conjugate momenta. Then, the Hamiltonian can be defined as a








In classical physics, the Hamiltonian defines canonical variables and equations. The
construction of the Hamiltonian formulation for a given classical system can pass to quantum
theory. Suffice it to note that quantum evolution in the Heisenberg illustration is from the
Hamiltonian equations through replacement of the phase-space variables by corresponding
operators. Altogether, the Hamiltonian formulation leads to a self-consistent physical inter-
pretation of a general singular theory, forming the basis for various specific instructions and
addresses the quantization of particular theories [48].
The Hamiltonian formalism in the Equation 2.1 contains the Hamiltonian as a function,
which maps a pair consisting of a point (q,p) in phase space and a point t in time, to a real
number H(q,p,t). Also using the correspondence principle (E → ih̄ ∂∂ t and p→−ih̄∇) the
classical Hamiltonian can be rewritten as:













where the h̄ is the reduced Planck constant (h̄ = h2π ).
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For describing dynamical processes, we should consider time evolution as well. The time




= H |Ψ⟩ (2.3)
The solution of the Schrödinger equation is a wave function, which describes the system.
In quantum physics the Ψ -wave function is a primary object which has no comprehension ob-
ject in a classical world. This is an analytical quantity that contains the complete information
of a quantum state. Particularly, for encrypting a many-body quantum state, an exponential
amount of information is required. A Ψ - wave function characterises the information by a
physical many-body system. The Schrödinger equation can neither be obtained nor claimed.
The solution of the equation is based on the method of Eigen Values devised by Fourier,
where any mathematical function is declared as a sum of an infinite series of other periodic
functions. Finding the correct functions, which have the right amplitudes is not trivial.
In order to solve the Schrödinger equation, it requires the N-body or many-body systems
problem - the theory of electrons in condensed matter in which one must use statistical con-
cepts to describe the intrinsic properties of materials in the extensive system thermodynamic
limit.
2.1 Many-Body Problem
Perhaps the many-body problem can be best defined as the study of the development of
the interaction of bodies on the behaviour of the many-body system. Solving the many-body
problem needs quantum mechanics since it is an issue which deals fact with very light
particles. Generally, all interactions of the particles can be determined by the wave function
Ψ(x1,x2, ...xN, t) (2.4)


















Where the first sum is kinetic energy, the second and third are the Coulomb interaction
potential, where the first term corresponds to the electron-electron interaction and the second
2.1 Many-Body Problem 13







which is the Coulomb interaction potential.
The nature of quantum many-body theory resides plays in the conception of the quantum
field. The quantum field is a continuous function of position, and like all variables, it is
an operator, with strongly fluctuating freedom, and only becomes inevitable at the specific
eigenstates [50, 51, 2]. The approach for energy for particles or quanta is E = h̄ω , which is
the unique distinction between quantum and classical fields.
A. Einstein did this bright start in 1905, which at first showed that Planck’s theory of
black-body radiation could be represented regarding photons and generalised the idea of
the vibrations inside matter, which now we call phonons. The introduction of the photons
gave the potential to understand unexplained characteristics of the photoelectric effect. In
1924, Compton showed that the wavelength of an X-ray increases due to the scattering
an atom electron. This effect is well explained by the idea that the scattering process is a
photon-electron collision in which energy and momentum are conserved. With all this, one
can come to a conclusion: an electromagnetic wave interaction with a substance occurs via
elementary indivisible processes, in which the radiation gives the impression of particles
or photons. An accomplishment of the quantum physics, in 1925, was an interpretation of
the Pauli exclusion principle of the periodic table of elements [52]. In 1926, Heisenberg
[53] and Dirac [54] independently pointed out that non-interacting particles can be written
by the wave function, which satisfies Schrödinger’s differential equation and governs the
dynamics of the system in time. Moreover, the operator which describes the total energy of
the quantum system is the Hamiltonian of the system.
For a free particle the momentum and energy can be written as: p = h̄k, E = h̄ω . The
quantum state of a particle is characterised by a wavefunction Ψ(r, t). The result found must
be a set of Eigen results. The important fact to remember is that time is simply a parameter
in quantum mechanics, not an operator. Accordingly, in quantum physics, each state of a
physical system is caused by only one variable, namely the wavefunction Ψ(r, t) which is a
function of the two variables position and time.
One of the fundamental things about an atomic system is to know their energy and, more
essentially, their energy change due to movement. In the case of N particles of matter, which
are given by the Pauli principle and interacting via the Coulomb interaction potential. It
can be seen that the basic variable of the system would get 3N degrees of freedom through
three coordinates x, y, and z reasonably. Therefore, the solution of a problem is instantly
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associated with the system. If there are N particles in the system, then it should be handled
as an issue of N+ZN electromagnetically interacted particles.
Earlier in 1930, Dirac [55] wrote that the "density function", which is the one-particle
reduced density matrix, altogether concludes the entire state of the particle in a way that
matrices satisfy all the conditions of Heisenberg’s matrix mechanics.
So the wave function depends only on the electronic coordinates. For a single electron,







Ψ(r) = εΨ(r) (2.7)














Ψ(r1,r2, ...,rN) = EΨ(r1,r2, ...,rN) (2.8)
where N is the number of electrons and U(ri, r j) is the electron-electron interaction. For a













8πε0 ∑i ∑i̸= j
1
| ri− r j |
(2.9)
In the case of an interaction between electrons and nuclei, nucleus and nucleus, as well
as electron and electron. The i, and j indices represent an electronic degree of freedom and
I and J represent nuclei. In the last two terms, i = j and I = J should be excluded so that
electrons and nuclei do not interact with themselves, and therefore the factor 12 in these two
terms has been included to avoid double counting.
By the Coulomb interaction, this is the same operator for any system of particles. Ac-








It is the same for any nonrelativistic system [56]. Either our system is an atom, a molecule,
or a solid thus depends only on the potential v(ri).
Following the previous equation, Schrödinger’s equation can be written as:
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Ĥ = T̂ +Û +V̂ext , (2.11)
Where T̂ represents the kinetic energy operator, Û is an electron repulsion potential
energy operator, and V̂ext is an external field which is created by the "freeze" nuclei. This
approach to Schrödinger’s equation can be ordered as an eigenvalue problem, by choosing a
v(r) for the system then solving Schrödinger’s equation as a wavefunction Ψ. Accordingly,
the eigenvalues are energies, and each eigenvalue corresponds to each eigenstate. According
to the Rayleigh-Ritz eigenvalue problem [57], it is now possible to minimise the eigenvalues:
E0 = min
Ψ→Ψ0
⟨Ψ | Ĥ |Ψ⟩ (2.12)
Every wave function yields an energy. In the case of Ψ0 the energy is the ground state
energy is E01.
The quantitative theories demand approximations for moving forward. The most widely
used one is the independent electron approximation. The basis of this approximation is
the independent movement of each electron, except that the electrons obey the exclusion
principle and each moves in some average effective potential which may be determined
by the other electrons. Then the state of the system is specified by independent-particle
eigenstates.
A limited amount of quantum entanglement, as well as the typicality of a small number
of physical states, are then the blocks on which modern approaches build upon to solve the
many-body Schrödinger’s equation with a limited amount of classical resources.
2.2 The Hartree and Hartree-Fock Method
To get a suitable method to approach the analytically non-attainable solution of the
many-body problem, a very useful tool is the usage of the ground state wave function, which
corresponds to the energy of the system.
The Hartree-Fock (HF) or "self-consistent-field" calculation is a model based on indepen-
dent particles. For N independent particles the wave function is Ψ(r1,r2, ...,rN), where ri
indicate the particle coordinates and spins. The main idea of the Hartree-Fock approach is
that the energy obtained by any test wave function is different from the actual ground state
function, i.e, it is higher than the actual ground state energy Etest ≥ E0.
1For a given set of the electrons, which are moving by the field of "freezing" nuclei, the lowest energy
configuration or state is known as a ground state.
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The Hartree approximation (1928) [58] is the case where the many-body wave function
is taken as a product of single-particle functions, i.e.
Ψ(r1,r2, ...rN) = ψ(r1)...ψ(rN) (2.13)
Respectively, each ψ(ri) function satisfies a one-electron Schrödinger equation with a







ψ i(r) = εψ i(r), (2.14)






and Vext is the potential due to the "frozen" nuclei.
Unfortunately, the Hartree product2 does not completely fulfil the significant standard
for wave functions. Here, the electrons are fermions. Therefore, a wave function is obliged
to change sign in the case that two electrons change their places with each other. This is
well-known as the antisymmetry principle. The Hartree product does not change the sign due
to the exchanging two electrons, which is a severe disadvantage. Fermi enumeration can be
included by the replacement of the product wave function by a single determinant function




























|ψ j(r j)|2dridr j (2.18)





ψ j(ri)ψ∗i (ri)dridr j (2.19)
The first term presents the kinetic energy and the nucleus-electron interactions, where
ĥ denotes the single particle contribution of the Hamiltonian, and the two following terms
2The Hartree product is a wavefunction given as a combination of wavefunctions of separate particle
wavefunctions. For case of two particles: Ψ(r1,r2) = ψ(r1)ψ(r2).
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correspond to electron-electron Coulomb interactions and exchange integral, respectively
[61, 62].
Hartree-Fock approximation leads to a nonlinear "ψHFi (r)" exchange of terms in the
Schrödinger equation and the second nonlocal term under the sum, which is so-called
Fock’s potential [63]. Generally, HF approximation is used to resolve a time-independent
Schrödinger equation for a many-body system (electrons, atoms, molecules) as described in
the Born–Oppenheimer approximation3. So the "self-consistent field" method is a nonlinear
method as an iteration introduced by the HF. The assumption of the HF approximation
has a problem like the general many-body wave function, that can not be given as a single
determination. Accordingly, the HF approximation does not correctly incorporate electronic
correlation [64].
2.3 Density Functional Theory
The Density Functional Theory (DFT) was invented on the 1960s. DFT is a powerful
and modern approach to the substance. Nowadays DFT applies for calculations of e.g. the
binding energy, band structure of solids, thermodynamic properties. The fundamentals of the
DFT is to represent the system of electrons of interaction by way of its density and not by its
many-body wave function. The DFT reduces the problem of the ground state calculation in
a local external field to the solution of the Hartree - like the one-electron equation [65–67].
The DFT shows that ground state within various properties of the system of electrons among
an external field may be driven from information of the electron density distribution n(r).
The DFT explicitly acknowledged the nonrelativistic Coulomb system dissimilarities by
their potential v(r) and delivers a formalism for dealing with the universal operators T̂ and Û
[68]. With the help of replacing the product wave function by a single determinate function,
the known Hartree-Fock approximation can be obtained, which leads to a nonlocal exchange
term in the Schrödinger equation.
The DFT had built in an idea, that later on the many-body wavefunction Ψ(r1,r2, ...,rN)





d3rNΨ∗(r1,r2, ...,rN)Ψ(r1,r2, ...,rN) (2.20)
This approach vastly reduces the degree of the problem. Instead of solving the 3N
specified problem now only three functions are considered. The Ψ ground state wave
3The splitting of the nuclei and electrons into separate mathematical problems is the Born-Oppenheimer
approximation. In the solid, nuclei appear only as a term of a potential v(r) acting on the electrons.
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function is a unique function of n0 [65]. The Hohenberg-Kohn theorem is an important basis
of the DFT.
Ψ0 = Ψ[n0] (2.21)
Overall, the ground state energy is a function of n0
E0 = E[n0] = ⟨Ψ[n0]|T̂ +V̂ +V̂ext |Ψ[n0]⟩, (2.22)




There is an alternative principle for n(r) regarding the density
E[n(r)]≥ E0[n0(r)] (2.24)
where for degenerate ground states can be obtained by E[n] = E0[n]. Therefore, it is
not possible to find an initial density that leads to the ground state energy E0. In 1976,
Levy-Leblond proved that one can obtain the the energy functional E[n(r)] as a minimum of
all wave functions leading to the electron density n(r) [69]:
E[n(r)] = min
n→n0
⟨Ψ|T̂ +Û +V̂ext |Ψ⟩ ≥ E0 (2.25)
where T̂ and Û are universal functionals, and V̂ext is the called non-universal functional
since it depends on the system itself.
The evaluation of Equation 2.25 can be given as:
E[n(r)] = F [n(r)]+
∫
n(r)v(r)dr, (2.26)
where F [n(r)] is
F [n(r)] = min
Ψ→n
⟨Ψ0|T̂ +Û |Ψ⟩. (2.27)
At this point quickly, the ground state wave functions from the Equation 2.25 can be
given by:
E[n(r)] = ⟨Ψ|T̂ +Û +V̂ext |Ψ⟩= E0 (2.28)
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Thereby can be given the minimisation algorithm in order to obtain the ground state
energy:
E0 = minn E[n(r)] (2.29)
This minimisation approach separates the set of occupied orbitals ψi, and the set of nuclei
coordinates RI . The advantageous of the minimization of the energy functional will produce
the ground-state density n0(r) as well as obtain the ground state E0, if one can provide the
F [n(r)] functional. But finding the F [n(r)] is not so straightforward. Therefore one needs to
have suitable approximations.
2.4 Kohn-Sham equations
The ground given by the Hohenberg-Kohn density-functional is not very useful in actual
calculation. In 1965, Kohn-Sham [66] had the idea for an interacting system onto a system of
non-interacting electrons. In order to derive the ground state energy within the charge density
E[n(r)] = T [n(r)]+
∫
n(r)Vext(r)dr+Eee (2.30)
The first term in Equation 2.30 defined as the kinetic energy of a non-interacting gas
within n(r) density. The second term is the interaction with the external potential, including
the electron-nuclei interaction - Hartree potential energy. The last term is the electron-electron





|r− r′ | drdr
′
+Exc[n(r)] (2.31)
The integral term is the electron-electron interaction and the second term is the exchange-
correlation energy, which is non-classical electron interaction energy and also represents the
difference between the kinetic energies of the interacting and non-interacting systems [68].
Substituting Equation 2.31 into Equation 2.30 and constructing of the Euler-Lagrange
















dr = 0 (2.32)
with
ve f f (r)≡ v(r)+
∫ |n(r)|
|r− r′|dr+ vxc(r) (2.33)
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It is important to note here that the system of non-interacting particles moving in an
external potential ve f f (r) and for the case of finding the ground-state density n(r) brings the




∇2 + ve f f (r)
]
ψi(r) = εiψi(r) (2.35)






The factor 2 arises due to a spin degeneracy since the assumption here is that there are








Considering the Kohn-Sham potential assumes the density in order to solve these equa-
tions self-consistently, the Schrödinger equation calculates a set of orbitals from which a
new density is constructed. This process is repeated until the input and output densities are
the same. It is not difficult to achieve convergence to the ground-state minimum due to the
convex nature of the density-functional [71].


















The difference between the non-interacting system and the interacting system is the
twice-counted Hartree energy and over-counts the exchange-correlation energy. Accordingly,
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The direct Schrödinger equation for non-interacting orbitals requires computational ex-
penses which adjust the system size N to the diagonalize the Hamiltonian or orthogonalize the
orbitals. The self-consistent equation is not a real Schrödinger equation, and the Hamiltonian
itself depends on the eigenvalue problem.
The Equation 2.35 is called the Kohn-Sham equations. The self-consistent solution is a
loop of the Kohn-Sham equations repeated until the change in the total energy within two
consecutive iteration steps is smaller than a given ∆ε so called energy convergence. The loop
is shown in the Figure 2.1
For the charge density, the efficient mixing (Equation 2.40) algorithm is another crucial
step in achieving a self-consistent interaction. The primary quantity R[nin(r)], requires the
minimization of the change density residual vector. There are two major methods [72]. One
of them, the linear mixing or steepest-descent mixing method, is based on the addition of a
certain amount of R to the current input charge density,





This method normally is a wholly slow approach. The hypothesis here is that R[nin(r)]
can be linearized around its root nsc(r),
R[n(r)] =−J(n(r)−nsc(r)), (2.42)
Then the convergence depends only on the eigenvalue spectrum of the Jacobian matrix J.
The linear mixing approach analysis was done by Dederichs and Zeller [73, 74].
The next approach is the Palay mixing [75], where the input charge density and residual
vectors are supplied in a way that in each step a new optimal input charge density is given as
a linear combination of the input charge densities of all previous steps,
noptin (r) = ∑
i
αniin, (2.43)
where the optimal αi [76] is given by
αi =
∑i A−1ji
∑k j A−1k j
, Ai j = ⟨R[n jin]|R[niin]⟩ (2.44)
So one can give:
∆ni(r) = ni+1in (r)−niin(r)∆Ri = R[ni+1in ]−R[niin] (2.45)
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Initial guess of the electron density n(r)
Calculation of the effective potential
Ve f f =Vext(r)+VHartree[n(r)]+Vex[n(r)]
Solving the Kohn-Sham equation
[−1
2
∇2 +VKS[n(r)]ψi(r) = εiψi(r)







R[nin(r)] = nout(r)−nin(r) = 0 (2.40)
self-consistent?
OUTPUT
Total energy Etot , eigenvalues,
wavefuctions (forces, stress, etc.)
No
Yes
Figure 2.1: Diagram of interaction used within DFT calculations. The convergence criterion
∆ε depends on the solving problem.
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Subtracting the Equation 2.41 for i and i+1 interaction and multiplying on the left hand
side with J−1 yields J−1|∆Ri⟩=−|∆ρ i⟩
2.5 Exchange-Correlation Functionals, Pseudopotentials
The following section explores the numerical approaches. So far, the Kohn-Sham equation
Equation 2.35 did not require any approximations. It is provided with the identical ground
state density of the fully interacting system onto a subsidiary non-interacting system..
As noted above, the kinetic energy in the Kohn-Sham equation is not the true kinetic
energy. It is used formally to define the exchange-correlation energy as [77, 78]:
Exc[n(r)] = T [n(r)]−Ts[n(r)]+Eee[n(r)]−EH [n(r)], (2.46)
where Ts[n(r)] and Eee[n(r)] are the exact kinetic and electron-electron interaction energy
respectively.
Objectively, this term is clarified as containing the deposits to the system energy of
comprehensive correlation and exchange. The interpretation above is such that it confirms
that the Kohn-Sham formulation is exact. Nevertheless, the actual form of it is not known.
That is where the approximate functionals come, which are based on the electron density to
characterising this term. There are two general approximations (in various forms): the local
density approximation (LDA) [68], and the generalised gradient approximation (GGA) [79].
The simpler approximation is the LDA, in which it is assumed, that the point the exchange-
correlation energy Eex at the point r is simply equal to the exchange-correlation energy in the













εxc(r) = εhomxc [n(r)] (2.49)
The Equation 2.49 assumes that the exchange-correlation energy is entirely local. The
variable εhomxc is given by Perdew and Zunger [80]. It is based on the quantum Monte-Carlo
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calculation on homogeneous electron gases for a given discrete densities by Ceperley and
Alder [81].
The LDA approximation cannot improve the exchange-correlation energy caused by
inhomogeneities in the electron density. Based on this assumption, the outstanding success
of the approximation is surprising. Substantially, it appears [82] that because of the concern
of the LDA to the sum rule, that at the point r one-electron is excluded from the immediate
vicinity of a given electron.
The GGA approach comprehends the effects of inhomogeneities by including the gradient




where Fxc[n(r),∇n(r)] is included as the enhancement factor. In contrast to the LDA ap-
proximation, there is no particular form for the GGA approximation, indeed many achievable
deviation are possible [82–85], each corresponding to the accuracy of the various factors.
The GGA approximation benefits in reducing the effects of overbinding found in the LDA
approximation [86], and is significantly more successful when applied to molecules.
The pseudopotential method in term of the orthogonalised planewave (OPW) method
[87] has been applied in this work. The valence wavefunctions were expanded using a
basis composed of planewaves which were orthogonalised to the core states. The elegance
and effectiveness of pseudopotentials have considered, and the following intentions have
instructed the evolution:
1. The pseudopotential should be as soft as possible, expecting that it should able to represent
the valence pseudo-wavefunctions using as few planewaves as possible.
2. The pseudopotential should be as transferable as possible.
3. The charge density using the pseudo-wavefunctions should reproduce the valence charge
density as accurately as possible. In the planewave pseudopotential approach, the Hamilto-
nian is substituted by a pseudo-Hamiltonian, that is constructed to reproduce the original
eigenvalue spectrum in the valence region as well as the wavefunctions outside some distance
of the nucleus.
2.6 Lattice Dynamics and Harmonic Approximation
As previously mentioned, the DFT works best on the "freezing" nuclei, therefore not
all the physical properties can be gained from ground state theories. This is also true for
thermal properties, which are of interest to this study, such as the effects dependent on
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the temperature, like thermal expansion, phase transitions, etc. The Thermodynamic data
can be used to predict the equilibrium products of the decompositions. Furthermore, the
thermodynamical predictions can be useful in mechanistic studies because of the evidence
that observed primary reaction products differ from those identified as being most stable and
can be used in formulating the reaction mechanism.
The study of the jointed atomic vibrations in a crystal is lattice dynamics. In 1930
Tamm [88] introduced the concept of phonons through the observation of particle-like atomic
vibrations energies in a crystal, similar to the wave–particle duality in quantum mechanics.
Since that time, lattice dynamics has become a significant branch of condensed matter
physics and for the comprehension the thermal properties of crystalline solids [89, 90]. The
lattice dynamics based on the Bohn-Oppenheimer or adiabatic formalism, which assumed
that the electronic wave functions, change adiabatically via the nuclei motion. The lattice
dynamics associate only with the nuclei motions. The crystal potential energy for the small
displacements of the atoms u from their equilibrium positions can be given as a Taylor
expansion. The extension remains upon the second derivative, which is called harmonic
approximation. The simplest case is a linear chain of atoms, each with the same mass m,
within a distance a0
Figure 2.2: Longitudinal displacements in a one-dimensional monoatomic lattice. The
equilibrium positions tn = na are indicated by circles; the displacements un at a given instant
are indicated by arrows [1]
The energy between two neighbours at a distance of r is E0(a), the total energy of a chain
of N atoms becomes:
E = NE0(a) (2.51)
and the Taylor series can be given as:
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The distances between two displaced atom is r = a+(un−un+1). Since r is the equi-
librium position, the first derivative of E0 is zero, which means that the s = 1 expansion in
the Taylor series [91] will vanish. As the displacement is small in comparison to the atomic
distance the quadratic in u is dominant. The energy of this system is the same as the energy
of a set of harmonic oscillators, hence this approximation called harmonic approximation.
Within the harmonic approximation in case of small displacement (u << a), the total
crystal energy becomes










The interatomic force constants is Dnn′ . The dynamical matrix D is formed with the
Dnn′ interatomic force constants [1], and its diagonalisation produces the normal vibrational
modes or phonon states of the system under investigation. In the harmonic approximation, it







The energy Equation 2.53 for the linear chain, in the matter of interaction between nearest












From the Equation 2.54, is clear that the D matrix is real and symmetric.
Now the considered classical equation of the motion of the n-th particle in the chain with




where n = 1,2, ...,N. The solution of Equation 2.57 suggests being in the form of waves,
which are periodic in space and time [91]
un(t) = Aei(qna−ωt), (2.58)
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where the A is an amplitude of the displacement, and it is the same for all sites. Substituting
Equation 2.58 into Equation 2.57 and recasting the equation, it can be written as






All of this can be addressed a general lattice dynamic of a three dimensional crystal with
N unit cells, d1,d2, ...,dN positions of the atoms and with tN translation vectors. According
to the adiabatic approximation, the nuclei are fixed in the positions tN +dN +uN and the
energy of the electronic-nuclear system is E0(un) [1, 3, 2].
For the nuclei vibrations the classical equation from Equation 2.57 is
mün =−K(2un−un+1−un−1) (2.61)
As we already know, the solution of the Equation 2.61 should be given as a wave function
that is periodic in a space and time.
un(t) = Aexpi(qna−ωt) (2.62)
By direct substitution from Eqs.2.59 - 2.60 yields
−mω2 =−K(2− eiqa− e−iqa) =−4Ksin2 1
2
qa (2.63)












m . The solution which is equal to zero for small q is called the acoustic branch.
It resembles the distribution of acoustic waves through the crystal. The clarification that is
ωmax at q = 0 is termed the optical branch. It is this kind of the vibrations which are possible
to connect to vibrations in an electromagnetic field [3].
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Figure 2.3: Exaggerated transverse atomic motions in a one-dimensional diatomic crystal
for an acoustic mode (motions of different types of atoms are in phase) and an optic mode
(motions of different types of atoms are out of phase). [2]
2.7 Phonons and Heat Capacity
Historically, the study of the heat capacity of solids was one of the significant successes
of quantum theory. Within classical statistical mechanics, interpretation of the heat capacity
for insulators at room temperature is sufficient but it is unsuccessful at low temperature, and
it entirely fails for metals. It is supposed that metals should have considerably higher heat
capacity than insulators due to their more free electrons, but in reality, metal’s heat capacity
is similar to an insulator at room temperature [3].
We discussed the lattice vibrations by midpoints of the classical equations of motion. In











where un and pn are the coordinate and conjugate moment of the nucleus at the n-th site.
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The collective operators are defined as linear combinations of the dynamic variables of
all the nuclei, with appropriate phase factors, for example, (±iqtn) as suggested by the Bloch
form. The expression of the original Hamiltonian regarding the new collective displacements










The minus sign here means that the Hermitian conjugates of collective operators of











It is shown that coupled harmonic oscillators within the linear chain and the uncoupled
normal modes of the corresponding frequency given above agree with Equation 2.68.
The explanation of the temperature-dependent specific heat capacity for solids was made
by A. Einstein, where the key idea was to solve a problem using quantum theory. The energy
of a harmonic oscillation is quantised, assuming that the solid’s vibrations are represented by





is also called the zero-point energy and corresponds motions at T = 0K [2]. The energy









where n(ω,T ) is the number of phonons with frequency ω at temperature T , and it is
called the phonon number [2]. The number of phonons substantial in the thermal equilibrium







The most familiar of these quanta is applied to light, where they are called photons. A
single wave of atomic oscillation is similarly quantised; the quantum, in this case, is called a
phonon [3, 1]. Consider a crystal composed of N unit cells with frequency ω = ω(q, p) [1],
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where q has N allowed values in the Brillouin zone, and p operate over 3vb (vb is a basis of
















This function is given for a constant volume the internal energy, as the harmonic model
does not allow for thermal expansion. For a constant volume, the heat capacity [91] is
























Equation 2.73 allows the numerical calculation of the lattice heat capacity of the crystal,
in the case of know phonon dispersion ω(q, p). At high temperature, namely kBT ≫ h̄ω , E
and CV with simplicity become equal to 3NZkBT and 3NZkB respectively, Z is the number
of atoms in the unit cell, and N is the number of unit cells in the crystal. At low temperatures
is shows an exponential behaviour, whereas the experiments show a power law behaviour
C ∝ T 3. At sufficiently low temperatures, almost all the oscillators are in their ground state.
At the high-temperature limit, the thermal energy is more extreme than the distribution
between the energy levels h̄ωE and the quantised nature of the problem is irrelevant.
2.8 Phonon free energy, density of states (DOS) and en-
tropy
For phonons given by Bose-Einstein relation, the free energy of the phonons can be












For a three-dimensional solid the thermal energy for a set of oscillators, where the
frequencies given by Equation 2.68 and the zero point energy h̄ω2 is neglected since it does
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where ωD in the highest phonon frequency in the material. The factor 3 appears from
the three possible wave polarisation for a delivered ω . If, there is a frequency interval like
ω1 +dω then ω2 +dω and it should be included by a weighting factor g(ω) in the integral.










In the case of optic modes, the force is constant, and the density of states has no particular
shape. Nevertheless, regarding acoustic modes, there is an exact dependence of frequency
and wave vector as q→ 0, as ω = cq, where c is an average velocity of sound, and q is the
modulus of the wave vector. The number of wave vectors with values between q and q+dq
is given by g(q)dq and the two distribution functions become
g(ω)dω = g(q)dq (2.77)
The g(q) is a straightforward approach to consider the distribution of individual wave
vectors across a lattice grid. In a crystal that consist of N unit cells with total volume V , the
unit cell volume is V/N. The volume at the Brillouin zone is VBZ = (2π)3N/V . Since the
defined crystal contains N unit cells, there are N wave vectors in one Brillouin zone, and
of the number of wave vectors per unit volume is N/VBZ =V/(2π)3. The number of wave





Substituting q = ωc and dq =
dω













The noticeable outcome of this result is that g(ω) ∝ ω2, which means the limitation for
g(ω) when ω → 0 for all crystals.
In thermodynamics, the Debye model was developed in 1912 [92] for estimating the
phonon contribution to the specific heat in a solid. It concerned the vibrations of the lattice
as phonons in a box and as non-interacting quantum harmonic oscillators. The specific heat
from the Debye theory via energy can be expressed as














It goes without saying that in normal mode coordinates, the linearized lattice vibrations
are equivalent to 3N independent harmonic oscillators, where each oscillator corresponds to
a different normal mode.
∫
g(ω)dω = 3N (2.81)
Considering all, the isobaric heat capacity Cp cannot be derived that easily using only
the phonon density state g(ω). It requires a theory which represents the volume expansion
dependent on the temperature. This can be done if one considers a set of different volumes
and searches for the minimum in the Gibbs free energy G [2].
G(T, p) = min
V
[E0(V )+Fvib(V,T )+PV ] (2.82)
The starting point is the equilibrium structure at zero pressure and temperature T = 0K.
The volume increases which corresponds to the energy increment, but the majority of
vibrational frequencies will decrease.
The free energy can be defined as the sum of the inner energy and the electronic and
vibrational degrees of freedom contributions.
F(T,V ) = E0(V )+Eel(T,V )−T ·Sel(T,V )+Fvib(T,V ) (2.83)





This way the gain in energy is counterbalanced by an increase in entropy with a subse-
quent contribution of −T S to the free energy. Thus a temperature which this new volume
corresponds to the minimum of the overall free energy will be reached. The basis of the
quantum harmonic approximation (QHA) that the temperature dependence of the phonon
frequencies is only related to the volume of a crystal, since the anharmonic part is in general
due to the thermal expansion. The specific heat capacity at constant pressure is obtained by










The entropy is the first derivative of the Gibbs free energy. As there is no pressure in the
DFT calculation, the Gibbs free energy G(T, p) is equal to the Helmholtz free energy, which
is
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F(V,T ) = E0(V )+Fvib(V,T ). (2.86)











Considering that the volume depends on temperature, the bulk modulus4 can be given as













The moderate bulk modulus is
B0 = B(Vmin) (2.89)
2.9 Electrons and Heat Capacity
Until now, only the contributions to the specific heat capacity from vibrations within the
solid, but there is contribution from the electrons were considered. The electrons contribution
to the specific heat capacity depends on the system itself. The electrons bring more deposit
in the case of low temperature, and in the case phonons cover up the high-temperature range.
The conduction of electrons can be treated as an ideal gas. However, the concentration of
such electrons in a metal far outstrips the concentration of particles in a conventional gas.
Therefore, it is not unexpected that conducted electrons cannot normally be analysed using
classical statistics, but in fact, they are directed to Fermi-Dirac statistics. The predictable way
to calculate the electron’s contribution on the specific heat capacity is to calculate the heat
capacity for a free electron then multiply by the number of free electrons N in the system.
However, this approach was found to be certainly high for solids [93]. The ground state is the
state of the N-electron system at absolute zero, and it returns to the standard problem in the
case when the temperature is increased. The solution is given by the Fermi-Dirac distribution
function, which is the probability that an orbital with energy ε will be occupied [3].
4Bulk modulus, is a qualification that characterises the elastic properties of a solid when it is under pressure.
Under the pressure a material decreases its volume, which rebounds to its preliminary volume when the pressure
is removed.







Figure 2.4: The illustration of the Fermi-Dirac distribution function. The transition region in
which F goes from a value close to unity to a value close to zero corresponds to an energy
interval of order k T , centred on ε = µ .
The µ is a function of the temperature and it is the chemical potential, and it is chosen
for each particular problem in such a way that the total number of particles in the system
is correct and equal to N. At T = 0K the µ = εF . The distribution function f (ε) in case of
T → 0 chanes from 1(filled) to 0(empty) at ε = εF = µ (see Figure 2.4). The high energy
tail of the distribution is the part where ε−µ ≫ kbT ; here the exponential term is dominant
in the denominator, so f (ε)∼= e( ε−µkbT ). This limit is denominated the Boltzmann or Maxwell
distribution [93].
Let us calculate the Fermi energy µ0 for gas at T = 0K. For each particle the energy can








where k is the de Broglie wave-vector. At T = 0 all quantum states with energy less than









and kF is called the Fermi wave vector.
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Suppose there are N electrons in the enclosed volume, such that the conduction electron
density is n = NV =
N
L3 . Since there can be two electrons per state, it makes the N/2 states.
Per unit volume of k - space there are (2π)−3V permitted translational states. In k-space the
volume of the sphere with radius kF is (4/3)πk3F , which indicates that the Fermi sphere of































At T = 0 all quantum states are occupied if λ ≡ 2π/k > λF and if λ < λF is empty.
Figure 2.5: Density of occupied states g(E) f (E,T ) [3].
The Fermi energy from the Equation 2.92 at T = 0K becomes:









For the metals at room temperature µ0≫ kT .
From Equation 2.96 the density of states of electrons can be calculated, which is the
energy-dependent number of available states per energy interval dE [3].















Until now, the condition at T = 0 was considered, but any composition of temperature
will bring the excitation from the ground state of electrons. The occupation probability is
given by the Fermi-Dirac distribution Equation 2.90
After all, the density of occupied electron states at a given energy and temperature can be
accomplished by multiplying the density of states g(E) with the Fermi–Dirac distribution
f (E,T ) Figure 2.5.
Figure 2.6: Sketch of the electronic and lattice contributions to the heat capacity. At
sufficiently low temperatures, the electronic contribution dominates [3].
In the case of solids, the temperature growth can only be thermally excited for a slight
fraction of the electrons. Consequently, a contribution to the heat capacity is, in fact, only
possible for the electrons near the Fermi energy. The number of electrons is on the order









= 3k2bT g(EF) (2.99)
So, the heat capacity is proportional to the density of states at the Fermi energy g(EF),
since only the electrons close to the Fermi energy can participate in thermal excitations.
Figure 2.6 illustrates that at low temperature, the lattice vibrational contribution vanishes
2.10 Elastic properties 37
compare to the low-temperature electronic contribution and via version in case of high
temperature.
2.10 Elastic properties
Elastic properties were calculated within the Lagrangian theory of elasticity [94], where
a solid is viewed as a homogeneous, anisotropic elastic medium and the strain-stress is
represented as:




τ = det(1+ ε)(1+ ε)−1 ·σ · (1+ ε)−1 (2.101)
The ε in Equation 2.100 and σ in Equation 2.101 accordingly represent the strain tensor
and stress tensor, where the (·) indicated a tensor product. Afterwards, the elastic tensor can
be obtained by the deformation of the unit cell and calculation of the corresponding stress
tensor as a function of strain. The results in the linear elastic regime were calculated using






Intermetallic materials are the short term for the intermetallic phases, or compounds
obtained by combining various metals, and they comprise numerous categories of materials.
The intermetallics are compounds of metals, even though their crystal structures are not
the same as the constituent metals, and include the ordered alloys [96]. During the last
few decades interest in intermetallics has increased enormously due to their applications at
high temperature, and a new class of structural materials of intermetallics are now under
the extensive investigation. The atomic ordering in the intermetallics should afford a higher
deformation resistance at high-temperatures [97]. The intermetallics have been found to
be brittle material, but it was also found that various intermetallics are often used for
strengthening the second phases in the conventional alloys [98]. This is what makes the
intermetallics promising in their application as a structural material at high temperatures.
Some intermetallics used for alloy systems that have a low melting temperature, and the
applications pertain to the exceptional hardness and wear resistance of the intermetallics,
together with their metallic properties. The importance of the complex investigation of
intermetallics crystal structures, generally restrictive stoichiometry limits, and the limitations
imposed by the equilibrium phase diagrams were reviewed by Westbrook et.al. [99].
The intermetallics are materials that possess the characteristica of both metals and
ceramics, and usually, they possess long-range-ordered crystal structures. This mixing bond
type provides the mechanical properties that are somewhere between those of metals and
ceramics. Al-Fe based intermetallics have known since the 1890’s [100]. Al-Fe intermetallics
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are being developed as the structural materials for engineering alloys. These materials exhibit
outstanding resistance to corrosion in oxidant environments at high temperature through
the formation of slow growing, and they have low-density [97]. The oxidation resistance of
Al-Fe based intermetallics depends on the chemically stable alumina. Examination of the
Fe-Al-O system phase stability determined that alumina, even with a low partial pressure of
oxygen, will form within Fe alloys [101]. Additionally, Al-Fe systems entail a considerable
commercial interest, since Fe is regularly present at significant levels (0.2 - 1wt.%) as an
impurity in Al raw material, because of the solidification process.
The thermodynamic properties of solid comprise a large rang of properties. But the
ones most acknowledged are specific heat, phase transitions, thermal expansion, and thermal
conductivity. In this chapter, the focus will be on the thermodynamic properties of different
intermetallics like η - Fe2Al5, ε - Fe5Al8 and τ4 - Al3FeSi2.
3.2 Al-Fe binary systems
The aluminium-based intermetallic alloys are mostly present in the transition metals.
Recently, there has been high interest in such alloys because of their complex crystalline
structures and their compounds, which have the significant technological use. The experi-
mental resolution of their phase diagram is a difficult process, given the existence of many
phases within small composition ranges. Also, most structures usually have large unit cells,
and many of them are fundamentally disordered, exhibiting mixed or partially occupied sites.
Ab-initio first principle calculations can help resolve some uncertainties in the phase
diagrams, but this approach has its own challenges particularly because of structural disorder,
since DFT requires the realisations of particular site occupancy. Another difficulty that stands
in front of DFT is the large unit cells.
The Al-Fe systems are the prototype of the binary magnetic alloys based on a bcc
structure [102]. There is also interest from a theoretical point of view, because of several
transitions between the disordered phase A2 (SG #229, Im3m) and the ordered phases B2
(SG #221, Pm3m) and D03 (SG #225, Fm3m) in the Fe-rich side, e.g. A2↔ B2, A2↔ D03
and D03↔ B2 [4, 44]. See Table 3.1 and Figure 3.1.
The most commonly used assessment [103] of the thermodynamic databases has not been
published collectively, and compared the with experimental data. Also, the two-sublattice
model used can describe only the B2 ordered but not D03 phase. As reported by Sundman
[4], there have been several modifications to improve various features, but without proper
documentation or publication. The interest in those particulate phases came from the believe
that the theoretical calculation via DFT can bring forth the fundamental thermodynamic
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Phase Label in Figure 3.1 Structure report Space group Prototype
Liquid Liquid
fcc A1 A1 Fm3m Cu
bcc A2(pm) or A2( f m) A2 Im3m W
AlFe B2(pm) B2 Pm3m CsCl
AlFe3 D03 D03 Fm3m BiFe3
Al8Fe5 Al8Fe5 D82 I43m Cu5Zn8
Al2Fe Al2Fe P1 FeAl2
Al5Fe2 Al5Fe2 Cmcm
Al13Fe4 Al13Fe4 C2/m
Table 3.1: Phases and structures
Figure 3.1: The calculated Al-Fe phase diagram from the current assessment. The lines
representing the second-order transitions between the chemically ordered states are short
dashed and those between the ferromagnetic and paramagnetic states are long dashed [4].
properties of intermetallics. This, in turn, would help build a foundation for a new CALPHAD
type assessment of the Al-Fe system [8, 104]. The Al-Fe system is also a key system in the
thermodynamic description of Al-Fe-Si [105].
3.2.1 η - Fe2Al5
The η - Fe2Al5 structure has been presented by Burkhardt et al. [5] and Schubert et
al. [106]. Experimentally, it was found that the η - Fe2Al5 structure is orthorhombic with
a space group (SG #63, Cmcm) and has partially occupied lattice sites. The structure of η
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Figure 3.2: The η - Fe2Al5 experimentally determined structures. On the left is the structure
given by Burkhardt [5], on the right is the structure from the ICSD [6] database. This
structure was found with the help of X-ray and electron diffraction methods and shows two
channels of partially occupied aluminium sites running parallel to the c-direction, resulting
from the diffusion of the Al atoms. There are two distinguishable Al-sites Al1 and Al2 with
occupancies of 0.32 and 0.24 respectively. The Fe and Al3 sites are fully occupied [7].
- Fe2Al5 in the presented papers [5, 106] have sites partially occupied by Al in the c-axis
direction as shown in the Figure 3.2, which leads to the chemical composition of Al5.6Fe2
and the cell parameters had been found to be a = 7.6559 Å, b = 6.4154 Å, c = 4.2184 Å, V =
207.19 Å3 and α = β = γ = 90o.
Furthermore, this type of structure cannot be considered as an input for DFT, e.g. for the
QUANTUM ESPRESSO code [46]. Certain atomic positions are required from DFT. For
those types of structures, an idealised structure model should be found, with full occupied
lattice sites. Therefore, a set of possible structures with the Al5F2 composition had been
selected. The modelled structures obtained by deleting some partially occupied atomic
positions and making the remaining ones full. The entire modelling of the structure was
carried out via the full optimisation calculations, known as cell parameters and atomic
positions optimisation. All structures were found to end up with the same atomic positions
and had only slight difference in total energy [7]. The selected approximate structure, which
was used to carry out the specific heat capacity calculation, had the lowest total energy with
monoclinic structure (SG #12, c2/m) and lattice parameters a = 4.2093 Å, b = 7.3784 Å, c =
6.4773 Å, V = 200.92 Å3, α = 92.863o and β = γ = 90o [13]. The presented cell-parameters
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show a break in symmetry. The Wyckoff positions for an optimised structure is given in
Table 3.2.
x y z
Al(1) 2a 0.0000 0.0000 0.0000
Al(2) 8j 0.1825 0.6561 0.2550
Fe 4i 0.0000 0.3383 0.2412
Table 3.2: The optimised Wyckoff positions of η - AlFe (SG #12, C2/m unique axis b cell
choice 1) obtained from the density-functional-theory calculations [13].
As per usual practice, the most important setting values were tested for convergence with
different pseudopotentials, local density approximation (LDA) [107] and generalised gradient
approximation (GGA) [108]. The single-electron Kohn-Sham states were calculated on a k-
point grid of 3×4×5 points and the valence electron wave functions were extended in a plane
wave basis, with a cutoff energy of 80 Ry. The effective potential was reached in reciprocal
space on a grid with a cutoff frequency equivalent to 400 Ry in a case of GGA pseudopotential,
and 4×4×6 of k-points within 50 Ry energy cutoff for LDA pseudopotential were found
to be reasonably accurate. Further, a degauss value of 0.001, and an ecutrho energy of
400 Ry were used in all subsequent calculations [7]. The settings that have been tested
in any calculations are presented in Appendix A.2 with all their meanings, along with
some convergence tests for k-point grid and cutoff. More details can also be found in the
"pw.x" documentation of the QUANTUM ESPRESSO package [108]. Afterwards, the
pwtools package was employed [109] to obtain the complete thermodynamical calculations
by creating nine 2× 2× 2 supercells. The full relaxation mechanism was repeated for a
different volume in the range of -1 to 5% compared to the relaxed volume, since, as a result
of this volume change, the atoms were not located in their equilibrium positions [7]. Then,
the slight displacement of the single atomic position of each supercell was created by the
phonopy code. Overall, 14 displacement structures were sufficient, if there was no broken
symmetry. From the QUANTUM ESPRESSO employed force calculation, the phonon DOS
could be obtained.
3.2.2 ε- Fe5Al8
Within the Al-Fe intermetallic binary system exists a high-temperature phase denoted as
ε , which occurs in the Al-Fe system with about 58-65 at. % Al, with a hitherto unknown
crystallographic structure. The ε phase exhibits a stable high-temperature phase at 1368 -
1504 K [9]. Study of the ε-FeAl intermetallic phase structure theoretically is advantageous
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Figure 3.3: Phase diagram of the Fe-Al sys-
tem showing the phase field of the high-
temperature 3 phase near 60 at. % Al [8].
Figure 3.4: Crystal structure of ε - Al8Fe5
[9]: projected along (001) net plane.
Drawing were done with VESTA [10].
because of the difficulties regarding the examination of the high-temperature structures
experimentally. The phase formula for ε-FeAl is Fe5Al8, in the I43m (SG #217) space
group, structure designation D82 [8] with 52 atoms in the unit cell. The unit cell parameters
represented as a = b = c = 8.9756 Å with α = β = γ = 90o. Although several crystallography
structures were proposed for ε-AlFe, Vogel et. al. [9] found a ε phase formula as a Fe5Al8 at
1390 K via high-temperature neutron diffraction measurement, with 59.4 ± 0.6 at. % Al. It
is appropriate for the Fe-rich boundary of the homogeneity range of the Fe5Al8 phase. The
lattice parameter of Fe5Al8 becomes 3 times FeAl (B2) cubic structure at the same temperate
[9]. The Fe5Al8 phase is known as a phase which forms from phases FeAl and FeAl2.
The thermodynamic calculation was carried out with the same method as previously
presented for η - Fe2Al5, where the single-electron Kohn-Sham states were calculated on
a k-point grid of 4×4×4 points. The valence electron wave functions were appended in
a plane wave basis with a cutoff energy of 90 Ry. In the case of GGA pseudopotential and
the productive potential was expanded in reciprocal space on a grid with a cutoff frequency
equivalent to 450 Ry. These are the values which were achieved after the convergence tests.
The degauss value was given as 1E−5. After the full optimisation of cell parameters and
atomic positions the structure space group remains the same as was presented by Vogel et.al.
[9] (I43m, SG #217). Since the structure has 52 atoms in a unit cell, the creation of a 2×2×2
supercell structure would give a large cell containing almost 432 atoms. With that amount of
atomic numbers, the calculation via DFT is not reasonable due to its high cost. Therefore,
in the case of the ε-Fe5Al8 phase, the thermodynamical calculations were accomplished by
creating 1×1×1 so-called supercells, which were used for the phonon calculations at the
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Figure 3.5: Isothermal section for 550oC (note: phase boundaries shown are schematic only)
[11].
gamma points. Ten displacement structure have been set up for ten different volumes with
the corresponded space group. The change of the cell volume was in the range of -15 to
5 %. Following the QUANTUM ESPRESSO employed force calculation the phonon DOS
could be obtained. As mentioned above, the η - Fe2Al5 is the high-temperature stable phase.
Therefore, the imaginary frequencies in the case of volume pressed structures are more stable
than from the expanded volume structures.
3.3 Al-Fe-Si ternary systems - τ4 phase
Takeda [110] performed the first comprehensive study of phase equilibria of the entire
Al-Fe-Si ternary system. Thermodynamic properties for ternary alloys were also investigated
by measuring the heat of formation of solid alloys [111, 112] and the standard heat of
formation of ternary intermetallics [113–115]. Furthermore, thermodynamic modelling of
the ternary system has also been carried out by the CALPHAD method [116–119], where
simple analytical functions describe the Gibbs energies of the relative phases.
The thermodynamic description of Du et al. [120] contains ten ternary compounds, and
later Marker et. al. [105] found the eleven ternary phases. Nonetheless, experimental data on
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the specific heat capacity of the intermetallic phases in the Al-Fe-Si system are missing. In
these cases the thermodynamic data is commonly expressed the Neumann-Kopp rule [45],
which is based on the extensive collection of experimental data on specific heat capacity for
solid substances. The law is formulated as follows: each element in the state of compounds
has essentially the same specific heat capacity as it has in its free state.
Figure 3.6: Crystal structure of τ4 - Al3FeSi2: projected along (010) net plane (left), showing
the ordered distribution of Si (dark) and Al (light). On the right side, the coordination
polyhedra with Fe in the centre are outlined. With lines are drawn the unit cell edges.
Drawings were done with VESTA [10]. [12]
Panday and Schubert [121] determined the crystallographic structure for the ideal compo-
sition Al3FeSi2 in the τ4 phase. The investigation was followed by Gueneau et al. [122], who
indicated superstructure reflections. The structure was reinterpreted as orthorhombic with
space group Pbcn and lattice parameter a = b = 6.061 Å, c = 9.525 Å and α = β = γ = 90o
(see Figure 3.6). The atomic distances between Fe-Al/Si are 2.38 Å and 2.85 Å, where
the short ones belong to the tips of the bipyramids. The Al-Si distances range between
2.66 Å and 2.72 Å. In Al3FeSi2, the Si exhibits metallic bonding, which is highly different
from the diamond-type structure, where Si presnts as a covalent semiconductor [12]. After
full optimisation of the structure cell-parameters and atomic position the obtained structure
had a = 6.06112 Å, b = 6.05789 Å, and c = 9.46554 Å, with α = β = γ = 90o in the space
group Pbcn (SG #60).
Along with DFT thermodynamic data the calculation of the τ4 phase gives a broad range
of temperature data. In contrast, the measurement is restricted to a narrow temperature
interval. For this purpose the Quantum ESPRESSO code was used the PAW pseudopotentials
[123] supplied with the program. For this structure, were used settings with a cutoff energy
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of 80 Ry, a cutoff frequency equivalent to 280 Ry, and a 11×11×7 k-points grid. The PBE
[124] GGA exchange-correlation functional is employed. The crystal structure parameters
are optimised to first obtain their equilibrium values. Then the density functional perturbation
theory (DFPT) [125] as implemented in Quantum ESPRESSO is used, to calculate the
vibrational properties of the compounds for several different unit cell volumes. The phonon
dispersion relation for each volume is calculated for a k-point grid of 72 points in the Brillouin
Zone. Applying the calculated phonon density of states (DOS) Dph,V (E) for each value, and
lattice vibrations free energy can be calculated from statistical quantum mechanics [126].
The phonon DOS for τ4 structure is obtained through a quasiharmonic approximation method
over the volume change in a range of 10% compared to the relaxed volume. In total, ten
structures were considered. For each volume, the temperature dependence of the free energy
is given by Equation 2.83.
3.4 Results and Discussion
As was mentioned above, there is a shortage of experimental specific heat capacity data
for binary and ternary phases of Al-based intermetallic systems and the Neumann-Kopp
rule does not always give consistent results. However, DFT calculations could be used to
extrapolate thermodynamic functions in CALPHAD type modelling. Therefore, the above-
discussed structures were investigated to achieve a specific heat capacity and results were
compared with the experimentally measured specific heat capacity via differential scanning
calorimetry (DSC).
On the assumption of quantum mechanics, in particular density functional theory ( DFT),
it is possible to calculate F(T,V ) (Equation 2.83) from first principles. The free energy
F(T,V ) is a fundamental quantity in thermodynamics that can be used to calculate other
thermodynamical properties. Nowadays, within the framework of Hohenberg, Kohn and
Shame [127] based DFT is implemented in numerous computer programs for calculations
within periodic boundary conditions.
The free energy can be defined as the sum of the inner energy and the electronic and
vibrational degrees of freedom contributions.
The electronic energy Eel(T,V ) is a modification of the temperature independent DFT
total energy using the Fermi distribution, and it depends on temperature and the Fermi
energy EF . The assumption here is that the existence of lattice vibrations does not affect
Eel(T,V ) and Sel(T,V ) and calculated these terms for the undisturbed lattice. The free
energy is a minimum at thermodynamical equilibrium. As a result, the volume for fixed T
temperature can govern of finding the minimum of F(T,V) and consequently Fmin(T,V ) can
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be reconstructed [2].
Here, E0(V ) is the total electronic energy at T = 0 K for a DFT calculation at a given volume
V . The thermal excitation of the electrons are described by Eel(T,V ). The Sel(T,V ) is the
corresponding entropy of the electron gas and Fvib(T,V ) describes the phonon contribution
to the free energy in Equation 2.83. The minimum free energy Fmin and the corresponding
volume Vmin are found for each temperature. The thermophysical properties of interest can
then be obtained from temperature and volume derivatives of the free energy F(T,Vmin).
The specific heat capacity cp is given by Equation 2.85. Afterwords, can be reached the
volumetric thermal expansion coefficient by Equation 2.87 and bulk modulus by Equation
2.88.
Whenever practical, such derivatives were assessed analytically. In the DFT calculation, the
plane-wave and potential cutoff were separately adjusted to each free-energy contribution to
guarantee converged results.
3.4.1 Results of η Fe2Al5 structure
As discussed above, η - Fe2Al5 structure in the literature is given with partially occupied
sites of atomic positions. Therefore, the DFT calculation required an approximated structure,
which was created by removing some of the partially occupied sites and completely filling
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The calculated thermal expansion coefficient and bulk modulus are shown in Figure 3.9 for
η - Fe2Al5 structure.
Compared to the orthorhombic structure suggested by Burkhardt et al. [5] the structure
obtained from the variable cell optimisation has lower symmetry. The spacegroup #12
requires 13 independent elastic constants which are shown in equation 3.1 in GPa using the
Voigt notation for the elastic force constant tensor. According to Voigt notation the bulk
modulus is BV = 125.7GPa and the shear modulus is GV = 85.0GPa at T = 0K.
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Figure 3.7: Calculated volumetric thermal
expansion coefficient of Fe2Al5 between
0 K and 2000 K after equation (2.87).















Figure 3.8: Calculated bulk modulus of
Fe2Al5 between 0 K and 2000 K after equa-
tion (2.88).
Figure 3.9: The pictures were presented by Zienert [13].



















Figure 3.10: Recommended experimental determined heat capacity in comparison to the
experimental data by Chi et al. [14] and the heat capacity obtained from DFT calculations
[13].
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The Figure 3.10 shows that this approach works very well for the prediction of heat
capacity at low temperatures down to 460 K. As high temperatures, the disordered structure
stabilises as a result of partial occupation. Therefore, the prediction from DFT shows
a slightly less heat capacity than experimentally measured. However, the calculation of
thermophysical properties was performed up to 2000 K, which is above the melting point of
η - Fe2Al5 ( 1431 K ).
3.4.2 Results of ε Al8Fe5
In the case of ε - Al8Fe5, the thermodynamical properties were obtained with respect to
the phonon frequency calculation at the gamma point. The calculated energy-volume curve
and the phonon density of state are shown in figures (Figure 3.11, 3.12). The ε - Al8Fe5
structure represent a kind of behaviour where one can see that the structure likes to be under
pressure. This conduct may be explained because of the fact, that the ε - Al8Fe5 structure is
a high temperature structure. Nonetheless, the DFT calculation is done at T = 0 K.
Figure 3.11: Energy-volume curve for ε
- Al8Fe5. The line is calculated from Mur-
naghan equation fitted to the calculated DFT
data.
Figure 3.12: Phonon density of state (DOS)
of ε - Al8Fe5.
The DOS (Figure 3.12) shows that the negative imaginary part in phonon frequency
become smaller in the compressed structure compared to an optimised-minimum volume and
the expanded volume. The obtained bulk modulus is B0 = 152.46GPa, and the optimized
volume is V0 = 668.93Å3.
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Figure 3.13: Specific heat capacity in comparison to the experimental data via DSC and
the specific heat capacity obtained from DFT calculations. The green line is the calculated
specific heat capacity by T. Zienert code and the red line corresponds to the calculated heat
capacity using Neumann-Kopp rule.
The specific heat capacity obtained from the DFT calculation seems to be reasonable.
Although the DSC experimental result of the specific heat capacity, in its short temperature
range, is almost twice higher than one calculated from DFT. Besides, it has a sharp increase
shape. This behaviour corresponds to the response of the material when it has a phase
transition or nears to its melting point. The estimated result of Neumann-Kopp is between
two results from DFT and DSC. In the Figure 3.13 present a predicted thermodynamic
calculation by the code from T. Zienert (subproject A03). The ε - Al8Fe5 is present at
1370 K [9, 8] and it was noted that the specific volume and cubic lattice parameters depend
on the temperature increase nearly linear. In the case of the DFT calculation there is an
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The calculated elasticity tensor of ε - Al8Fe5 is shown in equation 3.2 in Voigt notation.
The unit of the matrix entries is GPa in Voigt notation and as a consequence of the space
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group #217 (cubic structure) the independent elastic constants are three. Due to the condition
of stability in crystal systems [128] one can see as well instability is presented in Ci j via
(C11−C12 < 0).
3.4.3 Results of τ4 Al3FeSi2 structure
The calculated Al3FeSi2 elasticity tensor is shown in the equation 3.3, in Voigt notation.
The matrix entries are in GPa unit. The estimated numerically error is indicated in parentheses.
Symmetry-equivalent entries (e.g. C12 and C21) were calculated individually, resulting in
some differences. However, these differences fall well with the given error ranges. Moreover,
the variations between unconnected matrix entries are small. Accordingly, the bulk elastic
tensor corresponds to the hexagonal or even cubic materials. From the elastic stiffness tensor,
an approximate value for the bulk modulus of an isotropic body can be calculated. Using the
method according to Reuss [129], obtained a shear modulus of G = 54 GPa, a Poisson ratio
of ν = 0.22 and a bulk modulus of B0 = 187.5 GPa.
Figure 3.14: Thermal volume expansion co-
efficient α = ∆V/V of Al3FeSi2, as calcu-
lated by the quasiharmonic approximation
at 300 K, α = 37×10−6 K−1. [12]
Figure 3.15: Calculated bulk modulus of
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Figure 3.16: The cp of τ4 - Al3FeSi2 calculated using DFT-QHA (black), and the Neumann-
Kopp rule (red). Several DSC measurements in the temperature range 930-1030 K, blue
lines, in magnification [12].
No experimental data are available for the thermal expansion coefficient, but the cal-
culated value falls within the expected order of magnitude. The calculated cp and DSC
measurements are in good agreement at high temperature (900-1000 K) and represent a
substantial improvement over the application of the Neumann-Kopp rule with elemental
data. Although between 300-600 K temperature range the N-K rule is in good agreement
with the DFT-QHA calculation, though there are substantial differences around 900 K. The
Neumann-Kopp rule is unsuccessful completely qualify the heat capacity. In particular, the
matter of melting constituents, which undermine the Neumann-Kopp cp at high temperature,
is avoided by the DFT calculations. Applying these data in phase diagram calculations will
improve the assessment of the Fe-Al-Si system.
It was shown that such calculations could be used for extrapolation of thermodynamic
functions in a CALPHAD type modelling. In spite of the possible composition dependence
of the experimentally determined heat capacity of the disordered Al-Fe phases, where a heat
capacity valid in the short temperature range. The theoretical method is approved to use in a
CALPHAD type modelling via ignoring the order/disorder transformation. Without further
information about the nature of this particular structural change, no reliable CALPHAD
prediction of that reaction can be made. For example, it is not always clear if this type of
transformation is first or second order.

Chapter 4
Hercynite formation in a solid state
reaction at the Al2O3-iron interface
The phase formations within a system can be discussed in terms of the thermodynamical
properties. On the other hand, one can examine surfaces and interfaces, which are the most
favourable for the filter systems under investigation. In this chapter presented the discussion
of the formation of hercynite at the interface of the ceramic Al2O3 based filter and a metallic
melt uses the DFT calculations. In particular, a direct interface reaction of a ceramic and a
metallic melt is not favoured. However, an indirect reaction likely occurs resulting in the
formation of hercynite because of reactive FeO. Studies of used ceramic filters have recorded
captured oxide, and iron particles on the ceramic filter surfaces. In particular, they have seen
the formation of spinel FeAl2O4 (hercynite) [29]. To achieve a high filtration efficiency, the
particles from the melt need to be rather strongly attached to the filter surface, which often
occurs by sintering processes. Arc-melting experiments have producing hercynite from iron
and alumina [130]. Here, shown the selected solid state reactions of corundum (Al2O3) with
iron which may occur at a ceramic filter and metallic melt interface calculated. The enthalpy
as a function of pressure for several compounds in the Al–O–Fe system considered. This
allows the discussion of chemical reactions in relation to the enthalpy differences between
the starting and resulting compounds. The enthalpy calculation was done for structures like
FeO, FeAl2O4, Fe2AlO4 and FeAlO3. The calculation for Al2O3 structure is included for
its three different phases α , κ , γ . A precondition for quality steel is to necessary reduce the
oxygen content in the melt. A long-known way to achieve this is the addition of aluminium
or silicon to the melt, which forms very stable oxides. These oxides are later enclosed as
small particles in the steel matrix [20]. Such particles can, however, also enhance crack
formation, and lower the steel quality. An efficient filter should remove the particles from
the melt by attaching them to the filter surface, not just attractig them. The formation of the
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spinel phase could provide a substantial contact between the filter surface and loose particles
on top of it.
4.1 Crystal structures
4.1.1 Al2O3
The stable phase of Al2O3 is corundum (α - Al2O3), which has a rhombohedral space
group symmetry R3c. There are six metastable phases of Al2O3. The thermal transfor-
mation of the primary substance to the corundum phase includes an evolution of several
metastable phases. For instance, between Gibbsire substance to corundum there are two
metastable phases χ → κ , the Boehmite phase transitions through γ → δ to corundum,
and the Bayerite first transitions appears from η → θ metastable phases before becoming
corundum. Metastable phases can form under favourable conditions.
The κ - Al2O3 structure is orthorhombic in the space group Pna21 [131], which applies
to the structure type of FeAlO3. That is significant since κ - Al2O3 could be predisposed to
Fe substitution. The γ - Al2O3 is a defect spinel structure with aluminium vacancies in space
group Fd3m.
All Al2O3 phase structures can be character used by layers of Al-O polyhedra with
different stacking sequences. The stable corundum accommodates only Al-O octahedra,
whereas γ and κ accordingly octahedra and tetrahedra crystal type. The links between the
various polyhedra also describe the different crystal structures. In corundum, some polyhedra
share corners (1 shared atoms), others have shared edges (2 shared atoms), and others have
full shared faces (3 shared atoms). In the case of κ and γ metastable phases, only corners
and edges (2 shared atoms) are shared. For a model of the γ - phase, it is substantial to know
the location of the vacancies. A DFT study [132] concludes that the lowest energy structures
contain vacancies at octahedral sites and this model is presented in the particular calculation.
4.1.2 FeO
FeO is a ferrous oxide which contains Fe2+ and has the mineral name ’wuestite’. Wuestite
forms exclusively under compressing conditions. Otherwise, iron oxides form as Fe2O3
(’hematite’) and Fe3O4 (’magnetite’) compounds. Under normal conditions its composition
is not stoichiometric, because of the formation of Fe3+ [133]. Steel casting due to the low
concentrations of oxygen. The formation of Fe3+ [20], is frequently found in forming a fcc
rock-salt type crystal structure. The low-temperature phase is reportedly antiferromagnetic
[133].
4.1 Crystal structures 57
In this calculations, antiferromagnetism is introduced through symmetry lowering and the
model is fully stoichiometric. The result is, in accord with experiments, an antiferromagnetic
metal.
Figure 4.1: Three of the discussed alumina and Fe-alumina structure types, with the layered
structure and coordination polyhedra emphasized. Left: corundum, middle: spinel (FeAl2O4),
right: AlFeO3 [15].
4.1.3 Al-Fe oxides
The spinel FeAl2O4 reportedly forms during the filtering process [134], and it has a
mineral name ’hercynite’. The chemical composition specifies Fe in oxidation state +2. Fe
prefers the tetrahedral and Al the octahedral sites of the spinel. A small degree of site disorder
is expected [135]. The modelled structure has ideally ordered sites and ferromagnetism is
included for Fe. It is found to be a metallic conductor.
The spinel structure Fe2AlO4 has the sites exchanged, which is an unlikely situation be-
cause Al favours the octahedral sites [136]. However, high Fe concentration might encourage
Fe2AlO4 formation. In Walsh et al. [136], Fe2AlO4 is proposed as an inverse spinel, while
in the conforming calculation assumes a normal spinel structure, as found in the literature
[137].
As a second mixed oxide the complex material FeAlO3 was considered. It crystallises in
the orthorhombic space group Pna21 [138]. It also presented as ferromagnetic and associated
with multiferroic behaviour [139]. This phase is isostructural with κ - Al2O3. Consequently,
Fe is in oxidation state +3 here. Unlike in FeAl2O4, Fe prefers an octahedral coordination in
this compound, while the Al sites are either an octahedral or tetrahedral environment. There
is the high complication. Therefore, the crystal has not been an optimise, and the magnetism
was carried out due to the antiferromagnetic approximation.
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Formation of FeAlO3 in the solid state is unlikely because its melting temperature is
below that of iron. In fact, of all compounds discussed here, only Al2O3 and hercynite are
solid above the melting temperature of iron.
The bcc ferromagnetic ground-state structure considered for Fe. If Al2O3 decomposes, it
is likely that Al dissolves in the steel melt. Thus include an intermetallic AlFe compound.
AlFe crystallises in the primitive cubic CsCl structure type. This material is reported as
paramagnet [140]. Because the magnetic moment of iron should not be neglected, it is
modelled here as an antiferromagnet.
4.2 Results and Discussion
The DFT calculations were done using the WIEN2k Linear Augmented Plane Wave
package [141]. The atomic core electrons are included in the calculations using a basic set of
local atomic orbitals. The core orbitals were restrictive to a preset muffin-tin radius around
each atom site. The valence orbitals can extend outside that radius, where they expand in a
plane-wave basis. All orbitals with energy above a separation energy threshold are defined
as valence electrons. Additional local basis functions within the muffin-tin radius help to
enhance their description in the near-core region.
The cutoff energy for the plane-wave basic functions was adjusted so that RMT kmax = 8.
The muffin-tin radii had to be reduced such that no overlap can occur during the energy-
volume calculations. In most cases the identical values were used. An exception has to be
made for the orthorhombic phases, which have a higher packing density than other structures.
The total energy converges at a level of 5 meV for each phase have been achieved for a
chosen k-point grid. The PBE-GGA [124] exchange-correlation energy was applied here. In
Fe-containing phases, the magnetism accounted for using a scalar spin-dependent electron
density.
The total energy minimum was searched by modifying the crystal volume and computing
the corresponding energy. The space group symmetry was fixed, but the atomic sites were
refined whenever it was computationally feasible. Since FeAlO3 has a complex structure, we
made an initial structure relaxation using the pseudo-potential DFT code Quantum Espresso
[46] but then fixed the geometry.
The calculated energy-volume data were fit to a Birch-Murnaghan equation of state (4.1)
for solids [142] using the utilities of the WIEN2k package.
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Figure 4.2: Left: Energy–volume curve for corundum. The values correspond to one formula
unit of Al2O3. The line is calculated from the Birch–Murnaghan equation fitted to the
calculated DFT data. Right: Enthalpy g(p,T=0) for α , γ and κ - alumina. [15]
This equation applies strictly only for cubic materials. However, it is often also used
for other materials. In all cases discussed here, the standard deviation of the fit is below
10−5 eV for 15 calculated volume points. The Birch-Murnaghan equation thus describes the
determined volume-energy dependence fairly well. The Figure 4.2 shows the fit determines
the four parameters of the equation: the isotropic bulk modulus B, its pressure derivative
∂B/∂ p and the equilibrium volume V0 and total energy E0.
The minimum total energy E0 represents the thermodynamic free enthalpy F(V,T = 0)
at 0 K. The pressure-dependent Gibbs enthalpy G(p,T = 0) can be calculated by Eq. 2.82
and the p =−∂F/∂V , where is taken the Birch-Murnaghan energy (4.1) as F .
Structure B (GPa) V0/f.u. (Å3) ∂B/∂ p
α - Al2O3 Rhombo. 230 44.0 4.2
γ - Al2O3 Monoc. C 210 47.6 4.1
κ - Al2O3 Orthor. P 199 46.5 4.0
FeAlO3 Orthor. P 170 50.5 4.1
FeAl2O4 fcc 189 69.6 4.1
Fe2AlO4 inverse-spinel 170 71.4 4.2
FeO NaCl 172 20.2 4.2
Fe bcc 199 11.3 5.4
FeAl CsCl 175 23.7 4.1
Table 4.1: Calculated DFT data: V0 is the equilibrium volume at zero pressure per formula
unit from the DFT calculation and data found in the literature, B is the bulk modulus.
Table 4.1 shows the data resulting from the DFT calculations. The found experimental
values are compiled in Table 4.2.
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GGA DFT Experiment
B (GPa) V0/f.u. (Å3) B [GPa] V0/f.u. (Å3)
α - Al2O3 243.4 42.8 [143] 258 42.5 [144]
κ - Al2O3 224 45.2 [143] – 49.3 [145]
FeAl2O4 – – 191 66.0 [146]
FeO 169 19.7 [147] 154 19.9 [148]
Fe bcc 185 11.6 [149] 166 11.8 [150]
FeAl 181 23.9 [151] 138 24.6 [152]
Table 4.2: Theoretical and experimental data found in the literature.
The calculated elastic properties such as B are usually too high when lattice defects
and the microstructure play a significant role. The carried out bandgap is smaller than the
experimental value because the DFT does not determine the excitation energy precisely. The
difference between calculated and experimental volume is related to the type of included
exchange-correlation approximation. For GGA, the calculated volume is expected to be too
high. In turn, experimental volumes may include temperature and impurity effects. Although
the correspondence to experimental data is thus in most cases not exact, the comparison to
other DFT calculations delivers an excellent model for material behaviour.
The calculated properties of the alumina phases collected in Table 4.1. There is a
notable difference in the volume per formula unit, V0. The stable corundum has the lowest
volume. It has been observed in coatings of κ - Al2O3 produced by a CVD process, that
the transformation to the α-phase causes a compression of the material, which leads to the
formation of cracks [153].
The total energy differences to corundum are small: 0.08 eV for κ and 0.22 eV for γ .
From κ - to γ - Al2O3, the total energy increases along with V0, and the band-gap decreases.
The other properties differ by only 10 - 20 percent. Thus the enthalpy-pressure curves Figure
4.2 of all phases are close together.
The calculated phase transformations between α , γ and κ occur at negative pressure,
i.e. expansion of the lattice. This condition could be achieved through chemical pressure,
for instance, caused by vacancies that stretch the surrounding lattice. Similarly, thermal
expansion widens the lattice. The significant effects of thermal motion are, however, not
included in calculations. Although this is in principle possible at least in approximation,
many computations needed so far beyond the estimates presented here.
The experimental observations indicate phase formations on the filter surface. Using
the calculated total energies, the energy differences between several possible phases in their
ground state calculated. This difference is determined by the energy gain from chemical
bonding only because thermal effects are not included. The considered reactions shown
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# Reaction ∆E (eV) ∆Ec (eV) ∆V (Å3)
1. Al2O3 + 2 Fe↔ FeAlO3 + FeAl 3.6 4.6 8.8
2. Al2O3 + 5/4 Fe↔ 3/4 FeAl2O4 + 1/2 FeAl 2.1 2.0 6.6
3. Al2O3 + 11/4 Fe↔ 3/4 Fe2AlO4 + 5/4 FeAl 4.3 4.3 9.7
4. Al2O3 + 3 FeO↔ 2 FeAlO3 + Fe -1.8 -0.2 7.1
5. Al2O3 + FeO↔ FeAl2O4 -0.2 -0.5 5.4
6. Al2O3 + FeO + 2 Fe↔ Fe2AlO4 + FeAl 2.8 2.5 8.5
7. Al2O3 + 5 FeO↔ 2 Fe2AlO4 + Fe -3.2 -4.4 9.5
8. Al2O3 + 5 Fe↔ 3 FeO + 2 FeAl 8.9 9.4 7.6
Table 4.3: Energy differences ∆E for Reactions A↔ B calculated as: ∆E = EB−EA using
the equilibrium zero pressure total energy from DFT calculations. Negative values indicate
preference of the B side. In ∆Ec, the heat of fusion is included for the presumably liquid
phases (Fe, FeAl, FeO, FeAlO3). ∆V =VB−VA is the volume difference of the ground state
phases [15].
in Table 4.3 of Al2O3 with Fe (rows 1 - 2, 8), and with FeO (rows 3 - 4). The energies
are calculated per formula unit of Al2O3 to make them comparable. Two Fe-Al oxides are
considered as reaction products.
Only the reaction of Al2O3 with FeO results in an energy gain, producing hercynite or
FeAlO3. Although it is even larger for FeAlO3, this compound does crystallise only below
the melting point of iron. The reason for the energy gain here seems to be the instability of
FeO, which shown in the last row of Table 4.3, the formation of FeO and Al2O3 are directly
compared. As far as know, FeO is not a component of the melt. Instead, can be considered
FeO as an approximation for oxygen dissolved in the iron melt.
The possible oxygen sources are, first, solute gas and second, dissolution of Al2O3. This
oxygen sources should only deliver a minuscule concentration of oxygen in the melt, for
the addition of extra aluminium is dedicated to binding oxygen by forming Al2O3. The
incorporation of dissolved Al2O3 in hercynite would be equivalent to the unfavourable
reaction in row 8. Therefore, the formation of hercynite needs extra oxygen from external
(non-alumina) sources.
Replacing corundum by the metastable alumina phases adds the energies calculated in
section 4.1.1 to the alumina side. The shifts of energy balanced slightly to the other side. If
metastable phases are present on the filter surfaces, they will be the preferred reaction sites.
However, the overall change in energy is too small to modify the energy balance in Table 4.3
significantly.
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Figure 4.3: Enthalpy g(p,T=0) for the reaction Al2O3 + FeO↔ FeAl2O4.
The Table 4.3 also contains information about the change in volume for each of the
reactions at zero pressure. The negative values indicate that all reactions cause expansion. As
can be seen from the g(p) plot of a reaction shown in Figure 4.3, increasing pressure lowers
the energy gain, thereby destabilising hercynite.
Results show that the formation of the hercynite (FeAl2O4) phase beginning from alumina
(Al2O3) and Fe is not precisely possible in thermodynamic equilibrium. The experimental
reports, finding hercynite on the surface of alumina filters for steel melts desire another
explanation. The simplest possibility includes oxygen enrichment of the melt from the air
or the melting process. Additional oxygen will react with alumina forming hercynite. By
replacing Al with Fe3+, this compound can also contain higher-oxidised Fe, which may form
at high oxygen concentrations.
Other formation paths could rely on non-equilibrium conditions. One possibility would
involve different solution reaction constants: if the solubility of hercynite was smaller than
that of Al2O3, it could be formed around all Al2O3 surfaces in contact with the melt. Still
another option is the diffusion of Fe into the alumina lattice and subsequent phase formation
during quenching. This scenario appears likely because the alumina and Fe-alumina phases
share common crystal structures, with Fe replacing Al. If diffusion enabled phase formation,
one would expect more Fe replacement to be found in the rhombohedral corundum (as in
sapphire). Also, diffusion and cooling could result in FeAlO3, having a higher energy gain
than hercynite.
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For the filter process discussed, a certain degree of phase formation is necessary to act
as ’glue’ between the filter surface and adhering particles. Also, the binding of oxygen in
chemical reactions is desirable. The filter process itself seems not to be correlated strongly
with the filter material involved.

Chapter 5
Examination of the surface energy of
α-Al2O3
The investigation of the original substance’s surface phenomena is of great importance in
filtration processes since the surface of the filters due to the filtration process are always in
contact with the alloy melt. Therefore, the study of Al2O3 surfaces is essential for this project.
Earlier in 1830, C.F. Gauss represented the idea of surface energy. Later in 1877, W. Gibbs
characterised surface energy phenomena by the fundamentals of classical thermodynamic
theory. Then Lord Rayleigh (formerly named I. W. Strutt) proved the existence of waves
located at the surface of continuous elastic media. The problem of minimising the surface
energy of a finite anisotropic solid to find its equilibrium shape was solved by G. Wulff
(1901). The development of surface chemistry continued by I. Langmuir, who inspired W.L.
Bragg in 1913 to discover the crystalline nature of various surfaces. I. Langmuir advanced a
theory of heterogeneous catalysis and adsorption kinetics, and besides, he supplied a model of
thermionic emission. The breakthrough in the study of crystal surfaces as a subject of crystal
growth was developed by I. N. Stranski (1928) and M. Volmer (1939). At the beginning of
the 1950’s, there were already many publications on this subject. However, progress in the
understanding of surface physics was hampered by several problems until recently. These
problems are mainly due to the structural and chemical characterization of surfaces. The
chapter presents only Al2O3 crystal surfaces, excluding study alloys or insulator surfaces.
Essential aspects of material sciences and engineering depend on the crystal structure,
which defines its intrinsic material properties. Techniques, for instance, X-ray diffraction
(XRD), and Transmission Electron Microscopy (TEM) are based on crystallography. Accord-
ingly, a concept of the basics of crystal structures1 is of paramount importance.
1Crystal structure - periodic arrangement of atoms: definite repetitive pattern
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The crystalline structure is an orderly and periodic arrangement of atoms. It is characterised
by sharp transition temperature called the melting point of the liquid. The lowest energy state
of a solid is the crystalline state [154]. The unit cell of each crystal structure is the smallest
structure which repeats itself over whole crystal structure. Widespread types of unit cells are
faced-centred cubic (FCC), body-centered cubic (BCC) and hexagonal close-packed (HCP).
The lattice parameters parallelepipeds are defined by the lattice vectors. The orientation
of a plane in the lattice is specified by Miller indices. Miller indices, which are named
as (hkl)2, are a notation to describe certain crystallographic planes and an infinite set of
equivalent planes in a material. The interplanar spacing is the perpendicular distance between
two successive planes in a family {hkl}, which is commonly indicated as dhkl . The general










For the cubic system, when all of the faces of the cube are equivalent, the indices are the
same in any plane. Nevertheless, in the case of the hexagonal system, which corresponds to
the Al2O3 structure, the different planes have different inter-planar spacing. The six prism
faces for example have indices (1 0 0), (0 1 0), (1 1 0 ), (1 0 0 ), (0 1 0), (1 1 0), which are
not same. To address this, a fourth axis (a3) opposite to the vector sum of a1 and a2 is used,
and an appropriate fourth index i is used, defined (hkil) where i =−(h+ k).
5.1 Surface and Surface Energy
The α-Al2O3 surfaces are highly studied metal oxide surfaces which has the wide variety
of technological applications and gives us the conception to investigate it as a prototype
material for more fundamental studies. It is a ceramic with a broad range of phase transitions.
Ceramics, due to their ionic character, have a poor wettability by metal melts, and particularly
α-Al2O3 is used for filtration without pressure. The goal is to control the processes that
take place during filtration at the α-Al2O3 surfaces and to obtain a quantitatively qualitative
understanding of the nature of interaction with adsorbates due to the filtration process.
At first, one has to discern between a real surface and the cleavage plane. A surface that
can be derived directly from the crystal structure may be formed only by cleaving the crystal.
Then, the new boundary has to be included to cause the relaxation of surface atoms. Cleaving
a crystal means cutting it along a crystal net plane. In contrast to that, the propagation of
cracks in a material usually follows weak points such as grain boundaries or lattice faults.
2Lattice directions are in direct space and are denoted by [ ] brackets. Directions of a form (also called
family) denoted by {} brackets are the lattice planes that have the same characteristics.
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Figure 5.1: Bravais lattices of hexag-
onal system where a = b ̸= c α =
β = 90o and γ = 120o [16].
Figure 5.2: Equidistant parallel planes of
atoms with the inter-planer spacing dhkl
[17].
In all cases where the surface is in contact with the environment, the chemical composition
of the surface and the outside are interdependent. In addition, the atomic structure of the
surface can adapt to the environment by reconstruction, which is driven by surface diffusion.
The resulting surface structure is, in general, a superstructure of the bulk crystal. The
chemical medium can cause a separation of the surface composition from the bulk, as well as
adsorption on the surface. If the diffusion rates through the surface are high, then the volume
region with altered chemical composition may also grow into the crystal.
So far, none of the parameters listed are directly proportional to the calculated surface
energies. For instance, the elastic modulus (Young’s modulus) perpendicular to the surface is
isotropic for all (hk0) lattice planes in the hexagonal cell, but the surface energies are not.
Surprisingly, the number of broken bonds has no simple regular relation to the surface energy.
However, several authors have presented expressions for different types of crystal surfaces.
The idea of those methods is that each surface atom has neighbouring atoms. Therefore, there
are attractive interaction forces. Atoms on the surface often perceive a net force pointing
toward the inside of the bulk. Particularly, it can be considered that a surface atom has higher
potential energy than one from bulk. The energy differences should be overcome in the
case when one wants to bring an atom from bulk on the surface. Accordingly, this energy
difference is called the surface energy (γ). For a given surface orientation, γ represents
the energy per unit area due to the certain oriented surface. A straightforward approach
to roughly estimate the surface energy is to determine the number of broken bonds, which
appear via creating a surface area (A) by cutting a crystal lengthwise along a particular
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crystallographic plane and multiplying it with the energy per bond. This kind of approach
appears to be valid for covalently bonded crystals, which considers no long-range interactions
have to be taken into account. The theoretical determination of the surface energies of the
clean surfaces often arise from DFT calculations [155–159]. The experimental determination
of the absolute surface energy value is difficult, and as a result, it remains a challenge. There
are methods for theoretically estimating the surface energy from broken bonds. In 1993
Desjonquères and Spanjaard [160] described the surface energy and broken bond connection
for pure metals and semiconductors. They consider the surface regions about 20 Å around
the last atomic plane, i.e., including the first three or four atomic layers since beyond the
examined region the electronic density on the vacuum side substantially vanishes and attains
its bulk behaviour on the solid side. In equation (5.2) Desjonquères and Spanjaard [160]









where γ is surface energy, EB is binding energy, zs the coordination number of surface atoms
and zb the coordination number of the atom in bulk.
Haiss [161] considered materials with covalent bonds as a single element material struc-







Later Jiang et. al. [162] assumed that the surface energy contains not only the first nearest
neighbour interactions but also the next-nearest neighbour interactions. Equations 5.2 - 5.3
























where the prime denotes the next nearest neighbour’s coordination number of surface atom z
′
s,
in the bulk z
′
b and β shows the total bond strength ratio between the next-nearest neighbour
and nearest neighbour.
The prediction of crystal morphology from structural data can give an understanding of
the crystal growth. Hartman and Perdok [163] put forward a theory that the morphology of a
crystal governed by chains of strong bonds running through the structure. These chains define
within stable forces which lead to the growing of crystal and its morphology. Consequently,
can be assumed that the growth rate of any (hkl) plane, which determined by those forces, is
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directly proportional to its binding energy. Hartman and Bennema [164] offered arguments





in which N represents the number of formula units, V is a primitive unit cell volume and
dhkl corresponds the interplanar spacing of the lattice plane (hkl).
Above presented equations 5.2, 5.3, 5.4 and 5.5 do not work in the case of Al2O3. As
known, the Al2O3, which is under investigation as a substance of filters, has mixed covalent
and ionic bonds and the percentage of the type of bonds depends from the alumina’s and
oxygen’s electronegativities.
DFT surface energy calculations are, often the most reliable method. The first calculations
of surface energies via DFT were done by Needs [165] for the Al (111) and (110) plane using
a supercell with a nine layer thick slab and with six layers of vacuum. To obtain the surface











Where A represents the surface area, Eb is the free energy of primitive unit cell (bulk)
and Es refers to the energy per supercell with relaxed or unrelaxed atomic positions, as
appropriate.
In a method introduced by Liu et.al. [166], one calculates the surface energy from
the DFT results using the total (inner) energy U(S = const.,V = const.) for a given slab
geometry. In their example, slabs of Al2O3 with different terminations were studied. The
starting point is the free enthalpy for (T = 0, p = 0) and the Gibbs-Duhem relation:
G(σ ,N) =U(N)−σA (5.7)
G = ∑
i
Nidµi =−SdT +V d p (5.8)
where Ni in the number of moles of component i and dµi the slight increase in the







A−1 = (U +SdT +V dP)A−1 (5.9)
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It also seems reasonable to subtract the total bulk energy for the bulk part of the slab.
Then, the balance for the free enthalpy is:
Gsur f = (U−Ebulk)−σA = µadNad (5.10)
If no adsorbed atoms are present, Nad = 0 and it follows:
σA = (U−Ebulk) (5.11)
for the "bulk-composition" surface. This formula is frequently used for DFT calculations
of surface energies. With adsorbed atoms, their chemical potential is needed. In thermody-
namical equilibrium, the µ of each element is the same in all phases. In the case of Al2O3 in
equilibrium with gaseous oxygen, the chemical potential for oxygen can be approximated by
the formula for the ideal gas:
µO2 = µ
0
O2 +RT ln(pO2/p) (5.12)
Where µ0O2 is the binding energy of the oxygen molecule. This energy is determined from
a mixture of experimental and theoretical values [166]. The formation energy of some
oxides calculated with DFT have been compared with measurements [167]. It was found
that the DFT values need to be corrected by a constant shift because of the inaccuracy of the
calculated oxygen binding energy. A database with calculated formation energies applying
such a correction is available on the internet (www.materialsproject.org). Interface formation
is thus modelled as a process in two steps: first, a surface with bulk composition is formed,
and then a reaction with the environment changes the composition. If Al2O3 is dissolved
at the surface, its formation energy thus adds to the energy balance. Consequently, the
Al-depleted surface obtains the highest surface energy at ambient conditions.
The bulk energy is calculated according to the number of Al atoms in the slab [168].
This method is reasonable because the environment does not contain Al and it is expected
that Al does not leave the crystal. But in actively oxygen-depleted surfaces, the surface is
made from a layer of Al. In this case, the Al surface layer has surely a different binding
energy than in the bulk. The bulk energy subtraction thus fixes the Al binding energy to a
wrong value. Consequently, the Al-terminated surface obtains a large surface energy, and the
oxygen termination is found as favourable.
However, there is one point in the method discussed above that remains doubtful. For
example, it does not explain why "bulk composition" surfaces along different crystal ori-
entations or with different termination have different surface energies. Moreover, it is not
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possible to discuss how the stability of these surfaces is controlled by the outside chemistry.
The main problem is the method used for subtracting the bulk energy. The bulk energy can
be constructed from the sum of the chemical potentials and the formation energy of Al2O3.
5.1.1 Calculation of surface energies via DFT
The calculation of the Al2O3 surface energy was done using slabs with sufficient thickness
of bulk and vacuum via QUANTUM ESPRESSO code [46]. The total energy of different
planes and various termination of the (0001) plane were taken in to account for the surface
energy. Assuming that the bulk and surface energy are the same for slabs with different termi-
nation and n, m are the number of formula units in the slab, the surface energy contribution
will be S′:
S′ = mEn−nEm (5.13)
Afterwards, dividing S′ into the two times multiple the surface area the surface energy
can be obtained.The differences in the calculated bulk energies depend on the slab thickness.
These differences are caused by displacements of atoms in the inner part of the slab and
should disappear for larger slab thickness. The slight differences in the relaxed in-plane
lattice constants are another indication of this problem.
5.2 Analysis of surface geometry of corundum - α Al2O3
The crystal structure type and its atomic arrangement of characterising α-Al2O3 - corun-
dum have been given as a rhombohedral, D63d - space group symmetry system. It is a highly
insulating material characterised by mixed ionic and covalent bonding with a large band gap
energy [169]. Each Al atom is encircled by six oxygen atoms, where each three of these
are six oxygens at the corners of equilateral triangles. The symmetry of crystal structure of
Al2O3 is threefold, and the oxygen ions have what can be considered as hcp stacking, with
the Al3+ ions occupying two-thirds of the octahedral interstices (balancing the charge).
At each lateral triangle, which has the triangle side length equal 2.5 Å, at its corners sites
O atom bonded to an Al atom by strong Al - O 1.85 Å bond. In the case when the triangle
side length is 2.8 Å and three other oxygen with weak 1.97 Å bonds [170]. In Al2O3, the
polyhedral has to share a triangle with the shared O at the corner of it. These types of the
bonds have long bond length 1.97 Å. And next three oxygens make up the non-shared or free
triangle, and the bond length has 1.85 Å.
The energy-band at the Brillouin zone shows the lower valence band from -36.4 eV up
to the -26.9 eV [170], which is 9.5 eV wide. It corresponds to the O 2s orbits (there is a
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Figure 5.3: Corundum structure of α-Al2O3 which presents O in hcp and Al in 2/3 of the
octahedral interstitial sites. It is perhaps the most widely used ceramic.
transition from the O 2s lower valence band to the conduction band), and the lowest two
bands formed from the combined bonds of Al 3s and O 2s orbits. The transfer of electron
corresponds to transfer from oxygen to Al [170, 169]. Below at the -20 eV valence band, a
maximum arising from the O 2s lower valence band. The region between the upper and lower
valence bands is referred to as an ionising gap. The hybridization of Al-O states can be seen
in the upper valence band. The lower oxygen in 2s bands are mixed Al and O ionic bands.
These hybridised Al-O bonding orbital represent the covalent bonding in Al2O3 [169].
The pattern of the atoms or lattice points surrounding an atom or lattice point is unique
for each crystal structural units and its modified rigid-ion model. This pattern represented a
crystal structure called coordination polyhedra. The Al2O3 - corundum crystal structure is
composed entirely of AlO6 octahedra. The alumina ions are in four- (Al(4)), five- (Al(5))
and sixfold (Al(6)) coordination. In the hexagonal unit cell, like α-Al2O3, number of atoms
are twelve corner atoms × 16 shared by six unit cells + two face atoms × 12 + 3 interior atoms,
in total six atoms. The stoichiometric primitive unit cell (bulk) contains 30 atoms.
A solid material’s surface interacts with the environment. The quantity used to describe
the surface characteristics from a thermodynamic point of view is the surface tension or
surface energy. However, the usual meaning of surface energy is that of a surface in a vacuum.
For material in contact with a particular environment, it must be replaced by the interface
energy. This energy plays a key role in describing the surface adsorption and wetting.
In this chapter, several planes of α-Al2O3 are examined, using a density functional
pseudopotential method. The calculation was done in the form of a slab within periodic
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Figure 5.4: Top and lateral view of α-Al2O3 structure (0001) plane. The right hand side also
illustrats the different atomic layers, which are present in the structure.
boundary conditions, consisting of up to nine layers of the stoichiometric Al2O3 units. Five
different planes were examined and for two of them, various terminations of the surface
calculated. The relaxations of the atomic positions were obtained. The main properties can
be obtained from one calculated parameter and a good knowledge of material crystallography.
The protected surface energies are in good agreement (less than 7% difference) with the
results calculated by DFT with the slab-vacuum-slab method.
5.2.1 α Al2O3 (0001) plane
Here is given the examine of the surface plane (0001) - α - Al2O3 without considering
reconstruction and adsorption effects. The model hence has the same atomic structure as
the corresponding crystal net plane, but the atomic positions are allowed for relaxation. The
(0001) surface plane of α - Al2O3 is well defined and assigned to the layered crystal structure
perpendicular to the net plane. In chemical terms, it can be terminated by either an Al, O or a
mixed Al/O layer. A six parallel (0001) planes of oxygen ions are required to build the Al2O3.
By cleaving along the net plane, one can obtain either a symmetric single-Al and double-Al
layer termination or the unsymmetric Al/O termination (see Figure 5.4). The symmetric
single Al termination has been studied by many authors [171–174]. At this surface, the
atomic relaxation in a vacuum causes an the inward displacement of the top layer, and the
result is almost a mixed surface. The DFT treatment of a charged surface can be simplified
by including an Effective Screening Medium (ESM) method, which is a classical charge
model into the DFT calculation with using open boundary conditions (OPC) [175, 46].
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Unsymmetric Al/O
The long-range electrostatic interaction between two separated surfaces in a supercell
is compensated, but the additional potential causes a static potential shift along the slab. In
this case, the optimisation of the atomic positions cause a displacement of all ions due to the
electrostatic field of this potential, and the bulk structure is changed. This effect seems to
decline with increasing slab thickness. It will occur for all kinds of unsymmetric surface slab
models, which exhibit a change of the electrostatic potential in the vacuum region.
However, if the surface charges are compensated by the adsorbed molecules, then the
internal and external fields may show a different character.
Symmetric single-Al and double-Al
For the single-Al surface model, it is known that it exhibits strong relaxation within
the near-surface layers. The top Al is displaced toward the lower oxygen layer strongly, so
that the equilibrium surface almost has a mixed Al-O character. This surface is formed by
dividing an Al double layer. In Figure 5.5, the result of unrelaxed calculations of the total
energy versus layer distance for the three terminations is shown. The crystal corresponds to
the minimum at 0 deformations. The stress in a direction perpendicular to the plane is plotted
as well, but these values depend strongly on the slab thickness. However, both the total
energy and stress-strain diagrams show that the unsymmetric surface is the less favourable
cleaving plane.
The surface - state bands of the ideal α-Al2O3 (0001) surface are produced mainly by the
Al orbitals. The energy positions of these bands are strongly dependent upon Al-O distance
and the effective charge of the surface aluminium. The bonds, which connect the surface
aluminium to oxygen at the second layer, are found to have a considerable covalent character.
It is expected that the spectrum of the A1(2p) core region can yield valuable information
regarding the bonding at the surface. This result is within good agreement of the conclusion
which was given by Ciraci et.al. [170], who claimed that the top Al atoms are covalantly
bonded with the oxygens in the two layers below.
5.3 Results and Discussion
5.3.1 Surface energy
DFT calculations of surface energy were performed for various Al2O3 slabs with different
surface orientations and terminations. A summary of the different planes geometries with
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Figure 5.5: Comparison of unrelaxed symmetric-Al, double-Al and unsymmetric Al/O total
energy versus layer distance is shown on the left hand side. The stress directed perpendicular
to the plane is shown in the right hand side.
the calculated surface energies are given in Table 5.1. The results from the calculations
are in good agreement with literature [176, 177, 166]. Based on the DFT calculations by I.
Manassidis et. al. [176] provided the surface energies of the α - Al2O3 for (0001), (1010) and
(1120) planes. The surface energies are 1.76 [J/m2], 1.86 [J/m2] and 1.4 [J/m2] respectively.
Second DFT (GGA) based calculation by Y. Liu [166] exhibited the surface energies of
(0001) as 1.59 [J/m2] and (1120) as 1.88 [J/m2]. In the case of Al2O3, the surface termination
and composition affects the surface energy drastically, whereas the effect of the surface
orientation on surface energy is weak.
In general, the discussion of the Al-O polyhedra seems the most natural choice for
characterising the surface. In bulk corundum, only AlO6 octahedra are present, but at the
surface, they have broken apart due to the constraints of a lattice planar surface and the
required atomic ratio of O/Al atoms. This procedure results in distorted polyhedra for the
unrelaxed surfaces given in the Table 5.2. However, on relaxation, this picture may change
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Plane A (Å2) BB BB/A Ode f Ode f /A O/Al BO γ [J/m2]
0001 19.75 6 0.30 3 0.15 3/1 1 1.5
0112 61.75 15 0.24 6 0.097 12/8 2 2.1
1120 109.61 24 0.22 9 0.082 9/12 12 1.8
1010 74.95 12 0.16 6 0.080 6/6 4 1.6
0114 102.25 24 0.23 12 0.117 36/18 6 2.0 [166]
1123 45.12 10 0.22 3 0.066 28/14 6 2.25 [166]
2243 88.53 16 0.18 8 0.090 10/8 12 2.77 [178]
Table 5.1: Surface plane, A is surface area, number of broken bonds BB, broken bonds
per area BB/A, number of oxygens missing to complete the AlO6 octahedra Ode f , missing
oxygen per area Ode f /A, surface atomic density in the surface layer O/Al, the number of
broken octahedral BO, surface energy γ .
Figure 5.6: The illustration of the side view of α - Al2O3 planes: (0001), (1012), (1120),
(1122).
drastically. Most of the quantities are well-defined, but the O/Al ratio and the surface atomic
density depend on the way of assigning atoms to the surface.
For instance, in the case of the (0001) surface, the relaxation deforms the AlO3 to an
almost planar configuration which releases nearly half of the initial surface energy. This is
probably also the reason why the next layer on top of this surface during crystal growth is Al.
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1123 AlO3 +AlO5 1:2 0.07
2243 AlO3 +AlO5 3:2 0.07
Table 5.2: The distorted polyhedra sites per surface area of unrelaxed bulk structures.
The AlO5 polyhedron is a square pyramid (plane + apex atom), which seems to be less
favourable than the AlO3 plane. However, discussing the (1123) and (2243) surfaces, it
appears incorrect: here the admixture of more AlO3 meets with an increase in the surface
energy. In this context, it would be useful to compare the relaxed surface structures. The
AlO4 non-planar coordination also seems to be unfavourable, and its relaxed structure needs
to be inspected. It appears that the distances and arrangement of the oxygen atoms do not
allow a regular tetrahedron here.
The relaxation itself could be affected by the next-nearest neighbours because in Al2O3
these are usually atoms of the same element, which would repel each other. Likewise, the
surface atomic density could be an indicator of the magnitude of the relaxation.
Other quantities related to the polyhedral are the density of distorted polyhedra on the
surface and the surface density of oxygen needed to complete all open octahedra (Table
5.2).They are connected via the number of shared edges and corners on the surface, and
thus are also related to the number of broken bonds. At least in the first case, the (0001)
surface marks the minimum of the list. For the other surfaces, the polyhedra density behaves
irregularly.
Results in the surface energies given in Table 5.3 results. The results from the calculations
are in good agreement with literature [179]. Other methods for determining the binding
energy to the surface should be considered, for example, the use of interatomic forces.




Table 5.3: Surface energy for different terminations of Al at (0001) in approximation
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5.3.2 Binding Energy
The binding energy at the surface can be described as the difference between bulk
cohesive energy and the surface energy, both per atom. By removing one atom from an
infinite surface, this binding energy is obtained, because the change in the surface energy is
insignificantly small. In approximation, the binding energy between a surface atom and the
adjoining layer can be used as the surface binding energy. In this case the interaction with
other surface atoms is neglected and the value can be interpreted as an approximation to the
adsorbtion energy of an atom on a specific surface.
# E (Ry) Ebind (eV)
Al2O3 bulk -204.603 37.5
Al ads. on Al2O3 Al surf. -39.39 2.2
O ads. on Al2O3 2Al surf. -41.86 9.9
Table 5.4: The DFT calculated binding energies of the α - Al2O3, Al and O.
Essentially this means that the calculated total slab energy should depend linearly on the
number of adsorbed atoms. In Figures 5.7, 5.8 such data are plotted. The underlying surface
is a double-Al terminated Al2O3 (0001) surface, which is the basis for the oxygen layer in
the Al2O3 crystal structure. This surface contains excess aluminium, and thus its surface
energy can not be determined by subtracting the bulk. The oxygen is symmetrically placed
on top of this layer on both ends of the slab. The slab unit cell means the two (0001) surfaces
of a single Al2O3 unit cell, i.e. an hexagonal lattice of 4.8 Å lattice parameter. This means
that in case the two surfaces are covered with 3/2 oxygens each, the slab would be neutral
(0 on the x axis). This would need a larger supercell (1x2) to describe the structure. The
energy difference is calculated by subtracting the number of bulk units Nbulk and dividing
by the number of slab unit Nslab cells in the respective supercell, then subtracting the DFT
atomic total energy (see Table 5.6) for the 2 excess Al atoms and the for the number Nad of
adsorbed oxygen (equals x axis plus three).
The Table 5.4 holds the results for the approximate adsorption energy compared to the
binding energy of Al2O3. Using these values, one can obtain binding energies of the surface
of an adsorbed atom. A atomic binding energies to the surface results in the surface energies
shown in Table 5.3.
However, the problem here is that the surface formation is a process in two steps: first a
surface is created from the bulk with bulk composition, then a reaction occurs which changes
the surface composition.
The Figures 5.7, 5.8 show calculated values for the adsorption energy for different surface
covering. The adsorption of Al on the single-Al surface and of O on the double-Al surface
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Figure 5.7: Adsorption energy for Al on Al
terminated α - Al2O3.
Figure 5.8: Adsorption energy for O on Al
terminated α - Al2O3.
are considered. The adsorption energy is calculated as the difference of the partly covered
and the uncovered slab total energies. This energy can be considered to be the sum of the
surface energy of the underlying surface, the binding energy of the adsorbed atoms and the
surface energy of the complete surface. For both cases on top of the surface, Al or O has
created the bond length with lower layers equal to 1.97 Å, which corresponds to a covalent
bond.





Where N is the number of unit cells in the slab, NO and NAl are the number of the oxygen
and alumina in the slab, E0(Al) and E0(O) correspond to the atomic energies of Al and O.
The difference from the Equation 5.14 is now, of course, the formation energy of the
"surface" Al2O3, which adds to the calculated "surface energy". Thus we have to think of a
different type of reasoning to get the surface energy.
The differences in the calculated bulk energies depend on the slab thickness. These
differences are caused by displacements of the atoms in the inner part of the slab, and should
disappear for larger slab thicknesses. The slight differences in the relaxed in-plane lattice
constants are another indication of this problem. For the values in Table 5.5, this inaccuracy
amounts to 1% of the surface energy contribution. In rows 1 - 3 of Table 5.5, the slab
composition differs from bulk Al2O3, by several Al or O atoms. In these cases, the discussion
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of the surface energy becomes more complicated, because the additional atoms contribute to
the total energy.
Termination dslab1,2[f.u.] Vac.[Å] a1,2 [Å] ∆ E[eV] Bulk En.[eV/f.u.]
Al-Al 12, 18 10 4.83, 4.82 3.82 -2783.769
Al2-Al2 12, 15 15 4.80, 4,80 -1.61 -2783.772
O3-O3 11, 17 15 4.80, 4.80 -4.17 -2783.766
Al2O3 bulk — — 4.80 — -2783.773
Table 5.5: Studied energies of Al2O3 (0001) with different terminations and slab thickness.
The dslab is the thickness of slab within different termination, Vac. the thickness of a vacuum,
a length size of the surface, ∆E is the energy different between two thickness slabs in [eV],
and Bulk En. represents the energy of a bulk along of given termination.





Table 5.6: Atomic energy for selected PAW pseudopotentials for a free atom.
To calculate the surface energy, the binding energy of the surface atoms must be subtracted
from this value.
The last term approximately vanishes for a single adsorbed atom on a very large surface.
For oxygen, the fully covered surface contains three atoms per surface unit, while for Al
it is only one atom per unit surface. The Figures 5.7, 5.8 show that there is a significant
change at least for Al with decreasing surface coverage. It was observed that the underlying
surface relaxation tends to react to the presence of Al on top, which could be thee cause for
the change in energy. If on the other hand, oxygen is added in excess to the surface, the
whole stack reacts during the relaxation, most probably because the charge redistribution
takes place over a large volume.
In conclusion, it seems that none of the quantities related to the surface shown here
determine the surface energy alone. A combination of several ingredients is needed. The
character of the polyhedra distortions, their density on the surface and the possible relaxation.
The elastic modulus seems to be inappropriate because of the high symmetry of the crystal
compared to the surface structures.
Chapter 6
Interface energy investigation
Knowledge of the better interface structure and its energies are essential for the filtration
process, where it is important to control the kinetics, material growth, roughness, stability
and dissolution of substances. Due to the application, the strong bonding at the surfaces
may be required for ceramic-metal interfaces. The formation of a ceramic-metal interface
calls for lattice adjustments by the bulk materials, and notable progress is being made in
defining the atomic structure of interfaces. However, the number of systems studied so
far is rather limited. A large research effort is needed for the development of suitable
theoretical models to simulate the interfaces caused by thermodynamic or mechanical driving
forces. Interfaces can be pictured theoretically in different ways [180], depending on the
desired level of resolution. One of the approaches can make a macroscopic model of
interfaces. The thermodynamic phases can be treated separately, and the interface defines
suitable boundary conditions for their development. Coatings as thermal barriers or corrosion
protection are used by the manufacturers, where the lifetime and efficiency are important.
Understanding of the geometric and electronic properties of the interfaces is substantial in
advance to get a better coating process and material properties. Over the last half century,
researchers strived to gain the necessary understanding and optimise the mechanisms needed
to study mechanical, electrical and chemical properties of the interfaces [181–185]. However,
experimental complications have been linked to the investigation of immersed interfaces. The
theoretical difficulties arising from complex interfacial bonding interactions have hindered
the development of general, analytic models capable of accurately predicting the fundamental
interfacial quantities.
The filtration effect depends on interactions at the interface of the ceramic filter material.
Interestingly, various ceramic materials show different filtration efficiencies. Therefore, a
detailed understanding of the processes at the interface is of interest. Besides, experimenters
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observed that different solid - solid interfaces arise due to the filtration process inside the
filter.
This chapter described a first-principles calculation of the interface energy calculation for
the stable phase α - Al2O3 (0001) and Al (111) interface. In order to investigate the effect of
oxygen or aluminium termination, the calculation on Al2O3 with these two terminations was
carried out.
Furthermore, the solid-solid state reactions of the formation of interfaces between
MgTiO3(geikielite) ∥ TiO2 (rutile) and α - Al2O3 (corundum) ∥ TiO2 (rutile) was studied.
The crystallographic relations were investigated by X-ray diffractometry (XRD) [186, 18, 19].
The crystallographic orientations of the mentioned substances solid-solid interfaces via scan-
ning electron microscopy with energy dispersive X-ray spectroscopy (SEM/EDX), electron
probe microanalysis including wavelength dispersive X-ray spectroscopy (EPMA/WDX)
and by electron back-scatter diffraction (EBSD) were studied under the CRC 920 project.
Besides α - Al2O3 (0001) ∥ Al(111) interface, this chapter gives an investigation of
the MgTiO3(geikielite) ∥ TiO2 (rutile) and α - Al2O3 (corundum) ∥ TiO2 (rutile) literature
crystallographic orientations relationship versus the obtained crystallographic orientations
from CRC 920, subproject A06.
6.1 Interface energy of Al2O3 (0001) ∥ Al (111)
Provisionally, the Al (111) plane has been found to be the favoured interfacial plane
for epitaxial growth of Al on α-Al2O3 (0001) [187, 188]. The interface of Al2O3 with
Al is interesting since they are found practically at opposite ends of the range of oxide
formation temperature [189]. Transmission electron microscopy (TEM) [190] of the Cu ∥
Al2O3 interface has shown that Cu (111) is the preferred orientation [191]. However, no such
TEM data exists for the Al ∥ A2O3 interface. In both cases, the interface arises between an
fcc metal and Al2O3, hinting that Al will have the same crystallography orientation as Cu. It
is known that the stoichiometry of Al2O3 structure is a sandwich of aluminium and oxygen
atoms (see Figure 5.4) and that Al2O3 structure can be denoted within different terminations
in the (0001) plane. Here two terminations of Al2O3 structure were considered, a single Al
termination and an O termination. It is known [192, 168] that for an Al2O3 (0001) clean
plane, the stoichiometric surface termination is Al.
The slabs were obtained by defining a surface area which has the initial Al2O3 structure
(a = b = 4.75 Å, γ = 120o). The distance between the two substances is 1.8 Å in the case
of (Al2O3)Al and 2 Å when there is (Al2O3)O. After optimising the lattice parameters and
atomic positions, there is a slight shift of the atomic positions. After full optimisation of cell
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Figure 6.1: The illustration of the created interface of Al2O3 (0001) ∥ Al (111) with different
terminations of α - Al2O3 (0001).
parameters and atomic positions, the distance between Al2O3 within O-terminated sublattice
and Al (111) becomes 1.85 Å after. Nevertheless, in the case of Al2O3 with Al termination,
the optimisation was achieved in a way that one of the Al atom moved toward the O atom,
which lies down under the Al atom (the distance became 1.94 Å). Moreover, the other Al
atom of Al (111) moved a little further away from Al2O3 Al atom (in the distance 2.5 Å).
To get a more profound understanding of the matter of created interface was done
a calculation of the charge density distribution at the interfaces for those two different
terminated slabs.
For the α - Al2O3 (0001) ∥ Al (111) slab interface calculation, the Quantum ESPRESSO
code using PAW pseudopotentials was used with the exchange-correlation functional gener-
alised gradient approximation (GGA). A cutoff energy of 90 Ry was obtained as a reasonable
setting after convergence test, and the effective potential was expanded in reciprocal space on
a grid with a cutoff frequency equivalent to 360 Ry along with the k-points grid of 5×5×2.
The charge density calculations were carried out with same settings.
6.2 Interface energy of MgTiO3 ∥ TiO2 and Al2O3 ∥ TiO2
TiO2 can arise through three different polymorphisms which are called brookite, rutile and
anatase. Nanoparticles often established a brookite - TiO2 [193, 194]. TiO2 - rutile is a high-
temperature stable phase. It is stable above 850 K and the transition to the low- temperature
anatase phase can be suppressed [195]. The TiO2 - rutile has the highest dielectric constants of
the all binary oxides [196] which performs TiO2 - rutile as a dielectric in different applications.
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Numerous investigations have studied TiO2 on perovskite substrates, such as LaAlO3 and
SrTiO3 [197, 198], and homoepitaxial growth on TiO2 - rutile single crystals [199]. TiO2 -
rutile has also been grown on (Al)GaN [200]. The common growth is found to be independent
of the oxygen pressure that all substances were grown in. The oxygen - rich regime and Ti
flux limit the growth [18]. Several epitexial orientation relationships are reported in literature,
for instance TiO2 [111] ∥ Al2O3 [421] [201, 202] and TiO2 [101] ∥ Al2O3 [012] [18].
Figure 6.2: The orientation relationship of
the interface found by X-ray diffractoma-
try XRD [18]. The picture illustrates the
Al2O3 {012}[100] and TiO2 {101}[010] in-
terface.The green colour represents Ti atoms,
blue is Al, and the red are O.
In particular, TiO2 and Al2O3 structures
show similarities in the arrangements of the
oxygen octahedra.
It is know by MgO ∥ TiO2 bulk phase di-
agram that various compounds may arise,
like Mg2TiO4, Mg2Ti2O5, MgTiO3 [203–
205]. The first formed phase in a thin-film
solid state reaction [19] was reported. It was
shown that only MgTiO3 phase was grown
of TiO2 - rutile and the different surface ori-
entations between the two substances were
studied. The crystallography relations were
investigated by X-ray diffractometry (XRD)
and transmission electron microscopy [19].
It was found that MgTiO3 [110] and TiO2 -
rutile [100] planes are parallel to each other
and create a solid - solid interface [19].
When TiO2 - rutile was exposed to
molten aluminium, acid chemical interac-
tions arise at the interface driving the forma-
tion of a layer of thermodynamically stable
corundum. In the case of exposure to molten
aluminium alloy, corundum formation was
headed by a layer of the transitional phase MgTiO3. Al2O3 and MgTiO3 with determined
orientation relationships to the TiO2 - rutile properties acted as a barrier among TiO2 and the
respective melt.
TiO2 accumulated on corundum (α - Al2O3) substrate is used in the manufacture of
ceramic filters for aluminium alloy melt filtration. Ceramic foam filters coated with TiO2
show the reasonable filtration efficiency. Meanwhile, it yields to the high melt flow rates
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Figure 6.3: The orientation relationship
of the interface found by X-ray diffrac-
tomatry XRD [19]. The picture illus-
trates the MgTiO3 {110}[110] and TiO2
{100}[001] interface. The orange colour
corresponds to Mg, the blue ones are Ti,
and the red balls are O.
[206]. Recently, it was revealed for TiO2 coated ceramic foam filters that it reach out as a
"reactive" filter surface [207, 208]. The formation of α - Al2O3 was found to be caused by
the chemical reaction with the TiO2 coated filter surfaces during a filtration process [208].
Supplementary phases of α - Al2O3 appear after long process times [208]. The TiO2 is a
reactive coated filter surface decreasing the oxygen access to the molten metal accompanying
it via the formation of the MgTiO3 and Al2O3 solid states [206].
By the references [18], TiO2 can be grown substance on Al2O3 surfaces via molecular
beam epitaxy method. It was noted that the surface morphology changes due to the change
of oxygen flux to the surface.
Under the CRC-920 project within subproject A06, experiments using a Spark Plasma
Sintering (SPS) device were performed to reflect the heat treatment as a standard aluminium
casting besides the melt flow. It is admitted that the low-indexed crystallographic orientated
substance interfaces should form preferentially the orientations given in the literature. The
obtained products were analysed via scanning electron microscopy with energy dispersive X-
ray spectroscopy (SEM/EDX), electron probe microanalysis including wavelength dispersive
X-ray spectroscopy (EPMA/WDX) and by electron back-scatter diffraction (EBSD). The
local orientation relationship between the formed α - Al2O3 crystal growing onto the TiO2 -
rutile matrix occurs according to the relationship {100}[010] α- Al2O3 ∥ {001}[100] TiO2.
This orientation relationship has already been described in the literature [209].
The subproject A06 - CRC 920 found that MgTiO3 formed after short annealing between
alloy and TiO2. The MgTiO3 prevents the contact of the molten aluminium alloy with
the TiO2 - rutile coating, thereby inhibiting the further interaction between the ceramic
filter surface and the metal melt. Nevertheless, MgTiO3 is not a stable phase at the high-
temperature range [210]. So far, it is the only solid phase found outside of Al, Si (in the Al
alloy) and TiO2 (disregarding the corundum substrate). Consequently, can be considered the
TiO2 - rutile coating on ceramic filter material as a precursor since it impacts for the formation
of MgTiO3, which, as the originally formed interim phase, is persistent enough to encompass
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the direct reduction of TiO2 and prevent the formation of thermodynamically stable corundum.
MgTiO3 behaves as a diffusion barrier not only limiting the corrosion of TiO2 - rutile but also
preventing the undesired impurity of the alloy melt. A determined orientation relationship
between MgTiO3 and TiO2 crystal growth as {001}[010] TiO2 ∥ {100}[001] MgTiO3.
However, this particular crystallographic orientation between those two phases has not been
reported in the literature.
TiO2 has a tetragonal unit cell in P42/mnm space group (#136) with cell parameters
a=b=4.65 Å and c=2.95 Å . The Ti cations surrounded by six O atoms which build an
octahedra, and O anions have a coordination number of three, which corresponds to a trigonal
site.
MgTiO3 is in the trigonal crystal system in space group R3 (# 166) with lattice parameters
a = b = 5.05 Å , c = 13.9 Å , α = β = 90o, γ = 120o.
For MgTiO3 ∥ TiO2 and Al2O3 ∥ TiO2 slab interfacal calculation the Quantum ESPRESSO
code using PAW pseudopotentials with the exchange-correlation functional generalised gra-
dient approximation (GGA) was used.
6.3 Results and Discussion
6.3.1 Methods of calculations the interface energy
DFT calculations were used to gain an understanding the presented interface orientations
and to find out which one will be favourable. Knowledge of the interface energy of each
given orientation’s relationship can yield the comprehension of presented crystallographic
orientations.
The interface energy calculation was done with respect to the slab and bulks calculations.
The slab is a box, which contains several atomic layers cleaved from the corresponding
materials, which form the interface. The interface is created according to the crystallographic
orientation suggested by experiment. Moreover, the bulk estimates as a box of substance,
which is included in the slab calculation. For obtaining the interface in the given orientations,
the bulk structure of each substance in found crystallographic orientation was created.
Afterwards, the slab was built, which is two given bulk structures one on top on other. At
this stage, one should pay attention to the fact that the lattice parameter of the bulk structures
should be nearly equal. For obtaining the interface energy of the built slab several calculations
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where σ is an interface energy, Eslab, Ebulk1 and Ebulk2 are total energies of the slab and
bulks from the ab-intio DFT calculation, and A represents the interface area.
6.3.2 Results of Al2O3(0001) ∥ Al (111) interface energy
First, the accuracy of the computational approaches is confirmed by calculating the bulk
properties of Al(111) and α-Al2O3 (0001) of the corresponded structure.
For Al2O3 (0001) and fcc Al (111), the obtained slab in the two formula unit bulk from
Al2O3 and Al bulk within four layers is considered. The Al(111) have been stretched a little
to obtain the interface between two substances since the α - Al2O3 (0001) surface is on the
lattice plane with parameters a = b = 4.74 Å, but Al (111) plane has a = b = 4.049 Å lattice
parameters. The created slabs had a = b= 4.75 Å, c = 27.80 Å (Al - termination) or c
= 21.99 Å (O - termination), α = β = 90o and γ = 120o. After full relaxation of lattice
parameters and atomic positions were obtained the following cell - parameters a = 4.84 Å,
b = 4.93 Å, α = 91.90o, β = 93.01o, γ = 119.90o and the slab thickness was 27.80 Å in the
case of α - Al2O3 (0001) Al - terminated interface slab. On the other hand, in the case of
Al2O3 (0001), O - terminated interface slab after full optimisation of lattice parameters and
atomic positions resulted in a cell with a = 5.3 Å, b = 5.21 Å, α = 86.93o, β = 93.91o, γ =
94.38o within a slab thickness c = 21.99 Å.
Initially, the bond length between two surface atoms which lay on the interface was
considered d = 2.7 Å in the both cases of the slab where α - Al2O3 (0001) surface is O-
terminated or Al - terminated. After optimisation of the lattice parameters with the atomic
position the Al (111) bulk went into α - Al2O3 (0001) surface and the bond lengths became
as initiated in the α - Al2O3 structure, d = 1.87 Å or 1.93 Å.
Structure Termination Natom Etotal[eV]
Al2O3 Al 30 -16735.96
Al2O3 O 28 -15609.36
Al - 16 -7524.57
Al2OAl3 /Al 46 -24271.12
Al2OO3 /Al 44 -24267.79
Table 6.1: The number of the atoms in the particular created structure with its total energy
calculated via DFT.
Results for interface energies in the case of different terminated Al2O3 ∥ Al can be found
in table 6.2. From these values, it is clear that the O-terminated surface is favourable but also
Al-terminated surface can be considered since it is preferred one compare with the separate
bulk structures. It was reported by Zhang and Smith [211] that the Al2O3 ∥ Al interface
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is likely preferred in an oxygen - rich interface formation. In addition, it was established
that Al2OO3 ∥ Al interface is more stable then Al2OAl3 ∥ Al. Nevertheless, it is acknowledged
[192, 168] that for a clean Al2O3 surface, the stoichiometric surface Al2OAl3 is the stable.
Interface Contact area A(Å) σ [J/m2]
Al2OAl3 /Al 23.86 -2.43
Al2OO3 /Al 27.61 -3.07
Table 6.2: The calculated interface energies in the case of different orientated α - Al2O3
(0001) ∥ Al (111). A is the interface contact area.
D. J. Siegel et al. [212] Al2OO3 ∥ Al with the interface energy equal -1.28 [J/m2] found
as a favourite termination. Moreover, for the Al2OAl3 ∥ Al interface energy was reported
to be equal to 1.34 [J/m2]. Experimentally, adhesion data for Al2OAl3 ∥ Al scaled to 0 K is
estimated as 1.13 [J/m2] [213]. In addition, Merlin and Eusthopoulos found an interface
energy equal to 1.07 [J/m2] at T = 1750 K. And interface energies given by Zhang and Smith
[211] are: Al2OAl3 ∥ Al has 1.078 [J/m2], Al2OO3 ∥ Al has 10.095 [J/m2] and for Al2OAl23 ∥
Al interface the interface energy was obtained 1.433 [J/m2].
With those diverse interface energy values given in the references and particularly ob-
tained from DFT-calculation, it is difficult to make a comparison and build fundamental
conclusions.
Figure 6.4: The charge density of α - Al2O3 (0001) ∥ Al (111) interface, within a differ-
ent terminated Al2O3 analysed via electron localisation function (ELF). The blue colour
represents the negative charge and red colour corresponds to positive charge.
Apart from analysing the atomic structure and interface energies of Al2O3 (0001) ∥ Al
(111), it has used the Effective Screening Medium Method [175] as implemented in the
Quantum Espresso code to characterise the nature of the interface’s electronic structure and
its bonding in respect to charge distribution.
The description of the charge density of Al2O3 ∥ Al slab (in different terminated Al2O3)
is illustrated in figure 6.4, which is analysed via electron localisation function (ELF). ELF
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subtracts to identify the regions of space that holds a high concentration of paired and
unpaired electrons, which can afterwards be defined as bonds, lone pairs and dangling bonds.
As shown in the figure 6.4, the slab the part, which represents Al2O3 has a clear distribu-
tion of changes and one can see the ordered bonds. In the case of the Al part of the slab, a
particular colour cannot be clearly distinguished. Figure 6.4 also presented the charge pro -
atom area versus slab thickness, where one can see that in that part of interface the charge
distributions are different for different terminated Al2O3. For O - terminated the case it is ≈
0.08 and in the Al - terminated one ≈ 0.48. This differences can be explained by the bonding
effect, in regards to the process that Al (111) bulk is getting more into the Al2O3 bulk when
there is O - termination then Al - termination.
6.3.3 Results of of MgTiO3 ∥ TiO2 and Al2O3 ∥ TiO2 interface energy
The method of creating MgTiO3 ∥ TiO2 and Al2O3 ∥ TiO2 interface slabs was done as it
was explained in section 6.3.2.
The MgTiO3 {100}[001] ∥ TiO2 {001}[010] [19] interface slab was made by stretching
the TiO2 bulk structure from one side in ≈ 1 Å. Following the full optimisation of the slab
structure the cell parameters a = 16.78 Å, b = 15.32 Å, c = 7.53 Å and α= 88.81o β =
83.53o γ = 96.1o were obtained. The optimised parameters were achieved within settings
with the generalised gradient approximation (GGA). Single-electron Kohn-Sham states were
calculated on a k-point grid of 3×3×3 points, and the valence electron wave functions were
extended in a plane wave basis, with a cutoff energy of 80 Ry and the effective potential was
reached in reciprocal space on a grid with a cutoff frequency equivalent to 320 Ry.
Structure Orientation Natom N(f.u.) Etotal[eV]
MgTiO3 {001}[110] 105 21 -32533.14
TiO2 {100}[001] 54 18 -17444.84
MgTiO3 ∥ TiO2 159 – -49976.43
Al2O3 {012}[100] 60 12 -5094.78
TiO2 {101}[010] 18 6 -33408.01
Al2O3 ∥ TiO2 78 – -38517.19
Table 6.3: Crystallographic relationship found in the literature. In the table, given the number
of the atoms in the particular created structure with its total energy calculated via DFT are
given.
The Al2O3 {012}[100] ∥ TiO2 {101}[010] [18] was obtained by stretching TiO2 in a way
that lattice parameters stay the same and only the angle γ was changed from 90o to 120o. The
optimised cell parameters of Al2O3{012}[100] ∥ TiO2{101}[010] slab was accomplished as
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a = 6.3 Å, b = 28.32 Å, c = 6.6 Å, α = 86.43o, β = 91.26o and γ = 106.83o. Slab optimisation
was done within a generalised gradient approximation (GGA) and a k-point grid was set as a
8×2×9, cutoff energy set to 70 Ry, and the effective potential was reached in reciprocal
space on a grid with a cutoff frequency equivalent 280 Ry.
The calculated total energy of each of bulk structure and slab are given in the table 6.3.
The results relating to equation 6.1 are given in table 6.5.
The established orientation relationship between TiO2 - rutile and corundum, {001}[100]
TiO2 ∥ {100}[010] α - Al2O3, has been described by Chen et al. [209] for the deposition of
TiO2 - rutile in a single crystal of {100} - oriented α - Al2O3 (sapphire). In the reference,
the oriented growth is explained by a similar arrangement of the oxygen sublattices in the
given orientation, resulting in small lattice misfits of -3.6% along [010] α - Al2O3 and +5.8%
along [001] α - Al2O3. The associated residual stresses are minimised by the mobility of the
Ti atoms c-axis directional growth [209].
The structure with its orientation and total energies calculated via DFT for bulk and slab
are presented in table 6.4.
After optimization, the MgTiO3 {100}[001] ∥ TiO2 {001}[010] slab lattice parameters
and atomic positions became a = 5.66 Å, b = 18.63 Å, c = 5.63 Å, α = 88.37o, β = 91.89o,
γ = 94.49o. A a cutoff energy of 95 Ry was used, and the effective potential was expanded
in reciprocal space on a grid with a cutoff frequency equivalent to 380 Ry along with the
k-points grid of 12×3×14.
Structure Orientation Natom N(f.u.) Etotal[eV]
MgTiO3 {100}[001] 30 5 -8677.73
TiO2 {001}[010] 15 5 -4048.97
MgTiO3 ∥ TiO2 45 – -12748.42
Al2O3 {100}[010] 90 18 -44605.64
TiO2 {001}[100] 51 17 -25346.46
Al2O3 ∥ TiO2 141 – -70027.39
Table 6.4: Crystallographic relationship found from subproject A06 - CRC 920 examining
the samples of corundum, which were coated by rutile and brought in contact with molten
aluminium powder or molten aluminium alĺoy. In the table, the number of the atoms in the
particular created structure with its total energy as calculated via DFT are given.
After optimization, the Al2O3 {100}[010] ∥ TiO2 {001}[100] interfaceal slab got cell
parameters like: a = 16.88 Å, b = 12.93 Å, c = 8.5 Å and α = 89.49o β = 88.62o γ =
88.82o within a settings of the cutoff energy 60 Ry. The effective potential was expanded
in reciprocal space on a grid with a cutoff frequency equivalent to 240 Ry along with the
k-points grid of 8×2×9.
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In the table (6.5) the first two lines are the interface crystallography orientation found
in the literature. The third and fourth lines are the interface orientation determined from
subproject A06 - CRC 920. The interface energy values calculated from DFT show that an
interface crystallography orientation estimated from subproject A06 - CRC 920 are the more
convenient in contrast with ones discovered in the literature. The minus sign indicates that
the formation of the particular interface is more favourable than the separate state of the two
bulk structures.
Interfaces Orientation Contact surface σ [J/Å2]
A[Å2]
MgTiO3 ∥ TiO2 {001}[110] ∥ {100}[001] 126.35 0.14
Al2O3 ∥ TiO2 {012}[100] ∥ {101}[010] 41.58 -4.15
MgTiO3 ∥ TiO2 {100}[001] ∥ {001}[010] 32.12 -4.95
Al2O3 ∥ TiO2 {100}[010] ∥ {001}[100] 105.43 -6.78
Table 6.5: The interface energy of the discussed crystallographic orientations calculated via
DFT.
The calculated interfacial energies indicate that the found orientation relationships are
energetically preferred in comparison to the reference orientation relationships that have
been taken from the literature.
The chemical reactions, TiO2 is reduced to Ti which is released into liquid aluminium or
aluminium alloy melt. The reduction of TiO2 by aluminium directly leads to the formation of
thermodynamically stable α - Al2O3 and for a formation of MgTiO3 necessitates the release




The study by subproject A06 revealed from the examinations on the long-time annealed
samples that the release of Ti, which is certainly affiliated with the formation of α - Al2O3 in
agreement with a thermodynamic equation 6.2 did not govern to the presumed precipitation
of Al3Ti. Furthermore, in the final solidified aluminium, the amount of Ti increase is not
discernible. This rare appearance of Ti was associated with the very thin layer of corundum
formed at the interface Al ∥ TiO2 and, consequently, the overall small reaction volume
resulting in a small amount of metallic Ti being released. Additionally, the α - Al2O3
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interlayer was shown to inhibit further TiO2 - Al and Mg interaction attending to a halt in the




This dissertation has seven chapter including summary and outlook chapter. In each
chapter, a short introduction to the chapter is given where the main investigation questions
are discussed. Then a review of the structures and their behaviour. Moreover, each chapter is
completed with methods and results.
The key aspects of this dissertation were to reproduce the open pore ceramic filter mate-
rials, their coated interfaces and inclusions materials without any input from experimental
data. The aim is to provide a basis for the improvement of realistic data, which may be used
for the future development of filter materials and improvement of the filtration process since
the interest in removing inclusions in metal making and usage is growing. The essential part
of the dissertation is the study of the thermodynamic data and the phase formations that are
of concern due to the casting process of aluminum - based light alloys. In the aluminum -
rich alloys, even a small amounts of Fe causes the formation of intermetallic compounds.
Therefore the knowledge of aluminum - based binary and ternary intermetallic phase systems
are remarkably constrained. Nevertheless, the thermodynamic experimental data for some
intermetallic phases are abstaining. However, the empirically calculated data (e.g. specific
heat capacity, thermal expansion coefficient), for instance, using the Neumann - Kopp rule
does not always give a reasonable result. Accordingly, on the thermodynamic properties
different Al-Fe intermetallics were investigated. Moreover, the focus of this study was on η -
Fe2Al5, ε - Fe5Al8 and τ4 - Al3FeSi2 intermetallic phases.
For prediction of the thermodynamical properties, the density functional theory (DFT) as
implemented in the Quantum Espresso code was used. It is a theoretical calculation which
does not require experimental input data. The inputs of this method are the crystallographic
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information file (CIF) of the systems. Furthermore, from the calculated DFT total energy as
a function of volume, the pressure can be obtained, so then the Gibbs energy as a function of
pressure and temperature can be presented. Then the Gibbs energy as a function of pressure
and temperature brings the possibility to derive all the thermodynamic quantities. In addition,
the DFT calculation provides the quantum mechanical forces between the atoms. Thus forces
can be used for the calculation of the elastic properties of the crystals.
As it is discussed in Chapter 3, usually the intermetallics have a large unit cell or with
partially occupied sites of atomic positions. Consequently, for DFT calculations one needs
to have certain given atomic positions. Therefore, the η - Fe2Al5 structure was provided as
an approximate structure, and as a result, from the orthorhombic with space group (SG #63,
Cmcm) it became monoclinic with space group (SG #12, c2/m). Hence, the SG #12 requires
13 independent elastic constants which are shown in equation 3.1 in GPa using the Voigt
notation for the elastic force constant tensor. According to Voigt notation, the bulk modulus
is BV = 125.7 GPa, and the shear modulus is GV = 85.0 GPa at T = 0 K. Afterwards, the
pwtools package was employed [109] to obtain the complete thermodynamical calculations
by creating nine 2× 2× 2 supercells. The full relaxation mechanism was repeated for a
different volume in the range of -1 to 5% compared to the relaxed volume, since, as a result of
this volume change, the atoms were not located in their equilibrium positions. Then, the slight
displacement of the single atomic position of each supercell was created by the phonopy code.
Overall, 14 displacement structures were sufficient, if there was no broken symmetry.The
predicted heat capacity of the η - Fe2Al5 is given in figure 3.10. From this result it can
be concluded that the approximated structure works very well at the low temperatures
down to 460 K. The high temperatures stabilise the disordered structure as a result of partial
occupancy. As a result, it can be explain the slightly smaller result of the specific heat capacity
as calculated by DFT in comparison to the experimental values measured using differential
scanning calorimetry (DSC). However, the calculation of thermophysical properties was
performed up to 2000 K. This is above the 1431 K melting point of η-Fe2Al5.
The next binary system under investigation was ε - Fe5Al8, which is the high-temperature
phase and it is stable between 1368 - 1504 K. This structure has been found as a full occupied
structure. The unit cell parameters are a = b = c = 8.97 Å, α = β = γ = 90o and there are
52 atoms in a unit cell. With this amount of atoms, the creation of a 2× 2× 2 supercell
structure would give a large cell with 432 atoms in it. With this vast atomic numbers, the
calculation via DFT is not reasonable due to it the high cost. Therefore, in the case of the
ε-Fe5Al8 phase, the thermodynamical calculations were accomplished by creating 1×1×1
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so-called supercells, which were used for the phonon calculations at the gamma points. Ten
displacement structures have been set up for ten different volumes with the corresponding
space group. The change of the cell volume was in the range of -15 to 5 %. The obtained
energy - volume curve and the phonon density of state is shown in figures 3.11, 3.12. It is
shown that the ε-Fe5Al8 phase with the given structure has an tendency to be under pressure.
This kind of behaviour can be explained due to the fact, that the ε - Al8Fe5 structure is a high
- temperature existing structure. Nonetheless, the DFT calculation is done at T = 0 K. An
obtained bulk modulus is B0 = 152.46 GPa, and the optimised volume is V0 = 668.93 Å3.
According to the space group #217, there are three independent elastic constants which are
given in equation 3.2, in Voigt notation. The unit of the matrix entries is GPa. The specific
heat capacity achieved by DFT calculations is presented in figure 3.10. The experimental
results from differential scanning calorimetry (DSC), which is the blue line in the figure, is
very high and has sharply increasing behaviour. This prototype of conduct corresponds to the
point when one sees the phase transition, or it reaches the melting point. The estimated result
of Neumann-Kopp is between two results from DFT and DSC. The green line presented in
the figure is a predicted thermodynamic calculation by the code from T. Zienert (subproject
A03). There was no data available for ε - Fe5Al8 phases to have a comparison.
The ternary Al-Fe-Si system and its thermodynamic properties were considered under this
study. There are eleven ternary phases of Al-Fe-Si system. The investigation was gone on τ4
- Al3FeSi2, which is orthorhombic with a space group Pbcn and has the lattice parameters a
= b = 6.061 Å, c = 9.525 Å and α = β = γ = 90o. After full optimisation of the structure cell
parameters and atomic positions, the obtained structure had cell parameters a = 6.06112 Å,
b = 6.05789 Å, and c = 9.46554 Å, with α = β = γ = 90o in the space group Pbcn (SG
#60). The energy-volume curve and the phonon density of state for τ4 - Al3FeSi2 structure is
obtained by the volume change in a range of 10% compared to the relaxed volume. In total,
ten structures were considered. The calculated Al3FeSi2 elasticity tensor is shown in the
table 3.3 in GPa, in Voigt notation. The obtained shear modulus is G = 82 GPa, Poisson ratio
is ν = 0.22 and a bulk modulus is B0 = 120 GPa. The calculated elasticity tensor is shown in
the equation 3.3 in Voigt notation. The estimated numerical error is indicated in parentheses
C12, and C21 have some differences, although due to the symmetry they should be equivalent.
However, these differences fall well within the given error ranges. The calculated specific
heat capacity is shown in figure 3.16, where the DSC measurements of cP is also given. They
are in good agreement at the high temperatures between 900 - 1000 K whereas the predicted
specific heat capacity from Neumann-Kopp rule at the low-temperature range, like 300 -
600 K, shows good agreement with DFT calculation. However, at 900 K there are substantial
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differences between two curves. The Neumann - Kopp rule cannot successfully completely
qualify the specific heat capacity.
These results would help to gain data over a wide temperature range since there are
certain difficulties in measuring the specific heat capacity of the different compounds, and
the empiric Neumann - Kopp rule does not always yield a reasonable result. Besides, this
results can take part in CALPHAD type assessment.
Since the surface chemical composition of the ceramic filters has a significant impact on
the filtration efficiency, the investigation of surfaces and interfaces are crucial. The main
substance of the ceramic filters is the Al2O3. Moreover, the filters are used for a filtration
of the metal melts. Therefore, there is a purpose of investigating the possible to occur of
interfaces between the several compounds in the system Al-O-Fe. Chapter 4 presented the
study of the formation of hercynite (FeAl2O4) in the selected solid state reactions of corundum
(α - Al2O3 ) with iron which may occur at a ceramic filter and metallic melt interface. The
enthalpy calculation for different structures like FeO, FeAl2O4, Fe2AlO4 and FeAlO3 was
done. In the case of Al2O3 three phase structures, such as α , κ and γ were considered. Three
of the discussed alumina and Fe-alumina structure types are shown in figure 4.1.2. The DFT
calculations were done using the WIEN2k Linear Augmented Plane Wave package[141].
The obtained enthalpy of α , κ , γ at T = 0 K is displayed on the right side of the figure 4.2.
The calculated bulk modulus - B in GPa unit compare with the data found in the literature are
given in the table 4.2 in the case of all considered structures. The slight differences between
DFT calculated and experimentally observed values of the bulk modulus may occur respect
to the lattices defects, temperature and its microstructure’s impurity effects on the other
hand, and the type of included exchange-correlation approximation with the help of which is
obtained the total energy in the DFT calculations. The calculated properties of the alumina
phases are collected in table 4.1. The total energy of κ and γ phases have small differences
from the α phase: 0.08 eV and 0.22 eV, respectively. The calculated phase transformation
between α , κ and γ occur at negative pressure as shown in on the right hand side of figure 4.2.
This condition can be achieved through chemical pressure, for instance, caused by vacancies
that stretch the surrounding lattice. Identically, thermal expansion stretches the lattice. The
significant effects of thermal motion are, however, not included in the calculations. The
experimental comments indicate phase formations on the filter surface. Employing the
calculated total energies, the energy differences between several possible phases in their
ground state are calculated. This difference is determined by the energy gain from chemical
bonding only because thermal effects are not included. The considered reactions are shown
in table 4.3. The reactions of Al2O3 with Fe are in rows 1 - 2, 8, and with FeO are in rows
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3 - 4. The energies are calculated per formula unit of Al2O3 to make them comparable.
An obtained result is definite that only the reaction of Al2O3 with FeO gains energy to
produce hercynite with the chemical reaction Al2O3 + 5FeO↔ Fe2AlO4 +Fe or FeAlO3
with Al2O3 +3FeO↔ 2FeAlO3 +Fe, even though the FeAlO3 compound crystallises only
below the melting point of iron. The justification of the energy gain may be related to the
FeO instability. However, as know, FeO is not a component of the melt. Instead, FeO
can be considered as an approximation the oxygen dissolution in the iron melt. The most
unfavourable one is a reaction of Al2O3 +5Fe↔ 3FeO+2FeAl. The conclusion here is that
for the formation of hercynite needs extra oxygen from external sources. The replacement
of the α phase by the κ or γ metastable alumina phases cause the results of the calculated
energies in the reactions to slightly shift. So if the filter surfaces are presented as one of the
metastable phases still will be the preferred reaction will still be hercynite.
Although the Al2O3 surfaces are highly studied metal oxide, it was considered as an
object of this study since it is the main component of the ceramic foam filters. The aim was
to control the processes that take place during filtration at the Al2O3 surfaces and to obtain a
quantitatively qualitative understanding of the nature of interaction with adsorbates due to
the filtration process. The calculation of the Al2O3 surface energy was done concerning the
slab, which got the sufficient thickness of bulk and vacuum after convergence tests. The DFT
calculations of surface energy were performed for various Al2O3 slabs with different surface
orientations and terminations. The calculated results which are given in table 5.1 are in good
agreement with literature. The energies of Al2O3 (0001) with different terminations and
slab thickness (see table 5.5) were studied. In the case of Al1-Al1, Al2-Al2 and O3-O3 the
slab composition differs from Al2O3 by several Al or O atoms. The approximate adsorption
energy was compared to the binding energy of Al2O3. For an unrelaxed Al2O3 (0001) surface
comparison of symmetric - Al, double - Al and unsymmetrical Al - O total energies versus
the layer distance is shown on the left side of the figure 5.5. In the same figure’s right hand
side, the stress for the all cases directed perpendicular to the plane are shown. The energy
of the free atom in relation to the PAW pseudopotential (see table 5.6) also was subtracted.
It was found that the (0001) plane has the lowest surface energy with a value of 1.5[J/m2],
followed by the (1010) plane with 1.6[J/m2]. The highest value was found for the (2243)
plane for α - Al2O3. In conclusion, it appears that none of the quantities correlate to the
surface as found in Chapter 5 determine the surface energy alone. A combination of several
components is needed. The character of the polyhedra distortions, their density on the surface
and the possible relaxation. The elastic modulus seems to be inappropriate because of the
high symmetry of the crystal compared to the surface structures.
98 Summary and outlook
Awareness of the better interface composition and its energies are essential to the filtration
process, where it is critical to control the kinetics, material growth, roughen, stability and
dissolution of substances. Due to the application, the strong bonding at the surfaces may be
required for ceramic-metal interfaces. Coatings as thermal barriers or corrosion protection are
used by the manufacturers, where the lifetime and efficiency are important. Understanding
in advance the geometric and electronic properties of the interfaces is vital in advance to
get a better coating process and material properties. Therefore DFT calculation of the
interface energies of α - Al2O3 and Al(111) interface was done. Moreover, the solid - solid
state reactions of the formation of interfaces between MgTiO3 (geikielite)/TiO2 (rutile)
and Al2O3/TiO2 (rutile) was studied and described in Chapter 6. The interface energy
calculation was done with respect to the slab and bulk calculations via DFT calculation.
The α - Al2O3/Al(111) interface was studied due to different termination of the α - Al2O3
surface (Al and O terminated). Although, the Al-terminated α - Al2O3 is considered as
a stable structure, in the case of an interface, one can claim that the O-terminated α -
Al2O3 is favourable for the α - Al2O3/Al(111) interface due to the interface energies. The
interface energies of α - Al2O3/Al(111) interface with different termination are given in
table 6.2. The TiO2 (rutile) with MgTiO3 (geikielite) and α - Al2O3 were examined. The
studied crystallographic orientations have been found in the literature. The samples under
study consisted of corundum, which was coated by rutile and then brought in contact with
molten aluminium powder or molten aluminium alloy. In table 6.3, the total energies of
the crystallographic orientations from literature can be found. From the samples found in
subproject A06 - CRC 920 are presented in table 6.4. The results of the DFT calculated
interface energies are in table 6.5, which shows that the observed crystallographic orientations
in the samples are more favourable than the ones which are given in the literature. It was even
found that one of the crystallographic orientation (MgTiO3 {001}[110] / TiO2 {100}[001])
should not take a place.
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7.2 Outlook
This dissertation presents some reliable results for the specific heat capacity of Al-Fe
binary and Al-Fe-Si ternary phases. For a more broad knowledge base of phase diagram
and phase transitions, other systems which were not under investigation of this study should
also be considered. However, it is not so straightforward, as it was already mentioned, since
Al - Fe phases usually have large unit cells in a formula unit. Therefore, DFT is a very
time-consuming calculations from one side, and it cost too much to implement this kind of
calculations from the other side. For that reason, the ε - Al8Fe5 structure was studied within
gamma point.
The fundamental interactions, possible chemical reactions on the filter surfaces, filter
surface and interface surface energies were under the interest of this study.
The next aspect of the dissertation is phase formation due to the filtration process.
Therefore, the Al2O3 - Fe interface has been investigated with respect to the various chemical
reactions in their solid state. As reported in Chapter 4 at the Al2O3 - Fe interface hercynite
Fe2AlO4 within solid state chemical reaction most likely formed. Besides, it is shown that
only Al2O3 with FeO reactions are in an energy gain, which can be reformulated since
the formation hercynite needs extra oxygen from external sources. As another aspect, the
differences like solid - solid chemical reactions and solid - liquid chemical reactions which
take place in the filtration process should also be considered.
The different planes of Al2O3 surfaces were modelled as a main substance of the ceramic
foam filter material. The main focus was to find the relation between surface energy and
other quantities which may lead to an easier and less time - consuming method of calculating
the surface energy. As a result, the binding energies of oxygen, alumina, and corundum
were considered. However, other methods for determining the binding energy to the surface
should be considered, for example, the use of interatomic forces.
Due to the application, the control of the kinetics, material growth and stability is impor-
tant at ceramic - metal interfaces. The filtration effect depends on interactions at the interface
of the ceramic filter material. So a coating may appear as a thermal barrier or corrosion
protection. Understanding of the geometric and electronic properties of the interfaces is
important to obtaining a better coating process and material properties. The filtration effect
depends on interactions at the interface of the ceramic filter material. Interestingly, various
ceramic materials show different filtration efficiencies. Although an investigation of the
Al2O3(0001) /Al(111) interface energy was done for two different terminated Al2O3 surface,
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it remains a question about the dependence of interface energy versus distance between
two substances. This concept was not investigated by this study. The same worries can be
expressed for other interface calculations which are presented in Chapter 6.
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Appendix A
QUANTUM ESPRESSO settings test
k-points
The Brillouin zone is sampled in reciprocal space set of points (k-space). For all cal-
culations, a automatically generated uniform Monkhorst-Pack grid was used [214]. The
greater the number of points for each dimension, i.e. the more dense the grid, the greater the
numerical cost, since most of the steps in the program code has to be done for each point.
ecut
It is given for wave functions the kinetic energy cutoff. These wave functions can be
expressed by Foueier series in 3D ∑k ũkekr which is built from the basic functions ekr that
represent the travelling plane waves. For a given cutoff, the basis includes only waves with
energies less than Ecut = h̄2/(2m)|k|2.
degauss This setting is needed when calculating metals. It describes the gaussian spread-
ing for the Brillioun zone integration. In other words, it smears out the Fermi level such that
more k-points will be on the fermi surface. Smearing is a crucial setting for metals. Without
having set this, it is possible, that none of the calculations will converge within a reasonable
time or accuracy.
ecutrho is an energy cutoff like ecut, but this parameter to describe the charge density
instead of the wave function. Usually, a good guess for its value is four times the ecut
parameter, but should be checked regardless of this suggestion.
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A.1 Convergence tests for k-points and cutoff
Figure A.1: Convergence test for GGA pseudopotentials cutoff for τ4 - Al3FeSi2 structure.
As shown in figure convergence achieves at 80 Ry.
Figure A.2: Convergence test for GGA pseudopotentials k-points for τ4 - Al3FeSi2 structure.
As shown in figure convergence achieves at (11×11×7).
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Figure A.3: Convergence test for GGA pseudopotentials cutoff for Al5Fe2 structure. As
shown in figure convergence achieves at 70 Ry.
Figure A.4: Convergence test for GGA pseudopotentials k-points for Al5Fe2 structure. As
shown in figure convergence achieves at (9×6×5).
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A.2 Convergence tests of slab thickness
Figure A.5: Convergence tests for the bulk - vacuum thickness in the slab of (0001) plane of
the Al2O3.
Figure A.6: Convergence tests for the bulk - vacuum thickness in the slab of (11-10) plane of
the Al2O3.
Appendix B
Input files for a bulk scf calculation





































Al -0.000000038 0.000000221 0.352184559
Al 0.000000038 -0.000000221 0.647815441
Al 0.000000121 -0.000000214 0.147815443
Al -0.000000121 0.000000214 0.852184557
Al 0.666666866 0.333333326 0.685517714
Al 0.666666576 0.333333247 0.981148601
Al 0.666666646 0.333333239 0.481148599
Al 0.666666793 0.333333322 0.185517715
Al 0.333333424 0.666666753 0.018851399
Al 0.333333134 0.666666674 0.314482286
Al 0.333333207 0.666666678 0.814482285
122 Input files for a bulk scf calculation
Al 0.333333354 0.666666761 0.518851401
O 0.306275663 0.000000028 0.249999988
O 0.693724337 -0.000000028 0.750000012
O 0.000000021 0.306275607 0.250000020
O -0.000000021 0.693724393 0.749999980
O 0.693724354 0.693724385 0.249999992
O 0.306275646 0.306275615 0.750000008
O 0.972942273 0.333332946 0.583333230
O 0.360391220 0.333332997 0.083333224
O 0.666666990 0.639608728 0.583333230
O 0.666667071 0.027057766 0.083333219
O 0.360391237 0.027057796 0.583333272
O 0.972942227 0.639608729 0.083333295
O 0.639608780 0.666667003 0.916666776
O 0.027057727 0.666667054 0.416666770
O 0.333332929 0.972942234 0.916666781
O 0.333333010 0.360391272 0.416666770
O 0.027057773 0.360391271 0.916666705
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Fe 0.000000000 0.012052267 0.250000000
Fe 0.000000000 0.987947733 0.750000000
Fe 0.500000000 0.487947733 0.750000000
Fe 0.500000000 0.512052267 0.250000000
Al 0.000000000 0.000000000 0.000000000
Al 0.500000000 0.500000000 0.500000000
Al 0.000000000 0.000000000 0.500000000
Al 0.500000000 0.500000000 0.000000000
Al 0.139156578 0.631952730 0.864522754
Al 0.860843422 0.368047270 0.135477246
Al 0.360843422 0.868047270 0.364522754
Al 0.639156578 0.131952730 0.635477246
Al 0.860843422 0.631952730 0.635477246
Al 0.139156578 0.368047270 0.364522754
Al 0.639156578 0.868047270 0.135477246
Al 0.360843422 0.131952730 0.864522754
Si 0.163822553 0.672320825 0.154833179
Si 0.836177447 0.327679175 0.845166821
Si 0.336177447 0.827679175 0.654833179
Si 0.663822553 0.172320825 0.345166821
Si 0.836177447 0.672320825 0.345166821
Si 0.163822553 0.327679175 0.654833179
Si 0.663822553 0.827679175 0.845166821
Si 0.336177447 0.172320825 0.154833179
K_POINTS automatic







Inputs of surface energy, surface charge
and interface calculations




































O 0.616508731 0.664658813 0.028490332
O 0.449867861 0.841369109 0.028502290
O 0.116572216 0.841278651 0.028463088
O 0.949934061 0.664206427 0.028435097
O 0.283242331 0.665096676 0.028479975
O 0.783225784 0.840530818 0.028445044
Al 0.891584442 -0.027460419 0.043940099
Al 0.391542966 0.533031920 0.043983380
126 Inputs of surface energy, surface charge and interface calculations
Al 0.558207645 -0.026850708 0.043973225
Al 0.058298729 0.532744468 0.043945065
Al 0.224891668 -0.026588797 0.043950602
Al 0.724855257 0.532238672 0.043948867
O 0.654190194 0.199120348 0.062696623
O 0.487485747 0.306664398 0.062764599
O 0.987519803 0.198885814 0.062743900
O 0.154207218 0.306694567 0.062713836
O 0.320825812 0.199699050 0.062757610
O 0.820855890 0.305923973 0.062714894
Al 0.247650633 0.499353985 0.091918800
Al 0.747659868 0.006316940 0.091866741
Al 0.914350706 0.498349773 0.091867013
Al 0.414283546 0.007025484 0.091926192
Al 0.580968433 0.499146142 0.091907996
Al 0.080990361 0.006695577 0.091903640
O 0.533537242 0.848456117 0.109233970
O 0.700165690 0.656993430 0.109210833
O 0.033541426 0.657235754 0.109203833
O 0.200179149 0.848539639 0.109213941
O 0.366820606 0.657640407 0.109247403
O 0.866861452 0.847695031 0.109187393
O 0.753341175 0.156589804 0.157052390
O 0.586674392 0.348346802 0.157077977
O 0.253333017 0.348630979 0.157098130
O 0.086687398 0.157090170 0.157062137
O 0.420009021 0.157165165 0.157104666
O 0.920011180 0.347965441 0.157059452
Al 0.036895441 0.501891195 0.172047472
Al 0.536892344 0.003410357 0.172082006
Al 0.703542915 0.501504235 0.172047103
Al 0.203560525 0.003624316 0.172074169
Al 0.370218757 0.502063562 0.172080957
Al 0.870218026 0.002913690 0.172032054
O 0.797057889 0.696532617 0.199012836
O 0.630392205 0.808073993 0.199041836
O 0.130399109 0.697116273 0.199008174
O 0.297066397 0.808404202 0.199050085
O 0.463739201 0.697059769 0.199048504
O 0.963734521 0.807953706 0.199009655
Al 0.390887236 0.001395693 0.225098296
Al 0.890845964 0.503287995 0.225043164
Al 0.057511119 0.001247537 0.225044921
Al 0.557546357 0.503757048 0.225077742
Al 0.724206687 0.001000662 0.225068299
Al 0.224194028 0.503917894 0.225068879
O 0.674269888 0.347836707 0.238409216
O 0.840919651 0.156430756 0.238403041
O 0.174246854 0.156974452 0.238408319
O 0.340941494 0.348178751 0.238417814
O 0.507603603 0.156928015 0.238443508
O 0.007587293 0.347961794 0.238391263
O 0.896652983 0.654737365 0.289616419
O 0.730013880 0.849143997 0.289630138
O 0.396690214 0.849289843 0.289634614
O 0.230006919 0.655103890 0.289618882
O 0.563362695 0.655078361 0.289633193
O 0.063332080 0.849205249 0.289600901
Al 0.180106228 0.001906138 0.302950889
Al 0.680141062 0.502088710 0.302990825
Al 0.846794704 0.001708059 0.302976137
Al 0.346787570 0.502218897 0.302982226
Al 0.513473491 0.002004911 0.302995667
Al 0.013460907 0.502124508 0.302965161
O 0.940611746 0.195479586 0.329769523
O 0.773931474 0.308169565 0.329821716
O 0.273912793 0.195640430 0.329758149
O 0.440584196 0.308326322 0.329815097
O 0.607268660 0.195664900 0.329816541
O 0.107258727 0.308153452 0.329774895
Al 0.534393173 0.502074351 0.356619622
Al 0.034383783 0.001494932 0.356603232
Al 0.201031270 0.501863973 0.356602937
Al 0.701077048 0.001633605 0.356626226
Al 0.867752830 0.501922706 0.356614924
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