We report the discovery of 76 new T dwarfs from the UKIDSS Large Area Survey (LAS). Near-infrared broad and narrow-band photometry and spectroscopy are presented for the new objects, along with WISE and warm-Spitzer photometry. Proper motions for 128 UKIDSS T dwarfs are presented from a new two epoch LAS proper motion catalogue. We use these motions to identify two new benchmark systems: LHS 6176AB, a T8+M4 pair and HD118865AB, a T5.5+F8 pair. Using age constraints from the primaries and evolutionary models to constrain the radii we have estimated their physical properties from their bolometric luminosity. We compare the colours and properties of known benchmark T dwarfs to the latest model atmospheres and draw two principal conclusions. Firstly, it appears that the H − [4.5] and J − W 2 colours are more sensitive to metallicity than has previously been recognised, such that differences in metallicity may dominate over differences in T eff when considering relative properties of cool objects using these colours. Secondly, the previously noted apparent dominance of young objects in the late-T dwarf sample is no longer apparent when using the new model grids and the expanded sample of late-T dwarfs and bench-
INTRODUCTION
The current generation of wide field surveys is bringing about a step change in our understanding of the coolest and lowest mass components of the Solar neighbourhood. The total number of cool T dwarfs, substellar objects with 1400 K > ∼ T eff > ∼ 500 K, has been taken into the hundreds by infrared surveys such as the UKIRT Infrared Deep Sky Survey (UKIDSS; Lawrence et al. 2007 ), the Canada-France Brown Dwarf Survey (CFBDS; e.g. Delorme et al. 2010) and most recently the Wide field Infrared Survey Explorer (WISE; Wright et al. 2010) . The last of these, which is an all-sky mid-infrared survey, has extended the substellar census to well below T eff = 500 K, and the adoption of a new spectral class "Y" has been suggested to classify these new extremely cool objects Kirkpatrick et al. 2012) . The VISTA Hemisphere Survey (McMahon et al 2012, in prep) and VIKING survey are now also adding to the census Lodieu et al. 2012a) .
Our exploitation of the UKIDSS Large Area Survey (LAS) has focused on using the photometric characteristics of mid-to late-T dwarfs at red optical and near-infrared wavelengths (see e.g. Kirkpatrick 2005 , for a review of the L and T spectral classes) to select a statistically complete sample of T dwarfs across the T6-T8+ range (Lodieu et al. 2007c; Pinfield et al. 2008; Burningham et al. 2010b ). This allowed us to identify an apparent dearth of late-T dwarfs in the Solar neighbourhood compared to Monte Carlo simulations based on functional forms of the initial mass function (IMF) that have been fitted to observations of the substellar component of young clusters Burningham et al. 2010b) .
Interpreting this result is hampered by the inherently indirect nature of the observations, and the problems associated with determining the properties of a mixed-age population of brown dwarfs, which by their nature have no single mass-radius relationship. Leggett et al. (2010a) found that colours of the late-T dwarfs that were identified in UKIDSS suggest they are a predominantly young and low-mass population from comparisons to the model atmospheres of Saumon & Marley (2008) . This surprising result could have significant bearing on the interpretation of observed space densities of late-T dwarfs.
Benchmark brown dwarfs provide the opportunity to break the degeneracies in age, mass and metallicity that hamper the characterisation of cool substellar objects (Pinfield et al. 2006) . As part of our search of the UKIDSS LAS, and more recently WISE and VISTA we have identified several wide binary systems that allow fiducial constraints to be placed on the properties of the T dwarf secondary component Day-Jones et al. 2011; Pinfield et al. 2012) . Comparisons of these objects with both the BT Settl (Allard et al. 2010a ) model colours, and those of Saumon & Marley (2008) also appear to support the result of Leggett et al. (2010a) .
In this paper we present the results of the extension of our search of the UKIDSS LAS up to and including the sky available in Data Release 9 (DR9), with near complete follow-up of Data Release 8 (DR8). We have used the significantly enhanced sample of late T dwarfs, along with 2 epoch UKIDSS LAS proper motions from the catalogue of Smith et al (in prep) to perform a systematic search for wide binary benchmark objects, and compare the observed properties of the benchmark sample and the wider UKIDSS sample with the latest model prediction from Saumon et al. (2012) and Morley et al. (2012) . We also use the proper motions for our sample to briefly investigate the kinematics of UKIDSS T dwarfs. Finally, we provide an updated estimate of the space densities of T6-T8+ dwarfs, and discuss possible routes to reconciling the observations of the field and young clusters.
CANDIDATE SELECTION
Our initial candidate selection followed a similar method to that described in Pinfield et al. (2008) and Burningham et al. (2010b) , which we summarise here. The selection process consists of two channels: 1) those sources that are detected in the three UKIDSS LAS Y JH bands (the Y JH channel); and 2) those sources that are only detected in the Y J bands (the Y J-only channel). We did not employ WISE data for guiding our selection since the all-sky catalogue became available part way through our follow-up campaign, and consistent selection is crucial for establishing a well characterised statistical sample. Additionally, for fainter T6 and earlier dwarfs, the WISE faint limits are effectively shallower than the UKIDSS LAS.
The Y JH selection channel
Our Y JH selection channel requires sources to lie within the UKIDSS LAS sky that overlaps with the SDSS DR8 footprint and have the following photometric characteristics:
• J − H < 0.1 • J − K < 0.1 or K band non-detection • z ′ − J > 2.5 or no SDSS detection within 2
′′
We also imposed a number of data quality constraints to minimise contamination from artefacts and poor signalto-noise data for which we refer the reader to the Appendix, which includes the SQL queries we used to accesss the LAS via the WFCAM Science Archive (WSA; Hambly et al. 2008) . The epoch difference between the UKIDSS data and SDSS data is variable and ranges up to 6 years. Our inclusion of UKIDSS sources with no SDSS counterpart within 2 ′′ introduced sources with z ′ − J < 2.5 and proper motions above ∼300 mas/yr to our candidate list. This source of contamination was relatively small and in most cases such objects were identified as fast moving earlier type objects prior to detailed follow-up. Figures 1 and 2 show the UKIDSS LAS Y JH photometry of our selected candidates from DR5-DR8. The greatest degree of contamination in our Y JH selection channel is from photometrically scattered M dwarfs, with the greatest frequency of contaminants found at faint J, blue Y − J and red J − H.
The Y J-only selection channel
Our Y J-only selection channel ensures that we do not exclude bona fide late-T dwarfs that are fainter than the LAS H band detection limit due to the inherently blue J − H colours of such objects. To minimise contamination from Limits are for illustrative purposes, and are based on the canonical 5σ depth for the LAS of H = 18.8. Rejected candidates are shown with filled red squares, whilst yet-to-be followed up targets are shown with black open circles. For reference, field stars from a randomly selected 1 square degree region of LAS sky are shown as black dots.
scattered and blue M dwarfs we impose a Y − J constraint for this selection, such that our photometric criteria are:
• Y − J > 0.5 or J < 18.5 • H and K band non-detection • z ′ − J > 2.5 or no SDSS detection within 2
′′
We applied the same data quality restrictions to the Y J-only channel as were applied to Y JH selection channel. In addition, to minimise contamination from Solar System Objects (SSOs), which can appear as non-detections in the H and K bands due to different epochs of observation, we also imposed a criterion that Y and J band coordinates must agree to within 0.75 ′′ for observations taken within a day of each other. For observations taken more than a day apart we remove this requirement to avoid excluding bona fide candidates with high proper motion. We again refer the reader to the Appendix for details of the SQL queries that we used to access the WSA. The additional SSO contamination present in the Y J-only selection channel can be seen in Figure 2 as relatively bright and blue Y − J contaminants with very blue limits on their J − H colours.
FOLLOW-UP PHOTOMETRY
To remove contaminants such as photometrically scattered M dwarfs and SSOs we used a combination of nearinfrared and optical photometry. We followed two distinct Figure 2 . JH colour-magnitude plot showing UKIDSS LAS photometry of candidate T dwarfs from DR5-DR8. Confirmed T dwarfs are shown with blue filled circles, with arrows indicating limits on J − H colours for candidates from the Y J-only channel. Limits are for illustrative purposes, and are based on the canonical 5σ depth for the LAS of H = 18.8, this results in these candidates forming a straight diagonal sequence across the plot. Rejected candidates are shown with filled red squares, whilst yet-to-be followed up targets are shown with open circles. For reference, field stars from a randomly selected 1 square degree region of LAS sky are shown as black dots. strategies in removing contaminants. Prior to December 2010 we continued the strategy previously described in Burningham et al. (2010b) . Briefly, this involved obtaining higher SNR H band photometry to remove early-type objects that had been scattered into our J − H < 0.1 selection (or to fill in the missing data for H band drop-outs in the Y J-only channel), and repeat J band observations to remove SSOs. Whilst adequate for drawing a roughly complete sample of T4+ dwarfs, this method was unable to effectively prioritise objects with spectral types of T6 and later for followup. Since the T6-T9 region is most useful for constraining the form of the field mass function (e.g. Burgasser 2004 ), we revised our strategy to allow the rejection of most of the T4 dwarfs that dominated our Burningham et al. (2010b) sample.
Our revised strategy involved using relatively short exposure (15 -30 minute) z ′ band imaging to confirm red z ′ − J > 2.5 colours for targets with no SDSS detection and for which the limits were not sufficient to rule out a bluer z ′ −J colour. For targets from the Y J-only channel this step was preceded by short J band observations to remove SSO contaminants. Targets with confirmed z ′ −J > 2.5 were then targeted with CH4 imaging to identify late-type T dwarfs. Targets with CH4s − CH4l < −0.5 were prioritised for spectroscopy based on the methane colours of T dwarfs reported by Tinney et al. (2005) .
In the following subsections we outline the photometric observations and data reduction that were carried out for this follow-up programme. Details of the observations carried out for each target are given in the Appendix.
Broad band photometry
Our broad band near-infrared photometry was obtained using the UKIRT Fast Track Imager (UFTI; Roche et al. 2003) and WFCAM ), both mounted on UKIRT across a number of observing runs spanning 2009 to the end of 2010. UFTI data were dark subtracted, flatfield corrected, sky subtracted and mosaiced using the ORAC-DR pipeline 1 . WFCAM data were processed using the WF-CAM science pipeline by the Cambridge Astronomical Surveys Unit (CASU) (Irwin et al. 2004) , and archived at the WFCAM Science Archive (WSA; Hambly et al. 2008) . Observations consisted of a three point jitter pattern in the Y and J bands, and five point jitter patterns in the H and K bands repeated twice. All data were acquired with 2x2 microstepping. The WFCAM and UFTI filters are on the Mauna Kea Observatories (MKO) photometric system (Tokunaga et al. 2002) .
The majority of our z ′ photometry was taken using the Device Optimized for the LOw RESolution (DO-LORES; Molinari et al. 1997) at the Telescopio Nazionale Galileo (TNG). The observations were taken under program AOT22 TAC 96 spanning from 2010 to 2012. DOLORES is equipped with a 2048 × 2048 pixels CCD with a field of view of 8.6 × 8.6 arcmin with a 0.252 arcsec/pixel scale. The observations were taken with the z ′ Sloan filter. A small number of targets were observed in the z ′ band using the using the ESO Faint Object Spectrograph and Camera (EFOSC2) mounted on the New Technology Telescope (NTT; program 082.C-0399) and using the Auxiliary-port Camera (ACAM) on the William Herschel Telescope (WHT). For each epoch a set of standard calibration flatfields and darks observations were taken. The images were dark subtracted, flatfielded and in the case of multiple exposures combined using standard IRAF routines. The data were taken in different observing conditions, from photometric conditions to cirrus. No attempts to perform defringing to the images were made. The E2V4240 CCD detector in use in DOLORES has a low fringing level, the science object was also normally located in the top right section of the CCD where fringing is even smaller. Photometry was performed with IRAF using a fixed circular aperture with radius 2 ′′ . The photometric zero point was calibrated using the non-saturated SDSS stars present in the field of view.
The SDSS z ′ band filter is slightly peculiar in that it 1 http://www.oracdr.org/ has no red cut-off. Instead the red cut-off is defined by the detector sensitivity. So, although the DOLORES and ACAM data were taken through an SDSS z ′ band filter, this does not trivially lead to the photometry being on the SDSS system, since there may be differences in the detectors' long wavelength responses. To check the consistency of the DOLORES and ACAM photometric systems with SDSS we have compared synthetic photometry for a set of reference stellar spectra convolved with the combined filter and detector response curves for each of the systems. The difference was found to be much smaller than the typical scatter in the zero-point from the reference stars, which dominate our quoted errors, and so we did not correct the SDSS reference stars magnitudes before calibration. For objects as red as T dwarfs, however, the difference can be more significant. Synthesised photometry using template-T dwarf spectra found a mean offset of close to zero for DO-
For the EFOSC2 observations a Gunn z-band filter (ESO Z#623) was used and we used the transform given in Burningham et al. (2009) to calculate zEF OSC2 for the SDSS secondary calibrators. To place the resulting zEF OSC2(AB) photometry on the sloan z ′ (AB) system, we used the transform determined in Burningham et al. (2010b) : z(EF OSC2) − z ′ (SDSS) = −0.19 ± 0.02. The best available broad band photometry for all targets presented here is given in Table 1 .
CH4 photometry
Differential methane photometry was obtained using the Near Infrared Camera Spectrometer (NICS; Baffa et al. 2001 ) mounted on the TNG under program AOT22 TAC 96 spanning from 2010 to 2012. NICS contains a set of Mauna Kea Observatories near-infrared filters as specified by Tokunaga et al. (2002) . More information about the narrow-band and intermediate-band sets are given by A. Tokunaga 2 . The methane filters used in this work are denoted as CH4s and CH4l. The comparison of these two filters provides information about the strength of the methane absorption bands in late-T dwarfs. CH4l samples the methane absorption bands present between 1.6 and 1.8 µm, while the CH4s samples a pseudo-continuum outside the methane band.
The final image mosaics were produced using the Speedy Near-infrared data Automatic Pipeline (SNAP) provided by TNG (version 1.3). SNAP is an automated wrapper of existing pieces of software (IRDR, IRAF, Sextractor and Drizzle) to perform a full reduction with a single command. SNAP performs flat-fielding, computes the offsets between the dithered images, creates a mosaic image with doublepass sky subtraction and correction for field distortion.
The data were taken in different observing conditions, from photometric conditions to cirrus. Photometry was performed with IMCORE, part of CASUTOOLS (version 1.0.21), using a fixed circular aperture of 2 ′′ . CASUTOOLS is a suite of programmes developed and used by the Cambridge Astronomical Surveys Unit (CASU) for survey data reduction tasks associated with the UKIDSS and VISTA surveys, amongst others. Differential photometric calibration of the methane colour CH4s − CH4l was performed using the UKIDSS field stars present in the field, and the method defined by Tinney et al. (2005) in their Section 2.5. Tinney et al. (2005) only provides the parameterisation for the 2MASS system. Using the information available on their Table 3 we performed the parameterisation for the UKIDSS system avoiding the region 0.48 < (J − H)MKO < 0.512 where the sequence is degenerate. The sequence was fitted with two separate quadratics to the regions −0.050 < (J − H)MKO < 0.480,
and 0.512 < (J − H)MKO < 1.000,
An estimate of the spectral type was obtained using the conversion defined by equation (2) from Tinney et al. (2005) . The resulting methane colours for all targets with spectra presented here are given in Table 1 , along with spectroscopically determined spectral types (see Section 4) and photometric spectral types. We also present CH4 photometry for several DR8 targets which have CH4s−CH4l < −0.5, but which for various reasons were not followed-up with spectroscopy. These targets are included as they form part of our UKIDSS DR8 space density estimate outlined in Section 9. A full summary of all the CH4 photometry obtained, including earlier type objects and the extension of our analysis to include photometrically confirmed T dwarfs in DR9, along with a more detailed description of the CH4 calibration can be found in Cardoso et al. (2013; in prep) .
For a small number of targets we obtained differential methane photometry using the Long-slit Infrared Imaging Spectrograph (LIRIS; Manchado et al. 1998 ) mounted on the WHT. These data were were flatfield corrected, sky subtracted and mosaiced using LIRIS-DR 4 . In these cases the methane colours is constructed as H −[CH4]l, and calibrated assuming that the average H − [CH4]l of bright secondary calibrators in the field was zero (see also Kendall et al. 2007; Pinfield et al. 2008) . Since no calibration for spectral type is yet determined for the H − CH4l colour we do not present photometric estimates for the spectral types from these data. Kirkpatrick et al. (2011) ; UKIDSS designation: ULAS J092906.75+04:0957.7 a on the spectral typing system of Burningham et al. (2008) . Table 1 . Best available near-infrared photometry for our sample. No superscript on a broad band photometric value indicates UKIDSS survey photometry for Y JHK, SDSS DR8 for z ′ band. Unless indicated otherwise, all CH 4 photometry is from TNG/NICS. Superscripts refer to the following instruments: A = ACAM (WHT); D = DOLORES (TNG); E = EFOSC2 (NTT); L = LIRIS(WHT); U = UFTI (UKIRT); W = WFCAM (UKIRT). z ′ band photometry has been converted to the SDSS system as described in the text. Mace et al. (2013) ; UKIDSS designation: ULAS J151721.12+052929.0 a on the spectral typing system of Burningham et al. (2008) . Table 1 . (Continued) Best available near-infrared photometry for our sample. No superscript on a broad band photometric value indicates UKIDSS survey photometry for Y JHK, SDSS DR8 for z ′ band. Unless indicated otherwise, all CH 4 photometry is from TNG/NICS. Superscripts refer to the following instruments: A = ACAM (WHT); D = DOLORES (TNG); E = EFOSC2 (NTT); L = LIRIS(WHT); U = UFTI (UKIRT); W = WFCAM (UKIRT). z ′ band photometry has been converted to the SDSS system as described in the text.
SPECTROSCOPIC CONFIRMATION
Spectroscopic confirmation of most T dwarf candidates that survived the photometric follow-up program was achieved using the Near InfraRed Imager and Spectrometer (NIRI; Hodapp et al. 2003 ) and the Gemini Near Infrared spectrograph (GNIRS; Elias et al. 2006 ) on the Gemini North Telescope 5 , and the InfraRed Camera and Spectrograph (IRCS; Kobayashi et al. 2000) on the Subaru telescope, both on Mauna Kea, Hawaii. In addition a smaller number of spectra were obtained using the Folded port InfraRed Echellette (FIRE) spectrograph (Simcoe et al. 2008 (Simcoe et al. , 2010 mounted on the Baade 6.5m Magellan telescope at Las Campanas Observatory. We also obtained spectroscopy for a single target using XSHOOTER (Vernet et al. 2011 ) on UT2 of the VLT (Program ID: 086.C-0450).
All observations were made up of a set of sub-exposures in an ABBA jitter pattern to facilitate effective background subtraction, with a slit width of 1 arcsec for NIRI, GNIRS and IRCS, whilst 0.6 arcsec was used for the FIRE observations. The length of the A-B jitter was 10 arcsecs. For targets brighter than J = 18.5 total integrations were typically 4x300s for NIRI, GNIRS and IRCS observations, whilst fainter targets were typically integrated for 8x300s. FIRE integrations were: 2x120s for J < 18.0, 4x150s for 18.0 < J < 18.5, 6x150s for 18.50 < J < 18.6 and 8x150s for our faintest targets. The program numbers and dates of individual observations are summarised in the Appendix.
The NIRI and GNIRS observations were reduced using standard IRAF Gemini packages (Cooke & Rodgers 2005) . The Subaru IRCS spectra were extracted using standard IRAF packages. The AB pairs were subtracted using generic IRAF tools, and median stacked. The NIRI, GNIRS and IRCS spectra were calibrated in a similar manner. Comparison argon arc frames were used to obtain dispersion solutions, which were then applied to the pixel coordinates in the dispersion direction on the images. The resulting wavelength-calibrated subtracted pairs had a low-level of residual sky emission removed by fitting and subtracting this emission with a set of polynomial functions fit to each pixel row perpendicular to the dispersion direction, and considering pixel data on either side of the target spectrum only. The spectra were then extracted using a linear aperture, and cosmic rays and bad pixels removed using a sigmaclipping algorithm. Telluric correction was achieved by dividing each extracted target spectrum by that of an early A or F type standard star observed just before or after the target and at a similar airmass. Prior to division, hydrogen lines were removed from the standard star spectrum by interpolating the stellar continuum. Relative flux calibration was then achieved by multiplying through by a blackbody spectrum of the appropriate T eff . This T eff was taken from Masana et al. (2006) where available, or else was estimated from the spectral type of the telluric standard. Since the near-infared region is well into the Rayleigh-Jeans tail of an A or F star's spectrum, very little systematic error is likely to be introduced from a crude estimate of this T eff .
The FIRE spectra were extracted using the low-dispersion version of the FIREHOSE pipeline, which is based on the MASE pipeline (Bochanski et al. 2009; Simcoe et al. 2010) . The pipeline uses a flat field constructed from two quartz lamp images taken with the lamp at high (2.5 V) and low (1.5 V) voltage settings. The data were divided by this pixel flat before being wavelength calibrated. The pipeline performs sky subtraction following the method outlined in Bochanski et al. (2011) , adapted for the lowdispersion configuration of the spectrograph. The spectra were optimally extracted before being combined using a weighted mean, using an adaptation of the xcombspec routine from SpexTool (Cushing et al. 2004 ). The T dwarf spectra were then corrected for telluric absorption and flux calibrated using a FIRE specific version of the xtellcor routine (Vacca et al. 2003) . Finally, residual outlying points due to cosmic rays and bad pixels were removed using a simple 3-sigma clipping algorithm. The X-Shooter data were reduced using the ESO pipeline (version 1.3.7). The pipeline removes non-linear pixels, subtracts the bias (in the VIS arm) or dark frames (in the NIR arm) and divides the raw frames by flat fields. Images are pair-wise subtracted to remove sky background. The pipeline then extracts and merges the different orders in each arm, rectifying them using a multi-pinhole arc lamp (taken during the day-time calibration) and correcting for the flexure of the instrument using single-pinhole arc lamps (taken at night, one for each object observed). Telluric stars are reduced in the same way, except that sky subtraction is done by fitting the background (as tellurics are not observed in nodding mode). The spectra were telluric corrected and flux calibrated using IDL routines, following a standard procedure: first the telluric spectrum is cleared of HI absorption lines (by interpolating over them) and scaled to match the measured magnitudes; then is divided by a blackbody curve for the appropriate temperature (estimated from the telluric standard's spectral type), to obtain the instrument+atmosphere response curve; finally the target spectra are multiplied by the response curve obtained to flux calibrate it. The arms (VIS and NIR) were then merged by matching the flux level in the overlapping regions between them.
Complete details of the spectroscopic observations obtained for each of the T dwarfs presented here are given in the Appendix. The resulting spectra are shown in Figure 3 . This includes one T dwarf (ULAS J0929+0409) confirmed by Kirkpatrick et al. (2011) , three (ULAS J0954+0623, ULAS J1204-0150, ULAS J1152+0359) confirmed by Scholz et al. (2012) and one (ULAS J1517+0529) confirmed by Mace et al. (2013) since our spectroscopic follow-up, but prior to this publication.
Spectral types
We have assigned spectral types following the scheme of Burgasser et al. (2006) for types as late as T8, and the extension of Burningham et al. (2008) for types beyond T8. We have adopted this scheme in this work for two reasons. Firstly, it provides continuity with our previous work , allowing a meaningful update to our previous space density estimate. Secondly, as was discussed in detail in Burningham et al. (2008) , this scheme provides excellent continuity with the evolution of 76 T dwarfs 9 10 Ben Burningham et al spectral index values from earlier types. This does not diminish the scheme's fundamentally empirical nature; it is anchored to template objects. However, it does seek to minimise the subjectivity as to the degree of spectral difference required for the distinction of two subtypes. We have only identified two new T8+ dwarfs in this paper so this issue is of minor importance, and we have indicated the spectral types of these two objects on the Cushing et al. (2011) extension scheme in the notes column for completeness, and to avoid any future confusion. Objects that show substantial discrepancy either between the spectral types indicated by their spectral indices, or in comparison to their best fitting spectral template have been classified as peculiar, and are denoted with the suffix 'p'. The most common feature leading to this designation is the suppression or enhancement of the K band peak relative to the template. Table 2 summarises our spectral type measurements and adopted classifications.
In Figure 4 we have plotted our full UKIDSS LAS sample of 146 spectroscopically confirmed T dwarfs with Y JH photometry (from a total of 171) on a Y JH colour-colour diagram. Spectral types are distinguished by coloured symbols in whole subtype bins. Although there is significant scatter, a general trend from top right to lower left is apparent for the T4 -T8 dwarfs, with the earliest type objects dominating the top-right of the plot, whilst the later type objects dominate the lower-left. This is consistent with the reduced H band flux due to deepening CH4 absorption, and a general trend to bluer Y − J colours with decreasing T eff that have previously been noted for the T spectral sequence Leggett et al. 2010a; Liu et al. 2012) . Scholz et al. (2012) . In the case of T8+ objects, the notes column indicates the spectral type using the Cushing et al. (2011) system. 
SPACE-BASED MID-IR PHOTOMETRY

WISE cross-matched photometry
We cross-matched our full list of 171 spectroscopically confirmed T dwarfs within the UKIDSS LAS (which includes some objects that were confirmed in the literature rather than by our follow-up) against the WISE all sky release catalogue, with matching radius of 6 ′′ . The typical epoch difference between the UKIDSS and WISE observations is less than 3 years, so this ensured that high proper motion targets would still be matched. All apparent matches were visually inspected to remove spurious correlations. Sixty seven T dwarfs were found with WISE photometry, of which six were affected by blending with another source. Twenty five of the 67 T dwarfs with WISE photometry are confirmed here for the first time, and their details are given in Table 3 .
In Figures 5 and 6 we compare the numbers of T dwarfs detected by UKIDSS with those detected by both WISE and UKIDSS for objects brighter than J = 18.3 and for objects in the J = 18.3 − 18.8 range (the faintest 0.5 magnitude bin of our complete sample). It can be seen that UKIDSS is considerably more sensitive to earlier type objects than WISE, with roughly twice as many T4 -T6.5 dwarfs identified in the J < 18.3 regime. In the fainter 18.3 < J < 18.8 regime this effect is even more pronounced, and extends to the T7 -T7.5 bin. This highlights that although WISE now dominates the search for cool and faint T8+ dwarfs, wide and deep near-infrared surveys such as UKIDSS, and the (wider) VISTA VHS and (deeper) VIKING surveys continue represent an important resource for exploring the L and T dwarf sequences.
The faint nature of the large number of L and T dwarfs that will be revealed by VHS and VIKING, in particular, will be extremely challenging to confirm spectroscopically. To take advantage of the opportunity these offer for robust statistical studies of the substellar component of the Galaxy, it will be essential to develop methods for determining their properties from the photometric data that will be supplied by the surveys. . A histogram of UKIDSS and WISE + UKIDSS detected T dwarfs in our sample for objects with 18.3 < J < 18.8.
Warm-Spitzer photometry
Warm-Spitzer IRAC photometry was obtained for some of the T dwarfs presented in this work via Cycles 6, 7 and 8 GO programs 60093, 70058 and 80077 (PI Leggett). The observations were carried out in both the [3.6] and [4.5] bands (hereafter Ch1 and Ch2 respectively), with typically a 30s frame time, repeated 3 to 6 times per pointing, and dither patterns consisting of 12 or 16 positions. In all cases the post-basic-calibrated-data mosaics generated by the Spitzer pipeline were used to obtain aperture photometry. Generally the sky levels were determined from annular regions. Aperture corrections were taken from the IRAC handbook. Table 4 lists the targets observed, the associated program ID, the date of the observation, the pipeline version used, the frame time, the total integration time, the aperture size, the derived photometry and uncertainties, and any notes on the dataset. The Table includes known sources not presented in this work, for which the IRAC data has not been previously published. We include it here so that it is available to the community.
WIDE COMMON PROPER MOTION BINARY SYSTEMS
Identifying companions
In Table 5 we present proper motions for the targets identified in this paper, along with those for late-T dwarfs found within the UKIDSS LAS sky in previous works. The vast majority of these proper motions have been drawn from the catalogue of Smith et al (in prep) which presents proper motions calculated from 2 epochs of J band UKIDSS LAS observations. Here we present only the absolute proper motions, and refer the reader to the Smith et al catalogue for further astrometric parameters. A small number of additional proper motions have been calculated using an identical method to that used in Smith et al (in prep), but using our follow-up WFCAM J band observations for the second epoch, instead of UKIDSS survey data.
We have cross matched our full catalogue of T dwarfs Table 4 . Spitzer photometry for a subset of T dwarfs, selected either as examples of late-T types, peculiar spectra or as benchmark objects. Full designations are given for those objects whose discoveries are reported in other publications, whilst abbreviated names are given for those objects whose discovery is presented in this work. Notes: A: The data were taken when Spitzer was cold, and longer wavelength photometry was also obtained: [5.8] = 14.24 ± 0.03, [8.0] = 13.31 ± 0.03. B: Separate, non-annular, skies used due to background structure.
identified within the UKIDSS LAS sky that have proper motions (128 targets) against several astrometric catalogues. We crossmatched our targets against the Hipparcos (Perryman et al. 1997; van Leeuwen 2007) , LSPM-NORTH (Lépine & Shara 2005) and NOMAD (Zacharias et al. 2004) catalogues. We searched projected separations up to 20000AU, assuming a minimum likely distance for each source. Minimum and maximum likely distances for each source were determined by considering the ±0.5 subtype spectral type uncertainty, the mean MJ for each spectral subtype and the scatter about MJ as presented in . Since a significant fraction of widecommon proper motion companions are themselves multiple systems (e.g. Faherty et al. 2010) , we also assigned an upper limit to the distance based on the target being an unresolved equal luminosity binary system. These distances are presented in Table 5 .
To identify apparent pairs with common proper motion we selected only objects with total proper motions that are more than 3σ significant, and greater than 100 mas/yr (92 objects). To be considered common proper motion pairs we required 4σ matches in both µ α cos δ and µ δ .
To assess if possible pairs share a common distance (in the absence of trigonometric parallax), we estimated the maximum and minimum plausible absolute magnitudes of the candidate primary stars based on the hypothesis that Smith et al (in prep) . Epoch baselines denoted with W indicate that the proper motion has been calculated from our own WFCAM follow-up following the same method as used for the Smith et al catalogue. Spectral types are on the system of Burningham et al. (2008) . Maximum and minimum plausible distances have been calculated using the mean magnitudes for each spectral subtype from and assuming ±0.5 subtype precision on types. An additional maximum distance to account for possible unresolved binaries is given in the final column. (in prep) . Epoch baselines denoted with W indicate that the proper motion has been calculated from our own WFCAM follow-up following the same method as used for the Smith et al catalogue. Maximum and minimum plausible distances have been calculated using the mean magnitudes for each spectral subtype from and assuming ±0.5 subtype precision on types. An additional maximum distance to account for possible unresolved binaries is given in the final column. they lie at the same distance as their candidate companions. The candidate primary stars are compared to Hipparcos stars with V J photometry in Figure 7 . Those targets whose maximum and minimum hypothesised MJ bracket the main sequence (or white dwarf or giant branches) were accepted as candidate common proper motion binary pairs to our T dwarfs. Of our 9 candidate primaries with 4σ matched proper motions and V J colours, 5 appear very likely to have common distance to our T dwarfs. One more has a minimum hypothetical MJ value that lies on the periphery of the main sequence and is thus consistent with the target sharing a common distance to the T dwarf, if the T dwarf is itself an unresolved binary. Three pairs are ruled out by the common distance test. The initial characterisation of these pairs is given given in Table 6 .
Ben Burningham et al
It is worth highlighting that this method restricts us to investigating stars with V and J band photometry in the NOMAD and LSPM catalogues, and we have likely thus excluded a number of genuine binary companions. For example, we also recovered the white dwarf -T dwarf pair LSPM 1459+0851AB (Day-Jones et al. 2011) as a proper motion match, however the lack of 2MASS photometry for the WD primary excluded it from our analysis at this stage. This was the only LSPM candidate with proper motion agreement that lacked V J photometry. However, a large number of NOMAD candidate primaries with proper motion agreement lacked appropriate photometry for the common distance distance check. It is thus likely that a number of additional binary companions may remain unidentified in our sample, particularly for more distant red primaries that lack Tycho photometry (e.g. M dwarfs).
Of the 5 strong candidates, three are previously identified binary systems in our sample: Ross 458ABC (Goldman et al. 2010 ), BD+01 2930AB and Hip 73786AB (LHS 3020AB Scholz 2010; Murray et al. 2011) , and two are new candidates: ULAS J0950+0117 (T8) + LHS 6176 (estimated M4); ULAS J1339+0104 (T5) + HD118865 (F8). The latter of these was also identified in our crossmatch against Hipparcos, and the parallax for the primary is consistent with our estimated distance to the T dwarf secondary. The former has been independently identified as a candidate proper motion pair by Luhman et al. (2012) since our detailed study of it had already commenced.
To assess the probability of chance alignment for our new candidate binary pairs, we followed the method described in Dhital et al. (2010) , which calculates the frequency of unrelated pairings using a Galactic model that is parameterised by empirically measured stellar number density (Jurić et al. 2008; Bochanski et al. 2010 ) and space velocity (Bochanski et al. 2007 ) distributions. All stars in the model are single (and hence unrelated); therefore any stars within the 5D ellipsoid defined by the binary's position, angular separation, distance, and proper motions is a chance alignment. We performed 10 6 Monte Carlo realisations to calculate the probability of chance alignment. The chance-alignment probabilities for the three new candidates are given in the "notes" column of Table 6 . The weaker candidate has a correspondingly higher probability of chance alignment, and in the absence of further data on the primary star, or improved distance estimates, it is not reasonable to pursue further analysis of this candidate system. The two strongest new candidates, however, are likely to be bona fide common proper motion systems and we proceed on this basis.
LHS 6176AB
Distance to LHS 6176AB
As part of our wider campaign for determining accurate distances to late-T dwarfs in our sample (e.g. Smart et al. 2010; Marocco et al. 2010) , we have obtained a trigonometric parallax measurement for ULAS J0950+0117 (LHS 6176B), and also for the proposed primary LHS 6176. The astrometric observations and image reduction procedures were identical to those described in Smart et al. (2010) . Since the observing strategy was optimised for measuring the distance to the T dwarf, LHS 6176A was often close to saturation on the image and, as a result, the centroiding precision is reduced. For this reason, the original survey image from 2008 could not be used at all in the solution so the final astrometric parameter precision for LHS 6176 is much lower than for the T dwarf. In total 35 observations with 78 reference stars over a baseline of 4.22 years were used for LHS 6176B, compared to 33 observations with 525 reference stars over 2.16 years for LHS 6176A. The greater number of reference stars for LHS 6176A is due to their being drawn from the entire WFCAM chip, rather than from just the immediate vicinity of the target. All astrometric parameters indicate a common distance and common motion for the two objects, supporting our interpretation of the pair as a binary system. The proper motions are also consistent with those found for LHS 6176 in Lépine & Shara (2005) (249, −346 mas/yr). The resulting astrometric parameters for the pair are given in Table 7 . When we re-run our chance Table 6 . Initial characterisation of candidate wide binary pairs selected by our crossmatches against the LSPM, NOMAD and Hipparcos catalogues. The "notes" column includes previous discovery references and chance alignment probabilities for new candidates that passed the common distance test. alignment estimate calculation using the new trigonometric distance estimates, the probability of chance alignment is smaller than one part in 10 7 . Assuming the more precise distance to LHS 6176B as the distance to the system, we find that the projected separation of the pair is thus 970 AU
Spectroscopy of LHS 6176A
Optical spectroscopy of LHS 6176A was obtained on the night of 5 th May 2012 with the SuperNova Integral Field Spectrograph (SNIFS; Lantz et al. 2004 ) on the University of Hawaii 2.2m telescope on Mauna Kea. SNIFS was operated with a dichroic mirror that separated the incoming light into blue (3200Å to 5200Å) and red (5100Å to 9700Å) spectrograph channels as well as an imaging channel that was used for guiding. The observations yielded a resolution of R ≈ 1000 for the blue channel and R ≈ 1300 for the red. Integration time was 210s, which was sufficient for high S/N (≈80 perÅ) in the red channel, which is our region of interest for spectral typing an object as red as LHS 6176A. Basic reduction was performed automatically by the SNIFS processing pipeline, which included dark, bias, flat-field corrections, and cleaning of bad pixels and cosmic rays. The clean data were then assembled into blue and red data cubes. Wavelengths were calibrated with arc lamp exposures taken at the same telescope pointing as the science data (to correct for flexures).
The calibrated spectrum was then sky-subtracted, and a 1D spectrum was extracted from the image cube using a point-spread function model. Observations of the Feige 66, BD+75325, and G191B2B spectrophotometric standards (Oke 1990 ) taken over the course of the night were used to correct each spectrum for instrument response and remove telluric lines. Spectra were then shifted in wavelength to the rest frames of their source stars by cross correlating each spectrum with similar spectral type templates from the Sloan Digital Sky Survey (Stoughton et al. 2002; Bochanski et al. 2007 ). More details on the SNIFS data processing pipeline can be found in Bacon et al. (2001) and Aldering et al. (2006) , and more information on additional data processing can be found in Lepine et al. (2012) . Figure 8 shows the extracted red channel. Overplotted is an M4 template spectrum based on mean spectra of inactive M dwarfs from Bochanski et al. (2007), their extremely close agreement across nearly the entire wavelength range covered by our data leads us to adopt a spectral type of M4V for LHS 6176. Their excellent agreement, and the lack of Hα in emission also suggests a lack of activity for this object. The absence of Hα in emission has been found to be typical of M4 dwarfs with ages of >3.5 Gyrs (West et al. 2008) .
We have also obtained near-infrared spectroscopy of LHS 6176A on 2012 April 30 UT at the NASA Infrared Telescope Facilty on the summit of Mauna Kea, Hawaii. We used the facility spectrograph SpeX (Vacca et al. 2003 ) in short-wavelength cross-dispersed mode with the 0.3 ′′ slit, which provided an average spectral resolution (R ≡ ∆λ/λ) of ≈2000. We obtained 6 exposures, each with a 120-second integration time and dithered in an ABBA pattern, for a total of 12 minutes on-source. We observed the A0 V star HD 92245 contemporaneously for telluric calibration. All spectra were reduced using version 3.4 of the SpeXtool software package (Vacca et al. 2003; Cushing et al. 2004 ). The resulting JHK spectrum is shown in Figure 9 .
We have taken three approaches to estimating the metallicity of LHS 6176A:
Method 1: Our parallax for LHS 6176 also allows us to estimate its metallicity using the improved [Fe/H] vs. MK s /V − Ks calibrations of Schlaufman & Laughlin (2010) and Neves et al. (2012) . Since the uncertainty on the parallax of the T dwarf component is considerably smaller than that of LHS 6176A, we have adopted the former's distance for the system. To maximise the precision of our metallicity estimate we have obtained new V band photometry of LHS 6176A. Johnson V band data were obtained using the 50cm pt5m telescope on La Palma on the night of 17 th December 2012. Five sixty second exposures were obtained. These exposures had the dark current and bias levels subtracted and were flat fielded using twilight sky frames. Objects were detected and instrumental magnitudes calculated using SExtractor (Bertin & Arnouts 1996) . The instrumental magnitudes were calibrated against V band magnitudes from the AAVSO Photometric All Sky Survey (APASS 6 ). The resulting transformation was V = 0.9774 × I + 0.1010, where V is the calibrated Johnson V band magnitude and I is the instrumental magnitude. The photon noise in our measurement is 0.004 magnitudes, but this is outweighed by approximately 0.03 magnitudes of calibration error, which we instead quote as our uncertainty (see Table 7 ). −0.26 ± 0.14 dex. This is consistent with all the other estimates, and matches the other spectroscopic estimates particularly well.
Although estimating M dwarf metallicities is challenging, the good agreement of the different estimates that we have obtained for LHS 6176A highlights the excellent progress that has been made in this field in recent years. We adopt the mean of the estimates from Neves et al. (2012) ; Mann et al. (2012) and Rojas-Ayala et al. (2012) , and assign a metallicity of [Fe/H] = −0.3 ± 0.1 dex for LHS 6176A. Table 7 summarises our determined properties for LHS 6176A.
The properties of LHS 6176B
We have used our derived properties for LHS 6176A to constrain the metallicity and age of LHS 6176B, and determine more precise properties than would otherwise have 9.80 ± 0.02 been possible. Since our warm-Spitzer photometry is more precise than the WISE survey photometry we have used it in preference in our calculations. We followed the same method as that described in Burningham et al. (2011) and Pinfield et al. (2012) .
Briefly, we have calculated the bolometric flux using our Y JHK spectroscopy flux calibrated to our J band photometry, and warm-Spitzer photometry. We have filled the gaps in our wavelength coverage by scaling the latest BT Settl model spectra (Allard et al. 2010b ) to match our Y band spectrum for wavelengths blueward of our GNIRS spectrum, and to match our Ch1 and Ch2 photometry for wavelengths redward of it. To avoid biasing our derived flux by assumptions regarding the T eff of the target, we initially calculated the flux using a wide range of models covering T eff = 500 − 1000K, log g = 4.5 − 5.5 and metallicity, [M/H] = 0.0 and −0.3. The resulting flux ruled out high and low T eff extremes and lowest-gravity cases. We thus recalculated the flux using T eff = 600 − 900 K models with log g = 5.0 − 5.5.
To account for random uncertainties in our flux calibration, we calculated each flux estimate (for each model spectrum) as the mean of a set of 100 different scalings, each offset by a random value drawn from the uncertainty in the photometry. Our final flux estimate is the mean of the estimates made using the range of models and different scalings, and our error is taken as the standard deviation on this value. Thus our uncertainty implicitly includes both random and (identified) systematic elements. We thus calculate the flux from LHS 6176B as F bol = 2.13 ± 0.15 × 10 −16 Wm −2 , and its luminosity as 8.94 ± 1.30 × 10 20 W or log(L * /L⊙) = −5.63 ± 0.07. This is approximately 60% higher than the luminosity of the similarly metal poor benchmark T8 dwarf BD+01 2920B which was calculated using the same method .
We can use the measured luminosity for LHS 6176B, in combination with the evolutionary models of Baraffe et al. (2003) , to estimate its radius and mass, assuming our estimated age for LHS 6176A. The COND models assume solar metallicity, and the effect of low-metallicity on the luminosity-radius relation of brown dwarfs is not well constrained by observations. However, theoretical correlations between metallicity and radius derived by Burrows et al. (2011) suggest radii are reduced by less than 5% for a −0.5 dex shift from solar metallicity for objects at the stellar/substellar boundary, with considerably smaller shifts at lower masses. The Saumon & Marley (2008) evolutionary sequences suggest that shifts in radius of less than 1% can be expected as a result of decreasing metallicity by 0.3 dex.
The derived properties also depend strongly on the assumed multiplicity (or otherwise) of LHS 6176B. If we assume that LHS 6176B is a single object, with an age in excess of 3.5 Gyr (based on the lack of Hα emission seen in LHS 6176A), we estimate its radius to be 0.078R⊙ < R < 0.094R⊙ mass to be 0.055M⊙ > M > 0.030M⊙, with a corresponding temperature of 850 > T eff > 710 K and gravity 5.3 > log g > 5.0 (respectively). If, on the other hand, we assume that LHS 6176B is an equal luminosity binary system, we find that the components would have radius 0.081R⊙ < R < 0.096R⊙ and mass 0.045M⊙ > M > 0.022M⊙, and with a corresponding temperature of 700 > T eff > 590 K and gravity 5.30 > log g > 4.8. Although LHS 6176B has a J band magnitude (MJ = 16.65) at the faint end of the scatter about the T8 mean magnitude in Dupuy & Liu (2012, MJ = 16 .39 ± 0.35), we cannot rule out binarity. It should be borne in mind that the mean T8 MJ is calculated from a sample that specifically excludes peculiar objects, and so is dominated by objects with higher metallicity than LHS 6176B. A comparison with other low-metallicity objects would thus be more relevant. BD+01 2920B ) provides just such a comparison. LHS 6176B is approximately 0.85 mag brighter than this object the J band. It is thus quite possible that LHS 6176B is an unresolved binary system, and we refrain from adopting a single set of properties for this object.
HD118865 AB
The probability of chance alignment for HD 118865A and ULAS J1339+0104 is 0.2%, which is significantly higher than has been found previously for wide binary systems in our searches (e.g. Burningham et al. 2009; Pinfield et al. 2012 ). This is due to the combination of a large range of plausible distances for the T5 dwarf (40 -95 pc, allowing for the possibility that it is a binary) and the relatively low proper motions of the proposed components. However, if our range of plausible distances is reduced to account only for the spread in T5 absolute magnitudes (rather than T4.5 -T5.5 and binarity; since the former arguably already incorporates these effects), then we find the probability of chance alignment is reduced to 0.001%. On balance, it is reasonable to proceed with analysis of this system as a bona fide common proper motion binary system, although we caution that a parallax for the T dwarf is required to confirm beyond doubt that this pair is associated.
In many respects HD 118865A represents an ideal benchmark primary star. With a Hipparcos parallax (Perryman et al. 1997; van Leeuwen 2007) , kinematic and model-based age estimates and well measured metallicity (Casagrande et al. 2011) , it avoids many of the pitfalls associated with less massive primary stars. Indeed, the metallicity diagnostics for the M dwarf primaries that dominate the substellar wide binary sample have been benchmarked against nearby binary systems containing FGK primary stars for these reasons. The properties of HD118865A are summarised in Table 8 .
To determine the properties of HD118865B we have followed an identical method to that applied for LHS 6176B (see Section 6.2.3). In this case we have used models spanning the T eff = 1000 − 1400 K range, log g = 4.5 − 5.5 and solar metallicity. After a first round of calculations we found that the lowest gravity models were inconsistent with our estimated luminosity and age for the system, and so were excluded from the next iteration. We find the flux from HD118865B to be F bol = 1.47 ± 0.14 × 10 −16 Wm −2
and the luminosity to be L bol = 6.85 ± 1.00 × 10 21 W or log(L * /L⊙) = −4.75 ± 0.07.
If we assume that HD118865B is a single object with an age of between 1.5 and 4.9 Gyr, then we find that its luminosity corresponds to a radius of 0.080R⊙ < R < 0.091R⊙ and a mass of 0.065M⊙ > M > 0.040M⊙, with corresponding temperature 1320K > T eff > 1240K and gravity 5.4 > log g > 5.0, according to the COND evolutionary models. If HD 118865B is an equal mass binary, these properties should be revised to 0.079R⊙ < R < 0.095R⊙, 0.060M⊙ > M > 0.030M⊙, 1120K > T eff > 1020K and 5.4 > log g > 5.0.
HIP 73786B
Scholz (2010) and Murray et al. (2011) independently identified HIP 73786AB as a wide binary system consisting of a metal poor K5 dwarf moving in common motion with a T6p dwarf, and we recovered it with our search. At the time of its discovery longer wavelength photometry for the T dwarf was not available, and so no bolometric flux estimate was made. The advent of the WISE all-sky release, however, allows such an estimate to made relatively conveniently and for the purposes of including this object in subsequent discussion we have estimated the properties for HIP 73786B following the same method as described in the previous sections. In this case we have used BT Settl models spanning the T eff = 800 − 1200 K range, log g = 4.5 − 5.5 and solar metallicity, scaling the longer wavelength portions to match the W1 and W2 survey photometry, and stitching them to our flux-calibrated near-infrared spectrum at 2.4µm. As before, the regions blueward of 1µm have been filled using models scaled to match the Y band flux in our near-infrared spectrum. The current lack of low-metallicity BT Settl models in this temperature range has prevented us from using models covering the entire expected parameter range for this object, but since we scale the models to match the long wavelength photometry, we do not expect this to have a significant impact on our flux estimate. We find the flux from HIP 73786B to be F bol = 5.31 ± 0.30 × 10 −16 Wm −2 and the luminosity to be L bol = 2.20±0.12×10
21 W or log(L * /L⊙) = −5.24±0.04. Murray et al. (2011) loosely constrained the age of the HIP 73786AB system to be 1.6-10Gyrs. If we accept this age for HIP 73786B, then from its luminosity and the COND evolutionary models we infer a radius of 0.076R⊙ < R < 0.096R⊙ and a mass of 0.063M⊙ > M > 0.028M⊙, with corresponding temperature 1020K > T eff > 910K and gravity 5.5 > log g > 4.9 under the assumption that it is a single object. If HIP 73786B is an equal luminosity binary then we derive a radius 0.076R⊙ < R < 0.098R⊙, 0.058M⊙ > M > 0.022M⊙, 860K > T eff > 760K and 5.4 > log g > 4.8.
Properties of the UKIDSS wide binary sample
The relatively uniform manner in which our wide binary systems have been identified allows us to draw some preliminary conclusions about the properties of the late-T dwarf wide binary companion population. Firstly, it is apparent that with 7 wide binary companions out of a total of 92 T dwarfs within our proper motion > 100 mas/yr selection, we can place a minimum value of 8% on the wide binary companion fraction. This is consistent with the minimum value of 5% found by Gomes et al (submitted) for L dwarfs. This represents a lower limit, as our selection of candidate primary stars is limited by available photometry for faint red primary star candidates, as highlighted in Section 6.1. This source of incompleteness also explains another feature of our binary sample. That is, that the latest type T dwarfs are significantly over-represented, with 25% of T8 and later objects (3 out of 12 in our selection) appearing as wide binary companions, compared to 5% for T4.5 to T6.5 dwarfs. Whether this suggests that the true wide binary companion fraction for T dwarfs is nearer the 25% value seen for the latest type objects is an open issue that will require significantly improved selection of earlier type binary systems.
The scarcity of earlier type wide-binary companions can be understood not in terms of bias within our proper motion sample, but rather as a reflection of the relative space densities of late and mid-type T dwarfs, and the bias against fainter red candidate primary stars with Tycho photometry. The space density of the T8 and later dwarfs is significantly (e.g. 4×) higher than that of mid-type T dwarfs. This means that a larger proportion of the latest type objects will be found at close distances, where the LSPM and NOMAD catalogues are relatively complete for primary stars and proper motions are larger. The earlier type objects, however, will be less numerous in the nearby volume, and so larger fraction will be found at larger distances, where the catalogues of potential primary stars are most incomplete for the most common M dwarf type of primaries, and proper motions are smaller making reliable identification more problematic. It thus appears, at this stage, that we can (weakly) conclude that the spectral type distribution of T dwarfs as wide binary companions does not appear to be drastically different from that of isolated (i.e. single) T dwarfs. Leggett et al. (2010b) b from the V − K calibration of Neves et al. (2012) . Table 9 . Summary of the properties of the benchmark systems shown in Figures 10 and 11. 6.6 The colours of benchmark T dwarfs and the latest model atmospheres Figure 10 shows H − K vs H − [4.5] colour-colour plots for the compendium of MKO and Spitzer photometry of late-T dwarf benchmark systems including that presented by Leggett et al. (2010a) and updated with additional photometry presented here. Figure 11 shows similar Y − J vs J −W 2 colour-colour diagrams for benchmark T dwarfs with WISE photometry. The properties of the benchmarks are summarised in Table 9 .
Overlaid on the two panels of Figures 10 and 11 are colour tracks for the models of Saumon et al. (2012) and et al. (2012) , and a 1σ box for the model-predicted colours of each benchmark is connected to each objects observed colours (where a model prediction is available on these grids). These models incorporate the latest NH3 opacities from Yurchenko et al. (2011) , and a new treatment of collisionally induced H2 absorption (CIA H2; Abel et al. 2011 Abel et al. , 2012 . The Morley et al. (2012) models also include the effects of proposed sulphide and alkali condensates, which may become important in atmospheres below T eff ≈ 800 K. Low-metallicity versions of these models are not yet available, so it is not possible to assess if these recent developments have impacted the predictions for low-metallicity atmospheres.
It is difficult to draw firm conclusions about the success or otherwise of the different models by comparing the colour predictions to the observed colours of the benchmark systems as deficiencies in the models can be both masked and amplified by their differing impacts at the wavelengths of the two photometric bands being compared in any particular case. None-the-less some of the principal differences between the models and the observations can be attributed to known deficiencies in the model grids. For example, the predicted H −[4.5] and J −W 2 colours for the solar-metallicity benchmarks are almost universally too red in both Figures 10 and 11. This is due to the fact that neither model set includes non-equilibrium chemistry, which has been demonstrated to be important for determining the emergent flux in the 4 − 5µm region (e.g. Saumon et al. 2006) .
The most obvious conclusion that can be drawn from examining the colours of the benchmark systems is that metallicity and gravity both have a significant impact on the near to mid-infrared colours of late-T dwarfs, along with the (generally considered) dominant influence of temperature. For example, the low-gravity benchmark Ross 458C appears only 0.15-0.2 mag redder in H − [4.5] than Gl 570D and HD3651B, despite being approximately 100K cooler. Comparing the colours of Wolf 940B with Gl 570D and HD3651B suggests that ∆T eff = −100 K should (approximately) correspond to ∆(H − [4.5]) = +0.6 mag. This implies that the low-gravity of Ross 458C imposes a blueward shift of ∼ 0.4 mag for ∆ log g ≈ −0.7 dex, or roughly +0.1 mag per +0.18 dex in log g.
The impact of metallicity appears to be even more significant, with lower metallicity objects appearing redder (in e.g. H − [4.5] or J − W 2) at a given T eff than objects with near-Solar metallicity. For example, comparing the colours of LHS 6176B and BD+01 2920B with the warmer solar metallicity objects suggest that a shift of ∆[Fe/H] ≈ −0.3 dex can give rise to a shift of ∆(H − [4.5]) ≈ +0.6, if we assume that LHS 6176B is an unresolved binary with a T eff = 645 ± 55 K and log g = 5.05 ± 0.25. If LHS 6176B is a single object then the apparent shift in colour due to its metallicity would more like 0.9 mag. This is somewhat higher than for BD+01 2920B, and further argues for a binary interpretation for this object.
This effect has been suggested previously, based on comparisons of photometric colours and atmospheric models , and can largely be attributed to increased flux in the 4.5µm region due to reduced CO opacity. Comparison of Solar and low-metallicity cases for the BT Settl (Allard et al. 2010a) models that were first shown in Pinfield et al. (2012) and the Saumon & Marley (2008) models indicates that although both predict a colour shift due to lower metallicity, both under-predict its magnitude. The Saumon & Marley (2008) The slightly stronger metallicity dependence that the BT Settl model colours exhibit can likely be attributed to the combination of two factors. Firstly, the BT Settl models include non-equilibrium chemistry for CO2, which will result in a greater relative increase in flux in the [4.5] band in response to reducing the metallicity. Secondly, the BT Settl models include additional methane opacity in the H band, where the methane line lists are very incomplete, based on a statistical estimate of the contributions from the hot vibrational bands. With decreased metallicity these hot bands are likely to become more important as the chemistry shifts in favour of CH4 over CO and CO2 (e.g. Lodders & Fegley 2002) . Indeed, it is likely that the failure of the models to accurately reproduce the strong metallicity dependence of the H −[4.5] colour can be partially attributed to the incomplete nature of the methane line lists.
The strong dependence on metallicity of the H − [4.5] and J − W 2 colours should be considered carefully when using these colours to estimate the properties of cool brown dwarfs. Two specific examples worth highlighting in this context are: SDSS 1416+1338B, the second reddest known T dwarf in H − [4.5] despite a spectral type of T7.5 ); and WISEPC J1828+2650, which is the reddest known Y dwarf in the same colours Leggett et al. 2013 ). In the case of the former, its anomalously red colour was initially interpreted as being indicative of T eff ≈ 500 K . However, its parallax has since been measured, and its luminosity appears to rule out such a low temperature, and its extreme colours are now attributed to some combination of low-metallicity and/or high gravity with a significantly higher T eff (Murray et al in prep) . In the case of WISEPC J1828+2650, Leggett et al. (2013) argues that its extremely red H − [4.5] can only be consistent with its luminosity (which is higher than for some earlier and bluer Y dwarfs) if it is either younger than 50 Myr (with a mass < 1MJup) or an unresolved binary system. Given the example of SDSS J1416+1348B and the colours of benchmark systems in Figure 10 (albeit at higher T eff ), it seems reasonable to also offer a third (somewhat speculative) interpretation e.g. this object may in fact be somewhat warmer and more massive, but with its colours reddened by lowmetallicity, high-gravity and/or their combined impact on cloud properties.
It is important to emphasise that what follows is based on a highly simplistic extrapolation of the trends we have identified at cool T dwarf temperatures (T eff = 600 − 800K) to Y dwarf temperatures some 200 − 500K cooler. We note that at these low-temperatures the gravity range is limited by the long cooling times for the most massive objects (e.g. Saumon & Marley 2008) , so the bulk of any colour shift at a given T eff must be driven by metallicity. If we apply the shift that we have identified at higher-T eff of ∆H − [4.5] = +0.6 mag for roughly ∆[M/H] = −0.3 dex, and assume that the shift is entirely driven by extra flux in [4.5], we find that a halo-like low-metallicity of [M/H] ≈ −1 could provide the additional 1.5 − 2.0 magnitudes of flux seen in the 4.5µm region from WISEPC J1828+2650 (Leggett et al. 2013; Beichman et al. 2013) . Although the tangential velocity of WISEPC J1828+2650 has been measured as 51±5 km s −1 , which is most consistent with thin-disk membership, this does not rule out a metallicity as low as [M/H] ≈ −1. Its near-infrared colours may also lend weight to the low-metallicity interpretation. Leggett et al. (2013) report H − K = −0.63 ± 0.43 for this target, making it the bluest known Y dwarf in these colours, which at higher temperatures would be associated with lowmetallicity and/or high-gravity. Its red J −H = +0.63±0.33 colour is also not at odds with low-metallicity. For example, in the T dwarf regime, metallicity has little impact on the J − H colours of T dwarfs (see Figure 12 ). Interestingly, the BT Settl models predict redder J − H colours for lower metallicity T dwarfs, with a more pronounced effect at lower T eff . It will be interesting to see how the picture of the impact of varying metallicity develops as new models grids are calculated and new benchmark systems are discovered over the coming years.
THE DISTRIBUTION OF T DWARF COLOURS
Beyond comparisons to our benchmark sample, it is also interesting to make more qualitative comparisons between the spread in colours predicted by the atmospheric models and that seen for the wider T dwarf population. Such comparisons provide insight as to whether the impact of varying parameters such as gravity in models results in colour shifts of the similar proportions seen in the data. Figure 10 shows H − K vs H − [4.5] colour-colour plots for the compendium of MKO and Spitzer photometry of late-T dwarfs presented by Leggett et al. (2010a) , updated with additional photometry presented here. The benchmark T dwarfs are labelled as for Figure 10 . Figure 11 shows similar Y − J vs J − W 2 colour-colour diagrams for the UKIDSS T dwarfs with WISE photometry. These plots reveal that the two model sets are each able to reproduce the spread in late-T dwarf colours in one of H − K or Y − J, but not both. We note that neither set of models include refractory condensate clouds that are important at warmer T eff , and so they are not expected to match the data for earlier type T dwarfs, which they do not. The upper panel of Figure 13 suggests that the revised CIA H2 opacity included in the Saumon et al. (2012) models has significantly improved the match to the spread and pattern seen in H − K colours over previous model grids, which tended to predict H − K that was too blue, and descending to more negative values rapidly with T eff (e.g. Burningham et al. 2009; Pinfield et al. 2012) . The lower panel of Figure 13 shows the colour tracks for the Morley et al. (2012) models, which, in addition to using the Saumon et al. (2012) CIA H2 opacity also include alkali and sulphide clouds that may become important at T eff < ∼ 800 K. These models show slightly redder H − K, with a smaller spread in H −K colour as a function of gravity. The reduced spread in H−K arises as higher gravity leads to thicker cloud layers, pushing the colours redward and partially counteracting the blueward trend that would otherwise result from the increased CIA H2 opacity.
As can be seen in Figure 14 , the introduction of the low-T eff clouds tends to increase the Y − J spread due to gravity, as the effect of increasing gravity on pressure sensitive gas-phase opacities and the impact of thickening cloud layers with increasing gravity both tend to give redder Y −J colours, and here the cloudy models better reproduce the observed spread in colours than those without clouds. Variations in metallicity may have a significant impact on cloud properties. Since only solar metallicity realisations are available for the new model grids, it is thus impossible to determine whether their failure to reproduce the observed colour spread in both Figures 13 and 14 merely reflects this fact, or if it suggests some other as-yet unidentified shortcoming in the theoretical approach.
We have presented plots similar to Figure 13 in previous work (e.g. Leggett et al. 2010a; Burningham et al. 2011; Pinfield et al. 2012) comparing the colours of the late-T dwarf sample with the previous generation of models that did not include the improved CIA H2 treatment, nor the low-temperature sulphide and alkali condensates proposed by Morley et al. (2012) . The previous generations of models typically predicted significantly bluer colours in H − K, with H −K becoming increasingly blue with decreasing T eff . The preference for redder H − K colours amongst the late-T sample led us to conclude that there was some bias in favour of young, low-gravity objects either within our selection or in the population itself. The model colour tracks in the top panel of Figure 13 match the observed spread in H − K colours very well, with no need for such a young-age bias in the sample. Indeed, when both Figures 13 and 14 are considered, the strong model dependence of previous conclusions drawn from such plots is apparent.
KINEMATICS OF THE UKIDSS LATE-T DWARF SAMPLE
The implication from Figures 10 to 14 that the late-T dwarf sample is not dominated by young low-mass objects as had been previously suggested Burningham et al. 2011; Pinfield et al. 2012 ) highlights the inherent model dependency of determining the properties of cool brown dwarfs from colour-colour diagrams. To shed further light on this issue we have constructed a J band reduced proper motion diagram for our sample (see Figure 15 ). It is apparent that there are no obvious features which distinguish the distribution of kinematic properties between the latest type T dwarfs and the earlier type objects in UKIDSS. A more robust statistical treatment to assess this will be presented by Smith et al (in prep.) . Nonetheless, it appears that the late-T dwarf sample is kinematically indistinct from the mid-T dwarfs, which themselves have been shown to match the kinematics of the earlier type L and M dwarfs, reflecting the typical Galactic disk age distribution (Faherty et al. 2009 ).
We note that our earliest type objects, in the T4 class, appear to be preferentially distributed to higher speeds. Previous detailed studies of T dwarf kinematics (Faherty et al. 2009 , e.g.) argue this is not a real effect. It likely arises as a result of the combination of our J −H < 0.1 and J −K < 0.1 colour requirements, which may exclude T4 dwarfs with redder H − K colours, and J − H colours near our colour cut offs. As such, we are likely to preferentially select objects that are bluer in H − K, due to high-gravity and/or lowmetallicity, in this region. Such objects can be expected to be typically older, and thus will exhibit higher velocities.
UPDATED SPACE DENSITY ESTIMATE
We now have near-complete follow-up of all candidates with J < 18.8 in UKIDSS LAS Data Release 8 (DR8). This covers 2270 square degrees of sky within the SDSS DR8 footprint. Our significantly increased sample of T6 dwarfs allows us to improve on the space density estimate derived in Burningham et al. (2010b) . However, the optimisation of our selection method since that work (to include CH4 imaging) somewhat complicates our completeness correction and bias selection. Unifying a sample selected in a slightly inhomogeneous manner, such as ours, to derive a space density is best achieved via a Bayesian parameter estimate method. For this reason we defer this more rigorous derivation of the space density to a future work, since it is beyond the scope of this discovery paper. Here, instead, we follow the method of Pinfield et al. (2008) and Burningham et al. (2010b) , and derive approximate correction factors for the incompleteness introduced by our different photometric cuts in the same manner as we previously did for correcting for our J − H selection cut, and simply scale these by the proportion of the sample to which they were applied. There are 76 dwarfs with measured spectral types of T6 or later with J < 18.8 in the region of sky covered by UKIDSS DR8 and SDSS DR8 probed by our searches. Of these, 39 have already had spectra published (Tsvetanov et al. 2000; Burgasser et al. 2004; Chiu et al. 2006; Lodieu et al. 2007c; Chiu et al. 2008; Pinfield et al. 2008; Burningham et al. 2008; Delorme et al. 2008; Burningham et al. 2009 Burningham et al. , 2010b Kirkpatrick et al. 2011; Scholz et al. 2012) , and 37 have been presented for the first time here. In addition, we have four targets with CH4s − CH4l < −0.5 which have not not yet been followed up spectroscopically (see Table 1 ). The CH4 types for two of these objects are constrained to earlier than T5.5, whilst two are consistent with types as late as T6. We thus include the later two of these four in our sample, bringing it to a total of 78 T6 and later dwarfs.
We also have one target for which we do not have well calibrated methane photometry and no spectroscopic observations: ULAS J 0800+1908 has a LIRIS methane colour of H − CH4l = −0.73. This is suggestive of a type intermediate between that of the T7 dwarf ULAS J0746+2355 which has LIRIS H − CH4l = −0.87 and the T6.5 dwarf ULAS J1023+0447. However, the lack of a spectral type calibration for this methane colour prevents us from assigning this object to a specific spectral type bin in our sample. Instead, we incorporate it into the uncertainty in the T6 and T7 bins.
Two thirds of our sample were selected using the method presented in Pinfield et al. (2008) and Burningham et al. (2010b) . For this method we found that a correction factor of 1.03 should be applied to all spectral type bins, to account for the biases introduced by the following effects: scatter out of our J − H < 0.1 selection due to photometric error; mis-matching of bona fide T dwarfs with background stars in our SDSS crossmatch; wide binary companions to stars (which should be excluded from a T dwarf primary space density). We do not correct for the possibility of excluding objects with the Y − J < 0.5 that we applied to Y J-only selected targets fainter than J = 18.5 since no T dwarfs have yet been found with such colours. Although Y dwarfs are now known with such blue Y − J colours (Leggett et al. 2013 ), we are not sensitive to such objects due to their inherently faint nature.
One third of our sample was selected using the new follow-up method described in Section 3. Since this method uses the same starting point of Y JH and Y J-only colour selections, it is subject to the same biases. In addition to those, however, it also includes bias due to the z ′ band and CH4 follow-up criteria. The follow-up z ′ band observations delivered typically uncertainties of ±0.2 magnitudes for faint red T dwarfs, and considerably smaller uncertainties for bluer M dwarfs. We ruled out from further investigation targets that had z ′ −J < 2.5 after z ′ band follow-up. This is roughly 3σ bluer than the bluest measured z ′ − J for late-T dwarfs. As such, we estimate that less than 1% of bona fide late-T dwarfs would be scattered out of our selection during the z ′ band follow-up step. Our CH4 photometry step may also exclude some objects since we only obtained spectroscopy for those objects with CH4s − CH4l < −0.5. The strong dependence of CH4 colour on spectral type means that the fractional bias must be determined for each spectral type bin. We have estimated the number of objects that we would expect to scatter out of our CH4s − CH4l < −0.5 cut by summing the probabilities of our confirmed dwarfs in each bin being scattered beyond the cut based on their measured CH4 colours and 1σ uncertainties. We find that we would expect 8% of T6-T6.5 dwarfs to be scattered out of our selection at this stage of follow-up. Following the same method for T7-T7.5 dwarfs we find that less the 0.1% will be excluded, and similarly negligible fractions for the later type bins also.
We thus find that our bias corrections factors for our full sample due to our selection method are 1.03 for the T7-T7.5 and later bins, and 1.05 for our T6-T6.5 bin. We must also correct for biases inherent to any magnitude limited survey due to preferential inclusion of unresolved binary systems and the Malmquist bias. In Burningham et al. (2010b) we derived binary correction factors of 0.97 and 0.55 based on the broadest range of likely binary fractions reported in the literature (5% -45%). In Pinfield et al. (2008) , the Malmquist correction factor was found to be between 0.84 and 0.86. We apply these same correction factors here.
Calculating a space density from our corrected sample requires the application of some MJ -spectral type conversion to determine the volume probed for each subtype by our magnitude limited sample. The choice of relation has a significant impact on the resulting space densities, and differences in approach to this issue can contribute significantly to differences in measured space density between different projects. In Burningham et al. (2010b) we used the MJ -spectral type relations of Liu et al. (2006) . However, to take advantage of the improved sample of T dwarfs with measured parallaxes we will instead use the polynomial relations presented by here. Since these relations are only valid for the Cushing et al. (2011) system for the latest spectral types we have included our T9 dwarfs in the T8-T8.5 bin. In Table 10 we provide a summary of our update to this calculation. By this method we find that the space density of T6-T8.5 dwarfs (on the Cushing et al. 2011, system ) is 3.00±1.3−5.52±2.4×10 −3 pc −3 , depending on the underlying binary fraction. Kirkpatrick et al. (2012) also used polynomial relations to estimate the magnitudes of objects for which no trigonometric parallax is available and they applied a single 30% unresolved binary correction. To allow comparison between these samples we have carried out an additional space density calculation assuming the same binary fraction. Table 11 summarises this calculation, from which we find a space density of 3.9 ± 1.7 × 10 −3 pc −3 for T6-T8.5 dwarfs on the Cushing et al. (2011) system. This is very close to the value of 3.43 ± 0.32 × 10 −3 pc −3 found by Kirkpatrick et al. (2012) . The error we have assigned to Kirkpatrick value has been calculated assuming only Poisson noise in their count of each spectral subtype.
Using polynomial relations is not necessarily, however, the most appropriate way to estimate absolute magnitudes for targets of a given subtype. This is because the subtypes are not a continuous variable, but rather discrete and based on an inherently subjective spectral typing scheme. As such, polynomial fits (and their associated residuals) can mask true scatter in the MJ values of certain subtypes. We have thus performed an additional density estimate using the mean magnitudes for each spectral subtype from Table 11 . Summary of the updated space space density calculation following the method of Burningham et al. (2010b) for our J < 18.8 sample of T6 dwarfs. Nc refers to corrected numbers based on the sample corrections described in the text, and 30% binary correction as applied by Kirkpatrick et al. (2012) . The values of M J and the uncertainties are as for spectral typing scheme. For the purposes of this calculation we have also used a single binary correction factor of 30%. Table 12 summarises this calculation that we include here for illustrative purposes.
This method leads us to an estimate of 6.2 ± 1.9 × 10 −3 pc −3 for the space density of T6-T8.5 dwarfs (on the system of Cushing et al. 2011 ). This is somewhat higher than the other methods determined (for the same binary fraction), and it is driven by the fainter absolute magnitude assigned to the coolest spectral type bin. Metchev et al. (2008) also used a mean magnitude approach for estimating their survey volumes, applying a mean MJ (2M ASS) = 15.75 ± 0.50 to the T6-T8 bin, and deriving a space density of 4.3 +2.9 −2.6 × 10 −3 pc −3 (for a binary fraction of ∼ 26%). This is consistent with our value of 2.8 ± 0.8 × 10 −3 pc −3 across the same spectral type range. Their slightly higher value can largely be attributed to fact that they use a single mean for the entire T6-T8 bin, which is fainter than the value we use for the most numerous T6 dwarfs. This will tend lead to an overestimate of the space density across the whole bin. This illustrates the significant impact that the assumed MJ -spectral-type relation can have on derived space densities where trigonometric parallaxes are not available for the entire sample. The uncertainties introduced by the scatter about the assumed MJ , and the systematics associated with the choice of MJ estimate relation, now significantly outweigh the random error due to our sample size.
In Figure 16 we compare our space densities from Table 11 and that of Kirkpatrick et al. (2012) , to the predictions from Monte Carlo simulations of the Galactic field population of T dwarfs assuming different forms of the IMF and brown dwarf formation history (see Burningham et al. 2010b ; Deacon & Hambly 2006 , for full descriptions). As in Burningham et al. (2010b) we have used the system mass function normalisation of 0.0024 pc −3 for objects in the 0.09 − 0.10 M⊙ range, taken from Deacon et al. (2008) . For the purposes of this comparison we have transformed the space densities which are supplied from the simulations as a function of T eff , to densities as a function of spectral type using the T eff ranges given in Table 11. These conversions are uncertain and function as a very "broad brush" to facilitate the comparison between simulations and observation. We have also included predictions for the Chabrier (2005) log-normal system mass function, since this now appears to be the preferred function fitted to young clusters across the low-mass stellar/-substellar/planetary mass regime (e.g. Bastian et al. 2010; Lodieu et al. 2012c; Alves de Oliveira et al. 2012a, and references therein) .
It is clear that the estimated space densities from both UKIDSS and WISE are significantly lower than predicted for an α = 0 or log-normal mass function, coinciding best with values of −1.0 < α < −0.5. As has been noted before (e.g. Pinfield et al. 2008; Burningham et al. 2010b ), this represents a significant discrepancy with the IMF measured in many young clusters where the mass function has been fitted with α ≈ +0.6 power laws (e.g. Barrado y Navascués et al. 2002; Lodieu et al. 2007a Lodieu et al. , 2009 or the log-normal mass function with a characteristic mass in the region of 0.2M⊙ that has been measured by studies using the UKIDSS Galactic Clusters Survey, amongst others (e.g. Lodieu et al. 2007b Lodieu et al. , 2009 Lodieu et al. , 2011b Lodieu et al. ,a, 2012c Alves de Oliveira et al. 2012a,b; Boudreault et al. 2012) . Kirkpatrick et al. (2012) note that the ratio of stars to brown dwarfs in the field is consistent with that seen in young clusters when a universal substellar IMF is assumed (Andersen et al. 2008) , and thus conclude that the underlying mass functions are the same. However, the discrepancy between the predictions based on the functional form that has been fitted to the IMF in young clusters, and observed field population should not be ignored. Assuming a 30% binary fraction, both our UKIDSS T6-T8.5 space density and that of Kirkpatrick et al. (2012) Table 12 . Summary of our space space density calculation following the method of Burningham et al. (2010b) to correct biases in our J < 18.8 sample of T6 dwarfs. Nc refers to corrected numbers based on the sample corrections described in the text, and a 30% binary correction as applied by Kirkpatrick et al. (2012) , and the latest spectral type bin is on the system of Cushing et al. (2011) . In this case we have used the mean absolute magnitudes of for our M J -spectral type conversion. We have applied these to each half subtype before combing them to arrive at space densities for full subtype bins. The uncertainties in the computed space densities reflect the volume uncertainty that arises from the uncertainty in M J and Poisson noise in our sample. predicted by the log-normal mass function, and corresponding to a significance of 2σ and 13σ respectively.
The kinematics of our sample (see Section 8) imply that this discrepancy cannot be attributed to late-T dwarfs having a significantly different formation history to the rest of the Galactic disk, and we are left with two plausible options. Firstly, errors in the evolutionary models used to estimate masses in young clusters and/or in the cooling times used to produce the Monte Carlo simulations in field could give rise to such a discrepancy. These options can be investigated by employing shifted cooling curves in the Monte Carlo simulations to investigate their impact on the predicted space densities and age profiles, and we defer further discussion of this possibility to a future work.
The second plausible origin for such a discrepancy is if the bulk of the field population formed in different environments than the nearby young clusters that have been subject to detailed study. For example, Bressert et al. (2010) have found that only 26% of low-mass stars form in high density regions, which they define as those with surface densities of young stellar objects (YSOs) > 200pc −2 , corresponding roughly to the most dense parts of the Taurus star forming complex. Luhman (2004) found a deficit of brown dwarfs in Taurus relative to the high densities of the Trapezium cluster, and more recent studies have further hinted at similar enrichment of the substellar component at higher densities (Andersen et al. 2011) . A combination of low-density dominated low-mass star and brown dwarf formation with a substellar IMF that declines steeply in the lowest density regions, but has the log-normal form currently preferred in higher density regions, would naturally reconcile the two conflicting views of form for the substellar IMF that we are currently presented. Unfortunately, obtaining a statistically meaningful census of the young substellar population in the lowest density regions where Bressert et al. (2010) argue that most low-mass stars are formed (e.g. < 50 YSOs pc −2 ) is extremely challenging due to the large areas that must be surveyed and the inherently faint nature of the targets. Given the significant investment of observing time that would be required to test this hypothesis, it would make sense to first investigate the potential impact of systematic effects in the evolutionary models for both young and old objects.
SUMMARY
The expanded T dwarf sample presented here, along with access to the new 2 epoch LAS catalogue of Smith et al (in prep) has allowed the discovery of two new benchmark systems along with the first estimate for the wide-binary companion fraction amongst late-T dwarfs. By examining the colours of the current census of late-type benchmarks we have identified the H − [4.5] and J − W 2 as being more sensitive to metallicity than models have so far predicted, and caution that this must be considered when using these colours to estimate the relative properties of cool brown dwarfs. The expanded sample of late-T dwarfs, and the new model grids from Saumon et al. (2012) and Morley et al. (2012) also now argue against the previous conclusion of Leggett et al. (2010a) that the sample is dominated by young low-mass objects. This is supported by the kinematics of our sample.
Our updated space density for late-T dwarfs is consistent with the density reported by Kirkpatrick et al. (2012) and confirms our previous conclusion that there are far fewer late-T dwarfs than we would expect given the favoured forms for the IMF in young clusters. Whilst it is possible that this discrepancy arises from problems with either or both of the young and old evolutionary models for brown dwarfs, we also speculate that it could arise as a result of the dominant environment for low-mass star and brown dwarf formation being lower density regions than are currently probed, as suggested for low-mass stars by Bressert et al. (2010) . Table B2 . Summary of methane photometric observations using the TNG. T int gives the integration time for each co-add, N coadd is the number of co-added images at each dither point, N dither is the number of dither points in the mosaic.
