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ABSTRACT
Lingg, Andrew J., Ph.D., Engineering Ph.D. Program, Department of Electrical Engineering, Wright State University, 2012. Statistical Methods for Image Change Detection with
Uncertainty.

Sensors capable of collecting wide area motion imagery (WAMI), video synthetic aperture radar (SAR), and other high frame rate sensor modalities provide massive amounts of
high-resolution data. Such data allows for the use of multiple images in exploitation tasks
which may have traditionally used single images or single pairs of images. One such task
is change detection. This dissertation presents new statistical methods for change detection
that provide for the exploitation of multiple images per pass. Uncertainty in image registration can degrade change detection performance. Registration accuracy is analyzed, and
the impact of registration uncertainty is propagated to the registered imagery. A statistical
understanding of this uncertainty is incorporated into the sequential change detection algorithm to mitigate performance degradation due to registration errors. Theoretical results
are verified through simulation experiments and with measured data sets.
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Chapter 1
Introduction
This dissertation presents a new sequential statistical method for change detection, derives
a statistical characterization of feature-based image registration, investigates the impact
of registration uncertainty on change detection, and devises improvements for the change
detction algorithm via incluseion of the registration uncertainty information. Lastly, a new
method for change detection based on compressive sensing principles is presented. Theoretical results are validated via simulations, and the utility of the derived algorithms are
demonstrated via experiments using measured sensor data. This chapter discusses the motivation for our work (Section 1.1), explicitly describes our contributions (Section 1.2),
provides an outline for the remainder of the dissertation (Section 1.3), and describes the
notation that will be used in the mathematics presented in the rest of the dissertation (Section 1.4).

1.1

Motivation

Recent advances in sensor technology have allowed for the collection of Wide Area Motion Imagery (WAMI), video framerate synthetic aperture radar, and many other persistent,
high-framerate modalities of sensor data collection [1]. These sensors produce a massive
amount of data covering a large area. Manual analysis of such large data sets is unten1

able. Automated analysis algorithms for such datasets requires an efficient framework for
combining results across multiple temporal images. Additionally, most of these tasks require images be registered to a common coordinate frame. No registration algorithm is
perfect, and as such, most image analysis tasks may benefit from knowledge of registration
uncertainty characteristics.
One such automated analysis task is change detection. Change detection is useful for
determining if objects have entered the imaged area, exited the area, or moved within the
area. Additionally, change detection is useful for rapid assessment of changes brought to
an area by some event (e.g. flooding after a hurricane), long-term land use monitoring
(e.g. analysis urban expansion), or otherwise finding differences between images that may
otherwise be less obvious when viewing raw imagery. Motion imagery allows for multiple images to be collected during each pass when performing two pass change detection.
Additional images provide more information on which to make decisions in exploitation
tasks.
Additionally, uncertainty in registration remains a problematic source of error in performing exploitation tasks which require multiple images. Image misalignment due to
registration uncertainty can cause pixels to be mismatched across images when computing
some test statistic at an image coordinate location across multiple images. This can result
in an inaccurate test statistic. For example, in change detection, pixels along the edges of
adjacent unchanged objects of dissimilar intensity are frequently a cause of false alarms, as
a pixel belonging to one object may be compared to a pixel from the other object, resulting
in a test statistic that is indicative of change. Knowledge of the statistical characteristics
of the registration error could be utilized to improve the results obtained from algorithms
performing these tasks, by indicating whether the misregistration may cause a bias toward
a particular result and indicating locations where results may be less reliable due to registration uncertainty. Change detection is one such task. Information regarding the impact
that registration uncertainty has on individual pixel intensities in change image allows for

2

more accurate detection results.

1.2

Contributions

The research performed for this dissertation provides several contributions to the field of
sensor signal processing. First, we present a new sequential statistical change detection
algorithm. This algorithm allows for the exploitation of multiple images per pass when
performing two-pass change detection. Second, we derive a Cramer-Rao Lower Bound
(CRLB) on the varaince of the estimate projective transformations. This bound is computed
for estimations from a set of matched feature points containing Gaussian uncertainty in their
detected positions. From this, we bound the variance on pixel position in the registered
image. From this, we can predict the second order statistics of the intensity of a pixel
at a particular position in the registered image. We use these second-order statistics to
predict a residual bias and additional variance that are induced in a change image due
to registration uncertainty. Finally, we modify our original sequential change detection
algorithm to include the predicted registration statistics in the likelihood functions used in
the likelihood ratio test. Additionally, we demonstrate the utility of compressive sensing
techniques for performing change detection.
Typically, two-pass change detection methods used a single pair of images, one reference image and one mission image only. Using information from multiple images per
pass was accomplished via simple averaging and decision-level fusion. The sequential
change detection algorithm presented in this dissertation provides a statistical framework
for performing change detection while exploiting information from multiple images from
each pass. Use of additional images in this context is shown to improve detection results,
both in simulated and measured imagery. For applications beyond change detection, the
log-likelihood sequential change statistic derived in Chapter 3 provides an efficient tool for
combining information from multiple images into a single statistic.

3

Prior to this work, bounding and prediction of image registration and registered image
statistics was limited to the computation of CRLBs on transformtion parameters and a
prediction of the expected variance on pixel position that applied to the whole image [2, 3].
The research presented in this dissertation extends CRLBs on transformation parameters
to CRLBs on registered pixel coordinates. Predictions of the expected bias and variance
in the pixel intensities of a registered image are also made. The accuracy of these bounds
and predictions are demonstrated by simulation. The registration uncertainty information
provided by this bound and the predicted statistics of pixel intensities provide valuable
insight into the impact registration uncertainty may have in automated image analysis tasks.
For example, the likelihood functions in a likelihood ratio test used for change detection
are updated to reflect the impact that registration has on the change image.
Previous works concerned with reducing the impact of registration errors on change
detection performance have not been based upon a statistical characterization of the registration error (see Section 2.1.2). The research presented in this dissertation extends the
predicted pixel intensity statistics of a registered image to predicted change image statistics.
Predicted change image statistics are then accounted for when making decisions. Simulations and measured data experiments show improvements in change detection results from
adjusting change statistics to account for registration-induced uncertainty. These results
shown for this contribution imply that both the sequential log-likelihood change statistic
and use of registration uncertainty information can improve performance in image analysis
tasks. Additionally, using both techniques grants an additional benefit over using just one
or the other.
Lastly, compressive sensing techniques have been applied to a wide variety of problems. Prior to our work, change detection was not one of them. We demonstrate the
utility of these techniques for efficiently performing change detection in a single image
versus multiple reference images. This algorithm provides benefits similar to the sequential change detection algorithm by using multiple reference observations. Additionally, this
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algorithm allows change detection to be performed against many different common reference configurations simultaneously without the need to determine which reference image
to compare to beforehand.

1.3

Outline

The remainder of this dissertation is organized as follows. In Chapter 2, we discuss prior
works in the literature relevant to this disseration and provide other necessary background
information. In Chapter 3, we describe our sequential change detection algorithm. In
Chapter 4, we derive the CRLB for estmating registration transformations and extend it
to a CRLB on estimates of pixel positions in the registered image and to predictions of
second-order statistics on pixel intensities. In Chapter 5, we extend the results of Chapter 4 to predict the impact of registration uncertainty on change detection and show how
this information can be used to improve change detection performance. Chapter 6 covers
our efforts in investigating compressive sensing techniques for change detection. Finally in
Chapter 7, we review the dissertation contributions, draw conclusions, and provide direction for continuation of this research.

1.4

Notation

The following notation will be used throughout this dissertation. Scalars are given by
lowercase letters (e.g., x), vectors are given by underlined lowercase letters (e.g., x), and
matrices are given by uppercase letters (e.g., X). Parenthetical superscripts are used to
denote time and subscripts are used to denote associaton and for uniqueness. A scalar
letter that has a parenthetical index is a vector element from the vector indicated by the
(n)

same letter. For example, µr (k) is the k th element of the mean vector associated with the
reference image at time n.
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Chapter 2
Background
In Section 2.1, we provide context for our work by reviewing relevant literature. Section 2.2
provides details about our data models. A description of the image registration algorithm
used in our experiments is given in Section 2.3. Section 2.4 gives background on compressive sensing. Finally, we provide details regarding measured data sets that we use in some
of our experiments in Section 2.5.

2.1

Literature Review

2.1.1 Change Detection
Detecting change between images of the same scene captured at different times can often be
quite useful, with applications in the medical field [4, 5, 6, 7, 8, 9], remote sensing [10, 11,
12, 13, 14] and many other problem domains [15, 16, 17, 18, 19, 20, 21, 22]. The goal of
change detection algorithms is to detect relevant change while ignoring nuisance changes.
Nuisance changes include changes due to sensor noise, registration errors, and variation in
sensor and scene parameters. Ignoring nuisance changes has proven to be challenging in
many applications, as suppressing detections generated by these errors typically reduces
the probability of detecting true change.
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A wide variety of methods exist for performing change detection. Several surveys
have been written on the subject [23, 24, 25]. We make the distinction between two broad
categories of change detection methods. Methods which detect changes within sequences
of images make up one of these categories [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36,
37, 38, 39, 40, 41, 42, 21]. Our work is concerned with the other of these categories,
which includes methods for detecting change between images of a scene taken at different
times. Our innovation takes place via the inclusion of multiple images from each pass in
computing change statistics.
Within the latter category, a large number of methods comupte some function of the
input images and make decisions based on a threshold. The most basic of these methods is differencing, in which a reference image is subtracted from the mission image, and
detection decisions are made based on thresholding [43, 44, 45]. On a similar train of
thought, one can form a change image via image ratioing and compare it to a detection
threshold [46, 47, 48, 49, 50]. Subtraction of the raw data may give poor results if imaging
conditions change between the reference and mission passes. One method of compensation is to try to remove image changes caused by varying imaging conditions [51, 52].
Thresholds can be set for the entire image, or different regions of the change image can
be compared to different thresholds [53]. Our work begins by taking a difference between
pairs of images.
Methods for automatically deriving the decision thresholds have also been a topic of
much research. Popular methods for threshold selection include Kittler and Illingworth’s
algorithm [54], Huang and Wang’s algorithm [55], and Otsu’s algorithm [56]. These methods have been used in many works to select a change detection threshold [57, 58, 59, 60].
Sun et. al. [61] found the threshold by maximizing a 2-D entropy metric of the histogram
with respect to the threshold. Bruzzone and Prieto [62] derived a method of setting a threshold based on minimizing the Bayesian risk of the decision. A cost is associated with making
each type of error. This cost, along with an estimate of the conditional probability of each
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error type given the threshold, is used to compute the Bayesian risk. We similarly set detection thresholds based on the conditional distributions of the change statistics. One may
also search for the optimal threshold over a training set of known change types [63, 64].
The work presented in Chapter 3 builds upon change detection techniques which use
a statistical framework for making decisions. These include hypothesis testing between
change and no-change hypotheses [65, 66], significance tests against the no-change hypothesis [67, 68, 69], likelihood ratio tests [68, 69, 70, 71, 72], and estimation of posterior
probability of change [73]. Another method is to estimate a predicted mission image using
the reference image and statistics from the mission image. The predicted mission image is
then subtracted from the actual mission image [74, 75, 76].
There exist many more sophisticated methods for change detection, broadly characterized into parametric and non-parametric algorithms. The work presented in Chapter 3
falls into the former category, while the method presented in Chapter 6 falls into the nonparametric category. Parametric methods in the open literature include classification of
changed pixels into a change model and suppressing those based on nuisance change [77,
78], use of support vector machines [79, 80], comparing spatial polynomial models for
pixel values between the two images [81], inclusion of contextual information through
Markov image modeling [82, 83, 12, 84, 85, 86, 87, 88, 89, 90, 60], multiscale detection approaches using wavelets [91, 92, 93, 94, 95, 96] information metrics [97, 98, 99, 100], and
as a transparency computation problem. Nonparametric methods include clustering pixels
in the change image into changed and unchanged classes [101], evolving change masks
via genetic algorithms [102], use of minimum description length models [103, 104]and
deciding between change and no-change using neural networks [105, 106]. Selection of
changed pixels in the difference image via image segmentation algorithms [93, 96, 107]
and segmentation of input images followed by region-level comparison [108, 109, 110]
can fall into either category depending on the segmentation method used.
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2.1.2 Registration Error Modeling and Artifact Correction
While a large number of papers have been written on change detection and the usually
necessary preprocessing step of performing image registration, comparatively few papers
address modeling or dealing with registration errors apart from attempting to achieve a
better registration. Registration-induced artifacts in change images are problematic for
change detection, as comparing pixels belonging to incorrectly aligned objects in an image
produces very similar results as true change, thus increasing the false alarm rate.
A small number of empirical studies on the effect of registration errors on change
detection have been carried out [111, 112, 113, 114]. They have shown that registration
errors cause a greater number of change detection errors in portions of the image that
contain high spatial frequencies. They have also shown that, in general, a greater degree of
misregistration results in greater degradation of detection results. Finer spatial resolution
may also result in a greater number of false alarms than performing change detection at a
more coarse resolution [114]. When performing object-based change detection, increasing
the number of classes that objects can be put into may cause an increase in false alarms
as well [113]. These works give some indication of the nature of change-image errors
caused by registration. We interpret our results in Chapters 4 and 5 with consideration to
the results presented in these works.
Two previous works have yielded progress toward a statistical characterization of registration uncertainty. Yetik and Nehorai [3] derived CRLBs for the parameters of several
types of registration transformations based on control points. Pham et al.

[2] derived

a CRLB on the variance of the parameters of a projective transformation for correlationbased rather than control point based registration. Our work extends CRLB derivations to
estimating projective transformations based on feature points. We also further extend the
CRLB from bounds on transformation parameter variance to bounds on pixel positions and
predict the statistics of registerd-image pixel intensites from these bounds.
One method of mitigating registration noise is to perform a multiscale decomposition
9

of the difference image and to dismiss as registration noise those detections that disappear at
lower resolutions [115, 116, 117, 118, 119]. This approach is based on the assumption that
registration noise will present itself in high-frequency structures that will disappear at lower
resolutions, and that real changes will be composed of wider and more compact groups of
pixels. While this may effectively reduce registration noise, high-frequency changes will
not be detected.
Stow [120] makes corrections for registration noise directly, using an estimate of the
degree of misregistration and spatial gradients. He models registration error as

ǫ=−

∆B
∆B
Dx −
Dy ,
∆x
∆y

(2.1)

where Dx and Dy are estimates of the degree of misregistration in the x and y directions,
respectively, and the ∆B terms give the spatial brightness gradient in the corresponding
direction. This estimated error is subtracted from the pixel in question to correct the registration error. However, this work assumes knowledge of the positional registration error at each pixel, which is rarely known in practice. Another approach, called adaptive
grayscale mapping [121, 122], operates on the assumption that for every pixel containing
positive-valued registration noise there is a nearby area containing negative-valued registration noise. When two such nearby pixels are found, brightness is subtracted from
the positive-valued pixel and added to the negative-valued pixel until they are equalized.
Finally, order statistics filters have been used to remove registration noise as well. Specifically, Beauchemin and Fung used an adaptively weighted median filter to remove registration noise [123].
Another technique is based on estimating the probability that pixels are corrupted
by registration noise and eliminating changes that have a high likelihood of originating
from misregistration [124, 125, 126]. This approach has only been implemented on multispectral imagery, as multidimensional observations allow for better separation between
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the “affected by registration noise” and “not affected by registration noise” distributions
than those with only one dimension. Using this estimator for the probability of a pixel
being affected by registration noise, Marchesi and Bruzzone [127] selected points with a
high probability of registration noise contamination to use as control points for registration. These points are selected as control points with the intent of making the registration
error smallest where the image would be most affected by registration noise. While these
works lack direct applicability to the problems discussed in this dissertation, the statistical
approach taken by these algorithms is loosely related to our methods for registration error
mitigation based the CRLB.

2.2

Data Model

In this section, we lay out our assumptions regarding the image data input into our algorithms, from which our methods are derived.

2.2.1 Registration Model
We begin with two images of the same scene. While there may have been minor changes
(including those to be detected) in the scene between the capturing of these images, we
assume the predominant change will have been the location of the camera, and that the
scenes are related by a projective transformation. Let (x, y) represent the true location of
a feature in the image to be registered (called the mission image) and (u, v) represent the
true location of that same feature in the reference image. A projective transformation maps
(x, y) to (u, v) via [128]
θ(1)x + θ(2)y + θ(3)
θ(7)x + θ(8)y + 1
θ(4)x + θ(5)y + θ(6)
.
v=
θ(7)x + θ(8)y + 1

u=

11

(2.2)
(2.3)

Under this model, given a sufficient number of matched point pairs, we can write as many
equations as unknowns and solve for the transformation parameters, θ. Unfortunately, the
true locations of features in the images are not actually known. Instead, we must estimate
them using feature detection algorithms [129, 130]. However, because we are interested in
matched point pairs in Chapter 4, we can make a simplifying assumption that the locations
of features detected in the mission image are the actual locations of the features. We can
then assume that any error in the location of detected features is attributed to the estimated
feature locations in the reference image.
Let the estimated feature location in the reference image be given by (u′ , v ′ ). If the
errors in the estimation of feature locations in the mission image are normally distributed
and independent in each dimension, the likelihood of estimating a feature’s location to be
at (u′ , v ′ ) is



1
1 (u′ − u)2 (v ′ − v)2
+
,
p(u , v ) = √
exp −
2π σu σv
2
σu2
σv2
′

′

(2.4)

where we recall that (u, v) is the true feature location, and σu2 and σv2 represent variances
on the estimates thereof.

2.2.2 Pixel Intensity Model
Most imaging modalities are corrupted by a variety of noise sources: photon counting,
thermal, quantization, etc. As these noise sources are well-modeled as additive [131], we
invoke the central limit theorem to approximate the total noise as a Gaussian process. Thus,
we assume that each pixel value is a random variable drawn from a normal distribution and
that the pixel values are independent and identically distributed. We denote the image
intensity I(q, t) at time t as a normally distributed random variable with mean µ(q, t) and
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variance

σ2
2

by

(t)

(t)

I(x (k), y (k), t) ∼ N



σ2
µ(x (k), y (k), t),
2
(t)

(t)



,

(2.5)

where q is a 2-element vector containing the coordinates of a specific pixel. The variance
is assumed constant throughout the image, and the mean value at each pixel is dependent
on the scene.

2.3

Image Registration

While not the subject of our research, we provide details regarding the registration algorithm that we used in our experiments. Most change detection techniques require that
images be well-registered to function properly, and our sequential change detection algorithm is no exception. Additionally, as much of our research is concerned with bounding
the uncertainty in registration, we provide a summary of an existing registration method
that largely fits our assumptions. We use established techniques to register adjacent images, and store transformations between adjacent images to register images that are distant in the sequence. The first step in registering adjacent images is finding feature points
(x(n) (k), y (n) (k)) (x and y give the image coordinates, k is an index to differentiate among
specific feature points, and n indicates which image the point came from) in both images
using the scale invariant feature transform algorithm and excluding keypoints generated by
edges as described in [130]. In order to match keypoints, we first only consider matches
within a given distance of each other. Often, there is only one potential match for a given
point. In the event that a point is matched to more than one point in the other image, the
pair that has the maximum variance-normalized correlation (VNC) statistic is considered
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for matching [132].

V N C(x(i) (k), y (i) (k), x(j) (k), y (j) (k)) =

1
nσi σj

X

(2.6)

x′(i) (k),y ′(i) (k)∈ηi ,x′(j) (k),y ′(j) (k)∈ηm

|I(x′(i) (k)y ′(i) (k), i) − µi ||I(x′(j) (k), y ′(j) (k), j) − µj |,

(2.7)

where (x(i) (k), y (i) (k)) is the location of the feature point in the first image, (x(j) (k), y (j) (k))
is the location of the feature point in the second image, ηm is the neighborhood of pixels
surrounding (x(m) (k), y (m) (k)), and n is the number of pixels in each neighborhood. The
mean and standard deviation of the pixel values in the neighborhood are given by
X
1
I(x′(m) (k), y ′(m) (k), m), and
n ′(m)
x
(k),y ′(m) (k)∈ηm
v
u1
X
u
σm = t
(I(x′(m) (k), y ′(m) (k), m) − µm )2 .
n ′(m)
′(m)

µm =

x

(k),y

(2.8)

(2.9)

(k)∈ηn

The coordinates (x′(i) (k), y ′(i) (k)) and (x′(j) (k), y ′(j) (k)) are pixel locations in the first
and second image respectively that are in the same location in each image with respect
to (x(i) (k), y (i) (k)) and (x(j) (k), y (j) (k)). For any potential match, the statistic given by
Equation (2.7) must be larger than a certain threshold in order for the two points in question to be considered a matched pair. Each matched pair of points forms a 4 × 1 vector
[x(i) (k), y (i) (k),
x(j) (k), y (j) (k)]T . Our assumption that the camera motion is small between frames is essential for this statistic to be useful. Significant rotations can cause neighborhoods to
decorrelate, leaving well-matched neighborhoods with the statistic of a poorly matched
neighborhood.
From Section 2.2, we use a projective transformation to transform points from one
plane of projection to another. Using the set of matched points, we estimate a projective
transformation between the images via the random sample consensus (RANSAC) algo14

rithm [133]. Under RANSAC, we randomly select several subsets of the matched points
and use each to estimate a projective transformation. For a given subset, we estimate the
transformation parameters given in Equations (2.2) and (2.3) by linear least-squares. After
estimating the transformation, we check the quality of our estimate by applying the transformation to each (x(j) (k), y (j) (k)) (not just within the subset) and checking them against
their corresponding (x(i) (k), y (i) (k)). The error in the transformation at the k th point pair
is thus given by


(j)





(i)



 x (k) 
 x (k) 



 1
 y (i) (k) 

(j)
ǫ(k) = P 
−
y
(k)


 wj 




1
1

2

,

(2.10)

for a projective transformation matrix P and scaling factor wj . If this error is smaller
than some threshold, that matched point pair is added to a consensus set. If a sufficient
fraction of the matched points is selected for the consensus set, the associated projective
transformation is considered for selection. The mean squared error for that transformation
and its consensus set is computed as

ǫ=

1X
ǫ(k),
b k

(2.11)

where b is the number of points in the consensus set. For each subset of the matched points,
we repeat this process. Among the subsets for which the estimated transformation produced
a large enough consensus set, the one with the smallest ǫ is chosen for registration. This
method is robust to a small number of outliers that may result from poor matching [133].
We only estimate transformations directly for adjacent reference images and for a mission image with its reference image. We register images back to the first reference image
in the sequence by storing the transformations between the adjacent reference images and
applying them to images farther away in the sequence. For example, when registering the
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second image in the sequence to the first image we estimate the necessary transformation
to find, P21 . Next, when registering the third image, we compute a transformation to register the third image to the second P32 , then register the third reference image to the first
via [wu3reg , wv3reg , w] = P21 (P32 ([u3 , v3 , 1])). Once these transformations are computed,
each mission image is then directly registered to its respective untransformed reference image and a change images are computed. The individual change images are then registered
to the coordinate frame of the first reference image using the stored transformations for
registering beteween reference images.

2.4

Compressive Sensing and Sparsity-based solutions

The idea behind compressive sensing is that a signal can have a sparse representation in
some basis. For an underdetermined system of linear equations, the most sparse solution is
defined as the solution with minimum ℓ0 -norm, given by

ẑ = arg min ||z||0 , subject to Az = m
z

= arg min
z

m
X

z(i)0 , subject to Az = m.

(2.12)
(2.13)

i=1

Finding this solution directly is an NP-hard problem [134], requiring an exhaustive search
of all possible solutions. As there are an infinite number of solutions to an underdetermined
system of linear equations, searching for a solution directly is intractable. It has been
shown that for most large underdetetermined systems of linear equations, the solution with
the minimum ℓ1 norm is also the most sparse solution [135] (i.e. also the solution with the
minimum ℓ0 norm). Thus, we may find the sparsest solution to the underdetermined system

16

by finding the solution with minimum ℓ1 norm, given by

ẑ = arg min ||z||1 , subject to Az = m
z

= arg min
z

m
X
i=1

|z(i)|, subject to Az = m.

(2.14)
(2.15)

This solution may be found directly by convex optimization techniques implemented by
linear programs. However, the complexity of such linear programs makes it unreasonably
slow when data becomes large. As such, many methods of approximating the solution
with minimum ℓ1 norm have been devised. In 2010, Yang et. al. reviewed several of
these methods in a technical report [136]. Some of these methods include: orthogonal
matching pursuit [137], least angle regression [138], gradient projection [139, 140], homotopy [141, 142, 143], iterative shrinkage-thresholding [144, 145, 146, 147], proximal
gradient [148, 149, 150, 151], and alternating direction [152]. The current state of the art in
ℓ1 minimizers is the approximate message-passing (AMP) algorithm [153]. Some uses of
sparsity-based solutions are classification [154, 155, 156], signal recovery [157, 158] and
image reconstruction [159].
If we form a basis using a reference image or images and some means of representing
change, it follows a mission image would be sparse in this basis, assuming the change is
small relative to the image size. Suppose we find the most sparse solution to the system
of linear equations formed by representing the mission image in terms of this basis. The
nonzero terms of the solution that correspond to the part of the basis used to represent
change would indicate where changes have occurred between the reference and mission
image. This idea is the core of the sparsity-based change detection algorithm that we
present in Chapter 6.

17

2.5

Description of Measured Data Sets

In this section, we describe the measured data sets used in the experiments conducted
throughout this dissertation. These data sets were selected due to their immediate availability and the applicability of our algorithms in processing this data.

2.5.1 CLIF 2007 WAMI
The CLIF 2007 data set is a collection of nearly 100,000 electro-optic images taken from an
airborne platform carrying six high-resolution cameras, at a framerate of approximately 2
per second. This data is publicly available from the Air Force Research Laboratory (AFRL)
[1]. Each image contains 4016 × 2672 pixels quantized to 8 bits. For our experiments, we
use two subsets of five images each from the same camera. Each subset consists of five
consecutive frames from two passes over the same area of ground. An example image
from this data set is shown in Figure 2.1.

Figure 2.1: Example of CLIF 2007 WAMI imagery
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2.5.2 CARABAS-II SAR
The CARABAS-II SAR data set is a collection of 24 SAR images collected in Sweden.
25 vehicles are distributed in 4 different ways. Each distribution of vehicles is imaged 6
times. The radar used to collect this data operates in the very high frequency (VHF) range,
and the vehicles are concealed by foliage. Each image is 2000 × 3000 pixels in size with
each pixel covering approximately 2.5m × 2.5m. This data is also publicly available from
AFRL [1]. An example of this imagery is shown in Figure 2.2.

2.5.3 LEGO R data set
For a low-cost additional data set, we constructed a scene using LEGO R blocks and captured images of the scene from many angles, using a turn table and a video camera. We then
added an extra block to the scene and performed the image collection a second time. The
first sequence contained 237 images and was used as our reference image set. The second
sequence contained 235 images, and we drew mission images from this sequence. Each
sequence covered approximately a full 360 rotation of the scene. Images captured were
640 × 480 pixel color images with red, green, and blue channels. Each pixel is quantized
to 8 bits. These sequences did not undergo any registration, and no metadata regarding the
position of the turntable was available. An example images is included in Figure 2.3.

2.5.4 UCSD Full Motion Video Dataset
This data set from the University of California, San Diego (UCSD) [160] contains several
video sequences of various scenes. Individual images within the sequences are of varying
size, and the number of images within each sequence varies from just under 30 to over
200. Some of these video sequences are captured by a stationary camera, while in others,
the camera moved in order to keep particular items or persons of interest within view.
Example images from this dataset are shown in Figure 2.4, which is from a stationary
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Figure 2.2: Example CARABAS-II SAR image, contrast enhancement applied
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Figure 2.3: Example Image from LEGO R data set
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camera monitoring a harbor, and Figure 2.5, wherein the camera moves to keep the cyclists
in view. In the “boats” sequence, we consider the foreground to be the boats moving
across the water. In the “cyclists” sequence we consider the foreground to be the cyclists
themselves.

Figure 2.4: Example from stationary camera sequence
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Figure 2.5: Example from moving camera sequence
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Chapter 3
Sequential Change Detection
In this chapter, we discuss our sequential change detection algorithm. This algorithm performs two-pass change detection using multiple images from each pass. Our motivation
is to apply our framework to data from imaging platforms that capture multiple images in
each scene to detect changes that occured between passes. By taking multiple image pairs
into account, we can improve our detection results relative to the results of single-pair detection. To this end, we have devised a change statistic that is easily updated as additional
image pairs become available. We analyze our algorithm under the assumption that images are normally distributed and verify the results of our analysis by simulation. We then
demonstrate the utility of our algorithm on measured data sets.

3.1

Sequential Change Detection

3.1.1 Derivation of Change Statistic
Images are converted from two-dimensional arrays to vectors by stacking the columns. To
formulate our change statistic, we first examine the case of a single pair of images. We form
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a change image by subtracting the reference image from the registered mission image,

γ (i) = m(i) − r(i) ,
where m

(i)

(3.1)

is the vectorized mission image with distribution m

(i)

∼N



2
µm , σ2 I


, with I

representing an identity matrix, and r(i) is the vectorized reference image with distribution


σ2
(i)
r ∼ N µr , 2 I . We expect a pixel in the change image will be distributed as γ (i) (k) ∼
N (µm (k) − µr (k), σ 2 ), where µr (k) is the mean from the reference image at element k

and µm (k) is the mean from the registered mision image at k. If there is no change, we
expect that µm (k) − µr (k) = 0. Hence, we formulate a null hypothesis H0 : γ (i) (k) ∼
N (0, σ 2 ). We then formulate two alternative hypotheses. The first alternative hypothesis is
a positive-valued change occured in the mission image, H1a : γ (i) (k) ∼ N (µc (k), σ 2 ). The
second alternative hypothesis is a negative-valued change occured in the mission image,
H1b : γ (i) (k) ∼ N (−µc (k), σ 2 ). Using these hypotheses, we form a pair of likelihood
ratios

la(i) (k) =

(i)

lb (k) =

(i)

p(γ (k)|H1a )
=
p(γ (i) (k)|H0 )

exp

n

o

(3.2)

o

(3.3)

−(γ (i) (k)−µ̂c (k))2
2σ 2

exp
n

n

−γ (i) (k)2
2σ 2

o

−(γ (i) (k)+µ̂c (k))2
2σ 2

exp
p(γ (i) (k)|H1b )
n (i) 2 o
=
p(γ (i) (k)|H0 )
exp −γ2σ(k)
2

.

We choose µ̂c (k) to be either an estimate of the magnitude of the change or to be the
smallest change magnitude we wish to detect.
If we observe multiple image pairs and observe pixel k n times, we can extend these
likelihood ratios using the joint densities of all of the observed γ (i) (k). Assuming the
γ (i) (k) are conditionally independent for each i given the hypothesis, each joint probability
in the likelihood ratios may be broken into the products of their marginal probabilities. If
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we take n observations,
p(γ (1) (k), γ (2) (k), ..., γ (n) (k)|H1 )
p(γ (1) (k), γ (2) (k), ..., γ (n) (k)|H0 )
Qn
p(γ (i) (k)|H1 )
= Qn=1
n
(i)
i=n p(γ (k)|H0 )
n
Y
=
l(i) (k).

l′(n) (k) =

(3.4)
(3.5)
(3.6)

i=1

Taking the logarithm gives us

L(n)
a (k)

=

log(la′(n) (k))

=
=

n
X

i=1
n
X
i=1

(n)

′(n)

Lb (k) = log(lb (k)) =

n
X

log(la(i) (k))
1
(2µ̂c (k)γ (i) (k) − µ̂c (k)2 )
2σ 2

(3.7)

(i)

log(lb (k))

i=1

n
X
1
(−2µ̂c (k)γ (i) (k) − µ̂c (k)2 ).
=
2
2σ
i=1

(3.8)

Whenever we add another image pair to be considered, we may update the total loglikelihood ratio for the pixel at location q by simply adding the log-likelihood ratio for
the current image pair to the total. In principle, more observations should result in better detection performance, as we are in essence estimating the likelihood of change and
additional measurements of some signal improves estimates based on that signal [66]. Effectively using this framework for sequential change detection will require that image pairs
be well-registered both within a pair and between pairs. Inaccurate registration results in
a degradation in performance due to improper alignment of objects in the image causing
false alarms.
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3.1.2 Probability Density of Change Statistic Over Time
In this section, we analyze the probability distribution of the log-likelihood change statistic
over multiple image pairs given perfectly registered, normally distributed input imagery.
Let µ̂c (k) = µc (k). For a single image pair, the log-likelihood ratios for the change hypotheses are given as
1
(2µc (k)γ (i) (k) − µc (k)2 )
2
2σ
1
(i)
(i)
ℓb (k) = log(lb (k)) = 2 (−2µc (k)γ (i) (k) − µc (k)2 ).
2σ

(i)
ℓ(i)
a (k) = log(la (k)) =

(3.9)
(3.10)

We can compute the cumulative distribution of the log likelihood ratio for the positivechange hypothesis as

(i)
Fℓ (ℓ(i)
a (k)) = p(ℓ ≤ ℓa (k))


1
(i)
2
(i)
=p
(2µc (k)γ (k) − µc (k) ) ≤ ℓa (k)
2σ 2
!
(i)
2σ 2 ℓa (k) + µc (k)2
,
= Fγ (i) (k)
2µc (k)

(3.11)
(3.12)
(3.13)

and we compute the probability density function from the cumulative distribution by taking
the derivative.

fℓ(i)
(ℓ(i)
a (k)) =
a (k)

d
(i)
dℓa (k)

Fℓ(i)
(ℓ(i)
a (k))
a (k)

σ2
=
f (i)
µc (k) γ (k)

(i)

σ 2 ℓa (k) µc (k)
+
µc (k)
2

(3.14)
!

(3.15)

Under the null hypothesis,

1
(i)
q
fℓ(i)
(ℓ
(k))
=
a
(k)|H
0
a
2
2π µcσ(k)
2

 
2 
(i)
µc (k)2


 ℓa (k) + 2σ2

exp −
.
2


2 µcσ(k)


2
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(3.16)

Under H1a ,

fℓ(i)
(ℓ(i)
a (k)) = q
a (k)|H1a

1
2
2π µcσ(k)
2

 
2 
(i)
µc (k)2



 ℓa (k) − 2σ2
exp −
.
2


2 µcσ(k)


2

(3.17)

In section 3.1.1, we formulated a sequential change statistic as a sum of log-likelihood
ratios. If we sum n samples,

L(n)
a (k)

=

n
X

ℓ(i)
a (k),

(3.18)

i=1

which due to conditional independence over time, implies that

L(n)
a (k)|H0
L(n)
a (k)|H1a


nµc (k)2 nµc (k)2
∼N −
and
,
2σ 2
σ2


nµc (k)2 nµc (k)2
∼N
.
,
2σ 2
σ2


(3.19)
(3.20)

The log-likelihood ratio for the negative-valued change hypothesis for a single image
pair has cumulative distribution
(i)

(i)

Fℓ(i) (k) (ℓb (k)) = 1 − Fγ (i)
b

k

−2σ 2 ℓb (k) − µc (k)2
2µc (k)

!

,

(3.21)

which has probability density
(i)
fℓ(i) (k) (ℓb (k))
b

σ2
=
f (i)
µc (k) γ (k)

(i)

−σ 2 ℓb (k) µc (k)
−
µc (k)
2

!

.

(3.22)

The densities under the null and negative-change hypotheses are then given as


µc (k)2 µc (k)2
∼N −
,
2σ 2
σ2


µc (k)2 µc (k)2
(i)
.
,
ℓb (k)|H1b ∼ N
2σ 2
σ2
(i)
ℓb (k)|H0
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(3.23)
(3.24)

When we make multiple observations,
(n)
Lb (k)

=

n
X

(i)

ℓb (k)

(3.25)

n=1



nµc (k)2 nµc (k)2
,
∼N −
2σ 2
σ2


nµc (k)2 nµc (k)2
(n)
Lb (k)|H1b ∼ N
.
,
2σ 2
σ2
(n)
Lb (k)|H0

(3.26)
(3.27)

3.1.3 Decision Rules
Given the probability densities of our change statistics, decision rules can be formulated
based on desired performance characteristics. A three-class decision rule can be implemented by using two thresholds. The classes considered are change, no-change, and nodecision. A no-decision class allows us to delay making a change/no-change decision in
favor of collecting more measurements [161]. A decision will be made based on the following rule:




H0 , “No-change”,











(n)
(n)
d(La (k), Lb (k)) = H1a , “Change-high”,







H1b , “Change-low”,







H2 , “No-Decision”,

(n)

La (k) ≤ tpd

&

(n)

Lb (k) ≤ tpd
(n)

La (k) > tpf a

(3.28)

(n)

Lb (k) > tpf a
Otherwise.

Generally, tpf a > tpd for n = 1. A graphical summary of this decision rule is given in
Figure 3.1. The ‘no-change” decision is made if both likelihood ratio tests fall in that
region. Otherwise, one statistic will fall in the “no-change” region and the other will not.
In this case, the region containing the statistic that is not in the “no-change” region dictates
the decision.
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Figure 3.1: Graphical summary for one side of the decision rule. “No-change” decision
made if both likelihood ratio tests fall in that range
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Threshold Selection
The threshold tpd is chosen based on our desired probability of detection. It is computed
from the probability density functions in (3.20) and (3.27) as

tpd =

√

nµc (k) −1
nµc (k)2
Z (1 − pd ) +
,
σ
2σ 2

(3.29)

where pd is the probability of detection that has been chosen and Z(·) is the standard normal
cumulative distribution function. This threshold increases as n grows larger. The other
threshold, tpf a , is computed from the same probability density functions as

tpf a =

√

nµc (k) −1 
pf a  nµc (k)2
1−
Z
,
−
σ
2
2σ 2

(3.30)

where pf a is the probability of false alarm that has been chosen. Division by 2 is necessary
in computing tpf a as this threshold will result in a false alarm probability of

pf a
2

for each of

the two likelihood ratio tests, resulting in a total false alarm probability of pf a when both
tests are applied. The division by 2 is not necessary for tpd because both tests must show
“no-change” for a detection to be missed whereas only one test must show change for a
false alarm to appear. This threshold decreases as n grows larger. As tpf a decreases and
tpd increases with growing n, these thresholds will eventually meet. Figure 3.2 shows the
evolution of these thresholds as more image pairs are used to compute the change statistics.
Figures 3.3 through 3.8 show the threshold evolution along with the evolving probability
densities to provide context for the threshold evolution.
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Thresholds vs. Number of Looks
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Figure 3.2: Thresholds grow closer with number of looks and eventually meet
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Distribution of Log−Likelihood Ratio, 1 Image Pairs
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Figure 3.3: Graphic showing relevant information regarding the sequential change detection algorithm
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Distribution of Log−Likelihood Ratio, 2 Image Pairs
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Figure 3.4: Change and no-change densities separate and thresholds come closer together
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Distribution of Log−Likelihood Ratio, 3 Image Pairs
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Figure 3.5: Change and no-change densities separate and thresholds come closer together
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Distribution of Log−Likelihood Ratio, 4 Image Pairs
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Figure 3.6: Change and no-change densities separate and thresholds come closer together
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Distribution of Log−Likelihood Ratio, 5 Image Pairs
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Figure 3.7: Change and no-change densities separate and thresholds come closer together
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Distribution of Log−Likelihood Ratio, 6 Image Pairs
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Figure 3.8: Thresholds meet and all pixels are classified
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At that juncture, all pixels will be classified as either change or no change, with no
pixels falling into the no-decision category. We can predict the proportion of pixels that
will be classified at look n from the probability density functions and the thresholds that
we have selected. The proportion of pixels classified is given by

(n)
ppc =p(H1a , L(n)
a (k) > tpf a ) + p(H1a , La (k) < tpd )
(n)

(n)

+ p(H1b , Lb (k) > tpf a ) + p(H1b , Lb (k) < tpd )
(n)

+ p(H0 , L(n)
a (k) > tpf a ) + p(H0 , Lb (k) > tpf a )
(n)

+ p(H1b , L(n)
a (k) < tpd , Lb (k) < tpd )




√ µc (k)
σtpf a
− pd
− n
=p(H1 ) 2 − Z √
2σ
nµc (k)



√ µc (k)
σtpd
.
+ p(H0 ) pf a − 1 + 2Z √
+ n
2σ
nµc (k)

(3.31)

(3.32)

We find the number of looks required to classify all pixels by setting the right side of (3.29)
equal to the right side of (3.30) and solving for n.

n=

2
pf a 
σ 2  −1 
−1
Z
1
−
−
Z
(1
−
p
)
d
µc (k)2
2

(3.33)

At this point, the desired detection performance, in terms of pd and pf a , will be obtained.
At a number of looks less than n, the desired probability of detection is observed as pm =
1−pd , where pm is the probability of a miss. Since the threshold for choosing the no-change
hypothesis is based on a desired pd , the pm corresponding to that pd is valid throughout.
However, because the threshold for choosing either of the change hypotheses is based on
the desired pf a , the desired pd will not be observed until enough looks are accumulated to
classify all pixels. The desired probability of false alarm will hold from the first look.
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Single Threshold Decisions
Alternatively, if a decision is desired for each pixel immediately, but we still want to
improve results by incorporating n observations before making a decision, we can set
tpd = tpf a . In this case, the no-decision class will never be selected. If we use (3.29) to
set the theshold, we will obtain a desired detection probability with false alarm probability
given by


pf a = 2 − 2Z Z

−1

√ µc (k)
(1 − pd ) + n
σ



.

(3.34)

As n grows larger, the term inside the Z(·) grows toward one, and pf a shrinks to zero.
Using (3.30) to set the threshold instead, we obtain a desired false alarm probability with a
detection probability given by



pf a  √ µc (k)
−1
pd = 1 − Z Z
1−
− n
.
2
σ

(3.35)

Here the term inside of the Z(·) shrinks to zero with increasing n, and pd grows toward
unity. A constant threshold t may be chosen if an improvement in both pd and pf a is
desired. The performance for a constant theshold is

√ µc (k)
σt
pd = 1 − Z √
− n
2σ
nµc (k)


√ µc (k)
σt
pf a = 2 − 2Z √
.
+ n
2σ
nµc (k)


(3.36)
(3.37)

Again we see pd → 1 and pf a → 0 as n → ∞. All of the predicted pd and pf a are given
for pixel-level detection.
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Impact of Parameter µc
Throughout the derivation of our likelihood ratio test, decision rules on the test, and performance predictions, the parameter µc is given as the magnitude of change we wish to detect.
Selection of this parameter is application dependent, and should be based on knowlege of
the problem and of the sensor being used. Even so, selection of this parameter may not be
straightforward, and a selected value for µ̂c may not match the true µc . We first examine
the impact of µ̂c on the distribution of the change statistics. The distribution of the change
statistics under the null hypothesis will match those derived in (3.19) and (3.26) with each
µc in the equations being replaced by value of µ̂c that is selected rather than the true value
of µc . The distribution of the change statistics under the alternative hypotheses for a single
image pair becomes



µ̂c
∼N
µc −
σ2
 
µ̂c
(n)
ℓb (k)|H1b ∼ N
µc −
σ2

ℓ(n)
a (k)|H1a

 2
µ̂
µ̂c
, c2
2
σ
 2
µ̂
µ̂c
, c2 ,
2
σ

(3.38)
(3.39)

with the extention to multiple image pairs



µ̂c (k)
nµ̂c (k)2
nµ̂c (k)
µc (k) −
,
∼N
σ2
2
σ2




nµ̂c (k)
nµ̂c (k)2
µ̂c (k)
(n)
Lb (k)|H1b ∼ N
,
µc (k) −
,
σ2
2
σ2

L(n)
a (k)|H1a



(3.40)
(3.41)

where µc (k) is the true difference in the mean value of a pixel between passes and µ̂c (k) is
the value that is used in the log-likelihood ratio test.
As the distributions of our log-likelihood tests have changed, it follows that we may
have changes in performance under the different decision rules. Under the two-threshold
decision rule, if tpf a is computed per Equation (3.30) using the selected µ̂c (k), the chosen
threshold will deliver the desired probability of false alarm. The probability of false alarm
is unaffected by differences between the estimated µ̂c (k) and the actual µc (k) as the distri41

butions of the change statistics under the null hypothesis depend only on the noise variance,
σ 2 and the selected µ̂c (k). Using (3.29) with the selected value of µ̂c (k) to set tpd will result
in an actual probability of detection of


p̂d = 1 − Z Z

−1

√


n
(1 − pd) +
(µ̂c (k) − µc (k)) ,
σ

(3.42)

giving us a better than expected probability of detection when µ̂c (k) is chosen to be lower
than the actual µc (k), and worse than expected performance when chosen to be higher than
the actual µc (k). This result is not surprising, as a larger µ̂c (k) results in a greater threshold,
thus allowing fewer detections and vice-versa. As a final note on the two-threshold decision
rule, the number of image pairs needed before all pixels are classified will still be computed
by (3.33) using the selected µ̂c (k).
Moving into the single threshold decision rules, we observe if the threshold is selected
based on the desired probability of false alarm using an estimated µ̂c (k), that again the
desired pf a is achieved. However, the predicted probability of detection will be given
by (3.35) using the selected value of µ̂c (k) while the probability of detection that will be
observed is given by the same equation but with the actual value of µc . Should the threshold
be set via a desired detection probability, the observed detection probability will be given
by Equation (3.42), while the observed false alarm probability will be given by Equation
(3.34) with the selected µ̂c (k) and the desired probability of detection. Should a constant
threshold be used to make the decision, the false alarm probability is given by Equation
(3.37) using the selected µ̂c (k) and the detection probability will be given by

pd = 1 − Z




√
n
σt
√
(µc − µ̂c (k)) .
−
2σ
nµ̂c (k)
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(3.43)

3.2

Simulation

We seek to verify the results derived in sections 3.1.2 and 3.1.3 by simulation. In our
simulation, the data will be perfectly registered, and the data will fit the model around which
our methods were constructed. The reference images will be distributed as N (µr , I), where
I represents an N × N identity matrix and N is the number of pixels in the image. The
underlying mean, µr , provides a scene of several squares. The mean within each square is
constant, but the mean of one square may be different than another. An example reference
image with noise included is shown in Figure 3.9. The mission images will be distributed as
N (µm , I). For unchanged pixels, the values of µm and µr will be equal. Pixels in which a
change is introduced will have their means changed by ±2 in our simulated mission image.
This value is fixed so that performance predictions could be verified. An example of a
simulated mission image is shown in Figure 3.10. Figures 3.11 and 3.12 show the change
image given by the positive-change likelihood ratio after 1 and 10 looks. Figures 3.13 and
3.14 show the same but for the negative-change likelihood ratio.
As indicated by the following, all of the simulated results were well-matched with
their theoretical predictions. Figures 3.15 and 3.16 show the predicted and simulated probability densities under the null and positive-change hypotheses for 1 and 10 image pairs.
Figures 3.17 and 3.18 show the same as Figures 3.15 and 3.16 but for the negative-change
hypothesis instead of the positive-change. Figures 3.19 and 3.20 show the theoretical and
simulated probability of detection and probability of false alarm for a constant threshold
as n increases. Figure 3.21 shows the theoretical and simulated probability of false alarm
when the threshold is set by (3.29) with the probability of detection held constant at 0.9.
Figure 3.22 shows the theoretical and simulated probability of detection when the threshold
is set by (3.30) with probability of false alarm held at 10−4 . Again, simulated pd and pf a
are given for pixel-level detection. Figure 3.23 shows the proportion of pixels classified vs
the number of looks in the 3 class case.
Frequently, the Gaussian noise assumption does not model physical phenomenon well.
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Figure 3.9: Example of simulated reference image
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Figure 3.10: Example of simulated mission image
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Figure 3.11: Change image from positive-valued likelihood ratio, 1 look
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Figure 3.12: Change image from positive-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Figure 3.13: Change image from negative-valued likelihood ratio, 1 look
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Figure 3.14: Change image from negative-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Figure 3.15: Predicted densities are well-matched to observations
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Positive−valued change log−likelihood ratio, ten looks
0.15
Simulated H0
Theoretical H0
Simulated H1a
Theoretical H1a

Probability

0.1

0.05

0
−40

−30

−20

−10
0
10
Log−Likelihood Value

20

30

40

Figure 3.16: Predicted densities are well-matched to observations and greater separation
between no-change and positive-change is achieved
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Negative−valued change log−likelihood ratio, one look
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Figure 3.17: Predicted densities are well-matched to observations
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Figure 3.18: Predicted densities are well-matched to observations and greater separation
between no-change and negative-change is achieved
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Probability of Detection, Constant Threshold
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Figure 3.19: Constant threshold detection probability. Predicted performance is wellmatched to observed performance
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Probability of False Alarm, Constant Threshold
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Figure 3.20: Constant threshold false alarm probability. Predicted performance is wellmatched to observed performance
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Probability of False Alarm, Constant Detection Probability
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Figure 3.21: Probability of false alarm, pd = 0.9. Predicted performance is well-matched
to observed performance
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Probability of Detection, Constant False Alarm Probability
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Figure 3.22: Probability of detection, pf a = 10−4 . Predicted performance is well-matched
to observed performance
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Proportion of Pixels Classified
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Figure 3.23: Proportion of pixels classified vs number of looks. Predicted pixel classification rate is well-matched to observed
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We are interested in the performance of our algorithm when the noise is drawn from a nonGaussian distribution and the extent to which our performance predictions remain valid.
As such, we performed a simulation that used noise drawn from a Laplacian distribution of
scale b =

√1 ,
2

given by


|x − µ|
1
exp −
.
fx (x) =
2b
b

(3.44)

Laplacian noise is selected as a test case because the heavier tails of the Laplacian distribution will result in a larger probability of noise corruption being large. The scale has
been chosen such that the variance of the Laplacian noise is equal to that of the Gaussian
noise. The underlying image was the same as in the Gaussian case. Example reference and
mission images corrupted by Laplacian noise are given in Figures 3.24 and 3.25. Figures
3.26 and 3.27 show the change image given by the positive-change likelihood ratio after 1
and 10 looks. The likelihood ratio used here was the same one derived for the Gaussian
case. Figures 3.28 and 3.29 show the same as 3.26 and 3.27 but for the negative-change
likelihood ratio. Detection performance on Laplacian noise corrupted data is given in Figures 3.30 and 3.31 along with the performance prediction for normally distributed noise
of the same variance. Like with Gaussian noise, the detection performance improves with
additional views of the scene, however, the performance improves at a slower rate than the
Gaussian case when the variances are equal.

3.3

Measured Imagery

While we obtain the expected performance on perfectly registered data that fits our assumptions and desirable results on perfectly registered data drawn from a different exponential
family distribution, we are primarily interested in whether additional image pairs improve
detection performance on measured data that may be drawn from an unknown distribution
and is subject to registration errors. We experiment on the CARABAS-II synthetic aper59

Figure 3.24: Example of simulated reference image with Laplacian noise
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Figure 3.25: Example of simulated mission image with Laplacian noise
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Figure 3.26: Change image from positive-valued likelihood ratio, 1 look
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Figure 3.27: Change image from positive-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Figure 3.28: Change image from negative-valued likelihood ratio, 1 look
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Figure 3.29: Change image from negative-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Probability of False Alarm, Constant Threshold, Laplacian Case
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Figure 3.30: Probability of false alarm, Laplacian noise, constant threshold. Performance
improves with additional views, but at a slower rate than the Gaussian case
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Probability of Detection, Constant Threshold, Laplacian Case
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Figure 3.31: Probability of detection, Laplacian noise, constant threshold. Performance
improves with additional views, but at a slower rate than the Gaussian case
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ture radar (SAR) image set and the CLIF 2007 WAMI imagery described in Chapter 2. An
example image of each are shown again here in Figures 3.32 and 3.34.
We will compare our results to CFAR filtering method described in [162], as that
method was developed with the CARABAS-II dataset in mind. We first normalize the data
to zero mean and unit variance so that we do not suffer from false alarms due to bias in
the change image. We then add additional noise corruption to the data, as both methods
achieve nearly perfect performance and the difference in performance between the two is
difficult to see in a ROC curve. The four target configurations allow us to form six sets of
difference images with six images each. We convert these six sets of difference images to
change images using both our method and the CFAR filtering method. We then sweep a
threshold through a range of values and note the detections and false alarms. Using a truth
mask, we call a detection a true detection if it is contained within the truth mask. Once
a pixel is detected within a truth object (contiguous region of “true” pixels), that object
is considered detected. Any pixel where a detection is indicated outside of truth objects
will be considered a false alarm. At a given threshold, the probability of detection is given
as the proportion of objects detected, and the probability of false alarm is given as the
proportion of non-truth pixels marked as detections relative to the total number of nontruth pixels. We compare the ROC curve for the change image using our method with all
six difference images against various decision-level fusion techniques utilizing the CFAR
filtering methods. The results are shown in Figure 3.33. While at one point the ROC curve
for “detection in 5 of 6 change images” using the CFAR method shows better performance
than our method, our method performs more favorably at the operating point at the knee of
the curve and at the point where all targets are detected.
For the WAMI images, experiments are focused on the area outlined in red. Truth is
considered to be vehicles that arrive, depart, or change in the focus area. Truth was marked
manually. Scoring was performed in the same manner as for the SAR imagery. Results are
shown in Figure 3.35.
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Figure 3.32: Example CARABAS-II SAR image, contrast enhancement applied
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Figure 3.33: Sequential CD gives better detection results than decision-level fusion for
many operating points
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Figure 3.34: Example WAMI with focus area outlined in red

3.4

Extended Application: Foreground Estimation in Full
Motion Video

The sequential change detection algorithm has shown promise in its ability to perform
foreground estimation in video sequences. Using the UCSD video data set discussed in
Section 2.5.4, we have performed experiments to this end. A sequence of consecutive
images is registered into a common coordinate frame (if needed) and split into a “reference”
and “mission” sequence. The image under test is the last image in the reference sequence.
The sequential change detection algorithm is run on the two sequences, and the results
give a reasonably accurate result for estimating the foreground in the image. Figure 3.36
shows the results of using sequential change detection for foreground estimation on the
“boats” sequence, which does not require registration. Figure 3.37 shows the results for the
“cyclists” sequence, which requires registration.
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Figure 3.35: Performance improves with additional views of the scene
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−1

10

Figure 3.36: Boat sequence. Foreground (boats moving on the harbor) well-estimated by
sequential change detection

Figure 3.37: Cyclists sequence. Foreground (the cyclists) well-estimated by sequential
change detection
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Chapter 4
Cramer-Rao Lower Bounds on
Projective Image Registration from
Feature Points
CRLBs on image registration based on control points have been derived for a wide range
of transformations [2, 3], but not yet for projective transformations. Additionally, works
deriving these lower bounds typically limit their analysis to the transformation parameters.
We also seek to also bound the variance of the estimated position of a transformed pixel.
Furthermore, we wish to estimate second-order statistics on the pixel intensity value at a
registered pixel based on the expected variance in the position estimate.
We have discovered that while the estimated pixel position in the registered image
may be unbiased, the estimated pixel intensity value may not be. Thus, corrections to the
registered image may be made based on the bias of the estimate to improve its accuracy.
This results in a prediction of the average pixel intensity values for the registered image and
a spatially-varying variance on the pixel intensity values that can be used to identify areas of
the image for which there is low confidence in registered image accuracy. This information
can aid the performance of applications that depend on accurate image registration.
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The work presented in this chapter is concerned with computing CRLBs on registration techniques in which a projective registration transformation between the images is estimated using a set of matched features. Under this approach, a set of features are detected in
each image. Then, a feature-matching algorithm is employed to determine which features
correspond to one another. From the matched features, a registration transformation (in our
case, a projective transformation) is estimated, and the mission image is transformed and
resampled. Numerous techniques for performing each of these four tasks are summarized
in [163].
Information regarding the severity of registration errors could prove useful in improving the performance of exploitation algorithms or more accurately declaring decision confidences. If we choose to think of the registration process as the estimation of an image in
the same coordinate frame as another, given noisy transformed data, we can propagate the
uncertainty in the location of features to determine the expected variance of that estimate.
In this chapter, we derive a CRLB on the variance of the parameters of a projective
transformation estimated from a set of control points. We extend this to bound the variance
of the coordinates of a pixel in the transformed image. If we use an efficient estimator to
find the parameters of the registration transformation, the lower bound will be asymptotically achieved, and we may predict the distribution of the coordinates of the transformed
pixel. We can then examine local image content and predict second-order statistics on the
estimated pixel intensity values.
The remainder of this chapter will be organized as follows. We derive the CRLB on
the variance of the estimated registration parameters and the variances of the estimated
positions of pixels in the registered image. Next, we discuss how the minimum variances
of the pixel position estimates affect the pixel intensity values in the registered image.
Following this discussion, we verify our derivations by simulation and to show results on
measured data.
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4.1

Derivation of CRLB

4.1.1 CRLB on Registration Parameters
The CRLB gives the lower bound on the variance of unbiased estimators and is calculated
as the inverse of the Fisher information matrix for those parameters [164]. Let Σθ be the
CRLB on the covariance matrix of the parameters of the projective transformation, and let
Fθ be the corresponding Fisher information matrix such that Σθ = Fθ−1 . Further, the (i, j)
element of Fθ is computed as [164]
 X
d
1 ∂v(k) ∂v(k)
1 ∂u(k) ∂u(k)
∂ 2 log(p(u′ , v ′ ))
+
,
=
Fθ (i, j) = −E
2 ∂θ(i) ∂θ(j)
2 ∂θ(i) ∂θ(j)
∂θ(i)∂θ(j)
σ
σ
u
v
k=1


(4.1)

where E[·] denotes expected value, p(u′ , v ′ ) is taken from (2.4), and u and v, defined by
Equations (2.2) and (2.3), have partial derivatives



∂u(k)
∂θ

∂v(k)
∂θ

T


=



0
0 0 −x(k)u(k) −y(k)u(k)
x(k) y(k) 1


0
0 0 x(k) y(k) 1 −x(k)v(k) −y(k)v(k)
θ(7)x(k) + θ(8)y(k) + 1

. (4.2)

In practice, there is no way to know the true values of u, v, θ(7), and θ(8), so the estimates
of these values must be used. In computing Fθ , we must use the estimated values for u and
v given by the feature detector. We find the least-squares estimates for θ(7) and θ(8) using
the detected features and (2.2) and (2.3). Asymptotically, these values should be close
enough to truth to provide a reliable calculation of Fθ . Once Fθ is populated, we compute
Σθ = Fθ−1 .
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4.1.2 Transformation to CRLB on Registered Pixel Position and Second Order-Statistics on Intensity
With knowledge of the minimum variance of our transformation parameters, Σθ , we can
compute the minimum variance on the estimated post-registration position of a pixel from
the mission image. In other words, we can compute the expected variance of the registration
position errors. One may compute the minimum variance of a function of a set of estimated
parameters by pre- and post-multiplication of the derivative of the function with respect to
the parameters [164]. So, to find the minimum variance on the estimated position of a pixel
in the registered mission image, given its coordinates in the unregistered mission image
and the minimum covariance matrix of the transformation parameters, we use

Σuv

where



∂ û
∂θ

∂ v̂
∂θ

T




=

σû2
σû σv̂



σû σv̂ 
=
σv̂2



∂ û
∂θ

∂ v̂
∂θ

T

Σθ



∂ û
∂θ

∂ v̂
∂θ



,

(4.3)

is defined as in Equation 4.2. For a given image pair, we initally solve

for the transformation parameters, θ̂, using least-squares. We assume the estimated positions of features in the reference image are normally distributed with their mean at the
true feature locations. Under these conditions, least-squares is an efficient estimater, and
we can say that the estimate of the transformation parameters asymptotically achieves the
CRLB. In essence, we find the estimated pixel position is normally distributed with the
mean at the location of the corresponding pixel in the reference image and covariance Σuv .
Additionally, Σuv may vary spatially due to the dependence on x, y, û, and v̂.
Knowing the distribution of the estimated position of each pixel, we are able to compute second-order statistics on the pixel intensity values. The expected pixel intensity value
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is approximated as

µI (û, v̂) ≈ E[Jr (û, v̂)] =

XX
n

p(n, q)Jr (n, q).

(4.4)

q

We use the values of the reference image for Ir (û, v̂). For p(n, q), we use a normal distribution with mean at (û, v̂) and covariance Σuv . The sum is computed over a neighborhood
that includes a sufficiently large amount of the total probability given by p(m, n). In our experiments, we summed over the area covered by three standard deviations in all directions.
We also wish to know the variance of the registered pixel intensity, given by

2
(û, v̂) = E[(Jr (û, v̂) − E[Jr (û, v̂)])2 ]
σCL
"
#
XX
p(n, q)Jr (n, q)2 − µI (û, v̂)2 .
≈
n

(4.5)

q

These second-order statistics can be quite useful for predicting performance and assigning
confidences to decisions made based on post-registration pixel intensity, change detection
being an example, as demonstrated in Chapter 5.

4.2

Simulation

We perform a simulation to verify the accuracy of our CRLB derivations. For our simulation, we make use of the image shown in Figure 4.1. We then apply a known projective
transformation to generate the image shown in Figure 4.2. We use the image in Figure 4.1
as the mission image, and wish to register it to the reference image given in Figure 4.2.
To perform a registration procedure that fits our assumptions, we select a number of keypoints in the mission image and generate “keypoints” in the reference image by applying
the same projective transformation to those points and then adding noise. Thus if (x, y) are
the keypoints selected in the mission image and (u, v) denotes the transformed keypoints,
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Figure 4.1: Mission image is drawn from WAMI imagery

Figure 4.2: Reference image is generated by transforming the mission image
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the keypoints in the reference image are generated by

(û, v̂) = T (x, y) + (n1 , n2 ),

(4.6)

where (n1 , n2 ) are independent noise terms drawn from a zero-mean normal distribution
with variances σu2 and σv2 . We estimate transformation parameters, θ̂, from both sets of
keypoints using linear least squares and Equations (2.2) and (2.3). The estimated transformation is applied to the pixels in the mission image to compute the position of pixels in the
registered image and then the registered mission image itself.
We examine the results in 2 ways. First we look over a range of σu2 and σv2 with a
fixed number of feature points. Next, we vary the number of feature points for a fixed σu2
and σv2 . We perform this procedure over 10,000 Monte Carlo simulations for each noise
variance level and number of feature points used and compare the results to the derived
CRLBs on the transformation parameters and the registered pixel positions. We also compare the second-order statistics of the pixel intensities over the Monte Carlo simulations to
the statistics predicted by our method.
Selection of feature points when varying the number of feature points is done by randomly selecting 11 to use in the first experiment. For each subsequent test, we use the
same set of points already selected and add another randomly selected point until 30 feature points are used. We use this methodology because the results are dependent on the
spatial location of the feature points, and we wish to verify that variance decreases as feature points are added.
We first examine the variance of the transformation parameters over the simulations
and compare it to the CRLB computed via our method. The results in Figures 4.3 through
4.5 compare the CRLB of the eight transformation parameters to the observed variance
of those same parameters as the power of the noise added to the feature point locations
is varied. Figures 4.6 through 4.8 show the same, but as the number of feature points is
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increased. The observed variance of the transformation parameters appears to achieve the
CRLB in both figures. There is sudden drop in the variance of the paramters that occurs
when the 22nd feature point is added. The first 21 selected points are within the feature-rich
regions near the center of the image. The 22nd selected point is in the far lower right corner
of the image. As a result, the spatial diverstiy of the feature point set is greatly increased,
resulting in a better estimate of the transformation.
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Figure 4.3: Variance of parameters achieves the CRLB
Next, we examine the covariance of the coordinates of registered pixels. We select the
pixel at (100, 100) in the mission image, and its position in the registered image. Figure
4.9 shows the variance/covariance of this pixel’s position as the power of the noise added
to the original feature points in the reference image is varied. Figure 4.10 shows the same,
but as the number of feature point pairs is varied. These figures show the variance of the
registered pixel position appears to achieve the CRLB.
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Figure 4.4: Variance of parameters achieves the CRLB
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Figure 4.5: Variance of parameters achieves the CRLB
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Figure 4.6: Variance of parameters achieves the CRLB
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Figure 4.7: Variance of parameters achieves the CRLB
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Figure 4.8: Variance of parameters achieves the CRLB
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Figure 4.10: Variance in registered pixel position well-approximated by CRLB
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Finally, we examine the mean and variance of the intensity over a cross-section of the
registered image and compare them to the intensity mean and variance that we predict for
those pixels. The results are shown in Figures 4.11 and 4.12. The predicted mean intensities
appear to be well matched to the observed mean intensities. Particularly interesting is that
the observed mean intensity is more closely matched to the predicted mean intensity than
it is to the reference image intensities. The mean squared difference between the predicted
mean intensities and the observed mean intensities is 2.08 while the mean squared difference between the intensities in the raw reference image and the observed mean intensities
is 2.54. Further, the mean squared error beteween individual registration estimates and the
predicted mean was 17.39 while the mean squared error between individual registration
esimates and the raw reference image was 17.88. Predicted intensity variances appear to be
well matched to observed intensity variances. While pixel intensity variances are not perfectly predicted, our predictions are better matched to the observed variance than assuming
some constant level of induced variance.

4.3

Results Using Adjacent Frames from a Wide-Area Motion Imaging Sensor

We will now examine our CRLB as computed for a pair of images from the CLIF 2007
Wide Area Motion Imagery data set collected by the Air Force Research Laboratory [1].
This data set contains 4016 × 2672 pixel electro-optic images captured from an airborne
platform at approximately 2 frames per second. Figures 4.13 and 4.14 show the specific
reference and mission images used.
We estimate the registration transformation by detecting and matching keypoints between the images [129, 132], then solving for the transformation parameters using leastsquares. Keypoints are detected using a variant of the SIFT algorithm [130], so we will
set the variance on the position of the detected keypoints equal to a fraction of variance
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Figure 4.11: Observed mean intensity values better matched to our prediction than to raw
reference image
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Figure 4.12: Observed intensity variance is predicted with some accuracy
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Figure 4.13: Example reference image

Figure 4.14: Example registered mission image
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of the Gaussian lowpass filter at the base scale of the keypoint detector. Using Equation
(4.1), we compute the CRLB on the the covariance of the transformation parameters. We
then convert that to the CRLB on the position of the registered pixels using Equation (4.3).
Figure 4.15 shows ellipses drawn at 150 standard deviations of registered pixel position
in different areas of the image. These ellipses are drawn at such a large multiple of the
variance so that they are easily visible in the image.

Figure 4.15: CRLB ellipses on registered pixel position
First, we observe that the CRLB is spatially varying, as we noted earlier. Next, we
observe the variances of the registered pixel positions are greater toward the edges of the
image than the middle and even greater in the corners of the image. We hypothesize this is
due to error in the rotational and projective components of the registration transformation
causing a greater error in pixel position at the edges and corners. Finally, we use the
local CRLB on position variance to compute approximate second order statistics of the
probability density of the pixel intensity.
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Figure 4.16: Pixel intensity variance. Nonlinear contrast enhancement has been applied
The variance of the pixel intensities are shown in Figure 4.16. Contrast enhancement
techniques have been applied for easier viewing. The mean of the pixel intensities is visually indistinguishable from the registered mission image shown in Figure 4.14. However,
viewing a difference image between the two reveals that there are some notable variations,
shown in Figure 4.17.
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Figure 4.17: Difference between registered mission image and local means of registered
pixel intensities. Nonlinear contrast enhancement has been applied
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Figure 4.18: Annotated change image between reference and registered mission images
Nonlinear contrast enhancement has been applied
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This information can be used to find areas of the registered image affected by registration error. Figure 4.18 shows the difference image between the reference image and
the registered mission image. Pixels that are very bright or very dark are indicative of
perceived changes between the images. Note that stronger contrast enhancement has been
applied to the the image in Figure 4.17 than to the image in Figure 4.18. We see that the
difference between the predicted mean of the pixel intensities and the registered mission
image matches some of the differences highlighted in the change image. These differences
are those caused by registration error induced by error in feature point location. We also
note that there are differences caused by other sources that our model does not account for.
Dominant sources of changes besides registration error include parallax-induced changes
on tall structures, changes in glint angle to reflective surfaces causing glint spots to move,
and actual changes caused by vehicles moving in the time between frames. The latter of
these is considered to be desired change to detect.
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Chapter 5
Improving Change Detection Results
with Knowledge of Registration
Uncertainty
Knowledge of the registration uncertainty gained from computing the CRLB on image
registration can be used to improve change detection results. In this chapter, we derive a
method for improving change detection results by accounting for the average bias and additional variance induced in the pixel intensities of the change image due to misregistration.
Our formulation is based on the statistical characterization of the estimate of the transformation used for registration, which we derived in the previous chapter (Chapter 4). We
incorporate the predicted bias and variance of the pixel intensities into the log-likelihood
ratio test derived in Chapter 3 in order to improve its performance.
The remainder of this chapter will be organized as follows. Section 5.1.1 shows how
the predicted bias and variance of the pixel intensities of a registered image affect the distribution of a difference image. Next, Section 5.1.2 derives a new likelihood ratio test that
accounts for the bias and variance induced by misregistration. Following this derivation,
Section 5.2 demonstrates via Monte Carlo simulations that using the new likelihood ratio
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test for change detection can obtain improved results when assumptions are met. Section 5.3 demostrates this method can improve detection results when using measured data
as well.

5.1

Methodology

5.1.1 Prediction of Effects of Registration Error in Difference Image
We again assume that feature point locations in the reference image contain Gaussian uncertainty. We may predict the uncertainty present in our registration estimates. From Chapter 4, one may treat image registration as an estimation problem. The uncertainty in the
estimated positions of feature points, along with the registration model, can be used to
characterize the uncertainty in the estimated registration transformation and in the position
of pixels in the registered image. Knowledge of the uncertainty in the positions of pixels
in the registered image allows us to predict the second-order statistics of the intensity of
a pixel at a given position in the registered image. While we will be using the predicted
intensity variance directly to improve our change detection results, we must convert the predicted average intensity into a predicted clutter intensity so that it can be used to account
for expected clutter in the difference image. The predicted clutter intensity is computed as

µCL (u, v) = µI (u, v) − Jr (u, v),

(5.1)

where µCL (u, v) is the predicted clutter intensity, µI (u, v) is the predicted average intensity
of the registered mission image if no change is present given by Equation (4.4), and Jr (u, v)
is the intensity of the raw reference image.
We now collapse the reference and mission images, as well as the predicted clutter
intensity, into column vectors by stacking their columns for ease of representation. These
arrays will now be denoted by r, m, and µCL , respectively. The registration-induced com99

ponent of the change image covariance matrix, ΣCL , is a diagonal matrix with the diagonal
2
entries computed as σCL
(u, v) from Equation (4.5). Let the mission image have a normal
2

distribution with scene-dependent mean µm and variance σ2 , with the density of a single


σ2
pixel denoted by m(k) ∼ N µm (k), 2 , and let the reference image also have a normal
distribution with the same variance but with scene-dependent mean µr , with the density of


σ2
a single pixel denoted by r(k) ∼ N µr (k), 2 . If these images were perfectly registered,

the distribution of their difference, γ, would have a mean equal to µm −µr and a variance of
σ 2 . However, the variance induced by registration errors will sum with the already present

noise variance, and the predicted clutter mean will introduce a mean shift in the difference
image. As a result, the difference image has mean µm − µr + µCL and variance ΣCL + σ 2 I.
A single pixel at index k in the difference image is distributed as


γ(k) ∼ N µm (k) − µr (k) + µCL (k), ΣCL (k, k) + σ 2 .

(5.2)

Under a hypotheses of no change (H0 ), positive-valued change (H1a ), and negative-valued
change (H1b ), a pixel in the change image will have the following distributions:
γ(k)|H0 ∼ N (µCL (k), ΣCL (k, k) + σ 2 )

(5.3)

γ(k)|H1a ∼ N (µc (k) + µCL (k), ΣCL (k, k) + σ 2 )

(5.4)

γ(k)|H1b ∼ N (−µc (k) + µCL (k), ΣCL (k, k) + σ 2 ),

(5.5)

where µc (k) = µm (k) − µr (k).

5.1.2 Improving Change Detection Results Using Predicted Intensity
Statistics
In Chapter 3, we develop a statistical change detection algorithm that makes use of multiple
images in two passes of a scene. This algorithm is based on a likelihood ratio test using
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the distribution of pixels in the change image under the three hypotheses in Equations
(5.3) through (5.5). We now update this likelihood ratio test to include the clutter bias
and additional variance induced by registration error, such that Equations (3.2) and (3.3)
become

la(i) (k)

p(γ (i) (k)|H1a )
=
=
p(γ (i) (k)|H0 )

exp



(i)

−(γ (i) (k)−µCL (k)−µ̂c (k))2
(i)

2(ΣCL (k,k)+σ 2 )



(i)

−(γ (i) (k)−µCL (k))2





exp
(i)
2(ΣCL (k,k)+σ 2 )


(i)
−(γ (i) (k)−µCL (k)+µ̂c (k))2
exp
(i)
2(ΣCL (k,k)+σ 2 )
p(γ (i) (k)|H1b )
(i)


lb (k) =
=
(i)
p(γ (i) (k)|H0 )
−(γ (i) (k)−µCL (k))2
exp
(i)
2

(5.6)

(5.7)

2(ΣCL (k,k)+σ )

respectively, and following a similar derivation, for a log-likelihood ratio test for multiple
image pairs Equations (3.7) and (3.8) from Chapter 3 become

L(n)
a (k) =
(n)

Lb (k) =

n
X

1

(i)
i=1 2(ΣCL (k, k)
n
X

(i)

+

σ2)

+

σ2

1

(i)
i=1 2(ΣCL (k, k)

(2µ̂c (k)γ (i) (k) − 2µ̂c (k)µCL (k) − µ̂c (k)2 )
(i)

(−2µ̂c (k)γ (i) (k) + 2µ̂c (k)µCL (k) − µ̂c (k)2 )

(5.8)
(5.9)

respectively, when registration uncertainty is included. As in Chapter 3, selection of µ̂c (k)
is dictated by application and selected to be either an estimate of the magnitude of the
change or to be the smallest change magnitude that we wish to detect.

5.1.3 Decision Rules and Performance Prediction
The decision rules and performance prediction derived for sequential change detection in
Chapter 3 assumed perfect registration. Imperfectly registered data will not adhere to the
performance predictions given in that paper when the likelihood ratio test from that paper is
used. However, when using our updated likelihood ratio test, the induced bias and variance
due to registration uncertainty is accounted for and the performance predictions should
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(i)

approximately hold if σ 2 is replaced with ΣCL (k, k) + σ 2 . The clutter mean included in the
likelihood ratio test, in theory, will negate the bias induced by registration uncertainty and
(i)

the updated variance term accounts for the additional variance. Additionally, as ΣCL (k, k)
is spatially varying, it follows that a spatially varying threshold may be required for certain
desired performance characteristics, such as a constant false alarm rate. While we expect
detection performance predictions will be approximately accurate, the “noise” induced by
misregistration has non-Gaussian components which may dimish the accuracy of those
predictions.

5.1.4 Note on Computational Complexity
This section discusses the computational complexity of computing the CRLB on registration, on registered pixel position, and the predicted mean and intensity values. We include
a discussion of the algorithm’s complexity because, as the results in the next two sections
show, the improvement in detection performace gained from this algorithm appears to be
small. As such, one may desire knowledge of the complexity of this algorithm for deciding
whether its benefits are worth its computational costs. The cost of constructing the Fisher
information matrix grows linearly with the number of feature points. Conversion to the
CRLB is a fixed cost for inverting an 8 × 8 matrix. Cost of conversion to the CRLB on
registered pixel position scales linearly with the number of pixels in the image. Finally,
computing the predicted mean and variance images is well modeled as convolution with an
adaptively weighted filter. As the weights of the filter change based on pixel position, performing convolution via fast-Fourier transform is not an option. Thus for each of N pixels,
M operations are required, where M is the number of pixels in the filter. This results in a
complexity of M N . Practially speaking, so long as the variance in detected feature point
position is low and/or the number of feature points used to estimate the transformation is
large, the filter size will be small, and this convolution can be performed quickly.

102

5.2

Simulation

We perform a simulation to determine whether the inclusion of predicted registration error
information in the likelihood ratio test can improve detection results. For our simulation,
we make use of an image from the CLIF 2007 motion imagery data set, publicly available
from the Air Force Research Laboratory [1]. We apply a known projective transformation
to generate the image shown in Figure 5.1, we then add noise and use the resulting image
as the reference image. We next add a number of changes and an independent realization
of the noise to the original image to obtain Figure 5.2, which we use as the mission image.
Figures 5.3 and 5.4 show a zoomed view to highlight the changes made. We copied a car
from one of the parking lots in the image and used it as the basis for the artificial changes.
From top left to lower right in both zoomed in views of the changes, the artificial change
is introduced at its full brightness,

1
2

brightness,

1
10

brightness, and

1
50

brightness. The

first two changes are examples of positive-valued change, the third is an example of low
contrast change (negative-valued in this case), and the last is an example of high contrast
negative-valued change.
We select a number of feature points in the mission image and generate feature points
in the reference image by applying the same projective transformation to those points and
adding noise. Thus, if (x, y) are the keypoints selected in the mission image and (u, v)
denotes the transformed keypoints, the keypoints in the reference image are generated by

(û, v̂) = T (x, y) + (n1 , n2 ),

(5.10)

where (n1 , n2 ) are independent noise terms drawn from a zero-mean normal distribution
with variances σu2 and σv2 . We estimate transformation parameters, θ̂, from both sets of
keypoints using linear least squares and Equations (2.2) and (2.3). The estimated transformation is applied to the pixels in the mission image to compute the position of pixels in the
registered mission image and then the registered mission image itself.
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Figure 5.1: Reference image is generated by transforming WAMI image

Figure 5.2: Mission image is generated by adding changes to WAMI image
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Figure 5.3: Changes introduced near an edge
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Figure 5.4: Changes introduced in a flat background
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We examine the results of the algorithm over 1,000 Monte Carlo simulations. Each
simulation has independent noise realizations for the locations of detected feature points in
the reference image. Beginning at the sixth iteration, we begin computing change images
using our sequential change detection statistics. Change images are computed for four
different cases: using no registration information in the likelihood ratio, using only the
predicted bias in the likelihood ratio, using only the predicted variance in the likelihood
ratio, and using both the predicted bias and variance in the likelihood ratio. For each of the
four cases, we compute change images using one to six image pairs and count detections
and false alarms as a function of a threshold applied to the change images.
The receiver operating characteristic (ROC) curves in Figure 5.5 show change detection results for the four cases listed when one image pair is used to compute the change
image. Figure 5.6 shows the same but when six image pairs are used to compute the
change image. Our simulation demonstrates that including information about both the bias
and variance induced by the registration error into our likelihood ratio test results in the
best performance of the four options, but the majority of the performance increase comes
from including knowledge of the registration induced variance. In Figure 5.7, we show
detection performance improves with additional views of the scene. The flat region near
detection probability 0.87 occurs on account of the separation of the distributions of targets
with different mean intensity values.

5.3

Results Using Two Passes of Wide Area Motion Imagery Data

We extend our simulation to examine the results obtained when performing change detection on two sequences of measured WAMI data. We register image via the method
described in Section 2.3. CRLB statistics are computed from matched point pairs and an
estimate of the variance in the feature point locations (found for our experiment by observ107

Detection Performance for Likelihood Ratio Test, 1 Image Pair
1

0.995

0.985

p

d

0.99

0.98

0.975

Bias and Variance Adjustment Applied
Only Variance Adjustment Applied
Only Bias Adjustment Applied
No Adjustment

0.97
−2.8

10

−2.7

10

−2.6

10

pfa

Figure 5.5: Change detection performance improved via registration uncertainty information
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Detection Performance for Likelihood Ratio Test, 6 Image Pairs
1
0.995
0.99
0.985

p

d

0.98
0.975
0.97
0.965
Bias and Variance Adjustment Applied
Only Variance Adjustment Applied
Only Bias Adjustment Applied
No Adjustment

0.96
0.955
0.95
−3.7

10

−3.6

10
pfa

−3.5

10

Figure 5.6: Change detection performance improved via registration uncertainty information
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Sequential Change Detection with Registration Uncertainty Adjustment
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Figure 5.7: Additional views of the scene also grant a performance boost
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Change Detection on Measured Data, 1 Image Pair
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Figure 5.8: Change detection performance improved with measured data via registration
uncertainty information
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ing the variance level from the simulation that produced similar errors). We register each
image in the mission sequence to the corresponding image in the reference sequence and
form change images for each registered pair using the log-likelihood ratio change statistic,
using no adjustment, bias adjustment, variance adjustment, and both bias and variance adjustment. We then compute the transformations required to register each reference image
to a common coordinate frame, but apply these transformations to the change images to
bring them into a common coordinate frame. Summing these change images produces a
change image computed equivalently to the sequential change statistic given in Chapter 3.
We compute these sequential change images for one through three image pairs. We sweep
a threshold through a range of values and compute the probabilities of detection and false
alarm.
The results are shown in Figures 5.8 through 5.10. The results were computed only
for the area outlined in red in Figures 5.11 and 5.12. The only curves shown are for when
no adjustments are made and when both bias and variance adjustments are made. When
both adjustments are made, performance improves slightly over unadjusted data. Figures
5.13 and 5.14 show some of the false alarms that are eliminated at the same probability of
detection due to the registration error adjustment, with each false alarm denoted by a red
mark. Vehicles of very bright intensity caused false alarms when misregistration caused the
bright vehicle paint to be compared to dark windows and pavement. Some of these false
alarms are eliminated due to the registration uncertainty adjustment.
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Change Detection on Measured Data, 2 Image Pairs
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Figure 5.9: Change detection performance improved with measured data via registration
uncertainty information
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Change Detection on Measured Data, 3 Image Pairs
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Figure 5.10: Change detection performance improved with measured data via registration
uncertainty information
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Figure 5.11: Area of focus in red
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Figure 5.12: Zoomed view of focus area
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Figure 5.13: False alarms with adjustments
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Figure 5.14: False alarms without adjustments
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Chapter 6
Image change detection using sparse
representations
We have developed an algorithm that uses sparse overcomplete representations of images
to detect change in a mission image given a sequence of reference images. We assume that
the mission image can be represented as a linear combination of reference images and the
changes that occurred between image collections. The solution to this linear combination
with minimum ℓ1 norm is sparse with energy concentrated at a small number of reference
images and changes.
The results presented in this chaper are organized as follows. Section 6.1 describes
our algorithm. Section 6.2 details the experiments that we performed and shows the results.

6.1

Change Detection Algorithm

We wish to determine where changes have occurred in an image under test (i.e. the mission
image) with respect to a sequence of reference images. Each image in the sequence is
reshaped into a vector by stacking its columns. By representing the images in this way, we
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can form a matrix by horizontally appending the sequence of reference images.

Ar = [r(1) , r(2) , ..., r(n) ],

(6.1)

where r(i) is an d × 1 column vector representing the ith observation and d is the number
of pixels in the observation. We then append an d × d matrix Ψ whose columns form an
orthonormal basis, giving us

A = [Ar

Ψ].

(6.2)

We assume that that the mission image can be represented by a linear combination of reference image and changes, given by

m = Az + w = [Ar





 zr 
Ψ] 
 + w,
zΨ

(6.3)

where Ar z r represents the components of m that can be represented by past observations.
In the case that m is well-aligned with one or more reference images, we expect that z r will
be relatively sparse. The image Ψz Ψ should represent areas of m that have changed, and w
represents measurement noise and model errors.
The system of equations formed by Az = m will be underdetermined and thus have
an infinite number of solutions. We choose the solution that satisfies

ẑ = arg min ||ẑ||1 , subject to
ẑ

|Aẑ − y| < ǫ.

(6.4)

Provided alignment with reference images, the energy in ẑ will be concentrated in a few elements corresponding to the closest matching reference images and elements corresponding
to the appended orthonormal basis. The latter of these concentrations indicate the location
and severity of changes that have occurred between the reference and mission images.
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For our experiments, we used the orthogonal matching pursuit algorithm (OMP)[137]
to find ẑ. The OMP algorithm adds a dictionary element to the solution at each iteration.
The dictionary element that has the largest inner product with the residual, e, is added to
the model. Initially, e is set equal to m. Then, the set of dictionary elements that have been
selected are appended to form a matrix A′ . A representation of m is then formed using the
selected elements by

ẑ = A′+ m,

(6.5)

where A′+ is the pseudo-inverse of A′ . A residual is then computed by
e = m − A′ ẑ,

(6.6)

which will be used in the next iteration to select the next dictionary element to be added to
the solution.

6.2

Experiments

6.2.1 Experiments on LEGO R data set
We test this algorithm on the LEGO R data set described in Chapter 2. The entire referece
sequence is used in the dictionary, and change detection is performed on a single mission
image. In the sparse solution to Az = y, elements corresponding to the orthonormal
basis that have nonzero energy are considered detected changes. Figures 6.1 and 6.2 show
example images before and after the change occurred from approximately the same aspect
angle. Red pixels in Figure 6.3 show the detections generated on a particular test image.
Note that these images were downsampled by a factor of 8 in each dimension. At the
time, this was necessary to allow a desktop computer with limited memory to handle the
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Figure 6.1: Example Reference Image
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Figure 6.2: Example Mission Image, change is yellow cylindrical object
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processing. Memory efficiency gains via sparse matrix representations have since made
downsampling unnecessary. OMP ran through 100 iterations to arrive at this result.

10

20

30

40

50

60
10

20

30

40

50

60

70

80

Figure 6.3: Detections for LEGO R data

6.2.2 Experiments on CLIF 2007 WAMI
For this set of experiments we move to measured data from the CLIF 2007 WAMI dataset.
We utilize the same set of five reference images used for the sequential change detection
experiment in Chapter 3 and the first image from the sequence of mission images used in
that experiment. All images are registered to a common coordinate frame, and we run the
sparsity-based change detection algorithm using the five reference images and an identity
basis as the overcomplete dictionary. Change detection results are displayed on the mission
image in Figure 6.4. The detection performance of the sparsity-based algorithm is shown
in Figure 6.5
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Figure 6.4: Detections CLIF 2007 WAMI
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Figure 6.5: Mixed Comparison Results between Sparsity-Based and Sequential Algorithms
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6.3

Extended Application: Foreground Estimation in Full
Motion Video

Like the sequential change detection algorithm, the sparsity-based change detection algorithm has shown promise in its ability to perform foreground estimation in video sequences.
Using the UCSD video data set discussed in Chapter 2, we have performed experiments to
this end. A sequence of consecutive images is registered into a common coordinate frame
(if needed). The image under test is the last image in the sequence, and the remaining images become elements of the overcomplete dictionary. The sparsity-based change detection
algorithm is run on the image under test using the dictionary constructed from the remaining images in the sequence and an identity basis. The results give a reasonably accurate
result for estimating the foreground in the image. Figure 6.6 shows the results of using
sparsity-based change detection for foreground estimation on the “boats” sequence, which
does not require registration. Figure 6.7 shows the results for the “cyclists” sequence, which
requires registration. This algorithm performs favorably compared to the sequential algorithm on the “cyclists” case due to the sparsity constraint, however, the appended identity
bases causes a large response in the boats sequence due to reflections off the water blinking
on and off.
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Figure 6.6: Foreground well-estimated by sparsity-based change detection

Figure 6.7: Foreground well-estimated by sparsity-based change detection
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Chapter 7
Closing Remarks
In this chapter we summarize the contributions of this research (Section 7.1), discuss expected impacts (Section 7.2), and give direction for future research (Section 7.3).

7.1

Summary of Contributions

In this dissertation, a new sequential change detection algorithm is presented. This algorithm improves change detection results by using multiple images for each pass of the
scene. This improvement has been verified by simulation in Figures 3.19 through 3.22
when data is perfectly registered and pixel intensities are normally distributed. Change detection results are also improved when the noise added to pixel intensities has a Lapalacian
distibution, albeit at a slower rate than when Gaussian noise is applied, as shown in Figures
3.30 and 3.31. The utility of our sequential change detection algorithm is also demonstrated
on measured data in Figures 3.33 and 3.35.
A CRLB is derived for the estimation of a projective registration transformation from
feature points. The bounds on the transformation parameters can be extended to bounds on
the position of pixels in the registered image. As an efficient estimator is used to estimate
the transformation, the CRLB will be achieved. Thus, the actual variance of the transformation estimate and pixel positions are computed. From the variance on pixel position,
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we compute a prediction of the second order statistics of pixel intensities in the registered
image. Simulations verify that the covariance of the estimate of the transformation meets
the CRLB, that the covariance of the position of registered pixels meets the CRLB, that
the predicted variance in pixel intensities is well matched to the observed variance in pixel
intensities, and that the predicted mean intensity is better matched to the observed mean
intensity than the raw reference image.
Using the CRLB to characterize the uncertainty in image registration, we are able
to predict the bias and variance induced in the change image by registration uncertainty.
Given this information, we derive a novel likelihood ratio change statistic that accounts for
registration uncertainty. We showed by simulation that when the registration uncertainty
fits our assumptions, the updated change statistic provides improved detection performance
over a similar change statistic that does not account for registration uncertainty. We also
demonstrated the utility of our method on measured data.
Finally, we developed a change detection algorithm based on compressive sensing
techniques. This algorithm uses reference images and an orthonormal basis as a dictionary to represent a new image. Components of the representation which correspond to
the orthonormal basis are indicative of change. The applicability of compressive sensing
techniques to change detection is demonstrated on measured data.

7.2

Expected Impact

Pass-to-pass change detection can be improved by using multiple images on each pass. The
sequential log-likelihood ratio test may also be modified to efficiently perform other image
analysis tasks over multiple images (such as anomaly detection for a single pass).
The CRLB for image registration provides information regarding changes in the statistics of pixel intensities due to registration uncertainty. While we have specifically highlighted the utility of this information in improving change detection, this information will
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benefit other exploitation tasks that make decisions based on pixel intensity values or measured derived from pixel intensity values.

7.3

Future Research

This work primarily focused on statistical characterization of several different signal exploitation problems. Each characterization began with an assumed distribution on pixel
intensities or feature locations. More accurate models for these starting distributions when
using measured data would allow for more accurate statistical characterization if the math
is tractible. Additionally, methods presented in this research may have their results corrupted from various physical phenomenon such as changes in incident angle to reflective
surfaces, changes in the location of light sources, and parallax. Methods for detecting these
and appropriately accounting for these phenomena have the potential for improving change
detection and other tasks. Finally, for each experiment performed, the images were manually selected. Methods for determining which parts of the data are suitable for comparison
will allow for much greater efficiency in performing exploitation tasks.
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