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Artiﬁcial gauge ﬁelds are currently realized in a wide range of physical settings. This in-
cludes solid-state devices but also engineered systems, such as photonic crystals, ultracold 
gases and mechanical setups. It is the aim of this review to offer, for the ﬁrst time, a uniﬁed 
view on these various forms of artiﬁcial electromagnetic ﬁelds and spin–orbit couplings for 
matter and light. This topical review provides a general introduction to the universal con-
cept of engineered gauge ﬁelds, in a form that is accessible to young researchers entering 
the ﬁeld. Moreover, this work aims to connect different communities, by revealing explicit 
links between the diverse forms and realizations of artiﬁcial gauge ﬁelds.
© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
r é s u m é
Les champs de jauge artiﬁciels sont aujourd’hui réalisés dans une large gamme d’environ-
nements physiques. Ceci inclut les dispositifs relatifs à la physique de l’état solide, mais 
aussi les systèmes « synthétiques » tels que les cristaux photoniques, les gaz ultrafroids 
et les systèmes mécaniques. C’est l’objet de cette revue d’offrir, pour la première fois, 
une vision uniﬁée de ces diverses formes de champs électromagnétiques artiﬁciels et de 
couplages spin-orbite pour la matière et la lumière. Cette revue d’actualité fournit une in-
troduction générale au concept universel de champ de jauge artiﬁciel, dans une forme qui 
soit accessible aux jeunes chercheurs abordant le domaine. De plus, ce travail ambitionne 
de connecter différentes communautés, en révélant les liens explicites entre les différentes 
formes et réalisations de champs de jauge artiﬁciels.
© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Gauge ﬁelds represent one of the most ubiquitous concepts in physics, offering surprising links between distinct research 
ﬁelds, ranging from high-energy physics and cosmology to quantum optics and condensed-matter physics. While gauge 
potentials were initially introduced as a mathematical object in the context of classical electrodynamics, their essence 
was fully revealed through the development of quantum mechanics and quantum ﬁeld theory [1,2]. Exploring the physical 
consequences of gauge ﬁelds, as ﬁrst evidenced by the seminal Aharonov–Bohm effect [1], has led to remarkable theoretical 
and conceptual progress, which has culminated in our modern formulation of gauge theories in terms of ﬁber bundles [2–4]. 
Interestingly, this mathematical notion of ﬁber bundles also played a central role in non-relativistic quantum mechanics, 
where it constitutes the roots of the geometric (Berry) phase [5–7] and topological states of matter [3,8–10].
While gauge potentials naturally emerge from “real” electromagnetic ﬁelds, a wide family of gauge ﬁelds can also be 
created and ﬁnely tuned by acting on a physical system in a proper manner. This can be realized in solid-state devices, but 
also in engineered systems, e.g., ultracold atomic gases [11–16] and photonic crystals [17–19]. It is the aim of this review 
to depict an overall view on this quantum-simulation approach to gauge ﬁelds, as we now explain in the next paragraph. 
Before doing so, let us emphasize that interesting gauge structures can also be emulated in genuinely classical settings [20], 
e.g., arrays of coupled pendula, as will be clariﬁed and illustrated below.
This review aims to cover a wide and fast-growing ﬁeld in a rather concise manner. We therefore invite the interested 
reader to consult the following reviews and progress articles for more detailed discussions: on artiﬁcial gauge ﬁelds in solids 
[21–24], ultracold atoms [11–16], photonics [17–19], and mechanical systems [20].
1.1. Scope of the review
We are going to discuss how a variety of physical platforms can realize artiﬁcial gauge ﬁelds. Speciﬁcally, we are interested 
in situations where the spectral properties and dynamics of a physical system are well captured by a designed Hamiltonian
of the form
H(p − A), A = A(x,σ , t) (1)
where p is the momentum operator, and where A(x, σ , t) represents a general gauge potential; the latter can potentially 
depend on the position operator x, but also on a “spin” (internal) degree of freedom σ , or even on time t . Formally, the 
Hamiltonian in Eq. (1) describes a physical system that is associated with a Hamiltonian H(p), and which is coupled with a 
gauge ﬁeld A through the minimal coupling prescription.
Importantly, in the following, the engineered gauge potential A will always be treated as a classical and external ﬁeld: in 
particular, this gauge ﬁeld will be non-dynamical, in the sense that the motion of particles will not affect the gauge ﬁeld 
in return; in other words, the schemes described in this review do not reproduce a complete gauge theory (e.g., Maxwell’s 
equations of electromagnetism). The quantum simulation of dynamical gauge ﬁelds is discussed in the reviews [25–27].
The engineered Hamiltonians presented in this review [Eq. (1)] are often inspired by solid-state physics. A concrete 
example of such target Hamiltonians is that describing the motion of a charged particle (e.g., an electron) in an external, 
static and uniform magnetic ﬁeld B ,
H = 1
2M
(p − qAB(x))2 , B =∇× AB(x) (2)
where q and M denote the particle’s charge and mass, respectively. Another type of model Hamiltonian, which also plays 
an important role in condensed-matter physics, is that describing the motion of a spin-1/2 particle subjected to spin–orbit 
coupling [28–30]
H = 1
2M
(p − ASOC)2 , ASOC = (αxσx,αyσy,αzσz) (3)
where σx,y,z represent the Pauli matrices. In two dimensions, and when αx = −αy = α is constant, the Hamiltonian in 
Eq. (3) features a non-trivial term of the form α
(
pxσx − pyσy
)
, which corresponds to the so-called Rashba spin–orbit-
coupling effect [28–30]. While the Hamiltonian in Eq. (2) plays a central role in the physics of the quantum Hall effects 
[31,32,30], systems exhibiting spin–orbit coupling [Eq. (3)] have been recently investigated in the context of spintronics 
[28], the anomalous Hall effect [29], topological insulators and superconductors [30].
Besides, Hamiltonians of the form (1) with a time-dependent gauge potential A = A(t) emulate the effects of an external 
electric ﬁeld. An intriguing example of such model Hamiltonians, which will be explicitly considered below, is that describ-
ing electronic systems subjected to circularly polarized light [33,34], where A(t) = λ (sin(ωt)1x + cos(ωt)1y), and where 
ω denotes the frequency of the applied radiation. Such conﬁgurations currently play an important role in the context of 
Floquet engineering (e.g., Floquet topological insulators [34–39]), and were also recently envisaged as probes for topological 
matter [40,41].
The main sections of this review article (Sections 3–5) will be dedicated to a wide variety of schemes that realize 
Hamiltonians of the form discussed above [Eqs. (1)–(3)], both in the continuum and in lattice conﬁgurations. While many 
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in experiments. Before presenting these different methods and physical settings, we ﬁrst present a series of “universal 
theoretical notions” (Section 2), which play a central role in the realization of effective Hamiltonians displaying synthetic 
gauge ﬁelds.
2. Universal theoretical notions
Artiﬁcial gauge ﬁelds generally appear in the effective dynamics of engineered quantum systems [42,11–13]. In this 
section, we review general theoretical concepts that are strongly connected to the origin and the description of these 
artiﬁcial gauge structures. We ﬁrst introduce the geometric (Berry) phase and recall how it relates to the notion of gauge 
ﬁelds. We then discuss how these concepts generalize to lattice systems. We conclude this section by analyzing another 
promising route towards the realization of gauge ﬁelds, namely methods based on shaking (Floquet engineering). Alternative 
strategies based on rotation or strain are introduced in Sections 3.1 and 4.3, respectively.
2.1. The geometric phase and its gauge structure
The discovery of the geometric phase, through the successive works of Pancharatnam [5], Aharonov–Bohm [1], Wu–Yang 
[2], Mead–Truhlar [6], and Berry [7], revealed a deep connection between gauge structures and geometry. Today, this con-
nection is largely exploited to engineer gauge structures in quantum systems, as we further describe below. For a review on 
the effects of the geometric phase in condensed-matter physics, see Ref. [43].
2.1.1. General introduction to the geometric phase
Let us start by considering a general quantum system, which is described by the time-dependent Hamiltonian,
H = H(R), R = R(t) (4)
where R describes a set of parameters that depend on time (e.g., some control parameters that are varied externally). In this 
general setting, geometric effects potentially emerge when the state of the system performs an adiabatic evolution under a 
slow change of the parameters R(t). To see this, one introduces the instantaneous eigenstates and eigenenergies
H(R)|n(R)〉 = εn(R)|n(R)〉 (5)
If the system is initially prepared in the mth eigenstate, i.e., |ψ(t = 0)〉 = |m[R(t = 0)]〉, and if the energy manifold εm(R)
is well isolated by a gap along the entire path R(t), then the adiabatic theorem guarantees that the system will remain in 
the instantaneous eigenstate |m[R(t)]〉 at all times. Importantly, the states {|n(R)〉} in Eq. (5) are deﬁned up to a complex 
phase factor, i.e. the quantum system possesses a U(1), or gauge, degree of freedom. Formally, a geometric structure is 
then introduced by assuming that these phases are smoothly and uniquely deﬁned over the path; mathematically, this 
corresponds to building a U(1) ﬁber bundle on top of the parameter space [2–4]. Based on these few assumptions (i.e. the 
validity of the adiabatic approximation and the unicity of the phase associated with the instantaneous eigenstates), one 
solves the Schrödinger equation
i∂t |ψ(t)〉 = H[R(t)]|ψ(t)〉 (6)
by imposing that the state remains in the mth manifold at all times, namely, by writing the solution as
|ψ(t)〉 = φm(t)|m[R(t)]〉 = eiγm(t)e−i
∫ t
0 εm[R(τ )]dτ |m[R(t)]〉 (7)
where we explicitly factorized the phase factor of the evolving state in terms of two fundamentally different contributions. 
While the phase involving the instantaneous energies εm[R(t)] is directly analogous to the standard dynamical phase of 
static systems, the phase γm(t) is found to only depend on the path R(t) performed by the system in parameter space. 
Indeed, inserting Eq. (7) into Eq. (6), yields the explicit form of the geometric phase [42,43]
γm =
∫
path
dR · Ageom, Ageom = i〈m(R)|∂Rm(R)〉 (8)
Interestingly, the geometric phase acquired by the evolving state is associated with a gauge structure. Indeed, under a 
local gauge transformation, the result in Eq. (8) imposes that
|m(R)〉 → eiχ(R)|m(R)〉, Ageom → Ageom − ∂Rχ(R) (9)
which reveals that the Berry connection Ageom transforms like the usual gauge vector of electromagnetism under a gauge 
transformation. Importantly, the geometric phase can be related to a gauge-invariant quantity, whenever the path forms a 
closed loop in parameter space [1,2,7], i.e. when R(tﬁnal) = R(0). In that case, the geometric phase can be expressed as
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∮
loop
dR · Ageom =
∫

dS ·geom, geom =∇R × Ageom (10)
where  denotes the surface enclosed by the loop in parameter space, and where we introduced the Berry curvature geom. 
As apparent from Eq. (10), the Berry curvature is gauge invariant, and it takes the form of a ﬁctitious “magnetic ﬁeld” 
in parameter space. In fact, the geometric (Berry) phase in Eq. (10) generalizes the Aharonov–Bohm phase [1], which is 
acquired by a charged particle moving in (real) space and encircling a region penetrated by a non-zero magnetic ﬂux. The 
general and important result in Eq. (10) indicates how artiﬁcial gauge structures (e.g., synthetic magnetic ﬁelds) can be 
engineered in quantum systems, through the design of non-trivial Berry curvatures in parameter space.
2.1.2. Non-Abelian structures
The discussion above can be straightforwardly generalized to the case where the system populates a family of instan-
taneous eigenstates during the evolution [44,42], i.e. if one replaces the unique manifold m → {m1, m2, . . . , mq} in the 
formalism above; this can occur if the corresponding energies {εm1 [R], . . . , εmq [R]} undergo gap-closing events at singular 
points of the path R(t). In this case, the Berry phase is replaced by a q × q matrix acting on the relevant family of states; 
the corresponding Berry connection is then deﬁned as the q × q matrix Aabgeom = i〈ma(R)|∂R mb(R)〉, where a, b = 1, . . . , q. 
This matrix-valued Berry connection acts as an effective “spin–orbit coupling” in parameter space, i.e. a non-Abelian gauge 
potential [42,43]. This constitutes a simple route for realizing synthetic spin–orbit coupling in quantum-engineered systems 
[12,14].
2.1.3. The Berry connection and the effective-Hamiltonian approach
In the previous paragraph 2.1.1, we obtained that the Berry connection Ageom acts as an effective gauge potential 
in the adiabatic evolution of a quantum system; in particular, its associated gauge-invariant quantity, the Berry curva-
ture geom, can lead to observable effects [42,43]. We now discuss how the Berry connection explicitly appears in an 
effective-Hamiltonian analysis of the adiabatic evolution [6,42,12,13]. To do so, let us analyze a slightly more concrete sit-
uation: the motion of a particle of mass M whose internal degrees of freedom are addressed by an external ﬁeld [11–13]. 
We now write the Hamiltonian in Eq. (4) in the more speciﬁc form
H = p
2
2M
+ Vext(x, t) = p
2
2M
+
N∑
m,n=1
|n〉Vnm(x, t)〈m| (11)
where the ﬁrst term describes the kinetic energy, and where the operator Vext captures the effects of the external ﬁeld 
on the internal degrees of freedom of the particle; the corresponding internal states are denoted {|n〉} in Eq. (11), with 
n = 1, . . . , N . A concrete example, which will be further discussed below, is that of an atom immersed in a laser ﬁeld, which 
resonantly couples a set of atomic internal states [11–13]. In direct analogy with the treatment above, let us introduce the 
instantaneous eigenstates (or “dressed states” [11,12]) associated with the coupling term,
Vext(x, t)|ηm(x, t)〉 = εm(x, t)|ηm(x, t)〉 (12)
We are interested in studying the adiabatic evolution of the driven particle, when the latter is initially prepared in a given 
dressed state |ηm(x, t = 0)〉; thus, the initial state is written as [13]
|(x, t = 0)〉 = φm(x, t = 0)|ηm(x, t = 0)〉
where φm(x, t = 0) reﬂects the probability amplitude to initially detect the particle at the point x, being in the internal 
state |ηm(x, t = 0)〉. We suppose that the velocity of the particle is suﬃciently weak and that the “band” εm(x, t) is well 
isolated by a gap along the path undergone by the particle, such that the adiabatic approximation indeed holds during the 
time-evolution. Under this assumption, one can solve for the Schrödinger equation [12,13]
i∂t |(x, t)〉 = H|(x, t)〉, with |(x, t)〉 = φm(x, t)|ηm(x, t)〉 (13)
where the simpliﬁed form of the solution |(x, t)〉 reﬂects the adiabatic approximation [42,12,13]. Importantly, this pro-
jection of the dynamics onto the subspace spanned by the unique (non-degenerate) dressed state |ηm(x, t)〉 yields an 
effective Schrödinger equation for the unknown coeﬃcient φm(x, t). Indeed, using Eqs. (11), (12) and (13) yields the ef-
fective Schrödinger equation [6,42,12,13]
i∂tφm(x, t) = Heff φm(x, t), Heff = 12M
(
p − Ageom
)2 + Veff (14)
where the Berry connection Ageom(x, t) = i〈ηm(x, t)|∇ηm(x, t)〉 explicitly appears as a gauge potential. In addition to this 
effective gauge ﬁeld, the particle also feels an effective scalar potential Veff = εm − i〈ηm|∂tηm〉 + (1/2M) ∑n =m |〈∇ηm|ηn〉|2. 
From this approach, one directly obtains that the gauge structure associated with the geometric phase naturally emerges 
398 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432through a projection procedure [42], which is motivated and justiﬁed by the adiabatic approximation [Eq. (13)]. In particular, 
let us point out that the effective Hamiltonian in Eq. (14) indeed has the appealing form discussed in Section 1.1 [see Eqs. (1)
and (2)].
The same analysis can be performed in the non-Abelian case [Section 2.1.2]. When the particle occupies a fam-
ily of dressed states during its time evolution, the truncation in Eq. (13) should be relaxed according to |(x, t)〉 =∑q
a=1 φma (x, t)|ηma (x, t)〉, where {|ηma 〉} denotes the family of q-relevant dressed states [12,13]. The resulting equations 
of motion take the form of Eq. (14), but now with the non-Abelian Berry connection Aabgeom = i〈ηma (x, t)|∇ηmb (x, t)〉, as al-
ready introduced in Section 2.1.2. Speciﬁcally, the effective Hamiltonian is now of the form introduced in Eq. (3), indicating 
that the non-Abelian Berry connection can be designed so as to engineer artiﬁcial spin–orbit coupling [12–14].
2.2. Gauge potentials in lattices
The Hamiltonians in Eqs. (2) and (3) capture the effects of an external gauge ﬁeld on a particle that moves in the 
continuum (i.e. x is a continuous space variable). In both cases, these Hamiltonians are obtained through the “minimal 
coupling” between matter and the gauge ﬁeld, which is formally described by the substitution H(p) → H(p − A) leading 
to Eq. (1), where H(p) is a Hamiltonian in the absence of the gauge ﬁeld. In fact, this substitution also appears in lattice 
systems (i.e. in a discretized space), as we now discuss in this section. Let us emphasize that the interplay between lattice 
structures and external gauge ﬁelds plays an important role in solid-state physics [45,46,28,43,30,32], but also in cold atoms 
[47,11,12] and photonics [17,48], where both the lattice structure and the gauge ﬁelds can be engineered. From a theoretical 
point of view, the introduction of gauge ﬁelds within lattice structures has been formalized in the context of lattice gauge 
theories, with direct implications in high-energy physics [49,50].
Let us start by considering the motion of a particle moving in a 2D space-periodic potential,
H = p
2
2M
+ V lattice(x), V lattice(x+ ax1x) = V lattice(x) = V lattice(x+ ay1y) (15)
where ax,y denote the lattice spacings. For deep enough lattice potentials, one can solve the Schrödinger equation using the 
so-called tight-binding approximation [51,52],
H|〉 = E|〉, |〉 =
∑
n,m
φ(n,m)|n,m〉 (16)
where we have expanded the solution state |〉 over the lowest-energy (vibrational) eigenstates {|n, m〉} associated with 
the potential wells located at x = (nax, may), and (n, m) are integers. Considering the simplest case of a square lattice 
(ax = ay = a), the coeﬃcients φ(n, m) satisfy an effective Schrödinger equation [52]
Eφ(n,m) = − J [φ(n+ 1,m) + φ(n− 1,m) + φ(n,m + 1) + φ(n,m − 1)]+ εφ(n,m) (17)
where J describes hopping between nearest-neighboring sites, where ε is an onsite energy, and where we neglected 
higher-order hopping processes (e.g., next-nearest-neighbor tunneling). One can rewrite Eq. (17) in terms of an effective 
Hamiltonian Heffφ(n, m) = (E − ε)φ(n, m),
Heff = − J
[
Tx + T †x + T y + T †y
]
, Tx = e−iapx , T y = e−iapy (18)
which explicitly involves translation operators Tx,y over the lattice.
In this tight-binding picture, where the motion translates into hopping between discrete lattice sites, the effects of a 
gauge ﬁeld A = (Ax, Ay) can be directly incorporated at the level of the effective Hamiltonian in Eq. (18),
Heff = − J
[
Txe
iaqAx + T †xe−iaqAx + T yeiaqAy + T †ye−iaqAy
]
(19)
Here, we performed the substitution Heff(p) → Heff(p − qA), which is generally called Peierls substitution in this lattice 
context; q denotes a general coupling charge. In the context of lattice gauge theories [49], the quantities acting on each 
link, Uμ = eiaqAμ , are called link variables. These gauge-dependent quantities are related to a gauge-invariant quantity 
(the ﬁeld-strength tensor) through loop products, namely, by evaluating the cumulative action of the link variables upon 
performing a closed loop on the lattice [49]; see below for an illustration.
A simple example of this Peierls substitution can be found in the study of a charged particle moving on a 2D square 
lattice, and which is subjected to a uniform magnetic ﬁeld B perpendicular to the plane; see Refs. [45,46]. This problem 
can be treated using the Landau gauge, Ax = 0 and Ay = Bx = n/a, where we introduced the magnetic ﬂux  = Ba2
penetrating each cell of the 2D lattice, as illustrated in Fig. 1a. In this gauge, the effective Hamiltonian in Eq. (19) takes the 
form
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 399Fig. 1. Harper–Hofstadter Hamiltonian. (a) Schematic drawing of an effective 2D-lattice model of a charged particle in the presence of a magnetic ﬂux 
per lattice unit cell; a is the lattice constant and J the nearest-neighbor coupling strength. In the Landau gauge, hopping along x is accompanied by the 
Peierls phases 2παn, with α = /2π and n the site-index along y. (b) Single-particle energy spectrum of the Harper–Hofstadter Hamiltonian as a function 
of the dimensionless magnetic ﬂux per lattice unit cell α, also known as Hofstadter butterﬂy [46].
Heff = − J
[
Tx + T †x + T yei2παn + T †ye−i2παn
]
,
= − J
∑
n,m
|n,m〉〈n + 1,m| + |n,m〉〈n,m + 1|ei2παn + h.c. (20)
where we introduced the number of magnetic ﬂux quanta per plaquette α = /0, and where 0 = 2π is the quantum of 
ﬂux (where we choose the convention h¯ = q = e = 1 unless otherwise stated). The Hamiltonian in Eq. (20) is the emblematic 
Harper–Hofstadter Hamiltonian, whose spectrum displays a fractal structure (Fig. 1b) known as the Hofstadter butterﬂy [46]. 
This model plays an important role in the physics of topological states of matter [32,30], as it exhibits a wide family of 
quantum Hall states [8], and offers a natural platform for the realization of fractional Chern insulators [53]; see Section 4.1.1
for more details. We point out that while the Peierls phase factors, i.e. the phase factors e±i2παn in Eq. (20), are gauge 
dependent, their product around a closed loop is gauge invariant; for instance, the product of Peierls phase factors around 
a unit cell of the lattice yields ei , which is the Aharonov–Bohm phase [1] acquired by a particle encircling a region 
penetrated by the ﬂux  (i.e. a gauge-invariant quantity).
Finally, we point out that the general effective Hamiltonian in Eq. (19) can also be used to describe the effects of 
spin–orbit coupling on a lattice, in which case the gauge potential A = ASOC = (αxσx, αyσy, αzσz) is matrix valued with 
respect to spin space; see Eq. (3).
2.3. Floquet engineering
An alternative route towards artiﬁcial gauge ﬁelds is offered by Floquet engineering, where effective Hamiltonians can be 
ﬁnely built through proper time-periodic modulations [34,54,36,35,37,55–57]. To understand this strategy, let us introduce 
a static Hamiltonian H0, which describes a quantum system in the absence of an external drive. When subjecting this 
system to a time-periodic modulation, V (t + T ) = V (t), the time-evolution operator U (t, t0) typically takes a complicated 
form as soon as [H0, V (t)] = 0; formally, this can be written as a time-ordered integral, U (t, t0) = T exp
(
−i ∫ tt0 dτ H(τ )
)
, 
where H(t) = H0 + V (t) denotes the total time-dependent Hamiltonian. However, by exploiting the time-periodicity H(t) =
H(t + T ), the time-evolution operator U (t, t0) can be rewritten in a more suggestive form [58,55]
U (t,0) = e−iKkick(t)e−itHeff eiKkick(0) (21)
where Heff is a time-independent operator, where Kkick(t + T ) = Kkick(t) has zero average over a period of the drive, and 
where we set the initial time t0 = 0. This observation [Eq. (21)] indicates that the long-time evolution of a periodically-
driven system is essentially governed by an effective Hamiltonian, i.e. Heff . This is even more apparent when probing the 
system at stroboscopic times, tN = NT , where N is an integer: in this case, the stroboscopic time evolution is generated by 
the operator [U (T )]N = e−itN Heff , up to a gauge transformation [55] involving the operator Kkick(0). This highlights the fact 
that a driven system behaves as an effective static system (described by Heff), as far as stroboscopic evolution is concerned. 
At arbitrary times, i.e. within each period of the drive T , the system undergoes a micro-motion, which is captured by the 
operator Kkick(t) in Eq. (21).
The effective Hamiltonian Heff can be computed from the operators H0 and V (t), using an inverse-frequency perturbative 
expansion [55,59,56,60,61], namely, assuming a high-frequency limit ω = 2π/T → ∞. Up to second order O(1/ω2), this 
reads [55,60,61]
Heff = H0 + 1
ω
∞∑ 1
j
[V ( j), V (− j)] + 1
2ω2
∞∑ 1
j2
(
[[V ( j), H0], V (− j)] +H.c.
)
(22)j=1 j=1
400 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 2. Rotation-induced versus laser-induced magnetic ﬁelds. (a) Abrikosov vortex lattices formed in rotating Bose–Einstein condensates (from [85]). 
(b) Dispersion relation induced by the optical dressing used in reference [86], and observation of quantized vortices in Bose–Einstein condensates subjected 
to this optical dressing and an additional magnetic ﬁeld gradient (from [86]). Here kL and EL denote the wave-vector and the recoil energy associated with 
the Raman beams [86].
+ 1
3ω2
∞∑
j,l=1
1
jl
(
[V ( j), [V (l), V (− j−l)]] − [V ( j), [V (−l), V (l− j)]] +H.c.
)
where we set V (t) =∑∞j=1 V ( j)ei jωt +V (− j)e−i jωt . This shows how the effective Hamiltonian originates from a rich interplay 
between the static Hamiltonian H0 and the drive V (t).
Importantly, by exploiting the non-trivial terms that appear in the expression (22) for the effective Hamiltonian Heff , one 
can engineer artiﬁcial gauge potentials that are not present in the initial static Hamiltonian H0; this has been considered 
in view of generating artiﬁcial magnetic ﬁelds [62–66,39,67–69] and spin–orbit coupling [70–72,55]. We point out that this 
Floquet-engineering approach is particularly useful when working on a lattice, where both the static Hamiltonian H0 and 
the drive V (t) can be ﬁnely tuned. Examples of how Floquet engineering can lead to non-trivial gauge structures on a lattice 
[e.g., as in the Harper–Hofstadter Hamiltonian displayed in Eq. (20)] will be presented in the following sections.
3. Artiﬁcial magnetism in the continuum
We ﬁrst consider the simulation of orbital magnetic ﬁelds in continuous systems. The production of effective magnetic 
ﬁelds for ultracold atoms quickly followed the ﬁrst realizations of Bose–Einstein condensates, by setting the gases into 
rotation or dressing the atoms in laser ﬁelds. Recent works also demonstrated the simulation of magnetic ﬁelds in systems 
of cavity photons and polaritons, as we now discuss in this Section.
3.1. Rotating atomic gases
By setting atomic gases in rotation, an artiﬁcial magnetic ﬁeld is induced in the rotating frame of reference, based on 
the similitude of the mathematical structures of the Lorentz and Coriolis forces [73,74]. Let us consider an atom held in an 
isotropic harmonic trap in the xy plane, of oscillation frequency ω. The Hamiltonian describing the particle motion in the 
frame rotating around the z axis at the angular frequency  reads
H = p
2
2m
+ 1
2
mω2r2 − Lz
= (p− A)
2
2m
+ 1
2
m(ω2 − 2)r2 (23)
where we introduced the angular momentum projection Lz =m (r × p) · 1z and the effective gauge ﬁeld A =m 1z × r; see 
Eq. (2). The Hamiltonian (23) is formally equivalent to the one of a particle of charge 1, placed in a uniform magnetic ﬁeld 
B = 2m 1z and conﬁned in a harmonic trap of frequency 
√
ω2 − 2. Note that when the centrifugal force exceeds the bare 
trapping force, i.e.  > ω, the gas becomes unstable.
By analogy with superﬂuid liquid He [75] or type-II superconductors [76], rotating Bose–Einstein condensates accom-
modate the effective magnetic ﬁeld via the formation of quantized vortices, arranged in an Abrikosov lattice [77,78] (see 
Fig. 2a). This behavior, considered as a smoking gun of superﬂuidity, also occurs in strongly-interacting Fermi gases in the 
superﬂuid phase, i.e. a condensed phase of atomic fermion pairs [79]. Complex vortex structures are expected to occur in 
the presence of long-range electric or magnetic dipole forces [80,81] or in the case of a spinor internal structure [82,83], for 
which unconventional Abrikosov lattices were observed [84].
In the rapid rotation limit  −ω 	  – which was reached in experiments [87,88] – the gas effectively occupies a subset 
of quantum states formally equivalent to the lowest Landau level [89,90]. For vortex numbers comparable to the number 
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in the fractional quantum Hall effect [92]. This regime has not yet been reached in experiments, due to the very strong 
requirements on the trapping potential control close to the centrifugal limit,  ∼ ω, where instabilities typically occur 
[47,88].
3.2. Berry phase induced by laser dressing
As an alternative to rotation, another class of protocols was developed to produce orbital magnetic ﬁelds for atomic 
gases, based on the dressing of atoms with suitable laser ﬁelds [11,12]. As we described in Section 2.1.3, by coupling the 
atom’s motion to its internal spin, one induces position-dependent energy landscapes. An atom that adiabatically moves 
along a closed contour then acquires a geometrical Berry phase [7], which can formally be viewed as the Aharonov–Bohm 
phase acquired by a charged particle evolving in the presence of a magnetic ﬁeld [1]; see Section 2.
The physical mechanism for generating light-induced gauge ﬁelds can be illustrated assuming an atomic internal spin 
F = 1/2. Two-photon optical transitions couple the quantum states |mF = −1/2, k0 − K〉 and |mF = 1/2, k0 + K〉, known as 
Raman transitions, where 2K is the momentum imparted to the atoms upon a laser-induced spin ﬂip. Here, mF denotes the 
spin projection on the z axis and k0 is the atom momentum. The quasi-momentum k = k0 + Kσz is a conserved quantity, 
which allows writing the single-particle Hamiltonian as
H =
∑
k
Hk (24)
Hk = h¯
2(k− Kσz)2
2m
+ 1
2
h¯Rσx + 1
2
h¯δσz (25)
where R is the two-photon Rabi frequency and δ is the detuning from resonance. The ground state dispersion relation 
features a minimum at k = kmin, which can be written as
kmin  δ√
δ2 + 2R
K
in the large coupling regime h¯R  h¯2K 2/2m. Around the minimum, the dispersion relation expands as Ek = Ekmin + h¯2(k −
kmin)2/2m, allowing one to interpret kmin as an effective vector potential A/h¯ (see Fig. 2b).
Using a gradient of the Raman laser intensity [93], or by applying an additional magnetic ﬁeld gradient [94], the vector 
potential can be made position-dependent, hence inducing an effective magnetic ﬁeld B = ∇ × A. The generation of such a 
light-induced magnetic ﬁeld was experimentally demonstrated in reference [86], via the observation of quantized vortices 
piercing the Bose–Einstein condensate (see Fig. 2b).
For optical ﬁelds of wavelength λ, the expected order of magnitude for the vector potential is A ∼ h/λ. Hence, the 
magnetic ﬂux Nφ experienced by an ultracold gas of extent L, given by the contour integral around the area of interest 
Nφ =
∮
A · dl, scales as L/λ. This moderate value limits the potential of this technique to reach the fractional quantum 
Hall regime, corresponding to an atom number N  Nφ . A promising approach to increase the magnetic ﬂux density was 
proposed in reference [95], which introduces the concept of optical ﬂux lattices, in which spin-dependent optical lattices 
are used to imprint a periodic magnetic ﬂux density of large mean density nφ ∼ λ−2.
3.3. Synthetic magnetic ﬁelds for photons
Recent progress on the engineering of continuum ﬂuids of light [96] enabled the simulation of orbital magnetic ﬁelds, 
thus opening new perspectives in the photonic framework.
Photons trapped in a multimode optical cavity behave as a two-dimensional system of bosonic massive particles [96]. The 
realization of the Bose–Einstein condensation of photons in such physical systems [97] brings novel perspectives in quantum 
simulation with optical photons. For instance, by using a non-planar optical resonator, the optical mode can undergo a 
rotation on each round trip, leading to an effective magnetic ﬁeld [98,99] (see Figs. 3a, b). Furthermore, the motion of 
photons can be restricted to a cone, which allows exploring magnetic ﬁeld effects in an effectively curved space [99]. The 
dynamics of resonator optical modes can be understood using the Floquet formalism described in section 2.3, where the 
time periodicity corresponds to the cavity round trip duration; in this prescription, the effective magnetic ﬁeld can be 
readily estimated by calculating the effective Hamiltonian (see Refs. [98,99] and also Section 3.4 below). Other proposals 
for creating artiﬁcial magnetic ﬁelds involve anamorphic optical elements [100] or the combination of optical non-linearity 
with pump ﬁelds carrying orbital angular momentum [101]. The realization of photonic analogs of fractional quantum Hall 
states will require combining these techniques with the implementation of strong effective photon–photon interactions, e.g., 
using Rydberg electromagnetically induced transparency [102–105].
In the last decade, the progress in the control over exciton-polariton gases led to the observation of their Bose–Einstein 
condensation [107–109], opening new perspectives in the study of bosonic superﬂuidity [110,96,111]. Exciton-polaritons 
402 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 3. Synthetic magnetic ﬁelds for photons. (a) Schematics of the optical cavity used to engineer optical Landau levels. Due to the non-planar geometry, 
cavity modes undergo a rotation upon every round trip, leading to an effective magnetic ﬁeld. (b) Example of optical mode in the photonic Landau level, 
implying a large number of angular momentum modes (from [99]). (c) Scheme of the quantum well structure used to create cavity polariton gases with 
an artiﬁcial gauge ﬁeld arising from the magnetoelectric Stark effect occurring under perpendicular electric and magnetic ﬁelds. (d) Dispersion relation of 
the polariton modes as a function of the gate potential VG , taken for two values of momenta ky . The shift between the two parabolas corresponds to an 
effective vector potential controlled by the external magnetic ﬁeld (from [106]).
consist of the superposition of an exciton and a photon located inside semiconductor microcavities. They behave as bosonic 
quasi-particles that can arrange under appropriate pumping into a Bose–Einstein condensate [107–109] exhibiting super-
ﬂuid behavior [112,113] and solitonic/vortex excitations [114–119]. Several methods were developed to provide static or 
dynamically controlled in-plane potentials [111]. Recently, the perspectives of polariton ﬂuids for quantum simulation were 
enlarged by the realization of artiﬁcial gauge ﬁelds induced by the magnetoelectric Stark effect occurring under perpen-
dicular electric and magnetic ﬁelds [106] (see Figs. 3c, d). Other types of hybrid light-matter quantum systems, such as 
stationary light polaritons [120,121], could also be coupled with artiﬁcial gauge ﬁelds [122].
3.4. A Floquet realization of uniform magnetic ﬁelds
Let us conclude this section by analyzing how effective magnetic ﬁelds naturally emerge through a Floquet-engineering 
approach (see Section 2.3). Our discussion is based on a direct application of Eq. (22), in the case where a quantum system 
is time-modulated according to a repeated four-step sequence of the form
{H0 + A, H0 + B, H0 − A, H0 − B} (26)
Here, the Hamiltonian H0 describes the system in the absence of the modulation, and A and B are arbitrary (Hermitian) 
operators. Following Ref. [55], the effective Hamiltonian Heff of such a “quantum walk” can be approximated by
Heff = H0 + iπ8ω [A, B] +
π2
48ω2
([[A, H0], A] + [[B, H0], B]) +O(1/ω3) (27)
in the high-frequency limit. Based on this result, one can readily identify speciﬁc protocols leading to effective magnetic 
ﬁelds; as suggested in Ref. [55], a possible scheme is provided by the following set of operators: H0 = (p2x + p2y)/2m, 
A = (p2x − p2y)/2m and B = κxy. Inserting these operators in Eq. (27) indeed results in the effective Hamiltonian
Heff = 12m
(
(px −Ax)2 +
(
py −Ay
)2)+ 1
2
mω2h(x
2 + y2)
A= (−my,mx),  = πκ
8mω
, ωh =
√
5
3
 (28)
which describes the motion of a charged particle in the 2D plane, in the presence of a perpendicular magnetic ﬁeld B =
2m1z = πκ4ω1z . Note that this scheme simultaneously realizes a trapping potential in Eq. (28). Physically, the four-step 
sequence introduced above reads{
p2x
m
,
p2x + p2y
2m
+ κxy , p
2
y
m
,
p2x + p2y
2m
− κxy
}
(29)
which corresponds to restricting the direction of motion and applying pulsed quadrupole ﬁelds in a sequential manner. 
We point out that a similar scheme was originally proposed in an optical-lattice context [62] to generate fractional Chern 
insulators [53]. Besides, schemes based on pulsed magnetic ﬁelds were also proposed to generate spin–orbit coupling [71,
72,55], as was recently implemented in Ref. [123].
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4.1. Physical realizations of uniform magnetic ﬂuxes and the Harper–Hofstadter model
4.1.1. The Harper–Hofstadter model: from the butterﬂy to topology
In the continuum, the energy spectrum of a 2D electron gas in a magnetic ﬁeld consists of highly degenerate Landau 
levels. At the same time, electrons moving in a periodic potential develop a quantized energy spectrum consisting of discrete 
Bloch bands. As a consequence, the interplay between the two characteristic length scales, the lattice constant a of the 
periodic potential and the magnetic length lB =
√
h¯/eB , leads to the emergence of a complex fractal energy spectrum 
known as Hofstadter’s butterﬂy [124,125,46]; see Fig. 1b. It has been predicted more than 60 years ago [46] but was only 
realized very recently, as we now explain. The challenge of exploring this “Hofstadter butterﬂy physics” experimentally 
lies in the reconciliation of the two lengthscales. To have the magnetic length on the same order as the lattice constant, 
which is typically a few ångströms large, unfeasibly large magnetic ﬁelds of several thousand teslas would be required. 
One possibility to overcome this limitation is to lithographically design artiﬁcial superlattices with lattice constants up to 
100 nm, a technique that has proven to be technically challenging, mainly because of disorder [126–132]. A related strategy 
is based on heterostructures, consisting of atomically thin materials, which can be used to engineer artiﬁcial superlattice 
structures; this can effectively increase the lattice unit cell, and therefore the lattice constant, depending on the relative 
alignment between the different layers. Three independent groups have succeeded in studying the electronic properties of 
graphene placed on a substrate of hexagonal boron nitride [133–135], which exhibits a so-called moiré pattern; the latter 
acts as a superlattice with a lattice constant on the order of 10 nm and facilitated ﬁrst studies of the fractal structure of the 
Hofstadter butterﬂy in electronic systems.
More generally, the Harper–Hofstadter model [Eq. (20)] describes the dynamics of a charged particle in a 2D space-
periodic system subjected to a constant external magnetic ﬁeld (see Section 2.2). The model explicitly breaks time-reversal 
symmetry, through the Peierls phase factors in Eq. (20), which leads to the appearance of topologically non-trivial energy 
bands [8,10]. The important parameter characterizing the electronic properties is the number of magnetic ﬂux quanta per 
unit cell α. The corresponding fractal single-particle energy spectrum (Fig. 1b) emerges due to the broken translational 
symmetry of the lattice in the presence of the vector potential. The magnetic ﬁeld effectively enlarges the unit cell [46,136]
and one can show that for rational values α = p/q, with p and q integers, the effective unit cell is q times larger and the 
lowest tight-binding band of the periodic potential splits into q subbands.
The general concept of geometric phases introduced in Section 2.1 naturally translates to crystalline potentials [43]. 
Using Bloch’s theorem, the Hamiltonian can be written in the momentum representation H(k), whose eigenvectors are 
the cell-periodic Bloch functions |u(k)〉μ , where μ is the band index and where the parameter space is determined by 
the quasi-momentum k deﬁned within the ﬁrst Brillouin zone (FBZ). Adiabatic motion within a given Bloch band Eμ is 
associated with a geometric phase, which is characterized by the Berry curvature μgeom(k); see Eq. (10) and Ref. [43]. As 
previously discussed, this geometric phase can be seen as an Aharonov–Bohm phase associated with the ﬁctitious “magnetic” 
ﬁeld μgeom(k) deﬁned in quasi-momentum space. Beyond these geometric effects, energy bands also display topological 
properties, which are characterized by a topological invariant known as the Chern number [8,10]:
νμ = 1
2π
∫
FBZ
d2k μgeom(k) (30)
The latter can be interpreted as the number of monopole charges associated with the ﬁctitious ﬁeld μgeom(k) within 
the FBZ [2]. Hence, the Chern number νμ only takes integer values, and the energy band Eμ is topologically non-trivial 
if νμ = 0. This situation can give rise to intriguing physical effects. The most prominent example is the quantization of 
the Hall conductance in the integer quantum Hall effect [137,31,8], σH = e2h
∑
Eμ<EF νμ , where the summation runs over all 
occupied energy bands below the Fermi energy Eμ < E F . Indeed, one can show that the number of chiral edge modes, which 
contribute to transport in quantum-Hall experiments, is directly linked to the Chern numbers characterizing the occupied 
single-particle energy bands; this is the so-called “bulk–edge correspondence” [138–140]. In fact, as will be illustrated below, 
the appearance of these chiral edge modes offers alternative experimental possibilities to reveal and study the topological 
properties of a system.
Even though it seems natural to study the physics of the Hofstadter model with charged particles (e.g., electrons) in 
square lattices subjected to a magnetic ﬁeld, there has been a number of proposals and experiments for charge-neutral 
particles in different physical settings. In the following of this section, we brieﬂy introduce different platforms, where the 
physics of the Harper–Hofstadter model has been studied or is within reach. These include photonics [17,48], phonons [20], 
and cold atoms [12,15]. In some of these platforms, ﬁrst steps have been undertaken to realize topological insulators, which 
are topological states that do not break time-reversal symmetry [32]; the simplest realization of such topological insulators 
are two independent copies of a quantum-Hall system, whose magnetic ﬁelds point in opposite directions [141,142].
4.1.2. Microwave (MW) and radiofrequency (RF) circuits
Inspired by the topological interpretation of the integer quantum Hall effect [8], it was realized that similar phenomena 
could be generated and studied in photonic systems. The key idea was built on periodic metamaterials that explicitly include 
404 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 4. Topological microwave waveguide supporting chiral edge states. (a) Illustration of the 2D magneto-optic photonic crystal that consists of an 
array of ferrite rods in air (blue). The two parallel copper plates (yellow) conﬁne the radiation in the z-direction. Chiral edge states (CES) exist at the 
interface between the topologically trivial metal wall and the photonic crystal. The two antennas (orange) are used for emission and detection of the MW 
radiation. (b) Calculated ﬁeld distribution Ez of the CES. The signal propagates along the direction of the black arrow, although the antenna (star) emits 
omnidirectionally. (c) In the presence of a large metal obstacle, the signal is expected to propagate around the obstacle because backscattering is completely 
suppressed. (Figure from Ref. [146]).
time-reversal symmetry-breaking elements. First, this was proposed via the use of Faraday-effect media [143,144]. In these 
structures, the emergent photonic bands are characterized by non-zero Chern numbers, as in the electronic case; similarly, 
at the interface between two materials with different topological orders, unidirectional (chiral) edge modes are expected 
to appear [32]. In their original proposal, Haldane and Raghu considered a hexagonal array of dielectric rods, where an 
additional Faraday term leads to a splitting of the Dirac points, hence creating non-degenerate bands with non-zero Chern 
numbers [143]. Soon after, several experiments reported on the observation of chiral edge states (CES) in gyromagnetic pho-
tonic crystals based on square lattice geometries [145–148], as illustrated in Fig. 4. CESs are remarkably robust to disorder, 
which may be introduced during the fabrication process. Therefore, topological systems are very promising candidates for 
technological developments such as the engineering of extremely robust waveguides (Fig. 4c). Recently, these ideas have 
been extended in order to enable the realization of topological photonic bands with Chern numbers that are larger than one 
|ν| > 1 [149]; this permits the generation of multi-mode channels, as recently demonstrated by Skirlo et al. [150].
It is well known that the characteristics of the 2D Harper–Hofstadter model can also be studied in suitably tailored 1D 
geometries; formally, this results from the dimensional reduction of the 2D Harper–Hofstadter model, which leads to the 
1D Harper equation [46]. This idea has indeed been used in pioneering experiments to study the fractal structure of the 
Hofstadter butterﬂy in a 1D geometry, where the transmission of a microwave signal through a waveguide with a variable 
periodic arrangement of scatterers was measured [151]. One can show that the transmission of the signal through an array 
of scatterers is formally described by the Harper equation [124].
An elegant way to implement the Harper–Hofstadter model in a RF-network was demonstrated in Ref. [152]. In this 
setup, each lattice site consists of two inductors A = (1, 0) and B = (0, 1); the state on each lattice site is deﬁned as 
the voltages across the inductors (V A, V B). Neighboring lattice sites are capacitively coupled via permuted couplings to 
introduce a phase shift of π/2 for each round trip around one unit cell, which effectively implements the Harper–Hofstadter 
model for α = 1/4 (see Section 2.2). The two inductors further encode two different spin states, which results in an effective 
model that is time-reversal symmetric and supports edge modes with opposite chirality for the two spin states. Through 
site- and spin-resolved measurements, the authors were able to study the dynamics of edge states and reveal the bulk 
energy bandgap [152].
Alternatively, time-reversal symmetry can be broken without the need of non-reciprocal elements, but using Floquet 
engineering (Section 2.3). The basic theoretical concept relies on modulation-induced interband photonic transitions. In 
the work by Fang et al. [153], the authors consider two photonic modes with frequencies ωA and ωB that are spatially 
separated and arranged in a square lattice geometry with sublattices A and B . The key ingredient is a time-dependent 
coupling between them, which can be described by the following Hamiltonian
H(t) = ωA
∑
i
a†i ai +ωB
∑
j
b†jb j +
∑
<i j>
V cos(ωt + φi j)(a†i b j + b†jai ) (31)
where a†i and b
†
j are the creation operators in the two sublattices on site i and j respectively. The coupling strength V is 
resonantly modulated with frequency ω = ωA − ωB and φi j is the phase of the modulation. In the high-frequency limit, 
one can use the formalism discussed in Section 2.3, and the evolution of the system can then be described by an effective 
time-independent Hamiltonian Heff with coupling matrix elements V eiφi j/2; therefore, this enables a direct engineering of 
effective Aharonov–Bohm phases in real space. Conceptually, this technique is very general and can be realized in various 
photonic systems, ranging from the RF to the visible spectrum. In fact, there are different physical settings that make use 
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 405Fig. 5. Microwave cavity array. (a) Schematic drawing and photograph of the microwave cavity array simulating the Hofstadter model with ﬂux α = 1/4. 
(Top-left panel) The white circles represent cavities that do not introduce a phase shift, while the colored ones with an arrow introduce a phase shift of 
π/2 per lattice unit cell. (Top-right panel) Top view of a 5 × 5 lattice with a lattice constant of 1.96 cm. (bottom panel) Side-view of the cavity array. 
The 2nd and 4th cavities are phase-shifting cavities. (b) Transmission spectrum (left) and energy bands (right) of the Hofstadter model for α = 1/4. The 
bulk response is shown in purple and blue, while the one from the edges is shown in orange and red. The four bulk bands originate from the increased 
magnetic Brillouin zone in the presence of the ﬂux. (from Ref. [156]).
of the same “resonant-shaking” technique in order to engineer artiﬁcial magnetic ﬁelds, for instance, with cold atoms [59], 
ions [64], or superconducting circuits [154]. A ﬁrst experiment on the engineering of artiﬁcial Aharonov–Bohm phases in 
the RF regime, based on this method, was reported in Ref. [155].
In photonic setups, a major challenge consists in mediating interactions between photons. Recently, a promising platform 
was developed based on microwave cavities where interactions can be introduced via Josephson junctions, which might 
enable future studies of topological many-body physics [156–158]. The platform consists of an array of 3D microwave 
cavities, as illustrated in Fig. 5a, which are evanescently coupled. In this scheme, a time-reversal symmetry breaking ﬂux is 
engineered on-site by manipulating the mode structure of individual cavities [158]. This is in contrast with respect to other 
implementations, which are mainly based on the engineering of Peierls phases (see Section 2.2). Here, one cavity within 
each unit cell is engineered in such a way that a single mode with deﬁnite angular momentum is energetically isolated. 
By evanescently coupling the cavities, the angular momentum passively introduces an artiﬁcial ﬂux in the photonic lattice 
(Fig. 5a). This technique has been demonstrated for the Hofstadter model with ﬂux α = 1/4 [156]. Using spectroscopic 
measurements, the authors revealed four bulk topological energy bands and topologically protected edge states (Fig. 5b). 
The large potential of this platform relies in the fact that the cavities can be coupled with superconducting qubits in 
order to introduce strong photon–photon interactions [158]. This could offer a promising platform to study fractional Chern 
insulators [53].
4.1.3. Ultracold atoms in optical square lattices
In cold atoms, artiﬁcial magnetic ﬁelds have been ﬁrst realized within harmonic traps. As explained in Section 3.1, by 
setting a cold gas into rotation, one can exploit the formal equivalence between the Coriolis force and the Lorentz force, 
which has been demonstrated successfully through the observation of quantized vortices in a BEC [77,78,87,88]. These ideas 
have been extended to rotating optical lattices [159–163] and to even more exotic settings; e.g., a rotating BEC was predicted 
to induce an effective magnetic ﬁeld for impurity atoms trapped in an optical lattice [164].
Later, alternative methods have been developed on possible ways to generate magnetic ﬁeld effects for neutral particles 
in periodic potentials [165–167,62,168]. For cold atoms, tunneling in an optical lattice is typically determined by a hopping 
matrix element J , which is real [Eq. (18)]. The proposal by Jaksch and Zoller [165] considers a 2D optical lattice, where 
tunneling along one axis (x-axis) is inhibited by the use of a state-dependent optical lattice; moreover, atoms in different 
internal states |g〉 and |e〉 are trapped in different columns of the optical lattice; see Fig. 6a. Tunneling can then be reso-
nantly restored using Raman lasers, that couple the two internal states and introduce a spatially dependent optical coupling 
(Fig. 6b). The latter is in general complex and can be written in the following form:
K (R)|g〉→|e〉 =
∫
dr w∗(r− R) R eik·r w(r− R− dx) = K0eik·R (32)
Here, R is the position in the lattice, R is the amplitude of the coupling ﬁeld, w(r) is the localized Wannier function on 
site R, and dx is the lattice unit vector along the x-axis. The phase terms in the induced hopping matrix elements lead to 
a phase accumulation when a particle hops around a close loop that leads to an effective magnetic ﬁeld of the following 
strength α = kya/(2π), where ky is the projection of the Raman wavevector along the perpendicular direction, and a is the 
lattice spacing (Fig. 6a). Since the induced tunneling is accompanied with a spin-ﬂip or change of the internal state, the 
technique is also known as Raman-assisted tunneling. Without additional potentials, this scheme would lead to the generation 
of a staggered effective magnetic ﬁeld because K (R)|g〉→|e〉 = K ∗(R)|e〉→|g〉 , and therefore it would result in a magnetic ﬁeld 
with zero mean. In order to rectify the ﬁeld an additional linear potential [165] or a superlattice potential [168] could be 
406 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 6. Laser-induced tunneling in an optical lattice. (a) Schematic drawing of a 2D spin-dependent optical lattice, where atoms in states |g〉 and |e〉 are 
trapped in an alternating manner along the x direction. Along y, tunneling is determined by the hopping matrix element J , while along x, it is induced 
via additional laser beams. The resulting effective hopping matrix element K (R) is generally complex and it depends on the position R in the lattice. 
(b) Illustration of Raman-assisted tunneling, where two internal states |g〉 and |e〉 are trapped in different lattice potentials Vg,e(x) and are coupled with 
near-resonant lasers to realize K (R). (c) Laser-assisted tunneling in a superlattice potential with sublattices A and B . Tunneling is inhibited by a potential 
energy offset  and can be resonantly restored by far-detuned laser beams to engineer complex hoppings K (R).
used. Both proposal thereby rely on the idea that an additional potential is needed in order to split the degeneracy in the 
resonance condition for the induced tunnel couplings |g〉 → |e〉 and |e〉 → |g〉 so as to control the sign of the induced phase.
Alternatively, the scheme can be implemented with a single internal state upon introducing potential energy offsets R
between neighboring sites in the lattice (Fig. 6c). If this energy offset is large compared to the tunneling, R  J , the 
dynamics along the corresponding lattice axis will be frozen. Resonant tunneling can then be restored with an additional 
pair of laser beams whose frequency difference matches the energy offset between neighboring sites [63,169]. The resulting 
ﬂux is then computed in a similar manner α = δkya/(2π), where δk is the wavevector difference between the two driving 
laser beams. In this scheme, the relevant energy scales can be on the same order of magnitude  ∼ J and it may be 
advantageous to describe the explicitly time-dependent system in the Floquet formalism (see Section 2.3 and Ref. [59]). Since 
only one internal state of the atom is involved in this scheme, it is typically referred to as photon-assisted or laser-assisted 
tunneling. Depending on the spatial proﬁle of the additional potential energy used to inhibit tunneling, different ﬂux patterns 
can be realized. An alternating energy offset R = (−1)m, where m labels the lattice site R = mdx (Fig. 6c), leads to a 
staggered ﬂux pattern with zero mean [170]. Instead, a linear potential gradient R =m results in homogeneous effective 
magnetic ﬁelds [66,65,171,172,69]. This led to the observation of chiral Meissner-like currents in bosonic ﬂux ladders [171], 
but also to the ﬁrst cold-atom measurement of the topologically-invariant Chern number [67], which was achieved by 
loading bosonic atoms into the lowest Hofstadter band for α = 1/4; this topological transport experiment was performed by 
measuring the center-of-mass displacement of the atomic cloud in response to an applied force [173–175]. In both schemes 
the strength of the effective magnetic ﬁelds depends only on the term kya, which can be tuned easily by changing the 
angle between the Raman laser and the underlying lattice potential or by changing the ratio between the wavevector of the 
Raman laser and the lattice constant. Therefore, it is fully tunable by changing the geometry of the conﬁguration. Similar 
theoretical proposals have been put forward for trapped ions, where the complex coupling is engineered via an induced 
coupling of phonon modes [64,176].
The topological properties of the 2D Harper–Hofstadter model can be further studied in a dynamical way, through the 
implementation of topological pumps in 1D [177–179]. These ideas have been successfully realized in photonic systems 
[180–182] and ultracold atoms [183–186], and recently enabled studies of 4D quantum Hall physics based on 2D topological 
pumping [187,188].
4.1.4. Ring-resonator arrays
The Harper–Hofstadter model can also be realized in photonic systems that consist of a network of ring resonators 
[189]. In this setting, one lattice site consists of a ring resonator and the spin is encoded in the propagation direction 
in the ring. Using waveguides these ring resonators can be coupled to neighboring resonators as discussed in Ref. [190]. 
Restricting the discussion to a single spin component and neglecting spin mixing, the network can be described with a 
transfer matrix formalism which relates the wave amplitudes between neighboring resonators. The couplings are treated in 
a more abstract way through reﬂection and transmission coeﬃcients, which is more general than a tight-binding description 
and works also in the strong-coupling regime. Interestingly, when applying this formalism, one ﬁnds that the network 
hosts a topological insulating phase, even without the usual addition of a tight-binding ﬂux. While in the tight-binding 
description this zero-ﬁeld case corresponds to a topologically trivial phase [190], there exists a topological insulator in the 
strong-coupling regime [189]. A nice advantage of the transfer matrix formalism is that it is relatively easy to include gain 
and loss in the system. This topological regime of a network without additional tight-binding ﬂux was explored recently in 
a MW network [191] via the implementation of a topological pump.
An experimental implementation of the ring resonator network with tunable tight-binding ﬂux was reported by Hafezi 
et al. [192] based on silicon technology. In this setup, the effective magnetic ﬁeld is realized via asymmetric placements of 
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 407Fig. 7. Effective magnetic ﬁelds in ring resonator arrays. (a) Schematic drawing of the resonator array consisting of Link and Site resonators, which are 
resonant at different frequencies due to the length difference 2η. Two Link resonators (1,2) and (3,4) are placed asymmetrically, i.e. |x34 − x12| > 0, which 
leads to an overall phase shift 2πα for a photon hopping around the plaquette (blue arrow). (b) Topological protection of the edge state. A resonator was 
intentionally removed from the array (left). The light is propagating around the missing resonator or defect, which indicates topological protection of the 
edge state. (Image from Ref. [192].)
site and link resonators such that a photon that is propagating clockwise around one plaquette will pick up a phase 2πα
or −2πα, if it is propagating anticlockwise. A schematic drawing of such a resonator plaquette is shown in Fig. 7a. The 
system can be formally described by photons hopping on a lattice with non-zero Peierls phases, as in Eq. (20). The phase a 
photon acquires is determined by the optical length, for instance, φ12 = 4πnx12/λ, where x12 is the relative shift of the link 
resonator, λ is the wavelength and n the index of refraction. Since two of the link resonators are placed asymmetrically, 
the photons acquire a non-zero phase shift when hopping around the plaquette, where α = 2n(x34 − x12)/λ, which can 
be interpreted as an effective magnetic ﬂux piercing the unit cell. Hence, the spectrum is equivalent to that of the Hofs-
tadter model, and the system supports topological edge states, which have been observed experimentally [192] as shown in 
Fig. 7b. Moreover, this setting facilitated the ﬁrst Chern number measurement in a truly 2D photonic system, exploiting the 
bulk-edge correspondence [193].
4.1.5. Mechanical systems
At ﬁrst sight, there is no obvious connection between mechanical systems and topological quantum matter. However, the 
universality of geometrical and topological concepts revealed new possibilities in designing mechanical systems that are well 
suited to study certain aspects of topological insulators [194,20,195]. The ﬁeld of topological mechanics has experienced an 
impressively fast development during a short period of time. Within the scope of this review, we present a brief intuitive 
link between classical mechanics and topological electronic systems followed by a list of important advances in the ﬁeld. 
The easiest way to understand the connection is to map the mechanical problem onto an equation that formally resembles 
the Schrödinger equation. A set of coupled undamped linear mechanical oscillators can be described by the equations of 
motion
x¨i(t) =
N∑
j=1
[−Dijx j(t) + i j x˙ j(t)] (33)
where t denotes time, xi(t) describes the displacement of the ith oscillator, i ∈ N and Dij are related to spring constants 
coupling different degrees of freedom [196,197]. The terms i j arise from velocity-dependent forces and formally make 
the connection to the Lorentz force acting on charged particles in a magnetic ﬁeld. These terms can be exploited to engi-
neer models that break time-reversal symmetry (e.g., the Harper–Hofstadter model), in metamaterials with non-reciprocal 
elements. Equation (33) can be recast into a Hermitian eigenvalue problem for the frequencies ω
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which resembles the Schrödinger equation [20,195]; note that the square root of the matrix D is deﬁned through its spec-
tral decomposition [195]. There are different routes to engineer topological mechanical systems. The ﬁrst one builds on the 
intrinsic particle–hole symmetry of the system [198]. For each frequency ω, there exists also a solution at −ω, and topo-
logical modes can appear close to zero frequency. Kane and Lubensky [198] studied the appearance of topological boundary 
modes in mechanical systems near collapse, for instance granular materials close to the jamming transition [199,200]. These 
are systems close to collapse, where the number of degrees of freedom is equal to the number of constraints. Interestingly, 
there exist zero-frequency modes, where parts of the system can move freely. Topological modes in isostatic lattices have 
been observed in deformed kagome lattices [201] and in a 1D mechanical system of rigid links and rotors [202], which re-
sembles the topological Su–Schrieffer–Heeger (SSH) model [203], and might open new possibilities to study effects beyond 
electronic systems [204]. A different kind of zero-frequency mode has been observed as localized buckling regions under 
external stress [205]. Indeed, topological concepts may lead to novel design mechanisms for tailored mechanical properties 
408 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 8. Array of coupled pendula exhibiting topological helical edge modes. (a) One lattice site consists of two pendula x and y (left). Along the r-axis 
the pendula are coupled in a non-trivial manner via lever arms, whose number determines the sign of the coupling: cross-coupling between x and y
(magenta and brown); x–x and y–y couplings (red and green). Along s the pendula are simply coupled by the blue springs. For |α| = 1/3 the unit cell 
consists of three lattice sites. Here f denote the hopping matrix elements, with amplitude f0 [196]. (b) Observed steady states at a bulk (2.380 Hz) and 
edge excitation frequency (2.114 Hz). The system is excited with left circular polarization at the site that is excluded from the bottom row. The size of the 
circle illustrates the strength of the measured deﬂection. (Image from Ref. [196].)
of materials [206]. Recently, these ideas have been extended to static non-reciprocal metamaterials [207] and transformable 
topological metamaterials [208].
A second class of topological metamaterials displays topological properties at ﬁnite frequencies. This was recently demon-
strated in a mechanical system of dimers, each consisting of two rigidly connected brass balls, which are coupled by springs 
[209]. A classiﬁcation scheme for topological phononic crystals is presented in Ref. [195]. All the above examples are dis-
crete realizations of topological metamaterials. For practical applications, it will be interesting to extend these studies to 
continuous media. First steps along these lines have been demonstrated in a 1D continuous periodic acoustic system [210]
and in 2D based on an array of metallic rods [211]. In general, the construction of ﬁnite-frequency topological modes is 
challenging because the conceptually simplest way requires time-reversal symmetry breaking terms, which are not readily 
available in acoustic systems. However, if such terms were to be realized, for instance, with acoustic structures that contain 
a circulating ﬂuid [212,213], unidirectional topological edge states would be expected to exist [214]. The realization of these 
ideas is very challenging experimentally. On the other hand, working directly with topological time-reversal symmetric 
systems is not straightforward because phononic systems lack a complete classiﬁcation. Recently, there has been progress 
regarding both possibilities. It has been demonstrated that a system of coupled gyroscopes in a honeycomb conﬁguration 
intrinsically breaks time-reversal symmetry and supports unidirectional topological edge states [197,215]. Models associated 
with topological Bloch bands have been studied with an array of coupled mechanical pendula [196] and in a honeycomb 
lattice of metallic cylinders [211]; see also the proposal [194].
Speciﬁcally, the system of Ref. [196], which is illustrated in Fig. 8a, realizes two independent copies of the Harper–
Hofstadter model with α = ±1/3, where the sign depends on the pseudospin, as described below. The system consists of a 
2D array of coupled pendula, where each site itself is composed of two pendula x and y (Fig. 8a). The pseudo-spin is en-
coded in left and right circularly polarized motion, which is determined by the relative phase between the oscillation of the 
x and y pendula. In analogy to the Harper–Hofstadter model expressed in the Landau gauge (Eq. 20), one may understand 
the basic working principle of the coupled pendula as follows. Along the s-axis, the pendula are simply coupled by the blue 
springs, which corresponds to the axis with real hopping matrix elements in the Harper–Hofstadter model. The non-trivial 
direction with complex hopping matrix elements (r-axis) requires x–x, y–y as well as x–y cross-couplings and gives rise to 
the Peierls phase factors in the Harper–Hofstadter model [Eq. (20)]. For the conﬁguration realized in Ref. [196], the system is 
characterized by three well-separated bulk bands and helical edge modes in the band gaps. This can be seen in the response 
of the system, when it is excited at frequencies that correspond to bulk or edge frequency modes respectively (Fig. 8b). The 
topological robustness of the observed phononic helical edge states paves the way for future applications, for instance, the 
realization of phonon waveguides [216].
4.1.6. Superconducting circuits
Superconducting circuits promise large progress in simulating interacting quantum systems with photons. In these set-
tings, interactions between photons arise due to the nonlinearity of the qubits. There have been a number of proposals 
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 409Fig. 9. Effective magnetic ﬁelds in superconducting circuits. (a) Illustration of a lattice of superconducting qubits Q j , where j labels the lattice site. The 
unit cell consists of three coupled qubits. (b) Optical image of a superconducting circuit with three qubits, which are coupled via adjustable couplers C P jk . 
(c) Illustration of the modulation-induced complex coupling between neighboring qubits. The frequency difference between the two qubits is . Via periodic 
modulation with frequency , phase φ and amplitude g and effective complex coupling geiφ/2 can be engineered. (Image from Ref. [154].)
for realizing topological systems with superconducting circuits [217]; however, it took until the year 2016 to successfully 
demonstrate this strategy experimentally, using a system made of three coupled qubits [154]. Interestingly, despite the dif-
ferences between the physical platforms discussed so far, the conceptual ideas are very similar. In this setting, each lattice 
site consists of a single qubit and the hopping rate of MW photons between neighboring qubits can be adjusted via the 
properties of an additional coupling loop (Fig. 9). If the on-site energies between two lattice sites differ by an amount , a 
sinusoidal modulation of the tunneling term with frequency  (here: h¯ = 1), phase φ, and amplitude g can restore resonant 
coupling between the sites. Using the formalism introduced in Section 2.3, the dynamics can be described in terms of an 
effective Hamiltonian, which shares similarities with the Harper–Hofstadter model: the engineered hopping matrix elements 
become complex (Fig. 9c), as brieﬂy discussed in Eq. (31), and the photon’s wavefunction picks up a phase; as explained in 
previous chapters, this acquired phase is analogous to the Peierls phases inherent to the Harper–Hofstadter model [Eq. (20)].
Besides, in the experiment of Ref. [218], a single qubit was used to simulate the topological properties of the Haldane 
model (see the following Section 4.2) via a formal but simple mapping. Very recently, Ref. [219] reported on the realiza-
tion of the 1D Harper Hamiltonian (i.e. the dimensional reduction of the 2D Harper–Hofstadter Hamiltonian) using nine 
superconducting qubits; this platform was used to reveal signatures of the Hofstadter butterﬂy through time-domain spec-
troscopy, but also to study many-body localization using two interacting photons.
4.1.7. Synthetic dimensions: cold atoms and photonics
A conceptually different approach has been put forward in the cold-atoms and photonics communities, which is based on 
so-called synthetic dimensions. Here the spatial direction of a physical lattice is replaced by more abstract degrees of freedom, 
for instance, by internal states of an atom (Fig. 10a). The ﬁrst proposal considered the use of additional degrees of freedom 
to realize 4D quantum systems, either via spin-dependent lattices or an on-site dressed lattice [220]. The latter scheme was 
worked out in more detail in Ref. [221], and was eventually realized almost simultaneously by two experimental groups 
with bosonic [222] and fermionic [223] atoms, followed by realizations based on optical clock transitions [224–226].
As illustrated in Fig. 10b, the system proposed in Ref. [221] consists of a 1D lattice with ordinary tunnel coupling 
between neighboring sites along the spatial dimension x. The synthetic direction consists of different internal states of the 
atom, for instance, the Zeeman levels in the lower hyperﬁne manifold. These states can be interpreted as synthetic lattice 
sites. Initially the states are separated in energy by applying a magnetic ﬁeld E Z = gFμBB , where gF is the Landé g factor, 
μB is the Bohr magneton and B is the strength of the magnetic ﬁeld. Coupling between the states is then introduced using 
a pair of Raman lasers whose frequency difference h¯ω = E Z is resonant with the Zeeman splitting. The Raman transition 
imparts the momentum 2kR · 1x = 2kxR onto the atoms along the lattice direction, where kR is the wavevector of the Raman 
beams and 1x is the unit vector along the lattice axis. The system can be described by the following Hamiltonian
H =
∑
n,m
(
− Ja†n,m+1an,m + Reiφma†n+1,man,m
)
+ h.c. (35)
here m labels the lattice sites, n the internal states, R is the Raman coupling and a
†
n,m is the creation operator in the ex-
tended lattice. The Hamiltonian is characterized by the Peierls phases φ = 2kxRa that give rise to a magnetic ﬂux α = kxRa/π
per plaquette, thus enabling a realization of the Hofstadter model using synthetic dimensions. Synthetic dimensions can 
be further realized by coupling momentum states with resonant two-photon Bragg transitions [227–231] or by coupling 
different harmonic oscillator states [232]. The former has been realized experimentally to study the SSH [229] and the Hof-
stadter model [230]. It was also proposed that synthetic dimensions could be used to design exotic lattice geometries [233]
and topologies [234]. The concept of synthetic dimensions was also introduced for photonic systems using orbital angular 
momentum states [235], higher modes in an optical ring-resonator array [236,237] and optomechanical systems [238].
410 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 10. Synthetic dimensions. (a) Schematic illustration of a synthetic dimension, which consists of different internal states of an atom, here illustrated 
with different colors. Coupling between these states can be realized, for instance, with Raman beams, which are naturally complex Reiφm and whose 
phase depends on position, here labeled by the index m. (b) 2D synthetic lattice, where one dimension is a normal optical lattice in real space, where the 
sites are labeled by the index m and the second dimension is realized with internal states as in (a). This setting mimics an effective magnetic ﬁeld with 
ﬂux α = φ/(2π).
4.2. Physical realizations of local magnetic ﬂuxes, the Haldane model, and Chern insulators
In the previous section, we presented possible realizations of the Harper–Hofstadter model [46], which describes the 
motion of a charged particle on a square lattice penetrated by a uniform magnetic ﬂux. As we discussed, the corresponding 
band structure exhibits Bloch bands with non-trivial topology (Chern numbers [8,9]). In this sense, the Harper–Hofstadter 
model is the simplest lattice model that captures the quantum Hall effect [8,9], as discovered in two-dimensional electronic 
systems subjected to large magnetic ﬁelds [31].
As realized by Haldane [239], Bloch bands with non-zero Chern numbers can also be found in lattice systems that do 
not feature uniform magnetic ﬁelds; ﬁlling such “Chern bands” with electrons leads to a quantized Hall conductivity [8]: this 
is the “quantum anomalous Hall effect” (anomalous, since it is not due to an external and uniform magnetic ﬁeld [29]). In 
order to understand the origin of these anomalous Chern bands, let us analyze the general deﬁnition of the Chern number 
of a given band, as in Eq. (30). If a system is invariant under time reversal, then one can verify that the Berry curvature 
satisﬁes the symmetry μgeom(−k) = −μgeom(k), which then indicates that all Chern numbers (30) are necessarily trivial, 
νμ = 0; see Ref. [10]. As a corollary, Chern bands can be found in models that explicitly break time-reversal symmetry. 
This is the case for the Harper–Hofstadter model, through the presence of the Peierls phases (associated with the uniform 
magnetic ﬂux); see Section 4.1.1. However, time-reversal symmetry can be broken by other means in a lattice model, for 
instance, by inserting local ﬂuxes [239], as we explain in the next paragraph.
4.2.1. Introducing the model: from local ﬂuxes to Chern bands
Historically, it is Haldane who ﬁrst constructed a simple 2-band lattice model that exhibits Chern bands [239]. This model 
is deﬁned on a 2D honeycomb lattice with nearest-neighbor tunneling, i.e. the tight-binding model usually used to describe 
graphene [240]. The corresponding spectrum exhibits two bands, which touch at singular points in the Brillouin zones (the 
well-known Dirac points of graphene). The latter singularities are due to the invariance of the model under time-reversal and 
inversion symmetries, hence, breaking one of these symmetries can open a gap in the spectrum [239]. Haldane proposed 
to break time-reversal by introducing local and staggered magnetic ﬂuxes within each unit cell of the honeycomb lattice 
(the total ﬂux penetrating each honeycomb cell being zero); formally, this is realized by adding second-neighbor tunneling 
terms to the graphene tight-binding model, with complex phase factors (i.e. Peierls phase factors). In its simplest form, the 
Haldane-model Hamiltonian can be written as
H = − J1
∑
〈 j,k〉
| j〉〈k| + J2
∑
〈〈m,n〉〉
i|m〉〈n| (36)
where the ﬁrst term describes the standard nearest-neighbor hopping term of the graphene-tight-binding model, and where 
the second term corresponds to the second-nearest-neighbor hopping term introduced by Haldane to break time-reversal 
symmetry; this term has complex matrix elements i = ±i, whose sign depends on the orientation of the hopping; see 
Fig. 11a. One readily veriﬁes that this second term indeed generates (staggered) local ﬂuxes within each honeycomb unit cell, 
and that this opens a gap at the Dirac points, leading to two isolated bands with non-zero Chern numbers; see Ref. [239]
for details.
In fact, given a two-band lattice model, it is easy to estimate whether the latter can exhibit Chern bands with non-zero 
Chern numbers. This is due to an elegant relation that connects the Chern number in Eq. (30) to a simple (integer) winding 
number, which can be directly evaluated from the Hamiltonian [241,242], as we now recall. For a two-band model, the 
Hamiltonian can be expressed in momentum-representation as
H(k) = ε(k)12×2 + dx(k)σx + dy(k)σy + dz(k)σz (37)
where d(k) deﬁnes a vector ﬁeld over the Brillouin zone, where σx,y,z are Pauli matrices, and where 12×2 denotes the 
2 × 2 unit matrix. Applying the expression for the Chern number (30) to this 2-band case [Eq. (37)] leads to the compact 
expression [see Ref. [243] for a simple derivation]
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 411Fig. 11. The Haldane model and its realizations (a) Illustration of the Haldane model; the orientation-dependent second-neighbor hopping processes are 
represented in a unit cell. Note that the complex nature of the related tunneling matrix elements induces local (staggered) ﬂuxes within sub-regions of 
the honeycomb unit cell [239]. (b) The Haldane model can be engineered by circularly shaking a honeycomb-lattice structure [34,54,38,39]. (c) Photonic 
realization of the Haldane model, using helical waveguides; image from Ref. [38].
νch = (1/4π)
∫
FBZ
n(k) · (∂kxn(k) × ∂kyn(k))d2k (38)
where n(k) = d(k)/|d(k)| is a map from the FBZ (i.e. a torus T2) to the sphere (S2). In this picture, the Chern number in 
Eq. (38) simply counts the number of times the map n(k) : T2 → S2 covers the sphere, which indeed deﬁnes a topological 
winding number [241,242]. A variety of two-band models exhibiting non-zero winding numbers have been proposed, [242,
30], including the Haldane model [239] and lattices subjected to Rashba’s spin–orbit coupling [244–246]. In the literature, 
such 2-band systems realizing non-trivial winding numbers (Chern bands) are loosely referred to as “Chern insulators”. 
A solid-state realization of these Chern insulators has been reported in 2013 in Ref. [247].
Besides, if a Hamiltonian H(k) associated with non-zero winding numbers [Eq. (38)] is realized as an effective Hamilto-
nian of a periodically-driven lattice system [Section 2.3], one generally uses the terminology “Floquet–Chern insulator” [34,
54,36,37]. This Floquet-engineering approach to realize Chern bands was experimentally demonstrated in 2013 in photonics, 
using helical optical waveguides [38], and in 2014 in ultracold atoms trapped in shaken optical lattices [39], as we further 
discuss below.
4.2.2. Graphene with circularly polarized light
In solid-state physics, a simple route to “Floquet–Chern insulators” consists in subjecting a material to circularly-polarized 
light [34–36]; see Ref. [37] for a review. In the case of irradiated graphene, this naturally leads to an effective Haldane-like 
Hamiltonian [Eq. (36)]. To see this, recall that the effect of circularly-polarized light on graphene can be modeled by the 
modiﬁed graphene-tight-binding Hamiltonian [35]
H = − J1
∑
〈 j,k〉
| j〉〈k|eiA jk(t), A jk(t) = A(t) · (rk − r j) (39)
which describes hopping between the nearest-neighboring sites of the honeycomb lattice; here r j is the position of the 
jth site, the electron charge is set to e = 1, as well as h¯ = 1, and the time-dependent gauge potential is given by A(t) =
λ 
(
sin(ωt)1x + cos(ωt)1y
)
; see Section 1.1. Note that the electric ﬁeld associated with the irradiation is given by E(t) = ∂t A
and that it enters the graphene-tight-binding Hamiltonian through the Peierls substitution [Eq. (19)].
The time-dependent Hamiltonian in Eq. (39) can be treated using the effective-Hamiltonian approach introduced in 
Section 2.3. In particular, in the high-frequency limit (ω  J1), a simple calculation [35,60] shows that the effective 
Hamiltonian Heff , as obtained from Eq. (22), reproduces the Haldane Hamiltonian in Eq. (36) up to second-order correc-
tions O(1/ω2). Speciﬁcally, in this Floquet-engineering context, the tunneling matrix elements J1 and i J2 of the original 
Haldane model (36) are explicitly given by the effective tunneling matrix elements
J eff1 = J1J0(λ), J eff2 = i[
√
3( J1)
2/ω] [J1(λ)]2 (40)
which parametrically depend on the driving ﬁeld strength λ and frequency ω; here J0,1 denote Bessel functions of the ﬁrst 
kind, and we set the lattice spacing a = 1. Note that the time-reversal-breaking nature of this Floquet-engineered Haldane 
model is due to the chirality of the driving ﬁeld (whose circular polarization indeed imposes a privileged orientation to 
the system); indeed, reversing the orientation of the circular ﬁeld changes the sign of the local ﬂuxes penetrating the 
honeycomb lattice (i → −i). In particular, it is this feature of the driven model that leads to (effective) Bloch bands with 
non-zero Chern numbers [34–36].
4.2.3. Helical photonic waveguides
Interestingly, Floquet–Chern insulators were ﬁrst realized in the ﬁeld of photonics and reported in Ref. [38]. Here, the 
strategy was to design a photonic crystal that exactly reproduces the irradiated-graphene Hamiltonian in Eq. (39), by ex-
ploiting the paraxial propagation of light in 2D arrays of photonic waveguides (as created by femto-second-laser-writing 
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ial Helmholtz equation for the evolution of the electrical ﬁeld envelope [248]
i∂zE(x) = − 1
2k0
∇2E(x) − k0 δn(x)
n0
E(x) (41)
where E(x) is the electric ﬁeld envelope, where k0 (resp. n0) is the wavenumber (resp. bare refractive index) in the medium, 
and where δn(x) describes local deviations from the bulk refractive index n0; see Refs. [248,249] for details. Note that here, 
the propagating direction z plays the role of a ﬁctitious “time” direction. Using femto-second-laser-writing techniques, the 
effective potential δn(x) can be tuned so as to create arrays of waveguides in the x–y plane, which are directed along z
[38,249]. In the regime of evanescently-coupled waveguides, the amplitude in the jth waveguide satisﬁes a “tight-binding” 
Schrödinger equation [248,249]
i∂zE j(z) =
∑
〈k〉
C jkEk(z) (42)
where the sum is taken over nearest-neighboring sites and where C jk ≈ C is some coupling constant. Hence, in the case of 
a honeycomb-shaped array of waveguides, Eq. (42) is equivalent to the equations of motion of an electron propagating in 
graphene (in the tight-binding approximation); see Ref. [250].
Inspired by Refs. [143,34–36], Rechtsman et al. designed a method to turn their photonic graphene-like crystal into a 
Floquet–Chern insulator [38]. To understand this method, let us return to the time-dependent Hamiltonian in Eq. (39); 
performing a gauge transformation, this Hamiltonian can be re-written in a more suggestive form,
H = − J1
∑
〈 j,k〉
| j〉〈k| −
∑
j
E(t) · r j| j〉〈 j| (43)
where E(t) = λω (cos(ωt)1x − sin(ωt)1y) is the electric ﬁeld associated with the gauge potential A(t) in Eq. (39). The 
form (43) allows for a simple interpretation: the particle hops on a 2D honeycomb lattice that is circularly shaken, with a 
shaking amplitude λω and a frequency ω; indeed, the second term in Eq. (43) reﬂects the (time-dependent) inertial force 
felt by the particle in the frame that moves with the circularly-driven lattice. As a technical note, we point out that the 
effective Hamiltonian associated with the time-dependent Hamiltonian in Eq. (43) is also equivalent to the Haldane model 
[Eq. (40)], up to the above gauge transformation.
The latter observation has an important corollary for honeycomb-shaped photonic crystals discussed above: “shaking” 
a honeycomb array of photonic waveguides, circularly along the “time” direction (z), effectively produces a Floquet–Chern 
insulator for light; this assumes that the shaking operates in the high-frequency regime, ω  J1, where J1 is the nearest-
neighbor coupling constant for evanescently-coupled waveguides. This was realized in the experiment of Ref. [38], where 
helical waveguides were ﬁnely designed, using the femto-second-laser-writing technique [248]. The underlying topological 
band structure (i.e. the effective bands with non-zero Chern numbers) was then probed through the observation of chiral 
edge modes, at the boundaries of the 2D photonic crystal [38]. Similar photonic crystals were recently produced to engi-
neer “anomalous Floquet topological bands” for light [251,252], whose topological classiﬁcation goes beyond that of static 
systems [54,253,254].
4.2.4. The Haldane model with ultracold atoms
The previous discussion highlighted the important fact that Floquet–Chern insulators can be realized by shaking a 2D 
honeycomb lattice in a circular manner [Eq. (43)]; indeed, we saw that the underlying dynamics are well captured by an 
effective Hamiltonian that is reminiscent of the Haldane model, Eq. (36). This strategy was ﬁrst demonstrated for light 
propagation in Ref. [38], but was then also implemented in the context of ultracold matter. In Ref. [39], Jotzu et al. reported 
on the ﬁrst realization of a circularly-shaken honeycomb optical lattice producing Chern bands for ultracold atoms, as we 
now explain. Before doing so, let us emphasize that cold-atom experiments based on shaken triangular optical lattices were 
pioneered in Hamburg [255,256], where the generation of local ﬂuxes was exploited to study frustrated magnetism [257].
The experiment of Ref. [39] ﬁrst consists in loading a Fermi gas of ultracold 40K atoms into the lowest band of a 
honeycomb optical lattice; see Ref. [258] for the laser conﬁguration that produces this tunable optical potential. Then, a 
circular shaking of the lattice is produced through piezo-electric actuators, which sinusoidally modulate two mirrors that 
are responsible for the creation of the (initially static) optical lattice. The time-dependent Hamiltonian that describes the 
motion of atoms within this shaken optical lattice is then precisely of the form (43), in the frame that moves with the 
lattice (see also Refs. [259,60]). Hence, in the high-frequency regime, this cold-atom system realizes the Haldane model (up 
to the corrections discussed above). The non-trivial Berry curvature associated with the resulting (effective) Bloch bands 
was then demonstrated by evaluating the anomalous velocity [260,43] of the cloud in response to an external and static 
force [39].
More recently, a similar cold-atom setting was realized in Hamburg to investigate topological signatures of quench dy-
namics in Chern bands [261,262]. As was predicted by Wang et al. [263], quenching a two-band system from a trivial to 
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lation of vortices in momentum-space; the topological nature of the post-quenched Hamiltonian can then be determined 
by measuring a winding number associated with the trajectories of the vortices. Such a phenomenon was observed and 
reported in Ref. [262], where the trajectories of the emerging momentum-space vortices were fully reconstructed through 
state tomography [264], demonstrating clear evidence for the dynamical generation of non-trivial winding numbers.
4.3. Gauge ﬁelds from topological defects and strain
4.3.1. Graphene
Since the ﬁrst successful electrical measurements on a single layer of carbon, i.e. graphene [265–267], there has been a 
growing interest in related physics, in particular because it has a deep relation to quantum electrodynamics [268–270,240,
271]. Here we want to brieﬂy review the connection between the physics of graphene on the one hand, and gauge ﬁelds on 
the other. There are several different scenarios that give rise to perturbations that are mathematically equivalent to gauge 
ﬁelds [21–24]. Generally speaking, it appears due to a change in the hopping between the two sublattices. On the one hand, 
they may occur in the presence of topological defects or dislocations, which change the structure of the lattice itself. These 
types of gauge ﬁelds do not depend on any material parameters, but only on general topological features of the real space 
potential. The second type arises through modiﬁcations of the hopping amplitudes, which might be caused by changes in 
the distance between the orbitals or a change of symmetry. This situation indeed depends on the microscopic details of the 
material.
4.3.1.1. Topological defects Using high-resolution Transmission Electron Microscopy, topological defects consisting of penta-
gon–heptagon pairs have been directly observed in single-wall carbon nanotubes [272]. These are known as Stone–Wales 
defects [273], and their impact on the electronic properties of ﬂat graphene sheets and ribbons has been widely studied 
[274,275]. An intuitive way to understand the emergence of gauge ﬁelds due to dislocations in the lattice structure may be 
achieved in the following way: in the presence of a dislocation, an electron that encircles the defect will experience a phase 
mismatch, which can be interpreted as an effective magnetic ﬁeld that is present at the position of the defect. The general 
strategy in describing the defects consists in determining the geometric phase around a defect, which in turn determines 
the gauge ﬁeld [276–278]. In fact, following this approach, one realizes that the Stone–Wales defects are rather associated 
with gauge ﬁelds that emerge due to deviations from a perfectly ﬂat graphene sheet, such as ripples [279] as have been ob-
served in experiments [280–283]. In the continuum limit, a density of dislocations in the crystal can be modeled by torsion 
[284–287]. In a general situation, it is diﬃcult to disentangle the different effects that lead to an effective gauge ﬁeld.
4.3.1.2. Strain ﬁeld Gauge ﬁelds may also arise in defect-free graphene due to elastic deformations in the presence of in-
homogeneous external stress [21–24]. This was already realized more than 20 years ago by Kane and Mele [288], but the 
relation between a particular designed strain and the corresponding pseudo-magnetic ﬁeld is not straightforward, motivat-
ing multiple studies using strain-engineering to generate homogeneous magnetic ﬁelds [289–292]. In general the coupling 
matrix elements in the tight-binding model of a deformed graphene lattice are all nonequivalent and one can show that 
the Dirac-like effective Hamiltonian, which describes the low-energy dynamics of the system, is then modiﬁed according 
to [289]
H = vFσ · (−i∇ − A) , Ax = 1
2vF
(t2 + t3 − 2t1), Ay =
√
3
2vF
(t3 − t2) (44)
where the effective gauge ﬁeld A depends on the values of the different tunnel couplings ti , i ∈ {1, 2, 3}, where vF is an 
effective Fermi velocity, h¯ = 1 and σ is the vector of Pauli matrices. Such systems can support topological edge states 
even in the absence of time-reversal symmetry breaking. An interesting idea to measure the appearance of gauge ﬁelds 
from microstresses via the observation of Aharonov–Bohm interferences was proposed in Ref. [293]. Indeed strain-induced 
effective magnetic ﬁelds larger than 300 T have been observed in graphene nanobubbles, where the appearance of Landau 
levels has been observed in the electronic spectrum using scanning tunneling microscopy [294]. The existence of helical 
edge states in strained honeycomb lattices depends strongly on the type of strain and on the termination of the edges. 
A systematic study has been presented recently [295], which also applies to artiﬁcial graphene systems [296]; some of them 
are brieﬂy discussed below. In particular, using strain engineering, large pseudo-magnetic ﬁelds have been demonstrated 
in molecular graphene that was assembled using individual CO molecules, which are placed on a Cu surface [297]. These 
studies may in fact lay the foundation to explore more general non-Abelian gauge ﬁelds in artiﬁcial graphene [298,299].
Theoretically, the effects of strain-induced electromagnetic ﬁelds can also be analyzed through a semiclassical (wave-
packet) approach, which takes the geometric effects captured by the Berry curvature into account [300]. Such an approach 
was recently exploited to identify schemes realizing strain-induced gauge ﬁelds in cold-atom realizations of 3D Weyl 
semimetals [300]; see also Ref. [301] on the generalization of strain-induced gauge ﬁelds in three-dimensional systems.
4.3.2. Photonics
It has been proposed and demonstrated that strain-induced gauge ﬁelds can also be engineered in coupled waveguide 
arrays, hence leading to the appearance of photonic Landau levels in the spectrum [302,303]. The system consists of an 
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lattice with q = 0.014 a−1, where a is the lattice constant and q is a parameter corresponding to the strength of the strain [302]. (Image from Ref. [302].)
array of evanescently coupled waveguides (see also Section 4.2.3), which are arranged in a honeycomb conﬁguration in the 
x–y plane and are invariant along the propagation direction. The coupling strength c(r) between the modes depends on the 
distance between neighboring waveguides c(r) = c0 e−(r−a)/l0 , here a is the lattice constant (a = 14 μm in Ref. [302]), c0 is 
the coupling constant at distance r = a and l0 characterizes the decay of the coupling strength with distance. For a uniform 
lattice, c(r) would be constant, while in the presence of strain c(r) becomes non-uniform and can give rise to a pseudo-
magnetic ﬁeld. As already presented in Eq. (42), the photonic graphene lattice can be described in a tight-binding picture. 
For a ﬁxed frequency, the band structure resembles that of graphene, i.e. it displays two bands that are connected by two 
inequivalent Dirac cones in the Brillouin zone. In order to generate the strain-induced pseudo-magnetic ﬁeld, waveguides 
are created at transverse positions that correspond to a certain conﬁguration of c(r), as displayed in Fig. 12. In the case of 
Ref. [302], this should correspond to ﬁelds on the order of 5500 T. The nature of the gauge ﬁeld was then studied via the 
dynamics of edge modes, which can be excited with a tightly focused laser beam.
4.3.3. Cold atoms
To the best of our knowledge, there are no cold-atom realizations of strain-induced gauge ﬁelds. The reason being that 
strain is not easily generated in optical lattice potentials. One possibility for an implementation similar to the one discussed 
above relies on the generation of spatially inhomogeneous tunnel couplings [304]. In a hexagonal optical lattice, the standard 
laser-beam conﬁguration consists of three beams that are intersecting at 120◦ . Now one can show that, by simply displacing 
the beams relative to each other, a pseudo magnetic ﬁeld can be generated that is nearly homogeneous in real space and 
leads to the appearance of Landau levels in the spectrum. This proposal is particularly appealing because it solely relies on 
static optical lattices and might be a way to overcome the heating rates observed in other cold-atom realizations that imple-
ment artiﬁcial magnetic ﬁelds based on Floquet engineering or Raman transitions (see Section 4.1.3 for references). Schemes 
to create strain-induced gauge ﬁelds in optical-lattice realizations of 3D Weyl semimetals were also proposed in Ref. [300].
4.3.4. Acoustics
Very recently, the concepts of strain engineering have been translated to lattice vibrations in mechanical metamaterials 
[305] and to 2D acoustic honeycomb lattices [306]. The ﬁrst setting consists of a honeycomb lattice of nodes connected by 
rods, where uniform gauge ﬁelds can be engineered for acoustic vibrations by smoothly varying, for instance, the thickness 
of the rods, which inﬂuences the effective spring constant [305]. The second proposal considers a honeycomb lattice of 
acoustic resonators that are coupled with thin cylindrical waveguides [306]. The coupling strength between the resonators 
decays exponentially with the distance between them, and, similarly to the photonic system described above, strain can be 
generated by displacing the resonators from their original position. This leads to the appearance of Landau levels in the 
spectrum.
5. Spin–orbit coupling
Spin–orbit coupling, referring to the interaction between the motion of a particle and its internal spin, plays a promi-
nent role in emerging ﬁelds of condensed matter physics [307], from the observation of the spin Hall effect [308,309] to 
the development of spintronic semiconductor devices [28,310] and topological insulators [311–313]. A spin–orbit coupling 
naturally occurs for electrons moving in ionic lattice structures with proper symmetry properties. It can also be engineered 
in quantum well structures, as well as in two-dimensional atomic crystal layers such as graphene. The concept of spin–orbit 
coupling was also extended to various analog physical systems, from ultracold atomic gases to photonic and mechanical sys-
tems, as the interaction between the motion of a particle or a wave propagation mode and an internal degree of freedom.
5.1. Spin–orbit coupling in condensed matter systems
Spin–orbit coupling usually refers to the interaction between the motion and the spin of an electron orbiting around an 
atomic core, which gives rise in particular to the ﬁne-structure splitting of electronic quantum levels. In a non-relativistic 
picture of the Dirac equation, the spin–orbit coupling is described by a term
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 415Fig. 13. Spin–orbit coupling in solids (a) Schematics of the zinc-blende crystallographic structure corresponding to several semi-conductors such as GaAs, 
GaP, InAs. The lack of inversion symmetry leads to a Dresselhaus spin–orbit coupling, with a spin polarization at the Fermi surface corresponding to the 
red arrows. (b) Simpliﬁed scheme of a In0.53Ga0.47As/In0.52Al0.48As heterostructure. At the interface between the two materials, one expects an electric 
ﬁeld (blue arrows), as calculated in the conduction band diagram [321]. The resulting Rashba spin–orbit coupling leads to a spin polarization at the Fermi 
surface corresponding to the red arrows.
HSO = h¯
4m2ec2
σ · [∇V × p]
where V is the Coulomb potential of the atomic core, σ is the vector of Pauli matrices, me is the electron mass and p refers 
to its momentum.
By analogy, a spin–orbit coupling occurs for electrons in solid-state materials, where the Coulomb potential takes its 
origin in the electric ﬁeld of the ionic crystal [314,307]. The crystal structure of most of the semiconductors used today, 
such as diamond-like Si and Ge, obeys spatial inversion symmetry. This symmetry, combined with time-reversal invariance 
at zero magnetic ﬁeld, guarantees a double spin degeneracy of the Bloch bands [315]. This degeneracy is lifted, even at 
zero magnetic ﬁeld, for bulk 3D crystals lacking inversion symmetry [316], such as semiconductors with a zinc blende 
structure, e.g., GaAs and InSb (see Fig. 13a). Such band structures can be understood as a result of an effective spin–orbit 
coupling. Considering, for simplicity, electron motion restricted to the x and y directions, the spin–orbit coupling can be 
written in the “Dresselhaus” form HD = −β(σxky + σykx), where the vector k denotes quasimomentum. A different type of 
spin–orbit coupling can arise as a result of strong electron conﬁnement, e.g., at the surface of semi-conductors [317] or in 
two-dimensional electron gases conﬁned in quantum well structures [318–320]. There, in a simpliﬁed picture, the materials 
from both sides of the electronic plane produce a perpendicular electric ﬁeld, leading to a “Rashba”-type spin–orbit coupling 
HR = α(σxky −σykx) (see Fig. 13b). A more precise description of spin–orbit coupling in quantum wells requires taking into 
account the band structures of the different layer materials, see for example reference [307]. Altogether, the generic form of 
the spin–orbit coupling occurring in 2D electron systems is given by the sum of Rashba and Dresselhaus couplings, as
HSO = α(σxky − σykx) − β(σxky + σykx) (45)
where the weights α and β can be independently measured [322,323] and their ratio can be tuned using additional gate 
control over the electron conﬁnement [321,324] and density [325,326]. Mastering of the spin–orbit coupling structure is a 
prerequisite in order to precisely control spin dynamics/transport and implement semiconductor spintronics devices, such as 
a spin ﬁeld-effect transistor [327,328,28]. Similarly to the Aharonov–Bohm phase associated with a magnetic ﬁeld, spin–orbit 
coupling gives rise to Aharonov–Casher spin geometric phases, leading, e.g., to interferences in ring geometries [329,330].
Spin–orbit coupling can also be engineered in two-dimensional materials, including graphene, graphene-like materi-
als such as silicene and germanene, or other monolayer materials such as transition-metal dichalcogenides [331–333]. In 
graphene, the intrinsic spin–orbit coupling due to Coulomb interaction with the ionic crystal is too small to be accessible 
experimentally [338]. Several schemes were developed to artiﬁcially produce a coupling between the electron motion and 
its spin, or the effective spin 1/2 formed by the valley degree of freedom (associated with the two Dirac points [21]). The 
416 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 14. Spin–orbit coupling in cold atoms. (a) Schematics of atom–laser couplings used to simulate a 1D spin–orbit coupling. (b) Dispersion relation for 
a spin–orbit-coupled atom, calculated for various values of the effective Zeeman ﬁeld amplitude . (c) Location of the minima of the dispersion relation 
measured from the momentum distribution of spin–orbit-coupled Bose–Einstein condensates (from [357]). (d) Dispersion relation and spin polarization 
measured using a spin-injection spectroscopy technique (from [358]).
malleability of graphene sheets allows for the application of strong stress and deformations, leading to important modiﬁ-
cations of the band structure [339,24] and to a quantum spin Hall insulator phase [291,294]. Other techniques are based 
on depositing adatoms on the graphene layer [340–342], on the hybridization with a different atomic layer [343,344], the 
application of an external magnetic ﬁeld [345] or the proximity effect with semiconducting materials [346].
Graphene-like materials, such as silicene [347–349], germanene [350] or stanene [351,352], are expected to exhibit in-
trinsic spin–orbit coupling of much larger strength than graphene, which could allow direct observation of the quantum 
spin Hall effect. More complex two-dimensional materials, such as transition-metal dichalcogenides [353], are also promis-
ing alternatives to explore spin–orbit coupling effects and create topological phases of matter [354,355,333].
More generally, spin–orbit coupling lies at the heart of topological materials in two and three dimensions, including 
topological insulators, superconductors and Weyl/Dirac semi-metals [32,30,334,335]. Similarly to Chern insulators described 
in section 4, these topological systems are characterized by topological invariants deﬁned within the bulk of the system, as 
well as topologically protected edge states [336] and speciﬁc responses to lattice dislocations [337].
5.2. Spin–orbit coupling in cold atomic gases
In cold atom systems, a coupling between the motion of an atom and its spin can be simulated, e.g., by coupling spin 
states with laser light. Its consequences on the single-atom dynamics were extensively studied in experiments. In many-body 
quantum gases, the interplay between spin–orbit coupling, interactions between atoms and their quantum statistics leads 
to novel states of matter with strong fundamental interest [14].
5.2.1. Simulating a spin–orbit coupling for atoms
As proposed in [356] and ﬁrst implemented in [357], a spin–orbit interaction can be produced by coherently coupling 
two spin states of an atom with a resonant two-photon optical transition (see Fig. 14a). The modeling of the atom dynamics 
is identical to the one introduced for the simulation of an orbital magnetic ﬁeld via laser dressing (see Section 3.2 and 
Section 2.1.2). Assuming a resonant coupling δ = 0, equations (24) and (25) can be recast as
H =
∑
k
h¯2k2
2m
− 2λkxσz + 1
2
h¯σx, λ = h¯
2K
2m
(46)
where we dropped the irrelevant constant h¯2K 2/2m for simplicity, and we assumed K = K1x . This single-particle Hamilto-
nian corresponds to a spin–orbit coupling (45) with equal Rashba and Dresselhaus amplitudes α = β = λ (after redeﬁning 
the spin directions x → y → z → x), and a Zeeman ﬁeld of amplitude ∝  oriented along x. Such a spin–orbit coupling has 
been realized for bosonic 87Rb atoms [357], as well as for fermionic 6Li, 40K, 161Dy and 173Yb atoms [358–361]. Additional 
control over the spin–orbit amplitude can be provided by a suitable time-modulation of the Raman laser coupling [362].
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to an isotropic s-wave scattering (from [402]). (b) Low-temperature phase diagram of spin–orbit-coupled Bose–Einstein condensates. For weak effective 
Zeeman ﬁelds , the two spin states are mixed, while they separate for h¯ > 0.2 Er (from [357]). (c) Finite-temperature phase diagram measured from the 
magnetization of spin–orbit-coupled Bose–Einstein condensates (from [406]).
A generic issue encountered with the laser dressing method is the residual incoherent Rayleigh scattering of the dress-
ing laser light by the atoms, which leads to heating of the atomic samples. In the case of alkali atoms, different Zeeman 
sublevels share the same electronic orbital. As light ﬁelds only couple different electronic orbitals, the light-spin coupling 
only occurs indirectly, via the intrinsic electronic spin–orbit coupling in the excited electronic state – the one leading to 
ﬁne-structure splitting. As a result, large heating rates are observed for atoms with small ﬁne-structure splitting, such as Li 
or K [358,359]; using alkali atoms with large ﬁne-structure splitting, such as Rb of Cs [357], or atoms with more complex 
electronic structure, such as Lanthanides [363,364,360], is required to reach low-temperature phases of matter. An interest-
ing alternative consists in encoding a pseudo-spin in external degrees of freedom, e.g., between the two lowest orbitals of 
a double-well potential [365,171,366]. Ultracold atoms also grant the ability to explore spin–orbit coupling involving more 
than two spin levels [367–369], as recently demonstrated in F = 1 Rb BECs [370].
Extending the laser dressing scheme to a two-dimensional spin–orbit coupling, e.g., of the Rashba form, requires imple-
menting more complex laser conﬁgurations, as proposed in [371–374] and realized with ultracold Fermi gases [375,376]
and Bose–Einstein condensates [377]. We emphasize that the spin–orbit coupling conﬁguration of Ref. [377], which was 
implemented in an optical lattice, led to topological Bloch bands with non-zero Chern numbers (see Section 4.2.1); these 
non-trivial topological invariants were revealed through spin-polarization measurements, as originally proposed in Ref. [378]. 
Three-dimensional spin–orbit coupling ∝ σxkx + σyky + σzkz could be implemented using similar techniques, which would 
lead to the occurrence of 3D topological states [379–382].
Another approach to create artiﬁcial spin–orbit coupling is to periodically drive the atoms with suitable magnetic ﬁeld 
gradient pulses, as proposed in [71,72,383,55] and implemented in [123]. Spin–orbit coupling can also be simulated using 
a combination of laser couplings and magnetic ﬁeld gradients [384,66]. These methods avoid the heating from spontaneous 
emission discussed for the laser dressing scheme. However, the time modulation introduces another source of incoherent 
relaxation, involving the absorption of energy quanta at the modulation frequency [385–388,57].
A further approach is to use a clock transition to coherently couple two different electronic states of very long lifetimes 
[389,225,226], which naturally leads to long coherence times compared to the laser dressing scheme with alkali atoms.
5.2.2. Dynamics of spin–orbit-coupled atoms
We ﬁrst consider the case of the 1D spin–orbit coupling corresponding to Eq. (46). The dispersion relation associated 
with the motion along x – directly measured in reference [358] (see Fig. 14d) – is represented in Fig. 14b. It corresponds 
to parabolic dispersion relations shifted in opposite momentum directions for each spin due to the spin–orbit coupling. The 
Zeeman coupling further leads to an avoided crossing around kx = 0. The most important features of this dispersion relation 
are (i) the single-particle degeneracy occurring for λK > h¯/4 [357] (see Fig. 14c), (ii) the spin-momentum locking for an 
atom adiabatically following the lowest energy branch (see Fig. 14d). The structure of the dispersion relation was probed 
via studies of collective oscillation modes in trapped Bose–Einstein condensates [390]. Zitterbewegung oscillations between 
the two energy branches were observed following a sudden quench of the spin–orbit coupling [391,392]. Using a spatial 
variation of the Raman coupling lasers, it was possible to demonstrate a spin Hall effect, corresponding to spin-dependent 
effective Lorentz forces, leading to the realization of an atomtronic spin ﬁeld-effect transistor [393,327,394]. Landau–Zener 
transitions across the avoided crossing at zero momentum were investigated in [395], providing insight into the robustness 
of spin-momentum locking. The lack of Galilean invariance in spin–orbit-coupled systems was probed via the response of 
an atomic gas to a moving optical lattice [396,397].
For the 2D Rashba spin–orbit coupling, the dispersion relation is expected to feature a largely degenerate ground state, 
occurring on a circle in the (kx, ky) plane. The low-energy dispersion relation was investigated with Bose–Einstein con-
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a prism (b) Measurement of the light beam displacement as a function of the prism angle, for horizontal and vertical incident polarizations (from [437]).
densates in the presence of a Rashba-type spin–orbit coupling induced by an optical Raman lattice [377]. In this scheme, 
higher-order spin–orbit coupling terms break the continuous symmetry, leaving a four-fold degeneracy. The dispersion rela-
tion also exhibits a Dirac point that was probed using radio frequency spectroscopy in reference [375].
5.2.3. Interactions between spin–orbit-coupled atoms and quantum phases of matter
Spin–orbit coupling also leads to a profound modiﬁcation of two-body interaction and pairing properties in ultracold 
atomic samples [398–401].
In particular, it leads to scattering between atoms in higher-order partial waves [402] (see Fig. 15a), and to interac-
tions between spin-polarized fermions occupying the lowest energy branch of the dispersion relation [403,404]. Spin–orbit 
coupling also modiﬁes the binding of atom pairs into molecular states [405,404].
The speciﬁc dispersion relation and the modiﬁcation of interaction properties lead to a rich landscape of quantum phases 
of matter expected for spin–orbit-coupled gases in the quantum degenerate regime [367,407,408]. Most of the experimental 
studies investigated the phase diagram of Bose–Einstein condensates under a one-dimensional spin–orbit coupling. There, 
the competition between the two single-particle ground states of opposite momenta leads to condensation in either a 
single momentum state or in a quantum superposition between two momenta, depending on the strength of the spin–orbit 
coupling, the interaction properties of the atom, and the sample’s temperature (see Fig. 15b, c) [357,406,409,410,370,411].
Original phases of matter could be realized in future experiments with spin–orbit-coupled gases, including topological 
superﬂuids (with the associated Majorana bound states) [412,398,413–415] and Weyl semi-metals [416,417,382,418,419]. 
We refer the interested reader to several existing reviews on the subject [420–422,12,14].
5.3. Spin–orbit coupling in photonic systems
5.3.1. Spin–orbit coupling of light
A light beam conveys both spin and orbital angular momentum, encoded in its polarization and spatial mode, respec-
tively. While these two degrees of freedom remain decoupled for plane waves, an effective spin–orbit coupling arises in 
inhomogeneous media, of particular importance in the case of materials structured at sub-wavelength scales.
Spin–orbit coupling already affects the propagation of paraxial light beams in inhomogeneous media [423–425]. While in 
geometrical optics light propagation does not depend on polarization, its ﬁrst correction introduces polarization-dependent 
effects. In a semi-classical framework, the trajectory of light, described by its mean momentum k(s), position r(s) and 
polarization e(s), where s is the trajectory arc length, is governed by the set of equations
dkˆ
ds
= ∇ logn− (kˆ · ∇ logn)kˆ (47)
dr
ds
= kˆ− σ
k
kˆ× ∇ logn (48)
de
ds
= −(eˆ · ∇ logn)kˆ (49)
where kˆ= k/k and σ = i(e × e∗) · kˆ refers to the polarization helicity [423]. This light beam dynamics features a spin–orbit 
interaction that manifests itself in two ways. First, equation (49) describes the Rytov–Vladimirsky rotation of the light po-
larization for a bent light beam required to ensure the transverse nature of electromagnetic waves [426,427]. This effect 
can be clearly illustrated from the optical activity of a helical optical ﬁber [428,429]. Second, equation (48) includes the 
so-called optical Magnus effect, corresponding to a spin-dependent deﬂexion of the light beam [423,424]. Further spin-
dependent beam displacements are predicted for light beams passing through or reﬂected by an interface between two 
homogeneous media [430,431], a particular case being the Goos–Hänchen and Fedorov–Imbert effects for total internal 
reﬂexion [432–435].
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 419Fig. 17. Spin–orbit coupling in polaritons. (a) Observation of the optical spin Hall effect in microcavity exciton-polariton systems. Due to a splitting 
of different microcavity polarization modes, a coupling between the pump laser and the polariton spin occurs, leading to a correlation between the 
emitted light direction (in the kx–ky plane) and polarization helicity (adapted from [472]) (b) Observation of spin–orbit coupling in a chain of six coupled 
micropillars. The spin–orbit coupling, arising from the polarization-dependent conﬁnement and tunneling of photons between adjacent micropillars, leads 
to polariton eigenstates with characteristic polarization patterns (adapted from [474]).
Such a spin–orbit interaction of light typically produces very small beam displacements for index variations occurring 
on lengthscales above the light wavelength. Spin-dependent sub-wavelength shifts were observed using light beams passing 
through or reﬂected by an air–glass interface [436–438] (see Fig. 16) or propagating in a helical mode at the grazing angle 
inside a glass cylinder [439], as well as other types of interfaces [440–445].
A strong enhancement of spin–orbit coupling effects can be achieved using tightly focused light or using light ﬁeld 
structures at the sub-wavelength scale, including nano-optic, photonic, or plasmonic systems [425]. Light beams strongly 
focused by a microscope objective or scattered by small objects exhibit a spontaneous conversion of spin to orbital angular 
momentum [446–450], as well as large spin-dependent beam shifts and deﬂections [451–457]. Spin–orbit effects are also 
magniﬁed inside anisotropic structures such as metasurfaces [453,450,445,458–462] or liquid crystals [463–466].
5.3.2. Spin–orbit coupling of exciton-polariton systems
Spin–orbit coupling plays an important role for light conﬁned in optical cavities or waveguides, due to the splitting of TE-
and TM-polarization modes. While in vacuum all polarizations are degenerate, the TE and TM modes experience different 
phase shifts upon internal reﬂection, leading to a lift of degeneracy. The splitting of the polarization components can be 
written as
H(k) = H0(k)I +(k) · σ
where k is the in-plane momentum, I and σ are the identity and vector of Pauli matrices associated with the light polar-
ization. The variation of the splitting  with momentum comes from the dependence of the reﬂection phase shifts on the 
incoming angle [467]. It can be viewed as an effective momentum-dependent Zeeman ﬁeld, leading to an optical spin Hall 
effect.
In exciton-polariton systems, the pseudospin is inherited from both the spin of the quantum well exciton and the cavity 
photon, and its dynamics is governed by the polarization of the exciting light. In addition to the TE–TM splitting, more 
complex mechanisms such as electron and hole spin relaxation signiﬁcantly contribute to the effective spin–orbit coupling 
[468–473]. In such systems, a polariton spin current could be generated under linearly polarized light excitation, resulting 
in the development of circular polarizations in different directions, and a spatial spin separation [472] (see Fig. 17a).
A higher degree of control over the polariton spin is achieved using in-plane micro-structures, such as a chain or a 
lattice of micro-pillars [475]. The tunneling of photons between two adjacent micro-pillars depends on the relative angle 
between the link between pillars and the photon polarization. Combined with the TE–TM splitting discussed above, it 
leads to the emergence of a spin–orbit coupling for polaritons [476], as demonstrated in a chain of six coupled pillars 
[474] (see Fig. 17b). Extending the system to two-dimensional lattice structures [477] would grant access, e.g., to a Rashba 
spin–orbit coupling [476]. Non-Abelian gauge ﬁelds could also be produced using incident light under oblique incidence on 
the polariton plane [478].
5.3.3. Photonic topological insulators
The structure of quantum Bloch states of electrons in ion crystals, including the ones forming topological insulator phases, 
can be mimicked using light modes in photonic crystals [143,146,17,479]. The organization of light modes can be controlled 
by tailoring the crystal symmetry and the elementary cell properties; in particular, an effective spin can be deﬁned either 
from the light polarization or the structure of the lattice elementary cell. The coupling between this spin and the light 
propagation modes may lead to an arrangement of modes analog to a topological insulator.
Arrays of coupled ring resonators [190,192,480] and evanescently coupled waveguides [38,252,251] can be engineered to 
exhibit a structure of modes analog to a topological insulator. These systems can be viewed as two copies of quantum Hall 
420 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432Fig. 18. Photonic topological insulators. (a) Anisotropic metamaterial crystal allowing one to engineer photonic topological insulators. The structure of 
electromagnetic propagation modes can form photonic ordinary or topological insulators (POI and PTI, respectively), depending on the geometry of the unit 
cell. (b) Topologically protected edge transport was probed at the interface between POI and PTI regions (from [482]).
systems, where the motion of each spin evolves under an effective magnetic ﬁeld. We described their physical behavior in 
sections 4.1.4 and 4.2.3.
Bianisotropic metamaterials were also used to engineer photonic topological insulators [481]. These systems are char-
acterized by tailored periodic modulations of the permeability, permitivity and bianisotropic coupling between the electric 
and magnetic ﬁelds. Such a modulation induces a spin–orbit coupling on the effective spin 1/2 deﬁned from the transverse 
electric/magnetic modes, resulting in topologically protected spin-polarized edge transport [482–484] (see Fig. 18).
We also mention that tailored photonic crystal structures allow exploring other types of topological systems, for example 
with dispersion bands exhibiting topological Weyl points [485–487].
5.4. Spin–orbit coupling in mechanical systems
Topological effects can also be induced in classical mechanical systems [488,196,213,489,490,197,215,491], based on the 
recent development of various types of acoustic meta-materials [492]. Similarly to their electronic counterpart, topological 
acoustic systems exhibit topological surface modes whose propagation is protected from environment perturbations, which 
could be used in various applications such as acoustic cloaking or vibration isolation.
In these systems a spin–orbit coupling can be engineered by encoding an effective spin in two acoustic modes brought 
close to degeneracy. The experimental systems studied so far consist in discrete lattices of simple elementary mechanical 
systems, such as pendula [196,493] or gyroscopes [197], as well as acoustic crystals, made of a continuous ﬂuid ﬂowing in 
an engineered lattice geometry [211,494–497].
We illustrate the simulation of a spin–orbit coupling in discrete lattice systems with the example of a chain of coupled 
pendula, as recently realized in [493]. A set of six pendula is arranged in a hexagonal geometry as shown in Fig. 19a. Each 
pendulum is connected to its neighbors using springs, and may evolve in the xy plane. An effective spin 1/2 can be deﬁned 
from the transverse and longitudinal oscillation modes. The spin–orbit coupling naturally arises from the different spring 
coupling amplitudes associated with the two modes. This system constitutes the mechanical counterpart of the micropillar 
chain hosting polariton modes with an effective spin–orbit coupling (see section 5.3.2).
Acoustic crystals also feature spin–orbit coupling effects. We discuss here the experiment described in [211], which 
consists in a study of sound propagation across an array of solid rods arranged in a hexagonal lattice geometry (see Fig. 19b). 
The sound dispersion features a topological transition when varying the rod ﬁlling, with an acoustic topological insulator 
phase for small rod radii. This behavior can be related to an effective spin–orbit coupling occurring between different 
dispersion bands. In a structure with regions of different rod ﬁllings corresponding to different topological phases, it was 
possible to exhibit edge sound modes with spin-dependent propagation, analogous to the quantum spin Hall effect (see 
Fig. 19c).
6. Conclusions and outlook
This review presented a general overview on the current efforts and progress related to the realization and tunability 
of a wide range of gauge potentials, which effectively reproduce the effects of electromagnetic ﬁelds or spin–orbit cou-
plings in solids and engineered systems; while the quantum simulation of condensed-matter phenomena typically requires 
quantum-engineered systems (e.g., ultracold atomic gases, ion traps, superconducting devices), we have also put the em-
phasis on classical realizations of gauge ﬁelds, such as those created through arrays of photonic waveguides and mechanical 
oscillators.
Today, applications of engineered gauge ﬁelds mainly concern solid-state-oriented phenomena, such as topological states 
of matter (topological insulators and superconductors), topological defects (e.g., vortex physics), and frustrated magnetism. 
However, it is worth pointing out that such engineered gauge ﬁelds also open the door for the exploration of physical effects 
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 421Fig. 19. Spin–orbit coupling and topology in mechanical systems. (a) Scheme of the chain of coupled pendula. An effective spin 1/2 can be encoded in the 
transverse (blue arrow) and longitudinal (red arrow) oscillation modes. An effective spin–orbit coupling naturally occurs, being induced by the difference 
in the spring couplings for the two modes (from [493]). (b) Picture of the acoustic lattice structure, made of a hexagonal array of steel rods. Two different 
values of the rod radii are used in different regions, leading to areas with different topological character. Edge sound waves are emitted from the edge 1 
and may exit from 2, 3 and 4. (c) Evidence for the spin-Hall effect, via the observation of edge propagation along the 12 and 14 paths only, the 13 path 
corresponding to a different spin orientation (from [211]).
that stem from other ﬁelds of research, such as high-energy physics (e.g., particle physics and cosmology); examples include 
the study of axion electrodynamics [498], the physics of Weyl fermions [499] and their related quantum anomalies [500], 
Majorana fermions [501], and non-Abelian monopoles [4], just to name a few. All these exotic concepts and phenomena 
are in fact strongly related to the physics of topological quantum matter [32,30]. While many of these effects can therefore 
be approached through the engineering of static, external and classical gauge ﬁelds (i.e. classical gauge potentials), great 
efforts are currently devoted to the realization of dynamical gauge ﬁelds in quantum-engineered systems [502–506]. This 
outstanding goal would open the possibility of simulating lattice gauge theories and studying elementary aspects of QCD in 
a highly controllable environment; see Ref. [507] for a recent experimental realization of such dynamical gauge ﬁelds and 
Refs. [25–27] for reviews on this exciting topic.
Acknowledgements
We acknowledge the many colleagues with whom we had the chance to collaborate on artiﬁcial gauge ﬁelds. We thank 
Adolfo G. Grushin and Uwe Fischer for their useful comments on our manuscript. NG is supported by the European Research 
Council (Starting Grant TopoCold) and by the FRS–FNRS (Belgium). SN acknowledges support from the European Research 
Council (Synergy grant UQUAM) and the Idex PSL Research University (ANR-10-IDEX-0001-02 PSL). MA is supported by the 
Deutsche Forschungsgemeinschaft (FOR2414), the European Research Council (Synergy grant UQUAM 319278), the Nanosys-
tems Initiative Munich (grant EXC4), and received funding from the European Union’s Horizon 2020 research and innovation 
programme under the Marie Sklodowska-Curie grant agreement No. 703926.
References
[1] Y. Aharonov, D. Bohm, Signiﬁcance of electromagnetic potentials in the quantum theory, Phys. Rev. 115 (3) (1959) 485.
[2] T.T. Wu, C.N. Yang, Concept of nonintegrable phase factors and global formulation of gauge ﬁelds, Phys. Rev. D 12 (12) (1975) 3845.
[3] B. Simon, Holonomy, the quantum adiabatic theorem, and Berry’s phase, Phys. Rev. Lett. 51 (24) (1983) 2167.
[4] M. Nakahara, Geometry, Topology and Physics, CRC Press, 2003.
[5] S. Pancharatnam, Generalized theory of interference and its applications, in: Proceedings of the Indian Academy of Sciences-Section A, vol. 44, 
Springer, 1956, pp. 398–417.
[6] C.A. Mead, D.G. Truhlar, On the determination of Born–Oppenheimer nuclear motion wave functions including complications due to conical intersec-
tions and identical nuclei, J. Chem. Phys. 70 (5) (1979) 2284–2296.
[7] M.V. Berry, Quantal phase factors accompanying adiabatic changes, in: Proc. R. Soc., Math. Phys. Eng. Sci., vol. 392, The Royal Society, 1984, pp. 45–57.
[8] D.J. Thouless, M. Kohmoto, M.P. Nightingale, M. den Nijs, Quantized Hall conductance in a two-dimensional periodic potential, Phys. Rev. Lett. 49 
(1982) 405–408.
[9] M. Kohmoto, Zero modes and the quantized Hall conductance of the two-dimensional lattice in a magnetic ﬁeld, Phys. Rev. B 39 (16) (1989) 11943.
[10] B.A. Bernevig, T.L. Hughes, Topological Insulators and Topological Superconductors, Princeton University Press, 2013.
[11] J. Dalibard, F. Gerbier, G. Juzeliu¯nas, P. Öhberg, Colloquium, Rev. Mod. Phys. 83 (2011) 1523–1543.
[12] N. Goldman, G. Juzeliu¯nas, P. Öhberg, I.B. Spielman, Light-induced gauge ﬁelds for ultracold atoms, Rep. Prog. Phys. 77 (12) (2014) 126401.
[13] J. Dalibard, Introduction to the physics of artiﬁcial gauge ﬁelds, arXiv:1504 .05520.
[14] H. Zhai, Degenerate quantum gases with spin–orbit coupling: a review, Rep. Prog. Phys. 78 (2) (2015) 026001.
[15] N. Goldman, J.C. Budich, P. Zoller, Topological quantum matter with ultracold gases in optical lattices, Nat. Phys. 12 (7) (2016) 639–645.
[16] N.R. Cooper, J. Dalibard, I.B. Spielman, Topological bands for ultracold atoms, arXiv:1803 .00249, 2018.
[17] L. Lu, J.D. Joannopoulos, M. Soljacˇic´, Topological photonics, Nat. Photonics 8 (11) (2014) 821–829.
[18] M. Hafezi, Synthetic gauge ﬁelds with photons, Int. J. Mod. Phys. B 28 (02) (2014) 1441002.
[19] T. Ozawa, H.M. Price, A. Amo, N. Goldman, M. Hafezi, L. Lu, M. Rechtsman, D. Schuster, J. Simon, O. Zilberberg, I. Carusotto, Topological photonics, 
arXiv:1802 .04173, 2018.
[20] S.D. Huber, Topological mechanics, Nat. Phys. 12 (7) (2016) 621–623.
422 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432[21] A.H. Castro Neto, F. Guinea, N.M.R. Peres, K.S. Novoselov, A.K. Geim, The electronic properties of graphene, Rev. Mod. Phys. 81 (1) (2009) 109–162.
[22] M. Vozmediano, M.I. Katsnelson, F. Guinea, Gauge ﬁelds in graphene, Phys. Rep. 496 (4–5) (2010) 109–148.
[23] C. Si, Z. Sun, F. Liu, Strain engineering of graphene: a review, Nanoscale 8 (2016) 3207.
[24] B. Amorim, A. Cortijo, F. de Juan, A.G. Grushin, F. Guinea, A. Gutiérrez-Rubio, H. Ochoa, V. Parente, R. Roldán, R. San-Jose, J. Schiefele, M. Sturla, 
M.A.H. Vozmediano, Novel effects of strains in graphene and other two dimensional materials, Phys. Rep. 617 (2016) 1–54.
[25] U.-J. Wiese, Ultracold quantum gases and lattice systems: quantum simulation of lattice gauge theories, Ann. Phys. 525 (10–11) (2013) 777–796.
[26] E. Zohar, J.I. Cirac, B. Reznik, Quantum simulations of lattice gauge theories using ultracold atoms in optical lattices, Rep. Prog. Phys. 79 (1) (2015) 
014401.
[27] M. Dalmonte, S. Montangero, Lattice gauge theory simulations in the quantum information era, Contemp. Phys. 57 (3) (2016) 388–412.
[28] I. Žutic´, J. Fabian, S. Das Sarma, Spintronics: fundamentals and applications, Rev. Mod. Phys. 76 (2004) 323–410.
[29] N. Nagaosa, J. Sinova, S. Onoda, A.H. MacDonald, N.P. Ong, Anomalous Hall effect, Rev. Mod. Phys. 82 (2010) 1539–1592.
[30] X.-L. Qi, S.-C. Zhang, Topological insulators and superconductors, Rev. Mod. Phys. 83 (2011) 1057.
[31] K. von Klitzing, The quantized Hall effect, Rev. Mod. Phys. 58 (1986) 519–531.
[32] M.Z. Hasan, C.L. Kane, Colloquium: topological insulators, Rev. Mod. Phys. 82 (2010) 3045.
[33] H.S. Bennett, E.A. Stern, Faraday effect in solids, Phys. Rev. A 137 (2) (1965) A448.
[34] T. Oka, H. Aoki, Photovoltaic Hall effect in graphene, Phys. Rev. B 79 (2009) 081406.
[35] T. Kitagawa, T. Oka, A. Brataas, L. Fu, E. Demler, Phys. Rev. B 84 (2011) 235108.
[36] N.H. Lindner, G. Refael, V. Galitski, Floquet topological insulator in semiconductor quantum wells, Nat. Phys. 7 (2011) 490–495.
[37] J. Cayssol, B. Dora, F. Simon, R. Moessner, Floquet topological insulators, Phys. Status Solidi RRL 7 (2013) 101–108.
[38] M.C. Rechtsman, J.M. Zeuner, Y. Plotnik, Y. Lumer, D. Podolsky, F. Dreisow, S. Nolte, M. Segev, A. Szameit, Photonic Floquet topological insulators, 
Nature 496 (7444) (2013) 196–200.
[39] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger, D. Greif, T. Esslinger, Experimental realization of the topological haldane model with 
ultracold fermions, Nature 515 (2014) 237.
[40] F. de Juan, A.G. Grushin, T. Morimoto, J.E. Moore, Quantized circular photogalvanic effect in Weyl semimetals, Nat. Commun. 8 (2017) 15995.
[41] D.T. Tran, A. Dauphin, A.G. Grushin, P. Zoller, N. Goldman, Probing topology by ‘heating’: quantized circular dichroism in ultracold atoms, Sci. Adv. 
3 (8) (2017) e1701207.
[42] C.A. Mead, The geometric phase in molecular systems, Rev. Mod. Phys. 64 (1992) 51–85.
[43] D. Xiao, M.-C. Chang, Q. Niu, Berry phase effects on electronic properties, Rev. Mod. Phys. 82 (3) (2010) 1959.
[44] F. Wilczek, A. Zee, Appearance of gauge structure in simple dynamical systems, Phys. Rev. Lett. 52 (24) (1984) 2111.
[45] J.M. Luttinger, The effect of a magnetic ﬁeld on electrons in a periodic potential, Phys. Rev. 84 (1951) 814–817.
[46] D.R. Hofstadter, Energy levels and wave functions of Bloch electrons in rational and irrational magnetic ﬁelds, Phys. Rev. B 14 (1976) 2239–2249.
[47] I. Bloch, J. Dalibard, W. Zwerger, Many-body physics with ultracold gases, Rev. Mod. Phys. 80 (3) (2008) 885.
[48] L. Lu, J.D. Joannopoulos, M. Soljacˇic´, Topological states in photonic systems, Nat. Phys. 12 (7) (2016) 626–629.
[49] J.B. Kogut, An introduction to lattice gauge theory and spin systems, Rev. Mod. Phys. 51 (4) (1979) 659.
[50] J.B. Kogut, The lattice gauge theory approach to quantum chromodynamics, Rev. Mod. Phys. 55 (3) (1983) 775.
[51] D. Jaksch, C. Bruder, J.I. Cirac, C.W. Gardiner, P. Zoller, Cold bosonic atoms in optical lattices, Phys. Rev. Lett. 81 (15) (1998) 3108.
[52] S.H. Simon, The Oxford Solid State Basics, OUP Oxford, 2013.
[53] S.A. Parameswaran, R. Roy, S.L. Sondhi, Fractional quantum Hall physics in topological ﬂat bands, C. R. Physique 14 (9–10) (2013) 816–839.
[54] T. Kitagawa, E. Berg, M. Rudner, E. Demler, Topological characterization of periodically-driven quantum systems, Phys. Rev. B 82 (2010) 235114.
[55] N. Goldman, J. Dalibard, Periodically driven quantum systems: effective Hamiltonians and engineered gauge ﬁelds, Phys. Rev. X 4 (2014) 031027.
[56] M. Bukov, L. D’Alessio, A. Polkovnikov, Adv. Phys. 64 (2015) 139–226.
[57] A. Eckardt, Colloquium: atomic quantum gases in periodically driven optical lattices, Rev. Mod. Phys. 89 (1) (2017) 011004.
[58] S. Rahav, I. Gilary, S. Fishman, Phys. Rev. A 68 (2003) 013820.
[59] N. Goldman, J. Dalibard, M. Aidelsburger, N.R. Cooper, Periodically driven quantum matter: the case of resonant modulations, Phys. Rev. A 91 (3) 
(2015) 033632.
[60] A. Eckardt, E. Anisimovas, New J. Phys. 17 (2015) 093039.
[61] T. Mikami, S. Kitamura, K. Yasuda, N. Tsuji, T. Oka, H. Aoki, Brillouin–Wigner theory for high-frequency expansion in periodically driven systems: 
application to Floquet topological insulators, Phys. Rev. B 93 (2016) 144307.
[62] A.S. Sorensen, E. Demler, M.D. Lukin, Fractional quantum Hall states of atoms in optical lattices, Phys. Rev. Lett. 94 (8) (2005) 086803.
[63] A.R. Kolovsky, Creating artiﬁcial magnetic ﬁelds for cold atoms by photon-assisted tunneling, Europhys. Lett. 93 (2011) 20003.
[64] A. Bermudez, T. Schaetz, D. Porras, Synthetic Gauge ﬁelds for vibrational excitations of trapped ions, Phys. Rev. Lett. 107 (15) (2011) 150501.
[65] H. Miyake, G.A. Siviloglou, C.J. Kennedy, W.C. Burton, W. Ketterle, Realizing the Harper Hamiltonian with laser-assisted tunneling in optical lattices, 
Phys. Rev. Lett. 111 (2013) 185302.
[66] M. Aidelsburger, M. Atala, M. Lohse, J.T. Barreiro, B. Paredes, I. Bloch, Realization of the Hofstadter Hamiltonian with ultracold atoms in optical lattices, 
Phys. Rev. Lett. 111 (2013) 185301.
[67] M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J.T. Barreiro, S. Nascimbène, N.R. Cooper, I. Bloch, N. Goldman, Measuring the Chern number of 
Hofstadter bands with ultracold bosonic atoms, Nat. Phys. 11 (2014) 3171.
[68] C.E. Creﬃeld, G. Pieplow, F. Sols, N. Goldman, Realization of uniform synthetic magnetic ﬁelds by periodically shaking an optical square lattice, New 
J. Phys. 18 (9) (2016) 093013.
[69] M.E. Tai, A. Lukin, M. Rispoli, R. Schittko, T. Menke, D. Borgnia, P.M. Preiss, F. Grusdt, A.M. Kaufman, M. Greiner, Microscopy of the interacting 
Harper–Hofstadter model in the few-body limit, Nature 546 (2017) 519–523.
[70] P. Hauke, O. Tieleman, A. Celi, C. Ölschläger, J. Simonet, J. Struck, M. Weinberg, P. Windpassinger, K. Sengstock, M. Lewenstein, A. Eckardt, Non-Abelian 
gauge ﬁelds and topological insulators in shaken optical lattices, Phys. Rev. Lett. 109 (2012) 145301.
[71] Z.-F. Xu, L. You, M. Ueda, Atomic spin–orbit coupling synthesized with magnetic-ﬁeld-gradient pulses, Phys. Rev. A 87 (6) (2013) 063634.
[72] B.M. Anderson, I.B. Spielman, G. Juzeliu¯nas, Magnetically generated spin–orbit coupling for ultracold atoms, Phys. Rev. Lett. 111 (12) (2013) 125301.
[73] A.L. Fetter, A.A. Svidzinsky, Vortices in a trapped dilute Bose–Einstein condensate, J. Phys. Condens. Matter 13 (12) (2001) R135.
[74] A.L. Fetter, Rotating trapped Bose–Einstein condensates, Rev. Mod. Phys. 81 (2) (2009) 647–691.
[75] R.J. Donnelly, Quantized Vortices in Helium II, vol. 2, Cambridge University Press, 1991.
[76] D.R. Tilley, J. Tilley, Superﬂuidity and Superconductivity, CRC Press, 1990.
[77] K.W. Madison, F. Chevy, W. Wohlleben, J. Dalibard, Vortex formation in a stirred Bose–Einstein condensate, Phys. Rev. Lett. 84 (5) (2000) 806–809.
[78] J.R. Abo-Shaeer, C. Raman, J.M. Vogels, W. Ketterle, Observation of vortex lattices in Bose–Einstein condensates, Science 292 (5516) (2001) 476–479.
[79] M.W. Zwierlein, J.R. Abo-Shaeer, A. Schirotzek, C.H. Schunck, W. Ketterle, Vortices and superﬂuidity in a strongly interacting Fermi gas, Nature 
435 (7045) (2005) 1047–1051.
[80] M. Baranov, Theoretical progress in many-body physics with ultracold dipolar gases, Phys. Rep. 464 (3) (2008) 71–111.
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 423[81] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, T. Pfau, The physics of dipolar bosonic quantum gases, Rep. Prog. Phys. 72 (12) (2009) 126401.
[82] Y. Kawaguchi, M. Ueda, Spinor Bose–Einstein condensates, Phys. Rep. 520 (5) (2012) 253–381.
[83] D.M. Stamper-Kurn, M. Ueda, Spinor Bose gases: symmetries, magnetism, and quantum dynamics, Rev. Mod. Phys. 85 (3) (2013) 1191–1244.
[84] V. Schweikhard, I. Coddington, P. Engels, S. Tung, E.A. Cornell, Vortex-lattice dynamics in rotating spinor Bose–Einstein condensates, Phys. Rev. Lett. 
93 (21) (2004).
[85] K.W. Madison, F. Chevy, W. Wohlleben, J. Dalibard, Vortices in a stirred Bose–Einstein condensate, J. Mod. Opt. 47 (14–15) (2000) 2715–2723.
[86] Y.-J. Lin, R.L. Compton, K. Jiménez-García, J.V. Porto, I.B. Spielman, Synthetic magnetic ﬁelds for ultracold neutral atoms, Nature 462 (7273) (2009) 
628–632.
[87] V. Schweikhard, I. Coddington, P. Engels, V.P. Mogendorff, E.A. Cornell, Rapidly rotating Bose–Einstein condensates in and near the lowest Landau 
level, Phys. Rev. Lett. 92 (4) (2004) 040404.
[88] V. Bretin, S. Stock, Y. Seurin, J. Dalibard, Fast rotation of a Bose–Einstein condensate, Phys. Rev. Lett. 92 (5) (2004) 050403.
[89] U.R. Fischer, G. Baym, Vortex states of rapidly rotating dilute Bose–Einstein condensates, Phys. Rev. Lett. 90 (14) (2003).
[90] N. Cooper, Rapidly rotating atomic gases, Adv. Phys. 57 (6) (2008) 539–616.
[91] N.R. Cooper, N.K. Wilkin, J.M.F. Gunn, Quantum phases of vortices in rotating Bose–Einstein condensates, Phys. Rev. Lett. 87 (12) (2001).
[92] R.E. Prange, S.M. Girvin, J.L. Birman, H. Faissner, J.W. Lynn (Eds.), The Quantum Hall Effect, Grad. Texts Contemp. Phys., Springer New York, New York, 
NY, 1990.
[93] G. Juzeliu¯nas, P. Öhberg, Slow light in degenerate Fermi gases, Phys. Rev. Lett. 93 (3) (2004).
[94] I.B. Spielman, Raman processes and effective gauge potentials, Phys. Rev. A 79 (6) (2009).
[95] N.R. Cooper, Optical ﬂux lattices for ultracold atomic gases, Phys. Rev. Lett. 106 (17) (2011).
[96] I. Carusotto, C. Ciuti, Quantum ﬂuids of light, Rev. Mod. Phys. 85 (2013) 299–366.
[97] J. Klaers, J. Schmitt, F. Vewinger, M. Weitz, Bose–Einstein condensation of photons in an optical microcavity, Nature 468 (7323) (2010) 545–548.
[98] A. Sommer, J. Simon, Engineering photonic Floquet Hamiltonians through Fabry–Pérot resonators, New J. Phys. 18 (3) (2016) 035008.
[99] N. Schine, A. Ryou, A. Gromov, A. Sommer, J. Simon, Synthetic Landau levels for photons, Nature 534 (2016) 671–675.
[100] S. Longhi, Synthetic gauge ﬁelds for light beams in optical resonators, Opt. Lett. 40 (13) (2015) 2941–2944.
[101] N. Westerberg, C. Maitland, D. Faccio, K. Wilson, P. Öhberg, E.M. Wright, Synthetic magnetism for photon ﬂuids, Phys. Rev. A 94 (2016) 023805.
[102] J. Pritchard, D. Maxwell, A. Gauguet, K. Weatherill, M. Jones, C. Adams, Cooperative atom–light interaction in a blockaded Rydberg ensemble, Phys. 
Rev. Lett. 105 (19) (2010) 193603.
[103] A.V. Gorshkov, J. Otterbach, M. Fleischhauer, T. Pohl, M.D. Lukin, Photon–photon interactions via Rydberg blockade, Phys. Rev. Lett. 107 (13) (2011) 
133602.
[104] T. Peyronel, O. Firstenberg, Q.-Y. Liang, S. Hofferberth, A.V. Gorshkov, T. Pohl, M.D. Lukin, V. Vuletic´, Quantum nonlinear optics with single photons 
enabled by strongly interacting atoms, Nature 488 (7409) (2012) 57–60.
[105] O. Firstenberg, T. Peyronel, Q.-Y. Liang, A.V. Gorshkov, M.D. Lukin, V. Vuletic´, Attractive photons in a quantum nonlinear medium, Nature 502 (7469) 
(2013) 71–75.
[106] H. Lim, E. Togan, M. Kroner, J. Miguel-Sanchez, A. Imamog˘lu, Electrically tunable artiﬁcial gauge potential for polaritons, Nat. Commun. 8 (2017) 
14540.
[107] J. Kasprzak, M. Richard, S. Kundermann, A. Baas, P. Jeambrun, J. Keeling, F. Marchetti, M. Szyman´ska, R. Andre, J. Staehli, et al., Bose–Einstein conden-
sation of exciton polaritons, Nature 443 (7110) (2006) 409–414.
[108] R. Balili, V. Hartwell, D. Snoke, L. Pfeiffer, K. West, Bose–Einstein condensation of microcavity polaritons in a trap, Science 316 (5827) (2007) 
1007–1010.
[109] H. Deng, G. Weihs, C. Santori, J. Bloch, Y. Yamamoto, Condensation of semiconductor microcavity exciton-polaritons, Science 298 (5591) (2002) 
199–202.
[110] H. Deng, H. Haug, Y. Yamamoto, Exciton-polariton Bose–Einstein condensation, Rev. Mod. Phys. 82 (2) (2010) 1489.
[111] T. Byrnes, N.Y. Kim, Y. Yamamoto, Exciton-polariton condensates, Nat. Phys. 10 (11) (2014) 803–813.
[112] A. Amo, J. Lefrère, S. Pigeon, C. Adrados, C. Ciuti, I. Carusotto, R. Houdré, E. Giacobino, A. Bramati, Superﬂuidity of polaritons in semiconductor 
microcavities, Nat. Phys. 5 (11) (2009) 805–810.
[113] A. Amo, D. Sanvitto, F. Laussy, D. Ballarini, E. Del Valle, M. Martin, A. Lemaitre, J. Bloch, D. Krizhanovskii, M. Skolnick, et al., Collective ﬂuid dynamics 
of a polariton condensate in a semiconductor microcavity, Nature 457 (7227) (2009) 291–295.
[114] K.G. Lagoudakis, M. Wouters, M. Richard, A. Baas, I. Carusotto, R. André, L.S. Dang, B. Deveaud-Plédran, Quantized vortices in an exciton-polariton 
condensate, Nat. Phys. 4 (9) (2008) 706–710.
[115] K. Lagoudakis, T. Ostatnicky`, A. Kavokin, Y.G. Rubo, R. André, B. Deveaud-Plédran, Observation of half-quantum vortices in an exciton-polariton con-
densate, Science 326 (5955) (2009) 974–976.
[116] D. Sanvitto, F. Marchetti, M. Szyman´ska, G. Tosi, M. Baudisch, F. Laussy, D. Krizhanovskii, M. Skolnick, L. Marrucci, A. Lemaitre, et al., Persistent currents 
and quantized vortices in a polariton superﬂuid, Nat. Phys. 6 (7) (2010) 527–533.
[117] G. Roumpos, M.D. Fraser, A. Löﬄer, S. Höﬂing, A. Forchel, Y. Yamamoto, Single vortex–antivortex pair in an exciton-polariton condensate, Nat. Phys. 
7 (2) (2011) 129–133.
[118] A. Amo, S. Pigeon, D. Sanvitto, V. Sala, R. Hivet, I. Carusotto, F. Pisanello, G. Leménager, R. Houdré, E. Giacobino, et al., Polariton superﬂuids reveal 
quantum hydrodynamic solitons, Science 332 (6034) (2011) 1167–1170.
[119] G. Nardin, G. Grosso, Y. Léger, B. Pietka, F. Morier-Genoud, B. Deveaud-Plédran, Hydrodynamic nucleation of quantized vortex pairs in a polariton 
quantum ﬂuid, Nat. Phys. 7 (8) (2011) 635–641.
[120] F. Zimmer, J. Otterbach, R. Unanyan, B. Shore, M. Fleischhauer, Dark-state polaritons for multicomponent and stationary light ﬁelds, Phys. Rev. A 77 (6) 
(2008) 063823.
[121] M. Bajcsy, A.S. Zibrov, M.D. Lukin, Stationary pulses of light in an atomic medium, Nature 426 (6967) (2003) 638–641.
[122] J. Otterbach, J. Ruseckas, R. Unanyan, G. Juzeliu¯nas, M. Fleischhauer, Effective magnetic ﬁelds for stationary light, Phys. Rev. Lett. 104 (3) (2010) 
033903.
[123] X. Luo, L. Wu, J. Chen, Q. Guan, K. Gao, Z.-F. Xu, L. You, R. Wang, Tunable atomic spin–orbit coupling synthesized with a modulating gradient magnetic 
ﬁeld, Sci. Rep. 6 (2016) 18983.
[124] P.G. Harper, Single band motion of conduction electrons in a uniform magnetic ﬁeld, Proc. Phys. Soc. A 68 (10) (1955) 874–878.
[125] M.Y. Azbel, Energy spectrum of a conduction electron in a magnetic ﬁeld, Sov. Phys. JETP 19 (1964) 634.
[126] R.R. Gerhardts, D. Weiss, U. Wulf, Magnetoresistance oscillations in a grid potential: indication of a Hofstadter-type energy spectrum, Phys. Rev. B 
43 (6) (1991) 5192–5195.
[127] Y. Nakamura, T. Inoshita, H. Sakaki, Novel magneto-resistance oscillations in laterally modulated two-dimensional electrons with 20 nm periodicity 
formed on vicinal GaAs (111) B substrates, Physica E, Low-Dimens. Syst. Nanostruct. 2 (1–4) (1998) 944–948.
[128] C. Albrecht, J.H. Smet, D. Weiss, K. von Klitzing, R. Hennig, M. Langenbuch, M. Suhrke, U. Rössler, V. Umansky, H. Schweizer, Fermiology of two-
dimensional lateral superlattices, Phys. Rev. Lett. 83 (11) (1999) 2234–2237.
424 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432[129] T. Schlösser, K. Ensslin, J.P. Kotthaus, M. Holland, Landau subbands generated by a lateral electrostatic superlattice – chasing the Hofstadter butterﬂy, 
Semicond. Sci. Technol. 11 (11S) (1996) 1582–1585.
[130] C. Albrecht, J.H. Smet, K. von Klitzing, D. Weiss, V. Umansky, H. Schweizer, Evidence of Hofstadter’s fractal energy spectrum in the quantized Hall 
conductance, Phys. Rev. Lett. 86 (1) (2001) 147–150.
[131] M.C. Geisler, J.H. Smet, V. Umansky, K. von Klitzing, B. Naundorf, R. Ketzmerick, H. Schweizer, Detection of a Landau band-coupling-induced rear-
rangement of the Hofstadter butterﬂy, Phys. Rev. Lett. 92 (25) (2004) 256801.
[132] S. Melinte, M. Berciu, C. Zhou, E. Tutuc, S.J. Papadakis, C. Harrison, E.P. De Poortere, M. Wu, P.M. Chaikin, M. Shayegan, R.N. Bhatt, R.A. Register, 
Laterally modulated 2D electron system in the extreme quantum limit, Phys. Rev. Lett. 92 (3) (2004) 036802.
[133] C.R. Dean, L. Wang, P. Maher, C. Forsythe, F. Ghahari, Y. Gao, J. Katoch, M. Ishigami, P. Moon, M. Koshino, T. Taniguchi, K. Watanabe, K.L. Shepard, 
J. Hone, P. Kim, Hofstadter’s butterﬂy and the fractal quantum Hall effect in moiré superlattices, Nature 497 (7451) (2013) 598–602.
[134] L.A. Ponomarenko, R.V. Gorbachev, G.L. Yu, D.C. Elias, R. Jalil, A.A. Patel, A. Mishchenko, A.S. Mayorov, C.R. Woods, J.R. Wallbank, M. Mucha-Kruczynski, 
B.A. Piot, M. Potemski, I.V. Grigorieva, K.S. Novoselov, F. Guinea, V.I. Fal’ko, A.K. Geim, Cloning of Dirac fermions in graphene superlattices, Nature 
497 (7451) (2013) 594–597.
[135] B. Hunt, J.D. Sanchez-Yamagishi, A.F. Young, M. Yankowitz, B.J. LeRoy, K. Watanabe, T. Taniguchi, P. Moon, M. Koshino, P. Jarillo-Herrero, R.C. Ashoori, 
Massive Dirac fermions and Hofstadter butterﬂy in a van der Waals heterostructure, Science 340 (6139) (2013) 1427–1430.
[136] M.-C. Chang, Q. Niu, Berry phase, hyperorbits, and the Hofstadter spectrum: semiclassical dynamics in magnetic Bloch bands, Phys. Rev. B 53 (11) 
(1996) 7010–7023.
[137] K. von Klitzing, G. Dorda, M. Pepper, New method for high-accuracy determination of the ﬁne-structure constant based on quantized Hall resistance, 
Phys. Rev. Lett. 45 (6) (1980) 494–497.
[138] Y. Hatsugai, Chern number and edge states in the integer quantum Hall effect, Phys. Rev. Lett. 71 (22) (1993) 3697–3700.
[139] Y. Hatsugai, Edge states in the integer quantum Hall effect and the Riemann surface of the Bloch function, Phys. Rev. B 48 (16) (1993) 11851–11862.
[140] X.-L. Qi, Y.-S. Wu, S.-C. Zhang, General theorem relating the bulk topological number to edge states in two-dimensional insulators, Phys. Rev. B 74 (4) 
(2006) 045125.
[141] B.A. Bernevig, S.-C. Zhang, Quantum spin Hall effect, Phys. Rev. Lett. 96 (10) (2006) 106802.
[142] N. Goldman, I. Satija, P. Nikolic, A. Bermudez, M.A. Martin-Delgado, M. Lewenstein, I. Spielman, Realistic time-reversal invariant topological insulators 
with neutral atoms, Phys. Rev. Lett. 105 (25) (2010) 255302.
[143] F.D.M. Haldane, S. Raghu, Possible realization of directional optical waveguides in photonic crystals with broken time-reversal symmetry, Phys. Rev. 
Lett. 100 (1) (2008) 013904.
[144] S. Raghu, F.D.M. Haldane, Analogs of quantum-Hall-effect edge states in photonic crystals, Phys. Rev. A 78 (3) (2008) 033834.
[145] Z. Wang, Y.D. Chong, J.D. Joannopoulos, M. Soljacˇic´, Reﬂection-free one-way edge modes in a gyromagnetic photonic crystal, Phys. Rev. Lett. 100 (1) 
(2008) 013905.
[146] Z. Wang, Y. Chong, J.D. Joannopoulos, M. Soljacˇic´, Observation of unidirectional backscattering-immune topological electromagnetic states, Nature 
461 (7265) (2009) 772–775.
[147] J.-X. Fu, R.-J. Liu, Z.-Y. Li, Robust one-way modes in gyromagnetic photonic crystal waveguides with different interfaces, Appl. Phys. Lett. 97 (4) (2010) 
041112.
[148] J.-X. Fu, J. Lian, R.J. Liu, L. Gan, Z.Y. Li, Unidirectional channel-drop ﬁlter by one-way gyromagnetic photonic crystal waveguides, Appl. Phys. Lett. 
98 (21) (2011) 211104.
[149] S.A. Skirlo, L. Lu, M. Soljacˇic´, Multimode one-way waveguides of large Chern numbers, Phys. Rev. Lett. 113 (11) (2014) 113904.
[150] S.A. Skirlo, L. Lu, Y. Igarashi, Q. Yan, J.D. Joannopoulos, M. Soljacˇic´, Experimental observation of large Chern numbers in photonic crystals, Phys. Rev. 
Lett. 115 (25) (2015) 253901.
[151] U. Kuhl, H.J. Stöckmann, Microwave realization of the Hofstadter butterﬂy, Phys. Rev. Lett. 80 (15) (1998) 3232–3235.
[152] J. Ningyuan, C. Owens, A. Sommer, D. Schuster, J. Simon, Time-and site-resolved dynamics in a topological circuit, Phys. Rev. X 5 (2) (2015) 021031.
[153] K. Fang, Z. Yu, S. Fan, Realizing effective magnetic ﬁeld for photons by controlling the phase of dynamic modulation, Nat. Photonics 6 (11) (2012) 
782–787.
[154] P. Roushan, C. Neill, A. Megrant, Y. Chen, R. Babbush, R. Barends, B. Campbell, Z. Chen, B. Chiaro, A. Dunsworth, A. Fowler, E. Jeffrey, J. Kelly, E. Lucero, 
J. Mutus, P.J.J. OMalley, M. Neeley, C. Quintana, D. Sank, A. Vainsencher, J. Wenner, T. White, E. Kapit, H. Neven, J. Martinis, Chiral ground-state currents 
of interacting photons in a synthetic magnetic ﬁeld, Nat. Phys. 13 (2) (2017) 146–151.
[155] K. Fang, Z. Yu, S. Fan, Experimental demonstration of a photonic Aharonov–Bohm effect at radio frequencies, Phys. Rev. B 87 (6) (2013) 060301.
[156] C. Owens, A. LaChapelle, B. Saxberg, B. Anderson, R. Ma, J. Simon, D.I. Schuster, Quarter-ﬂux Hofstadter lattice in qubit-compatible microwave cavity 
array, Phys. Rev. A 97 (2018) 013818.
[157] A. Wallraff, D.I. Schuster, A. Blais, L. Frunzio, R.S. Huang, J. Majer, S. Kumar, S.M. Girvin, R.J. Schoelkopf, Strong coupling of a single photon to a 
superconducting qubit using circuit quantum electrodynamics, Nature 431 (7005) (2004) 162–167.
[158] B.M. Anderson, R. Ma, C. Owens, D.I. Schuster, J. Simon, Engineering topological many-body materials in microwave cavity arrays, Phys. Rev. X 6 (4) 
(2016) 041043.
[159] S. Tung, V. Schweikhard, E.A. Cornell, Observation of vortex pinning in Bose–Einstein condensates, Phys. Rev. Lett. 97 (24) (2006) 240402.
[160] A. Hemmerich, C.M. Smith, Excitation of a d-density wave in an optical lattice with driven tunneling, Phys. Rev. Lett. 99 (11) (2007) 113002.
[161] R.A. Williams, S. Al-Assam, C.J. Foot, Observation of vortex nucleation in a rotating two-dimensional lattice of Bose–Einstein condensates, Phys. Rev. 
Lett. 104 (5) (2010) 050404.
[162] R. Sachdeva, S. Johri, S. Ghosh, Cold atoms in a rotating optical lattice with nearest-neighbor interactions, Phys. Rev. A 82 (6) (2010) 063617.
[163] N. Gemelke, E. Sarajlic, S. Chu, Rotating few-body atomic systems in the fractional quantum Hall regime, arXiv:1007.2677.
[164] A. Klein, D. Jaksch, Phonon-induced artiﬁcial magnetic ﬁelds in optical lattices, Europhys. Lett. 85 (1) (2009) 13001.
[165] D. Jaksch, P. Zoller, Creation of effective magnetic ﬁelds in optical lattices: the Hofstadter butterﬂy for cold neutral atoms, New J. Phys. 5 (1) (2003) 
56.
[166] J. Ruostekoski, G.V. Dunne, J. Javanainen, Particle number fractionalization of an atomic Fermi–Dirac gas in an optical lattice, Phys. Rev. Lett. 88 (18) 
(2002) 180401.
[167] E.J. Mueller, Artiﬁcial electromagnetism for neutral atoms: Escher staircase and laughlin liquids, Phys. Rev. A 70 (4) (2004) 041603.
[168] F. Gerbier, J. Dalibard, Gauge ﬁelds for ultracold atoms in optical superlattices, New J. Phys. 12 (3) (2010) 033007.
[169] C.E. Creﬃeld, F. Sols, Comment on “Creating artiﬁcial magnetic ﬁelds for cold atoms by photon-assisted tunneling” by Kolovsky A. R., Europhys. Lett. 
101 (4) (2013) 40001.
[170] M. Aidelsburger, M. Atala, S. Nascimbène, S. Trotzky, Y.A. Chen, I. Bloch, Experimental realization of strong effective magnetic ﬁelds in an optical 
lattice, Phys. Rev. Lett. 107 (25) (2011) 255301.
[171] M. Atala, M. Aidelsburger, M. Lohse, J.T. Barreiro, B. Paredes, I. Bloch, Observation of chiral currents with ultracold atoms in bosonic ladders, Nat. Phys. 
10 (2014) 588.
[172] C.J. Kennedy, W.C. Burton, W.C. Chung, W. Ketterle, Observation of Bose–Einstein condensation in a strong synthetic magnetic ﬁeld, Nat. Phys. 11 (10) 
(2015) 859–864.
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 425[173] A. Dauphin, N. Goldman, Extracting the Chern number from the dynamics of a Fermi gas: implementing a quantum Hall bar for cold atoms, Phys. 
Rev. Lett. 111 (13) (2013) 135302.
[174] H. Price, O. Zilberberg, T. Ozawa, I. Carusotto, N. Goldman, Measurement of Chern numbers through center-of-mass responses, Phys. Rev. B 93 (24) 
(2016) 245113.
[175] A. Dauphin, D.-T. Tran, M. Lewenstein, N. Goldman, Loading ultracold gases in topological Floquet bands: the fate of current and center-of-mass 
responses, 2D Mater. 4 (2017) 024010.
[176] A. Bermudez, T. Schaetz, D. Porras, Photon-assisted-tunneling toolbox for quantum simulations in ion traps, New J. Phys. 14 (5) (2012) 053049.
[177] D. Thouless, Quantization of particle transport, Phys. Rev. B 27 (10) (1983) 6083.
[178] Q. Niu, D. Thouless, Quantised adiabatic charge transport in the presence of substrate disorder and many-body interaction, J. Phys. A, Math. Gen. 
17 (12) (1984) 2453.
[179] Q. Niu, Towards a quantum pump of electric charges, Phys. Rev. Lett. 64 (15) (1990) 1812.
[180] Y.E. Kraus, O. Zilberberg, Topological equivalence between the Fibonacci quasicrystal and the Harper model, Phys. Rev. Lett. 109 (11) (2012) 116404.
[181] M. Verbin, O. Zilberberg, Y. Lahini, Y.E. Kraus, Y. Silberberg, Topological pumping over a photonic Fibonacci quasicrystal, Phys. Rev. B 91 (6) (2015) 
064201.
[182] M. Wimmer, H.M. Price, I. Carusotto, U. Peschel, Experimental measurement of the Berry curvature from anomalous transport, Nat. Phys. 13 (6) (2017) 
545–550.
[183] M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger, I. Bloch, A Thouless quantum pump with ultracold bosonic atoms in an optical superlattice, 
Nat. Phys. 12 (4) (2016) 350–354.
[184] S. Nakajima, T. Tomita, S. Taie, T. Ichinose, H. Ozawa, L. Wang, M. Troyer, Y. Takahashi, Topological Thouless pumping of ultracold fermions, Nat. Phys. 
12 (4) (2016) 296–300.
[185] H.I. Lu, M. Schemmer, L.M. Aycock, D. Genkina, S. Sugawa, I.B. Spielman, Geometrical pumping with a Bose–Einstein condensate, Phys. Rev. Lett. 
116 (20) (2016) 200402.
[186] C. Schweizer, M. Lohse, R. Citro, I. Bloch, Spin pumping and measurement of spin currents in optical superlattices, Phys. Rev. Lett. 117 (17) (2016) 
170405.
[187] M. Lohse, C. Schweizer, H.M. Price, O. Zilberberg, I. Bloch, Exploring 4D quantum Hall physics with a 2D topological charge pump, Nature 553 (2018) 
55–58.
[188] O. Zilberberg, S. Huang, J. Guglielmon, M. Wang, K. Chen, Y.E. Kraus, M.C. Rechtsman, Photonic topological boundary pumping as a probe of 4D 
quantum Hall physics, Nature 553 (2018) 59–62.
[189] G.Q. Liang, Y.D. Chong, Optical resonator analog of a two-dimensional topological insulator, Phys. Rev. Lett. 110 (20) (2013) 203904.
[190] M. Hafezi, E.A. Demler, M.D. Lukin, J.M. Taylor, Robust optical delay lines with topological protection, Nat. Phys. 7 (11) (2011) 907–912.
[191] W. Hu, J.C. Pillay, K. Wu, M. Pasek, P.P. Shum, Y.D. Chong, Measurement of a topological edge invariant in a microwave network, Phys. Rev. X 5 (1) 
(2015) 011012.
[192] M. Hafezi, S. Mittal, J. Fan, A. Migdall, J.M. Taylor, Imaging topological edge states in silicon photonics, Nat. Photonics 7 (12) (2013) 1001–1005.
[193] S. Mittal, S. Ganeshan, J. Fan, A. Vaezi, M. Hafezi, Measurement of topological invariants in a 2D photonic system, Nat. Photonics 10 (3) (2016) 
180–183.
[194] Y.-T. Wang, P.-G. Luan, S. Zhang, Coriolis force induced topological order for classical mechanical vibrations, New J. Phys. 17 (7) (2015) 073031.
[195] R. Süsstrunk, S.D. Huber, Classiﬁcation of topological phonons in linear mechanical metamaterials, Proc. Natl. Acad. Sci. USA 113 (33) (2016) 
E4767–E4775.
[196] R. Süsstrunk, S.D. Huber, Observation of phononic helical edge states in a mechanical topological insulator, Science 349 (6243) (2015) 47–50.
[197] L.M. Nash, D. Kleckner, A. Read, V. Vitelli, A.M. Turner, W.T.M. Irvine, Topological mechanics of gyroscopic metamaterials, Proc. Natl. Acad. Sci. USA 
112 (47) (2015) 14495–14500.
[198] C.L. Kane, T.C. Lubensky, Topological boundary modes in isostatic lattices, Nat. Phys. 10 (1) (2014) 39–45.
[199] T.C. Lubensky, C.L. Kane, X. Mao, A. Souslov, K. Sun, Phonons and elasticity in critically coordinated lattices, Rep. Prog. Phys. 78 (7) (2015) 073901.
[200] D.M. Sussman, O. Stenull, T.C. Lubensky, Topological boundary modes in jammed matter, Soft Matter 12 (28) (2016) 6079–6087.
[201] J. Paulose, B.G.-g. Chen, V. Vitelli, Topological modes bound to dislocations in mechanical metamaterials, Nat. Phys. 11 (2) (2015) 153–156.
[202] B.G.-g. Chen, N. Upadhyaya, V. Vitelli, Nonlinear conduction via solitons in a topological mechanical insulator, Proc. Natl. Acad. Sci. USA 111 (36) 
(2014) 13004–13009.
[203] W.P. Su, J.R. Schrieffer, A.J. Heeger, Solitons in polyacetylene, Phys. Rev. Lett. 42 (25) (1979) 1698–1701.
[204] V. Vitelli, N. Upadhyaya, B.G.-g. Chen, Topological mechanisms as classical spinor ﬁelds, arXiv:1407.2890.
[205] J. Paulose, A.S. Meeussen, V. Vitelli, Selective buckling via states of self-stress in topological metamaterials, Proc. Natl. Acad. Sci. USA 112 (25) (2015) 
7639–7644.
[206] B.G.-g. Chen, B. Liu, A.A. Evans, J. Paulose, I. Cohen, V. Vitelli, C.D. Santangelo, Topological mechanics of origami and kirigami, Phys. Rev. Lett. 116 (13) 
(2016) 135501.
[207] C. Coulais, D. Sounas, A. Alù, Static non-reciprocity in mechanical metamaterials, Nature 542 (7642) (2017) 461–464.
[208] D.Z. Rocklin, S. Zhou, K. Sun, X. Mao, Transformable topological mechanical metamaterials, Nat. Commun. 8 (2017) 14201.
[209] E. Prodan, K. Dobiszewski, A. Kanwal, J. Palmieri, C. Prodan, Dynamical Majorana edge modes in a broad class of topological mechanical systems, Nat. 
Commun. 8 (2017) 14587.
[210] M. Xiao, G. Ma, Z. Yang, P. Sheng, Z.Q. Zhang, C.T. Chan, Geometric phase and band inversion in periodic acoustic systems, Nat. Phys. 11 (3) (2015) 
240–244.
[211] C. He, X. Ni, H. Ge, X.-C. Sun, Y.-B. Chen, M.-H. Lu, X.-P. Liu, Y.-F. Chen, Acoustic topological insulator and robust one-way sound transport, Nat. Phys. 
12 (12) (2016) 1124–1129.
[212] R. Fleury, D.L. Sounas, C.F. Sieck, M.R. Haberman, A. Alù, Sound isolation and giant linear nonreciprocity in a compact acoustic circulator, Science 
343 (6170) (2014) 516–519.
[213] Z. Yang, F. Gao, X. Shi, X. Lin, Z. Gao, Y. Chong, B. Zhang, Topological acoustics, Phys. Rev. Lett. 114 (11) (2015) 114301.
[214] E. Prodan, C. Prodan, Topological phonon modes and their role in dynamic instability of microtubules, Phys. Rev. Lett. 103 (24) (2009) 248101.
[215] P. Wang, L. Lu, K. Bertoldi, Topological phononic crystals with one-way elastic edge waves, Phys. Rev. Lett. 115 (10) (2015) 104302.
[216] M.J.A. Schuetz, E.M. Kessler, G. Giedke, L.M.K. Vandersypen, M.D. Lukin, J.I. Cirac, Universal quantum transducers based on surface acoustic waves, 
Phys. Rev. X 5 (3) (2015) 031031.
[217] Y.P. Wang, W.L. Yang, Y. Hu, Z.Y. Xue, Y. Wu, Detecting topological phases of microwave photons in a circuit quantum electrodynamics lattice, npj 
Quantum Inf. 2 (2016) 16015.
[218] P. Roushan, C. Neill, Y. Chen, M. Kolodrubetz, C. Quintana, N. Leung, M. Fang, R. Barends, B. Campbell, Z. Chen, B. Chiaro, A. Dunsworth, E. Jeffrey, 
J. Kelly, A. Megrant, J. Mutus, P.J.J. OMalley, D. Sank, A. Vainsencher, J. Wenner, T. White, A. Polkovnikov, A.N. Cleland, J.M. Martinis, Observation of 
topological transitions in interacting quantum circuits, Nature 515 (7526) (2014) 241–244.
426 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432[219] P. Roushan, C. Neill, J. Tangpanitanon, V.M. Bastidas, A. Megrant, R. Barends, Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth, A. Fowler, B. Foxen, M. 
Giustina, E. Jeffrey, J. Kelly, E. Lucero, J. Mutus, M. Neeley, C. Quintana, D. Sank, A. Vainsencher, J. Wenner, T. White, H. Neven, D.G. Angelakis, J. 
Martinis, Spectroscopic signatures of localization with interacting photons in superconducting qubits, Science 358 (6367) (2017) 1175–1179.
[220] O. Boada, A. Celi, J.I. Latorre, M. Lewenstein, Quantum simulation of an extra dimension, Phys. Rev. Lett. 108 (13) (2012) 133001.
[221] A. Celi, P. Massignan, J. Ruseckas, N. Goldman, I.B. Spielman, G. Juzeliu¯nas, M. Lewenstein, Synthetic gauge ﬁelds in synthetic dimensions, Phys. Rev. 
Lett. 112 (4) (2014) 043001.
[222] B.K. Stuhl, H.I. Lu, L.M. Aycock, D. Genkina, I.B. Spielman, Visualizing edge states with an atomic Bose gas in the quantum Hall regime, Science 
349 (6255) (2015) 1514–1518.
[223] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider, J. Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte, L. Fallani, Observation of chiral edge states 
with neutral fermions in synthetic Hall ribbons, Science 349 (6255) (2015) 1510–1513.
[224] N.R. Cooper, A.M. Rey, Adiabatic control of atomic dressed states for transport and sensing, Phys. Rev. A 92 (2) (2015) 021401.
[225] L.F. Livi, G. Cappellini, M. Diem, L. Franchi, C. Clivati, M. Frittelli, F. Levi, D. Calonico, J. Catani, M. Inguscio, L. Fallani, Synthetic dimensions and 
spin–orbit coupling with an optical clock transition, Phys. Rev. Lett. 117 (22) (2016) 220401.
[226] S. Kolkowitz, S.L. Bromley, T. Bothwell, M.L. Wall, G.E. Marti, A.P. Koller, X. Zhang, A.M. Rey, J. Ye, Spin–orbit-coupled fermions in an optical lattice 
clock, Nature 542 (7639) (2017) 66–70.
[227] B. Gadway, Atom-optics approach to studying transport phenomena, Phys. Rev. A 92 (4) (2015) 043606.
[228] E.J. Meier, F.A. An, B. Gadway, Atom-optics simulator of lattice transport phenomena, Phys. Rev. A 93 (5) (2016) 051602.
[229] E.J. Meier, F.A. An, B. Gadway, Observation of the topological soliton state in the Su–Schrieffer–Heeger model, Nat. Commun. 7 (2016) 13986.
[230] F.A. An, E.J. Meier, B. Gadway, Direct observation of chiral currents and magnetic reﬂection in atomic ﬂux lattices, Sci. Adv. 3 (4) (2017) e1602685.
[231] F.A. An, E.J. Meier, B. Gadway, Flux-dependent localisation in a disordered ﬂat-band lattice, arXiv:1705 .09268.
[232] H.M. Price, T. Ozawa, N. Goldman, Synthetic dimensions for cold atoms from shaking a harmonic trap, Phys. Rev. A 95 (2) (2017) 023607.
[233] D. Suszalski, J. Zakrzewski, Different lattice geometries with a synthetic dimension, Phys. Rev. A 94 (2016) 033602.
[234] O. Boada, A. Celi, J. Rodríguez-Laguna, J.I. Latorre, M. Lewenstein, Quantum simulation of non-trivial topology, New J. Phys. 17 (4) (2015) 045007.
[235] X.-W. Luo, X. Zhou, C.-F. Li, J.-S. Xu, G.-C. Guo, Z.-W. Zhou, Quantum simulation of 2D topological physics in a 1D array of optical cavities, Nat. 
Commun. 6 (2015) 8704.
[236] T. Ozawa, H.M. Price, N. Goldman, O. Zilberberg, I. Carusotto, Synthetic dimensions in integrated photonics: from optical isolation to four-dimensional 
quantum Hall physics, Phys. Rev. A 93 (4) (2016) 043827.
[237] L. Yuan, Y. Shi, S. Fan, Photonic gauge potential in a system with a synthetic frequency dimension, Opt. Lett. 41 (4) (2016) 741–744.
[238] M. Schmidt, S. Kessler, V. Peano, O. Painter, F. Marquardt, Optomechanical creation of magnetic ﬁelds for photons on a lattice, Optica 2 (7) (2015) 
635–641.
[239] F.D.M. Haldane, Model for a quantum Hall effect without Landau levels: condensed-matter realization of the “parity anomaly”, Phys. Rev. Lett. 61 
(1988) 2015–2018.
[240] A.C. Neto, F. Guinea, N.M. Peres, K.S. Novoselov, A.K. Geim, The electronic properties of graphene, Rev. Mod. Phys. 81 (1) (2009) 109.
[241] V.M. Yakovenko, Chern–Simons terms and n ﬁeld in haldane’s model for the quantum Hall effect without landau levels, Phys. Rev. Lett. 65 (2) (1990) 
251.
[242] X.-L. Qi, Y.-S. Wu, S.-C. Zhang, Topological quantization of the spin Hall effect in two-dimensional paramagnetic semiconductors, Phys. Rev. B 74 (8) 
(2006) 085308.
[243] N. Goldman, E. Anisimovas, F. Gerbier, P. Öhberg, I. Spielman, G. Juzeliu¯nas, Measuring topology in a laser-coupled honeycomb lattice: from Chern 
insulators to topological semi-metals, New J. Phys. 15 (1) (2013) 013025.
[244] Z. Qiao, S.A. Yang, W. Feng, W.-K. Tse, J. Ding, Y. Yao, J. Wang, Q. Niu, Quantum anomalous Hall effect in graphene from rashba and exchange effects, 
Phys. Rev. B 82 (16) (2010) 161414.
[245] W. Beugeling, N. Goldman, C.M. Smith, Topological phases in a two-dimensional lattice: magnetic ﬁeld versus spin–orbit coupling, Phys. Rev. B 86 (7) 
(2012) 075118.
[246] Z. Qiao, H. Jiang, X. Li, Y. Yao, Q. Niu, Microscopic theory of quantum anomalous Hall effect in graphene, Phys. Rev. B 85 (11) (2012) 115439.
[247] C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang, M. Guo, K. Li, Y. Ou, P. Wei, L.-L. Wang, et al., Experimental observation of the quantum anomalous 
Hall effect in a magnetic topological insulator, Science 340 (6129) (2013) 167–170.
[248] A. Szameit, S. Nolte, Discrete optics in femtosecond-laser-written photonic structures, J. Phys. B, At. Mol. Opt. Phys. 43 (16) (2010) 163001.
[249] S. Mukherjee, et al., Experimental Simulation of Solid-State Phenomena Using Photonic Lattices, PhD thesis, Heriot-Watt University, Edinburgh, UK, 
2016.
[250] Y. Plotnik, M.C. Rechtsman, D. Song, M. Heinrich, J.M. Zeuner, S. Nolte, Y. Lumer, N. Malkova, J. Xu, A. Szameit, et al., Observation of unconventional 
edge states in ‘photonic graphene’, Nat. Mater. 13 (1) (2014) 57–62.
[251] S. Mukherjee, A. Spracklen, M. Valiente, E. Andersson, P. Öhberg, N. Goldman, R.R. Thomson, Experimental observation of anomalous topological edge 
modes in a slowly driven photonic lattice, Nat. Commun. 8 (2017) 13918.
[252] L.J. Maczewsky, J.M. Zeuner, S. Nolte, A. Szameit, Observation of photonic anomalous Floquet topological insulators, Nat. Commun. 8 (2017) 13756.
[253] M.S. Rudner, N.H. Lindner, E. Berg, M. Levin, Anomalous edge states and the bulk–edge correspondence for periodically driven two-dimensional 
systems, Phys. Rev. X 3 (3) (2013) 031005.
[254] F. Nathan, M.S. Rudner, Topological singularities and the general classiﬁcation of Floquet Bloch systems, New J. Phys. 17 (12) (2015) 1–22.
[255] J. Struck, C. Ölschläger, R. Le Targat, P. Soltan-Panahi, A. Eckardt, M. Lewenstein, P. Windpassinger, K. Sengstock, Quantum simulation of frustrated 
classical magnetism in triangular optical lattices, Science 333 (6045) (2011) 996–999.
[256] J. Struck, M. Weinberg, C. Ölschläger, P. Windpassinger, J. Simonet, K. Sengstock, R. Höppner, P. Hauke, A. Eckardt, M. Lewenstein, L. Mathey, Engineer-
ing Ising-XY spin-models in a triangular lattice using tunable artiﬁcial gauge ﬁelds, Nat. Phys. 9 (2013) 738–743, arXiv:1304 .5520.
[257] A. Eckardt, P. Hauke, P. Soltan-Panahi, C. Becker, K. Sengstock, M. Lewenstein, Frustrated quantum antiferromagnetism with ultracold bosons in a 
triangular lattice, Europhys. Lett. 89 (1) (2010) 10010.
[258] L. Tarruell, D. Greif, T. Uehlinger, G. Jotzu, T. Esslinger, Creating, moving and merging Dirac points with a Fermi gas in a tunable honeycomb lattice, 
Nature 483 (7389) (2012) 302–305.
[259] W. Zheng, H. Zhai, Floquet topological states in shaking optical lattices, Phys. Rev. A 89 (6) (2014) 061603.
[260] R. Karplus, J. Luttinger, Hall effect in ferromagnetics, Phys. Rev. 95 (5) (1954) 1154.
[261] N. Fläschner, D. Vogel, M. Tarnowski, B.S. Rem, D.-S. Lühmann, M. Heyl, J.C. Budich, L. Mathey, K. Sengstock, C. Weitenberg, Observation of dynamical 
vortices after quenches in a system with topology, Nat. Phys. 14 (2018) 265–268.
[262] M. Tarnowski, F. Nur Ünal, N. Fläschner, B.S. Rem, A. Eckardt, K. Sengstock, C. Weitenberg, Characterizing topology by dynamics: Chern number from 
linking number, arXiv:1709 .01046.
[263] C. Wang, P. Zhang, X. Chen, J. Yu, H. Zhai, Scheme to measure the topological number of a Chern insulator from quench dynamics, Phys. Rev. Lett. 
118 (2017) 185701.
[264] N. Fläschner, B. Rem, M. Tarnowski, D. Vogel, D.-S. Lühmann, K. Sengstock, C. Weitenberg, Experimental reconstruction of the Berry curvature in a 
Floquet Bloch band, Science 352 (6289) (2016) 1091–1094.
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 427[265] K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, Y. Zhang, S.V. Dubonos, I.V. Grigorieva, A.A. Firsov, Electric ﬁeld effect in atomically thin carbon 
ﬁlms, Science 306 (5696) (2004) 666–669.
[266] C. Berger, Z. Song, T. Li, X. Li, A.Y. Ogbazghi, R. Feng, Z. Dai, A.N. Marchenkov, E.H. Conrad, P.N. First, W.A. de Heer, Ultrathin epitaxial graphite: 2D 
electron gas properties and a route toward graphene-based nanoelectronics, J. Phys. Chem. B 108 (52) (2004) 19912–19916.
[267] K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, M.I. Katsnelson, I.V. Grigorieva, S.V. Dubonos, A.A. Firsov, Two-dimensional gas of massless Dirac 
fermions in graphene, Nature 438 (7065) (2005) 197–200.
[268] A.K. Geim, K.S. Novoselov, The rise of graphene, Nat. Mater. 6 (3) (2007) 183–191.
[269] M.I. Katsnelson, Graphene: carbon in two dimensions, Mater. Today 10 (1–2) (2007) 20–27.
[270] S. Das Sarma, A.K. Geim, P. Kim, A.H. MacDonald, Exploring graphene Recent research advances, Solid State Commun. 143 (1–2) (2007) 1–126.
[271] A.K. Geim, Graphene: status and prospects, Science 324 (5934) (2009) 1530–1534.
[272] K. Suenaga, H. Wakabayashi, M. Koshino, Y. Sato, K. Urita, S. Iljima, Imaging active topological defects in carbon nanotubes, Nature 2 (6) (2007) 
358–360.
[273] A.J. Stone, D.J. Wales, Theoretical studies of icosahedral C 60 and some related species, Chem. Phys. Lett. 128 (5–6) (1986) 501–503.
[274] A. Carpio, L.L. Bonilla, F. de Juan, M.A.H. Vozmediano, Dislocations in graphene, New J. Phys. 10 (5) (2008) 053021.
[275] M.P. López-Sancho, F. de Juan, M.A.H. Vozmediano, Magnetic moments in the presence of topological defects in graphene, Phys. Rev. B 79 (7) (2009) 
075413.
[276] P.E. Lammert, V.H. Crespi, Graphene cones: classiﬁcation by ﬁctitious ﬂux and electronic properties, Phys. Rev. B 69 (3) (2004) 035406.
[277] C. Furtado, F. Moraes, A.M. de, M. Carvalho, Geometric phases in graphitic cones, Phys. Lett. A 372 (32) (2008) 5368–5371.
[278] V.A. Osipov, D.V. Kolesnikov, Electronic properties of curved carbon nanostructures, Rom. J. Phys. 50 (3–4) (2005) 435–442.
[279] F. de Juan, A. Cortijo, M.A.H. Vozmediano, Charge inhomogeneities due to smooth ripples in graphene sheets, Phys. Rev. B 76 (16) (2007) 165409.
[280] J.C. Meyer, A.K. Geim, M.I. Katsnelson, K.S. Novoselov, T.J. Booth, S. Roth, The structure of suspended graphene sheets, Nature 446 (2007) 60–63.
[281] J.C. Meyer, A.K. Geim, M.I. Katsnelson, K.S. Novoselov, D. Obergfell, S. Roth, C. Girit, A. Zettl, On the roughness of single- and bi-layer graphene 
membranes, Solid State Commun. 143 (1–2) (2007) 101–109.
[282] E. Stolyarova, K.T. Rim, S. Ryu, J. Maultzsch, P. Kim, L.E. Brus, T.F. Heinz, M.S. Hybertsen, G.W. Flynn, High-resolution scanning tunneling microscopy 
imaging of mesoscopic graphene sheets on an insulating surface, Proc. Natl. Acad. Sci. USA 104 (22) (2007) 9209–9212.
[283] M. Ishigami, J.H. Chen, W.G. Cullen, M.S. Fuhrer, E.D. Williams, Atomic structure of graphene on SiO2, Nano Lett. 7 (6) (2007) 1643–1648.
[284] K. Kondo, On the geometrical and physical foundations of the theory of yielding, in: Proceedings of the 2nd Japan National Congress for Applied 
Mechanics, 1952, p. 41.
[285] H. Kleinert, Gauge Fields in Condensed Matter, vols. 1 and 2, World Scientiﬁc, Singapore, 1989.
[286] M.O. Katanaev, I.V. Volovich, Theory of defects in solids and three-dimensional gravity, Ann. Phys. 216 (1992) 1.
[287] F. de Juan, A. Cortijo, M.A.H. Vozmediano, Dislocations and torsion in graphene and related systems, Nucl. Phys. B 828 (2010) 625.
[288] C.L. Kane, E.J. Mele, Size, shape, and low energy electronic structure of carbon nanotubes, Phys. Rev. Lett. 78 (10) (1997) 1932–1935.
[289] M.I. Katsnelson, K.S. Novoselov, Graphene: new bridge between condensed matter physics and quantum electrodynamics, Solid State Commun. 
143 (1–2) (2007) 3–13.
[290] F. Guinea, M.I. Katsnelson, M.A.H. Vozmediano, Midgap states and charge inhomogeneities in corrugated graphene, Phys. Rev. B 77 (7) (2008) 075422.
[291] F. Guinea, M.I. Katsnelson, A.K. Geim, Energy gaps and a zero-ﬁeld quantum Hall effect in graphene by strain engineering, Nat. Phys. 6 (1) (2010) 
30–33.
[292] F. Guinea, A.K. Geim, M.I. Katsnelson, K.S. Novoselov, Generating quantizing pseudomagnetic ﬁelds by bending graphene ribbons, Phys. Rev. B 81 (3) 
(2010) 035408.
[293] F. de Juan, A. Cortijo, M.A.H. Vozmediano, A. Cano, Aharonov–Bohm interferences from local deformations in graphene, Nat. Phys. 7 (2011) 810–815.
[294] N. Levy, S.A. Burke, K.L. Meaker, M. Panlasigui, A. Zettl, F. Guinea, A.H.C. Neto, M.F. Crommie, Strain-induced pseudo-magnetic ﬁelds greater than 300 
tesla in graphene nanobubbles, Science 329 (5991) (2010) 544–547.
[295] G. Salerno, T. Ozawa, H.M. Price, I. Carusotto, Propagating edge states in strained honeycomb lattices, Phys. Rev. B 95 (24) (2017) 245418.
[296] M. Polini, F. Guinea, M. Lewenstein, H.C. Manoharan, V. Pellegrini, Artiﬁcial honeycomb lattices for electrons, atoms and photons, Nat. Nanotechnol. 8 
(2013) 625–633.
[297] K.K. Gomes, W. Mar, W. Ko, F. Guinea, H.C. Manoharan, Designer Dirac fermions and topological phases in molecular graphene, Nature 483 (7389) 
(2012) 306–310.
[298] S. Gopalakrishnan, P. Ghaemi, S. Ryu, Non-Abelian SU (2) gauge ﬁelds through density wave order and strain in graphene, Phys. Rev. B 86 (8) (2012) 
081403.
[299] F. de Juan, Non-Abelian gauge ﬁelds and quadratic band touching in molecular graphene, Phys. Rev. B 87 (12) (2013) 125419.
[300] S. Roy, M. Kolodrubetz, N. Goldman, A.G. Grushin, Tunable axial gauge ﬁelds in engineered Weyl semimetals: semiclassical analysis and optical lattice 
implementations, 2D Mater. 5 (2) (2018).
[301] A. Cortijo, Y. Ferreirós, K. Landsteiner, M.A. Vozmediano, Elastic gauge ﬁelds in Weyl semimetals, Phys. Rev. Lett. 115 (17) (2015) 177202.
[302] M.C. Rechtsman, J.M. Zeuner, A. Tünnermann, S. Nolte, M. Segev, A. Szameit, Strain-induced pseudomagnetic ﬁeld and photonic Landau levels in 
dielectric structures, Nat. Photonics 7 (2) (2013) 153–158.
[303] H. Schomerus, N.Y. Halpern, Parity anomaly and Landau-level lasing in strained photonic honeycomb lattices, Phys. Rev. Lett. 110 (1) (2013) 013903.
[304] B. Tian, M. Endres, D. Pekker, Landau levels in strained optical lattices, Phys. Rev. Lett. 115 (23) (2015) 236803.
[305] H. Abbaszadeh, A. Souslov, J. Paulose, H. Schomerus, V. Vitelli, Sonic Landau-level lasing and synthetic gauge ﬁelds in mechanical metamaterials, Phys. 
Rev. Lett. 119 (2017) 195502.
[306] Z. Yang, F. Gao, Y. Yang, B. Zhang, Strain-induced gauge ﬁeld and Landau levels in acoustic structures, Phys. Rev. Lett. 118 (19) (2017) 194301.
[307] R. Winkler, Spin–Orbit Coupling Effects in Two-Dimensional Electron and Hole Systems, Springer Tracts Mod. Phys., vol. 191, Springer, Berlin, New 
York, 2003.
[308] Y.K. Kato, R.C. Myers, A.C. Gossard, D.D. Awschalom, Observation of the spin Hall effect in semiconductors, Science 306 (5703) (2004) 1910–1913.
[309] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L.W. Molenkamp, X.-L. Qi, S.-C. Zhang, Quantum spin Hall insulator state in HgTe quantum 
wells, Science 318 (5851) (2007) 766.
[310] C. Chappert, A. Fert, F.N. Van Dau, The emergence of spin electronics in data storage, Nat. Mater. 6 (11) (2007) 813–823.
[311] C.L. Kane, E.J. Mele, Z 2 topological order and the quantum spin Hall effect, Phys. Rev. Lett. 95 (14) (2005).
[312] B.A. Bernevig, T.L. Hughes, S.-C. Zhang, Quantum spin Hall effect and topological phase transition in HgTe quantum wells, Science 314 (5806) (2006) 
1757.
[313] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y.S. Hor, R.J. Cava, M.Z. Hasan, A topological Dirac insulator in a quantum spin Hall phase, Nature 452 (7190) (2008) 
970–974.
[314] R.J. Elliott, Theory of the effect of spin–orbit coupling on magnetic resonance in some semiconductors, Phys. Rev. 96 (2) (1954) 266.
[315] C. Kittel, C.-y. Fong, Quantum Theory of Solids, vol. 3, Wiley, New York, 1963.
[316] G. Dresselhaus, Spin–orbit coupling effects in zinc blende structures, Phys. Rev. 100 (2) (1955) 580.
428 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432[317] F.J. Ohkawa, Y. Uemura, Quantized surface states of a narrow-gap semiconductor, J. Phys. Soc. Jpn. 37 (5) (1974) 1325–1333.
[318] E.I. Rashba, Properties of semiconductors with an extremum loop. I. Cyclotron and combinational resonance in a magnetic ﬁeld perpendicular to the 
plane of the loop, Phys. Solid State 2 (1960) 1109–1122.
[319] Y.A. Bychkov, E.I. Rashba, Oscillatory effects and the magnetic susceptibility of carriers in inversion layers, J. Phys. C, Solid State Phys. 17 (33) (1984) 
6039.
[320] A. Manchon, H.C. Koo, J. Nitta, S. Frolov, R. Duine, New perspectives for rashba spin–orbit coupling, Nat. Mater. 14 (9) (2015) 871–882.
[321] J. Nitta, T. Akazaki, H. Takayanagi, T. Enoki, Gate control of spin–orbit interaction in an inverted In0.53Ga0.47As/In0.52Al0.48As heterostructure, Phys. 
Rev. Lett. 78 (7) (1997) 1335.
[322] S.D. Ganichev, V.V. Bel’kov, L.E. Golub, E.L. Ivchenko, P. Schneider, S. Giglberger, J. Eroms, J. De Boeck, G. Borghs, W. Wegscheider, D. Weiss, W. Prettl, 
Experimental separation of Rashba and Dresselhaus spin splittings in semiconductor quantum wells, Phys. Rev. Lett. 92 (25) (2004).
[323] L. Meier, G. Salis, I. Shorubalko, E. Gini, S. Schön, K. Ensslin, Measurement of Rashba and Dresselhaus spin–orbit magnetic ﬁelds, Nat. Phys. 3 (9) 
(2007).
[324] D. Grundler, Large rashba splitting in inas quantum wells due to electron wave function penetration into the barrier layers, Phys. Rev. Lett. 84 (26) 
(2000) 6074.
[325] J. Heida, B. Van Wees, J. Kuipers, T. Klapwijk, G. Borghs, Spin–orbit interaction in a two-dimensional electron gas in a inas/alsb quantum well with 
gate-controlled electron density, Phys. Rev. B 57 (19) (1998) 11911.
[326] T. Matsuyama, R. Kürsten, C. Meißner, U. Merkt, Rashba spin splitting in inversion layers on p-type bulk InAs, Phys. Rev. B 61 (23) (2000) 15588.
[327] S. Datta, B. Das, Electronic analog of the electro-optic modulator, Appl. Phys. Lett. 56 (7) (1990) 665–667.
[328] J. Schliemann, J.C. Egues, D. Loss, Nonballistic spin-ﬁeld-effect transistor, Phys. Rev. Lett. 90 (14) (2003) 146801.
[329] F. Nagasawa, J. Takagi, Y. Kunihashi, M. Kohda, J. Nitta, Experimental demonstration of spin geometric phase: radius dependence of time-reversal 
aharonov-casher oscillations, Phys. Rev. Lett. 108 (8) (2012) 086801.
[330] F. Nagasawa, D. Frustaglia, H. Saarikoski, K. Richter, J. Nitta, Control of the spin geometric phase in semiconductor quantum rings, Nat. Commun. 4 
(2013) 2526.
[331] S.Z. Butler, S.M. Hollen, L. Cao, Y. Cui, J.A. Gupta, H.R. Gutiérrez, T.F. Heinz, S.S. Hong, J. Huang, A.F. Ismach, E. Johnston-Halperin, M. Kuno, 
V.V. Plashnitsa, R.D. Robinson, R.S. Ruoff, S. Salahuddin, J. Shan, L. Shi, M.G. Spencer, M. Terrones, W. Windl, J.E. Goldberger, Progress, challenges, 
and opportunities in two-dimensional materials beyond graphene, ACS Nano 7 (4) (2013) 2898–2926.
[332] M. Xu, T. Liang, M. Shi, H. Chen, Graphene-like two-dimensional materials, Chem. Rev. 113 (5) (2013) 3766–3798.
[333] Y. Ren, Z. Qiao, Q. Niu, Topological phases in two-dimensional materials: a review, Rep. Prog. Phys. 79 (6) (2016) 066501.
[334] M.Z. Hasan, S.-Y. Xu, G. Bian, Topological insulators, topological superconductors and Weyl fermion semimetals: discoveries, perspectives and outlooks, 
Phys. Scr. 2015 (T164) (2015) 014001.
[335] N.P. Armitage, E.J. Mele, A. Vishwanath, Weyl and Dirac semimetals in three-dimensional solids, Rev. Mod. Phys. 90 (2018) 015001.
[336] X.-G. Wen, Theory of the edge states in fractional quantum Hall effects, Int. J. Mod. Phys. B 6 (10) (1992) 1711–1762.
[337] R.-J. Slager, The translational side of topological band insulators, J. Phys. Chem. Solids (2018), available online 31 January 2018.
[338] C.L. Kane, E.J. Mele, Quantum spin Hall effect in graphene, Phys. Rev. Lett. 95 (22) (2005) 226801.
[339] V.M. Pereira, A.C. Neto, N. Peres, Tight-binding approach to uniaxial strain in graphene, Phys. Rev. B 80 (4) (2009) 045401.
[340] C. Weeks, J. Hu, J. Alicea, M. Franz, R. Wu, Engineering a robust quantum spin Hall state in graphene via adatom deposition, Phys. Rev. X 1 (2) (2011) 
021001.
[341] J. Balakrishnan, G.K.W. Koon, M. Jaiswal, A.C. Neto, B. Özyilmaz, Colossal enhancement of spin–orbit coupling in weakly hydrogenated graphene, Nat. 
Phys. 9 (5) (2013) 284.
[342] J. Balakrishnan, G.K.W. Koon, A. Avsar, Y. Ho, J.H. Lee, M. Jaiswal, S.-J. Baeck, J.-H. Ahn, A. Ferreira, M.A. Cazalilla, et al., Giant spin Hall effect in 
graphene grown by chemical vapour deposition, Nat. Commun. 5 (2014) 4748.
[343] D. Marchenko, A. Varykhalov, M. Scholz, G. Bihlmayer, E. Rashba, A. Rybkin, A. Shikin, O. Rader, Giant Rashba splitting in graphene due to hybridization 
with gold, Nat. Commun. 3 (2012) 1232.
[344] F. Calleja, H. Ochoa, M. Garnica, S. Barja, J.J. Navarro, A. Black, M.M. Otrokov, E.V. Chulkov, A. Arnau, A.L.V. De Parga, et al., Spatial variation of a giant 
spin–orbit effect induces electron conﬁnement in graphene on Pb islands, Nat. Phys. 11 (1) (2015) 43.
[345] A. Young, J. Sanchez-Yamagishi, B. Hunt, S. Choi, K. Watanabe, T. Taniguchi, R. Ashoori, P. Jarillo-Herrero, et al., Tunable symmetry breaking and helical 
edge transport in a graphene quantum spin Hall state, Nature 505 (7484) (2014) 528.
[346] A. Avsar, J. Tan, T. Taychatanapat, J. Balakrishnan, G. Koon, Y. Yeo, J. Lahiri, A. Carvalho, A. Rodin, E. O’farrell, et al., Spin–orbit proximity effect in 
graphene, Nat. Commun. 5 (2014) 4875.
[347] C.-C. Liu, W. Feng, Y. Yao, Quantum spin Hall effect in silicene and two-dimensional germanium, Phys. Rev. Lett. 107 (7) (2011) 076802.
[348] Z. Ni, Q. Liu, K. Tang, J. Zheng, J. Zhou, R. Qin, Z. Gao, D. Yu, J. Lu, Tunable bandgap in silicene and germanene, Nano Lett. 12 (1) (2011) 113–118.
[349] P. Vogt, P. De Padova, C. Quaresima, J. Avila, E. Frantzeskakis, M.C. Asensio, A. Resta, B. Ealet, G. Le Lay, Silicene: compelling experimental evidence for 
graphenelike two-dimensional silicon, Phys. Rev. Lett. 108 (15) (2012) 155501.
[350] M.E. Dávila, L. Xian, S. Cahangirov, A. Rubio, G.L. Lay, Germanene: a novel two-dimensional germanium allotrope akin to graphene and silicene, New 
J. Phys. 16 (9) (2014) 095002.
[351] Y. Xu, B. Yan, H.-J. Zhang, J. Wang, G. Xu, P. Tang, W. Duan, S.-C. Zhang, Large-gap quantum spin Hall insulators in tin ﬁlms, Phys. Rev. Lett. 111 (13) 
(2013) 136804.
[352] F.-f. Zhu, W.-j. Chen, Y. Xu, C.-l. Gao, D.-d. Guan, C.-h. Liu, D. Qian, S.-C. Zhang, J.-f. Jia, Epitaxial growth of two-dimensional stanene, Nat. Mater. 
14 (10) (2015) 1020–1025.
[353] Q.H. Wang, K. Kalantar-Zadeh, A. Kis, J.N. Coleman, M.S. Strano, Electronics and optoelectronics of two-dimensional transition metal dichalcogenides, 
Nat. Nanotechnol. 7 (11) (2012) 699–712.
[354] M. Cazalilla, H. Ochoa, F. Guinea, Quantum spin Hall effect in two-dimensional crystals of transition-metal dichalcogenides, Phys. Rev. Lett. 113 (7) 
(2014) 077201.
[355] X. Qian, J. Liu, L. Fu, J. Li, Quantum spin Hall effect in two-dimensional transition metal dichalcogenides, Science 346 (6215) (2014) 1344–1347.
[356] X.-J. Liu, M.F. Borunda, X. Liu, J. Sinova, Effect of induced spin–orbit coupling for atoms via laser ﬁelds, Phys. Rev. Lett. 102 (4) (2009) 046402.
[357] Y.-J. Lin, K. Jiménez-García, I.B. Spielman, Spin–orbit-coupled Bose–Einstein condensates, Nature 471 (7336) (2011) 83–86.
[358] L.W. Cheuk, A.T. Sommer, Z. Hadzibabic, T. Yefsah, W.S. Bakr, M.W. Zwierlein, Spin-injection spectroscopy of a spin–orbit coupled Fermi gas, Phys. Rev. 
Lett. 109 (9) (2012) 095302.
[359] P. Wang, Z.-Q. Yu, Z. Fu, J. Miao, L. Huang, S. Chai, H. Zhai, J. Zhang, Spin–orbit coupled degenerate Fermi gases, Phys. Rev. Lett. 109 (9) (2012) 095301.
[360] N.Q. Burdick, Y. Tang, B.L. Lev, Long-lived spin–orbit coupled degenerate dipolar Fermi gas, Phys. Rev. X 6 (3) (2016) 031022.
[361] B. Song, C. He, S. Zhang, E. Hajiyev, W. Huang, X.-J. Liu, G.-B. Jo, Spin-orbit-coupled two-electron Fermi gases of ytterbium atoms, Phys. Rev. A 94 
(2016), 061604(R).
[362] K. Jiménez-García, L. LeBlanc, R. Williams, M. Beeler, C. Qu, M. Gong, C. Zhang, I. Spielman, Tunable spin–orbit coupling via strong driving in ultracold-
atom systems, Phys. Rev. Lett. 114 (12) (2015) 125301.
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 429[363] S. Nascimbene, Realizing one-dimensional topological superﬂuids with ultracold atomic gases, J. Phys. B, At. Mol. Opt. Phys. 46 (13) (2013) 134005.
[364] X. Cui, B. Lian, T.-L. Ho, B.L. Lev, H. Zhai, Synthetic gauge ﬁeld with highly magnetic lanthanide atoms, Phys. Rev. A 88 (1) (2013).
[365] D. Hügel, B. Paredes, Chiral ladders and the edges of quantum Hall insulators, Phys. Rev. A 89 (2) (2014).
[366] Q. Sun, L. Wen, W.-M. Liu, G. Juzeliu¯nas, A.-C. Ji, Tunneling-assisted spin–orbit coupling in bilayer Bose–Einstein condensates, Phys. Rev. A 91 (3) 
(2015).
[367] C. Wang, C. Gao, C.-M. Jian, H. Zhai, Spin–orbit coupled spinor Bose–Einstein condensates, Phys. Rev. Lett. 105 (16) (2010) 160403.
[368] Z. Lan, P. Öhberg, Raman-dressed spin-1 spin–orbit coupled quantum gas, Phys. Rev. A 89 (2) (2014) 023630.
[369] S.S. Natu, X. Li, W.S. Cole, Striped ferronematic ground states in a spin–orbit coupled s = 1 bose gas, Phys. Rev. A 91 (2) (2015) 023608.
[370] D. Campbell, R. Price, A. Putra, A. Valdés-Curiel, D. Trypogeorgos, I. Spielman, Magnetic phases of spin-1 spin–orbit coupled bose gases, Nat. Commun. 
7 (2016) 10897.
[371] R. Unanyan, B. Shore, K. Bergmann, Laser-driven population transfer in four-level atoms: consequences of non-Abelian geometrical adiabatic phase 
factors, Phys. Rev. A 59 (4) (1999) 2910.
[372] J. Ruseckas, G. Juzeliu¯nas, P. Öhberg, M. Fleischhauer, Non-Abelian gauge potentials for ultracold atoms with degenerate dark states, Phys. Rev. Lett. 
95 (1) (2005) 010404.
[373] G. Juzeliu¯nas, J. Ruseckas, J. Dalibard, Generalized Rashba–Dresselhaus spin–orbit coupling for cold atoms, Phys. Rev. A 81 (5) (2010) 053403.
[374] D.L. Campbell, G. Juzeliu¯nas, I.B. Spielman, Realistic Rashba and Dresselhaus spin–orbit coupling for neutral atoms, Phys. Rev. A 84 (2) (2011) 025602.
[375] L. Huang, Z. Meng, P. Wang, P. Peng, S.-L. Zhang, L. Chen, D. Li, Q. Zhou, J. Zhang, Experimental realization of two-dimensional synthetic spin–orbit 
coupling in ultracold Fermi gases, Nat. Phys. 12 (2016).
[376] Z. Meng, L. Huang, P. Peng, D. Li, L. Chen, Y. Xu, C. Zhang, P. Wang, J. Zhang, Experimental observation of a topological band gap opening in ultracold 
Fermi gases with two-dimensional, spin–orbit coupling, Phys. Rev. Lett. 117 (23) (2016).
[377] Z. Wu, L. Zhang, W. Sun, X.-T. Xu, B.-Z. Wang, S.-C. Ji, Y. Deng, S. Chen, X.-J. Liu, J.-W. Pan, Realization of two-dimensional spin–orbit coupling for 
Bose–Einstein condensates, Science 354 (6308) (2016).
[378] X.-J. Liu, K.T. Law, T.K. Ng, P.A. Lee, Detecting topological phases in cold atoms, Phys. Rev. Lett. 111 (12) (2013) 120402.
[379] A. Bermudez, L. Mazza, M. Rizzi, N. Goldman, M. Lewenstein, M.A. Martin-Delgado, Wilson fermions and axion electrodynamics in optical lattices, 
Phys. Rev. Lett. 105 (19) (2010) 190404.
[380] B.M. Anderson, G. Juzeliu¯nas, V.M. Galitski, I.B. Spielman, Synthetic 3d spin–orbit coupling, Phys. Rev. Lett. 108 (23) (2012).
[381] L. Mazza, A. Bermudez, N. Goldman, M. Rizzi, M.A. Martin-Delgado, M. Lewenstein, An optical-lattice-based quantum simulator for relativistic ﬁeld 
theories and topological insulators, New J. Phys. 14 (1) (2012) 015007.
[382] T. Dubcˇek, C.J. Kennedy, L. Lu, W. Ketterle, M. Soljacˇic´, H. Buljan, Weyl points in three-dimensional optical lattices: synthetic magnetic monopoles in 
momentum space, Phys. Rev. Lett. 114 (22) (2015) 225301.
[383] J. Struck, J. Simonet, K. Sengstock, Spin–orbit coupling in periodically driven optical lattices, Phys. Rev. A 90 (3) (2014) 031601.
[384] C.J. Kennedy, G.A. Siviloglou, H. Miyake, W.C. Burton, W. Ketterle, Spin–orbit coupling and quantum spin Hall effect for neutral atoms without spin 
ﬂips, Phys. Rev. Lett. 111 (22) (2013).
[385] S. Choudhury, E.J. Mueller, Transverse collisional instabilities of a Bose–Einstein condensate in a driven one-dimensional lattice, Phys. Rev. A 91 (2) 
(2015) 023624.
[386] T. Bilitewski, N.R. Cooper, Scattering theory for Floquet–Bloch states, Phys. Rev. A 91 (2015) 033601.
[387] M. Weinberg, C. Ölschläger, C. Sträter, S. Prelle, A. Eckardt, K. Sengstock, J. Simonet, Multiphoton interband excitations of quantum gases in driven 
optical lattices, Phys. Rev. A 92 (4) (2015) 043621.
[388] S. Lellouch, M. Bukov, E. Demler, N. Goldman, Parametric instability rates in periodically driven band systems, Phys. Rev. X 7 (2) (2017) 021015.
[389] M.L. Wall, A.P. Koller, S. Li, X. Zhang, N.R. Cooper, J. Ye, A.M. Rey, Synthetic spin–orbit coupling in an optical lattice clock, Phys. Rev. Lett. 116 (3) 
(2016).
[390] J.-Y. Zhang, S.-C. Ji, Z. Chen, L. Zhang, Z.-D. Du, B. Yan, G.-S. Pan, B. Zhao, Y.-J. Deng, H. Zhai, S. Chen, J.-W. Pan, Collective dipole oscillations of a 
spin–orbit coupled Bose–Einstein condensate, Phys. Rev. Lett. 109 (11) (2012).
[391] C. Qu, C. Hamner, M. Gong, C. Zhang, P. Engels, Observation of Zitterbewegung in a spin–orbit coupled Bose–Einstein condensate, Phys. Rev. A 88 (2) 
(2013).
[392] L.J. LeBlanc, M. Beeler, K. Jiménez-García, A.R. Perry, S. Sugawa, R. Williams, I.B. Spielman, Direct observation of zitterbewegung in a Bose–Einstein 
condensate, New J. Phys. 15 (7) (2013) 073011.
[393] J.Y. Vaishnav, J. Ruseckas, C.W. Clark, G. Juzeliu¯nas, Spin ﬁeld effect transistors with ultracold atoms, Phys. Rev. Lett. 101 (26) (2008).
[394] M.C. Beeler, R.A. Williams, K. Jiménez-García, L.J. LeBlanc, A.R. Perry, I.B. Spielman, The spin Hall effect in a quantum gas, Nature 498 (7453) (2013).
[395] A.J. Olson, S.-J. Wang, R.J. Niffenegger, C.-H. Li, C.H. Greene, Y.P. Chen, Tunable Landau–Zener transitions in a spin–orbit coupled Bose–Einstein con-
densate, Phys. Rev. A 90 (1) (2014).
[396] Q. Zhu, C. Zhang, B. Wu, Exotic superﬂuidity in spin–orbit coupled Bose–Einstein condensates, Europhys. Lett. 100 (5) (2012) 50003.
[397] C. Hamner, Y. Zhang, M. Khamehchi, M.J. Davis, P. Engels, Spin-orbit-coupled Bose–Einstein condensates in a one-dimensional optical lattice, Phys. 
Rev. Lett. 114 (7) (2015) 070401.
[398] C. Zhang, S. Tewari, R.M. Lutchyn, S.D. Sarma, px + ipy superﬂuid from s-wave interactions of fermionic cold atoms, Phys. Rev. Lett. 101 (16) (2008) 
160401.
[399] J.P. Vyasanakere, V.B. Shenoy, Bound states of two spin-1/2 fermions in a synthetic non-Abelian gauge ﬁeld, Phys. Rev. B 83 (9) (2011) 094515.
[400] L. Jiang, X.-J. Liu, H. Hu, H. Pu, Rashba spin–orbit coupled atomic Fermi gases, Phys. Rev. A 84 (6) (2011) 063618.
[401] J. Zhou, W. Zhang, W. Yi, Topological superﬂuid in a trapped two-dimensional polarized Fermi gas with spin–orbit coupling, Phys. Rev. A 84 (6) (2011) 
063603.
[402] R.A. Williams, L.J. LeBlanc, K. Jimenez-Garcia, M.C. Beeler, A.R. Perry, W.D. Phillips, I.B. Spielman, Synthetic partial waves in ultracold atomic collisions, 
Science 335 (6066) (2012) 314–317.
[403] R. Williams, M. Beeler, L. LeBlanc, K. Jiménez-García, I. Spielman, Raman-induced interactions in a single-component Fermi gas near an s-wave 
Feshbach resonance, Phys. Rev. Lett. 111 (9) (2013) 095301.
[404] Z. Fu, L. Huang, Z. Meng, P. Wang, L. Zhang, S. Zhang, H. Zhai, P. Zhang, J. Zhang, Production of Feshbach molecules induced by spin–orbit coupling in 
Fermi gases, Nat. Phys. 10 (2) (2014) 110–115.
[405] Z. Fu, L. Huang, Z. Meng, P. Wang, X.-J. Liu, H. Pu, H. Hu, J. Zhang, Radio-frequency spectroscopy of a strongly interacting spin–orbit coupled Fermi 
gas, Phys. Rev. A 87 (5) (2013) 053619.
[406] S.-C. Ji, J.-Y. Zhang, L. Zhang, Z.-D. Du, W. Zheng, Y.-J. Deng, H. Zhai, S. Chen, J.-W. Pan, Experimental determination of the ﬁnite-temperature phase 
diagram of a spin–orbit coupled Bose gas, Nat. Phys. 10 (4) (2014).
[407] T.-L. Ho, S. Zhang, Bose–Einstein condensates with spin–orbit interaction, Phys. Rev. Lett. 107 (15) (2011) 150403.
[408] Y. Li, L. Pitaevskii, S. Stringari, Quantum tricriticality and phase transitions in spin–orbit coupled Bose–Einstein condensates, Phys. Rev. Lett. 108 (22) 
(2012) 225301.
[409] C. Hamner, C. Qu, Y. Zhang, J. Chang, M. Gong, C. Zhang, P. Engels, Dicke-type phase transition in a spin–orbit coupled Bose–Einstein condensate, Nat. 
Commun. 5 (2014).
430 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432[410] S.-C. Ji, L. Zhang, X.-T. Xu, Z. Wu, Y. Deng, S. Chen, J.-W. Pan, Softening of roton and phonon modes in a Bose–Einstein condensate with spin–orbit 
coupling, Phys. Rev. Lett. 114 (10) (2015) 105301.
[411] J.-R. Li, J. Lee, W. Huang, S. Burchesky, B. Shteynas, F.Ç. Top, A.O. Jamison, W. Ketterle, A stripe phase with supersolid properties in spin–orbit coupled 
Bose–Einstein condensates, Nature 543 (7643) (2017) 91–94.
[412] A.Y. Kitaev, Unpaired Majorana fermions in quantum wires, Phys. Usp. 44 (10S) (2001) 131.
[413] M. Sato, Y. Takahashi, S. Fujimoto, Non-Abelian topological order in s-wave superﬂuids of ultracold fermionic atoms, Phys. Rev. Lett. 103 (2) (2009) 
020401.
[414] L. Jiang, T. Kitagawa, J. Alicea, A. Akhmerov, D. Pekker, G. Refael, J.I. Cirac, E. Demler, M.D. Lukin, P. Zoller, Majorana fermions in equilibrium and in 
driven cold-atom quantum wires, Phys. Rev. Lett. 106 (22) (2011) 220402.
[415] S.-L. Zhu, L.-B. Shao, Z. Wang, L.-M. Duan, Probing non-Abelian statistics of majorana fermions in ultracold atomic superﬂuid, Phys. Rev. Lett. 106 (10) 
(2011) 100404.
[416] X. Wan, A.M. Turner, A. Vishwanath, S.Y. Savrasov, Topological semimetal and Fermi-arc surface states in the electronic structure of pyrochlore iridates, 
Phys. Rev. B 83 (20) (2011) 205101.
[417] J.-H. Jiang, Tunable topological Weyl semimetal from simple-cubic lattices with staggered ﬂuxes, Phys. Rev. A 85 (3) (2012) 033640.
[418] D.-W. Zhang, S.-L. Zhu, Z. Wang, Simulating and exploring Weyl semimetal physics with cold atoms in a two-dimensional optical lattice, Phys. Rev. A 
92 (1) (2015) 013632.
[419] W.-Y. He, S. Zhang, K.T. Law, Realization and detection of Weyl semimetals and the chiral anomaly in cold atomic systems, Phys. Rev. A 94 (1) (2016) 
013606.
[420] H. Zhai, Spin–orbit coupled quantum gases, Int. J. Mod. Phys. B 26 (01) (2012) 1230001.
[421] X. Zhou, Y. Li, Z. Cai, C. Wu, Unconventional states of bosons with the synthetic spin–orbit coupling, J. Phys. B, At. Mol. Opt. Phys. 46 (13) (2013).
[422] I.B. Galitski, V. Spielman, Spin–orbit coupling in quantum gases, Nature 494 (7435) (2013).
[423] V. Liberman, B.Y. Zel’dovich, Spin–orbit interaction of a photon in an inhomogeneous medium, Phys. Rev. A 46 (8) (1992) 5199.
[424] K.Y. Bliokh, Y.P. Bliokh, Modiﬁed geometrical optics of a smoothly inhomogeneous isotropic medium: the anisotropy, Berry phase, and the optical 
Magnus effect, Phys. Rev. E 70 (2) (2004) 026605.
[425] K.Y. Bliokh, F. Rodríguez-Fortuño, F. Nori, A.V. Zayats, Spin–orbit interactions of light, Nat. Photonics 9 (12) (2015) 796–808.
[426] S. Rytov, On the transition from wave to geometrical optics, Dokl. Akad. Nauk SSSR 18 (1938) 263–267.
[427] V. Vladimirsky, On the plane polarization in a curvilinear light ray, Dokl. Acad. Nauk USSR 31 (1940) 222.
[428] R.Y. Chiao, Y.-S. Wu, Manifestations of Berry’s topological phase for the photon, Phys. Rev. Lett. 57 (8) (1986) 933.
[429] A. Tomita, R.Y. Chiao, Observation of Berry’s topological phase by use of an optical ﬁber, Phys. Rev. Lett. 57 (8) (1986) 937.
[430] M. Onoda, S. Murakami, N. Nagaosa, Hall effect of light, Phys. Rev. Lett. 93 (8) (2004) 083901.
[431] K.Y. Bliokh, Y.P. Bliokh, Conservation of angular momentum, transverse shift, and spin Hall effect in reﬂection and refraction of an electromagnetic 
wave packet, Phys. Rev. Lett. 96 (7) (2006) 073903.
[432] F. Goos, H. Hänchen, Ein neuer und fundamentaler versuch zur totalreﬂexion, Ann. Phys. 436 (7–8) (1947) 333–346.
[433] F.I. Fedorov, K teorii polnogo otrazheniya, Dokl. Akad. Nauk SSSR 105 (3) (1955) 465–468.
[434] C. Imbert, Calculation and experimental proof of the transverse shift induced by total internal reﬂection of a circularly polarized light beam, Phys. 
Rev. D 5 (4) (1972) 787.
[435] K.Y. Bliokh, A. Aiello, Goos–Hänchen and Imbert–Fedorov beam shifts: an overview, J. Opt. 15 (1) (2013) 014001.
[436] F. Pillon, H. Gilles, S. Girard, Experimental observation of the Imbert–Fedorov transverse displacement after a single total reﬂection, Appl. Opt. 43 (9) 
(2004) 1863–1869.
[437] O. Hosten, P. Kwiat, Observation of the spin Hall effect of light via weak measurements, Science 319 (5864) (2008) 787–790.
[438] Y. Qin, Y. Li, H. He, Q. Gong, Measurement of spin Hall effect of reﬂected light, Opt. Lett. 34 (17) (2009) 2551–2553.
[439] K.Y. Bliokh, A. Niv, V. Kleiner, E. Hasman, Geometrodynamics of spinning light, Nat. Photonics 2 (12) (2008) 748–753.
[440] Y. Qin, Y. Li, X. Feng, Z. Liu, H. He, Y.-F. Xiao, Q. Gong, Spin Hall effect of reﬂected light at the air-uniaxial crystal interface, Opt. Express 18 (16) 
(2010) 16832–16839.
[441] J.-M. Ménard, A.E. Mattacchione, H.M. van Driel, C. Hautmann, M. Betz, Ultrafast optical imaging of the spin Hall effect of light in semiconductors, 
Phys. Rev. B 82 (4) (2010) 045303.
[442] N. Hermosa, A. Nugrowati, A. Aiello, J. Woerdman, Spin Hall effect of light in metallic reﬂection, Opt. Lett. 36 (16) (2011) 3200–3202.
[443] X. Zhou, Z. Xiao, H. Luo, S. Wen, Experimental observation of the spin Hall effect of light on a nanometal ﬁlm via weak measurements, Phys. Rev. A 
85 (4) (2012) 043809.
[444] X. Zhou, X. Ling, H. Luo, S. Wen, Identifying graphene layers via spin Hall effect of light, Appl. Phys. Lett. 101 (25) (2012) 251602.
[445] X. Yin, Z. Ye, J. Rho, Y. Wang, X. Zhang, Photonic spin Hall effect at metasurfaces, Science 339 (6126) (2013) 1405–1407.
[446] Y. Zhao, J.S. Edgar, G.D. Jeffries, D. McGloin, D.T. Chiu, Spin-to-orbital angular momentum conversion in a strongly focused optical beam, Phys. Rev. 
Lett. 99 (7) (2007) 073901.
[447] D. Haefner, S. Sukhov, A. Dogariu, Spin Hall effect of light in spherical geometry, Phys. Rev. Lett. 102 (12) (2009) 123903.
[448] O.G. Rodríguez-Herrera, D. Lara, K.Y. Bliokh, E.A. Ostrovskaya, C. Dainty, Optical nanoprobing via spin–orbit interaction of light, Phys. Rev. Lett. 104 (25) 
(2010) 253601.
[449] L. Marrucci, E. Karimi, S. Slussarenko, B. Piccirillo, E. Santamato, E. Nagali, F. Sciarrino, Spin-to-orbital conversion of the angular momentum of light 
and its classical and quantum applications, J. Opt. 13 (6) (2011) 064001.
[450] G. Li, M. Kang, S. Chen, S. Zhang, E. Pun, K. Cheah, J. Li, Spin-enabled plasmonic metasurfaces for manipulating orbital angular momentum of light, 
Nano Lett. 13 (9) (2013) 4148–4151.
[451] N. Baranova, A.Y. Savchenko, B.Y. Zel’Dovich, Transverse shift of a focal spot due to switching of the sign of circular polarization, JETP Lett. 59 (4) 
(1994) 232–234.
[452] K.Y. Bliokh, Y. Gorodetski, V. Kleiner, E. Hasman, Coriolis effect in optics: uniﬁed geometric phase and spin-Hall effect, Phys. Rev. Lett. 101 (3) (2008) 
030404.
[453] Y. Gorodetski, A. Niv, V. Kleiner, E. Hasman, Observation of the spin-based plasmonic effect in nanoscale structures, Phys. Rev. Lett. 101 (4) (2008) 
043903.
[454] N. Shitrit, I. Bretner, Y. Gorodetski, V. Kleiner, E. Hasman, Optical spin Hall effects in plasmonic chains, Nano Lett. 11 (5) (2011) 2038–2042.
[455] Y. Gorodetski, K. Bliokh, B. Stein, C. Genet, N. Shitrit, V. Kleiner, E. Hasman, T. Ebbesen, Weak measurements of light chirality with a plasmonic slit, 
Phys. Rev. Lett. 109 (1) (2012) 013901.
[456] X. Ling, X. Yi, X. Zhou, Y. Liu, W. Shu, H. Luo, S. Wen, Realization of tunable spin-dependent splitting in intrinsic photonic spin Hall effect, Appl. Phys. 
Lett. 105 (15) (2014) 151101.
[457] S.S. Kruk, M. Decker, I. Staude, S. Schlecht, M. Greppmair, D.N. Neshev, Y.S. Kivshar, Spin-polarized photon emission by resonant multipolar nanoan-
tennas, ACS Photonics 1 (11) (2014) 1218–1223.
[458] J. Lin, J.B. Mueller, Q. Wang, G. Yuan, N. Antoniou, X.-C. Yuan, F. Capasso, Polarization-controlled tunable directional coupling of surface plasmon 
polaritons, Science 340 (6130) (2013) 331–334.
M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432 431[459] N. Shitrit, I. Yulevich, E. Maguid, D. Ozeri, D. Veksler, V. Kleiner, E. Hasman, Spin-optical metamaterial route to spin-controlled photonics, Science 
340 (6133) (2013) 724–726.
[460] N. Meinzer, W.L. Barnes, I.R. Hooper, Plasmonic meta-atoms and metasurfaces, Nat. Photonics 8 (12) (2014) 889–898.
[461] D. O’connor, P. Ginzburg, F. Rodríguez-Fortuño, G. Wurtz, A. Zayats, Spin–orbit coupling in surface plasmon scattering by nanostructures, Nat. Commun. 
5 (2014) 5327.
[462] Y. Liu, Y. Ke, H. Luo, S. Wen, Photonic spin Hall effect in metasurfaces: a brief review, Nanophotonics 6 (1) (2017) 51–70.
[463] L. Marrucci, C. Manzo, D. Paparo, Optical spin-to-orbital angular momentum conversion in inhomogeneous anisotropic media, Phys. Rev. Lett. 96 (16) 
(2006) 163905.
[464] E. Nagali, F. Sciarrino, F. De Martini, L. Marrucci, B. Piccirillo, E. Karimi, E. Santamato, Quantum information transfer from spin to orbital angular 
momentum of photons, Phys. Rev. Lett. 103 (1) (2009) 013601.
[465] E. Brasselet, N. Murazawa, H. Misawa, S. Juodkazis, Optical vortices from liquid crystal droplets, Phys. Rev. Lett. 103 (10) (2009) 103903.
[466] E. Brasselet, C. Loussert, Electrically controlled topological defects in liquid crystals as tunable spin–orbit encoders for photons, Opt. Lett. 36 (5) (2011) 
719–721.
[467] M. Born, E. Wolf, et al., Principles of Optics, Pergamon Press, 1980.
[468] M. Dyakonov, V. Perel, Current-induced spin orientation of electrons in semiconductors, Phys. Lett. A 35 (6) (1971) 459–460.
[469] G. Pikus, G. Bir, Exchange interaction in excitons in semiconductors, Sov. Phys. JETP 33 (1971) 108.
[470] M. Maialle, E. de Andrada e Silva, L. Sham, Exciton spin dynamics in quantum wells, Phys. Rev. B 47 (23) (1993) 15776.
[471] A. Kavokin, G. Malpuech, M. Glazov, Optical spin Hall effect, Phys. Rev. Lett. 95 (13) (2005) 136601.
[472] C. Leyder, M. Romanelli, J.P. Karr, E. Giacobino, T.C. Liew, M.M. Glazov, A.V. Kavokin, G. Malpuech, A. Bramati, Observation of the optical spin Hall 
effect, Nat. Phys. 3 (9) (2007) 628.
[473] I. Shelykh, A. Kavokin, Y.G. Rubo, T. Liew, G. Malpuech, Polariton polarization-sensitive phenomena in planar semiconductor microcavities, Semicond. 
Sci. Technol. 25 (1) (2009) 013001.
[474] V. Sala, D. Solnyshkov, I. Carusotto, T. Jacqmin, A. Lemaître, H. Terças, A. Nalitov, M. Abbarchi, E. Galopin, I. Sagnes, et al., Spin–orbit coupling for 
photons and polaritons in microstructures, Phys. Rev. X 5 (1) (2015) 011034.
[475] J. Bloch, F. Boeuf, J. Gérard, B. Legrand, J. Marzin, R. Planel, V. Thierry-Mieg, E. Costard, Strong and weak coupling regime in pillar semiconductor 
microcavities, Physica E, Low-Dimens. Syst. Nanostruct. 2 (1) (1998) 915–919.
[476] A. Nalitov, G. Malpuech, H. Terças, D. Solnyshkov, Spin–orbit coupling and the optical spin Hall effect in photonic graphene, Phys. Rev. Lett. 114 (2) 
(2015) 026803.
[477] T. Jacqmin, I. Carusotto, I. Sagnes, M. Abbarchi, D. Solnyshkov, G. Malpuech, E. Galopin, A. Lemaître, J. Bloch, A. Amo, Direct observation of Dirac cones 
and a ﬂatband in a honeycomb lattice for polaritons, Phys. Rev. Lett. 112 (11) (2014) 116402.
[478] H. Terças, H. Flayac, D. Solnyshkov, G. Malpuech, Non-Abelian gauge ﬁelds in photonic cavities and photonic superﬂuids, Phys. Rev. Lett. 112 (6) (2014) 
066402.
[479] X.-C. Sun, C. He, X.-P. Liu, M.-H. Lu, S.-N. Zhu, Y.-F. Chen, Two-dimensional topological photonic systems, Prog. Quantum Electron. 55 (2017) 52–73.
[480] F. Gao, Z. Gao, X. Shi, Z. Yang, X. Lin, H. Xu, J.D. Joannopoulos, M. Soljac˘ic´, H. Chen, L. Lu, et al., Probing topological protection using a designer surface 
plasmon structure, Nat. Commun. 7 (2016) 11619.
[481] A.B. Khanikaev, S. Hossein Mousavi, W.-K. Tse, M. Kargarian, A.H. MacDonald, G. Shvets, Photonic topological insulators, Nat. Mater. 12 (3) (2013) 
233–239.
[482] W. Chen, S. Jiang, X. Chen, B. Zhu, L. Zhou, J. Dong, C. Chan, Experimental realization of photonic topological insulator in a uniaxial metacrystal 
waveguide, Nat. Commun. 5 (2014) 5782.
[483] X. Cheng, C. Jouvaud, X. Ni, S.H. Mousavi, A.Z. Genack, A.B. Khanikaev, Robust reconﬁgurable electromagnetic pathways within a photonic topological 
insulator, Nat. Mater. 15 (5) (2016) 542–548.
[484] A.P. Slobozhanyuk, A.B. Khanikaev, D.S. Filonov, D.A. Smirnova, A.E. Miroshnichenko, Y.S. Kivshar, Experimental demonstration of topological effects in 
bianisotropic metamaterials, Sci. Rep. 6 (2016) 22270.
[485] L. Lu, L. Fu, J.D. Joannopoulos, M. Soljacˇic´, Weyl points and line nodes in gyroid photonic crystals, Nat. Photonics 7 (4) (2013) 294–299.
[486] L. Lu, Z. Wang, D. Ye, L. Ran, L. Fu, J.D. Joannopoulos, M. Soljac˘ic´, Experimental observation of Weyl points, Science 349 (6248) (2015) 622–624.
[487] W.-j. Chen, M. Xiao, C. Chan, Photonic crystals possessing multiple Weyl points and the experimental observation of robust surface states, Nat. 
Commun. 7 (2016) 13038.
[488] V. Peano, C. Brendel, M. Schmidt, F. Marquardt, Topological phases of sound and light, Phys. Rev. X 5 (2015) 031011.
[489] A.B. Khanikaev, R. Fleury, S.H. Mousavi, A. Alù, Topologically robust sound propagation in an angular-momentum-biased graphene-like resonator 
lattice, Nat. Commun. 6 (2015) 8260.
[490] T. Kariyado, Y. Hatsugai, Manipulation of Dirac cones in mechanical graphene, Sci. Rep. 5 (2015) 18107.
[491] C. Brendel, V. Peano, O.J. Painter, F. Marquardt, Pseudomagnetic ﬁelds for sound at the nanoscale, Proc. Natl. Acad. Sci. 114 (17) (2017) E3390–E3395.
[492] G. Ma, P. Sheng, Acoustic metamaterials: from local resonances to broad horizons, Sci. Adv. 2 (2) (2016) e1501595.
[493] G. Salerno, A. Berardo, T. Ozawa, H.M. Price, L. Taxis, N.M. Pugno, I. Carusotto, Spin–orbit coupling in a hexagonal ring of pendula, New J. Phys. 19 
(2017) 055001.
[494] S.-Y. Yu, X.-C. Sun, X. Ni, Q. Wang, X.-J. Yan, C. He, X.-P. Liu, L. Feng, M.-H. Lu, Y.-F. Chen, Surface phononic graphene, Nat. Mater. 15 (12) (2016) 
1243–1247.
[495] L. Ye, C. Qiu, J. Lu, X. Wen, Y. Shen, M. Ke, F. Zhang, Z. Liu, Observation of acoustic valley vortex states and valley-chirality locked beam splitting, Phys. 
Rev. B 95 (17) (2017) 174106.
[496] Q. Wei, Y. Tian, S.-Y. Zuo, Y. Cheng, X.-J. Liu, Experimental demonstration of topologically protected eﬃcient sound propagation in an acoustic waveg-
uide network, Phys. Rev. B 95 (9) (2017) 094305.
[497] B.-Z. Xia, T.-T. Liu, H.-Q. Dai, J.-R. Jiao, X.-G. Zang, D.-J. Yu, S.-J. Zheng, J. Liu, Topological phononic insulator with robustly pseudospin-dependent 
transport, Phys. Rev. B 96 (2017) 094106.
[498] F. Wilczek, Two applications of axion electrodynamics, Phys. Rev. Lett. 58 (18) (1987) 1799.
[499] B.A. Bernevig, It’s been a Weyl coming, Nat. Phys. 11 (2015) 698–699.
[500] R.A. Bertlmann, Anomalies in Quantum Field Theory, vol. 91, Oxford University Press, 2000.
[501] S.R. Elliott, M. Franz, Colloquium: majorana fermions in nuclear, particle, and solid-state physics, Rev. Mod. Phys. 87 (2015) 137–163.
[502] J.I. Cirac, P. Maraner, J.K. Pachos, Cold atom simulation of interacting relativistic quantum ﬁeld theories, Phys. Rev. Lett. 105 (2010) 190403.
[503] E. Zohar, J.I. Cirac, B. Reznik, Simulating compact quantum electrodynamics with ultracold atoms: probing conﬁnement and nonperturbative effects, 
Phys. Rev. Lett. 109 (2012) 125302.
[504] D. Banerjee, M. Dalmonte, M. Müller, E. Rico, P. Stebler, U.-J. Wiese, P. Zoller, Atomic quantum simulation of dynamical gauge ﬁelds coupled to 
fermionic matter: from string breaking to evolution after a quench, Phys. Rev. Lett. 109 (2012) 175302.
[505] L. Tagliacozzo, A. Celi, P. Orland, M.W. Mitchell, M. Lewenstein, Simulation of non-Abelian gauge theories with optical lattices, Nat. Commun. 4 (2013) 
2615.
432 M. Aidelsburger et al. / C. R. Physique 19 (2018) 394–432[506] O. Dutta, L. Tagliacozzo, M. Lewenstein, J. Zakrzewski, Toolbox for Abelian lattice gauge theories with synthetic matter, Phys. Rev. A 95 (2017) 053608.
[507] E.A. Martinez, C.A. Muschik, P. Schindler, D. Nigg, A. Erhard, M. Heyl, P. Hauke, M. Dalmonte, T. Monz, P. Zoller, R. Blatt, Real-time dynamics of lattice 
gauge theories with a few-qubit quantum computer, Nature 534 (7608) (2016) 516–519.
