My introduction to multimedia was a keynote speech and showcase in April 1989 at a CAL conference in South East England. Everyone attending the conference waited with great anticipation to hear and see what multimedia had to offer. The curious and the keen flooded the theatre before the speech and showcase was set to commence to witness the 'set-up' process. The equipment included an Apple PC, a video recorder, a small portable TV, a pair of disco speakers, a corded microphone, a console, a projector and much more. The number of wires that were used to connect all the equipment together was very many. At the scheduled time the speech and showcase began. The speaker projected what appeared on the PC, which was largely text with several buttons/links, and talked over it using the microphone. An audio button, after being pressed, blasted the Beatles' 'Let it be' through the disco speakers. A video button started the video player which provided the TV and the projector with a video signal; and the disco speakers kept blasting 'Let it be'. Although we were much entertained, we were equally puzzled as to why the speaker had to bring all this household equipment from the US. Incompatible standards across hardware and software and across continents could not guarantee successful delivery of the showcase except on the platform on which it was developed.
The drive for innovation in multimedia technology did not hamper those who took on the 'multimedia challenge' since, but not as a result. And although, in the years to come interoperability across hard and soft platforms and across continents would turn out to be a huge concern not only for the ISO and ITU but also for the public and private sector and of course for many of those still researching multimedia, at that time it did not matter as much as it does now. Most carried on researching and developing proprietary multimedia systems until the late 1990s with very little regard, if any, to on-going standardization efforts. There was much replication of basic developments as the multimedia code was not re-usable; different languages, some proprietary on different platforms, some proprietary and not according to any universal standard. For example, there are countless proprietary content modelling tools from the late 1990s that model the same dozen key content aspects in similar ways. Of course, by the late 1990s video recorders, disco speakers, corded microphones, and all the other hard paraphernalia gave way to software media players and multimedia research and development no longer required physical strength and hard wiring knowledge to engage in multimedia research. I recently attended Mediacast 2005, an annual industry event and end-user showcase and exhibition, which took place in London Olympia in May 2005 and witnessed how much we had progressed over the last 15 years. A clear message is coming through though, which is not exclusive to Mediacast's annual hordes: if it will not work across a multitude of software and hardware platforms then there is very little point to it, if any at all and certainly not for IPTV, HDTV, or DTV and the list is endless.
The richness in multimedia content and increasing heterogeneity of networks and user devices are making interoperable multimedia communications difficult. Fortunately, the launch of the latest ITU and MPEG standards, H.264/MPEG-7/MPEG-21, has equipped multimedia researchers with new tools, which complement existing MPEG and ITU standards tools, for standardizing video coding/encoding (MPEG-4/H.264), content metadata descriptions (MPEG-7) and content delivery (MPEG-21). These tools have many objectives but their main objective remains to assure interoperability and thereby to enable universal multimedia access to any (standardized) content, anytime, anywhere, anyway. The standards, which can be used either jointly or independently, still leave much scope, intentionally or unintentionally, for diverse innovations in areas that are beyond the scope of either existing or new MPEG or ITU standards, such as automatic shot and scene detection, automatic feature recognition, extraction and description (other than colour and texture), specification of search engines for MPEG metadata descriptions, to name just a few.
Starting with MPEG-7, following its principle of 'specifying the minimum for maximum usability', MPEG-7 specifies a standard set of descriptors and description schemes that can be used to describe various types of multimedia information and their structure at various levels of abstraction. It also features a Description Definition
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Language for defining additional descriptors and description schemes. This combination of content descriptors and description schemes allows faster and more efficient userdriven search for content. In essence, audio-visual material that has MPEG-7 metadata annotated to it can be indexed and ubiquitously searched for. The way MPEG-7 metadata is used to answer user queries is outside the scope of the standard which, as a result, leaves a lot of room for innovation. Following its principle of 'universal multimedia access' to content under as wide a range of delivery conditions and usage environments as possible, MPEG-21's Digital Item Adaptation enables standardized description of a digital object, including metadata, as a structured digital item independent of media nature, type or granularity. Consequently, the object can be transformed into a process known as transcoding and communicated as any medium. MPEG-21 supports standardized communication of digital items across servers and clients with varying QoS. Like with MPEG-7, MPEG-21 specifies a standard set of descriptors and description schemes to achieve this.
Neither MPEG-7 nor MPEG-21 features video coding or encoding. Instead, their functionality complements that of existing MPEG coding/encoding standards such as MPEG-2 and MPEG-4 by representing information 'about' the content and about 'delivery' of the content. The latest of the video coding/encoding standards, H.264/AVC, a joint effort by ITU and MPEG makes significant improvements to MPEG-2 both with respect to video coding/encoding and to use over a broad range of networks and applicationsfrom HDTV to low bit-rate mobile games. Its video coding design is based on conventional block-based motioncompensated video coding, but the combination of its enhanced motion-prediction capability, use of a small blocksize exact-match transformation, adaptive in-loop deblocking filter and enhanced entropy coding methods give significant bit rate savings over MPEG-2 with respect to perceptual quality, especially for higher-latency applications that allow use of reverse temporal prediction.
The purpose of this special issue is to give a flavour of what it is like to work with the multimedia standards that have been introduced. It features four papers and two book reviews. In the first paper, Kalva and Furht of Florida Atlantic University give an overview of the H.264 video coding standard and its implications for resource management and adaptive coding for mobile devices. They discuss how receiver capabilities have to be described in terms of the complexity of the bitstream to be played rather than the actual receiver hardware configuration, and what impact the receiver architecture including the CPU, cache, and the memory architecture can have on power consumption. They show how the profile and level of the encoded video can give an upper bound on the amount of resources required and how high level metrics can be used to estimate receiver resource consumption with reasonable accuracy.
In the second paper, Van de Sompel, Bekaert, Liu, Balakireva and Schwander of the Research Library at the Los Alamos National Laboratory present the aDORe repository architecture designed and implemented for ingesting, storing, and accessing a vast collection of Digital Objects at the Research Library of the Los Alamos National Laboratory. They show how the MPEG-21 Digital Item Declaration Language is used to represent digital objects that are stored in a multitude of autonomous repositories through an ingestion process and how an MPEG-21 Digital Item Processing Engine is used to retrieve one or more of these objects.
In the third paper, Grosky and Patel of Michigan University and Li and Fotouhi of Wayne State University examine the efficacy of MPEG-7 for managing aerial image data. They argue that GIS data are unique as they contain very minuscule distinctive details regarding various topographic regions, thereby making it challenging to isolate and classify them with a high precision rate. To cope with the challenges posed by the dynamics of GIS data management, they propose a novel technique that quickly adapts to changing user needs, while learning from its own underlying metadata distributions. Their resulting MPEG-7 system implements a dynamic structure that continually changes, requiring continuous updating of the metadata schemas and methods for mining various geographic region properties. Through their implementation they demonstrate how MPEG-7 can result in improved retrieval behaviour.
The fourth paper by Agius and Angelides of Brunel University describe an MPEG-7 modelling and filtering scheme that enables pertinent content to be filtered by the user. They show how content semantics can be modelled using the various MPEG-7 description schemes and the range of clauses for filtering semantic metadata within their resulting implementation.
Finally, in the first of the two book reviews, both of which were conducted by doctoral students who usually top the list of most 'demanding' readers, Anastasios Sofokleous of Brunel University reviews Ian Richardson's book entitled H.264 and MPEG-4 Video Compression: Video Coding for Next-generation Multimedia published by Wiley in 2005. This is the first book to appear on the subject of H.264 [1] . In the second book review, Minaz Parmar, also of Brunel University, reviews Harald Kosch's book entitled Distributed Multimedia Database Technologies Supported by MPEG-7 and MPEG-21 published by CRC Press in 2003. This is also the first book to appear on the subject of MPEG-21 [2] .
