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We give a detailed description of the measurement of the W boson mass, MW , performed on
an integrated luminosity of 4.3 fb−1, which is based on similar techniques as used for our previous
measurement done on an independent data set of 1 fb−1 of data. The data were collected using the
D0 detector at the Fermilab Tevatron Collider. This data set yields 1.68 × 106 W → eν candidate
events. We measure the mass using the transverse mass, electron transverse momentum, and missing
transverse energy distributions. The MW measurements using the transverse mass and the electron
transverse momentum distributions are the most precise of these three and are combined to give
MW = 80.367 ± 0.013 (stat) ± 0.022 (syst) GeV = 80.367 ± 0.026GeV. When combined with our
earlier measurement on 1 fb−1 of data, we obtain MW = 80.375 ± 0.023GeV.
PACS numbers: 12.15.-y, 13.38.Be, 14.70.Fm
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I. INTRODUCTION
The 1983 observation of theW and Z vector bosons [1–
4] provided important evidence for the electroweak (EW)
sector of the standard model (SM) of particle physics [5–
7]. Increasingly precise measurements of the vector boson
masses, with a precision of 2.1MeV, corresponding to 2
parts in 105 for the Z boson mass [8], and their properties
compiled over the course of the following 30 years have
verified the structure of the electroweak theory, which
has been further confirmed by the recent discovery of the
Higgs boson with mass 125.7GeV. .
In the electroweak theory, for a given renormaliza-
tion scheme [9], there is a well-defined relationship be-
tween the EW boson masses, coupling constants, and
the other EW parameters arising from radiative correc-
tions. Precise measurements of these observables provide
tests of this relationship and constrain the size of addi-
tional corrections from unobserved fields. In the on-shell
scheme [10], the SM relationship can be written as
M2W
(
1− M
2
W
M2Z
)
=
(
πα√
2GF
)
(1 + ∆r), (1)
where MW and MZ are the masses of the W and Z
bosons, GF is the Fermi constant, and α is the fine struc-
ture constant at zero momentum. The quantity ∆r con-
tains all radiative corrections including the running of α
and of the SM ρ parameter [11]. The renormalization of
the ρ parameter includes a large contribution from the
virtual top (with mass mt) and b quark loop, whose one-
loop effect can be written [12, 13] as
∆rtb ≈ −3GFM
2
Wm
2
t
8
√
2π2(M2Z −M2W )
, (2)
after neglecting terms of order m2b/m
2
t , where mb is the
b-quark mass. The value of ∆r also depends logarithmi-
cally on the Higgs boson mass.
Using Eq. 1 as a prediction of the W boson mass,
the theoretical uncertainty on the W mass arising from
higher-order corrections to ∆r is estimated to be 4 MeV
using the complete two-loop SM prediction [14]. This
can be compared with the world-average uncertainty on
the measured value of the W boson mass of 23 MeV be-
fore the measurement reported here and the recent result
from the CDF Collaboration [15]. This 23 MeV uncer-
tainty results from a compilation of measurements from
the four LEP experiments (ALEPH [16], DELPHI [17],
L3 [18], and OPAL [19]) and from the D0 [20–22] and
CDF [23] Collaborations at the Tevatron, including the
earlier CDF [24, 25] and D0 [26] Run II results.
The W boson mass, and to some extent the top quark
mass, are the limiting factors in our ability to tighten
the constraints on new physics that couples to the EW
sector. Improving the measurement of MW is, therefore,
an important contribution to our understanding of the
electroweak interaction.
This article presents the details of a previously pub-
lished measurement of the W boson mass [27] using data
taken with the D0 detector during the 2006 – 2009 Fer-
milab pp¯ Tevatron run, ie. during part of the Tevatron
Run IIb, with a total integrated luminosity of 4.3 fb−1
and the combination of that measurement with our previ-
ous result [26] based on 1.0 fb−1 of integrated luminosity
collected in 2002 – 2006 (Run IIa). Both results were
obtained using similar analysis techniques.
5II. MEASUREMENT STRATEGY
A. Conventions
A momentum vector ~p, in the D0 standard coordinate
system, is represented using a right-handed Cartesian
coordinate system, px, py, pz where zˆ is the direction
of the proton beam and yˆ points upward. It is conve-
nient to use a cylindrical coordinate system in which the
same vector is given by the magnitude of its components
perpendicular to the beam (transverse momentum) pT ,
its azimuthal angle φ, and pz. In spherical coordinates,
the polar angle θ is sometimes replaced by the pseudo-
rapidity η = − ln tan[θ/2]. In this paper, by electron
we mean electron or positron unless specifically noted.
When refering to instrumental effects, sometimes it is
convenient to define ηdet as the pseudorapidity of the
particle determined as if it had been produced at the
center of the calorimeter.
B. W and Z Boson Production and Decay
W and Z bosons are produced at the Tevatron pre-
dominantly through valence quark-antiquark annihila-
tion with a smaller contribution involving the sea. Glu-
ons may be radiated from quarks in the initial state.
These gluons usually have lower transverse momentum
than the boson (soft gluons) but could be energetic
enough to give rise to hadron jets. Consequently, the
transverse momentum of the boson is typically small
compared to its mass, but has a long tail extending to
large pT associated with events having jets. Spectator
partons in the proton and antiproton, which remain af-
ter the hard annihilation, hadronize into low-pT hadrons.
Since the transverse momentum vectors of the initial
proton and antiproton are zero, the sum of the trans-
verse momenta of the recoiling particles must balance
the transverse momentum of the boson.
We measure the decays of the W boson in the electron
channel W → eν and at the same time measure Z → ee
decays that provide an important calibration sample.
The size of the Z → ee sample is limited by its relatively
small branching fraction BR(Z → ee)/BR(W → eν) =
0.31. The electrons typically have transverse momenta of
about half the mass of the decaying boson and are well-
isolated in the calorimeter. Isolated high-pT electrons are
dominantly produced by W and Z decays and allow us
to select a clean sample of W and Z boson events. The
D0 calorimeter (Sec. III) is well-suited for a precise mea-
surement of electron energies, providing a single electron
energy resolution of 4.5%, using the angular and energy
spectra of electrons from W boson decay when averaged
over the electron geometric acceptance and momentum
distribution in this analysis. The small tracking volume
of the D0 detector limits the momentum resolution of
tracks, therefore we do not use W → µν decays in this
measurement.
C. Event Characteristics
For the process pp → W +X → e + ν +X , we select
the electron by requiring |ηdet| < 1.05 and use all other
particles detected up to |ηdet| <∼ 4.2 for the hadronic re-
coil measurement. We cannot detect recoil particles with
|ηdet| >∼ 4.2, but their transverse momenta are generally
small and can be neglected in the recoil system transverse
momentum, ~uT .
A candidate W boson event is characterized by a mea-
surement of the electron momentum ~p e and ~uT . The
neutrino escapes undetected but the magnitude and di-
rection of its transverse momentum are inferred from the
event’s missing transverse energy, ~/ET ≡ −(~p eT + ~uT ).
The signature of aW → eν decay is therefore an isolated
high-pT electron and large /ET .
The signature of Z → ee decays consists of two isolated
high-pT electrons. In a manner similar to candidate W
boson events, a candidate Z boson event is characterized
by a measurement of the two electron momenta and ~uT .
D. Mass Measurement Strategy
Since we cannot reconstruct the longitudinal compo-
nent of the neutrino momentum, we must resort to vari-
ables different from the invariant mass. To measure the
W boson mass, we use the following three kinematic vari-
ables: the W boson transverse mass, mT , the electron
transverse momentum, peT , and the neutrino transverse
momentum, pνT (/ET ). The W boson transverse mass is
calculated with the formula
mT =
√
2peTp
ν
T (1 − cos(φe − φν)), (3)
where φe and φν are the azimuthal angles of ~p eT and
~/ET ,
respectively.
The mT and p
e
T measurements provide a powerful
cross-check because of their different systematic uncer-
tainties. The shape of the mT distribution is domi-
nated by the detector resolution (mainly the resolution
due to the recoil system energy measurement), while the
peT spectrum is affected by the transverse momentum of
the W boson, as well as by the recoil system and initial
state radiation transverse momenta. This is illustrated
in Fig. 1.
The pνT measurement is sensitive to the same system-
atic uncertainties as both mT and p
e
T and has poorer ex-
perimental resolution, but this measurement is still use-
ful for a cross-check. These measurements are not fully
correlated so we can combine them to improve precision.
The shapes of the distributions of these variables can-
not be calculated analytically because of the various com-
plex detector acceptance and resolution effects. The mea-
surement of MW is obtained by a comparison of the
spectra of the three different measurement variables with
templates generated from a highly detailed Monte Carlo
(MC) simulation with a series of MW hypotheses. This
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FIG. 1: [color online] The (a) peT and (b) mT spectra for
simulated W bosons without detector resolution effects and
W boson transverse momentum pWT = 0 (solid line), with the
natural pWT spectrum at the Tevatron (shaded area), and with
the natural pWT distribution and all detector resolution effects
included (points). All curves are normalized to unit area.
requires high statistics templates (≈109 events) to char-
acterize the different systematic uncertainties while en-
suring that statistical fluctuations from the MC simula-
tion are negligible. The detailed detector simulation (full
MC) is too slow to generate many samples of this size,
and it also does not reproduce the detector performance
well enough to measure MW precisely. To generate ap-
propriate templates, a parametrized MC simulation (fast
MC) has been developed to generate large samples on
a reasonable time scale and to provide a detailed de-
scription of the detector performance. Here, Z → ee
events are used to determine the parameters, since both
electrons from Z boson decays are well-measured by the
calorimeter and the Z boson properties are well known.
This allows a determination of the fast MC parameters,
including details of the hadronic recoil system, from the
data itself. Since the Z boson mass is known with high
precision [28–31], its value can be used to calibrate the
energy scale of the electromagnetic (EM) part of the
calorimeter. Care must be taken to ensure that the cali-
brations using the Z boson are valid at the lower average
energy of the electrons from W boson decay. Once this
has been established, the MW measurement is effectively
a measurement of the ratio of W boson and Z boson
masses.
A binned log-likelihood comparing collider data and
simulated event distributions (a template) is computed
for each of the mT , p
e
T , and /ET observables. The log-
likelihoods are calculated using the Poisson probability
for bin i with mi expected events from the template to
have ni observed events from the data distribution. The
total log-likelihood is formed from the sum over all bins:
− lnL =
N∑
i=1
[−ni lnmi +mi + ln(ni!)] . (4)
Templates are generated for different hypothetical MW
values in 10MeV intervals. This procedure gives a mass-
dependent likelihood for each of the mT , p
e
T , and /ET
distributions. We then measure MW using Minuit [32]
by finding the MW value that maximizes the mass-
dependent likelihood. The determination is performed
separately for each of the three observables after the like-
lihood distribution is interpolated between the values at
each discrete input mass.
Given the precision achievable in this analysis, we use
a technique to avoid any bias which could arise from
the knowledge of the current world average. To elim-
inate such bias, a blinded analysis procedure has been
developed. The code that provides the template fits
uses an unknown but recoverable offset in an interval
of [−2, 2] GeV around the MW value with which the
templates have been generated. It therefore reports true
differences between different mass fits, allowing system-
atic studies, while keeping the measured MW value un-
known. The same offset is applied to the result of the
fit to mT , p
e
T , and /ET so that the relative agreement
between the three observables is known before unblind-
ing. Hence, the MW measurement reported in [27] and
described here was reviewed and approved by the D0 Col-
laboration based on the studies performed before the re-
sulting value for MW was known.
E. Systematic Uncertainties
The systematic uncertainties are determined using a
large ensemble of pseudo-experiments simulated with the
fast MC. Pseudo-experiments are generated in which a
given parameter is varied independently in steps of mul-
tiples of ±0.5σ (where σ is the one standard deviation
uncertainty for the parameter under study) while hold-
ing all other parameters constant. For each variation,
MW is determined using the standard fit comparing the
distribution for each pseudo-experiment to that of the
unmodified template(s). This yields a value MWi for
each variation δi. The set of (δi, MWi) pairs is fitted
to a straight line. For all systematic uncertainties in this
measurement, we verify that the linear regime assumed
7by this procedure is a valid approximation. The slope of
the line determines the systematic uncertainty in MW as
in the usual error propagation:
σ2MW (X) =
(
∂MW
∂X
)2
σ2X , (5)
where σX is the uncertainty in the determination of the
parameter X in the simulation.
This equation does not include correlations. In many
cases we can safely assume that the parameters are un-
correlated. When this is not true, the correlations are
taken into account by diagonalizing the covariance ma-
trix prior to the propagation of the uncertainty to the
MW . The diagonalization defines uncorrelated parame-
ters and uncertainties. The above procedure is applied
to the uncorrelated uncertainties to determine the uncer-
tainties on the measured W boson mass.
F. Additional Kinematic Variables
In Z → ee decays, the di-electron momentum is given
by ~pee = ~p
e1 + ~p e2 and the di-electron invariant mass is
mee =
√
2Ee1Ee2 (1− cosω), where ω is the opening an-
gle between the two electrons. When tuning the simu-
lation and making comparisons with Z → ee data, it is
useful to define a coordinate system, first introduced by
the UA2 experiment[33], in the plane transverse to the
beams that depends only on the electron directions, not
on electron energies. We call the axis along the inner
bisector of the two electrons the η axis and the axis per-
pendicular to that, in the (~p e1 , ~p e2) plane, the ξ axis.
Figure 2(a) illustrates these definitions.
For W → eν decays, useful quantities are the projec-
tion of the recoil system transverse momentum onto the
electron direction:
u‖ = ~uT · pˆeT , (6)
and the projection on the direction perpendicular to the
electron:
u⊥ = ~uT · (pˆeT × zˆ), (7)
where zˆ is an unit vector in the z direction. Figure 2(b)
illustrates these definitions for W boson events, but the
definitions also apply for each electron from Z → ee
events.
The two variables u‖ and u⊥ are useful to study the
correlation between the recoil system and the electron di-
rection. Another variable, the scalar sum of all transverse
energies (SET) measured by the calorimeter except those
energies associated with electrons or with potential noise,
reflects the total hadronic activity in the calorimeter.
III. THE D0 DETECTOR
The D0 detector [34] was built for the Run I of the Fer-
milab Tevatron Collider and upgraded [35] for the Run II
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FIG. 2: [color online] (a) Definition of η and ξ axes for Z →
ee events. (b) Definition of u‖ and u⊥. The variable u‖ is
negative when opposite to the electron direction.
to the configuration relevant to the measurements de-
scribed here. It contains central tracking, calorimeter
and muon subdetector systems. The silicon microstrip
tracker (SMT) detector located near the pp¯ interaction
point covers |ηdet| < 3. The central fiber tracker (CFT)
surrounds the SMT and provides complete coverage out
to |ηdet| ≈ 1.7. A 1.9T solenoid surrounds the central
tracking system and gives a typical transverse momentum
resolution of 10% - 16% for tracks of pT = 40GeV [36].
Three uranium liquid-argon calorimeters measure par-
ticle energies. The central calorimeter (CC) covers
|ηdet| < 1.1 and two end calorimeters (EC) extend the
coverage to |ηdet| ≈ 4.2. The CC is segmented in depth
into eight layers. The first four layers are used primarily
to measure the energies of photons and electrons and are
collectively called the electromagnetic (EM) calorimeter.
The remaining four layers (three fine hadronic (FH) lay-
ers and one coarse hadronic (CH) layer), along with the
first four, are used to measure the energies of hadrons.
Most layers are segmented into 0.1 × 0.1 regions (cells)
in (η, φ) space. The third layer of the EM calorimeter is
8segmented into 0.05× 0.05 regions. Between the central
and end cryostats, the inter-cryostat detector (ICD) pro-
vides sampling of particles in the range 1.1 < |ηdet| < 1.4
using scintillator pads. The calorimeter system is com-
pleted with central and forward preshower detectors lo-
cated just before the central and forward cryostats up
to |ηdet| = 2.5. Figure 3 shows a cross sectional r-
z view of one quarter of the D0 detector, showing the
calorimeter η and depth segmentation, which indicates
how the calorimeter system forms projective towers of
size 0.1× 0.1 in (η, φ) space.
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FIG. 3: Side view of one quadrant of the D0 detector, not
showing the muon subdetector system. The calorimeter seg-
mentation and tower definition are shown in both CC and
EC. The lines extending from the center of the calorimeter
denote the pseudorapidity (ηdet) coverage of cells and pro-
jected towers. The solenoid and tracking detectors are shown
in the inner part of the detector.
Muon trajectories are identified and measured outside
the calorimeter system using a system of proportional
drift tube chambers, scintillation counters, and toroidal
iron magnets.
The luminosity of pp¯ collisions is monitored using
two sets of 24 wedge-shaped scintillation counters, each
placed on the face of one of the end calorimeters. These
counters are used to detect inelastic non-diffractive colli-
sions [37].
The D0 calorimeter is read out by a total of 47,032
electronic channels. The electronic pedestal is mea-
sured frequently for each channel using special calorime-
ter pedestal runs during the quiet time between stores
when there is no beam in the Tevatron. The energy
measured for each channel in collider data is the en-
ergy recorded minus the pedestal. The calorimeter read-
out uses zero suppression to avoid reading out noise. If
σPED is defined as the root-mean-square variation of the
pedestal of each channel about its mean, the criterion de-
ciding whether or not to read out a channel is expressed
in terms of its σPED. Normally, in zero-suppressed data,
a cell is read out by the D0 electronic system only if its
energy differs from the pedestal by more than 1.5σPED.
The D0 electronic system also records data in which all
the channels are read out with no zero suppression. The
D0 event reconstruction requires an energy deposit in a
cell to exceed the pedestal by at least 4.0σPED if it is to
be considered the central cell of an energy cluster. An
adjacent cell with energy exceeding its pedestal by at
least 2.5σPED is considered to be part of this same clus-
ter. Cells with energy less than 2.5σPED above pedestal
are not considered for reconstruction in normal (zero-
suppressed) collider data.
Events are selected for this analysis if they pass a single
electron trigger requirement in the CC. In this way, trig-
ger and other efficiencies can be measured with Z → ee
events using the tag and probe method: if the tag elec-
tron is required to satisfy the trigger, the probe electron
is considered to be unbiased. Each trigger is a combina-
tion of requirements at three trigger levels (L1, L2, L3).
At each succeeding level the trigger uses more detailed
detector information and becomes more precise.
The trigger towers in the calorimeter are 0.2 × 0.2 in
(η, φ) space. The triggers used in this analysis require,
at the L1 trigger level, at least one EM object, defined
by two neighboring trigger towers [38]. The EM object
must satisfy EL1T > 19GeV and |ηL1| < 3.2. Two dif-
ferent L2 trigger level requirements are used, depending
on the period the data were taken. An early version of
the trigger, v15, requires the EM object to be isolated
if 19 < EL1T < 22GeV, but makes no requirement above
22GeV. A later version, v16, requires a more complex
likelihood criterion based on the energy distribution in
the L1-triggered EM trigger towers and in their neigh-
boring towers if 19 < EL1T < 25GeV, but no requirement
above 25GeV. At the L3 trigger level, the EM objects
must satisfy EL3T > 25GeV, |ηL3| < 3.6, and a shower
shape requirement. At higher instantaneous luminosi-
ties, the L3 threshold is increased to EL3T > 27GeV to
cope with the higher trigger rate. For the trigger with
the L3 threshold EL3T > 27GeV, only the L2 likelihood
criterion is used.
IV. DATA RECONSTRUCTION
The data sample for this Run IIb measurement in-
cludes data with a total integrated luminosity of 4.3 fb−1
taken between June 2006 and June 2009. Figure 4 com-
pares the instantaneous luminosity (L) profile of this
Run IIb measurement with the profile of our previous
measurement [26] using data recorded from 2002–2006
(Run IIa). Here and in the rest of the paper, in-
stantaneous luminosity is given as a multiple of 36 ×
1030 cm−2s−1 since there were 36 pp¯ bunch crossings per
turn in the Tevatron Collider. The Run IIb instanta-
neous luminosity is significantly higher and much of the
effort in preparing this measurement is dedicated to deal-
ing with the multiple interactions (pileup) and calorime-
ter gain variation resulting from the high beam inten-
sity in Run IIb. For an instantaneous luminosity of
98 × 36 × 1030 cm−2s−1, we expect an average of 10 si-
multaneous inelastic interactions per bunch crossing.
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FIG. 4: [color online] Instantaneous luminosity profiles for
Run IIa and Run IIb. The instantaneous luminosity is given
as a multiple of 36 × 1030 cm−2s−1 since there were 36 pp¯
bunch crossings per turn in the Tevatron Collider.
This high instantaneous luminosity results in extra pp
interactions in the same beam crossing as the event of
interest. We measure the effect of this pileup by collect-
ing pp interactions in random beam crossings which are
labeled zero-bias (ZB) events. There are also extra in-
teractions not due to the hard parton-parton scattering
of interest coming from spectator partons in the same pp
collision as the hard scattering. These extra interactions
are studied using minimum-bias (MB) events, selected
by requiring a coincidence between luminosity-monitor
scintillation counters. The selection requires zero or one
reconstructed primary (hard collision) vertex. The num-
ber of multiple interactions accompanying an event of
interest scales with instantaneous luminosity, while the
contribution of spectator partons is independent of it.
A. Electron Reconstruction
The measured EM energy associated with an electron
(EuncEM) in the central calorimeter is the sum of the ener-
gies in all EM cells whose centers lie in a cone of radius
∆R =
√
(∆η)2 + (∆φ)2 = 0.2 centered on the tower with
the highest transverse energy. The definition of the elec-
tron energy reconstruction cone (13 towers) is shown in
Fig. 5. The total uncorrected energy Eunctot (∆R) is the
sum of the energies in all cells within a given cone of size
∆R centered on the central tower, over all layers of the
calorimeter, including the hadronic calorimeter layers.
The identification of this cluster of EM energy as a
candidate true electron is based on the following four
parameters:
• EM fraction: A true electron will deposit nearly
all of its energy in the EM layers of the calorimeter.
FIG. 5: The 13 calorimeter towers defined as the electron
reconstruction cone. The cone is centered on the tower with
the highest transverse energy. A circle of radius ∆R = 0.2 is
shown for comparison.
Therefore the EM fraction
fEM ≡ E
unc
EM(∆R < 0.2)
Eunctot (∆R < 0.2)
(8)
is expected to be close to 1.
• Isolation: In an electron shower most of the en-
ergy is deposited in a narrow cone with little energy
around it. Therefore
fiso ≡ E
unc
tot (∆R < 0.4)− EuncEM(∆R < 0.2)
EuncEM(∆R < 0.2)
(9)
is expected to be close to zero. Isolation provides
discrimination against hadronic showers, which
tend to be wider.
• HMatrix: The transverse and longitudinal shapes
of an electron shower are well-modeled by MC sim-
ulations. Therefore, it is possible to determine a
multivariate likelihood based on a set of variables
whose correlations and variances allow the discrim-
ination of electron showers. The variables used are:
HMatrix7 (used in the CC) is built from the
following variables: EM fractions in layers 1,
2, 3, 4, shower transverse width in the φ direc-
tion, log(Eunctot ), and zV (the production vertex
z coordinate).
HMatrix8 (used in the EC) is built from
the same variables as HMatrix7 plus the
shower width in the direction perpendicular
to the beam in the plane of third layer of the
calorimeter (EM3).
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The inverse of the likelihood covariance matrix is
used to determine a χ2HM value for an EM cluster,
which should be small if the cluster results from an
electron shower [39, 40].
• Track match: A track is reconstructed from SMT
and CFT hits and is required to have pT > 10 GeV.
It is considered to be matched with an EM cluster
if it is within 0.05 in ∆η and within 0.05 in ∆φ.
Here, ∆η and ∆φ are the distances between the
cluster centroid, as determined by its cells in EM3
with weights proportional to the logarithm of the
cell energy, and the extrapolation of the track to
this layer of the calorimeter. The quality of the
match is determined by
χ2TM ≡
(∆φ
σφ
)2
+
(∆η
ση
)2
, (10)
where σφ and ση are the measured resolutions of
∆φ and ∆η.
In the initial reconstruction, electromagnetic clusters
are required to have transverse energy EuncT > 1.5 GeV
and EM fraction fEM > 0.9. If the cluster has a track
matched to it, it is considered a candidate electron.
The energy of an electron Ee,unc is defined as the sum
of the energies in all four electromagnetic calorimeter
(EM1 to EM4) and first fine hadronic layer (FH1) cells
in the 13 towers of the electron cone (Fig. 5) centered on
the tower with the highest transverse energy:
Ee,unc =
∑
i
Eunci . (11)
The FH1 layer is included to more fully contain the elec-
tromagnetic shower. The corrected electron energy Ee is
defined by applying the energy loss correction (Sec. V).
In this analysis, the direction of the electron is always
taken to be the direction of the matched track:
θe = θtrack,
φe = φtrack.
The track direction is determined with a resolution of
0.002 rad in θ and 0.0004 rad in φ, which have a negligi-
ble impact on this measurement. The momentum of the
electron, neglecting its mass, is given by
~p e = Ee
sin θe cosφesin θe sinφe
cos θe
 ,
and the transverse energy of the electron is defined as
EeT = E
e sin θe. Corresponding to this definition, the
uncorrected transverse energy of the electron is given by
Ee,uncT = E
e,unc sin θe.
B. Vertex Reconstruction
The coordinate of the W boson production vertex
along the beam line, zV , is determined either using the
standard D0 vertex algorithm (which uses a Kalman fil-
ter algorithm [41]), or is taken as the point of closest
approach of the electron track to the beam line if this
electron track vertex position differs by more than 2 cm
from the point selected by the vertex algorithm. For Z
boson events, zV is taken to be the average of the two
points of closest approach of the electron tracks.
C. Uncorrected Missing ET and Recoil
Reconstruction
The uncorrected missing energy vector in the trans-
verse plane is calculated by taking the vector sum
~/E
unc
T = −
∑
i
Eunci sinθi
(
cosφi
sinφi
)
= −
∑
i
~E i uncT , (12)
where the sum runs over all calorimeter cells that were
read out except cells in the coarse hadronic calorimeter
and ICD. Here, the Eunci are cell energies, and φi and θi
are the azimuthal and polar angle of the center of the cell
i with respect to the vertex.
The recoil transverse momentum ~uT for W/Z boson
events is calculated from the ~/ET and the electron trans-
verse momentum:
~u uncT = −~/E
unc
T −
∑
e
~p e uncT . (13)
The average energy deposition in the calorimeter cells
away from the electron cluster is usually small. Thus,
a hadronic energy scale would be dependent on specific
details of the readout noise and suppression algorithms.
Since these details are not correlated with theW/Z event
and vary with the run condition, we choose not to use a
hadronic energy scale correction for the recoil pT , and
thus:
~uT ≡ ~u uncT . (14)
D. SET Reconstruction
The scalar sum of the transverse energies of all
calorimeter cells is defined as:
SET =
∑
i
Eunci sin θi, (15)
excluding cells inside the electron reconstruction cluster,
from the coarse hadronic calorimeter and from the ICD
detector.
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E. Corrected /ET Reconstruction
The corrected ~/ET is calculated from ~uT and corrected
~p eT . For W → eν events,
~/ET = −~uT − ~p eT , (16)
and for Z → ee events,
~/ET = −~uT − ~p e1T − ~p e2T . (17)
F. Event Selection
We select Z → ee and W → eν candidate events using
the decay electrons and the /ET . The vertex is required to
be within |zV | < 60 cm. The following electron require-
ments are applied to the reconstructed electron with the
highest pT forW → eν candidate events and the two elec-
trons with the highest pT for Z → ee candidate events.
• fEM > 0.9, fiso < 0.15.
• HMatrix7 < 12 in CC and HMatrix8 < 20 in EC
(the EC electrons are used for tag and probe stud-
ies).
• Regions near the edges of a calorimeter EM module
in φ are excluded, see Sec. VII B 5.
• peT > 25 GeV.
• The associated track must have pT > 10 GeV, a
track match with a probability of P (χ2TM) > 0.01
(see Sec. IVA), and at least one SMT hit. No re-
quirement is made on the number of CFT hits.
Z → ee candidate events are selected by requiring:
• At least one electron passes the trigger require-
ments of all three trigger levels.
• Electron |ηdet| < 1.05, except for studies of the elec-
tron efficiency, where one electron can be in the EC
region 1.5 < |ηdet| < 2.5.
• uT < 15 GeV.
• 70 < mee < 110 GeV.
W → eν candidate events are selected by requiring:
• The electron must pass the trigger requirements of
all three trigger levels.
• /ET > 25 GeV.
• Electron |ηdet| < 1.05.
• uT < 15 GeV.
• 50 < mT < 200 GeV.
After the selections, 54,512 candidate Z → ee events
remain with both electrons in the CC, which we use to
determine the EM calibration, and 1,677,489 candidate
W → eν events remain that are used to determine MW .
V. UNINSTRUMENTED MATERIAL
CORRECTION TO THE ELECTRON RESPONSE
Figure 6 shows an overview of the material in front
of the CC cryostat. An electron traveling from the in-
teraction point to the CC at normal incidence encoun-
ters about 3.7 radiation lengths (X0) of material before
reaching the first active layer of liquid argon: 0.2X0 in
the inner detector, 0.9X0 in the solenoid, 0.3X0 in the
preshower detector plus 1.0X0 in the associated lead, and
1.3X0 in the cryostat walls plus related support struc-
tures. As a consequence of the uninstrumented material
in front of the CC, the measured response to incident
electron energy has a significant non-linear dependence
on the true energy and the angle of impact. In this sec-
tion we describe the derivation of the corrections to the
electron response that are applied to data to account for
the uninstrumented material. This correction is derived
from a simulation of the detector response to electrons
in which the shower description has been improved rel-
ative to the standard geant3 [42] description and the
amount of uninstrumented material has been tuned. The
uninstrumented material tuning was derived with the
Z → ee data sample of the 1 fb−1 (Run IIa) analysis [26]
and re-validated for this analysis (Sec. VE). A compre-
hensive account of the calibration method can be found
in [43, 44].
FIG. 6: Overview of the material in front of the CC. This
drawing shows a cross sectional view of the central tracking
system in the x - z plane. Also shown are the locations of the
solenoid, the preshower detectors, luminosity monitor, and
the calorimeters.
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A. Improvements in the Simulation of
Electromagnetic Showers
Because of the large amount of material preceding the
active layers of the calorimeter, a precise simulation of
the electromagnetic shower is needed to ensure accept-
able understanding of the electron energy reconstruction
as a function of true energy and angle of incidence. Sev-
eral improvements are needed to the standard geant3
simulation to have a good description of the energy de-
position and depth of the shower.
To improve the transport algorithm for low energy par-
ticles in the shower, we configure geant3 to evaluate
steps as small as 10−7 cm in the tracking of particles [45].
We also force the maximum step length to be smaller
than 10−1 cm. These modifications are chosen so that
the Molie`re theory of multiple scattering is guaranteed
to be valid in our simulation [46, 47].
The standard geant3 parametrizations for
bremsstrahlung and pair creation cross sections in
matter are also insufficiently precise. We replace
these with tables of cross sections from [48] and [49],
respectively.
Finally, the low energy cut-off for explicit simulation
of δ-rays was lowered from 1 MeV to 10 keV. This was
necessary to obtain an adequate description for the local
energy deposition of low energy electrons and photons,
especially near the uranium–liquid argon boundary [50].
B. Observables Used for Tuning the Simulation
To estimate the contribution of uninstrumented ma-
terial, we exploit the segmentation of the calorimeter
readout by studying the EM layer energy fractions, i.e.,
the fraction of the measured electron energy deposited in
each one of the layers EM1, EM2, EM3, EM4, and FH1.
The depositions in EM4 and FH1 give contributions that
are negligible in the tuning procedure.
Electrons produced at different angles cross different
amounts of uninstrumented material and the fraction of
energy deposited in each layer will therefore be different,
as shown in Fig. 7. We split the Z → ee event sample
into categories based on electron η. We define five bins
of |η| used as a measure of the angle of incidence on the
uninstrumented material. The definition of the bins is
given in Table I. We classify a Z → ee event into one of
15 distinct categories shown in Table II according to the
|η| bins of the two electrons. We do not distinguish be-
tween the leading and the subleading electron transverse
momentum to avoid consideration of the calorimeter en-
ergy corrections that we are trying to determine.
We compare the mean of the EM layer energy frac-
tion distribution for each layer in each category between
Z → ee data and the full MC simulation using the im-
proved shower simulation described in Sec. VA. As can
be seen in Fig. 8, the agreement between the EM frac-
tion from electrons produced at different angles is poor
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FIG. 7: The average shower energy deposition profile (along
the shower axis) of electrons with E = 45GeV simulated using
the GFlash parametrization [51]. The depth of each readout
section of the central calorimeter is indicated for an electron
with (a) normal incidence η = 0 and with (b) non-normal
incidence η = 1.
TABLE I: Definition of bins in electron |η| used for uninstru-
mented material studies.
Bin Number η range
Bin 0 |η| < 0.2
Bin 1 0.2 ≤ |η| < 0.4
Bin 2 0.4 ≤ |η| < 0.6
Bin 3 0.6 ≤ |η| < 0.8
Bin 4 0.8 ≤ |η|
in each layer. The differences arise from inadequacies in
the D0 material model included in the full MC.
C. Improvements in the D0 Material Model
As shown in Fig. 8, the data have a higher deposition
in EM1 than the MC, so additional uninstrumented ma-
terial must be added in front of the calorimeter to the
detector model in the full MC. We choose a relatively
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TABLE II: Definition of the di-electron η categories for Z →
ee events.
Category Combination of electron η bins
10 0, 0
11 0, 1
12 0, 2
13 0, 3
14 0, 4
15 1, 1
16 1, 2
17 1, 3
18 1, 4
19 2, 2
20 2, 3
21 2, 4
22 3, 3
23 3, 4
24 4, 4
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FIG. 8: [color online] The ratio of data to simulation for
the means of the EM layer energy fraction distributions in
Z → ee events for each of the first three EM layers and each
of the 15 η categories shown before the correction described
in Sec. VC is applied. Each of the three horizontal lines indi-
cates the result of a fit of a common constant to the 15 data
points from a given EM layer.
low atomic number material, copper, and add it to the
simulation inside the solenoid. The shape of the copper
is a cylindrical shell with the same axis as the solenoid
and uniform thickness. Along the z direction, it extends
over the length of the solenoid. The shape of the missing
material is driven by the observation that the materials
in front of the central calorimeter have a geometry that
is close to cylindrical.
We use the improved geant3 model described in
Sec. VA to simulate the electrons from Z → ee events.
For these events, the thickness of the additional copper
material is varied. We then build a parametrized model
of the mean EM layer energy fractions and the fluctu-
ations around the average as a function of the copper
thickness. As shown in Fig. 8, we fit the ratio of the
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FIG. 9: [color online] Fit for nX0, the amount of uninstru-
mented material (in radiation lengths) added to the nom-
inal material in the improved simulation of the D0 detec-
tor. The solid and dotted vertical lines show the best fit
and one standard deviation uncertainties for nX0. This fit
is performed with the Z → ee data sample from our 1 fb−1
measurement [26].
mean EM layer energy fraction in data to that in MC as
a function of the Z → ee event category to a constant for
each of the first through third EM layers. We then form
a total χ2 from the sum of the individual χ2 values from
the three layer fits:
χ2 =
∑
layer(i)
∑
categ(j)
[
fEMLij − f¯ EMLi
σEMLij
]2
, (18)
where fEMLij (and σ
EML
ij ) are the data/full MC ratios of
the mean EM layer energy fraction deposited by elec-
trons with category j at layer i (and associated uncer-
tainty), and f¯ EMLi is the mean value of f
EML
ij for layer
i. This is shown as a function of the thickness of the
additional copper material in Fig. 9. The thickness of
the cylinder is given as a multiple nX0 of the thickness
of one radiation length X0 of copper. This figure also
shows the parabolic fit giving the minimum χ2 corre-
sponding to the final thickness used in our tuned simula-
tion, nX0 = 0.1633±0.0095. Because of the small energy
deposit in EM4, we do not include it in our fits.
As a cross check, we repeat the fit for nX0 separately
for each of the three layers. The results are summarized
in Fig. 10. Good agreement is found between the over-
all fit and the results of the individual layers. The ra-
tio of mean EM layer energy fraction in data to that in
full MC after adding the missing material is shown in
Fig. 11. We interpret the deviations from unity as layer-
intercalibration gain factors, which are applied during
data reconstruction to have agreement with the detailed
simulation.
Figure 12 shows the data/full MC ratio of the mean
EM layer energy fraction for electrons from W boson de-
cays, using the same binning as in Table I, after adding to
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FIG. 10: [color online] Stability check: results of the fit for
nX0, performed separately for each of the three layers (EM1,
EM2, and EM3). The result of the combined fit is also shown
for comparison.
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FIG. 11: [color online] The ratio of data to simulation for
the means of the EM layer energy fraction distributions in
Z → ee events for each of the first three EM layers and each
of the 15 η categories shown after the correction described in
Sec. VC is applied. Each of the three horizontal lines indi-
cates the result of a fit of a common constant to the 15 data
points from a given EM layer.
the simulation the copper cylinder with thickness derived
above and the layer intercalibration factors. Because of
the larger number of W → eν events, it is possible to
see non-statistical deviations from unity. These system-
atic deviations are an indication that the assumption of
a cylindrical shape for the missing material is not per-
fect. Nevertheless, the mean values of the ratio across
the central calorimeter are consistent with unity in EM1,
EM2, and EM3.
Figure 13 shows the mean values of the data/full MC
ratio of the mean EM layer energy fraction for electrons
from W decays and the relative contributions for its un-
certainty from theW sample size, from the Z sample size
through the uncertainty in the thickness of the copper
cylinder added to the simulation, and from the limited
number of full MC events simulated with the improve-
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FIG. 12: [color online] The data/full MC ratios for the means
of the EM layer energy fraction distributions in W → eν
events for the (a) EM1, (b) EM2, and (c) EM3 layers. The
ratio is shown in five electron η bins. The thick horizontal
lines indicate the average ratio across the central calorimeter
and the yellow band represents the systematic and statistical
uncertainty in the mean.
ments described in Sec. VA.
The precision of the measurement of the material in
front of the calorimeter contributes directly to the en-
ergy measurement of the electron and therefore to the
W boson mass. Our measurement of MW depends criti-
cally on the assumption that the calibration made at the
Z boson mass is valid at the W boson mass scale. A
mismeasured material distribution would be the primary
source of a non-linearity in this scaling. The uncertainty
on the W boson mass arising from the material tune is
derived by varying the additional material by ±1 stan-
dard deviation (shown in Fig. 9) and recalibrating the
EM calorimeter for each variation. We build fast MC
models of the response considering the combination of
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FIG. 13: [color online] The mean data/full MC ratio for the
means of the EM layer energy fractions, for electrons from
W → eν decays, in each of the three first layers of the EM
calorimeter. The innermost error bar (red) indicates the un-
certainties from the W boson sample size. The middle error
bar (green) indicates the quadrature sum of the uncertainty
from the W boson sample size with the one from the Z boson
sample size, determined from the uncertainty in the thickness
of the added material. Finally, the outermost error bar (blue)
represents the quadrature sum of the two previous uncertain-
ties with the one arising from the limited number of full MC
events. In all three layers, the ratio is consistent with unity
when all uncertainties are considered.
the material variation and impact of calibration proce-
dure.
The fast MC models resulting from ±1 standard vari-
ations in the additional material are used to generate W
boson events. The mT , p
e
T , and /ET distributions from
these events are fit to templates generated with the stan-
dard parameterization and the resultingMW is compared
to the input mass. We find shifts of 4 MeV using the mT
distribution for the fit, 6 MeV using the electron peT dis-
tribution, and 7 MeV for the /ET distribution.
D. Energy Loss Corrections
The average electron energy loss is recovered with cor-
rection functions determined using full MC samples of
single-energy electrons with incident energies from 1 GeV
to 135 GeV and applying the improvements described
above. The precision of the corrections is therefore lim-
ited by the statistical precision of the full MC sample.
As will be discussed in Sec. VIIC 4, the final tuning
of the electron energy response using Z → ee events
from the data fixes some imperfections in the energy-
loss parametrization, for example, a global scale shift in
the energy-loss function.
Because of the difference between the Z and W boson
masses, the electrons from Z → ee decays populate one
band in Ee versus η space and electrons from W → eν
populate another band (see Fig. 14). If the energy de-
pendence of the energy loss correction is not correctly
derived, the energy scale tuned on Z → ee events will
be slightly incorrect when applied to W → eν events.
To estimate this effect, we calculate the mean difference
between reconstructed and true electron energies, divide
it by the true energy for electrons from W → eν events,
and subtract the same quantity calculated using electrons
from Z → ee decays. The difference between the two
averages reflects the imperfection of the energy loss cor-
rections that cannot be corrected by the final tuning in
the fast MC. The result is shown in Fig. 15. In order to
estimate a systematic uncertainty for this imperfection
in the energy loss corrections, we translate the difference
between the corrections inW → eν and Z → ee events as
an electron energy shift in fast MC pseudo-experiments.
After propagating the shift to the W boson mass, we as-
sign an uncertainty of 4 MeV for the fit with the mT , p
e
T ,
and /ET observables.
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FIG. 14: [color online] The mean electron energy versus η
for electrons from W boson (black solid line) and Z boson
(red dashes) events. The thin lines indicate the one standard
deviation bands of the energy distributions versus η.
E. Validation of Analysis for 4.3fb−1 Data Set
The uninstrumented material correction presented
here is derived with the Z → ee data sample of our
1 fb−1 analysis (Run IIa). It is used again here, for the
analysis of the Run IIb data corresponding to 4.3 fb−1,
because the distribution of EM layer energy fractions is
essentially identical to the distribution of EM layer en-
ergy fractions in the Run IIa measurement. There are
two differences between the running conditions during
Run IIa and Run IIb relevant to EM showers:
• Increased pileup in Run IIb.
• Insertion of an inner silicon tracking layer (L0) be-
tween Run IIa and Run IIb (≈ 0.003 X0).
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FIG. 15: (a) The true energy spectrum for electrons in sim-
ulated W boson events that pass the full selection after re-
construction, and (b) the mean ratio of measured minus true
energy to the true energy for electrons from Z → ee events
minus the same quantity for electrons from W → eν events
as a function of true electron energy.
The inclusion of L0 represents a small contribution to the
total amount of uninstrumented material when compared
to the CFT, solenoid, CPS, and cryostat, all of which
remained unchanged throughout Run II.
Figure 16 shows the contribution from extra pp inter-
actions and noise to the mean EM layer energy fractions
in Z → ee events, estimated separately for Run IIa and
Run IIb. Figure 17 shows the EM layer energy fraction
distributions in Z → ee data for Run IIa and Run IIb,
after correcting the Run IIb data by the Run IIa/Run IIb
ratio from Fig. 16. The differences between Run IIb and
Run IIa EM layer energy fractions are compatible with
statistical fluctuations from the size of the Z → ee data
sample, with χ2 of 13.5, 23.0 and 22.0 for 15 degrees of
freedom in EM1, EM2, and EM3, respectively.
VI. GENERATORS FOR FULL AND FAST
SIMULATION
The initial step in constructing templates for extract-
ing the W boson mass is simulation of vector boson
production and decay kinematics. The complete list of
event generators used in this analysis is shown in Ta-
ble III. We use the resbos [52–54] program coupled
with the CTEQ6.6 NLO parton distribution functions
(PDFs) [55] as the standard event generator. resbos
provides a good description of the dominant QCD effects,
namely the emission of multiple gluons, that influence the
shape of the boson pT distribution at low boson pT . The
W boson pT spectrum has a significant impact on the
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FIG. 16: [color online] Each line represents the ratio of the
mean EM layer energy fractions simulated with zero-bias over-
lay to the same sample simulated without overlay. It repre-
sents the contribution from extra pp interactions and noise to
the mean EM layer energy fractions, which is determined sep-
arately for the Run IIa sample (dotted lines) and the Run IIb
sample (continuous lines). The ratio between the continous
to the dashed line is used as a correction factor to the EM
layer energy fractions measured in Run IIa when comparing
them to the Run IIb fractions (Fig. 17).
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FIG. 17: [color online] Ratio of the means of the EM layer
energy fraction distributions in Z → ee events between the
Run IIa analysis and the present Run IIb analysis, separately
for each of the four EM layers and each of the 15 standard
η categories.
generated peT and p
ν
T spectra. Its accurate description is
an important ingredient of the MW measurement.
The dominant effect from EW corrections on the MW
measurement arises from radiation of a single photon
from the final state charged lepton. This process is sim-
ulated by combining resbos with photos [59].
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TABLE III: Event generators for W boson and Z boson pro-
cesses used in this analysis. pythia is used for the full MC
closure test and for estimating PDF uncertainties. wgrad
and zgrad are used only for estimation of QED theory un-
certainty.
Tool Process QCD EW
resbos W ,Z NLO -
pythia W ,Z LO QED FSR
wgrad W LO complete O(α)
zgrad Z LO complete O(α)
photos QED FSR
A. QCD Corrections and Boson pT
resbos uses the triple differential cross section
d3σ/dpT dy dM for Z/γ
∗ andW boson production, where
pT is the boson transverse momentum, y =
1
2 ln[(E +
pz)/(E − pz)] is the boson rapidity, and M is the bo-
son mass. The triple differential cross section is tab-
ulated on a grid for discrete values of pT , y, and M .
They are calculated using the CSS pT resummation tech-
nique [56, 57] for low boson pT matched to a fixed order
calculation at high pT . The resummation is performed
in impact parameter space with Sudakov exponents cal-
culated to NNLL precision and Wilson coefficients calcu-
lated to NLO precision. At large impact parameters, the
perturbative calculation is modified by a phenomenologi-
cal non-perturbative factor. In this measurement, we use
the BNLY [58] parametrization for the non-perturbative
factor which is a function of three variables, g1, g2, and
g3.
The observed boson pT spectrum in this measurement
is mostly sensitive to g2 and has very limited sensitivity
to the other non-perturbative parameters and scales in
the cross section. Therefore, we take the uncertainty
in g2 as representative of the boson production model
uncertainty. We use the world average for g2 [58], and
the uncertainty is propagated using pseudo-experiments
generated by varying g2 within its quoted uncertainty.
We find uncertainties of 2 MeV, 5 MeV, and 2 MeV for
the mT , p
e
T , and /ET fits, respectively.
B. Electroweak Corrections
In our fast MC, care is taken to model the EW cor-
rections to W boson production and decay as well as
the detector response to the emitted photons. The most
important correction is the real emission of final state
photons, since it takes away some of the energy of the
electron, and the invariant mass of the electron and neu-
trino will be smaller than the W boson invariant mass,
biasing the measurement.
As discussed above, we use photos to simulate the
leading effects of real photon emission. To estimate the
uncertainties from this modeling, we explore the differ-
ence between the shower simulation done by photos and
the EW NLO calculation available in wgrad [60] and
zgrad [61]. In the shower simulation done by PHO-
TOS, a final state radiation (FSR) emission probability
kernel is introduced that is accurate only in the collinear
limit. In the NLO simulation done by wgrad and
zgrad, all one-loop real and virtual contributions are
considered, including interference terms, but a soft and
a collinear cutoff are introduced to avoid infrared diver-
gencies. wgrad and zgrad cannot be used to measure
MW , since they do not include higher-order QCD cor-
rections, but are adequate to estimate the purely EW
uncertainties.
wgrad allows both shower and EW NLO calculations.
We generate pseudo-experiments using both options and
fit them against templates prepared with photos. The
difference of the fitted MW is taken as a measure of the
uncertainty and is found to be 5 MeV for the mT , p
e
T
and /ET fits.
To estimate the uncertainty in the EW NLO calcula-
tion itself, we study the dependence of the measuredMW
on the soft and collinear cutoffs. No variation is observed
by changing the collinear cutoff, but a non-negligible ef-
fect is seen when varying the soft cutoff. We consider the
difference between the cutoff at 10 MeV and at 800 MeV
as an estimation of the uncertainty due to higher-order
corrections [62]. We find shifts of 2 MeV, 1 MeV, and
3 MeV for the mT , p
e
T , and /ET fits, respectively.
Finally, an experimental scale is also present in the
FSR simulation: the radius of the cone used as the
boundary between photons whose energy is detected as
part of the electron cluster or as part of the unclus-
tered recoil. The simulation uses the value ∆R = 0.3
as standard, and we vary it by the size of a cell of the D0
calorimeter, between ∆R = 0.2 and 0.4, to estimate the
uncertainty coming from this experimentally introduced
scale. We find uncertainties of 1 MeV, 1 MeV, 5 MeV for
the mT , p
e
T , and /ET fits, respectively.
C. Parton Distribution Functions
The MW measurement is sensitive to PDF varia-
tions because of the limited detector acceptance and the
thresholds on the selection of the decay products kine-
matics. In the ideal case of full pseudorapidity accep-
tance by the detector and no kinematic cuts, the lack
of knowledge of the PDFs would introduce a negligible
uncertainty on MW . We determine the systematic un-
certainty arising from the PDFs using pythia and the
CTEQ6.1 PDF set [63], which is available at LO. We
generate pseudo-experiments using the 40 members of
the CTEQ6.1 error set, each of which corresponds to a
one-sided uncorrelated variation of the effective χ2eff used
for the PDF determination. The variation adopted in the
CTEQ6.1 error set corresponds to ∆χ2eff = 100. Studies
from the CTEQ collaboration show that a 90% C.L. can
be achieved with ∆χ2eff between 100 and 225, depending
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on the specific experiment in the global analysis [64, 65].
The pseudo-experiments from each of the 40 members
of the error set are compared to mass templates gener-
ated using the nominal set. Following the CTEQ pre-
scription, we take the average of the two-sided variation
|M+−M−|/2 as the estimate of the uncertainty for each
uncorrelated combination of the PDF parameters. The
total uncertainty is determined with the prescription:
∆MW =
1
1.64
√√√√ 20∑
i=1
(
M+i −M−i
2
)2
, (19)
where the factor 1/1.64 brings the coverage of the uncer-
tainty to 68% C.L.
The final PDF uncertainties are found to be 11 MeV,
11 MeV, and 14 MeV for the mT , p
e
T , and /ET methods.
These values are slightly larger than those in our Run
IIa measurement [26], which uses exactly the same pre-
scription, due to the deterioration of our hadronic recoil
resolution at higher luminosity.
VII. DETERMINATION OF THE FAST
SIMULATION PARAMETERS
As described in Sec. II C, W (Z) events are charac-
terized by the measurements of the electron(s) and the
hadronic recoil in the event. Our fast simulation is de-
signed to reproduce these measurements and their cor-
relations starting from the four-vectors provided by an
event generator (Sec. VI). The simulation consists of four
parts: (1) simulation of the vertex z coordinate, (2) sim-
ulation of the electron reconstruction and identification
efficiency, (3) simulation of the electron energy measure-
ment, and (4) simulation of the hadronic recoil energy
measurement. The vertex z coordinate is needed to pre-
dict the detector regions with which the electrons inter-
act when computing efficiencies and reconstructed en-
ergy. In our fast simulation, photons within the electron
energy reconstruction cone (Fig. 5) of a parent electron
are merged back into the electron, treating the resulting
electron plus photons system as the reconstructed elec-
tron. This procedure takes into account the reconstruc-
tion inefficiency induced by the photons as well as the
probability of low energy photons to reach the calorime-
ter. Photons far from electrons are reconstructed as part
of the recoil system and are so described in our fast sim-
ulation.
Here, we describe the models used in the fast MC to
simulate data and full MC. Separate tunes are required
for data and for full MC because our full MC does not
describe our data with an accuracy sufficient to measure
MW . We perform the full measurement of MW twice:
once using as input full MC and once with data. By
treating the full MC events as data and using the same
parametrized detector model, but with different parame-
ters, we validate our experimental procedure. In our full
MC measurement, we obtain a difference of our measured
Z mass from the input mass of −3 ± 4 MeV and a dif-
ference of our measured W mass from the input mass of
−2± 5 MeV from the fit to the mT distribution, −2± 5
MeV from the fit to the peT distribution, and +5±6 MeV
from the fit to the /ET distribution. These uncertainties
are statistical, reflecting the size of the full MC sample.
A. Vertex Parametrization
We select only events with vertex position |zV | < 60 cm
and electrons with |ηdet| < 1.05 for the final analysis.
Since the electron ηdet depends on the electron η and
the vertex position, we need a model that can be used
in the fast MC to predict the vertex distribution. The
beam shape is modeled as a product of a Gaussian bunch
length with a Lorentzian shape set by the accelerator β∗
functions in both transverse directions. The parameters
are determined from fits to the vertex distribution for
randomly triggered beam crossings.
B. Electron Efficiency Parametrization
The mT , p
e
T , and /ET distributions are modified by
inefficiencies in electron identification that depend on
the event kinematics and on the hadronic environment.
These effects introduce biases in the measuredMW which
must be accounted for. We accomplish this by building
an efficiency model in the fast MC that reproduces the in-
efficiencies effects. In this section we discuss the compo-
nents of the fast MC model used to predict the combined
electron reconstruction and identification efficiencies. We
begin by giving an overview of the model, then discuss
each of the components, and end with a discussion of the
model validation.
The efficiency model begins by describing the effect of
FSR photons in the electron reconstruction and identi-
fication efficiency. Then, from Z → ee data, we deter-
mine the effect of known sources of inefficiency, such as
those arising from the trigger system or from the HMa-
trix, isolation, EM fraction and track matching require-
ments. The collective effect from other sources of inef-
ficiency, such as pile-up, is modeled using full MC sim-
ulation. In the last step, data control samples are used
again to provide final corrections to the full MC model.
The final corrections are small because the full MC used
as reference has collider data zero-bias events added to
the simulated hard scatter. These zero-bias events are
added to the low-level channel information without zero-
suppression, allowing for the modeling of the impact of
hadronic energy in the reconstruction and identification
of electrons, which is the leading source of inefficiency in
a high instantaneous luminosity environment.
The electron identification efficiency model must be
multi-dimensional and must depend on all quantities that
introduce biases in the reconstructed MW . In the ideal
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case, a single multi-dimensional efficiency would depend
on all necessary variables and automatically include all
correlations. However, the Z → ee control data sam-
ple is not large enough to establish a model by binning
the efficiency in all relevant variables to derive a single
function. Many of the dependencies are, however, largely
uncorrelated with each other, and our full MC program
can describe parts of the efficiency reasonably well.
The overall efficiency ǫ can be written as a product of
several terms:
ǫ = ǫtrig(p
e
T ) × ǫFSR(X,∆R, η,Ee) × ǫtrk(zV , η, peT ) × ǫEMID(ηdet, peT ) × ǫφmod(φmod)
× ǫφ(φe) × ǫhad(SET, peT , ηdet, L, u‖) × R1(SET, L) × R2(u‖), (20)
in which ǫtrig measures the trigger efficiency for record-
ing events in the sample, ǫFSR the efficiency arising from
radiated photons, ǫtrk the efficiency of the track selection
requirement, ǫEMID the efficiency of the calorimetric re-
quirements used in the electron selection, and ǫφmod the
efficiency loss caused by the calorimeter module bound-
aries. The efficiency ǫφ models the electron φ dependent
efficiency and ǫhad the effect on electron finding arising
from hadronic activity in the event. The term ǫhad also
describes the effect of multiple pp interactions on the elec-
tron identification.
Finally, R1(SET, L) is introduced to account for imper-
fections in the efficiency description in full MC at high
instantaneous luminosity, especially the one related to
track matching, while R2(u‖) is introduced to describe
the fine details of the hard recoil (see Sec. VIID 1) in
the electron identification and reconstruction efficiency
that were not fully described by the hadronic energy de-
pendent efficiency. The correction R1 is derived from a
comparison of the efficiency in data and full MC, while
R2 is derived from a comparison of the efficiency between
data and fast MC in which all previously determined ef-
ficiencies are applied to the fast MC. We describe each
of these efficiencies in the following sections. The overall
normalization of the total efficiency does not enter this
analysis because the fast MC yields are always normal-
ized to the data or full MC yield.
1. Trigger Efficiency
Events used in this analysis must satisfy one of the
single-electron triggers described in Sec. III. For this
analysis, a one-to-one correspondence between a run
period and a specific trigger is enforced. To achieve
correspondence, we choose the lowest pT threshold un-
prescaled trigger available for the period. The efficiency
for any of these three triggers will be less than unity
near the threshold because the measured energy differs
between the trigger system and the offline reconstruction
program. The efficiency modeling these effects, ǫtrig, is
thus a function of electron pT .
A tag and probe method is used with data Z → ee
candidate events to measure the trigger efficiency as a
function of peT . We require one electron (the tag) in a
Z → ee event to pass all selection requirements includ-
ing the trigger. The other electron (the probe) is initially
required to pass the full selection except a requirement
regarding the trigger. The efficiency is then determined
from the rate of electrons passing the trigger whose effi-
ciency is being measured. For this efficiency determina-
tion, we allow the tag electron to be in the EC to gain
statistics, but the probe electron must be in the CC.
The resulting measured efficiency is shown in Fig. 18
for each of the three triggers. When simulating the trig-
ger in the fast MC, a mix of the three efficiencies is used
such that each replicates the frequency in data as deter-
mined from the integrated luminosity exposure for each
trigger. This efficiency is only used when using the fast
MC to simulate events for comparison to collider data.
It does not apply to the full MC analysis.
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FIG. 18: Trigger efficiency as a function of peT for the three
triggers used.
2. FSR Efficiency
Radiated photons (FSR) close to or inside the
electron reconstruction cone will affect the electron
identification efficiency because of isolation, shower
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shape and track matching requirements. To account
for these effects, we introduce an electron efficiency
ǫFSR(X,∆R, η,E
e). Here, X is the fraction of the
electron energy carried by the photon and ∆R =√
[φ(e) − φ(γ)]2 + [η(e) − η(γ)]2 measures the separa-
tion between the electron and photon.
The parametrization is derived by studying the elec-
tron reconstruction efficiency using two full MC samples:
one with single electrons having the kinematics of those
from W → eν decay that are accompanied by FSR pho-
tons, and a second sample that includes exactly the same
events as the first one, except that the FSR photon en-
ergy has been added to the energy of the electron, and
the photons themselves are removed. Both samples have
zero-bias event overlay, and the same zero-bias event is
overlaid on a given W boson event in each of the two
samples. The ratio of the electron yields in the first sam-
ple to that in the second sample defines this efficiency.
The efficiency is determined in bins of the four variables,
X , ∆R, η, and Ee. Figure 19 shows examples of the
electron reconstruction efficiency versus X in twelve ∆R
bins. The shapes of these efficiencies as functions of X
and ∆R are primarily a combination of effects of the
photon distorting the cluster shower shape and cluster
centroid position, causing the EMID or track match re-
quirements to fail, and of the photon carrying sufficient
energy that the electron fails either the track or cluster
pT requirement.
The efficiency in the first three ∆R bins is mainly
driven by the track matching requirement and, to a lesser
extent, by the shower shape requirement. While the pho-
ton is still close enough to the electron for most of its en-
ergy to be deposited in the same reconstruction cone, the
shower shape at large values of X becomes too different
from that expected for a single electron, and, more im-
portantly, the calorimeter-based estimate of the cluster
position deviates significantly from the track-based ex-
pectation. In intermediate ∆R bins, the photon is in the
region that interferes with the cluster isolation require-
ment. The peak at intermediate values of X separates
the regimes in which the cluster is reconstructed around
the electron or around the photon. In the last three ∆R
bins, the photon is far away from the electron cone and
does not directly interfere with the electron reconstruc-
tion.
3. Track-Matching Efficiency
The track-matching efficiency ǫtrk(zV , η, pT ) is de-
scribed as a product of two efficiencies, one expressed
as a function of zV and η and the second expressed as
a function of pT and η. The first of these is derived
using the tag and probe method applied to Z → ee can-
didate events. The probe electron is initially required
to pass all selections except the tracking requirements.
The resulting efficiency is shown in Fig. 20. Because this
is derived for both variables simultaneously, the corre-
lations are automatically included. The second function
describes the pT dependence and correlation with η of the
track requirements. Because of the limited size of the Z
boson sample, the dependence is derived from full MC.
It is modeled with an η-dependent logarithmic function
ǫtrk(zV , η, pT ) = ǫtrk(zV , η)× [p0(η) + p1(η) log(pT )], and
shown in Fig. 21 for different η regions. It is interpreted
as a perturbation over the efficiency ǫtrk(zV , η), without
changing the relative normalization in each η region.
4. EM Identification Efficiency
The efficiency accounting for the EM cluster finding,
HMatrix, isolation, and EM fraction requirements is de-
rived from Z → ee data, again using the tag and probe
method. For this determination, the probe object is a
track that passes the tracking requirements, and the in-
variant mass of the track and tag electron is required to
be consistent with that of a Z boson.
5. Electron φmod Efficiency
The D0 calorimeter has 32 EM modules in the CC re-
gion. Each module is two cells wide, hence has a width of
2π/32 ≈ 0.2 radian in φ. Between any two adjacent mod-
ules, there is an uninstrumented region (crack) of width
of ≈ 0.02 radian in φ. An intra-module φ variable φmod
is defined as the fractional part of 32φ/2π. This variable
measures the angular position within any module as a
fraction of module width (with 0 ≤ φmod ≤ 1). Each of
the EM1, EM2, and EM4 layers in an EM module con-
sists of two readout cells. The central value φmod = 0.5
corresponds to the inter-cell boundary in φ and values
close to 0 and 1 are the module edges. The EM3 layer
is segmented twice as finely in both η and φ (0.05 radian
wide). The φmod values at 0.25, 0.5, and 0.75 correspond
to the inter-cell boundaries of EM3.
Because of cell boundaries inside and uninstrumented
regions outside an EM module, the reconstructed elec-
tron cluster center φEM is biased away from these re-
gions. Figure 22 shows the φEMmod shift, φ
EM
mod − φtrkmod as a
function of φtrkmod, which is calculated from the track φ ex-
trapolated to the depth of EM3. Since φtrkmod is unbiased
by calorimeter uninstrumented regions, we see a strong
tendency for the φEMmod to move away from these regions,
resulting in a bias in the EM cluster center. We also ob-
serve direction biases near the inter-cell boundaries with
a complicated structure that arises from the sharing of
shower energy among the EM3 cells used to define the
calorimeter-based φ measurement.
The φmod efficiency is derived using the tag and probe
method applied to Z candidate events and is shown in
Fig. 23. The efficiency variation with φtrkmod is small ex-
cept near the edges. We therefore apply a fiducial re-
quirement, 0.1 ≤ φtrkmod ≤ 0.9, restricting the analysis to
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FIG. 19: Electron identification efficiency for electrons accompained by FSR determined from full MC as a function of the
fraction of the energy carried by the photon. Each pane corresponds to a different ∆R region, and the distributions are
integrated over η and Ee.
the region of stable φmod efficiency.
6. Hadronic Energy Dependent Electron Efficiency
The efficiencies described thus far are directly related
to kinematic properties of the electron and radiated pho-
tons. Indirect effects arising from the presence of hadrons
in the same event have been accounted for through the
presence of the recoil and additional pp interactions in
events used to derive the efficiencies, but the indepen-
dent effects of the hadronic energy are not specifically
studied. The hadronic energy dependent electron effi-
ciency model accounts for the EM cluster reconstruction
efficiency which is strongly affected by the presence of
hadronic energy near the electron in the calorimeter cells.
It also collectively describes any residual peT and SET
dependency of the electron reconstruction and identifica-
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FIG. 20: Track-matching efficiency as a function of zV and
η in data. The efficiency is proportional to the area of the
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R
el
at
iv
e 
Tr
ac
k 
M
at
ch
in
g 
Ef
fic
ie
nc
y
0.980
0.985
0.990
0.995
1.000
1.005
1.010
1.015
1.020  < -0.9η-1.1 < 
 < -0.7η-0.9 < 
 < -0.5η-0.7 < 
 < -0.3η-0.5 < 
 < -0.1η-0.3 < 
 < 0.1η-0.1 < 
0.980
0.985
0.990
0.995
1.000
1.005
1.010
1.015
1.020
T
e (GeV)p
25 30 35 40 45 50 55 60 65 70
 < 0.3η0.1 < 
 < 0.5η0.3 < 
 < 0.7η0.5 < 
 < 0.9η0.7 < 
 < 1.1η0.9 < 
FIG. 21: The peT -dependent perturbation over the track-
matching efficiency in 11 bins of η in full MC. The slopes
change because electrons with higher energy are more easily
matched to the calorimeter cluster. This efficiency perturba-
tion is normalized at peT = 45 GeV. The total track-matching
efficiency is the product of the efficiencies shown in Fig. 20
and Fig. 21.
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FIG. 22: Average difference between φEM and φtrk in module
units as a function of φtrkmod extrapolated to EM3.
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FIG. 23: Dependence of the electron reconstruction efficiency
on the extrapolated track φmod.
tion efficiency.
The hadronic efficiency ǫhad(SET, L, u‖, p
e
T , ηdet) de-
pends on five variables, the first three being direct mea-
sures of the hadronic energy. The instantaneous luminos-
ity of the full MC event is taken from the zero-bias event
overlaid on the hard scatter. The use of SET accounts for
the impact of energy from additional interactions, and
the use of u‖ accounts for the magnitude of the hard
hadron recoil energy and its orientation with respect to
the electron. The peT dependence arises because higher
energy electrons are less affected by a fixed amount of
nearby hadronic energy than lower energy electrons. Fi-
nally, the use of instantaneous luminosity L accounts for
the different behavior of the calorimeter read out at dif-
ferent instantaneous luminosity regimes.
The efficiency is derived in a multi-step process and
uses the zero-bias-event SET and true pT of the electron
in both full MC and fast MC as observables. These vari-
ables are chosen because they are not modified during
the fast simulation and, thus, provide robust observables
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to describe the cluster reconstruction efficiency and its
dependence on the hadronic energy, especially in high
instantaneous luminosity environment. The first step is
to create a version of the fast MC that has the zero-bias-
event SET and electron true pT distribution reweighted
to agree with the full MC distribution. This provides a
high statistics target model for the fast MC.
In the next step, we compare the number of events in
the original and reweighted fast MC in bins of u‖, p
e
T ,
ηdet, and L. Their ratio is taken as the initial estimate
of the efficiency. In each bin, we compare the distribu-
tion of SET/peT between the original and the reweighted
fast MC. The ratio is smoothed using a polynomial func-
tion and the average value is shifted to one, so that it
can be interpreted as a perturbation over the initial es-
timate from the full MC. The hadronic efficiency is then
the product of the initial estimate and the SET/peT per-
turbation in each bin.
7. Electron φ Efficiency
The reconstructed electron φ distribution in W → eν
events is not uniform. Once the φmod induced effects
are incorporated, we attribute the remaining overall φ
dependence to small-scale imperfections in the detector,
primarily inefficient tracker regions and calorimeter cells,
which have no significant effect on the electron energy
scale. This efficiency is determined by dividing the φ
distribution in data or full MC by that from the corre-
sponding fast MC after including all other fast MC effi-
ciencies. Figure 24 shows this efficiency for dataW → eν
events with the maximum efficiency value normalized to
one.
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FIG. 24: The ratio data/fast MC of electron yield inW → eν
events as a function of electron φ after all other effiencies
have been applied to the fast MC. The ratio is used as a
final efficiency correction. The maximum efficiency value is
normalized to one.
8. Monte Carlo Validation
We validate our parametrized model derived from full
MC using the generator level information by studying
the efficiency as a function of the variables that are used
to parametrize it. Figures 25 and 26 show the compari-
son of the total electron efficiency, except for the trigger
efficiency whose effect is not included in the full MC sim-
ulation, as a function of true peT and ηdet in full MC and
fast MC. For electrons in Z → ee events and in W → eν
events, we observe that our efficiency model in fast MC
accurately reproduces the efficiency in full MC.
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FIG. 25: [color online] The reconstruction and identification
efficiency as a function of true peT in full MC and fast MC
for electrons in (a) Z → ee and (b) W → eν events. In
Z → ee events, when the probed electron has high peT , the
other electron in the event is soft. When the soft electron
is not properly identified, the Z → ee event is not identified
either. Thus, we observe a drop in the identification efficiency
of Z → ee events with high peT electrons, but not in W → eν
events.
We conclude that the full MC electron reconstruc-
tion and identification efficiency is well described by the
parametrized model. This validates the strategy adopted
for the derivation of the hadronic energy dependent effi-
ciency (Sec. VII B 6).
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FIG. 26: [color online] The reconstruction and identification
efficiency as a function of ηdet in full MC and fast MC for
electrons in (a) Z → ee and (b) W → eν events.
9. Residual Efficiency Corrections
The efficiencies discussed thus far assume that the full
MC can be used to accurately describe the efficiency
dependencies. After applying the above efficiencies to
the fast MC, we compare full MC or fast MC and data
to derive two independent residual efficiency corrections
R1(SET, L) and R2(u‖).
The correctionR1(SET, L) is derived by measuring the
electron identification efficiency as a function of SET and
L in both Z → ee data and full MC. The ratio of data
and full MC efficiency defines this correction. The ratios
are shown in Fig. 27 for projections on the SET and
L axes. The correction R1(SET, L) is needed only for
data analysis as a correction to the efficiency ǫhad derived
previously by comparing full MC and fast MC.
To determine R1(SET, L), rather than directly count-
ing the number of probe electrons, we study the mee dis-
tribution in bins of the variables used to parametrize the
correction. Two mee distributions are used, from a loose
sample, when the probe electron is not required to satisfy
the selection under study, and from a tight sample, when
the probe electron is required to satisfy all the selection
requirements. The Z → ee yield in each distribution is
determined by fitting the distribution to Z → ee signal
and background components.
The second residual efficiency correction, R2(u‖), ad-
dresses imperfections in the u‖ dependency of the effi-
ciency model. This is derived using the same technique
of measuring the mee distribution in bins of u‖, but tak-
ing the ratio of the efficiencies calculated in data to those
derived in fast MC Z → ee events.
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FIG. 27: [color online] Electron efficiency correction
(data/full MC) as a function of (a) SET and (b) instanta-
neous luminosity. The contribution of each electron selection
requirement to the efficiency correction is shown by the ratios
derived from samples in which only the HMatrix (blue), loose
track match (red), and tight track match (magenta) criterion
is used (see Sec. IVF for the definition of each criterion).
10. Systematic Uncertainty due to Efficiencies
The most significant efficiency-related uncertainty re-
sults from the adjustment of the final residual uncertainty
correction R2. The resulting uncertainties on MW are
1 MeV, 2 MeV, and 5 MeV, respectively, for the mT , p
e
T ,
and /ET methods.
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C. Electron Response Parameterization
The electron response model comprises three compo-
nents: the response model, the resolution model and the
underlying energy model. A short introduction to the
model is provided here, and detailed descriptions are then
given in each of the following subsections.
The response model describes the average recon-
structed electron energy for a given electron true energy.
We build a parametrized model for the contribution of
radiated photons to the reconstructed electron cluster en-
ergy, since the energy from these photons is included in
the electron energy after reconstruction. We correct for
residual luminosity and η dependencies of the response
that are not described by the data calibration. Finally,
we use Z → ee data and the measured value of the Z bo-
son mass [28–31] to calibrate the absolute energy scale.
The resolution model describes the fluctuations in the
reconstructed electron energy. The EM calorimeter sam-
pling resolution is modeled from a full MC sample that
includes the improvements described in Sec. VA. This
allows a detailed description of the dependence of the
sampling term on the amount of uninstrumented material
upstream of the calorimeter, as well as the energy and an-
gular dependencies that it creates. We use Z → ee data
and the measured value of the Z boson width [66–69] to
calibrate the constant term of the resolution. Most of the
noise fluctuations comes from fluctuations in the under-
lying hadronic energy inside the electron reconstruction
cone. We therefore do not include an explicit noise term
in the resolution model.
The underlying energy model describes the average
contribution of hadrons to the electron’s reconstructed
energy and its fluctuations.
1. Photon Radiation Effects
Photon radiation from theW boson decay electron can
bias the MW measurement when the energy from radi-
ated photons is not included in the reconstructed electron
energy. This occurs if the radiated photon is separated
from the electron and its energy is not counted in the
electron energy, or if the photon shower is absorbed to-
tally or partially by uninstrumented material in front of
the calorimeter.
The radiated photons arise either from FSR or dur-
ing the interaction of the electron with material in front
of the calorimeter (bremsstrahlung). The bremsstrahung
energy loss is corrected in full MC by the electron en-
ergy loss correction (see Sec. V). The FSR energy loss is
modeled in fast MC.
The average contribution of FSR photons to the elec-
tron’s reconstruction energy (for the same ∆R bins as
Fig. 19) is given in Fig. 28. The fraction of energy car-
ried by the photon is denoted by X . The vertical axis
is the ratio κ, defined as the negative of the ratio of the
difference of the reconstructed electron energy with and
without FSR to the same difference for the true MC elec-
tron energy:
κ = −E
e
reco[noFSR]− Eereco[withFSR]
Eetrue[noFSR]− Eetrue[withFSR]
(21)
At high ∆R we expect κ = −1 because the photon is
well separated from the electron and does not contribute
to the reconstructed electron energy. At low ∆R, we
expect negative values of κ due to losses in the unin-
strumented material, which decreases as X increases. At
intermediate ∆R and large values of X , κ ≈ 0 since here
the EM cluster is resconstructed around the photon. The
final FSR energy loss parametrization is performed as a
function of the same variables as the FSR efficiency: ∆R,
X , ηdet and E
e.
2. Dependence of the Calibration on the Instantaneous
Luminosity
The MW measurement explores a much higher instan-
taneous luminosity regime than our previous measure-
ment (Fig. 4), and we observe a significant dependence
of the energy response on the instantaneous luminosity.
Two opposite effects contribute to the change in energy
response. The first is the extra energy in the calorime-
ter due to additional pp¯ interactions, which causes an
apparent increase in the response. The extra energy is
correctly accounted for in the full simulation by over-
laying data zero-bias events that have the same time and
luminosity profile as the collider data and in the fast sim-
ulation by a parametrized model that will be described
in Sec. VII C6.
The second effect is due to a drop in the high volt-
age (HV) applied across the LAr gap that collects the
ionization charge, causing an apparent reduction in the
energy response if not corrected. The loss of HV occurs
across the resistive coat on the signal boards [34] that
are used to deliver the HV to the LAr gaps. The resisti-
tivity of this coat was measured in situ, at the temper-
ature of liquid argon, to be of the order of 180 MΩ per
square, with a large spread from one board to another.
Whenever large currents flow through this coat, as is the
case in high instantaneous luminosity operations, a siz-
able HV drop occurs and the ionization charge collected is
reduced. In the CC, the detector modules extend across
the full ηdet range and the HV is delivered from the edges,
at ηdet = ±1.2, making the drop most pronounced at the
center (ηdet = 0).
The average current from each calorimeter cell as a
function of instantaneous luminosity is determined using
the energy deposited in zero-bias events. Using a simple
resistive circuit model of the calorimeter HV distribution,
the current is translated into an ηdet and luminosity de-
pendent model of the HV drop. We use measurements
of the electron drift velocity as a function of the electric
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FIG. 28: Electron energy correction determined from full MC as a function of fraction of the energy carried by the photon.
field [70] and the cell geometry to determine the frac-
tional loss in response. A final overall correction is de-
rived from the instantaneous luminosity dependence of
the mee peak position measured in data.
We simulate single electrons at different energies, an-
gles and luminosities, both with and without the tuned
model of luminosity dependence, to parameterize the
response change for electrons as a function of instan-
taneous luminosity and ηdet. For electrons at normal
incidence, where the effect is maximal, the fractional
change in response at an instantaneous luminosity of
L = 120 × 1030 cm−2s−1 is 0.42%. A possible depen-
dence on electron energy has been considered and found
to be negligible.
3. Dependence of the Calibration on electron η
The procedure used to calibrate the EM calorimeter
includes an equalization of the energy response of towers
at different η values. This procedure adjusts the gains
until the position of the Z boson mass peak in data is the
same for any combination of η values of the two electrons
in a Z → ee event. This procedure does not account for
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the η dependence of the underlying energy flow which
implies that reconstructed Z boson mass should have a
small η dependence. This is a small effect, but we take
it into account in the measurement of MW by simulating
this dependence in fast MC.
To derive an ηdet-dependent correction to the electron
energy scale, we split our sample of CC-CC Z → ee
events into 15 categories as defined in Table II (Sec. VB).
We use our standard procedures to fit for the Z boson
mass, separately for each category. These procedures use
mee templates produced using fast MC, in which the ef-
fect of the underlying energy is included. The results of
these mass fits are summarized in Fig. 29. We define one
relative gain constant for each |ηdet| bin (Table I) and we
translate the 15 mass values from Fig. 29 into the val-
ues of the 5 relative gain constants. The world average
value [28–31] of the Z boson mass is used to translate
energies into per-electron relative gains.
The results of the translation are shown in Fig. 29.
They are used in fast MC for the simulation of the
ηdet nonuniformity in the calorimeter gains.
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FIG. 29: (a) Result of the Z boson mass fit per ηdet category
prior to applying η-dependent corrections (Table II). (b) Re-
sult of the translation into one relative gain constant per ηdet
bin.
4. Energy Response and Resolution
The reconstructed electron energy E is simulated as:
E = REM(E0, ηdet, L) ⊗ σEM(E0, η)
+ ∆E(SET, L, peT , ηdet, u‖),
(22)
where E0 is the electron energy after the FSR simula-
tion, REM ⊗ σEM is distributed as a gaussian with mean
given by the energy response REM, and width given by
the energy resolution σEM. The term ∆E describes the
deposition of energy from hadronic showers inside the
electron reconstruction cone.
The resolution of the EM calorimeter σEM is modeled
as:
σEM
E0
=
√
C2EM +
S2EM
E0
+
N2EM
E20
. (23)
in which CEM, SEM and NEM correspond to the con-
stant, sampling and noise terms, respectively. Owing to
the uninstrumented material in front of the calorimeter,
the sampling term parameter SEM depends on electron
energy and incident angle, and is parametrized as:
SEM = S0 exp
[
S1
(
1
sin θ
− 1
)]
+
(S2η + S3)√
E0
, (24)
where,
S0 =0.15294± 0.00005GeV1/2
S1 =1.543± 0.007
S2 =− 0.025± 0.001GeV
S3 =0.172± 0.002GeV.
The values of the smearing parameters S0 to S3 are de-
termined from the improved simulation of the D0 detec-
tor, as discussed in Sec. V. The uncertainties quoted in
the parameters are determined by propagating the uncer-
tainty in the thickness of the cylinder added to the full
MC simulation, which comes from the limited size of the
Z → ee sample used in the tuning procedure. Figure 30
shows the electron energy sampling resolution SEM/
√
E0
for four different values of electron η. The strong en-
ergy and angular dependencies in Eq. 24 are caused by
the energy lost in the uninstrumented material before the
calorimeter.
The value of NEM is set to zero since the contribu-
tion of the noise term is small at the energies of electrons
from W boson and Z boson decay and since the most
important source of noise is already discribed in the fluc-
tuations of ∆E. The extraction of CEM from the width
of the Z boson mass peak is discussed in Sec. VIIC 5.
In the vicinity of the φ-module boundaries of the cen-
tral calorimeter, the modeling of the electron energy re-
sponse and resolution in fast MC is modified compared
to the description above. The Gaussian resolution model
is modified to include a lossy tail given by a Crystal Ball
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FIG. 30: Sampling contribution SEM/
√
E0 to the electron
fractional energy resolution as a function of the electron en-
ergy E0 for four different electron incident angles η = 0.0, 0.5,
0.75, and 1.0. The strong energy and angular dependencies
are caused by the energy lost in the uninstrumented material
before the calorimeter.
function [71] for φmod < 0.2 and φmod > 0.8. In the same
range, the loss in average response is modeled by a simple
linear function. The parameters for both response and
resolution modifications near the module boundary are
determined from template fits to Z → ee data.
The energy response for electrons in Eq. (22) is mod-
eled as:
REM = Fη−eq(ηdet)× FHV−loss(L, ηdet)
× (α(E0 − E0) + β + E0) (24)
where FHV−loss(L, ηdet) implements the model of the lu-
minosity dependence of the calorimeter gains due to the
HV loss that is discussed in Sec. VIIC 2, and Fη−eq(ηdet)
describes the η nonuniformity discussed in Sec. VIIC 3.
The parameters α and β are referred to as scale and off-
set, and E0 = 43 GeV is a reference value for the energy
of electrons in Z → ee events. The values of α and β
are determined from Z → ee events in collider data. The
constant E0 is introduced to reduce the correlation be-
tween the parameters α and β to improve the stability of
the numerical evaluation of the covariance matrix of the
simultaneous fit for α and β.
The determination of the parameters of the energy re-
sponse of the calorimeter to electrons is one of the most
important steps in the measurement of MW . The scale
and offset cannot be distinguished from one another to
the precision required using only the Z boson mass dis-
tribution. However, the different electron energies from
Z boson decays can be exploited to constrain the energy
dependence of the energy response. The measured mee
is calculated from:
mee =
√
2Ee1Ee2(1− cosω), (25)
where ω is the opening angle between the two electrons.
Substituting and expanding in a Taylor series with β ≪
Ee1 + Ee2 gives (ignoring E0)
mee = αm
0
ee + βf
0
Z +O(β2), (26)
where fZ is a kinematic variable defined as:
f0Z =
(Ee10 + E
e2
0 )(1− cosω)
m0ee
(27)
in which quantities with a zero subscript or superscript
are calculated with all corrections except the α and β
correction.
Equation 24 relates the observed mee to the scale, off-
set and the true energies of the electrons. By varying
both the scale and offset, templates of the two dimen-
sional distribution of mee versus fZ in the fast MC are
compared to the equivalent distribution in data. The fi-
nal values of α and β used are found by maximizing the
likelihood formed during the comparison.
The scale and offset are determined separately in differ-
ent bins of instantaneous luminosity, which is expressed
in units of 36 × 1030 cm−2s−1. Table IV summarizes
the scale and offset parameters, along with the corre-
lation coefficients from the fits. The fit results are shown
in Fig. 31. The results from the fits for each of the
bins in instantaneous luminosity agree well with each
other. This shows that our model of the underlying en-
ergy flow into the electron cone (Sec. VIIC 6) and the
model of the luminosity-dependence of the calorimeter
gains (Sec. VIIC 2) are correctly accounting for the lumi-
nosity dependence of the detector response to electrons.
Rather than defining one luminosity-averaged set of pa-
rameters for the scale and offset, we use the different
values per bin in luminosity, because there is no loss in
statistical power, i.e., the systematic uncertainty onMW
due to the electron energy scale is not increased by split-
ting into luminosity bins.
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FIG. 31: [color online] Central values and one standard devia-
tion contours of the fits for electron energy scale and offset to
the collider data. Instantaneous luminosity is given in units
of 36× 1030 cm−2s−1.
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TABLE IV: Results of the fits for electron energy scale and offset to the collider data.
0 < L < 2 2 < L < 4 4 < L < 6 L > 6
α 1.0237 ± 0.0043 1.0164 ± 0.0030 1.0181 ± 0.0047 1.0300 ± 0.0074
β (GeV) 0.129 ± 0.032 0.188 ± 0.022 0.208 ± 0.034 0.158 ± 0.053
Correlation −0.796 −0.786 −0.783 −0.764
The dominant systematic uncertainty on our measure-
ment of MW is the precision with which we measure the
mean electron energy response. The uncertainties in the
energy scale and offset are individually large but they
are highly correlated. We propagate the correlated un-
certainties in the scale and offset parameters to our mea-
surement of MW and obtain uncertainties of 16 MeV on
MW using the mT and /ET distributions and 17 MeV for
the peT distribution.
5. Determination of the Constant Term
For data, unlike the full MC, the constant term CEM
is also important. It arises primarily from residual
channel-to-channel calibration differences and describes
an energy-independent contribution to the fractional en-
ergy resolution. Thus, its main impact is felt at high
electron energies where the sampling term is suppressed
by its approximate 1/
√
E behavior. The value of CEM
is extracted from the width of the Z boson mass peak
with the sampling term modeled as described above. The
value of CEM is determined using template fitting to the
mee distribution. The best fit value for CEM is
CEM = (1.997± 0.073)%,
which is in good agreement with our determination in
Run IIa and with the Run II design goal of 2%.
In order to propagate the uncertainty from the elec-
tron energy resolution model to MW , we use fast MC
pseudo-experiments in which we vary the sampling reso-
lution function parameters by their uncertainty (Eq. 25).
For each of these fast MC pseudo-experiments, we fit the
constant term to account for the correlation between the
two components of the resolution model. Using the pro-
cedure described in Sec. II E, we estimate the uncertainty
to be 2 MeV for the MW measurement using mT and p
e
T
and 3 MeV for /ET .
6. Electron Cone Effects
To reconstruct an electron, we must define an electron
reconstruction cone (Fig. 5). The energy in this cone
arises not only from the electron, but also from hadronic
recoil, spectator parton interactions, and additional pp¯
collisions. There are also effects from the suppression
of electronic noise. These bias both the reconstructed
electron energy and the reconstructed recoil energy. Ex-
tra energy is given to the electron from the recoil and
it is excluded from the reconstruction of uT . The addi-
tional energy added to the electron cone is denoted by
∆E (Eq. 22, Sec. VIIC 4), while the additional trans-
verse energy subtracted from the recoil in the electron
cone is denoted by ∆u‖ (Eq. 29) in Sec. VIID.
The value of ∆u‖ is not equal to ∆E sin θ
e for two
reasons:
• The energy loss due to uninstrumented material in
front of the calorimeter is corrected for the electron,
but not for the recoil.
• Zero suppression has different effects near a large
concentrated energy (∆E) compared to a small dif-
fuse background energy (∆u‖).
To study electron cone effects, we construct a ∆u‖ li-
brary by recording the energy deposition in random cones
from W → eν events in collider data and in full MC.
These random electron reconstruction cones are selected
in such way to avoid any electron energy contribution.
Events in this library sample the same luminosity profile
as the data used to measure MW . For each electron in
the fast MC simulation, we simulate its ∆u‖ by selecting
a random cone from the library based on the electron’s
η, ηdet, and u‖, as well as on the event’s SET and lumi-
nosity.
To model the change in the electron energy ∆E asso-
ciated to a given ∆u‖, we perform a dedicated full MC
simulation in which we extract the electron and FSR pho-
ton energies separately from the hadronic recoil particles
energies in each cell, and generate three W → eν full
MC samples based on the same full detector simulation
of each W → eν event:
• Electron only: contains only the electron and FSR
photons.
• No electron: contains everything except the elec-
tron and FSR photons, i.e., the hard recoil, spec-
tator parton interactions, and additional pp¯ inter-
actions.
• Full sample: contains the complete event.
For a given reconstructed electron cluster in the full
sample, the value of ∆u‖ can be determined by the sum,
in the sample with no electron, of the energies over the
calorimeter cells that compose the cluster. The value of
∆E corresponding to this ∆u‖ is determined from the
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difference of the reconstructed electron energy in the full
sample to the one in the sample with electron only. The
relationship between ∆u‖ and ∆E is strongly dependent
on SET, L, peT , ηdet, and u‖ and those variables are used
to parametrize the model in the fast MC. Figure 32 shows
the comparison between the ∆E distribution in full MC
and the one in fast MC, which uses the ∆u‖ library and
the parametrized model for the relationship with ∆E.
The ∆u‖ library determined in the studies of the elec-
tron cone effects also provide information for the recoil
system, as discussed in Sec. VII D. We show the depen-
dence of the mean ∆u‖ (〈∆u‖〉) on L in Fig. 33(a) for
various bins of SET. In a given bin of SET, there is al-
most no dependence of 〈∆u‖〉 on L, while, for the full
SET range, the strong dependence on L comes only from
the correlation between SET and L. We show the de-
pendence of mean 〈∆u‖〉 on u‖ in Fig. 33(b) for various
bins of SET. In a given bin of SET, the 〈∆u‖〉 always
increases with increasing u‖ as the recoil gets closer to
the electron cone. Our interpretation is that, at a fixed
SET, the soft recoil component is fixed and we can study
the hard recoil contribution which is controlled by u‖.
For the full SET range, the dip around u‖ ≈ 0 happens
because, in a high pileup environment, a small u‖ almost
always implies small SET.
D. Hadronic Recoil Parameterization
The hadronic recoil simulation in the fast MC uses a
multi-component model that can be decomposed into:
~uT = ~u
HARD
T + ~u
SOFT
T + ~u
ELEC
T + ~u
FSR
T , (28)
where ~u HARDT is the dominant part of the recoil balanc-
ing the vector boson, ~u SOFTT describes the zero-bias and
minimum-bias contribution, ~u ELECT models the hadronic
energy in the electron cone and electron energy leakage
out of the cone, and ~u FSRT is the out-of-cone electron FSR
contribution. The contribution of out-of-cone photons to
the recoil transverse momentum, ~u FSRT , is parametrized
as a function of the photon pseudorapidity and energy,
derived from a dedicated full MC simulation. The third
component, ~u ELECT , is defined as:
~u ELECT = −∆u‖p̂eT + ~p LEAKT , (29)
where p̂eT is an unit vector in the direction of ~p
e
T and ∆u‖
is discussed in Sec. VII C6. The value of ~p LEAKT , which
describes the energy leakage from the electron reconstruc-
tion cone due to calorimeter shower development, is de-
termined using single electron full MC as a ηe-dependent
fraction of peT . Figure 34 shows the fraction of electron
showers that leak outside the reconstruction cone and
the fraction of their energy that is added to the recoil
system. The electron shower leakage is parametrized in-
dependently for electrons with and without in-cone FSR,
since the photon shower contributes to the total energy
leaked.
1. Hard and Soft Recoil Models
The hard recoil model is derived from a special sam-
ple of Z → νν full MC events generated with pythia
without simulation of multiple parton interactions and
without overlay of zero-bias events. The generated events
are processed through the full chain of the detector sim-
ulation and reconstruction. Since the neutrinos escape
undetected, all the energy measured in the detector can
be attributed to the recoil alone. To obtain kinematics
similar to Z → ee events, both neutrinos from a Z boson
decay are required to have |η| < 1.3.
The model simulates the magnitude (uννT ) and direc-
tion (φ) of the reconstructed hard recoil as a function
of the negative of the generator-level transverse momen-
tum of the vector boson, ~pVT . The model is parametrized
using two variables, the relative transverse momentum
R =
uννT − pVT
pVT
, (30)
and the angular resolution
∆φ = φ(~u ννT )− φ(~pVT ),with (|∆φ| < π). (31)
The Z → νν sample is divided into 32 bins of pVT . For
each bin the distribution of R versus ∆φ is smoothed to
obtain a continuous probability density P (R,∆φ). The
smoothing function is a product of a log-normal distri-
bution in R with a normal distribution in ∆φ. Two ex-
amples of such probability density functions are shown
in Fig. 35 for 4.5 < pVT < 5.0GeV and for 18 < p
V
T <
20GeV. The correlation between R and ∆φ is described
by assuming that the mean of the log-normal distribu-
tion has a linear dependence on ∆φ. The smoothing fits
are shown in Fig. 35 as colored contours. From these,
the simulated R and ∆φ values for a fast MC event are
chosen by randomly sampling the probability density cor-
responding to the boson pT .
The hard recoil model described thus far applies to
full MC Z → νν events. To correct for imperfections in
the simulation, additional smearing parameters are intro-
duced and applied to the component uνν‖ = u
νν
T cos(∆φ)
in the direction of ~pVT to give the corrected recoil denoted
by uHARD‖ :
uHARD‖ /p
V
T = (r0 + r1e
−pV
T
/τHAD)(R(pVT ) + 1)
+σ0(u
νν
‖ /p
V
T −R(pVT )− 1). (32)
The perpendicular component
uHARD⊥ = u
νν
T sin(∆φ)
remains unmodified. The mean values R(pVT ) = 〈(uνν‖ −
pVT )
/
pVT 〉 are determined from the smoothed distributions
for (R,∆φ). The smearing parameters r0, r1, τHAD, and
σ0 are determined as described below.
The soft recoil is modeled from the measured recoils
in collider data minimum-bias and zero-bias events. In
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FIG. 32: [color online] Mean ∆E as a function of (a) SET, (b) instantaneous luminosity, (c) ηdet, and (d) u‖ comparing full
and fast MC.
addition to being selected by the minimum-bias trigger,
the minimum-bias events are required to have zero or one
reconstructed primary vertex. The zero-bias events are
sampled to give the instantaneous luminosity distribution
observed in the data. We create lists of the magnitude
and direction of recoil in the minimum-bias and zero-bias
events, and for a given fast MC event, the simulated soft
recoil is created by taking one ~uT value from each of the
minimum-bias and zero-bias lists and combining them to
give the soft recoil
~uSOFTT =
√
αMB ~u
MB
T + ~u
ZB
T , (33)
where αMB is a parameter that controls the soft recoil
resolution.
We determine values for the five parameters r0, r1,
τHAD, σ0 and αMB by fits comparing data (or full MC)
to the fast MC simulation using a method first used by
the UA2 collaboration [33]. The momentum imbalance
between the pT of the dielectron system and the recoil
uT in Z → ee events is projected on the bisector ηˆ of the
electron and positron directions
ηimb ≡ (~p eeT + ~uT ) · ηˆ (34)
as shown in Fig. 2. The bisector is chosen to reduce the
dependence between the electron energy scale and the
hadronic recoil, because the bisector is independent of
fluctuations in the measured electron energies. The ηimb
distributions are made in bins of reconstructed peeT for
both data (or full MC) and fast MC. The five parameters
are determined by constructing separate fast MC samples
with varying values of the parameters and finding the
parameter values that minimize the χ2 difference between
the mean (as functions of r0, r1 and τHAD) and RMS (as
functions of σ0 and αMB) of ηimb for data and fast MC
distributions. The fits using the mean and the RMS are
performed independently.
32
0 1 2 3 4 5 6 7 8
M
ea
n 
∆
u
||(
Ge
V)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
(a) SET in units of GeV D0, 4.3 fb−1
u || (GeV)
-15 -10 -5 0 5 10 15
M
ea
n 
∆
u
||(
Ge
V)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
(b) SET in units of GeV D0, 4.3 fb−1
All SET
0 < SET < 30
30 < SET < 60
60 < SET < 90
90 < SET < 120
120 < SET < 150
150 < SET < 200
200 < SET < 300
)-1s-2 cm30Instantaneous Luminosity (36 x 10
All SET
0 < SET < 30
30 < SET < 60
60 < SET < 90
90 < SET < 120
120 < SET < 150
150 < SET < 200
200 < SET < 300
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2. Fit Results
The results from the minimization of the mean ηimb as
a function of peeT for collider data are
r0 = 1.047± 0.008,
r1 = 2.07± 0.39,
τHAD = 2.51± 0.32 GeV,
and the results from the minimization of the RMS are
σ0 = 1.238± 0.040,
αMB = 0.633± 0.064.
The corresponding two correlation matrices are:

r0 r1 τHAD
r0 1 0.30 −0.49
r1 0.30 1 −0.90
τHAD −0.49 −0.90 1
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FIG. 34: (a) The fraction of electron showers that leak outside
the reconstruction cone in the CC, and (b) the fraction of
the electron transverse momentum that is added to the recoil
system for clusters without in-cone FSR photons, both as a
function of electron η.
and
( σ0 αMB
σ0 1 −0.68
αMB −0.68 1
)
.
Figure 36 shows the comparison of the mean and the
width of the ηimb momentum imbalance distributions be-
tween data and fast MC for the ten different peeT bins.
The quantity χ is defined as the ratio of the difference
between data and fast MC divided by the uncertainty in
the data for each bin.
3. Recoil Modeling Systematic Uncertainties
The size of the Z → ee sample determines the statis-
tical precision of the five smearing parameters. We use
pseudo-experiments, as described in Sec. II E, to propa-
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gate their uncertainties to the measured MW and deter-
mine the recoil modeling systematic uncertainty. We find
uncertainties of 5 MeV, 6 MeV and 14 MeV for the mT ,
peT and /ET results.
VIII. BACKGROUNDS
There are three significant backgrounds in theW → eν
sample, whose shapes need to be added to the fast MC
templates before comparing to the data distributions:
• Z → ee events in which one electron is not detected
in a poorly instrumented region of the detector.
• Multijet events (MJ) in which a jet is misidentified
as an electron and /ET arises from misreconstruc-
tion.
• W → τν → eννν events.
The Z → ee component is estimated directly from the
W → eν data sample, the MJ component using a ma-
trix method, and the W → τν from simulation. The
subsections below provide detailed description of their
determination.
A. Z → ee Background
Z → ee events are present in theW → eν sample when
there is substantial /ET from mismeasurement of energy.
We directly estimate the Z → ee contamination from
the W → eν sample, selecting events that pass the full
W sample selection, modified to include selection of an
additional reconstructed cluster chosen to indicate that
the selected event is likely a Z boson decay. Most often
the second cluster is in the inter-cryostat region (ICR),
which is outside the electron acceptance in this analysis
and has poor sampling of the event energy flow since the
ICD is not included in /ET reconstruction. The Z → ee
background from events where neither electron is in the
ICR is negligible.
Since we cannot directly identify electrons in the ICR,
we estimate the number of Z → ee events using electrons
reconstructed as jets in this region and electron tracks
candidates. The jet is required to have a matched track
such that the invariant mass of this track and the elec-
tron is consistent with the Z boson mass. To estimate
the absolute number of Z → ee events in the W → eν
sample, we count the number of candidates passing the
W plus the additional jet selection (N(e, jet)) and use:
N(Z → ee background) = N(e, jet)
ǫ′jet ×A(e, trk)
, (35)
where ǫ′jet = ǫjet × A(e, jet)/A(e, trk) is the relative ef-
ficiency to find a jet given the presence of a matching
track and A(e, trk) is the track acceptance in the invari-
ant mass window 70 < me,trk < 110GeV, both measured
in data control samples. The fraction of Z → ee back-
ground events in the W → eν candidate sample is found
to be (1.08±0.02)%. The uncertainty is dominated by
the precision with which the efficiency ǫ′jet is determined
and by the limited number of jet objects reconstructed
in the ICR consistent within the Z → ee mass window.
B. Multijet Background
The MJ background is determined using a loose sam-
ple obtained by only requiring that the matched track
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FIG. 36: [color online] Data and fast MC comparison of the (a) mean and (c) width of the ηimb for the ten different bins in p
Z
T .
The χ value per pZT bin for the (b) mean and (d) width of the ηimb.
is within 0.05 in ∆η and within 0.05 in ∆φ from the
EM cluster (Sec. IVA), instead of using the standard
track matching, which contains track quality require-
ments (Sec. IVF). This sample contains all events sat-
isfying the standard selection requirements, but has a
significantly higher contamination from MJ background
than the standard sample. The probabilities for elec-
tron candidates in W → eν events (ǫe) and in MJ events
(ǫf ) to pass the complete matching requirements given
that they already satisfy the loose match requirement
are determined in control samples. The probability for
real electrons is determined from Z → ee data using tag
and probe, and the probability for electron candidates in
MJ events is determined from data dijet events. They are
parametrized as a function of electron pT and can be seen
in Figs. 37 and 38. The loose sample event yield, NL, the
standard sample event yield, N , and the two probabili-
ties are then used to determine the MJ background yield
in each bin i of a distribution by solving the system of
equations
N
(i)
L = N
(i)
W +N
(i)
MJ,
N (i) = ǫ(i)e N
(i)
W + ǫ
(i)
f N
(i)
MJ,
(36)
for the MJ background, given by ǫfNMJ. The contribu-
tion from MJ events is found to be (1.02± 0.06)% of the
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FIG. 37: [color online] Tight track match efficiency as a func-
tion of the electron peT measured relative to the loose track
match requirement.
selected W → eν candidate sample. The uncertainty is
dominated by the precision with which the tight track
match efficiency is determined.
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the loose track match requirement to pass the tight track
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C. W → τν Background
The W → τν → eννν contribution is determined from
a simulation of the process using resbos for event gen-
eration, tauola [72–75] for τ lepton decay, and fast MC
for detector simulation. Because the electrons arise from
a secondary decay, their momenta are lower than for
electrons from W → eν decays and their distribution is
broader. The background contribution fromW → τν de-
cays is found to be (1.668±0.004)%, with the uncertainty
dominated by the uncertainty in the τ → eνν branching
ratio [11]. The uncertainty in theMW measurement aris-
ing from incorporating the W → τν → eννν events as
background instead of a MW dependent signal is small.
Propagated MW uncertainties are at most 1 MeV for
both MJ and W → τν backgrounds for all three observ-
ables, and 1 MeV, 2 MeV, and 1 MeV for the mT , p
e
T ,
and /ET observables for the Z → ee background. Distri-
butions of the three background contributions are shown
in Fig. 39.
IX. RESULTS
Figure 40 shows the agreement between data and fast
MC in fitting the invariant mass distribution of Z → ee
events. For an input value MZ = 91.188GeV used in the
fast MC tuning, the value returned from the post-tuning
was 91.193± 0.017 (stat)GeV. Figure 41 shows compar-
isons of the data to the fast MC for the distributions we
use to measure the MW including the fitting range used.
The fitting ranges are determined by minimizing the sum
in quadrature of the PDF and the expected statistical un-
certainties from pseudo-experiments, which are the most
sensitive uncertainties to the choice of fitting range.
The W boson mass is determined by comparing the
mT , p
e
T , and /ET distributions from data to templates gen-
erated using the fast MC with different MW hypotheses
in 10 MeV steps. The backgrounds are added to the sim-
ulated distributions. The binned data distributions are
compared to the binned template distributions for each
MW hypothesis to obtain a log-likelihood value for each
mass hypothesis. The log–likelihood distribution is in-
terpolated between the individual mass hypotheses and
the measured value of MW is determined as the mass
value which maximizes the distribution. The measure-
ments are performed separately for the mT , p
e
T , and /ET
distributions. The W boson mass fit results from data
are given in Table V [27].
TABLE V: Results from the fits to data. The uncertainty is
the statistical uncertainty on the W boson data sample. The
χ2/d.o.f. values are computed over the fit range.
Variable Fit Range (GeV) Result (GeV) χ2/d.o.f.
mT 65 < mT < 90 80.371 ± 0.013 37/49
peT 32 < p
e
T < 48 80.343 ± 0.014 27/31
/E
T
32 < /E
T
< 48 80.355 ± 0.015 29/31
The systematic uncertainties in the W boson mass
measurement arise from a variety of sources, but can
be categorized as arising from experimental sources or
from the W and Z production models. The systematic
uncertainties are determined from error propagation us-
ing MC pseudo-experiments, as described in Sec. II E, or
from ensemble test. They are summarized in Table VI.
The largest uncertainty of (16, 17, 16) MeV for the MW
measurements with the (mT , p
e
T , /ET ) distributions arises
from the precision of knowledge of the absolute electron
energy scale, which is limited by the size of the Z → ee
sample. It is expected to improve with more data.
X. COMBINATION
The measurements from the three observables are cor-
related. Correlation matrices for the W boson data sam-
ple statistical uncertainties, the electron energy scale, the
recoil scale and resolution, and the PDFs are determined
using ensemble tests and standard uncertainty propaga-
tion. The resulting correlation matrices are shown in
Table VII. The other model uncertainties besides PDF
listed in Table VI are assumed to have a 100% corre-
lation among the mT , p
e
T and /ET fits. The electron en-
ergy scale uncertainty is shown to also be fully correlated
among the three results. The different sources of uncer-
tainty are assumed to be uncorrelated with each other.
The total correlation matrix including all uncertainties
is

mT p
e
T /ET
mT 1 0.89 −0.86
peT 0.89 1 −0.75
/ET −0.86 −0.75 1
. (37)
The three measurements can be combined using the
BLUE method [76, 77]. Using the correlation matrices
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FIG. 39: [color online] The (a) mT , (b) p
e
T , and (c) /ET distributions for the three backgrounds Z → ee (red), multijet (black)
and W → τν (blue) with absolute normalization.
TABLE VI: Systematic uncertainties on MW (in MeV). The section of this paper where each uncertainty is discussed is given
in the Table.
Source Section mT p
e
T /ET
Experimental
Electron Energy Scale VIIC 4 16 17 16
Electron Energy Resolution VIIC 5 2 2 3
Electron Shower Model VC 4 6 7
Electron Energy Loss VD 4 4 4
Recoil Model VIID3 5 6 14
Electron Efficiencies VIIB 10 1 3 5
Backgrounds VIII 2 2 2∑
(Experimental) 18 20 24
W Production and Decay Model
PDF VIC 11 11 14
QED VIB 7 7 9
Boson pT VIA 2 5 2∑
(Model) 13 14 17
Systematic Uncertainty (Experimental and Model) 22 24 29
W Boson Statistics IX 13 14 15
Total Uncertainty 26 28 33
from Table VII and the uncertainties from Tables V and
VI, we find weights of 1.08, 0.11, and -0.19 for themT , p
e
T ,
and /ET measurements, respectively. The negative weight
for the /ET measurement arises from the large correlation
it has with the other measurements, as well as its rela-
tively larger uncertainty. The values of the correlations
between the /ET measurement and the other two receive
large contribution from the assumed 100% correlation in
the W production and decay model uncertainties. Be-
cause of the relatively larger uncertainty, the inclusion of
the /ET measurement in the combination would not mod-
ify the final uncertainty. Thus, we choose to combine
only the mT and the p
e
T measurements, which despite
being strongly correlated, have similar systematic uncer-
tainties. With this choice, the weights for the combina-
tion are 0.87 and 0.13 for the mT and p
e
T measurements,
respectively. We obtain:
MW = 80.367± 0.013 (stat)± 0.022 (syst) GeV
= 80.367± 0.026GeV. (38)
The χ2 probability of this combination is 2.8%. The
inclusion of the /ET measurement would give a negligible
change in the average value of MW . This result is com-
bined with an earlier D0 measurement [26] to give the
new D0 Run II result of
MW = 80.375± 0.023 GeV. (39)
For the combination of this new measurement and the
measurement in Ref. [26], the production model uncer-
tainties are treated as fully correlated between the two
measurements, and all other uncertainties, dominated by
statistics, are assumed to be uncorrelated.
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TABLE VII: Correlation matrices for theW boson statistical,
recoil scale and resolution, and the PDF uncertainties deter-
mined for the 4.3 fb−1 data sample. The correlation matrices
use the same ordering as in Eq. 37.
Source 4.3 fb−1 Correlation Matrices
W boson statistics


1 0.658 0.744
0.658 1 0.436
0.744 0.436 1


Recoil scale and resolution


1 0.754 0.571
0.754 1 0.128
0.571 0.128 1


PDF


1 0.990 1
0.990 1 0.988
1 0.988 1


XI. CONSISTENCY CHECKS
In this section we present consistency checks of the
analysis. Two kinds of checks are performed. For the
first, we vary the fit ranges shown in Table V used in the
finalMW fits. For the second, we determine theW and Z
boson masses for many different subsets of the data. We
then determine whether the ratio of the W boson mass
to the Z boson mass is stable. The subsets are defined
using variables that are a priori considered to be difficult
to describe or which have critical impact on the result.
After consideration of the systematic uncertainties and
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FIG. 40: [color online] (a) The dielectron invariant mass dis-
tribution in Z → ee data compare to the fast MC and (b) the
χ values, where χi = ∆Ni/σi for each bin in the distribution.
∆Ni is the difference between the number of events for data
and fast MC and σi is the statistical uncertainty in bin i.
their correlations, we find that each of these consistency
checks shows good agreement among the subsets of data.
A. Fitting Range
To study the impact of the fit ranges shown in Fig. 41
and used to determine MW , the MW measurements are
repeated by changing the range. Figure 42 shows the
variation resulting from these tests applied to the mT
distribution. The result is stable within the uncertainty
as the fit range is varied. Similar studies of the fit ranges
for peT and /ET also show stable results.
B. Instantaneous Luminosity
We divide theW and Z boson samples into four subsets
of different instantaneous luminosity per bunch using the
the same criteria as for the parametrization of the elec-
tron identification efficiencies (Sec. VII B 9) and for the
tuning of the absolute EM energy scale (Sec. VIIC 4).
The ratio of the W boson mass and Z boson mass mea-
surements are shown in Fig. 43.
C. Data-Taking Period
We divide the data into four data-taking periods. The
first two and the last two are separated by a one-month
accelerator shutdown. Each half is divided into two pe-
riods with equal integrated luminosities. The results are
given in Fig. 44.
D. Electron ηdet
We divide the data into five samples as defined in Ta-
ble I. This is the same categorization that is used in the
determination of the ηdet dependence of the EM energy
scale (Sec. VIIC 3). The measured W boson mass for
each of the five sub-samples is shown in Fig. 45. We do
not show the mass ratio because we apply an explicit ηdet
dependent calibration and there are two electrons in each
Z → ee event.
The electron energy scale in a single ηdet region is de-
termined from Z → ee events in which one decay electron
in the given region but the other can be anywhere else in
the CC. Therefore, there are systematic anti-correlations
between the ηdet bins whose precise values are difficult
to calculate since it would involve a simultaneous 10-
dimensional fit for the parameters in the electron energy
response model (Sec. VII C4) in each of the five sub-
samples. If this simultaneous determination could be
performed, we could calculate the probability that a dis-
agreement at least as extreme as the one observed in the
data would happen assuming a common value for MW
across the five ηdet bins. In the absence of the exact value,
38
 (GeV)Tm
50 60 70 80 90 100
 χ
-2
0
250 60 70 80 90 100
Ev
en
ts
/0
.5
 G
eV
10000
20000
30000
40000 Data
FAST MC
Background
-1(a) D0, 4.3 fb
/dof = 37.4/492χ
 (GeV)e
T
p
25 30 35 40 45 50 55 60
 χ
-2
0
225 30 35 40 45 50 55 60
Ev
en
ts
/0
.5
 G
eV
10000
20000
30000
40000
50000
60000
70000 Data
FAST MC
Background
-1(b) D0, 4.3 fb
/dof = 26.7/312χ
 (GeV)TE
25 30 35 40 45 50 55 60
 χ
-2
0
225 30 35 40 45 50 55 60
Ev
en
ts
/0
.5
 G
eV
10000
20000
30000
40000
50000
60000
70000 Data
FAST MC
Background
-1(c) D0, 4.3 fb
/dof = 29.4/312χ
FIG. 41: [color online] Distributions of (a) mT , (b) p
e
T , and (c) /ET for data and fast MC with backgrounds. The χ values are
shown below each distribution, where χi = ∆Ni/σi. ∆Ni is the difference between the number of events for data and fast MC
and σi is the statistical uncertainty in bin i. The fit ranges are indicated by the double-ended horizontal arrows.
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FIG. 42: Variations in MW determined from fits to the mT
spectrum as the fit range is changed. (a) Impact of varying the
lower edge of the mT fit range, and (b) the impact of varying
the upper edge. For each of the variations the differences
between the result from the varied range and the result from
the nominal range are shown. The uncertainties represent the
statistical uncertainties of the varied range fits.
a lower bound on this probability can be given assuming
no correlation between the five bins and that the system-
atic uncertainty in each bin scales as
√
5×16MeV. With
these assumptions, considering the electron energy scale
and PDF systematic uncertainties together with the sta-
tistical uncertainties, we find lower bounds on the proba-
bility of 35%, 26%, and 81% for the mT , p
e
T , and /ET fits,
respectively, which shows consistency among the ηdet re-
gions.
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FIG. 43: [color online] The measured MW /MZ , separately
for the mT , p
e
T , and /ET observables and in four bins of in-
stantaneous luminosity, in units of 36 × 1030 cm−2s−1. The
error bars for each observable represent the statistical uncer-
tainty due to limited size of the W boson sample. The yellow
bands indicate the contribution from the Z boson statistics,
which is fully correlated for the three observables. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW /MZ values
are consistent.
E. Hadronic Recoil u‖
We split theW boson sample into a sample with u‖ < 0
and a sample with u‖ > 0. There are no equivalent split-
ting for the Z boson sample because the two electrons
from each Z boson decay are reconstructed in approxi-
mately opposite directions in the transverse plane. We
therefore show only the MW fits in Fig. 46.
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FIG. 44: [color online] The measured ratio MW /MZ , sep-
arately for the mT , p
e
T , and /ET observables and for four
data-taking periods. The uncertainties for each observable
represent the combined statistical uncertainty due to limited
W statistics and Z statistics. The three vertical lines with
hashed uncertainties indicate the results from the three ob-
servables for the full data sample.
F. Electron φmod Fiducial Requirement
The nominal requirement, 0.1 ≤ φmod ≤ 0.9, removes
10% of the phase space at each edge of each CC EM mod-
ule (Sec. VII B 5). We also study four tighter versions of
the requirement, namely 0.125 ≤ φmod ≤ 0.875, 0.15 ≤
φmod ≤ 0.85, 0.2 ≤ φmod ≤ 0.8, and 0.25 ≤ φmod ≤ 0.75,
which remove 12.5%, 15%, 20% and 25%, respectively,
of the acceptance at each edge of each CC EM module.
The effects of these variations are summarized in Fig. 47.
The measuredMW /MZ values are consistent for all vari-
ations.
G. Hadronic Recoil uT Requirement
The nominal requirement of uT < 15 GeV is changed
to uT < 10 GeV, and uT < 20 GeV. The effects of these
variations are summarized in Fig. 48. We find that, for
both variations of the maximum uT requirement, the
measured values of MW are consistent of the nominal
one.
H. Hadronic Recoil φ
The last division is based on recoil φ. We divide the
data sample into eight subsets, as defined in Fig. 49. The
results of the ratio of theW mass to the Z mass are shown
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FIG. 45: [color online] Measured MW from the mT , p
e
T ,
and /E
T
observables, separately for five different regions in
electron |ηdet|. The error bars for each observable represent
the statistical uncertainty of the W boson sample. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW values are
consistent.
in the same figure. The measured MW /MZ values are
consistent for all regions.
XII. CONCLUSIONS
We have presented a detailed description of the W bo-
son mass measurement using the W → eν mode and
4.3 fb−1 of D0 integrated luminosity recorded between
2006 and 2009. Three measurements are performed, us-
ing three kinematic variables mT , p
e
T , and /ET . The mT
and peT measurements are combined to give the result
MW = 80.367± 0.013 (stat)± 0.022 (syst)GeV
= 80.367± 0.026GeV.
This result is combined with an earlier D0 measurement
based on 1 fb−1 of data and similar analysis techniques
to give
MW = 80.375± 0.023GeV.
This measurement is in agreement with other measure-
ments and has a precision equal to the world average
prior to this paper and the most recent CDF measure-
ments [78].
Figure 50 shows this combined measurement, the world
average top quark mass measurement [79], and the con-
sistency among these and a Higgs boson mass of MH =
125.7GeV.
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FIG. 46: [color online] The measured MW from the mT , p
e
T
and /E
T
observables, separately for positive and negative u‖.
The three vertical lines with hashed bands indicate the results
from the three observables for the full data sample.
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Appendix: Plots for Z and W Events
Since Z boson decays are used as the main control
sample to parameterize the fast MC, it is important to
check the agreement between the fast MC and the data
sample used for tuning. Figures 51, 52, and 53 show
the peT , p
Z
T , and uT distributions compared between data
and fast MC. Figures 54, 55, and 56 show the u‖ and u⊥
distributions of electrons from Z → ee events, and the
/ET in Z events, respectively. The overall agreement is
good. The /ET distribution shows that the D0 calorimeter
system worked well.
The agreement between data and fast MC for the
(mT ,p
e
T , /ET ) distributions, which are used to measure
MW , are shown in Fig. 41. In these distributions there
are typically 50,000 events per 0.5 GeV bin yielding sta-
tistical uncertainty of 0.5% in a bin. We present further
comparison plots of the uT , u‖, u⊥, η, ηdet, L, and SET
distributions in W events in Figs. 57, 58, 59, 60, and 61.
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FIG. 47: [color online] The measured ratio MW /MZ , sep-
arately for the mT , p
e
T , and /ET observables and for four
φmod selection variations. The numbers in parenthesis in-
dicate which fraction of the CC EM module around its center
is included in the electron fiducial region. The three vertical
lines with hashed bands indicate the results from the three
observables for the full data sample.
The agreement is not as good for some of these variables
(particularly uT , L, and SET) but satisfactory consider-
ing the statistical precision of the data and the fact that
the fast MC is tuned using Z boson and not W boson
events. The agreement between data and fast MC is suf-
ficient for these distributions, since we do not use them
to directly measure MW and the residual disagreements
have negligible impact on the measured value of MW .
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FIG. 48: [color online] The measured ratio MW /MZ , sep-
arately for the mT , p
e
T , and /ET observables and for two uT
variations. The three vertical lines with hashed bands indi-
cate the results from the three observables with the nominal
uT requirement.
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FIG. 49: [color online] The measured ratio MW /MZ , sepa-
rately for the mT , p
e
T , and /ET observables and for eight bins
in recoil φ.
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FIG. 50: [color online] The D0 Run II measurement of MW
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FIG. 51: [color online] (a) Comparison between data and fast
MC for the peT distribution of the electrons from Z → ee, and
(b) χ value per bin, where χi = ∆Ni/σi. ∆Ni is the difference
between the number of events for data and fast MC and σi is
the statistical uncertainty in bin i.
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FIG. 52: [color online] (a) Comparison between data and fast
MC for the pZT distribution of Z → ee events, and (b) χ value
per bin, where χi = ∆Ni/σi. ∆Ni is the difference between
the number of events for data and fast MC and σi is the
statistical uncertainty in bin i.
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FIG. 53: [color online] (a) Comparison between data and fast
MC for the uT distribution of Z → ee events, and (b) χ value
per bin, where χi = ∆Ni/σi. ∆Ni is the difference between
the number of events for data and fast MC and σi is the
statistical uncertainty in bin i.
43
 (GeV)||u
-20 -15 -10 -5 0 5 10 15 20
Ev
en
ts
/b
in
0
1000
2000
3000
4000
5000 /ndf = 85.4/602χ
Data
Fast MC
−1D0, 4.3 fb
(a)
 (GeV)||u
-20 -15 -10 -5 0 5 10 15 20
χ
-4
-3
-2
-1
0
1
2
3 (b)
FIG. 54: [color online] (a) Comparison between data and fast
MC for the u‖ distribution of electrons in Z → ee events, and
(b) χ value per bin, where χi = ∆Ni/σi. ∆Ni is the difference
between the number of events for data and fast MC and σi is
the statistical uncertainty in bin i.
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FIG. 55: [color online] (a) Comparison between data and fast
MC for the u⊥ distribution of electrons in Z → ee events, and
(b) χ value per bin, where χi = ∆Ni/σi. ∆Ni is the difference
between the number of events for data and fast MC and σi is
the statistical uncertainty in bin i.
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FIG. 56: [color online] (a) Comparison between data and fast
MC for the /E
T
distribution of in Z → ee events, and (b) χ
value per bin, where χi = ∆Ni/σi. ∆Ni is the difference
between the number of events for data and fast MC and σi is
the statistical uncertainty in bin i.
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FIG. 57: [color online] (a) Comparison between data and fast
MC for the uT distribution in W → eν data, and (b) χ value
per bin, where χi = ∆Ni/σi. ∆Ni is the difference between
the number of events for data and fast MC and σi is the
statistical uncertainty in bin i.
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FIG. 58: [color online] (a) Comparison between data and fast
MC for the u‖ distribution in W → eν data, and (b) χ value
per bin, where χi = ∆Ni/σi. ∆Ni is the difference between
the number of events for data and fast MC and σi is the
statistical uncertainty in bin i.
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FIG. 59: [color online] (a) Comparison between data and fast
MC for the u⊥ distribution in W → eν data, and (b) χ value
per bin, where χi = ∆Ni/σi. ∆Ni is the difference between
the number of events for data and fast MC and σi is the
statistical uncertainty in bin i.
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FIG. 60: [color online] Comparison between data and fast MC
for the (a) η distribution of electrons from W → eν, and (b)
ηdet distribution of electrons from W → eν.
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FIG. 61: [color online] Comparison between data and fast MC
for the (a) instantaneous luminosity distribution of W → eν
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