This paper investigates a comparative analysis of erosion modeling techniques based on deterministic models, both empirically-based and process-based models. The empirical modeling is based on statistical and artificial intelligence techniques. In the first, two types of statistical regression model structures are investigated, a linear multiple regression model structure and a nonlinear multiple regression model structure. In the second, tools such as artificial neural networks (ANN) and fuzzy inference system (FIS) are used. The physical process-based modeling involves the calibration, validation and testing of the models components: WEPP, EUROSEM and CIHAM-UC. The input and output variables of models were collected during rainy and dry (irrigation) seasons in Chirgua river basin, Venezuela for two years (2008)(2009). Ninety-seven rainfall storms and 300 irrigation events were measured. Satisfactory fit was found in the techniques investigated, R 2 close to 0.7.
INTRODUCTION
The conventional techniques of erosion modeling are empirically and process-based. The empirical models include the Universal Soil Loss Equation (USLE) (Wischmeier & Smith, 1958) , and its latter developments, Revised Soil Loss Equation (RUSLE) and Modified Universal Soil Loss Equation (MUSLE) (Renard et al., 1997a (Renard et al., , 1997b . The process-based models are represented, e.g., by the WEPP (Water Erosion Prediction Project) (Flanagan et al., 2001) , DWEPP (Dynamic Water Erosion Prediction Project) (Bulygina et al., 2007) and EUROSEM (European Soil Erosion Model) (Morgan et al., 1998) . There have been a large number of studies to calibrate and validate the runoff and erosion components of process-based models (e.g., Flanagan et al., 1995; Klik et al., 1995; Savabi et al., 1996; Zhang et al., 1996; Nearing et al., 1998; Zeleke, 1999; Ranieri et al., 1999; Santoro et al., 2002; Bulygin et al., 2002; Laflen et al., 2004; Silva et al., 2007; Santos et al., 2003) . Many erosion models require a large amount of data for calibration and validation as well as high performance, meaning, the complex algorithms, execution times that eventually cause problems, and a programming language necessary to minimize the time compute. Additionally, the ANN and FIS have been proposed as efficient tools for modeling and hydrology forecasting (e.g., Bishop, 1994; Jain & Ormsbee, 2002; Panigrahi & Mujundar, 2000) . In this work, process-based models, statistical regression, ANN's and FIS's are used to model the furrow erosion process.
It is generally assumed that furrow erosion processes are similar to rill erosion processes that occur under rainfall. There are similarities in the processes, but there are also differences in the conditions (Trout & Niebling, 1993) . Most rainfall erosion occurs during a few highly erosive events, while furrow erosion occurs at low-tomoderate rates during several irrigations with controlled water application. Most irrigation furrows are on slopes of less than 3%, while most rill erosion research is carried out on slopes greater than 3%. However, in spite of the controlled inflows and relatively low slopes, in some areas with highly erodible soils, there is significant furrow irrigation causing erosion damage (Koluvec et al., 1993; Trout, 1999) . The present study had two main objectives: (1) calibrate, validate and test models for the estimation of furrow erosion processes and (2) compare experimentally observed furrow erosion processes with simulated results by different methods.
MODEL DESCRIPTION Water Erosion Prediction Project

WEPP model was developed by the United States Department of Agriculture -Agricultural Research
Service (USDA-ARS). This model is based on steadystate equation assuming a uniform downslope overland flow; therefore, variables are expressed on a total width or total area basis (Foster & Meyer, 1975; Foster, 1982; Foster & Lane, 1987; Foster, 1990) . WEPP distinguishes erosion processes involved in interrill and rill erosion. The basic relationship is given by: 
where K r is the rill erodibility (s/m), τ the flow shear stress acting on the soil (Pa), τ c the critical shear stress (Pa), ρ w the water density (kg/m 3 ), g the acceleration due to gravity (m/s 2 ), S slope (m/m), R hydraulic radius (m). Rills are assumed to be rectangular with widths that depend on flow rate.
The simplified form of the equation of Yalin, (1963) to estimate the sediment transport capacity has been adapted by Foster & Meyer, (1975) as:
where T c is the sediment transport capacity, a and b are coefficients obtained by empirical fitting. Bulygina et al. (2007) developed a dynamic version of the WEPP model, which quantifies the dynamics of sediments within a storm event. This model is based on Eqs (1)-(6). Many equations of sediment transport were developed for stream flow, and later on applied to shallow overland flow and channel flow. According to Alonso et al. (1981) and Foster & Meyer, (1972) , the Yalin equation applies better for shallow flows associated with upland erosion. In DWEPP, the Yalin flow transport capacity equation is given by:
Dynamic Water Erosion Prediction Project
where G s is the particle specific gravity, d the particle diameter (m), δ and β are calculated by Eqs (8) and (9), respectively, Y is the dimensionless shear stress from the Shields diagram and Y cr the dimensionless critical shear stress from the Shields diagram.
European Soil Erosion Model
The European Soil Erosion Model (EUROSEM) was developed by Morgan et al. (1998) . It is based on the Eqs (1) and (2), which simulate sediment transport, erosion and deposition over the land surface by rill and interill processes in single storms for both, individual fields and small catchments. Model output for one single storm includes total runoff, total soil loss, hydrographs and sediment graphs. The soil detachment by runoff is modeled in terms of a generalized erosiondeposition theory proposed by Smith et al. (1995) . According to it, D R is the flow erosion rate (kg/s/m 2 ), (positive for erosion and negative for deposition); the flow transport capacity concentration (T c ) represents the sediment concentration at which the flow erosion rate and corresponding deposition rate are in balance. A general equation for flow erosion rate is expressed in terms of the settling velocity and flow transport capacity concentration, as follows:
The runoff capacity to transport detached soil particles is expressed in terms of the concentration, T c (kg/m 3 ) is modeled as a function of unit stream power using the relationship of Govers (1985) :
where ω c is the critical value of unit stream power, ω the unit stream power (m/s), V s the particle fall velocity (m/s), a and b are experimentally derived coefficients depending on particle size, S the slope (%) and V the mean flow velocity (m/s).
Erosion model of CIHAM-UC
At the present, an erosion model is being developed at the Centre of Environmental and Hydrologic Research, based on Eqs (1)-(3) and Eq. (15) of Simons et al. (1981) , which is based on power relationships that estimate sediment transport based on the flow depth h and velocity V. These power relationships were developed from a computer solution of the bedload transport equation of Meyer-Peter & Müller, (1948) . Guevara & Márquez, (2009) propose it to estimate the sediment transport capacity in rill, and can be expressed as follows:
where T c is the flow transport capacity (kg/s/m), a, b and c are parameters estimated by empirical adjustment, V the flow velocity (m/s) and h the flow depth (m).
The flow erosion rate D R (kg/s/m 2 ) is described in terms of the generalized theory of erosion-deposition modifying proposal by Smith et al. (1995) . This condition can be expressed as:
where V s is the particle fall velocity (m/s), w the furrow width (m), f s =A ec /A rill, similarity factor, A ec experimental cylinder area from hydrometer test method (D422) (American Society for Testing and Materials, 2007) .
Linear Multiple Regression Model
The Linear Multiple Regression Model (LMRM) used is based on the structure given by: 6 12 2 3 1 2 1 ...
where D R is the flow erosion rate (mg/s/m 2 ) at time t, β s represents the regression coefficients to be determined; P s represents the rainfalls correspond to defined time intervals within a single storm; and t index representing time.
Nonlinear Multiple Regression Model
The Non-Linear Multiple Regression Model (NLMRM) used is based on the structure given by: 6 12 2 3 1 2 1 ...
where n is the order of polynomial regression. The rest of the variables are explained earlier.
Artificial Neural Networks
Neural networks are composed of simple elements operating in parallel, inspired by biological nervous systems. As in nature, the connections between elements largely determine the network function. A neural network can be trained to perform a particular function by adjusting the values of the connections (weights) between elements. Typically, neural networks are adjusted, or trained, so that a particular input leads to a specific target output. Figure 1 illustrates such a situation. The network is adjusted, based on a comparison of the output and the target, until the network output matches the target (Demuth et al., 2009) . 
Neuron Model
One or more of the neurons can be combined in a layer, and a particular network could contain one or more such layers. A one-layer network with R input elements and S neurons is shown in Fig. 2 as follows: In this network, each element of the input vector p is connected to each neuron input through the weight matrix w. By considering a neuron with a single Relement input vector, p, the individual element inputs p 1 , p 2 ,…p R , are multiplied by weights w 1,1 , w 1,2 , ... w 1,R and the weighted values are fed to the summing junction, as shown in Fig. 2 . This sum is Wp, the dot product of the (single row) matrix W and the vector p. The neuron has a bias b, which is summed with the weighted inputs to form the net input n. This sum, n, is the argument of the transfer function f defined as follows:
This expression can be written as:
where, the ith neuron has a summing that gathers its weighted inputs and bias to form its own scalar output n (i). The various n(i) taken together form an S-element net input vector n. The sigmoid transfer function is commonly used in backpropagation networks, in part because it is differentiable. As shown in Fig. 3 , the sigmoid transfer function takes the input, which can have any value between plus and minus infinity, and squashes the output into the range 0 to 1. Occasionally, the Linear Transfer Function Purelin is used in backpropagation networks. The linear transfer function is illustrated in Fig. 4 .
The symbol in the square to the right of each transfer function graph shown represents the associated transfer function. These icons replace the general f in boxes of network diagrams to show the particular transfer function being used. . Now that all the vectors and matrices of layer 2 have been identified, it can be treated as a single-layer network on its own. This approach can be taken with any layer of the network. 
Fuzzy Logic
Fuzzy logic has two different meanings. In a narrow sense, fuzzy logic is a logical system, which is an extension of multivalued logic. However, in a wider sense fuzzy logic (FL) is almost synonymous with the theory of fuzzy sets, a theory which relates to classes of objects with unsharp boundaries, in which membership is a matter of degree. The point of fuzzy logic is to map an input space to an output space, and the primary mechanism for doing this is a list of if-then statements called rules. All rules are evaluated in parallel, and the order of the rules is unimportant. The general description of a fuzzy system is shown in Fig. 6 (MATLAB, 2010).
Fuzzy Inference System
Fuzzy inference is the process of formulating the mapping from a given input to an output using fuzzy logic. The process of fuzzy inference involves three components: (1) membership functions, (2) logical operations and (3) If-Then rules. (1) A membership function (MF) is a curve that defines how each point in the input space is mapped to a membership value (or degree of membership) between 0 and 1. Membership functions commonly used are as follows: the piece-wise linear functions, the Gaussian distribution function, the sigmoid curve, quadratic and cubic polynomial curves, (2) the logical operations, one particular correspondence between two-valued and multivalued logical operations can be defined by the fuzzy intersection or conjunction (AND), fuzzy union or disjunction (OR), and fuzzy complement (NOT). (3) IfThen rules are used to formulate the conditional statements that comprise fuzzy logic. Two types of fuzzy inference systems can be implemented: Mamdani-type and Sugeno-type. These two types of inference systems vary somewhat in the way outputs are determined. In this investigation Sugeno-type system is used, which can be used to model any inference system in which the output membership functions are either linear or constant.
Fuzzy Modeling Scenario
To apply fuzzy inference to a system for which a collection of input/output data models, a model structure based on characteristics of variables in a system does not necessarily have been predetermined. In some modeling situations, the membership functions cannot be discerned from looking at data. Rather than choosing the parameters associated with a given membership function arbitrarily, these parameters could be chosen so as to tailor the membership functions to the input/output data in order to account for these types of variations in the data values. In such cases, neuro-adaptive learning techniques incorporated in the ANFIS command of MATLAB can be used. The acronym ANFIS derives its name from adaptive neuro-fuzzy inference system. Using a given input/output data set, the toolbox function ANFIS constructs a fuzzy inference system (FIS) whose membership function parameters are tuned (adjusted) using either a backpropagation algorithm alone or in combination with a least squares type of method. This adjustment allows to fuzzy systems to learn from the data they are modeling.
FIS structure and parameter adjustment A network-type structure similar to that of a neural network, which maps inputs through input membership functions and associated parameters, and then through output membership functions and associated parameters to outputs, can be used to interpret the input/output map. The parameters associated with the membership functions changes through the learning process. The computation of these parameters (or their adjustment) is facilitated by a gradient vector. This gradient vector provides a measure of how well the fuzzy inference system is modeling the input/output data for a given set of parameters. When the gradient vector is obtained, any of several optimization routines can be applied in order to adjust the parameters to reduce some error measure. This error measure is usually defined by the sum of the squared difference between actual and desired outputs. ANFIS uses either back propagation or a combination of least squares estimation and backpropagation for membership function parameter estimation.
MATERIALS AND METHODS
Measurements were made in Chirgua River Basin, located in the north central region of Venezuela during [2008] [2009] . Each subbasin was divided into zones, which were classified as follows: high: I and II, medium: III, low: IV, V and VI. Each zone is mainly used for agricultural purposes. Information on the location, area and land use is shown in Table 1 The irrigation events for the whole cycle lasted as follows: two hours for the first ten weeks and one hour for the last two weeks. A sprinkler irrigation system was used to provide water to crops. The inflow rate that was applied to furrows varied between 0.4 and 0.6 L/s. A plot of 64 wheel-compacted furrows on each field was split into eigth, 8-furrow blocks. The tests were carried out in three furrows with a width and length as varied as follows: 0.3 and 0.35 m; 100 and 200 m, respectively. Furrows were divided into four equal-length sections (¼, ½, ¾, and at the end of the furrow), and measurement stations were established at the downstream end of each section. Flows were measured using a steel plate with a 60º V-notch weir, by applying the volumetric method. The number of measurements carried out during the dry and rainy seasons were 300 and 162, respectively, which included: a) Soil physical properties: undisturbed samples were captured to determine through laboratory analysis saturated hydraulic conductivity, specific gravity, shear stress, moisture content, Atterberg limits and particle size (hydrometer and sieve analysis). Infiltration rates were measured with a single-ring infiltrometer (diameter 30 cm), which was driven up to 5 cm deep into the soil. (Table 2 and Fig. 7) , b) Flow physical properties: flow rates and sediment concentrations were measured at time intervals ranging from 20 to 120 min at a time, after the arrival of water to each measuring station. Sediment concentration was determined by applying the 2 540 B method (American Public Health Association, 1995) . 120 irrigation events were measured in five different agricultural fields (5 fields × 24 events / field = 120 irrigation events). During the rainy season the following events were measured: 73 for 2 hours, 24 for an hour and 20 for half an hour, with a precipitation gauge attached to an electronic storage unit, which has following geographic location: °W 68º 10' 50''and °N 10º 11' 45''. Total data were divided into three groups: 60% for calibration, 20% for validation and 20% for testing. Table 2 shows soil physical properties. Soil is composed of soil particles, where approximately less than 3% represents < 2.00 mm, 46.1% represents < 0.074 mm (fine fraction) and 50.9% represents >0.074 mm (finest fraction: silt and clay). Saturated hydraulic conductivity is close to 1 mm/h in most areas, which is classified as low to lower (Terzaghi & Peck, 1967) . The friction angle varies from 29.8 to 32.7º. The cohesion varies from 0.1 to 0.43 kgf/cm 2 . The initial and final moisture contents of the soil vary from 7.1 to 21.8%; from 26.1 to 54%, respectively. The porosity varies from 0.4 to 0.5 cm 3 /cm 3 . The liquid limit, plastic limit and plasticity index range respectively as follows: 26.2 and 33.2%; 23 and 28%; 4.3 and 5.2%. Specific gravity of solids varies from 2.5 to 2.6. Soil type varies from organic silt (OL) to plasticity low silty sand (SM) (e.g., Lambe & Whitman, 1972; Juarez & Rico, 1991) (Table  2) .
Models data
Infiltration rates for silty soil are highly variable. Figure 7(a) shows the cumulative infiltration versus time for 582 infiltrometer tests over one period, which last 2.28 h each. Infiltration depths at the end of this time have a mean of 22.39 mm and a standard deviation of 21.02 mm. Infiltration depths greater than 22.39 mm are measured during the rainy season, where rainfall events occur less frequently than those of irrigation, therefore the storage capacity of the soil is higher than those available during the irrigation period. Figure 7(b) shows the histogram for the cumulative infiltration at t = 2.28 h, together with the corresponding probability density functions. Exponential and Weibull functions result in the best fit. During the dry season, runoff is stabilized after the first half hour when the irrigation is applied. The time for flow stabilization is approximately one hour; which occurs faster in the furrows where the slope was equal to 0.8% (Fig. 8) . Flow rate at steady state varies from 0.3 to 0.5 L/s, decreasing from 0.05 to 0.1 L/s after the seventh irrigation. The effect of the coverage radio of the sprinkler on flow varying between the different furrows is low within an irrigation event.
A comparison of the sediment load during irrigation and rain events of one and two hours is shown in Fig. 9 . The maximum sediment load observed during the irrigation and rainfall events of one hour varies approximately from 100 to 400 mg/s, from 600 to 100 mg/s, respectively ( Fig. 9(a) ). The maximum sediment load observed for the two-hour event varies from 500 to 2000 mg/s for irrigation and from 2500 to 7000 mg/s for rain ( Fig. 9(b) ). Therefore, there is significant variation in sediment load between the events of rain and irrigation, where the first is 5 to 10 times more erosive than the latter.
A comparison of rainfall events in both one and two hours is shown in Fig. 10 , which shows that the rainfall for these events ranges as follows: from 20 to 30 mm, and from 25 to 40 mm, respectively (Figs 10(a) and  (b) ). 
RESULTS
Modeling of furrow erosion based on physical processes
Process of particle detachment Table 3 shows the parameters of Eq. (5), used to estimate the capacity of soil particle detachment in furrows. In general, the following statements can be made about the parameters K c and τc : (a) K c varies from 1.31E-06 to 1.525E-06 s m -1 ; (b) τc varies from 0.704 to 1.489 Pa; (c) estimate standard error of the parameters is low in all cases. Table 5 shows the parameters of Eqs 7, 13 and 15 for estimating the sediment transport capacity in furrows. In general, the following statements can be made about the parameters K t , b and c: Coefficient of transport (K t ): (a) the units differ between Eqs 7, 13 and 15, (b) the ranges found for Eqs 7, 13 and 15 vary as follows: 9.929E-08 and 1. 526E-07; 7.634 and 34.583; 0.421 and 0.892, respectively, (c) Table 6 .
Process of sediment transport
Combination of furrow erosion processes
The representation of furrow erosion processes for following slopes: 0.8%, 1%, 1.5% and 2.5% is shown in Fig. 11 , using the Eqs 7, 13 and 15 for estimating the transport capacity of sediments (Figs 11a, 11c, 11e and 11h, and Eqs 4 and 12 to estimate the net detachment capacity (Figs 11b, 11d, 11f and 11g) . The cycle under irrigation has been divided into three stages; each stage represents 1/3 of the total duration for 12 weeks, obtaining data average values for each phase. Comparison between the transport capacities of sediments observed and estimated by Eqs 7, 13 and 15 shows in Figs 11a, 11c, 11e and 11h. The solid line represents the observed sediment load in furrows, while the bars represent estimates by Eqs 7, 13 and 15, where the following observations can be made: (a) Eq. (13) overestimated the values of the observed transport capacity, but the rest of equations underestimated them and (b) the observed sediment load in stages from 1 to 3 varies as follows: from 1000 to 2500 mg/s, from 2000 to 500 mg/s; less than 500 mg/s.
Values estimated by Eq. (7) in stages from 1 to 3 vary as follows: from 500 to 1000 mg/s, from 0 to 500 mg/s, less than 500 mg/s. Values estimated by Eq. (13) in stages from 1 to 3 vary as follows: from 1000 to 2500 mg/s, from 2000 to 500 mg/s, less than 500 mg/s. Estimates from Eq. (15) in steps 1 through 3 vary as follows: from 1500 to 3500 mg/s, from 500 to 2000 mg/s, from 500 to 1000 mg/s, (c) the difference between observed and estimated values is significant in the first stage of the cycle and decreases towards the second and third stages.
According to the theory of models based on physical processes, when the sediment transport capacity is exceeded by the flow sediment load occurs the deposition process Meyer, 1975, Morgan et al., 1998) .
Deposition process estimated by Eqs 4 and 12 is shown in Figs 11(b), 11(d Table 7 shows the parameter values in the furrow erosion models based on linear regressions, Eqs 17(a) and (b), as well as nonlinear regressions, Eqs 18(a)-(e). In general, the following statements can be made in relation to the parameters β 1 to β 6 : in Eq. (17a) the parameters vary from -4.267 to 4.382, in Eq. (17b) they vary from -7.5 to 9.14, in Eq. (18a) they vary from -0.031 and 0.2697, in Eq. (18b) they vary from -0.014 to 0.093, in Eq. (18c) they vary from -0.629 to 1.938, in Eq. (18d) they vary from -0.046 to 1.012. Table 8 shows the fitted statistics of erosion models based on regression from the observations obtained when the field was examined in furrows, in the following slopes: 0.8%, 1%, 1.5%, and 2.5%. R 2 : varies from 0.90 to 0.53, and it decreases when the polynomial power is increased. R 2 adj its reduction is not significant in relation to R 2 . Mallows C p : decreases slightly compared to the number of independent variables in each equation. Durbin-Watson Statistics: varies between 0.7 and 1.68. By comparing the errors during the calibration and validation stages, with emphasis on the average absolute relative error (AARE), and the average relative error (ARE) the following results are found: AARE varies from 6.21 to 12.57, ARE varies from -0.71 to 6.78. In general, (a) errors tended to be lower in the calibration stage with respect to validation and (b) errors increase when the polynomial power is increased. The rest of errors can be seen in Table 8 . Figure 12 shows a comparison of the estimated erosion results using Eqs 17(a), 17(b), 18(a), 18(b), 18(c) and 18(d) to the observations under irrigation in the furrows with following slopes: 0.8%, 1%, 1.5% and 2.5%. Additionally, it includes a comparison with the physical process model represented by Eq. (16), and the artificial intelligence technique based on neural networks, which will be widely discussed in the next section. The cycle under irrigation has been divided into three stages; each stage represents 1/3 of the total duration for 12 weeks, obtaining an averaged data for each phase. In Fig. 12 , solid lines represent the models by which a satisfactory approximation to the furrow erosion observed data is obtained, and the bars represent the rest of models, where the estimated values differ significantly from the observed data. In general, Eq. (17b) achieves the best approximation with respect to the rest of the linear and nonlinear models. Table 9 shows the fitted statistics to sigmoidal function using the Artificial Neural Network (ANN) technique to the observations of rainfall-erosion process for the onehour and two-hour events, both with different amounts of data. Statistics in the stages of training, validation and testing vary for the networks mentioned before as follows: R²: For ANN1 in each stage is equal to 0.686; 0.897 and 0.876; for ANN2 in each stage is equal to 0.39; 0.615 and 0.49.
Modeling furrow erosion based on regressions
Modeling of furrow erosion based on artificial intelligence techniques
For ANN3 in each stage is equal to 0.758; 0.831 and 0.786. By comparing the errors during the calibration and validation stages, with emphasis on the average absolute error (AAE), the following results are found: AAE varies from 0.1 to 0.14. In general, (a) the error does not vary significantly between stages of calibration, validation and testing, (b) the error tends to be lower as the variability in the data is lower, which promotes a better network learning with respect to the observations made. Comparison of estimated values by the application of ANN's, to the observed data of furrow erosion under rainfall and irrigation events of one and two hours, during the stages of training or calibration, validation and testing, is shown in Fig. 13 . Vertical axis represents the simulated erosion (D R sim), and the horizontal axis 
the obtained values by field tests in furrows in different slopes is. Figures 13a-13c and Figs 13g-13i show the approximate points randomly around the 1:1 line, indicating that the network has successfully learned the pattern shown by observations during rainfall events. Figures 13d-13f show that there is a fairly satisfactory approximation of the points to the 1:1 line, which explains that there is some variability in the observations that the network was not able to simulate.
Fuzzy Logic
Modeling furrow erosion using a Fuzzy Inference System Table 10 shows the two membership functions coefficients for the two input variables to each Fuzzy Inference System (FIS). Characterized FIS's are three: FIS 1 corresponds to natural rainfall events that last an hour, FIS 2 corresponds to the natural rainfall events that last two hours, and FIS 3 corresponds to irrigation events that last two hours. Input 1 is represented by measurements of natural and simulated rainfall (irrigation) in those events that last an hour every 10 minutes, and two hours every 20 minutes. Input 2 is represented by the infiltration values range as shown in Fig. 7 .
As an example, FIS 1 is described, represented by input membership functions of trapezoidal type. The trapezoidal functions for the rainfall representation have the following parameters: trapmf1: 1.827; 2.974; 4. 557 and 5.928. Trapmf2: 4.677; 5.705; 7.562 and 8.709 . The trapezoidal functions for the infiltration representation have the following parameters: trapmf1: -0.508; 0.0293, 0.859; 1.381. Trapmf2: 3.637; 4.676; 7.46 and 9.147. The linear output surface has the following parameters: 2.081 for the rainfall; -2.675 for infiltration and 0.0487 for the constant term. The rest of FIS's can be seen in Table 10 . Table 11 shows the fitted statistics of erosion modeling under rainfall and irrigation events through the various FIS's from all the observations obtained in field testing in furrows of different slopes. By comparing the Average Absolute Errors during the calibration, validation and testing stages, the following results are found: FIS 1: 1.108; 1.5147 and 1.489; FIS 2: 2.403; 2.5977 and 2.676; FIS 3: 1.4; 2.396 and 1.565, respectively. In general, errors do not vary significantly between the stages of the calibration, validation and testing. A comparative example of the estimated values by applying the FIS to the observed data of furrow erosion under rainfall events that last two hours, during the stages of training, validation and testing; using a sample of 35 data, is shown in Fig. 14 . Total number of data in each stage can be seen in Table 11 . Vertical axis represents the simulated erosion (D R sim) and the observed (D R obs). The horizontal axis represents a number assigned to each value; each pair of coordinates is represented by a dot. Figure 14(a) shows the results in the training stage of the FIS, which shows that the data points (circles) were satisfactorily approximate to the FIS (asterisks) . Figures 14(b)-(c) show a good approximation of the points found in the FIS. Table 3 for Eq. (5), it was found: (a) K c values fell within the range for the field experiments and were lower than those found from laboratory experiments, (b) τ c values were totally included within the reported ranges for the field and laboratory experiments.
DISCUSSION OF RESULTS
Comparison
From the above, comparisons show that the K c value range obtained in this study was significantly different from the one reported by Knapen et al. (2007) , while a lower variation for τ c value range was found. There are several reasons for these differences, two of the main are (1) differences in experimental conditions in which the data were collected, and (2) the variation of soil types and environmental conditions. By comparing the experimental and environmental conditions of the research described in the methods section with outlined in Tables 12 and 13, some similarities were found alike as those in field studies conducted by Bjorneberg et al. (1999) . With regard to laboratory experiments, cases with which to make a comparison were not found.
The value ranges found for K c and τ c by Bjorneberg et al. (1999) varied as follows: from 0.0003 to 0.006 m/s and from 1.2 to 1.8 Pa, respectively. Despite the similarities in the experimental conditions shown in Table 12 , the value range of K c was significantly different. Causes of the differences appear to be due to environmental conditions, mainly in both climate and agricultural practices, because the experiments of Bjorneberg et al. (1999) were made in beans and corn fields, where the wetting and drying sequences, consolidation and residues could be contributing factors to variability of K c and τ c values.
In general, the Eq. (5) statistics show a satisfactory fit between most of the equation and the observed data, for the following reasons: (1) coefficient of determination R 2 was estimated at 0.7 (Ramírez et al., 2004) , (2) Durbin-Watson coefficient presented evidence that there is a slight randomness within consecutive residues, (3) Average Absolute Relative Error and Average Relative Error were moderately low.
Process of sediment transport
The ranges of the parameters K t and b reported in the results section for models of sediment transport capacity represented by Eqs 7, 13 and 15 varied as follows: 9.929E-08 and 1.52 669E-07; 7.634 and 34.583; 0.4212 and 0.892, respectively. The value ranges reported for field tests by Finkner et al. (1989) and Trout (1999) for Eq. (7) (Table 14) , differ significantly from those indicated in Table 5 . As for Eq. (13), the ω c critical unit current power value was negative and slightly different from zero, which differs from that proposed by Yang, (1973) , which is equal to 0.002 m/s. Despite the differences, it can be observed that in both cases ω c tended to zero. According to theory, the ω c value should be positive. The results of negative ω c and its low standard error, along with the high correlation make it difficult to explain the physical meaning of the estimated parameter. However, the estimated negative value range of ω c was not significantly different from zero. Simons et al. (1981) because the values reported in literature correspond to flow in rivers.
In general, fitted statistics in Eqs (7), (13) and (15) indicated a satisfactory approximation between observed and estimated values, for the following reasons: (a) coefficient of determination varied between 0.72 and 0.88, according to Ramirez et al. (2004) , (b) adjusted R 2 coefficient decreased slightly in relation to R 2 , (c) Durbin-Watson coefficient presented evidence that there is a slight randomness between consecutive residues, (3) Average Absolute Relative Error and Average Relative Error were moderately low. Figure 11 that the sediment transport capacity values obtained by Eqs (7) and (13) were lower than the observed sediment load values in the stream for different slopes of furrows in the three stages within the cycle under irrigation, which indicates the occurrence of concentrated flow and deposition process. As for Eq. (15), estimated values of the transport capacity were very close to the sediment load current, therefore, deposition processes occur at low rates. According to theory, the highest proportion of detached sediments is transported out of the furrow (e.g., Nearing et al., 1989 , Morgan, 1998 Bulygin et al., 2002) . Yalin (1963) . Trout (1996) found that at the end of the furrows of bean crops, erosion increases from the beginning to the end of the cycle from 1 to 5 Mg/ha, while the process was reversed in the corn crop due to the reduction of erosion from 2 to 0.1 Mg/ha at the end of the cycle. In this study, the variability in the rate of erosion along the furrows was not significant, based on the uniformity of both water supplies through the sprinklers as well as frequency of wetting in each furrow. The erosion rate, from the beginning to the end of the cycle, varied from 0.6 to 0.1 Mg/ha (Fig. 12) . This range is lower than that found by Trout (1996) for bean and corn fields. Trout (1999) reported sediment transport rates in furrows of slope at 1.3% and 5.2% for corn and bean, that varied from the beginning to the end of the cycle as follows: from 20 000 to 4000 mg·s -1 m -1
Combination of furrow erosion processes It can be observed from
, from 25 000 to 5000 mg·s -1 m -1 , respectively. These ranges were higher than those found in this study, which varied from 1428 to 10 000 mg·s -1 m -1 (mg of sediment per meter of wetted perimeter per second).
Furrow erosion models based on regressions
Estimated erosion values by the multiple linear models were closer to the field observations than those which were obtained by models based on nonlinear polynomials. Linear model showed that the maximum loads of sediments during events of natural and artificial rain were successfully estimated. However, there was a lack of adjustment for values at the beginning and at the end of such events, which coincides with the results of Jain et al. (2004) , Kumar (2001) and Srinivasulu et al. (2006) (Fig. 12) . Findings in polynomial-based models indicate that the estimation process of the observed variable tends to decrease as the power increases.
Modeling of furrow erosion using artificial intelligence techniques
Artificial Neural Networks Estimated erosion values by artificial neural networks became successfully closer to the observations during the stages of calibration, validation, and testing, in terms of the coefficient of determination and the Average Absolute Error. The ANN estimate improved as the variability of data for training and testing of the network was lower, which helped the network to learn the pattern of data.
Fuzzy Inference System
Estimated erosion values by FIS's became successfully closer to the observations during the stages of calibration, validation and testing, in terms of the Average Absolute Error. The pattern in the input data was better represented by using the trapezoidal function both for rainfall, as well as for infiltration. The system output was represented by a multiple linear equation. Estimated erosion resulted closer to observations in the stages of training, validation and testing (Fig. 14) . Estimation by ANN improved as the variability of data for training and testing of the network was lower, which helped the network to learn the pattern of data. The application of FIS's has been used successfully for modeling of reservoir operation by Panigrahi (2000) , which validates its use for simulating hydrological processes.
Comparison of models to estimate rill erosion The differences between the dynamic versions of the WEPP and EUROSEM models were significant in the magnitudes of the events; however, both of them estimated the erosion processes, namely, sediment transport and deposition (Fig. 11) . As for CIHAM-UC model was different from WEPP and EUROSEM models because they produced smaller estimates of deposition process.
The comparison between the different models indicates the following order on the quality of the estimation in furrow erosion: Artificial intelligence techniques, models based on physical processes, linear regression, and finally, the non-linear regression (Fig.  12) .
CONCLUSIONS
It is possible to make estimates of the physical processes of erosion in furrows with a moderate to high accuracy, although it is believed that the estimation can be increased and improved by making adjustments of the models for each slope of furrow.
Models based on linear regressions achieved better estimates at the observed values than the nonlinear models based on polynomials. This should be emphasized in training with new data to better estimate the values at the beginning and end of natural and artificial rain events.
Modeling of furrow erosion using artificial intelligence techniques resulted in a satisfactory approximation of the estimated values to those observed, improving accuracy through the application of ANN's with respect to the FIS's. The estimation quality improves as variability in the model data is low.
The comparison between the different models indicate the following order on the quality of the estimation of furrow erosion: artificial intelligence techniques, models based on physical processes, linear regression and finally, the non-linear regression
