Rydberg atom-based electrometry enables traceable electric field measurements with high sensitivity over a large frequency range, from gigahertz to terahertz. Such measurements are particularly useful for the calibration of radio frequency and terahertz devices, as well as other applications like near field imaging of electric fields. We utilize frequency modulated spectroscopy with active control of residual amplitude modulation to improve the signal to noise ratio of the optical readout of Rydberg atom-based radio frequency electrometry.
strengths. These measurements show the AT regime. The measurements were carried out with amplitude modulation of the coupling laser beam similar to [6] .
is proportional to the transition dipole moment between the Rydberg states and the RF E-field amplitude, i.e. ∆ν ∝ µ RF E RF /h, where h is Planck's constant. The principle quantum number, n, of the Rydberg states can be changed to cover a broad frequency spectrum from GHz to THz, with varying sensitivity depending primarily on the transition dipole moments and collision rates.
When the AT splitting cannot be observed due to the spectral resolution, the amplitude of the EIT probe transmission can be used to determine the E-field [6] . The latter measurement is more sensitive to noise because the probe transmission on resonance and/or the spectral lineshape must be accurately determined. To increase the sensitivity, two goals present themselves. First, it is important to increase the signal-to-noise ratio (SNR) of the measurement. Second, it is advantageous to increase the spectral resolution to expand the AT regime. This paper addresses the first goal using a method, FM spectroscopy, that can be integrated into a portable, compact package.
The sensitivity of the RF E-field measurement is limited by three main factors from reaching the projection noise limit of the atomic sensor. These factors are: the technical noise of the probe laser, the residual Doppler effect due to the wavelength mismatch of the EIT probe and coupling lasers, and the photon shot noise of the probe laser on the photodetector. Recently, we have utilized a homodyne detection technique with a Mach-Zehnder interferometer (MZI) to suppress the technical noise of the probe laser [36] . We achieved a new sensitivity limit for atombased RF E-field sensing of ∼ 5 µVcm −1 Hz −1/2 which was determined to be photon shot noise limited. The MZI is experimentally more complicated than FM spectroscopy because it requires an additional frequency stabilized laser to control the phase of the interferometer. FM spectroscopy is an alternative, less complex method, that can reduce the technical noise of the probe laser so that photon shot noise limited performance can be realized [41, 42] .
FM spectroscopy has been used for precision measurements such as gravitational wave detection interferometry [43, 44] , cavity-based laser frequency stabilization [45, 46] , and high-speed detection of weak absorption signals [47, 48] . This method has also been used to suppress light shifts in optical pumping systems [49] . In order to achieve high sensitivity with FM spectroscopy residual amplitude modulation (RAM) must be addressed. RAM is caused by etalon effects, variations of the birefringence of the electro-optic modulator (EOM) used for frequency modulation, fluctuations in the RF drive power, spatial variation of the field inside the EOM crystal, etc that lead to unequal magnitude and/or unwanted phase shifts of the modulation sidebands. Active control and cancellation of RAM improves the readout SNR and is required to optimize FM spectroscopy [50, 51] . Recently, an alternative method has also been proposed to passively control RAM. A wedged electro-optic crystal was used to reduce RAM caused by the input polarization misalignment and the etalon effects [52] . This method is useful for the reduction of baseline drift of the Pound-DreverHall (PDH) error signal for stable squeezed light generation. A wedged electro-optic crystal is not required with active control of the RAM.
In this work, we show that we can achieve a sensitivity of ∼ 3 µVcm −1 Hz −1/2 for Rydberg atom-based E-field measurement with FM spectroscopy. We actively stabilize the RAM in our setup. Our sensitivity using FM spectroscopy is also photon shot noise limited and virtually the same as that obtained with the MZI. These results support our work using the MZI and show that photon shot noise is a challenge for Rydberg atom-based E-field measurements since it is difficult to increase the probe laser power without increasing collision rates and introducing unwanted amounts of power broadening. Fig. 1(a) shows the four-level atomic energy level scheme we used for the experiments. The probe laser is tuned near the cesium (Cs) D 2 transition, 6S 1/2 (F = 4) → 6P 3/2 (F = 5), while the coupling laser excites atoms to a Rydberg state, 6P 3/2 (F = 5) → 52D 5/2 . The three-level ladder system with the couplings shown in Fig. 1 leads to the cancellation of absorption of a resonant probe laser in the presence of a resonant coupling laser. The enhanced transmission of the probe laser is known as EIT. A RF E-field at a frequency of 5.047 GHz, resonant with two adjacent Rydberg levels, 52D 5/2 ↔ 53P 3/2 , can cause the probe transmission window to split via the AT effect with proper selection of laser polarization [6, 39] . The RF E-field is determined by how it modifies the probe laser transmission. Fig. 1(b) shows the typical probe transmission signal as a function of probe laser detuning in the AT regime. The traces shown in Fig. 1 were obtained using amplitude modulation of the coupling laser as used for our previous works [6, 27, 36] .
II. EXPERIMENTAL METHOD
The experimental setup for the implementation of FM spectroscopy is shown in Fig. 2 . A 3 cm long, 1 cm 2 cross-sectional area rectangular vapor cell filled with Cs atoms at room temperature is used to perform the RF E-field measurements. The lasers are offset locked to an ultra-stable FabryPérot cavity using the PDH technique [45] . The estimated linewidth of the lasers is ∼ 50 kHz based on the cavity locking error signal. The two laser beams interact with the Cs atoms in a counterpropagating geometry. The intensity fluctuations of both lasers are stabilized using a feedback loop to acousto-optic modulators (AOM) for the sensitivity measurements. RF absorbing material is placed around the setup to suppress reflections of the RF E-field.
To modulate the probe laser, a linear polarized probe laser beam is incident on a fiber-coupled waveguide-based EOM with small angle relative to the crystal axis. To produce high purity linear polarized light, two Glan-Thompson prisms (GTP) are placed at the input and output of the EOM to act as a polarizer and analyzer, respectively. The modulation frequency that we used for the experiments is 10 MHz which is larger than the spectral width of the EIT probe transmission window.
RAM causes the FM sidebands of the probe laser to vary in relative magnitude and phase. RAM 2 orders of magnitude smaller and the input fiber acts as a spatial mode filter, which reduces the RAM contributions arising from the spatial inhomogeneity of the optical field [51] . We temperature stabilized the waveguide-based EOM to reduce drift due to the temperature fluctuations.
RAM can be measured and actively reduced by determining the power falling on a fast photodiode at the modulation frequency and using that signal to correct the principal axes of the crystal using a feedback loop. The relative phase shift due to birefringence of the crystal is ∆φ = kl(n e − n o ), where k ≡ 2π/λ p is the wave number of the probe light with wavelength λ p , l is the length of the crystal, and n e (n o ) is the refractive index of the extraordinary (ordinary) wave. The phase shift can be externally controlled because n e and n o depend on the electric field present inside the crystal via the Pockels effect. Phase changes can then be due to a control electric field applied to the crystal, ∆φ dc , or from unwanted variations as mentioned in the introduction, ∆φ n . The correction phase needed to compensate the RAM can be determined by the condition that all odd harmonics of ω m of the laser power falling on a photodiode placed after the EOM are zero for perfect phase modulation (alignment of the probe electric field vector along one of the The units are arbitrary for these plots because they were calculated directly from the data which involves scaling factors due to the signal processing. The plots show a typical comparison between the RAM locked an unlocked performance for the two different cases described.
principal axes of the crystal). For odd harmonics of ω m , the measured photocurrent will be [50]
where n is an odd integer for n > 0. E 0 is the E-field amplitude of the probe laser. α and β are the relative angles of the GTP polarizer and analyzer with respect to the crystal axes, respectively.
J n (M ) is the n th -order Bessel function with M ≡ (δ e − δ o ) defined as the difference between the modulation indices of the ordinary and extra-ordinary waves. δ o,e depends on n o,e and the RF E-field applied to the EOM [50] . Pure phase modulation is realized by satisfying the condition sin(∆φ n +∆φ dc ) = 0. To correct for the RAM and obtain ideal phase modulation, a fast photodiode is used to measure the photocurrent given in Eqn. 1 by demodulating it at ω m and actively feeding back this error signal into the EOM via the DC port of a bias tee as shown in Fig.2 . A PID loop based on a field programmable gate array is used to generate the signal that is applied to the bias tee [56] . The laser power used for the RAM correction setup can be relatively large. Typically we used ∼ 200 µW. 
III. RESULTS AND DISCUSSION
The stability of the RAM and the probe transmission signal can be studied in a log-log plot of the Allan deviation versus sampling time. The Allan deviation σ y (τ ) is the square root of the Allan variance defined as σ 2 Fig. 3(a) shows an example of the Allan deviation of the RAM signal plotted against sampling time with the RAM lock on (red curve) and off (black curve). The inset of Fig. 3(a) shows the corresponding RAM signal as a function of time with the RAM lock on (red) and off (black). The modulation frequency was 10 MHz with a modulation depth +8 dBm.
The LO modulation depth was +14 dBm. The Allan deviation is larger for short sampling times but decreases as the sampling time increases due to averaging. At larger sampling times, the Allan deviation of the unlocked signal increases due to slow drifts, such as polarization changes caused by temperature changes of the optics. The Allan deviation of the locked signal continues to decrease over the entire range of sampling times. The decrease in both traces shown in Fig. 3(a) is characteristic of electronic noise, sometimes referred to as flicker phase noise, as well as noise due to the probe laser locking, white phase and frequency noise. Fig. 3(a) shows that the RAM is largely eliminated and the FM sidebands are stable over long intervals of time due to the active stabilization of the FM sidebands.
To further illustrate the point, Fig. 3(b) shows an example of the Allan deviation of the probe transmission signal acquired using FM spectroscopy as a function of sampling time at two-photon resonance, the EIT resonance, with the RAM lock on (red curve) and off (black curve). The inset of Fig. 3(b) shows the corresponding probe transmission signal in the time domain with RAM lock on (red curve) and off (black curve). For the EIT signal, we used 45 µW of probe laser power and 13 mW of coupling laser power. The probe laser beam had a diameter 1.5 ± 0.01 mm while the coupling beam diameter was 0.16 ± 0.01 mm. The corresponding probe and coupling laser Rabi frequencies are 2π × 5.6 ± 0.05 MHz and 2π × 5.7 ± 0.05 MHz, respectively. Note that this is a fundamentally different measurement than shown in Fig. 3(a) because now the signal depends on other parameters like the density of atoms in the vapor cell and the laser detunings. Consequently, we observe similar but not identical behavior as that shown in Fig. 3(a) . At first, τ < 10 s, both the locked and unlocked Allan variances increase. After the initial increase, the Allan deviation decreases with sampling time. For longer sampling times, the Allan deviation starts increasing again. The τ > 10 s behavior in this example is characteristic of white noise from electronics and then, most likely, slow environmental drifts of which there are more, since the experiment is more complicated than the measurement of the RAM on a single photodiode. For τ < 10 s, both curves most likely show random walk frequency noise due to the laser locking. Fig. 3(b) demonstrates how sensitive these measurements are, particularly with respect to stabilizing the frequency and intensity of the lasers, and the utility of using the Allan deviation to determine the noise sources.
We studied the effect of the modulation depth on the probe laser transmission as a function of probe detuning in order to optimize the probe laser transmission signal. Fig. 4 , shows the probe transmission signal obtained with FM spectroscopy for the three-level ladder system shown in Fig. 1 with no RF E-field present. The slope of the probe transmission signal close to the probe resonance depends on the modulation frequencies and modulation depth. For a small modulation depth, the amplitude of the FM sideband is very small compared to the carrier wave. As we increase the modulation depth, the amplitude of the sideband grows larger which increases the slope of the FM signal. For a large modulation depth, we also observe that the amplitude of the higher-order harmonics grows larger and the slope of the FM signal decreases [57] . To optimize the slope of the FM probe laser transmission signal at a modulation frequency of 10 MHz, we used a modulation depth of +8 dBm for the EOM and a LO modulation depth of +14 dBm to demodulate the FM signal. Fig. 4(b) shows the probe transmission as a function of the LO phase at the EIT probe transmission resonance. For quadrature LO phases, we observe a antisymmetric FM spectral lineshape about the line center. The steepness of the probe transmission is maximum at these quadrature phases consistent with prior work [41] . We use the quadrature phase of the FM derived probe laser transmission to perform the RF E-field measurements shown in Fig. 5 and We also optimized the detuning of the coupling laser so that the applied RF E-field would cause the maximum change in probe laser transmission. Fig. 5(a) shows probe laser transmission as a function of RF detuning for several different coupling laser detunings. The probe laser is tuned to resonance. We used 65 µW of probe laser power and 20 mW of coupling power which corresponds to Rabi frequencies of 2π × 6.7 ± 0.05 MHz and 2π × 7.0 ± 0.05 MHz, respectively. In Fig. 5(a) , the RF E-field strength is 75 µV cm −1 . The figure shows that the amplitude of the probe transmission is optimized for a detuned coupling field for our EIT parameters and modulation frequency. At 1 MHz coupling field detuning, we observed maximum probe transmission. Fig. 5(b) shows the probe laser transmission plotted against RF E-field strength for two different coupling detunings. Fig 5(b) illustrates the effect of optimizing the coupling detuning for the measurements. One can observe from the graph that the probe transmission as a function of RF E-field amplitude is more sensitive for the 1 MHz coupling laser detuning. Fig. 6(a) shows weak RF E-field measurements performed by detecting the probe laser trans-mission as a function of RF E-field detuning at a 1 MHz coupling laser detuning. The probe laser is resonant. The Rabi frequencies of the probe and coupling lasers are the same as in Fig. 5 . The RF E-field amplitude was calibrated by measuring it in the AT regime using the Rydberg atom-based sensor and extrapolating the power reading on the RF generator used to drive the antenna [6] . In Fig. 6(a) , the black curve shows the measured probe laser transmission while the red curve shows a Lorentzian fit to the lineshape. We used a Lorentzian fit because the lineshape is expected to be dominated by power broadening since we increased the probe laser power to optimize the signal with regards to photon shot noise and lineshape. The full width at half maximum was 5.5 MHz for each fit within the fitting error. The Lorentzian fit the data curves much better than a Gaussian particularly in the wings of each peak. Fig. 6(b) shows the same plots as Fig. 6 (a) after processing the data using a matched filter. Matched filtering is useful for improving the SNR when the form of the signal is known. It detects or extracts a known signal with high sensitivity that has been contaminated by noise [59] [60] [61] . To implement the matched filter, we convolve a Lorentzian distribution function,
with the measured signal, where σ is the full width at half maximum, A is the amplitude, and ν c is the line center. The matched filter improves the visibility of the signal, but the signal to noise level is approximately the same at the smallest E-field amplitudes, presumably because photon shot noise is limiting the sensitivity. The results in Fig. 6a show a sensitivity ∼ 3 µV cm −1 Hz −1 .
Each data point corresponds to a ∼ 1 Hz detection bandwidth. With matched filtering, one can detect a RF electric field amplitude of ∼ 1.8 µV cm −1 .
The current sensitivity achieved with FM spectroscopy is about three orders of magnitude worse than what can be achieved for an optimized projection noise limit of the atomic sensor [7] . For the parameters used in this effort, the projection noise limit is about 20 times better than what we demonstrated. The minimum RF E-field that an atomic sensor can measure depends on the RF transition dipole moment, µ RF ; the effective number of atoms participating, N ; and the dephasing time, T 2 [7] . The atomic projection noise limited sensitivity of the Rydberg atom-based E-field sensor for N atoms can be calculated as
where h is the Planck's constant. For the parameters used in our experiment; µ RF = 1745 ea 0 , N ≈ 10 5 participating atoms and T 2 = 0.5 µs, Eqn. 3 gives a projection noise limited sensitivity The plot shows probe signal vs RF detuning using matched filter at different values of RF E-field strengths.
All parameters are same as (a). The data was acquired using a 1 Hz detection bandwidth. Each Lorentzian fit gave a full width at half maximum of 5.5 MHz.
of ∼ 160 nV cm −1 Hz −1/2 . For N , we made a conservative estimate which takes into account the Doppler averaging and relative Rydberg excitation of the atomic sample based on a density matrix calculation of the system shown in Fig. 1a . The result of the projection noise limited sensitivity estimate shows that the shot noise of the atoms in the vapor cell is not limiting the sensitivity, since it is a factor of 20 better than what was measured in the experiments. As in our prior work, photon shot noise on the photo-detector is limiting the sensitivity [36] . The photon shot noise limited SNR of a detector is 2ηe 2 P s ∆f /hν, where η is the quantum efficiency, ∆f is the detection bandwidth, P s is the power falling on the detector, and ν is the frequency of the light [67] . For the experiments, a total probe laser power of ∼ 65 µW fell on the detector, but less than 10% carried the signal because of the size of the laser beam overlap, necessitated in our setup by the small dipole moment of the coupling laser transition, and modulation. For a 1 Hz detection bandwidth, as used in the prior analysis, the shot noise limited SNR is ∼ 2 × 10 6 using this reasoning. The smallest probe transmission signals shown in this paper are ∼ 0.1% of the EIT signal while the overall EIT signal without the RF electric field is ∼ 0.1% of the absorption signal. These estimates show that photon shot noise is the primary noise source for low probe laser transmission signals. Surpassing the photon shot noise limit in cases where sub-100 nV cm −1 Hz −1/2 sensitivities need to be achieved is nontrivial for Rydberg atom-based RF E-field sensing because increasing the probe laser power leads to power broadening as well as the possible reduction of T 2 depending on how the other parameters of the sensor are constrained [7] .
IV. CONCLUSION
We have shown that FM spectroscopy with active control of RAM improves the readout SNR of Rydberg atom-based RF E-field sensing when compared to our prior approach [6] . We have achieved a sensitivity of ∼ 3 µVcm −1 Hz −1/2 and demonstrated the detection of weak RF E-fields, ∼ 1.8 µV cm −1 , using matched filtering. This sensitivity limit is the same as what we achieved recently utilizing a MZI [36] . The current experimental sensitivity of the RF E-field measurement is worse than the atomic projection noise limit for realistic cases where N and T 2 are not too small because of photon shot noise. It is possible to change the parameters of the system to incrementally improve the sensitivity, however, photon shot noise is a barrier that must be overcome to achieve optimal projection noise limited sensitivity. The MZI read-out method was similarly bounded because the laser Rabi frequencies are determined by a desire to maximize coherence times and avoid power broadening. The agreement between the FM spectroscopy and MZI results supports the idea that photon shot noise is an important source of noise to address if the sensitivity of Rydberg atom-based RF E-field measurement is to be significantly improved. Some approaches that we are investigating to surpass the photon shot noise limit are to utilize non-resonant twophoton excitation or squeezed light for the probe transition. FM spectroscopy is very versatile and can be used in a portable, compact package that is less complicated than an interferometer but can reach similar performance levels. RF E-field measurements at sensitivities below the photon shot noise limit can possibly be used in a wide range of applications in medical science, such as detection of early stage breast cancer [26] , and as a tool for radio astronomy to detect absolute levels of thermal background radiation and explore fundamental physics of the universe [68, 69] .
At present, Rydberg atom-based sensing is well-poised to become the standard for electric field measurement, particularly useful for calibration of RF and terahertz devices, from GHz to THz.
