Testing normality is very important because the most common assumption is normality in statistical analysis. We propose a new plot and test statistic to goodness-of-fit test for normality based on the generalized Lorenz curve. We compare the new plot with the Q-Q plot. We also compare the new test statistic with the KolmogorovSmirnov (KS), Cramer-von Mises (CVM), Anderson-Darling (AD), Shapiro-Francia (SF), and Shapiro-Wilks (W) test statistic in terms of the power of the test through by Monte Carlo method. As a result, new plot is clearly classified normality and non-normality than Q-Q plot; in addition, the new test statistic is more powerful than the other test statistics for asymmetrical distribution. We check the proposed test statistic and plot using Hodgkin's disease data.
Introduction
Testing normality is very important because the most common assumption is normality in statistical analysis. So normality was researched continuously by many scholars. Estimation of data distribution is used to histogram, Q-Q plot and P-P plot which uses a graph. In addition to using the graphic method, typical methods using the test statistic are the Kolmogorov-Smirnov test and Shapiro-Wilk test.
This study proposes a generalized Lorenz curve (GLC) test statistic and a graphical method, called the g-plot, for the normality test based on the generalized Lorenz curve proposed by Shorrocks (1983) .
We first introduce a Lorenz curve and generalized Lorenz curve. Lorenz curve introduced by Lorenz (1905) provides the means to access the disparity in an income distribution optically and compare income disparity between two distributions. The theorem of Atkinson (1970) was the first result to give terms under which such a Lorenz inequality comparison has normative significance. In case of an increasing and strict concave utility function, the Atkinson theorem says that a distribution with the dominating Lorenz curves that do not cross is preferred. But Atkinson's theorem has the limitation that both the distributions have same means. So Shorrocks (1983) extended Atkinson's theorem to the case of unequal means. He proposed the generalized Lorenz curve as a tool to simultaneously account for differences in income mean and income disparity. The generalized Lorenz curve is a standard Lorenz curve scaled up by the mean. This scaling reveals a dominance in the relationship not apparent for an independent checkup of means and Lorenz curves. The height of generalized Lorenz curve indicate the degree of incomes; however, the curvature of the Lorenz curve shows the degree of income inequality (Arora and Jain, 2006) . Gastwirth (1971) presented an alternative definition of the Lorenz curve in terms of the inverse of to discrete variables as well as to continuous ones.
Let F denotes the cumulative distribution function of income distribution. The income is assumed to be non-negative. For F a given non-negative fraction p, let
denotes the inverse distribution function corresponding to F. It shall be assumed that F is continuous function with finite support. The Lorenz curves corresponding to the distributions with cdf F is defined as
where µ denotes the respective means of the distribution with cdf F (Gastwirth, 1971) . The generalized Lorenz curve corresponding to is the Lorenz curve scaled up by the mean (Shorrocks, 1983) and is given by
Arora and Jain (2006) consider a normality using the two generalized Lorenz curves over a specified interval of interest. In Section 2, we propose a normalized sample generalized Lorenz curve (NSGLC) that uses transformed generalized Lorenz curve (TGLC) that convert generalized Lorenz curve. We also propose a new test statistic and plot which uses NSGLC and its empirical critical values are presented. In Section 3, we compare the new plot with Q-Q plot by using Hodgkin's disease data. We also compare the new test statistic with Shapiro-Wilk test. In Section 4, Monte Carlo simulation is conducted to investigate the performance of the proposed test under several alternative distributions.
New Plot and Test Statistic
In Section 2, we propose a new plot and test statistic. Before proposing new plot, we propose the transformed generalized Lorenz curve (TGLC) and normalized sample generalized Lorenz curve (NS-GLC).
Let X 1 , X 2 , . . . , X n be a random variables with order statistics X 1:n , X 2:n , . . . , X n:n . Generalized Lorenz curve assumed that X is a non-negative incomes. However, all distributions does not have non-negative support. In order to solve this, all values of the order statistic were subtracted by the value of the first order statistic, and then each result was added all together. The above result is multiplied by (1 − p j ) since a generalized Lorenz curve cannot show the characteristics of the skewed distribution. Then TGLC is obtained as
where L X (i) = X i:n − X 1:n , p j = j/n and j = 1, 2, . . . , n. Using the percentile points of standard normal distribution, uniform distribution on (0, 1), exponential distribution, beta distribution with two Let F denote the cdf of normal distribution, an NSGLC is obtained as
The NSGLC has the following result.
Lemma 1. TGLC and TGLC F are a location and scale invariant statistic.
Proof: Let X be a random variable with a location parameter µ and scale parameter σ.
Let F −1 (i/n + 1) has a location parameter µ and scale parameter σ.
The distribution of G −1 (i/n + 1) does not depend on µ and σ. 
Hence the required result is proved.
Theorem 1. NSGLC is a location and scale invariant statistic.
Proof: Theorem 1 is straightforward by Lemma 1. Now, we propose new plot using NSGLC, If data is normally distributed, the NSGLC is 1 and g-plot will converge with the x-axis. Therefore, we are going to test if the data will follow the normal distribution by using the degree of how much the g-plot is apart from the x-axis.
To confirm the shape of g-plot of various distributions, we generate 50 data from X i:n = F −1 (i/((n+ 1)) at standard normal distribution, uniform distribution on (0, 1), exponential distribution, beta distribution with two parameters (0.2, 2.0), and chi-squared distribution with 1 degrees of freedom. We draw the g-plot. Figure 2 shows the results of g-plot for five distributions. Now, we propose new test statistic using NSGLC.
If the data accurately follows a normal distribution, we expect the GLC test statistics to be small and consequently the GLC test statistics to be small. Hence, we may reject the normality if the GLC test statistics exceed the corresponding upper tail null critical values. The critical values are not available explicitly and so the percentage points need to be determined through Monte Carlo simulations since GLC test statistics have a drawback due to the difficulty in the distribution theory. Table 1 shows the 5% critical values for n = 10 to 100 by 10. 
Illustrative Example
As an illustrative example, we take Hodgkin's disease data (Alterman, 1992) . It is numbers of T 4 cells per mm 3 in blood samples from 20 patients in improvement from Hodgkin's disease. From Figure 3 , distribution of the logarithm of the T cell data is more symmetric than row data. A Q-Q plot of this data is appeared in Figure 4(a) , p-value of W test is .029. Therefore, the W test conclude that the data is not normally distributed at significance 5%. A Q-Q plot of natural logarithmic data is appeared in Figure 4(b) , p-value of W test is .812. Therefore, the W test conclude that the natural logarithmic data is normally distributed. Figure 5 provides the g-plots of raw data and natural logarithmic data. From Figure 5 , the g-plot of natural logarithmic data is closer to zero than g-plot of raw data. Thus, the g-plot conclude that the natural logarithmic data is normally distributed.
It is also able to confirm as the GLC test. From Table 3 , the GLC of raw data is .1644 and the GLC of natural logarithmic data is .0153. Therefore, the GLC test conclude that the raw data is not normally distributed and the natural logarithmic data is normally distributed.
Simulation Study
A Monte Carlo simulation study was conducted to determine the power under different alternatives and to assess the power of the GLC test statistics. As an alternative distribution, the eight alternative distributions were considered in the simulation study; uniform distribution on (0, 1), Student's t distribution with 9 degrees of freedom, Cauchy distribution with two parameters (1, 3), exponential distribution, Weibull distribution with shape parameter 0.4 and scale parameter 0.1, beta distribution with two parameters (0.2, 2.0), gamma distribution with two parameter (1, 3) and chi-squared distribution with 1 degrees of freedom. The GLC test statistics was compared to five other tests; Kolmogorov-Smirnov (KS), Cramer-von Mises (CVM), Anderson-Darling (AD), Shapiro-Francia (SF) and Shapiro-Wilks (W). To accomplish the power comparison, 10,000 samples of size n = 10, 20, 50 were generated from each of the alternative distributions, and the power of each test was estimated by counting a number of samples falling into the corresponding critical region given in Table 1 . Table 4 presents the results of the empirical power of the test at the significance level 5%. The results report that the performance of GLC was generally good for all sample sizes and alternative distributions. For uniform distribution, GLC was found to be better than other test statistics except W. For t distribution with 9 degrees of freedom, GLC was found to be better than KS, CVM and AD, except n = 10. For the exponential, Weibull, beta, gamma and chi-squared distribution, GLC was outperformed the all different test statistics; consequently, the GLC test is a very effective test for asymmetrical distribution.
