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Abstract
We employ a recently developed method for constructing rational electromag-
netic field configurations in Minkowski space to investigate several properties
of these source-free finite-action Maxwell (“knot”) solutions. The construction
takes place on the Penrose diagram but uses features of de Sitter space, in par-
ticular its isometry group. This admits a classification of all knot solutions in
terms of S3 harmonics, labelled by a spin 2j ∈ N0, which in fact provides a
complete “knot basis” of finite-action Maxwell fields. We display a j=1 ex-
ample, compute the energy for arbitrary spin-j configurations, derive a linear
relation between spin and helicity and characterize the subspace of null fields.
Finally, we present an expression for the electromagnetic flux at null infinity
and demonstrate its equality with the total energy.
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1 Introduction and summary
Electromagnetic knot configurations in Minkowski space were discovered in 1989 by Ran˜ada [1] and have
been an active field of research ever since (for a review, see [2]). Their electric and magnetic fields are
rational functions of the Cartesian Minkowski coordinates, and their field lines exhibit nontivial topol-
ogy characterized by the conserved helicity. Several methods for constructing such source-free Maxwell
solutions have been developed, employing the Hopf map, Penrose twistors, complex Euler potentials (for
null fields) or special conformal transformations.
In a recent paper [3] co-authored by one of us, a further method for building rational (knot) solutions
has been found. It is based on a correspondence of Maxwell solutions on Minkowski space R1,3 and on de
Sitter space dS4, thanks to the conformal equivalence between (part of) these spaces and the conformal
invariance of four-dimensional gauge theory.12 The O(1,4) isometry of de Sitter space (with three-spheres
as equal-time slices) suggested an O(4) covariant treatment of Maxwell theory on dS4, which resulted
in a complete basis of vacuum electromagnetic fields, labelled by the weights of spin (j, j) irreps of the
so(4) ' su(2)L ⊕ su(2)R spatial isometry algebra. The isomorphism S3 ' SU(2) further allowed one
to impose left invariance (under the group multiplication). Mapping those basis solutions to Minkowski
space provided a straightforward algorithm for generating a full basis of finite-action rational Maxwell
solutions – electromagnetic knots. The method was then illustrated on a couple of examples, which
demonstrated that very complex Minkowski-space configurations are generated from rather simple de
Sitter-space expressions.
To further test the “de Sitter method” and to establish its usefulness, it is warranted to investigate
various properties of electromagnetic knots from this new perspective and to learn how well this method
does in obtaining them. This is the main purpose of the paper. To its end, we (a) revisit and streamline
the construction and apply it to an explicit j=1 example, (b) compute the conserved energy and helicity,
(c) characterize the subspace of null fields ( ~E2 = ~B2 and ~E · ~B = 0) and (d) compute the energy flux
radiated to infinity. We also comment on the topological structure of the electric and magnetic field
lines and display the spatial distribution of the energy density for exemplary configurations with j= 12
and j=1, beyond the known j=0 case of the Ran˜ada–Hopf knot. In all cases, pulling Minkowski-space
quantities back to de Sitter space brought on substantial simplifications. We conclude that this novel
approach to electromagnetic knots is a powerful tool, both conceptually and computationally. In order to
better understand the physical properties of these knot configurations (also for higher j) one might want
to probe them with charged test particles, classically or quantum mechanically. Another future project
is the backreaction of such sources on the knot configuration.
The paper is organized as follows. In Section 2 we introduce the calculational tools on de Sitter space
needed for our construction, including the S3 harmonics (for background material, see e.g. [7, 8, 9, 10]).
We find it convenient to pass from de Sitter space to a conformally related Lorentzian cylinder over S3.
Section 3 reviews the solution of the source-free Maxwell equations on de Sitter space and gives a complete
characterization in terms of so(4) irreps of spin j and their weights. The conformal map to Minkowski
space provides the Penrose-diagram representation of the latter. This is the subject of Section 4, which
provides the recipe for computing the rational field configurations also known as electromagnetic knots,
and illustrates it with a j=1 example. We briefly analyze manifest and hidden symmetries on de Sitter
and on Minkowski space in Section 5. Section 6 evaluates the energy density and the helicity density,
which turn out to be linearly related for a given spin j, and includes comments on the field-line topology.
The interesting subclass of null fields is studied in Section 7, where their moduli space is described as a
complete-intersection projective variety of complex dimension 2j+1. Field lines and energy densities for
two examples are depicted. In Section 8 we investigate the electromagnetic flux across future null infinity
and show it to coincide with the field energy.
1 This extends to Yang-Mills theory. In fact, the original motivation arose from investigating non-Abelian gauge theory
on de Sitter space [4, 5].
2 Incidentally, conformal transformations of the domain space with complex parameters have also been employed to
generate knot solutions [6], but this strategy is not related to our work in an obvious way.
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2 Calculus on de Sitter space
Four-dimensional de Sitter space dS4 is an embedding of a one-sheeted hyperboloid in five-dimensional
Minkowski space R1,4 3 (q0, qA) with A = 1, 2, 3, 4 given by
− q 20 + q 21 + q 22 + q 23 + q 24 = `2 . (2.1)
Here, the de Sitter radius ` provides a scale, and the flat Minkowski metric
ds 25 = −dq 20 + dq 21 + dq 22 + dq 23 + dq 24 (2.2)
induces a metric ds2 on dS4. On this hyperboloid we choose the following intrinsic coordinates,
q0 = −` cot τ and qA = ` ωA csc τ with τ ∈ I ≡ (0, pi) and A = 1, . . . , 4 , (2.3)
where the ω
A
subject to ω
A
ω
A
= 1 embed a unit three-sphere S3 3 (χ, θ, φ) into R4 via
ω1 = sinχ sin θ cosφ , ω2 = sinχ sin θ sinφ , ω3 = sinχ cos θ , ω4 = cosχ , (2.4)
with 0 ≤ χ, θ ≤ pi and 0 ≤ φ ≤ 2pi. With this hyperspherical parametrization, dS4 obviously is diffeo-
morphic to a Lorentzian cylinder I × S3. More importantly, the natural cylinder metric ds2cyl is actually
conformal to the induced de Sitter metric,
ds2 ≡ ds 25
∣∣
dS4
=
`2
sin2τ
(−dτ2 + dω
A
dω
A
∣∣
R4
)
=
`2
sin2τ
(−dτ2 + dΩ 23 ) = `2
sin2τ
ds2cyl , (2.5)
where dΩ 23 = dχ
2 + sin2χ (dθ2 + sin2θ dφ2) denotes the round three-sphere metric.
Because vacuum electrodynamics is conformally invariant, Maxwell’s equations on a de Sitter vacuum
may equally well be solved on the cylinder I × S3. This is what we shall do in the following section. To
this end, we shall need a basis of one-forms defined by
eτ = dτ and ea = −ηa
BC
ω
B
dω
C
(2.6)
using the self-dual ‘t Hooft symbol ηa
BC
for a = 1, 2, 3 and B,C = 1, . . . , 4 with non-vanishing components
ηabc = ε
a
bc and η
a
b4 = −ηa4b = δab . (2.7)
Here, we have taken advantage of the fact that
S3 ' SU(2) and so(4) ' su(2)L ⊕ su(2)R (2.8)
by choosing the basis one-forms ea to be invariant under the dragging induced by the left SU(2) multi-
plication. They obey the useful identities
dea + εabc e
b ∧ ec = 0 and eaea = dΩ 23 . (2.9)
Alternatively, one may obtain this basis through the left Cartan one-form
Ω
L
(g) := g−1 dg = ea Ta with Ta = − i2σa (2.10)
where the SU(2) generators Ta are given by the Pauli matrices σa, and the identification map
g : S3 → SU(2) via (ω
A
) 7→ −i
(
β α∗
α −β∗
)
with α = ω1+iω2 and β = ω3+iω4 , (2.11)
sends the S3 north pole (0, 0, 0, 1) to the group identity 12.
Dual to the left-invariant one-form basis {ea} there exist left-invariant vector fields
Ra = −ηaBC ωB
∂
∂ω
C
⇒ [Ra, Rb] = 2 ε cab Rc (2.12)
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generating the right multiplication on SU(2) (hence the notation) whose algebra is denoted by su(2)R.
The su(2)L half of the so(4) isometry of S
3 is provided by the right-invariant vector fields
La = −η˜aBC ωB
∂
∂ω
C
⇒ [La, Lb] = 2 ε cab Lc (2.13)
belonging to the left multiplication on the group manifold and constructed from the anti-self-dual ‘t Hooft
symbol η˜a
BC
, which is obtained from ηa
BC
by flipping the sign of the ‘4’ components. The differential of
a function f on I × S3 is conveniently taken as
df = dτ ∂τf + e
aRaf = dτ ∂τf + e˜
aLaf , (2.14)
where {e˜a} would be a basis of right-invariant one-forms dual to {La}.
Functions on S3 can be expanded in a basis of harmonics Yj(χ, θ, φ) with 2j ∈ N0, which are eigen-
functions of the scalar Laplacian,3
−43Yj = 2j(2j+2)Yj = 4j(j+1)Yj = − 12 (L2 +R2)Yj = − 14 (D2 + P2)Yj , (2.15)
where L2 = LaLa and R
2 = RaRa are (minus four times) the Casimirs of su(2)L and su(2)R, respectively,
− 14L2 Yj = − 14R2 Yj = − 14 43Yj = j(j+1)Yj . (2.16)
We have also introduced D2 = DaDa and P2 = PaPa with
Da = La +Ra = −2 ε bca ωb ∂c and Pa = La −Ra = 2ω[a ∂4] with ∂A ≡ ∂∂ωA (2.17)
so that
[Da,Db] = 2 ε cab Dc , [Da,Pb] = 2 ε cab Pc , [Pa,Pb] = 2 ε cab Dc . (2.18)
Hence, {Da} spans the diagonal subalgebra su(2)D ⊂ so(4), which generates the stabilizer subgroup SO(3)
in the coset representation S3 ' SO(4)/SO(3). Therefore, D2 is (minus four times) the Casimir of su(2)D,
with eigenvalues l(l+1) for l = 0, 1, . . . , 2j, and 14D2 = 42 is the scalar Laplacian on the S2 slices traced
out in S3 by the SO(3)D action.
To further characterize a complete basis of S3 harmonics, there are two natural options, corresponding
to two different complete choices of mutually commuting operators to be diagonalized. First, the left-right
(or toroidal) harmonics Yj;m,n are eigenfunctions of L
2 = R2, L3 and R3,
i
2 L3 Yj;m,n = mYj;m,n and
i
2 R3 Yj;m,n = nYj;m,n , (2.19)
and hence the corresponding ladder operators
L± = (L1 ± iL2)/
√
2 and R± = (R1 ± iR2)/
√
2 (2.20)
act as
i
2 L± Yj;m,n =
√
(j∓m)(j±m+1)/2Yj;m±1,n and i2 R± Yj;m,n =
√
(j∓n)(j±n+1)/2Yj;m,n±1 .
(2.21)
Second, the adjoint (or hyperspherical) harmonics Y˜j;l,M are eigenfunctions of L
2 = R2, D2 and D3,
− 14 D2 Y˜j;l,M = l(l+1) Y˜j;l,M and i2 D3 Y˜j;l,M = M Y˜j;l,M , (2.22)
with the ladder-operator actions [11]
i
2 D± Y˜j;l,M =
√
(l∓M)(l±M+1)/2 Y˜j;l,M±1 ,
i
2 P± Y˜j;l,M = ∓
√
(l∓M−1)(l∓M)/2 cj,l Y˜j;l−1,M±1 ±
√
(l±M+1)(l±M+2)/2 cj,l+1 Y˜j;l+1,M±1 ,
i
2 P3 Y˜j;l,M =
√
l2−M2 cj,l Y˜j;l−1,M +
√
(l+1)2−M2 cj,l+1 Y˜j;l+1,M ,
(2.23)
3 The SO(4) spin of these functions is actually 2j, but we label them with half their spin, for reasons to be clear below.
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where
cj,l =
√(
(2j+1)2 − l2)/((2l−1)(2l+1)) . (2.24)
In this case, there exists a recursive construction for harmonics on Sk+1 from those on Sk,
Y˜j;l,M (χ, θ, φ) = Rj,l(χ)Yl,M (θ, φ) with Rj,l(χ) = i
2j+l
√
2j+1
sinχ
(2j+l+1)!
(2j−l)! P
−l− 12
2j+ 12
(cosχ) , (2.25)
where Yl,M are the standard S
2 spherical harmonics and P ba denote the associated Legendre polynomials
of the first kind.4 The two bases of harmonics are related by the standard Clebsch-Gordan series for the
angular momentum addition j ⊗ j = 0⊕ 1⊕ . . .⊕ 2j,
Yj;m,n =
2j∑
l=0
l∑
M=−l
Cl,Mm,n Y˜j;l,M , with C
l,M
m,n = 〈2j; l,M |j,m; j, n〉 (2.26)
being the Clebsch-Gordan coefficients enforcing m+n=M and l ∈ {0, 1, . . . , 2j}.
3 Solving vacuum Maxwell equations on de Sitter space
The Maxwell gauge potential is a real-valued one-form on I × S3,
A = Aτ (τ, ω) eτ +
3∑
a=1
Aa(τ, ω) ea with ω ≡ {ωA} . (3.1)
Imposing the Coulomb gauge
Aτ (τ, ω) = 0 and RaAa(τ, ω) = 0 (3.2)
simplifies the field strength to
F = dA = ∂τAa eτ∧ea +
(
1
2R[bAc] −Aa εabc
)
eb∧ec , (3.3)
and the vacuum Maxwell equations of motion d ∗ F = 0 to
∂2τAa = (R2 − 4)Aa + 2 εabcRbAc . (3.4)
These are coupled linear wave equations for S3.
As was shown in [3], the general solution of (3.4) decomposes into spin-j representations of so(4),
Aa(τ, ω) =
{ ∞∑
2j=0
Xja I(ω) e
2(j+1)iτ + c.c.
}
+
{ ∞∑
2j=2
Xja II(ω) e
2j iτ + c.c.
}
, (3.5)
consisting of a type-I contribution with frequency Ωj=2(j+1) and a type-II contribution with fre-
quency Ωj=2 j. We reorganize the complex angular functions X
j
a as
Xj1 =
1√
2
(
Zj+ + Z
j
−
)
, Xj2 =
i√
2
(
Zj− − Zj+
)
, Xj3 = Z
j
3 (3.6)
for both types and expand the functions Zj± and Z
j
3 into spin-j basis solutions (for ∗ ∈ {+, 3,−}),
Zj∗ I(ω) =
j∑
m=−j
j+1∑
n=−j−1
λIj;m,n Z
j;m,n
∗ I (ω) and Z
j
∗ II(ω) =
j∑
m=−j
j−1∑
n=−j+1
λIIj;m,n Z
j;m,n
∗ II (ω) , (3.7)
with (2j+1)(2j+3) arbitrary complex coefficients λIj;m,n and (2j+1)(2j−1) coefficients λIIj;m,n. (Note
that type-II solutions are absent for j=0 and j= 12 .) The complex angular basis functions Z
j;m,n
∗ take the
following form:
4 With fractional indices, it is rather a Gegenbauer polynomial, but also a hypergeometric function (see eq. (2.8) of [8]).
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• type I : j≥0 , m = −j, . . . ,+j , n = −j−1, . . . , j+1 , frequency Ωj = 2(j+1) ,
Zj;m,n+ I (ω) =
√
(j−n)(j−n+1)/2 Yj;m,n+1(ω) ,
Zj;m,n3 I (ω) =
√
(j+1)2 − n2 Yj;m,n(ω) ,
Zj;m,n− I (ω) = −
√
(j+n)(j+n+1)/2 Yj;m,n−1(ω) .
(3.8)
• type II : j≥1 , m = −j, . . . ,+j , n = −j+1, . . . , j−1 , frequency Ωj = 2 j ,
Zj;m,n+ II (ω) = −
√
(j+n)(j+n+1)/2 Yj;m,n+1(ω) ,
Zj;m,n3 II (ω) =
√
j2 − n2 Yj;m,n(ω) ,
Zj;mn− II (ω) =
√
(j−n)(j−n+1)/2 Yj;m,n−1(ω) .
(3.9)
Inserting (3.8) and (3.9) into (3.7) and the result into (3.6) provides a harmonic expansion
Xja(ω) =
j∑
m=−j
j∑
n=−j
Xj;m,na Yj;m,n(ω) (3.10)
for both types of angular functions in (3.5). (Note the different range of n for Xj;m,na and Z
j;m,n
∗ ; they
are not easily related as Xja and Z
j
∗ are in (3.6).)
It is useful for later purposes to introduce here the “sphere-frame” electric and magnetic fields,
F = Ea ea∧eτ + 12 Ba εabc eb∧ec . (3.11)
For a fixed type (I or II) and spin j, we may eliminate R[bAc] in (3.3) by using (3.4) and employ
∂2τA(j) = −Ω2j A(j) and R2A(j) = −4j(j+1)A(j) (3.12)
to obtain
E(j)a = −∂τA(j)a and B(j)a = ∓Ωj A(j)a , (3.13)
where the upper sign pertains to type I and the lower one to type II. We note in passing that, due to the
compactness of the Lorentzian cylinder, the sphere-frame energy and action are always finite.
Due to the linearity of Maxwell theory, the overall scale of any solution is arbitrary. Furthermore,
the parity transformation L↔ R and m ↔ n interchanges a spin-j solution of type I with a spin-(j+1)
solution of type II. Finally, electromagnetic duality at fixed j is realized by shifting Ωjτ by
pi
2 for type I
or by −pi2 for type II, which maps A to a dual configuration AD and likewise F to FD.
4 Rational electromagnetic fields on Minkowski space
We have completely solved the vacuum Maxwell equations on the Lorentzian cylinder I ×S3 and, hence,
on de Sitter space dS4. By conformal invariance, this solution carries over to any conformally equivalent
spacetime. In particular, the ω4 ≡ cosχ < cos τ half of the cylinder is mapped to the future half of
Minkowski space R1,3+ 3 (t > 0, x, y, z) via
cot τ =
r2−t2+`2
2 ` t
, ω1 = γ
x
`
, ω2 = γ
y
`
, ω3 = γ
z
`
, ω4 = γ
r2−t2−`2
2 `2
, (4.1)
with the convenient abbreviations
r2 = x2 + y2 + z2 and γ =
2 `2√
4 `2t2 + (r2 − t2 + `2)2 =
2 `2√
4 `2r2 + (t2 − r2 + `2)2 . (4.2)
The de Sitter metric (2.5) in these coordinates becomes
ds2 =
`2
t2
(−dt2 + dx2 + dy2 + dz2) with (x, y, z) ≡ (x1, x2, x3) ∈ R3 and t ∈ R+ , (4.3)
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Figure 1: An illustration of the map between a cylinder 2I×S3 and Minkowski space R1,3. The Minkowski
coordinates cover the shaded area. The boundary of this area is given by the curve ω4= cosχ= cos τ .
Each point is a two-sphere spanned by {ω1, ω2, ω3}, which is mapped to a sphere of constant r and t.
revealing its conformal equivalence to the Minkowski metric. We may in fact cover the entire R1,3 by
gluing on a second dS4 copy at t=τ=0, with τ ∈ (−pi, 0) but again restricted to cosχ < cos τ . This
doubles the Lorentzian cyclinder to 2I × S3 and extends the temporal range to τ ∈ (−pi, pi).
The transformations (2.3) and (4.1) give a map between Minkowski space and half of de Sitter space.
Let us rewrite (2.4) as
ωi = sinχ xˆ
i and ω4 = cosχ with (xˆ
i) = (xˆ1, xˆ2, xˆ3) = (sin θ cosφ , sin θ sinφ , cos θ) (4.4)
exposing the radial unit vector in R3 parametrizing the S2 slice at fixed χ. On the other hand, xi = r xˆi
in (4.1) implies that we may identify the unit S2 3 (θ, φ) on both sides of the map after switching to
spherical coordinates on Minkowski space,
(xµ) = (t, x, y, z) ⇒ (yρ) = (t, r, θ, φ) for µ, ρ = 0, 1, 2, 3 . (4.5)
Thereby the map is reduced to one between (τ, χ) and (t, r),
cos τ = 12γ (r
2 − t2 + `2)/`2 and cosχ = 12γ (r2 − t2 − `2)/`2 , (4.6)
or
sin τ = γ t/` and sinχ = γ r/` ⇒ sinχ
sin τ
=
r
t
. (4.7)
These relations are easily inverted to yield
γ = cos τ − cosχ > 0 (4.8)
and thus
t
`
=
sin τ
cos τ − cosχ and
r
`
=
sinχ
cos τ − cosχ for χ > |τ | . (4.9)
The triangular (τ, χ) domain is nothing but the Penrose diagram of Minkowski space. Special lines and
points are
τ=0 south pole boundary — north pole τ=±pi χ±τ=pi
(τ, χ) (0, χ) (τ, pi) (±χ, χ) (0, pi) (0, 0) (±pi, pi) (±pi∓χ, χ)
(t, r) (0, r) (t, 0) (±∞,∞) (0, 0) (t,∞) (±∞, r) (±r, r)
t=0 r=0 I ± origin i0 i± lightcone
where Minkowski spatial and temporal infinity i0 and i± correspond to the corners of the Penrose diagram
and are not included in the edges connecting them. The behavior at the conformal boundary χ=|τ | yields
the properties at Minkowski null infinity I ±.
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Figure 2: Penrose diagram of Minkowski space R1,3. Each point hides a two-sphere S2 3 {θ, φ}. Blue
curves indicate t=const slices while brown curves depict the world volumes of r=const spheres. The
lightcone of the Minkowski-space origin is drawn in red.
We translate our Maxwell solutions from 2I × S3 to R1,3 simply by the coordinate change
τ = τ(t, x, y, z) and ω
A
= ω
A
(t, x, y, z)
or τ = τ(t, r) and χ = χ(t, r) .
(4.10)
In other words, abbreviating x ≡ {xµ} and y ≡ {yρ} and expanding
A = Aa
(
τ(x), ω(x)
)
ea(x) = Aµ(x) dx
µ = Aρ(y) dy
ρ and
dA = ∂τAa eτ∧ea +
(
RbAc −Aa εabc
)
eb∧ec = 12Fµν(x) dxµ∧dxν = 12Fρλ(y) dyρ∧dyλ
(4.11)
we may read off Aµ (note that At 6= 0 !) and Fµν and thus the electric and magnetic fields
Ei = Fit and Bi =
1
2εijkFjk (4.12)
in Cartesian or in spherical coordinates. To this end, we need to express our left-invariant one-forms ea
in terms of the Minkowski coordinates. A straightforward but lengthy computation yields [3]
eτ = γ
2
`3
(
1
2 (t
2+r2+`2) dt− t xkdxk)
= γ
2
`3
(
1
2 (t
2+r2+`2) dt− t r dr) and
ea = γ
2
`3
(
t xadt− [ 12 (t2−r2+`2) δak + xaxk + ` εajkxj]dxk)
= γ
2
`3
(
xˆa
[
r t dt− 12 (t2+r2+`2) dr
]− 12 (t2−r2+`2) r dxˆa − ` r2εajkxˆjdxˆk) .
(4.13)
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Alternatively, one may simply employ the Jacobian (m ∈ {τ, χ, θ, φ})
(
Jmµ
)
:=
∂(τ, χ, θ, φ)
∂(t, r, θ, φ)
=
1
`
(
p −q
q −p
)
⊕ 12 with
{
p = γ
2
`2 (r
2+t2+`2)/2 = 1− cos τ cosχ
q = γ
2
`2 t r = sin τ sinχ
}
(4.14)
and
|detJ | = p
2−q2
`2
=
γ2
`2
=
sin2τ
t2
=
sin2χ
r2
with γ2 = p2−q2 (4.15)
to compute the spherical Minkowski components
At = AτJτt +AχJχt , Ar = AτJτr +AχJχr , Aθ = Aθ , Aφ = Aφ , (4.16)
and likewise any tensor component (we have gauged Aτ=0). For later use, we also note here the trans-
formation of the volume form
d4x = dt r2dr d2Ω2 = r
2 |detJ |−1dτ dχd2Ω2 = sin2χ |detJ |−2dτ dχd2Ω2 = `
4
γ4
dτ d3Ω3 . (4.17)
Furthermore, it comes in handy that A finally contains only even powers of γ and depends on τ only
through integral powers of
exp(2i τ) =
[(`+ it)2 + r2]2
4 `2t2 + (r2 − t2 + `2)2 . (4.18)
Therefore, our Minkowski solutions have the remarkable property of being rational functions of (t, x, y, z).
More precisely, their electric and magnetic fields are of the form
type I:
P2(2j+1)(x)
Q2(2j+3)(x)
, type II:
P2(2j−1)(x)
Q2(2j+1)(x)
(4.19)
where Pr and Qr denote polynomials of degree r. Thus, as expected, their energy and action are finite.
Indeed, the fields fall off like r−4 at spatial infinity for fixed time, but they decay merely like (t±r)−1 along
the light-cone. Hence, the asymptotic energy flow is concentrated on past and future null infinity I ±,
as it should be, but peaks on the light-cone of the spacetime origin. Since on de Sitter space our basis
solutions (3.8) and (3.9) form a complete set, their Minkowski relatives are also complete in the space of
finite-action configurations.
For illustration, we display a type-I basis solution with (j;m,n) = (1; 0, 0) obtained from
A± ∝ 1√2 (ω1±iω2)(ω3±iω4) cos 4τ and A3 ∝ (ω
2
1+ω
2
2−ω23−ω24) cos 4τ . (4.20)
The resulting Riemann-Silberstein components are (up to overall scale)
(E + iB)x = − 2i
N
{
2y + 3ity − xz + 2t2y + 2itxz − 8x2y − 8y3 + 4yz2
+ 4it3y − 6t2xz − 8itx2y − 8ity3 + 4ityz2 + 10x3z + 10xy2z − 2xz3
+ 2(itxz + x2y + y3 + yz2)(−t2+x2+y2+z2) + (ity − xz)(−t2+x2+y2+z2)2
}
,
(4.21)
(E + iB)y =
2i
N
{
2x+ 3itx+ yz + 2t2x− 2ityz − 8x3 − 8xy2 + 4xz2
+ 4it3x+ 6t2yz − 8itx3 − 8itxy2 + 4itxz2 − 10x2yz − 10y3z + 2yz3
+ 2(−ityz + x3 + xy2 + xz2)(−t2 + x2+y2+z2) + (itx+ yz)(−t2+x2+y2+z2)2
}
,
(4.22)
(E + iB)z =
i
N
{
1 + 2it+ t2 − 11x2 − 11y2 + 3z2 + 4it3 − 16itx2 − 16ity2 + 4itz2
− t4 − 2t2x2 − 2t2y2 − 2t2z2 + 11x4 + 22x2y2 − 10x2z2 + 11y4 − 10y2z2 + 3z4
+ 2it(t2−3x2−3y2−z2)(t2−x2−y2−z2)− (t2+x2+y2−z2)(−t2+x2+y2+z2)2
}
,
(4.23)
with N =
(
(t−i)2 − x2 − y2 − z2)5 . (4.24)
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5 Symmetry analysis
The main advantage of constructing Minkowski-space electromagnetic field configurations via the detour
over de Sitter space is the enhanced manifest symmetry of our construction. The isometry group SO(1,4)
of dS4 is generated by (A,B = 1, 2, 3, 4 and a, b, c = 1, 2, 3, abbreviate
∂
∂q
B
≡ ∂
B
)
{M
AB
≡−q[A∂B] , M0B≡ q(0∂B)} = {Mab=εabcDc , M4a=Pa , M04=P0 , M0b=Kb} , (5.1)
which can be contracted (with `→∞) to the isometry group ISO(1,3) of R1,3 (the Poincare´ group)
generated by (µ, ν = 0, 1, 2, 3 and i, j, k = 1, 2, 3)
{Mµν , Pµ} = {Mij=εijkDk , Pi , P0 , M0j=Kj} , (5.2)
where the two sets are ordered likewise, and we employ (as aleady earlier) calligraphic symbols for de
Sitter quantities and straight symbols for Minkowskian ones. Here, D denotes spatial rotations, P are
translations, and K stand for boosts in Minkowski space.
Since the two spaces are conformally equivalent already at `<∞ via (4.1), the corresponding generators
should be related. Indeed, the common SO(3) subgroup in
SO(1, 4) ⊃ SO(4) ⊃ SO(3) and ISO(1, 3) ⊃ SO(1, 3) ⊃ SO(3) (5.3)
is identified, Di=Di=−2ε kij xj∂k. However, any other generator becomes nonlinearly realized when
mapped to the other space via (4.6) or (4.9). For example, the would-be translation P3 defined in (2.17)
reads
P3 = L3 −R3 = −2 cos θ ∂χ + 2 cotχ sin θ ∂θ
= 1` cos θ
(
2 r t ∂t + (t
2+r2+`2) ∂r
)− 1` r (t2−r2+`2) sin θ ∂θ
→ 2` (cos θ ∂r − 1r sin θ ∂θ) = 2` ∂z = ` Pz for `→∞
(5.4)
as it should be. Similarly, P0 → ` P0 and Kb → Kj for `→∞ when expanded around (t, r) = (`, 0)
corresponding to the S3 south pole at q0=0. Nevertheless, the de Sitter construction enjoys an SO(4)
covariance (generated by Da and Pa) which extends the obvious SO(3) covariance in Minkowski space.
It allows us to connect all solutions of a given type (I or II) with a fixed value of the spin j by the action
of SO(4) ladder operators L± and R± or D± and Pa, which is non-obvious on the Minkowski side. On
the other hand, Minkowski boosts and translations have no simple realization on de Sitter space.
Actually, Maxwell theory on either space is also invariant under conformal transformations. These
may be generated by the isometry group together with a conformal inversion. On the Minkowski side,
the latter is
J : xµ 7→ x
µ
x · x with x · x = r
2 − t2 . (5.5)
We have to distinguish two cases:
spacelike: t2 < r2 ⇒ J> :
(
t, r, θ, φ
) 7→ ( tr2−t2 , rr2−t2 , θ, φ) ,
timelike: t2 > r2 ⇒ J< :
(
t, r, θ, φ
) 7→ ( −tt2−r2 , rt2−r2 , pi−θ, φ+pi) . (5.6)
On the de Sitter side, this is either (spacelike) a reflection on the S3 equator χ=pi2 or (timelike) a pi-shift
in cylinder time τ plus an S2 antipodal flip,
spacelike: |τ |+χ < pi ⇒ J> :
(
τ, χ, θ, φ
) 7→ (τ, pi−χ, θ, φ) ,
timelike: |τ |+χ > pi ⇒ J< :
(
τ, χ, θ, φ
) 7→ (τ±pi, χ, pi−θ, φ+pi) . (5.7)
In the spacelike case, merely the sign of ω4≡ cosχ gets flipped, which amounts to a parity flip L ↔ R.
In the timelike case, both cos τ and sin τ change sign, which combines a time reversal with a reflection at
τ=pi2 or τ=−pi2 . Note that it is different from the S3 antipodal map, which is not a reflection but a proper
rotation, ω
A
7→ −ω
A
or (χ, θ, φ) 7→ (pi−χ, pi−θ, φ+pi). The lightcone is singular under the inversion; it
is mapped to the conformal boundary r=±t=∞ or χ=±τ . We infer that the conformal inversion allows
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us to relate type-I and type-II solutions of the same spin. It is easily checked that the spatial fall-off
behavior of our rational solutions is not modified by the inversion.
Finally, one may consider dilatations in Minkowski space,
xµ 7→ λxµ for λ ∈ R+ . (5.8)
However, this amounts to a trivial rescaling also achieved by changing the de Sitter radius, ` 7→ λ `, as
the scale ` was removed on the Lorentzian cylinder.
6 Energy and helicity
The Maxwell system features two conserved quantities, the field energy E and its helicity h. Both are
given by spatial integrals, but the choice of time slice is inconsequential due to the conservation. It is
most convenient to pick the t = τ = 0 slice. The energy is then given by [3]
E = Eel + Emag =
1
2
∫
R3
d3x
(
~E2 + ~B2
)
= 12`
∫
S3
d3Ω3 (1− cosχ)
(EaEa + BaBa) . (6.1)
(The orientation of the S3 volume measure d3Ω3 is chosen to provide a positive result.) By recalling (3.5)
and (3.13) and suppressing the index j for a fixed spin value and solution type one has
Aa = Xa(ω) eΩ iτ + X¯a(ω) e−Ω iτ ⇒
{ Ea = −i ΩXa eΩ iτ + i Ω X¯a e−Ω iτ
Ba = ∓ΩXa eΩ iτ ∓ Ω X¯a e−Ω iτ
}
(6.2)
with X¯a denoting the complex conjugate of Xa. Thus we obtain a time-independent “sphere-frame”
energy density
1
2
(EaEa + BaBa) = 2 Ω2XaX¯a(ω) (6.3)
with Ω = Ω(j) for either solution type and fixed spin j. The total energy can then be computed from (6.1)
by using the harmonic expansion of Xja(ω) as obtained previously through (3.6), (3.7), (3.8) and (3.9)
while making use of the orthogonality of the left-right harmonics Yj;m,n∫
S3
d3Ω3 Yj;m,n Y j′;m′,n′ = δjj′δmm′δnn′ , (6.4)
to obtain
E(j) = 1` (2j+1) Ω
3
∑
m,n
|λmn|2 . (6.5)
The expression for the helicity is metric-free and can thus be evaluated over any spatial slice. Choosing
again t = τ = 0,
h = hmag + hel =
1
2
∫
R3
(
A ∧ F +AD ∧ FD
)
= − 12
∫
S3
d3Ω3 (1− cosχ)
(AaBa +ADa Ea) . (6.6)
Once again, taking type I (upper sign) or type II (lower sign) and fixing the spin j we obtain
ADa = ±iXa(ω) eΩ iτ ∓ i X¯a(ω) e−Ω iτ , (6.7)
which yields a constant “sphere-frame” helicity density
− 12
(AaBa +ADa Ea) = ±2 ΩXaX¯a(ω) . (6.8)
As a result, even before performing the S3 integration, we find a linear helicity-energy relation
Ωh = ±`E for fixed spin and type . (6.9)
Since the helicity measure an average of the linking numbers of any two electric or magnetic field
lines [12, 13], the latter must be related to the value j of the spin. The individual linking number of
two field lines, however, appears neither to be independent of the lines chosen nor constant in time, as
our observations indicate. An exception are the Ran˜ada–Hopf knots (j=m=0, n=±1), which display a
conserved linking number of unity between any pair of electric or magnetic field lines.
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7 Null fields
An interesting subset of vacuum electromagnetic fields are those with vanishing Lorentz invariants,
~E2 − ~B2 = 0 and ~E · ~B = 0 ⇐⇒ ( ~E ± i ~B)2 = 0 . (7.1)
As a scalar equation it must equally hold on the de Sitter side, and so we can try to characterize such
configurations with our SO(4) basis above. For a given type and spin, the expressions in (6.2) immediately
give the Riemann-Silberstein vector on the S3 cylinder,
Ea ± iBa = −2i ΩXa(ω) eΩ iτ , (7.2)
where the upper (lower) sign pertains to type I (II). Note that the negative-frequency part of this field has
cancelled. The vanishing of (Ea±iBa)(Ea±iBa) is then equivalent to a condition on the angular functions,
0 = X1(ω)
2 +X2(ω)
2 +X3(ω)
2 = 2Z+(ω)Z−(ω) + Z3(ω)2 . (7.3)
When expanding the angular functions Zj∗ I or Z
j
∗ II into basis solutions according to (3.7), one arrives
at a system of homogeneous quadratic equations for the free coefficients λ
I/II
j;m,n.
Let us analyze the situation for type I and spin j. The functions Zj∗(ω) transform under a (j, j)
representation of su(2)L ⊕ su(2)R. The null condition (7.3) then yields a representation content of
(0, 0) ⊕ (1, 1) ⊕ . . . ⊕ (2j, 2j) and may thus be expanded into the corresponding harmonics. The in-
dependent vanishing of all coefficients produces 16 (4j+1)(4j+2)(4j+3) equations for the (2j+1)(2j+3)
parameters λj;m,n (note the ranges of m and n for type I). Clearly, this system is vastly overdetermined.
However, it turns out that only 4j2+6j+1 equations are independent, still leaving 2j+2 free complex
parameters for the solution space. The independent equations can be organized as (suppressing j)
λ2m,n ∼ λm,n−1 λm,n+1 for m,n = −j . . . , j ,
λm,j+1 λm+1,−j−1 = λm+1,j+1 λm,−j−1 for m = −j, . . . , j−1 .
(7.4)
We have checked for j≤5 that the upper equations are solved by 5
λ2j+2m,n =
√(
2j+2
j+1−n
)
λj+1−nm,−j−1 λ
j+1+n
m,j+1 for m = −j, . . . , j and n = −j−1, . . . , j+1 , (7.5)
while the lower ones imply that the highest weights n=j+1 and the lowest weights n=−j−1 are propor-
tional to one another (independent of m),
λm,−j−1 = wλm,j+1 for w ∈ C∗ . (7.6)
Therefore, the full (generic) solution reads
λm,n =
√(
2j+2
j+1−n
)
w
j+1−n
2j+2 e2piikm
j+1−n
2j+2 zm with zm ∈ C and km ∈ {0, 1, . . . , 2j+1} , (7.7)
containing 2j+2 complex parameters zm and q as well as 2j discrete choices {km} (one of them can be
absorbed into zm). This completely specifies the type-I null fields for a given spin. Type-II null fields are
easily obtained by applying electromagnetic duality to type-I null fields.
In the simplest case of j=0, the single equation λ20,0 = 2λ0,−1λ0,1 describes a generic rank-3 quadric
in CP 2, or a cone over a sphere CP 1 inside the parameter space C3. For higher spin, the moduli space
of type-I null fields remains a complete-intersection projective variety of complex dimension 2j+1. 6
We conclude the Section with a display of energy densities for a type-I j= 12 and j=1 null field at t=0
together with typical field lines of these basis solutions. For t 6=0 the pictures get smoothly distorted.
5 We thank Colin Becker for the verification. These are the generic solutions. There exist also special solutions given by
(7.6) and λm,n = 0 for |n| 6= j+1, for arbitrarily selected choices of m ∈ {−j, . . . , j}.
6 O.L. is grateful to Harald Skarke for clarifications on this issue.
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Figure 3: Energy density at t=0 for (j;m,n) = (12 ;
1
2 ,
3
2 ) (left) and (1; 0, 2) (right) basis solutions.
Figure 4: Sample electric (red) and magnetic (green) field lines at t=0 of the configuration in the corre-
sponding figure above. Left: a pair of electric and a pair of magnetic field lines. Right: a pair of electric
field lines, a magnetic field line of self-linking one and a magnetic field line of self-linking seven.
8 Electromagnetic flux at infinity
We have seen that electromagnetic energy is radiated away along the light-cones. Let us try to quantify
its amount over future null infinity I +. The energy flux at time t0 passing through a two-sphere of
radius r0 centered at the spatial origin is given by
Φ(t0, r0) =
∫
S2(r0)
d2~σ · ( ~E × ~B)(t0, r0, θ, φ) = ∫
S2
r20 d
2Ω2 T
(M)
t r (t0, r0, θ, φ) , (8.1)
where d2Ω2 = sin θ dθ dφ, and T
(M)
t r is the (t, r) component of the Minkowski-space stress-energy tensor
T (M)µ ν = FµρFνλ g
ρλ − 14gµνF 2 with (gµν) = diag(−1, 1, r2, r2 sin2θ) for µ, ν, . . . ∈ {t, r, θ, φ} .
(8.2)
We carry out this computation in the S3-cylinder frame by using the conformal relations
`2 T (dS)µ ν = t
2 T (M)µ ν = sin
2τ T (cyl)µ ν = sin
2τ T (cyl)mn J
m
µ J
n
ν for m,n ∈ {τ, χ, θ, φ} (8.3)
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with the Jacobian (4.14) and the fact that r sin τ = t sinχ so that
Φ(τ0, χ0) =
∫
S2
sin2χd2Ω2 T
(cyl)
t r (τ0, χ0, θ, φ) =
∫
S2
sin2χd2Ω2 T
(cyl)
mn J
m
t J
n
r . (8.4)
A straightforward computation using (gmn) = diag(−1, 1, sin2χ, sin2χ sin2θ) then yields
Φ(τ0, χ0) =
p q
`2
∫
d2Ω2
(
(Fτθ)2 + (Fχθ)2 + 1sin2θ
[
(Fτφ)2 + (Fχφ)2
])
+
p2+q2
`2
∫
d2Ω2
(
Fτθ Fχθ + 1sin2θFτφ Fχφ
)
.
(8.5)
The sphere-frame components Fmn can be computed by expanding ea = eam dξm in
F = Ea ea∧eτ + 12 Ba εabc eb∧ec = Fmn dξm∧dξn with ξn ∈ {τ, χ, θ, φ} . (8.6)
The expression for the flux in sphere-frame fields then becomes
`2 Φ = p q sin2χ
∫
S2
d2Ω2
[
(sinφ E1 − cosφ E2)2 + (cos θ cosφ E1 + cos θ sinφ E2 − sin θ E3)2
+ (sinφB1 − cosφB2)2 + (cos θ cosφB1 + cos θ sinφB2 − sin θB3)2
]
+ (p2+q2) sin2χ
∫
S2
d2Ω2
[
(sinφB1 − cosφB2)(cos θ cosφ E1 + cos θ sinφ E2 − sin θ E3)
− (sinφ E1 − cosφ E2)(cos θ cosφB1 + cos θ sinφB2 − sin θB3)
]
.
(8.7)
The total energy flux across future null infinity is obtained by evaluating this expression on I + and
integrating over it. Introducing cylinder light-cone coordinates
u = τ+χ and v = τ−χ so that t+r = −` cot v2 and t−r = −` cot u2 (8.8)
we characterize I + as{
t+r →∞
t−r ∈ R
}
⇔
{
u ∈ (0, 2pi)
v = 0
}
⇒ p = q = sin2χ and γ = 0 . (8.9)
Further noticing that
d(t−r) = ` du
p+q
=
` du
1− cosu and sin
2χ = sin2 u−v2 =
1
2
(
1− cos(u−v)) , (8.10)
we may express this total flux as
Φ+ =
∫ ∞
−∞
d(t−r) Φ∣∣
I+
=
∫ 2pi
0
` du
1− cosu Φ(
u
2 ,
u
2 ) (8.11)
to obtain
Φ+ =
1
8`
∫
du (1− cosu)2
∫
d2Ω2
[{
cos θ cosφ E1 + cos θ sinφ E2 − sin θ E3 + sinφB1 − cosφB2
}2
+
{
cos θ cosφB1 + cos θ sinφB2 − sin θB3 − sinφ E1 + cosφ E2
}2]
(8.12)
The square bracket expression above can be further simplified for a fixed spin and type by employing (6.2)
along with (3.6), (3.7), (3.8) and (3.9) to get
Φ
(j)
+ =
Ω2
4`
∫
du (1− cosu)2
∫
d2Ω2
∣∣± Zj+e−iφ(1± cos θ)∓ Zj−eiφ(1∓ cos θ)−√2Zj3 sin θ ∣∣2 , (8.13)
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where the upper (lower) sign corresponds to a type-I (type-II) solution. In the special case of j = 0
(Ω=2) the contribution to the two-sphere integral only comes from the part which is independent of
(θ, φ), i.e. 43
(|Z0+|2 + |Z0−|2 + |Z03 |2), so that the integration can easily be performed by passing to the
adjoint harmonics Y˜j;l,M (2.26) and using (2.25) to get
Φ
(0)
+ =
16
3 `
2pi∫
0
du sin4 u2
∣∣R0,0(u2 )∣∣2 1∑
n=−1
|λ0,n|2 = 8
`
1∑
n=−1
|λ0,n|2 = E(0) . (8.14)
The same equality Φ+ = E continues to hold true as we go up in spin j (we verified it for j=
1
2 and j=1),
thus validating the energy conservation ∂µTµ0 = 0.
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