1. Introduction. Given a probability measure space (Q, g, P) consider the following packing problem. What is the maximum number, b(K, A), of sets which may be chosen from g so that each set has measure K and no two sets have intersection of measure larger than A < K?
In this paper the packing problem is solved for any non-atomic probability measure space. Rather than obtaining the solution explicitly, however, it is convenient to solve the following minimal paving problem. In a non-atomic a-finite measure space (12, g, n) what is the measure, V(b, K, A), of the smallest set which is the union of exactly b subsets of measure K such that no subsets have intersection of measure larger than A? 
A lower bound for V(b, K, A). A subset @ of g is an admissible family if for all A, B £ ® MG4) = K, n(A r\B
is not an integer, and
.
Proof. V is bounded below by zero. If we set a x = bK, a t = 0 for z > 2, and a r = ( 9 J it is clear that equations (2.1) to (2.3) have a solution. Since there are two equations (2.2) and (2.3) relating the a/s there is a solution to the minimization problem for which b -1 of the variables #i, a 2 , . . . , a 6 , a' are equal to zero (1, p. 222). According to (1, Theorem 9.1), to determine the minimal solution the equations (2.2), (2.3), and (2.4) must be put into canonical form. That is, one must eliminate a r from either (2.2) or (2.3) and a r _i from the other, adjusting the coefficients of a r _i and a T , respectively, to be one, and eliminate a T and a r _i from (2.4).
In canonical form equations (2.2), (2.3), and (2.4) become
By the theorem quoted above, it follows that if
Conditions (2.8) and (2.9) may be rewritten as
In other words
Rewriting (2.7),
in case (2.6b). It should also be noted that in case (2.6b), a r _i is equal to zero.
Realization of the lower bound by an admissible family.
In this section an admissible family in a non-atomic cr-finite measure space is constructed whose FIM agrees with that obtained in Theorem 2.1. This will prove that V(b, K, A) is given by (2.7).
In case (2.6b) we wish to find b sets {Ai, A 2 , . . . , In case (2.6a) we proceed as follows. Given
, and
Then Proof. The proof of (i) is immediate, since if we discard a set from an admissibly family of b sets, the remaining sets form an admissible family of b -1 sets.
The second result can be verified by rewriting (2.7) as
where 6 = A(6 -1)/K -[A(6 -l)/i?], 0 < 0 < 1, and then taking the limit as b goes to infinity. 
Proof. If the expression on the right-hand side of (3.1) is considered as a function of 0, it may be verified that the minimum occurs for 6 = 0 or 1 and the maximum occurs for PROPOSITION 
b(K, A) is finite if and only if
Proof. This follows immediately from Proposition 3.1.
Let g (a), 0 < a < 1, be the class of sets in g whose measure is a. %(a) is said to be e-approximated by a subfamily @ if for every A G S( a ) there is a set B G © such that n(A A B) < e. The following is a direct consequence of Proposition 4.2.
COROLLARY. 5(°0 is e~a pproximated by a finite subfamily if and only if e > 2(a -a
2 ). Proof. A sequence of sets is constructed inductively as follows. A± is any set of measure K and A 2 any set of measure K such that ix{A\ C\ A 2 ) = A. For any n, let îl n designate the set of atoms in the Boolean algebra generated by {A 1, A 2 , . . . , A n ). Given 2l w we obtain % n +\ by subdividing each atom B in %\ n into two sets whose measures are K^{B) and (1 -K)n(B) respectively. Then let Note that if A = K 2 and the probability measure space is non-separable there may actually be uncountably many sets of measure K whose pairwise intersections have measure A.
It is clear that ii(

5.
Connections with probability theory. Given a non-atomic probability measure space, a collection of sets {^4*} is said to be pairwise a-dependent if 
PyUA.J >K 2 /A= l/a for any n. Furthermore the construction given in Proposition 4.3 shows that this inequality cannot be replaced by a strict inequality. More general results of this nature will appear elsewhere. The results of this paper also have an application to the statistical theory of hypothesis testing. Consider a finite collection of statistical tests T\, T 2 , . . . , T n whose critical regions are of probability K and such that the probability that any two of the tests will simultaneously reject the null hypothesis is A. Then Theorem 2.1 and Proposition 3.2 may be used to obtain a lower bound for the probability that at least one test will reject the null hypothesis and an upper bound for the probability that every test will reject the null hypothesis. In other words, we obtain bounds for the significance levels of the new tests T x A T 2 A . . . A T n and T x V T 2 V . . . V T n .
Finally we consider another application to approximation theory. Recall that if 3 is the class of sets in §• of P-measure zero, then the space 2ft = g/3 may be endowed with a metric p. The metric is defined by
where [Ai] denotes the equivalence class of A u i = 1, 2. Given any subset r C $ft, the e-capacity of I\ C e (T), is defined to be the logarithm of the maximum number of points contained in T with the distance between each pair of points at least e; refer to G. G. Lorentz (2) . If T K is the subset of 2ft consisting of points corresponding to sets of P-measure K, then C £ (IV) =logb(K,(2K-€ )/2).
The Proposition 4.1 immediately yields bounds for the e-capacity of the non-compact set T K .
