Abstract. In this paper we obtain an almost sure invariance principle for convergent sequences of either Anosov diffeomorphisms or expanding maps on compact Riemannian manifolds and prove an ergodic stability result for such sequences. The sequences of maps need not correspond to typical points of a random dynamical system. The methods in the proof rely on the stability of compositions of hyperbolic dynamical systems. We introduce the notion of sequential conjugacies and prove that these vary in a Lipschitz way with respect to the generating sequences of dynamical systems. As a consequence, we prove stability results for time-dependent expanding maps that complement results in [13] on time-dependent Anosov diffeomorphisms.
Introduction
Given a measurable map f : X → X and an f -invariant and ergodic probability measure µ, the celebrated Birkhoff's ergodic theorem assures that for every φ ∈ L 1 (µ), the Césaro averages 1 n n−1 j=0 φ(f j (x)) are almost everywhere convergent to φ dµ. Although the random variables {φ • f j } are identically distributed, in general these fail to be independent. Nevertheless, the classical results as the central limit theorem and almost sure invariance principles hold for dynamics with some hyperbolicity (see e.g. [9, 26] and references therein).
In the last decade much effort has been done in order to extend the classical limit theorems for this non-stationary context, namely for the compositions of uniformly expanding maps and piecewise expanding interval maps (see [3, 7, 10, 14, 19] and references therein). In this context the natural random variables obtained by the sequential dynamics are neither independent nor stationary The strategy used in the large majority of these contributions is to describe the limit properties of non-stationary compositions of Perron-Frobenius operators and to provide limit theorems under mild assumptions on the growth of variances of the appropriate random variables. Other relevant contributions include also the study of the fast loss of memory on the compositions of Anosov diffeomorphisms [22] and the robustness of ergodic properties for compositions of piecewise expanding maps obtained in [24] .
The notion of sequential dynamical systems was introduced in [6] . The dynamics of these nonautonomous dynamical system present substantial differences in comparison with the classical dynamical systems context. In order to illustrate some difficulties one would like to mention that the non-wandering set for sequential dynamical systems is compact set but in general it fails to be invariant by the sequence of dynamics. The study of sequential dynamics and the problem of its stability is motivated by the adaptative behavior of biological phenomena (see e.g. [10] and references therein).
Our two goals here are to provide limit theorems for convergent sequences of hyperbolic dynamical systems and to prove a time-dependent stability for sequences of dynamical systems. More precisely, we consider sequences F = {f n } n of Anosov diffeomorphisms (or expanding maps) such that d C 1 (f n , f ) tends to zero as n tends to infinity. The usual strategy to prove limit theorems for sequential dynamics uses the Perron-Frobenius transfer operator to show that such dynamics can be well approximated by reverse martingales. In a context of convergent sequences of maps, our approach is substantially different. We prove that C 1 -close sequential dynamics formed by either Anosov diffeomorphisms or expanding maps are stable: there exists a sequence of homeomorphisms that conjugate the dynamics (cf. Theorem 2.3). Moreover, these sequential conjugacies vary in a Lipschitz way with respect to the sequences of dynamics (see Theorem 2.4). In the case of convergent sequences the sequence of homeomorphisms is C 0 -convergent to the identity. This allows us to prove an ergodic stability for hyperbolic maps, roughly meaning that the behavior of Birkhoff averages for continuous observables is similar to the one observed by convergent sequences of nearby dynamics. We refer the reader to Theorem 2.1 for precise statements. Since we obtain quantitative results for the velocity of the previous convergence to identity, limit theorems such as the central limit theorem, the functional central limit theorem and the law of the iterated logarithm transfer from the Brownian motion to time-series generated by observations on the sequential dynamical system.
Statement of the main results
A sequential dynamical system is given by a collection F = {f n } n∈Z of continuous maps f n : X n → X n+1 , where each (X n , d n ) is a complete metric space for every n ∈ Z and Z = Z + or Z. We endow the space of sequences of maps with the C r topology. More precisely, fix r ≥ 0 and let S r ((X n ) n ) denote the space sequences of C r -differentiable maps F = {f n } n∈Z , where f n : X n → X n+1 and every X n is a smooth manifold for all n ∈ Z. Given sequences
In the case that Z = Z and each element of F is invertible then the orbit of x ∈ X is given by the set O F (x) = {F n (x) : n ∈ Z}, where
In the present section we will state our main results.
Statements.
Limit theorems. An important question in ergodic theory concerns the stability of invariant measures. In opposition to the notion of statistical stability, where one is interested in the continuity of a specific class of invariant measures in terms of the dynamics, here we are interested in the stability of the space of all invariant measures. In the case of expanding maps the existence of sequences of conjugacies mean that, from a topological viewpoint, one can disregard the first iterates of the dynamics. This is of particular interest in the case the sequence of dynamics is converging. Given a continuous observable φ : X → R, consider the random variables Y n = φ•F n associated to the non-autonomous dynamics F = {f n } n∈Z . In general, the sequence (Y n ) n may not be independent nor stationary. In particular, invariant measures for all maps in the sequence F seldom exist. In order to establish limit theorems for non-autonomous dynamical systems we consider convergent subsequences: we assume the sequence F = {f n } n∈Z is so that f n → f in the C 1 -topology. We say that a probability measure on X is F-average invariant if
where (f i ) * : M(X) → M(X) denotes the usual push-forward map on the space of probability measures on X, We note that the previous notion deals with the individual dynamics f j instead of the concatenations F j , and that a notion of invariant measures for sequential dynamics has been defined in [16] . Under the previous convergence assumption, it is not hard to check that the set of F-average invariant probability measures is a non-empty compact set and it contains the set of f -invariant probability measures. This makes natural to ask wether limit theorems for the limiting dynamics f propagate for C 1 -non-autonomous dynamics. The Birkhoff irregular set of φ with respect to F is
is not convergent and, by some abuse of notation, we denote by I f,φ the Birkhoff irregular set of φ with respect to f . Recall that the observable φ is cohomologous to a constant c (with respect to f ) if there exists a continuous function χ : X → R such that φ = χ • f − χ + c. Our first result points in this direction by characterizing the limits of Césaro averages of continuous observables and the irregular set for the non-autonomous dynamics F in terms of the limit dynamics f (we refer to Section 3 for the necessary definitions).
Theorem 2.1. Assume that f is a C 1 -transitive Anosov diffeomorphism on a compact Riemannian manifold X and let F = {f n } n be a sequence of C 1 maps that is C 1 convergent to f . Then there exists a homeomorphism h such that:
(1) if µ is f -invariant and φ ∈ C(X) then for (h * µ)-almost every x ∈ X one has that lim n→∞ 1 n n−1 j=0 φ(F j (x)) exists and φ dµ = φ dµ; (2) if µ is f -invariant and ergodic then lim n→∞
Moreover, if φ is not cohomologous to a constant with respect to f then the Birkhoff irregular set I F ,φ := x ∈ X :
is not convergent is full topological entropy, Baire generic subset of X.
An analogous of Theorem 2.1 for convergent sequences of C 1 -expanding maps holds with the same argument used in the proof, where the existence of sequential conjugacies for C 1 -close Anosov diffeomorphisms is replaced by the same property for C 1 -expanding maps. Recent contributions on limit theorems for non-autonomous dynamics include [14, 19] . A central limit theorem holds in a neighborhood of structural stability, provided the dynamics converge sufficiently fast. We say that a sequence of random variables satisfies the almost sure invariance principle (ASIP) if there exists ε > 0, a sequence of random variables (S n ) n and a Brownian motion W with variance σ 2 ≥ 0 such that
almost everywhere. The ASIP implies in many other limit theorems as the central limit theorem CLT), the weak invariance principle (WIP) or the law of the iterated logarithm (LIL) (see e.g. [20] ). In order to prove limit theorems we require observables to be at least Hölder continuous. We prove the following: Theorem 2.2. Assume that f is a C 1 -transitive Anosov diffeomorphism on a compact Riemannian manifold X, let F = {f n } n be a sequence of C 1 maps and let a n := sup ℓ≥n f ℓ − f C 1 . If φ : X → R is a α-Hölder continuous, φ dµ = 0 and there exists C > 0 so that a j ≤ Cj
Some comments are in order. The previous result shows that the sum of the non-stationary random variables {φ • F j } are strongly approximated by the Brownian motion. We note that for a lower regularity (Hölder exponent) of the potential we require a higher velocity of convergence given by the tail of the sequence F. We should also mention some related results. The CLT under a stability assumption (convergence to a map) for piecewise expanding interval maps was proved in [7] . The latter result is related to [14, Theorem 3.1] where the authors obtain the ASIP for sequences of expanding maps. In both papers, the authors used spectral methods and the analysis of compositions of the transfer operators. Our approach differs significantly as we explore the existence of sequential conjugacies for these non-autonomous dynamics (see Subsection 3.1 for definition and more details). The previous result is complementary to the results by Stenlund [22] on exponential memory loss for compositions of Anosov diffeomorphisms.
A stability result. The notion of uniform hyperbolicity is strongly related to C 1 -structural stability, that is, that of C 1 -dynamics that is topologically conjugate to all C 1 -nearby dynamical systems (see e.g. [12, 18] ). In this subsection we shall consider the stability of non-autonomous sequences of C 1 -Anosov diffeomorphisms. Theorem 2.3. Let X be a compact Riemannian manifold and f ∈ Diff r (X) be a C r Anosov diffeomorphism on X, r ≥ 1. There exists ε > 0 so that if F = {f n } n∈Z is a sequence with d C 1 (f n , f ) < ε for all n ∈ Z then there exists a sequence (h n ) n∈Z + of homeomorphisms on X so that
The previous theorem should be compared with the stability of C 2 Axiom A diffeomorphisms with the strong transversality condition proved by Franks [13] (after [23] ): if f is a C 2 Axiom A diffeomorphism with the strong transversality condition then there exists a C 1 -open neighborhood of f and for every finite set g 1 , g 2 , . . . , g n ∈ U there exists a homeomorphism h so that [13] is use Banach's fixed point theorem and to construct the conjugacy as the fixed point of a suitable contraction on a Banach space. Some stability results for Anosov families have been announced in [2] , by a similar technique. For that reason, the dependence of the conjugacy h on increasing sequences of diffeomorphisms g 1 , g 2 , • . . . , g n is not explicit. As we consider infinite sequences of maps we obtain a sequence of homeomorphisms (h n ) n satisfying the time-adapted almost conjugacy condition (1) . A version of Theorem 2.3 for sequences of C 1 -expanding maps will appear later in Proposition 4.2.
2.2.
Ideas in the proofs. In this subsection we introduce the ideas underlying the proof of the main results and detail the organization of the paper. First we note that it is natural to expect that a quantitative version of Theorem 2.3 could be useful to prove the ergodic stability results established in Theorems 2.1 and 2.2. Furthermore, we highlight that the existence of sequential conjugacies in Theorem 2.3 seldom follows from structural stability. Indeed, in the setting of Theorem 2.3, even though all elements of F = {f n } n∈Z are topologically conjugated to f 0 , say for every n there exists an homeomorphismh n satisfying f n =h −1 n • f 0 •h n , the compositions
could behave wildly since it consists of an alternated iteration of f 0 with the homeomorphisms h kh −1 k−1 , which are only C 0 -close to identity. For any k ∈ Z consider the shifted sequence F (k) = {f n+k } n∈Z . Our approach to construct sequential conjugacies is to explore shadowing for sequences of hyperbolic dynamical systems (see also Proposition 4.2 for a similar statement in the context of sequences of expanding maps) as follows: Theorem 2.4. Let X be a compact Riemannian manifold and let f ∈ Diff 1 (X) be an Anosov diffeomorphism. There exists a C 1 -open neighborhood U of f so that every F = {f n } n∈Z formed by elements of U satisfies the Lipschitz shadowing property. Moreover:
(1) for any β > 0 there exists ζ > 0 so that any ζ-pseudo orbit (x n ) n∈Z is β-shadowed by a unique point x ∈ X; (2) there exists K > 0 so that if ε > 0 is small so that, for any sequence G = {g n } n of elements in U with | F − G | < ε there exists a unique homeomorphism
where h F (n) ,G (n) : X → X denotes the uniquely homeomorphism determined by the sequences
We will use this quantitative version of Theorem 2.3 to prove the ergodic stability for sequences of hyperbolic maps. This paper is organized as follows. In Section 3 we recall some preliminary notions of stability, shadowing and entropy for sequential dynamical systems. Section 4 we prove some shadowing results for both sequences of C 1 -expanding maps and sequences of nearby C 1 -Anosov diffeomorphisms. This allow us to construct sequential conjugacies, which we explore in Section 5 to prove the main results on the ergodic stability for convergent sequences of hyperbolic dynamics.
3. Preliminaries 3.1. Sequential and almost conjugacies. A sequence F of continuous maps acting on a compact metric space X is topologically stable if for every ε > 0 there exists δ > 0 such that for every sequence G = {g n } n so that | F − G | < δ there exists a continuous map h :
an expansive sequence of maps if there exists ε > 0 so that for any distinct points x, y ∈ X 0 there exists n ∈ Z + such that d(F n (x), F n (y)) > ε. It is known that any positively expansive sequential dynamics admits an adapted metric on which it actually expands distances [16] and that positively expansive non-autonomous dynamical systems acting on a compact metric space with the shadowing property are topologically stable [11] .
Given β > 0 and the sequences of continuous maps F = {f n } n≥1 and G = {g n } n≥1 on a complete metric space (X, d), we say that an homeomorphism h : X → X is a β-quasi-conjugacy between F and G if
the distance in the C 0 -topology. The second notion does not require compactness nor the maps to act on the same compact metric space. Given sequences F = {f n } n∈Z and G = {g n } n∈Z of continuous maps acting on complete metric spaces (X n ) n , we say that a sequence H = {h n } n of homeomorphisms h n : X n → X n is a sequential conjugacy between F and G provided that the maps F n : X 0 → X n and G n : X 0 → X n to satisfy h n • F n = G n • h 0 for all n ∈ Z. Each of the maps h n in the notion of sequential conjugacies are defined in terms of the infinite sequence of maps F (n) .
Similarly to the classical setting, in our setting sequential conjugacies C 0 -close to the identity are unique (recall Theorem 2.4). Moreover, if F = {f } n and G = {g n } n are sequences of dynamical systems on a compact metric space X that admit a unique sequential conjugacy C 0 -close to the identity and the sequential conjugacies are constant (i.e. h n = h : X → X for all n) then the sequences F and G are constant. Indeed, if this is the case, h is a conjugacy between f and g 1 (hence between f 2 and g 2 1 ) and between f 2 and g 2 • g 1 . By uniqueness of the conjugacies C 0 -close to identity we conclude that g 2 = g 1 . Applying this argument recursively we conclude that G = {g 1 } n is constant. This fact also shows that some flexibility in the definition of conjugacies for sequential dynamics would be necessary. The flexibility of the concept of sequential conjugacies, for dynamics acting on different metric spaces, allowed us to describe a leafwise shadowing property for invariant foliations of partially hyperbolic dynamics [8] .
3.2. Shadowing. Our first main results concern the stability of Anosov sequences. Fix r ≥ 1, let (X n ) n be a sequence of compact Riemannian manifolds and let S r ((X n ) n ) denote the space of sequences {f n } n of C r -differentiable maps f n : X n → X n+1 . We say that a sequence F = {f n } n∈Z is an Anosov sequence if there exists a > 0, for every n ∈ Z there exists a continuous decomposition of the tangent bundle
n v for every v ∈ C + a,n (x) for every x ∈ X n and n ∈ Z + . We refer to a > 0 as the diameter of the cone fields. It is clear that if F is an Anosov sequence then F (k) is also an Anosov sequence for every k ∈ Z. Moreover, a constant sequence {f } n∈Z is an Anosov sequence if and only if the diffeomorphism f is Anosov. Here we will be interested in Anosov sequences formed by diffeomorphisms in a C 1 -neighborhood of some fixed Anosov diffeomorphism.
As uniform hyperbolicity can be characterized by the existence of stable and unstable cone fields, if f is an Anosov diffeomorphism there exists a C 1 -open neighborhood U of f such that every sequence F = {f n } formed by elements of U is an Anosov sequence. We refer the reader to [15] for the C 1 -robustness and stability of Anosov diffeomorphisms, and to Subsection 4.2.1 for some of the geometrical properties of Anosov sequences.
In order to state our main results on shadowing and stability of non-autonomous dynamical systems we recall some necessary notions. Given δ > 0, we say that (x n ) k n=0 is a δ-pseudo orbit for F = {f n } n∈Z + if x n ∈ X n and d(f n (x n ), x n+1 ) < δ for every 0 ≤ n ≤ k − 1. We say that the sequence of maps F = {f n } n∈Z + has the shadowing property if for every ε > 0 there exists δ > 0 such that for any δ-pseudo-orbit (x n ) k n=0 there exists x ∈ X so that its F-orbit ε-shadows
Moreover, we say that F = {f n } n∈Z + has the Lipschitz shadowing property if there exists a uniform constant L > 0 so that one can choose δ = Lε above. Finally, if X n = X for every n, we say that the sequence F = {f n } n∈Z + has the periodic shadowing property if for any ε > 0 there exists δ > 0 so that any δ-pseudo orbit (x n ) k n=0 satisfying x 0 = x k is ε-shadowed by a fixed point x ∈ X for
The previous notions are often referred as finite shadowing properties since consider finite pseudo-orbits. Nevertheless, in locally compact spaces it is a well known fact that the finite shadowing orbit property is equivalent to the shadowing property using infinite pseudo-orbits.
3.3. Topological entropy. In their seminal work, Kolyada and Snoha [17] introduced and studied a concept of entropy for non-autonomous dynamical systems and prove, among other results, that the entropy is concentrated in the non-wandering set. The non-wandering set for non autonomous dynamical systems is a compact set but, in general, it misses to be invariant by the sequence of dynamical systems. This makes the problems of proving stability and finding conjugacies for nearby dynamics a hard topic. Let us recall some necessary results from [17] . Let F = {f n } n be a sequence of maps on a compact metric space (X, d). For every n ≥ 1 consider the distance d n (x, y) := max 0≤j≤n−1 d(F j (x), F j (y)). A set E ⊂ X is (n, ε)-separated for F if d n (x, y) > ε for every x, y ∈ E with x = y. For Z ⊂ X define s n (F, ε, Z) = max{#E : E is a (n, ε) separated set in Z} and the topological entropy of F on Z ⊂ X by
and set h top (F) = h X (F).
The topological entropy of sequences F = {f n } n and G = {g n } n is not determined by the individual dynamics. Indeed, there are examples where each f n and g n are topologically conjugate for all n but h top (F) = h top (G) (cf. [17, Section 5] ).
A pair of sequences F = {f n } n and G = {g n } n is equiconjugate if there exists a sequence of homeomorphism (h n ) n such that: (i)h n+1 • f n = g n •h n , and (ii) the sequences (h n ) n and (h −1 n ) n are equicontinuous. It is not hard to check that if f is structurally stable and (f n ) n are C 1 -close and convergent to f then F = {f } n and G = {f n } n are equiconjugate. Moreover, the following holds:
Proposition 3.1. [17, Theorem B] Let F = {f n } n and G = {g n } n be sequences of continuous maps on a compact metric space X and Y , respectively. If F and G are equiconjugate then h top (F) = h top (G).
Shadowing for non-autonomous dynamics
4.1. Stability of non-autonomous expanding maps on compact metric spaces. Let (X n , d n ) be a sequence of complete metric spaces and let F = {f n } n∈Z + be a sequence of continuous and onto maps f n : X n → X n+1 . We say that F is a sequence of expanding maps if there are δ 0 > 0 and a sequence (λ n ) n∈Z + of constants in (0, 1) so that the following holds: for any n ∈ Z + , x ∈ X n+1 and x i ∈ f −1 n (x) there exists a well defined inverse branch f −1 n,x i :
for every y, z ∈ B(x, δ 0 ) Here, for notational simplicity, we omit the metrics d n representing them by d. In what follows we observe that any sequence F of expansive maps on compact metric spaces admit a uniform lower bound on the separation time. More precisely:
Lemma 4.1. Let F = {f n } n∈Z + be an expansive sequence of continuous maps f n : X n → X n+1 acting on metric spaces and let ε 0 be an expansiveness constant for F. If X 0 is compact then for any δ > 0 there exists N ∈ Z + such that, if x, y ∈ X 0 satisfy d(F n (x), F n (y)) < ε 0 for every 0 ≤ n ≤ N then d(x, y) < δ.
Proof. We prove the lemma by contradiction. Assume there exists δ > 0 and, for every j ≥ 0, there are x j , y j ∈ X 0 with d(x j , y j ) > δ and d(F n (x j ), F n (y j )) < ε 0 for every 0 ≤ n ≤ j. Since X 0 is compact we may assume (up to consider subsequences) that x j → x ∈ X 0 and y j → y ∈ X 0 . By continuity, taking j → ∞ we get that x = y and d(F n (x), F n (y)) ≤ ε 0 for every n ∈ Z + , which contradicts the expansiveness property. This proves the lemma.
We can now state our second result on the stability of sequences of expanding maps. Proposition 4.2 (Existence of sequential conjugacies). Let F = {f n } n∈Z + be a sequence of C 1 -expanding maps acting on compact Riemannian manifolds X n with contraction rates (λ n ) n∈Z + for inverse branches satisfying sup n∈Z + λ n < 1. There exists ε > 0 so that, for any sequence G of C 1 maps satisfying | F − G | < ε there exists a unique homeomorphism h = h F ,G :
where h F (n) ,G (n) : X n → X n denotes the uniquely homeomorphism determined by the sequences
Proof. Let F = {f n } n∈Z + be as above and let ε 1 > 0 be small such that any sequence of C 1 maps G satisfying | F − G | < ε 1 is a sequence of C 1 -expanding maps (such a constant exists since the set of expanding maps is C 1 -open and λ := sup n∈Z + λ n < 1). Reduce ε 1 > 0, if necessary, so that every sequence G as above is expansive with uniform expansiveness constant ε 0 > 0. Fix 0 < ε < 1 4 min{ε 0 , ε 1 } and let L ≥ 1 be given by the Lipschitz shadowing property (cf. Proposition ??). If G is any sequence of C 1 expanding maps G satisfying | F − G | < ε/L and x ∈ X 0 then the sequence (G n (x)) n∈Z + forms a ε/L-pseudo orbit with respect to the sequence F, as
Hence, there exists a unique point h F ,G (x) ∈ X 0 so that d (F n (h F ,G (x) ), G n (x)) < ε for every n ∈ Z +
(see Figure 4 .1 below). Reversing the role of F and G and replacing x by h F ,G (x), we deduce that there exists a unique point h G,F (h F ,G (x)) ∈ X 0 so that
As | F − G | < ε, by triangular inequality we get d(G n (h G,F (h F ,G (x))), G n (x)) < 2ε < ε 0 for Figure 1 . (G n (x)) n≥0 as δ-pseudo-orbit with respect to F = {f n } n∈Z + and shadowing point h F ,G (x) ∈ X 0 every n ∈ Z + . Since ε 0 is an expansiveness constant for G, the latter assures that h G,F (h F ,G (x)) = x, proving that h F ,G is invertible and h −1 F ,G = h G,F . Moreover, taking n = 0 in (5) we get that Figure 2 . Shadowing points h F ,G (x) and h G,F (x) on X 0 h F ,G − id X 0 C 0 ≤ ε. Now we prove that h = h F ,G : X 0 → X 0 is an homeomorphism. Take 0 < δ < ε 0 /4 and let N = N (δ) ≥ 1 given by Lemma 4.1. As the spaces X n are compact, the set of functions {G 1 , . . . , G N } is equicontinuous: there exists η > 0 so that if d(x, y) < η then d(G n (x), G n (y)) < δ for every 0 ≤ n ≤ N . Thus, if d(x, y) < η and 0 ≤ n ≤ N then
, h F ,G (y)) < δ and the continuity of h F ,G follows. By a similar argument, or using the fact that X 0 is a compact metric space and h F ,G is a continuous bijection, we conclude the continuity of its inverse h G,F . Finally, we are left to prove the conjugacy relation (4). Clearly | F (n) − G (n) | < ε/L for every n ∈ Z + . Recalling that F (n) k = f n+k−1 . . . f n and G (n) k = g n+k−1 . . . g n for every k ≥ 0, we note that similar computations as before yield that the orbit of the point F n (h F ,G (x) ∈ X n by the sequence F (n) is an ε/L-pseudo-orbit with respect to the sequence G (n) . In particular, there exists a unique point h G (n) ,F (n) ( F n (h F ,G (x) ) ) ∈ X n for which
for every k ≥ 0. Combining equations (5) and (6) 
k (G n (x))) < 2ε < ε 0 for every k ≥ 0. Using once more that ε 0 is an expansiveness constant for the sequence G (n) we deduce that h G (n) ,F (n) •F n •h F ,G (x) = G n (x) for every n ∈ Z + and every x ∈ X 0 . In other words,
F for all n ∈ Z + , which finishes the proof of the propostion.
Remark 4.3. Proposition 4.2 means that the conjugacies (h F (n)
,G (n) ) n∈Z + improve (meaning that h F ,G is C 0 -convergent to the identity map) in the case that | F (n) − G (n) | → 0 as n tends to infinity. If f, g are C 1 -expanding maps on a compact Riemannian manifold X, F = {f } n∈Z + and G = {g} n∈Z + then F n = f n and G n = g n for every n ∈ Z + and the sequence of conjugacies (h F (n) ,G (n) ) n∈Z + is constant to the conjugacy h F ,G between f and g. More generally, if there exists N ≥ 1 so that F (N ) = F (e.g. F = {f, g, f, g, f, g, . . . } and N = 2) then the conjugacies (h n ) n∈Z + are N -periodic: h n+N = h n for every n ∈ Z + .
In the special case of periodic sequences of expanding maps we derive the following:
Corollary A. Assume that f is a C 1 -expanding map on a compact Riemannian manifold X and let F = {f n } n be a N -periodic sequence of expanding maps such that F and G = {f } n∈Z are sequentially conjugate. Then there are homeomorphisms (h i ) i=0...N −1 so that
Proof. Assume that F = {f n } n∈Z is a N -periodic sequence (that is, f n+N = f n for every n ∈ Z), and that F and G = {f } n∈Z are sequentially conjugate: for every n there exists a homeomorphism h n so that
0 . By Remark 4.3 the sequence of conjugacies (h n ) n is also N -periodic. Let µ be a f -invariant probability (hence f N -invariant) that is ergodic with respect to f N . If φ ∈ C 0 (X),μ := (h 0 ) * µ and h 0 (y) = x then
forμ-almost every y, where
Since µ is ergodic for f N then there exists aμ-full measure subset of points y for which lim k→∞
j=0 ϕ(f jN (y)) = ϕ dµ for every continuous ϕ : X → R. Together with (7) and the f -invariance of µ, this proves that
for µ-almost every x ∈ X and every φ ∈ C 0 (X). In other words,
The following result asserts that orbits of β-quasi-conjugate F and G (up to the β-quasiconjugacy) remain within always within distance β from each other or, equivalently, the orbits are indistinguishable at scale β. More precisely:
Proposition 4.4 (Existence of quasi-conjugacies). Let F = {f n } n∈Z + be a sequence of C 1 -expanding maps acting on a compact Riemannian manifold X with contraction rates of inverse branches (λ n ) n∈Z + satisfying λ := sup n∈Z + λ n < 1. Then, for all sufficiently small ε > 0 and for any sequence of C 1 maps G satisfying | F − G | < ε there exists a 2λ 1−λ ε-quasi-conjugacy h : X → X between F and G. Moreover, h − id C 0 → 0 as G tends to F.
Proof. Let ε > 0 be small enough so that any sequence G of C 1 maps satisfying | F − G | < ε is a sequence of C 1 -expanding maps. Let δ 0 > 0 be a uniform lower bound for the radius of the inverse branches domain for the expanding maps all such sequences G.
Take 0 < δ < δ 0 /2 and take ε :
Given any x 0 = x ∈ X set x n := F n (x) for every n ∈ Z + . As before, for every n ∈ Z + let f −1 n,xn denote the inverse branch of f n such that f −1 n,xn (x n+1 ) = x n . For notational simplicity, let g −1 n denote the inverse branch of g n , whose domain contains B(x n+1 , δ), which is C 0 -closer to f −1 n,xn . We claim that g −1 n (B(x n+1 , δ)) ⊂ B(x n , δ) for all n ∈ Z + . In fact, using
we conclude that, for any z ∈ B(g n (x n ), ε + δ) (in particular for points of B(x n+1 , δ)),
n then the sets Y n :=Ĝ n (B(x n+1 , δ)) form a nested sequence of closed sets with diameter smaller or equal to 2λ n δ. Thus, there is a unique point h( h(x) ), x n ) ≤ δ for every n ∈ Z + . As x ∈ X was chosen arbitrary, the map h : X → X defined by the previous construction satisfies h − id C 0 < δ. Moreover, by triangular inequality,
We proceed to prove the continuity of h. Givenε > 0 take N > 0 such that 2λ N δ <ε. Now, by uniform continuity of the maps F j with j ≤ N there existsδ > 0 such that if d(x, y) <δ then d(F j (x), F j (y)) < δ for every j = 0, . . . , N . So,
and contains both points h(x) and h(y). Since diam(Ĝ n (B (F n+1 (x) ), 2δ)) <ε this shows that d(h(x), h(y)) <ε, and implies on the continuity of h.
As we proved that there exists exactly one point h(x) whose G-orbit that δ-shadows the Forbit of a point x ∈ X, exchanging the roles of F and G, one can use the same argument as in the proof of Proposition 4.2 to assure that there exists a unique point h −1 (h(x)) = x that δ-shadows the G-orbit of the point h(x) ∈ X and, consequently, to deduce that h is a homeomorphism. It is immediate that h → id as G → F. This finishes the proof of the proposition.
We observe that the stability notions in the statement of Propositions 4.2 and 4.4 are unrelated, thus these cannot be obtained one from each other. One of the advantages of Proposition 4.2 is to observe that time-dependent conjugacies become smaller as time evolves for sequences that are asymptotic. An advantage of Proposition 4.4 is to obtain quasi-conjugacies and to compute the proximity of the quasi-conjugacy from the identity in terms of contracting rates for the sequence, which is the best one can hope computationally. Although quasi-conjugacies need not unique, this is the case for stably expansive sequences F: if ε is an expansiveness constant for all sequences G arbitrarily close to F, h is a β-quasi-conjugacy between F and G with 0 < β < ε/4 andh : X → X is a homeomorphism satisfying
which is larger ε/3 for some n ∈ Z + (by the ε-expansiveness of the sequence G).
4.2.
Shadowing and stability for Anosov sequences. In this section we prove shadowing and stability for sequences of Anosov diffeomorphisms as stated in Theorem 2.4.
Invariant manifolds.
Assume that F = {f n } n∈Z is an Anosov sequence (recall Subsection 3.2 for the definition). Recall the notations
The existence of invariant cone fields with uniform expansion and contraction imply on the following properties:
(1) for every k ∈ Z and x ∈ X k , the subspaces
) for * ∈ {s, u}. (2) there are constants C > 0, δ 1 > 0 andλ ∈ (λ, 1) so that, for any x ∈ X k , k ∈ Z and * ∈ {s, u} there exists a unique smooth submanifold W * F (k) ,δ 1 (x) of X k (of size δ 1 ) that is tangent to the subbundle E * F (k) (x) at x, in such a way that:
(iv) the angles between stable and unstable bundles E s F (k) (x) and E u F (k) (x) is bounded away from zero by some constant θ k > 0 (iv) for any 0 < ε < δ 1 there exists δ k > 0 so that for any x, y ∈ X k with d(x, y) < 2δ k the transverse intersection W s
n (x)) ≤ ε for every n ≥ 0} and
−n (x)) ≤ ε for every n ≥ 0} Item (1) follows from the existence of the strictly invariant cone fields. Item (2) follows from the existence of stable and unstable manifolds for sequences of maps, using the graph transform method (cf. [4, Section 7] or [1] ). Here we opted to write the invariant manifolds as W * F (k) ( * ∈ {s, u}) to specify the shifted sequence F (k) with respect to which the uniform contracting or expanding behavior holds.
In the case that f ∈ Diff 1 (X) is an Anosov diffeomorphism there exists a C 1 -small open neighborhood U of f so that the cone fields C u a 0 and C s a 0 (determined by f ) are Dg-invariant for all g ∈ U , and that λ := sup g∈U λ g < 1. Furthermore, there are constants θ, δ, ε > 0 (depending only on f and U ) so that any sequence F = {f n } n∈Z by elements of U is such that θ < θ n , δ < δ n and ε < ε n for all n. In other words, both the angles between stable and unstable subspaces and the sizes given by local product structure are uniformly bounded away from zero. In consequence, the sequence F is δ 1 -expansive: if d(F n (x), F n (y)) < ε for all n ∈ Z then x ∈ W s
4.2.2.
Proof of Theorem 2.4. Let f be a C 1 Anosov diffeomorphism, let U be a C 1 -open neighborhood of f as above, and let F = {f n } n∈Z be a sequence of Anosov diffeomorphisms with f n ∈ U for all n ∈ Z. In particular λ := sup n∈N λ n < 1. Let δ 1 > 0 andλ ∈ (λ, 1) be given by items (1) and (2) above.
Fix β > 0. We claim that there exists ζ > 0 such that every ζ-pseudo orbit for F is β-shadowed. Take 0 < ε < (1 −λ) β 2 < β 2 and let 0 < δ < ε be given by the local product structure (cf. item (2) (iv)):
(y) consists of a unique point.
Take N ≥ 1 such thatλ N ε < δ/2. Since sup g∈U sup x∈X Dg(x) < ∞, the mean value inequality ensures the equicontinuity of the elements of the sequence F. Thus, there exists 0 < ζ < δ such that:
(a) if (z n ) n≥0 is a ζ-pseudo orbit and k ≥ 0 then the finite pseudo orbit (
for all k ∈ Z and |j| ≤ N (cf. [11, Theorem 3.4 ] ).
for all k ∈ Z and |j| ≤ N (by the mean value inequality). First we prove that the shadowing property holds for finite pseudo-orbits. For that, we may assume without loss of generality that the pseudo-orbits (x n ) k n=0 are formed by a number k of points that is a multiple of N (otherwise just consider the extended pseudo-orbit (x n )
, where x n = F (k) n−k (x k ) for every k + 1 ≤ n ≤ (j + 1)N and j ∈ Z + is uniquely determined by jN < k ≤ (j + 1)N ).
Fix p ∈ N arbitrary and let (x n ) pN n=0 be a ζ-pseudo-orbit for F. We claim that (x n ) pN n=0 is β-shadowed by some point x ∈ X. We define recursively y 0 = x 0 and
for every 0 ≤ n ≤ p − 1 (cf. Figure 4 .2.2 below). Note that the homoclinic points (y n ) p n=0 as Figure 3 . Construction of homoclinic points above are well defined. Indeed, as y n ∈ W s
In addition, as (x k ) k is a ζ-pseudo-orbit, by triangular inequality we conclude that
for every 0 ≤ n ≤ p. This guarantees that the homoclinic point y n+1 is well defined, as claimed. Now we prove that the point x = (
−pN (y p ) ∈ X 0 is such that its orbit β-shadows the pseudo-orbit (x n ) pN n=0 . By construction y n ∈ W u (9)). Thus, by invariance of the unstable leaves and backward contraction we get
for every 0 ≤ n ≤ p. In particular it follows that
for every 0 ≤ n ≤ p. By equicontinuity, the choice of 0 < δ < β 2 and consequence (b) of the equicontinuity for the elements of F, for every 0 ≤ n ≤ p and 0
It follows that the sequence (x n ) p n=0 is β-shadowed by the point x and so the shadowing property follows for finite pseudo-orbits. Since δ > 0 is independent of p ∈ Z + , a simple argument using compactness assures that any infinite ζ-pseudo-orbit is β-traced by some point in X. Finally, if x and y are two points that β-shadow the same ζ = ζ(β)-pseudo orbit, then
for all j ∈ Z and, by the choice of δ 0 , we conclude x = y. This proves item (1) in the theorem. In order to deduce the Lipschitz shadowing property holds we determine a linear dependence between the constants ζ and β. As described above, given β > 0 take ε = (1 −λ)β/2 > 0. Since the angle between stable and unstable bundles for the sequential dynamical system is bounded away from zero and local stable and unstable disks have bounded curvature and are tangent to the stable bundles then the local product structure property holds: there exists L > 0 so that
(y) intersects at a unique point. Taking δ = ε/L and N ≥ 1 so thatλ N ε < δ/2 then we conclude that one can take ζ = We prove first that h = h F ,G is an homeomorphism. First we prove that the map h = h F ,G is continuous. On the one hand, the uniqueness of the shadowing point assured by item (1) implies that
where B ε (z) denotes the ball of radius ε > 0 around z in X. In Particular, d(h(x), x) < Kζ. By hyperbolicity, the diameter of the finite intersection (G j (x) )) tends to zero (uniformly in x) as N tends to infinity. It implies that for z sufficiently close to x, the points in the finite intersection (G j (z) ) lie in a small ball around h(x), which proves the continuity of h. To check that h is injective, if h(
for every j ∈ Z and i = 1, 2. by triangular inequality we obtain d(G j (x 1 ), G j (x 2 )) < 2Kζ, for all j ∈ Z. If 2Kζ is smaller than the constant expansiveness of G then we conclude that x 1 = x 2 . Now, using the fact that h a continuous and one to one map on a compact and connected Riemannian manifold X we get, by the invariance domain theorem, that h is an open map so h(X) is open. As X is compact, h(X) is compact and, in particular, is closed. Altogether, this implies that h(X) is a connected component of X, hence h(X) = X. Finally, using the fact that X is compact and h is a continuous one to one map on X we obtain that h is an homeomorphism. The proof of (4) is entirely analogous to the one of Proposition 4.2.
This concludes the proof of the theorem.
Ergodic stability of convergent sequences
5.1. Proof of Theorem 2.1. Assume that f is a C 1 -transitive Anosov diffeomorphism on a compact Riemannian manifold X and let F = {f n } n be a sequence of expanding maps so that lim n→∞ f n − f C 1 = 0. Proposition 4.2 assures that there exist L > 0 and homeomorphisms h, h n ∈ Homeo(X) so that
as n tends to infinity. Hence, for any continuous observable φ : X → R we get that the continuous observables φ j := φ • h j are uniformly convergent to φ as j → ∞. Moreover, given x ∈ X,
which tends to zero as n → ∞. In consequence, if µ is f -invariant and φ ∈ C 0 (X) then it follows from from Birkhoff's ergodic theorem that for (h * µ)-almost every x ∈ X one has that lim n→∞ 1 n n−1 j=0 φ(F j (x)) exists and φ dµ = φ dµ. In particular if µ is f -invariant and ergodic then lim n→∞ 1 n n−1 j=0 δ F j (x) = µ for (h * µ)-almost every x ∈ X. This proves items (1) and (2) . We are left to prove that the Birkhoff irregular set of φ whith respect to F has full topological entropy and ir a Baire residual subset of X. Estimate (10) implies that x ∈ I f,φ if and only if h −1 (x) ∈ I F ,φ . In other words, h(I f,φ ) = I F ,φ .
In particular if µ is f -invariant and ergodic then lim n→∞ 1 n n−1 j=0 δ F j (x) = µ for (h * µ)-almost every x ∈ X. This proves items (1) and (2) . Now assume that φ is not cohomogous to a constant with respect to f . We are left to prove that the Birkhoff irregular set of φ whith respect to F has full topological entropy and ir a Baire residual subset of X. Estimate (10) implies that x ∈ I f,φ if and only if h −1 (x) ∈ I F ,φ . In other words, h(I f,φ ) = I F ,φ . Using that I f,φ is a Baire residual subset of X (cf. [5] ) and that h is a homeomorphism we conclude that I F ,φ is a Baire residual subset.
We are left to prove that h I F ,φ (F) = h top (F). We may assume without loss of generality that f satisfies the specification property (otherwise just take f k for some k > 1). In particular, φ is not cohomologous to a constant if and only if I f,φ = ∅. Moreover, if α = β are accumulation points of the set { then h I f,φ (α,β) (f ) = h top (f ) (cf. [25] ). We need the following:
Lemma 5.1. Let F = {f n } n be a sequence of C 1 -diffeomorphisms convergent to f and Z ⊂ X. Then h Z (F) = h Z (f ).
Proof. Note that h n • f n = F n • h and that (h n ) n converges to the identity as n → ∞. For any ε > 0 there exists N ε ≥ 1 so that d C 0 (h n , id) < ε/3 for all n ≥ N ε . In consequence, if d(f j (x), f j (y)) > ε then d(F j (h(x)), F j (h(y))) > ε/3. This proves that if E ⊂ X is a (n, ε)-separated set for f then h(E) is a (n, ε/3)-separated set for F, and that s n (F, ε/3, X) ≥ s n (f, ε, X) for every n ≥ N ε . Reciprocally, if d(F j (x), F j (y)) > ε for some j ≥ N ε then
, F j (y)) − 2ε 3 > ε 3 and so s j (F, ε, X) ≥ s j (f, ε/3, X). The statement of the lemma is now immediate. for every x ∈ I F ,φ,φ (α, β). In other words, I f,φ (α, β) ⊂ I F ,φ and, consequently, h I F ,φ (f ) ≥ h I f,φ (α,β) (f ) = h top (f ). Finally, Lemma 5.1 implies that h I F ,φ (F) = h I F ,φ (f ) = h top (f ). This completes the proof of the theorem. 
+ε)
1 α for all j ≥ 1. Since φ is mean zero and Hölder continuous and f is uniformly expanding then the almost sure invariance principle follows from the corresponding one for uniformly expanding dynamics with σ 2 = φ 2 dµ + ∞ n=1 φ (φ • f j ) dµ > 0. (see e.g. [9] ). This proves the theorem.
