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Abstract
Under model correctness, highly accurate inference on a scalar interest pa-
rameter in the presence of a nuisance parameter can be achieved by several
routes, among them considering the bootstrap distribution of the signed root
likelihood ratio statistic. The context of model mis-specication is considered
and inference based on a robust form of the signed root statistic is discussed
in detail. Stability of the distribution of the statistic allows accurate infer-
ence, outperforming that based on rst-order asymptotic approximation, by
considering the bootstrap distribution of the statistic under the incorrectly
assumed distribution. Comparisons of this simple approach with alternative
analytic and non-parametric inference schemes are discussed.
Keywords:
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1. Introduction
Let Y = fY1; : : : ; Yng be a random sample of size n, from a distribution
assumed to have probability density function f(y; ), with  = ( ; ), where
 is a scalar interest parameter and  a nuisance parameter, possibly vector-
valued. Consider testing the null hypothesis H0 :  =  0, with  0 specied,
against a one-sided alternative of the form H1 :  <  0 or H1 :  >  0.
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Let l()  l(;Y ) be the log-likelihood for  based on Y . Also, denote
by ^ = ( ^; ^) the overall maximum likelihood estimator of , and by ^ the
constrained maximum likelihood estimator of , for a given xed value of  .
Inference may be based on the signed square root likelihood ratio statistic,
dened by
R  R( 0) = sgn( ^    0)[2fl( ^; ^)  l( 0; ^0)g]1=2;
where sgn(x) =  1 if x < 0, = 0 if x = 0 and = 1 if x > 0, and ^0 = ^ 0 .
Under H0, R( 0) is asymptotically distributed according to the standard
normal distribution N(0; 1), provided the assumed parametric distribution
is correct. The level of error of the N(0; 1) approximation to the sampling
distribution of R( 0) is of the rst-order, O(n
 1=2) in the sample size n.
Two main approaches emerge (Young, 2009) to reduce this level of error,
to the third-order, O(n 3=2): analytic adjustment of the statistic R, and
replacement of the N(0; 1) approximation by a bootstrap estimate of the
distribution of the statistic. A key form of analytically adjusted statistic
is Barndor-Nielsen's R statistic (Barndor-Nielsen, 1986), which is of the
form R = R+ log(U=R)=R, in terms of an analytic adjustment quantity U .
DiCiccio et al. (2001) and Lee & Young (2005) considered inference based
on the bootstrap distribution obtained by considering the distribution of
R( 0) under sampling from the density f(y; 0; ^0). Both of these third-order
accurate inference procedures are observed in many situations to achieve
spectacularly low levels of error even in small sample settings.
Concern here is with the stated inference problem in circumstances when
Y is a random sample from a density g(y) which does not belong to the
assumed parametric family of densities f(y; ; ). Specic consideration is
given to the following formulation of the inference problem under model mis-
specication, as described, for example, by Kent (1982) and Staord (1996).
Let (g) = f (g); (g)g minimise the Kullback-Leibler distance between
g(y) and f(y; ), given by
R
logfg(y)=f(y; )gg(y)dy: Then consider testing
H0 :  =  0, with  0 =  (g). Such an inference problem is natural when-
ever  (g) has a direct interpretation under the true g(y), for example as an
expected value. In these circumstances, the statistic R( 0) is asymptotically
distributed as N(0; v), where v  v(g) 6= 1 in general. It has been suggested
(Staord, 1996: see also related work by Viraswami & Reid, 1996, 1998) that
the signed root likelihood ratio statistic R( 0) be `robustied' by rescaling,
through construction of a statistic of the form R
0  R0( 0) = R=
p
v^, where
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v^ is an empirical estimate, constructed from Y , of the asymptotic variance
v. Such a modied statistic R
0
( 0) is asymptotically distributed as standard
normal under H0. Again, the level of error of a N(0; 1) approximation to the
sampling distribution is of order O(n 1=2).
The purpose here is to examine closely the use of the statistic R
0
for
inference, expanding on comments made by Lu & Young (2010). The ob-
jective is to stress the following methodological conclusions. When there
is no model mis-specication, highly accurate inference can be achieved by
bootstrapping the distribution of R
0
: since R
0
is asymptotically distributed
as N(0; 1) it follows directly from Lee & Young (2005) that this procedure
achieves the same third-order accuracy as inference based on normal approx-
imation to the distribution of Barndor-Nielsen's R statistic. Under model
mis-specication, R is non-robust and N(0; 1) approximation to its sam-
pling distribution does not achieve a test with the correct asymptotic level.
However, the parametric bootstrap procedure, which again samples from the
(incorrect) density f(y; 0; ^0) is shown to yield accurate inference. Though
in principle the level of error, O(n 1=2), is no better than that oered by nor-
mal approximation to the sampling distribution, in practice the bootstrap
procedure substantially outperforms normal approximation. The key to this
property is that the distribution of R
0
typically does not depend much on the
true density underlying the sample data Y , but converges rather slowly to
its asymptotic limit. Therefore, using the sampling distribution of R
0
under
the wrong density f(y; 0; ^0) as a surrogate for its distribution under the
true density g is often a rather accurate estimation procedure, in particular
for small n.
These observations, together with empirical comparisons between the
parametric bootstrap procedure and non-parametric alternatives, suggest
strongly that in the inference problem being considered the most eective
approach is based on the distribution of the modied statistic R
0
, under
sampling from the density f(y; 0; ^0). This procedure yields highly accu-
rate inference, with the same low levels of error as obtained by use of the
R statistic, when the parametric assumption is correct, while protecting
against model mis-specication. The analysis demonstrates, in particular,
that in the latter setting the parametric bootstrap procedure, based on the
wrong distribution, will often outperform the asymptotic method based on
N(0; 1) approximation to the distribution of R
0
. This indicates that higher
levels of accuracy than obtained by rst-order asymptotic methods will often
be achievable in this setting.
3
2. Asymptotic distribution of R
0
Use is made of the notation, the stochastic expansion of R and the ex-
pression for v^ provided in Staord (1996) to nd the cumulants of the robust
statistic R
0
. These cumulants are seen to be asymptotically the same as the
cumulants of N(0; 1), thereby showing that the asymptotic distribution of R
0
is standard normal.
Suppose  = (1; 2; : : : ; d), where 1 =  is the scalar interest parame-
ter, (2; : : : ; d) =  is the vector nuisance parameter and d is the dimension
of . Let li = li() = log f(yi; ) be the log-likelihood of the i
th observa-
tion, and let li;s =
@
@s
li(); li;st =
@2
@s@t
li() be the partial derivatives of the
log-likelihood for the ith observation, s; t = 1; : : : ; d.
Denote by 0 = ( 0; 0) the value of  which minimises the Kullback-
Leibler distance, as described in the previous section.
In the following denitions and derivations, it is not necessary to assume
whether the true distribution is mis-specied by f or not: the same asymp-
totic results hold true for both cases of g = f and g 6= f .
Dene
Ist  Ist(0) = Eg(y)[l1;st]j=0 ;
Is;t  Is;t(0) = Eg(y)[l1;sl1;t]j=0 ;
and
Zs  Zs(0) = 1pn
Pn
i=1li;sj=0 ;
where Eg(y)[:] denotes the expectation with respect to g(y).
Further dene a d  d matrix A with components Ist and denote the
components of the d d matrix  A 1 by Ist, where A 1 is the usual matrix
inverse of A. Denote by I^st  I^st(^) = 1n
Pn
i=1 li;stj=^ and I^s;t  I^s;t(^) =
1
n
Pn
i=1 li;sli;tj=^ estimates of Ist and Is;t respectively. An estimate of A is
A^, obtained by the replacement of Ist in A by I^st. Then, I^
st, which is an
estimate of Ist, can be read o from the corresponding (s; t)-entry of the
matrix  A^ 1.
Using these denitions, an expansion of R
0
to error of order Op(n
 1=2)
can be derived and is
R
0  R=
p
v^ = Z =
p
v +Op(n
 1=2);
where Z =
Pd
s=1 I
1sZs, v =
Pd
s=1
Pd
t=1 I
1sIs;tI
t1=I11 and
v^ =
Pd
s=1
Pd
t=1 I^
1sI^s;tI^
t1=I^11 = v +Op(n
 1=2).
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Denote the ith cumulant of R
0
by R
0
i and let X =
Z p
v
. The rst four
cumulants of R
0
can be calculated as
R
0
1 = E[X] +O(n
 1=2) = O(n 1=2)
R
0
2 = E[X
2]  E[X]2 +O(n 1=2) = 1 +O(n 1=2)
R
0
3 = E[X
3]  3E[X2]E[X] + E[X]3 +O(n 1=2) = O(n 1=2)
R
0
4 = E[X
4]  4E[X3]E[X]  3E[X2]2 + 12E[X2]E[X]2   6E[X]4
+O(n 1=2) = O(n 1=2):
The fth and higher cumulants can be calculated to be 0 to error of order
O(n 1=2) or smaller. These cumulants show that the distribution of R
0
is
asymptotically N(0; 1) whether g is mis-specied by f or not. Explicit eval-
uation of the leading terms in these cumulant expansions allows construction
of analytic approximations of Edgeworth and saddlepoint types to the dis-
tribution of R
0
. However, in practice, since g is unknown, it is necessary
to replace cumulants by empirical estimates. Extensive investigations in the
rst author's Ph.D. thesis indicate that such analytic approximations yield
poor distribution estimates, unless the sample size n is very large, or the
true cumulants of R
0
are known. These ndings agree with remarks made
by Viraswami & Reid (1996, 1998). The potential, therefore, for analytic
approaches to yield high levels of accuracy under the model mis-specication
formulation seems strictly limited. Therefore focus here is on investigation of
improvements over the N(0; 1) approximation to the distribution that may
be obtainable with small sample sizes by the parametric bootstrap route.
3. Parametric bootstrap method
Given the assumed density f(y; ; ), to approximate the distribution
under H0 :  =  0 of R
0
, P (R
0  r0), where r0 is the value of R0 based on Y ,
a parametric bootstrap method uses the following procedure:
Step 1 Generate ~B datasets ~Y (1); : : : ; ~Y (
~B), each of which consists of n in-
dependent, identically distributed values simulated from f(y; 0; ^0),
where ( 0; ^0) is the constrained MLE of ( ; ) evaluated using Y and
xed  =  0.
Step 2 Calculate the values of the statistic R
0
, ~r
0
1; : : : ; ~r
0
~B
, from each gener-
ated sample ~Y (1); : : : ; ~Y (
~B).
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Step 3 Find the proportion of the values ~r
0
calculated in Step 2 which are
smaller than or equal to r
0
.
So, P (R
0  r0) is estimated by the proportion p^ = 1~B
P ~B
j=1 I(~r
0
j  r0), where
I(Q) is an indicator function taking the value 1 if the statement Q is true
and the value 0 otherwise.
This approximation may be called the null hypothesis bootstrap proce-
dure, and has error of order O(n 3=2) when g = f . An alternative version
of the approximation uses the same procedure, but ( 0; ^0) in Step 1 is re-
placed by the full MLE ( ^; ^). Using ( ^; ^) in the approximation results in
an error of magnitude O(n 1) and hence this version is generally not used
in practice. Detailed analysis of both of these bootstrap procedures under
model correctness can be found in Lee & Young (2005).
As described, the null hypothesis bootstrap procedure approximates the
distribution of R
0
to error of magnitude O(n 3=2), when there is no model
mis-specication. When there is a model mis-specication, it was seen in the
previous section that the asymptotic distribution of R
0
is still N(0; 1) under
sampling from f 6= g. Therefore, the approximation to the distribution
of R
0
under sampling from the wrong f(y; ; ^0) is asymptotically valid.
However, it only yields an error of magnitude O(n 1=2), which is the same
theoretical order as the normal approximation. In practice, this parametric
bootstrap procedure may be expected to outperform N(0; 1) approximation
if the Kullback-Leibler distance between the true density g and the assumed
f is small, or if the distribution of R
0
does not depend much on g.
4. Non-parametric bootstrap methods
In the parametric null hypothesis bootstrap procedure, sampling is from
the assumed distribution f . In contrast, the non-parametric bootstrap method
samples directly from the data sample Y . The procedure for the non-
parametric method is similar to that of the parametric method described
above with some changes to Step 1.
Step 1 Generate ~B datasets ~Y (1); : : : ; ~Y (
~B), each of which consists of n val-
ues simulated from Y = fY1; : : : ; Yng with replacement, and with each
point Yi being chosen with the probability wi.
Step 2 Calculate ~r
0
1; : : : ; ~r
0
~B
from each of ~Y (1); : : : ; ~Y (
~B).
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Step 3 Find the proportion of ~r
0
calculated in Step 2 which are smaller
than or equal to r
0
.
Then the proportion p^ = 1~B
P ~B
j=1 I(~r
0
j  r0) estimates P (R0  r0). In
practice, it is noted that in some situations accuracy of this non-parametric
scheme is improved by centring the bootstrap values generated at Step 2 to
have mean 0, before calculation of the tail probability in Step 3. Though
still requiring formal justication, this modication makes sense, as the null
distribution of R
0
has, asymptotically, mean 0. In particular, this modi-
cation is seen to improve accuracy of the non-parametric scheme noticeably
in Example 4 below, with small n; in the other examples centring of the
bootstrap distribution has less eect.
Consideration is given to two ways of specication of the weights w1; : : : ; wn
for the non-parametric sampling scheme. Full details and investigation of
other possible non-parametric sampling schemes are given by the rst au-
thor in his Ph.D. thesis.
It is required to resample from Y = fY1; : : : ; Yng, where each Yi is chosen
with probability wi, respecting the null hypothesis constraint H0 :  =  0.
Recall that ( 0; 0) minimises the Kullback-Leibler distance, or equivalently,
maximises
T ( ; )  R logff(y; ; )gg(y)dy:
Consider the distribution g^, which estimates the distribution g and places
weight wi on Yi. Replacing the expectation under g with that under g^ yields
an estimate of T of the form
T^ ( ; ) =
P
logff(yi; ; )gwi:
The resampling weights w1; : : : ; wn are specied such that T^ ( ; ) is max-
imised at  =  0;  = ~, for some ~ in a neighbourhood of ^0, so that
@
@ 
T^ ( ; )j = 0;=~ = 0; @@ T^ ( ; )j = 0;=~ = 0. Such a procedure pro-
vides a natural comparison with the parametric null hypothesis bootstrap
procedure, which replaces the unknown 0 by ^0 in the parametric sam-
pling. Then, denoting the nuisance parameter  by (1; : : : ; p), where
p = d   1, and writing ci  ci( 0; ~) = @@ logff(yi; ; )gj = 0;=~ and
uij  uij( 0; ~) = @@j logff(yi; ; )gj = 0;=~, j = 1; : : : ; p, it is required to
nd weights wi and ~ such thatP
wici = 0;
P
wiuij = 0; j = 1; : : : ; p: (1)
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Another estimate of the underlying distribution, the empirical distribu-
tion ~g, which is obtained by placing an equal probability of 1=n on each Yi in
D, is used as a tool for nding the weights in g^. To choose the wi, minimise
the Kullback-Leibler distance between g^ and ~g, given byP
wi log fwi=(1=n)g =
P
wi logwi + log n;
subject to the d constraints just described being satised. This optimisation
problem is solved by standard Lagrangian techniques, to give wi of the form
wi = exp(ci+1ui1+ : : :+puip)=f
P
k exp(ck+1uk1+ : : :+pukp)g; (2)
where ; 1; : : : ; p must be found numerically to satisfy (1).
The non-parametric procedure which involves specication of the sam-
pling weights by (2), for some value of ~ for which (1) is satised, shall be
termed `weighted v1'. In practice, implementation of the method involves
use of a grid search, in a neighbourhood of ^0, to nd a value of ~ for which
(1) is satised, with the sampling weights dened by (2). In the numerical
examples, the grid search was initialised by seeking a solution with ~ = ^0,
and used small step size  = 0:01, a maximum of 100 candidate values for ~
being considered. Though no attempt has been made to optimise the non-
parametric scheme, it should be noted that accuracy results under repeated
sampling are quite insensitive to the details of such a computational pro-
cedure. In all examples studied appropriate sampling weights wi fail to be
found by such a computationally inexpensive search for only a small, though
signicant, proportion of data samples, when n is small. For larger sample
size, such as n = 50, as used in some of the numerical investigations reported
below, typically a solution is found with ~ = ^0, and the proportion of data
samples for which weights fail to be found is eectively zero.
The method described can be viewed as a special case of the methodology
related to M -estimation detailed by Lee & Young (2003). It follows from
their theory, the conditions for which are readily veried for the current
context, that this non-parametric method yields a theoretical small error
rate of O(n 3=2). However, it is anticipated, from ndings reported by Lee
& Young (2003), that the method is unlikely to work well in practice, in
situations where the sample size n is small. It is of some signicance to
observe in the examples generally superior accuracy from the parametric
bootstrap method, even though it is of inferior theoretical accuracy under
model mis-specication.
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In addition, consideration is also given to an ad hoc, simplied version
of the non-parametric bootstrap method, which is referred to as `weighted
v2', and which imposes just the requirement @
@ 
T^ ( ; )j = 0;=^0 = 0. Then
the requirement is just
P
biwi = 0, where bi =
@
@ 
logff(yi; ; )gj = 0;=^0 .
Minimising the Kullback-Leibler distance between g^ and ~g determines that
the weights for the non-parametric sampling are now given by
wi = exp(bi)=f
P
j exp(bj)g;
where  is such that
P
bi exp(bi) = 0. Now it is easy to analyse cir-
cumstances where sampling weights can be found: there exists  such thatP
bi exp(bi) = 0 if there exist i; j 2 f1; : : : ; ng such that bibj < 0, a condi-
tion easy to check. The informal nature of this scheme weighted v2, however,
means that it is not possible to specify a formal error rate.
In the numerical evaluations, the convention is adopted that when appro-
priate sampling weights cannot be found for the non-parametric schemes, the
bootstrap tail probability estimate is taken as the estimate obtained by the
normal approximation to the relevant statistic. As will be seen in the next
section, the proportion of replications where weights cannot be found de-
pends on f and g. The numerical results will show further that the informal
scheme weighted v2 tends actually to be superior to weighted v1.
5. Examples
In each of the following examples, comparisons are drawn between dier-
ent approximation methods and the use of the statistics R, R
0
and R under
both model mis-specication and no model mis-specication, with emphasis
on the former. When there is model mis-specication, the null hypothesis
will be H0 :  =  0, where 0 = ( 0; 0) minimises the Kullback-Leibler
distance between the true distribution and the assumed distribution. On the
other hand, when there is no model mis-specication, the null hypothesis
will also be H0 :  =  0, but now  0 is the parameter value of the true
distribution. The alternative hypothesis will be H1 :  <  0 for both cases.
In the simulations, the replication size and the bootstrap size for both
parametric and non-parametric bootstrap methods will be set at B = ~B =
104. Primary interest is in accuracy properties of the methods for small
sample size situations. Therefore, primary focus is on the case where the
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sample size is xed at n = 10, which ensures that most points in a non-
parametric resampled dataset are distinct. Simulation results for sample size
n = 50 can be found in the Appendix and give a good impression of the
relative accuracies of the dierent methods with larger sample sizes.
Approximation results, which are empirical estimates of actual sizes of
hypothesis tests as determined from the series of B replications, will be pre-
sented in tables. The closer the results to their respective nominal sizes, the
better the approximation and the statistic used.
Example 1. Gamma v.s. Inverse Gaussian. Let Y1; : : : ; Yn be a sam-
ple from a gamma distribution having scale parameter b = 1 and shape
parameter c = 5:5. Suppose the sample is assumed to be from an inverse
Gaussian (IG) distribution with mean  and shape parameter , which is
the interest parameter. The probability density function of IG is taken to be
f(y; ; ) = ( 
2y3
)1=2 expf  
22y
(y   2)g; y > 0.
It can be found that 0 = (0; 0) = (
h
 (c 1)
b (c)
  1
bc
i 1
; bc) minimises the
Kullback-Leibler distance between the two distributions and therefore the
null hypothesis is set to be H0 :  = 0.
The overall maximum likelihood estimator (MLE) of  = (; ) under
the assumed distribution is ^ = (^; ^) = (
h
1
n
P (Yi ^)2Yi
^2
i 1
; 1
n
P
Yi), and
the constrained MLE of  is ^0 = (0;
1
n
P
Yi). Table 1 displays results for
Table 1: Actual sizes of test under model mis-specication: Gamma v.s. IG, n = 10,
H0 :  = 0. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 1.87 3.12 4.78 7.99 75.55 84.81 90.88 95.50
(R
0
) 2.01 3.36 5.24 8.60 69.24 77.24 83.26 88.62
(R) 2.92 4.94 7.78 12.54 86.04 92.33 95.98 98.17
Null hyp., R
0
1.07 2.59 5.25 10.23 87.10 93.29 96.54 98.50
W. v1, R
0
(2.84%) 0.89 2.33 4.55 9.49 72.94 79.82 84.63 88.73
W. v2, R
0
(5.55%) 1.03 2.59 4.89 9.69 82.98 89.16 91.62 93.08
normal approximations to R, R
0
and R, in the rst, second and third rows
respectively, and approximations using R
0
by the null hypothesis bootstrap
procedure (Null hyp.), the weighted resampling method version 1 (W. v1),
and version 2 (W. v2), with results in the fourth, fth and sixth rows. The
percentage gures in parentheses in the table here and in the rest of the paper
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give the proportion of the B simulations where resampling weights cannot
be determined, in which case standard normal approximation is used.
It can be seen from the table that the null hypothesis bootstrap procedure
yields the best approximations, giving estimated sizes which are closest to the
nominal sizes, with the next best method in terms of accuracy being weighted
v2. The failure rate of weighted v1 is about half that of weighted v2, with
the accuracy of weighted v2 somewhat better than that of weighted v1. The
reason why the normal approximations to the distributions of the non-robust
statistics R and R are better than that for the robust statistic R
0
is because
the distribution of R
0
at small sample size n = 10 is quite dierent from
N(0; 1) in this setting, even though R
0
is asymptotically standard normal
N(0; 1), while R and R are not. When there is no model mis-specication, so
Table 2: Actual sizes of test under no model mis-specication: IG v.s. IG, n = 10,
H0 :  = 0 = 2. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 0.36 1.09 2.29 5.07 80.75 88.38 93.39 96.87
(R
0
) 1.96 3.44 5.14 8.25 73.53 81.18 86.63 91.06
(R) 0.97 2.37 4.84 9.73 89.29 94.72 97.23 98.87
Null hyp., R
0
1.15 2.74 5.11 10.14 89.61 94.58 97.39 98.98
W. v1, R
0
(0.50%) 1.30 2.91 5.24 10.24 77.91 83.75 88.24 92.06
W. v2, R
0
(4.22%) 1.25 2.89 5.07 9.96 86.11 91.90 93.70 94.66
that Y1; : : : ; Yn are indeed from an inverse Gaussian distribution with 0 = 2
and 0 = 1, the approximations given in Table 2 show that both the normal
approximation to R and the null hypothesis bootstrap procedure applied to
R
0
give similarly good approximations, as expected. In addition, these two
methods perform much better than the normal approximation toR or R
0
, and
the non-parametric alternatives. Note that all methods give noticeably more
accurate approximations than seen in the model mis-specication context.
Example 2. F-distribution v.s. Log-normal. Let Y1; : : : ; Yn follow an F-
distribution with density g having degrees of freedom d1 = 1 and d2 = 2.
Suppose the sample is assumed to be from a log-normal (LN) distribution
with mean-log parameter  and variance-log parameter 2. The interest
parameter is the standard deviation log parameter , the positive square root
of the variance-log, and the probability density function of LN is f(y;; ) =
1
y
p
2
expf  (log y )2
22
g; y > 0.
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Table 3: Actual sizes of test under model mis-specication: F v.s. LN, n = 10, H0 :  = 0.
Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 6.94 12.80 19.28 29.58 90.65 93.87 95.68 97.12
(R
0
) 14.48 20.01 26.04 34.49 90.36 93.78 95.75 97.34
(R) 2.88 6.21 10.94 18.01 86.39 90.76 93.76 95.90
Null hyp., R
0
2.25 5.19 8.86 15.89 88.76 93.94 96.57 98.55
W. v1, R
0
(2.13%) 9.54 14.64 19.94 27.11 88.87 94.09 96.83 98.53
W. v2, R
0
(7.78%) 9.66 11.80 15.06 20.75 89.22 93.86 96.50 98.16
Table 4: Actual sizes of test under no model mis-specication: LN v.s. LN, n = 10,
H0 :  = 0 = 1 Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 2.95 6.37 11.02 19.18 95.07 97.89 99.14 99.62
(R
0
) 8.36 12.74 18.37 26.24 91.58 95.03 96.95 98.35
(R) 0.99 2.47 5.08 10.12 90.12 95.19 97.79 99.22
Null hyp., R
0
0.92 2.32 4.69 9.63 89.96 95.19 97.82 99.13
W. v1, R
0
(1.62%) 6.07 9.99 14.23 20.57 89.95 95.26 97.84 99.21
W. v2, R
0
(3.81%) 5.21 7.14 10.13 15.19 89.79 95.00 97.62 99.20
It can be shown that the Kullback-Leibler distance is minimised when
0 = (0; 0), where 0 =
R
(log y)g(y)dy and 0 = f
R
(log y 0)2g(y)dyg1=2,
which may be calculated numerically. Then, the null hypothesis is set to be
H0 :  = 0.
The overall MLE of  = (; ) is
^ = (^; ^) = (f 1
n
P
(log Yi   ^)2g1=2; 1n
P
log Yi);
and the constrained MLE of  is ^0 = (0;
1
n
P
log Yi): As can be seen from
Table 3, the null hypothesis bootstrap procedure again performs better than
all of the other approximation methods, even though the actual sizes are
more dierent from the nominal sizes in the lower tail than the correspond-
ing gures seen in the previous example. At n = 10, the distributions of
all the statistics, most particularly R
0
, are very far from N(0; 1): the nor-
mal approximation results in the table are poor. Of course, as n increases,
R
0
will tend in distribution to N(0; 1), whereas R and R will not. When
Y1; : : : ; Yn are actually from the assumed log-normal distribution with 0 = 1
and 0 = 1, the normal approximation to R
 and the null hypothesis boot-
strap procedure applied with R
0
perform equally well and give the most
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eective approximations, as exhibited in Table 4. It can be observed that
the normal approximation to R
0
performs least eectively, as in the previous
example, under no model mis-specication.
Example 3. Logistic v.s. Gaussian. Let Y1; : : : ; Yn be a sample from a
logistic distribution with mean parameter a = 0 and scale parameter s = 1.
Suppose the sample is assumed to be from a Gaussian distribution with mean
 and variance 2, and the parameter of interest is 2.
It can be calculated that 0 = (
2
0; 0) = (
1
3
2s2; a) minimises the Kullback-
Leibler distance between the two distributions and therefore the null hypoth-
esis is set to be H0 : 
2 = 20.
The overall MLE of  = (2; ) under the assumed distribution is ^ =
(^2; ^) = ( 1
n
P
(Yi   ^)2; 1n
P
Yi), and the constrained MLE of  is ^0 =
(20;
1
n
P
Yi).
Table 5: Actual sizes of test under model mis-specication: Logistic v.s. Gaussian, n = 10,
H0 : 
2 = 20 . Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 5.17 10.01 16.31 25.36 92.23 95.36 97.31 98.53
(R
0
) 12.00 17.37 23.23 31.80 91.05 94.52 96.40 97.87
(R) 2.14 4.58 8.03 15.43 87.47 92.41 95.24 97.44
Null hyp., R
0
1.65 4.08 7.35 13.57 89.44 94.68 97.19 98.85
W. v1, R
0
(2.16%) 11.20 15.90 20.54 27.73 90.25 95.32 97.58 99.10
W. v2, R
0
(6.24%) 7.52 9.41 12.74 18.34 89.83 94.78 97.06 98.73
Table 6: Actual sizes of test under no model mis-specication: Gaussian v.s. Gaussian,
n = 10, H0 : 
2 = 20 = 4. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 3.04 6.32 10.97 19.08 94.75 97.86 99.06 99.62
(R
0
) 9.01 13.36 18.81 26.40 91.44 94.77 96.73 98.18
(R) 1.20 2.64 5.02 10.31 90.03 94.98 97.66 99.11
Null hyp., R
0
0.88 2.43 4.98 10.24 89.97 94.85 97.48 99.05
W. v1, R
0
(1.40%) 9.12 13.10 17.37 23.82 90.27 95.19 97.58 99.09
W. v2, R
0
(3.96%) 5.55 7.49 10.82 15.81 89.99 94.76 97.28 98.95
In Table 5, it is seen again that null hypothesis bootstrap approximation
to the distribution of R
0
yields tests of actual sizes closest to the nominal sizes
under model mis-specication. On the other hand, normal approximation to
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R
0
appears to be the most inaccurate distributional approximation. The
distribution of R
0
at n = 10 is far from standard normal, while normal
approximation to R seems to do rather well in this context.
If Y1; : : : ; Yn are indeed from the Gaussian distribution with 
2
0 = 4 and
0 = 1, the use of the statistic R
0
with the null hypothesis bootstrap proce-
dure and normal approximation to R provide the best approximations, as
seen in Table 6.
Example 4. Log-normal regression (LNRe) v.s. Exponential regression
(ExpRe). Let Y1; : : : ; Yn be a sample from a log-normal distribution having
mean-log parameter x1 and variance-log parameter x2
2, where x1; x2 are
observed values from two independent variables each following a uniform
distribution with the support [0; 1],  =  0:7 and  = 1. Suppose the sample
is assumed to be from an exponential distribution with mean 1

exp(x1+x2),
where x1; x2 have the same denitions as before. This provides a three-
parameter example with  = (; ; ), where  will be taken as the parameter
of interest, and (; ) is a vector nuisance parameter.
Denote by 0 = (0; 0; 0), ^ = (^; ^; ^) and ^0 = (0; ^0; ^0) respectively
the value of  which minimises the Kullback-Leibler distance, the overall
MLE of  and the constrained MLE of  for xed 0. Here, it can be derived
that ^ = 1
n
P
Yi exp(x1i^ + x2i^) and ^0 =
1
n
P
Yi exp(x1i0 + x2i^0), where
x1i and x2i are the observed x1 and x2 values associated with Yi. There are
no closed forms for all other quantities in 0, ^ and ^0, but they can be easily
computed numerically. The null hypothesis is set to be H0 :  = 0.
The U quantity required by the denition of Barndor-Nielsen's R statis-
tic is dicult to construct in this example. Therefore, an estimate U^ of
U is used to construct an approximation, which is denoted by R^ = R +
log(U^=R)=R. The statistic R^ follows, under the null hypothesis, a stan-
dard normal distribution to Op(n
 1) under no model mis-specication; more
details can be found in Severini (2000, Section 7.5.5).
As noted, another dierence to the previous three examples is that the
non-parametric bootstrap methods used are a mean adjustment version of
the weighted resampling (w.m.a.). That is, the bootstrap values are centred
at the mean of these bootstrap statistic values, as was described in Step 2
in Section 4.
As can be seen from Table 7, the approximation results obtained from
the null hypothesis bootstrap method using the statistic R
0
are the closest
to nominal sizes, which means the parametric method is to be viewed again
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Table 7: Actual sizes of test under model mis-specication: LNRe v.s. ExpRe, n = 10,
H0 :  = 0. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 0.18 0.53 1.29 3.96 96.56 98.71 99.57 99.90
(R
0
) 7.71 10.94 14.74 20.53 79.91 85.04 88.94 92.39
(R^) 0.70 1.45 2.98 6.13 94.04 97.23 98.52 99.09
Null hyp., R
0
0.92 2.35 4.83 10.10 89.95 95.10 97.65 99.08
W.m.a. v1, R
0
(4.82%) 1.19 2.57 5.12 10.23 98.03 99.77 99.84 99.87
W.m.a. v2, R
0
(5.01%) 0.57 0.86 2.07 7.27 97.32 99.93 100.00 100.00
as the favoured approach. Also, as in the previous three examples, normal
approximation to R
0
does not seem to be satisfactory at the small sample
size n considered, and neither does the weighted v2. Weighted v1 does rather
well in the lower tail. Normal approximation to R and R^ appears to perform
reasonably, due to the fact that the distributions of R and R^ are not too
dierent from N(0; 1) for the case considered; however, as the sample size
increases, accuracy of these normal approximations will not improve. The
Table 8: Actual sizes of test under no model mis-specication: ExpRe v.s. ExpRe, n = 10,
H0 :  = 0 = 1:5. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 1.26 3.10 5.62 10.66 89.51 94.35 97.13 98.80
(R
0
) 7.84 11.10 14.91 20.37 80.35 85.72 89.09 92.33
(R^) 1.00 2.56 5.04 10.33 90.64 95.22 97.51 98.92
Null hyp., R
0
1.16 2.63 5.19 10.12 90.00 94.98 97.47 98.98
W.m.a. v1, R
0
(6.30%) 1.22 2.49 4.89 10.01 97.81 99.56 99.77 99.80
W.m.a. v2, R
0
(5.46%) 0.57 0.88 2.12 6.88 97.60 99.93 100.00 100.00
approximation results under model correctness, namely when the true distri-
bution of Y1; : : : ; Yn is the assumed exponential regression distribution with
0 = 1:5 , 0 = 0:9 and 0 = 0:5 , are given in Table 8. Normal approxima-
tion to the distribution of R^ and parametric bootstrapping of R
0
work very
well, as expected. The normal approximation to R also performs well but
the normal approximation to R
0
performs very poorly. The non-parametric
bootstrapping of R
0
with the mean adjustment (w.m.a v2) does not seem
to work very well at n = 10 but it should be noted that results at mod-
erate sample sizes such as n = 50 are as good as those for the parametric
alternative (see Table 17 in the Appendix).
15
6. Conclusions
It can be seen from the examples presented that when there is no model
mis-specication, the normal approximation to R and the parametric boot-
strap approximation to R
0
are very accurate, even for small sample size n,
while the normal approximations to R and especially R
0
perform less well. In
addition, the non-parametric approximations to the distribution of R
0
does
not appear to yield tests of size close to the desired nominal size either.
On the other hand, when the true distribution underlying the sample is
mis-specied, the use of the parametric bootstrap method with R
0
provides
the best approximation results, compared to normal approximations to R,
R
0
and R, or the non-parametric methods applied with R
0
. The reason
why the normal approximations to R and R are not accurate is that the
distributions of both statistics are not N(0; 1) asymptotically, with the -
nite sample distributions being far from N(0; 1). In contrast, although the
asymptotic distribution of R
0
is N(0; 1), the distribution of R
0
can be very
dierent from standard normal for small n, and it typically only gradually
approaches N(0; 1) as n increases.
The examples have shown that, applied with the statistic R
0
, the paramet-
ric bootstrap method, which involves simulating from the correctly assumed
distribution when g = f , or wrongly assumed distribution when g 6= f ,
achieves the best approximation results of the approximation methods con-
sidered. The robust statisticR
0
is chosen here to guard against possible model
mis-specication, while the use of the parametric bootstrap method ensures
that it is not necessary to be concerned with eciency loss, as discussed by
Staord (1996), when g = f , since the parametric bootstrap procedure works
equally well with R and R
0
in this situation.
The key reason for using R
0
is that the statistic is more `stable' in com-
parison to R or R. Regardless of how wrong the assumed distribution may
be, as measured by the Kullback-Leibler distance between g and f , the dis-
tribution of R
0
is typically rather similar. However, the distributions of R or
R can change dramatically. The robustication of the signed root statistic
is designed to yield a statistic R
0
which is asymptotically standard normal,
even under model mis-specication. But the modication is seen to lead
to a statistic which, even for small sample size n, has a distribution which
varies only very slightly with change in the true underlying distribution g,
which allows for eective estimation of its distribution by simulation from
an incorrect model. Figure 1 demonstrates graphically what is meant by the
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Figure 1: LnRe v.s.ExpRe, : densities of R (top) and R
0
(bottom) for dierent g, n = 10
stability of a statistic. When the  parameter of the log-normal regression
distribution increases from 0.8 to 1.2, the Kullback-Leibler distance between
the log-normal regression distribution and the assumed exponential regres-
sion distribution changes, and it can be seen that the density plot of R varies
much more than the density plot of R
0
.
The same trend can be seen in the further examples of density plots for
R and R
0
in Figure 2, relating to Example 1. Note that now the change in
distribution of R due to the change (of the parameter c) in the true underlying
distribution seems to be smaller than that observed in the previous case.
Density plots of R show similar features to R and are not included here.
Both Figures 1 and 2 show that the distribution of R (for the cases  = 1
and c = 5:5 examined above) appears to be closer to the standard normal
distribution than is the distribution of R
0
, which explains why the normal
approximation to R can work better than the normal approximation to R
0
in some situations.
Results from further simulations with moderate sample size n = 50 show
that R and R are not distributed as close to N(0; 1), as can be seen from the
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Figure 2: Gamma v.s. IG, : densities of R (top) and R
0
(bottom) for dierent g, n = 10
worse results from normal approximation to the distributions of R and R in
Tables 10, 12, 14 and 16 in the Appendix. In contrast, the results from the use
of the R
0
statistic become much closer to their respective nominal values as n
increases, compared to what is observed for n = 10. When there is no model
mis-specication, Tables 11, 13, 15 and 17 show that results from all the
methods become highly accurate: note in particular the marked improvement
in both weighted v1 and weighted v2 methods. Another observation from
the examples, which has already been remarked upon, is that results for the
ad hoc weighted v2 method are generally quite similar to or better than the
results for the more sophisticated weighted v1 method, whether g = f or
g 6= f . Again, however, it should be noted that results from non-parametric
sampling are generally inferior to those of the parametric bootstrap scheme,
of particular interest being the case where there is model mis-specication.
Finally, it is seen from Table 9 that, as n increases, empirical estimates
of the cumulants of R, R
0
and R, as constructed from a large simulation, all
tend to the cumulants of N(0; 1) when g = f in Example 3. As all examples
exhibit identical characteristics, only results for this example are included
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Table 9: Empirical estimates of the rst four cumulants 1; 2; 3 and 4 of R, R
0
and
R, B = 106.
Gaussian v.s. Gaussian, x Logistic v.s. Gaussian, x
n 1 2 3 4 n 1 2 3 4
R 10 -0.3933 1.0495 -0.0060 0.0038 10 -0.4584 1.4443 0.5071 0.5960
50 -0.1691 1.0101 0.0019 0.0084 100 -0.1474 1.5750 0.2746 0.2009
100 -0.1183 1.0038 0.0016 -0.0036 500 -0.0667 1.5903 0.1346 0.0497
R
0
10 -0.5069 1.8735 -0.4192 3.4563 10 -0.6241 2.2140 -0.5964 3.7665
50 -0.1801 1.1700 -0.0225 0.3421 100 -0.1808 1.1895 -0.2057 0.2686
100 -0.1223 1.0869 -0.0069 0.1596 500 -0.0841 1.0481 -0.1153 0.0729
R 10 -0.0104 1.0014 0.0026 0.0083 10 -0.0735 1.3789 0.4904 0.5817
50 -0.0016 1.0012 0.0027 0.0107 100 -0.0291 1.5681 0.2736 0.2004
100 -0.0002 0.9994 0.0013 0.0004 500 -0.0139 1.5889 0.1342 0.0506
here. The same clear trend is only observed, in particular for the second
cumulant 2, under model mis-specication, g 6= f , for the cumulants of R0 .
Note, however, a slow convergence rate, indicating that R
0
approaches its
asymptoticN(0; 1) limit rather slowly, while R and R are not asymptotically
standard normal in distribution under model mis-specication.
7. Appendix
Table 10: Actual sizes of test under model mis-specication: Gamma v.s. IG, n = 50,
H0 :  = 0. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 2.81 5.03 7.55 12.09 80.47 88.31 93.08 96.87
(R
0
) 1.02 2.20 4.32 8.55 81.54 88.88 93.08 96.22
(R) 3.66 6.16 9.31 14.75 84.64 91.15 95.16 97.67
Null hyp., R
0
0.93 2.32 4.99 9.97 87.23 93.01 96.26 98.35
W. v1, R
0
(0%) 0.84 2.27 4.84 9.80 84.08 90.00 93.67 96.27
W. v2, R
0
(0%) 0.93 2.41 5.01 9.92 84.34 90.19 93.93 96.47
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Table 11: Actual sizes of test under no model mis-specication: IG v.s. IG, n = 50,
H0 :  = 0 = 2. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 0.60 1.83 3.80 7.53 87.10 93.01 96.11 98.20
(R
0
) 1.17 2.57 4.64 8.75 85.44 91.78 94.91 97.35
(R) 0.97 2.73 5.21 10.47 90.31 95.05 97.16 98.99
Null hyp., R
0
1.05 2.69 5.17 10.43 90.34 94.96 97.29 98.83
W. v1, R
0
(0%) 0.99 2.43 5.09 10.22 87.90 93.05 95.50 97.50
W. v2, R
0
(0%) 1.01 2.58 5.09 10.34 88.05 93.17 95.72 97.65
Table 12: Actual sizes of test under model mis-specication: F v.s. LN, n = 50, H0 :  =
0. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 6.28 10.73 15.84 23.95 85.87 90.44 93.28 95.51
(R
0
) 5.53 9.07 13.51 20.66 91.51 95.43 97.69 98.86
(R) 4.52 8.18 12.88 19.83 83.39 88.56 91.93 94.67
Null hyp., R
0
3.10 5.53 9.14 15.39 90.02 94.97 97.58 98.98
W. v1, R
0
(0%) 5.42 8.44 12.45 18.32 90.46 95.23 97.71 99.11
W. v2, R
0
(0%) 5.09 8.01 11.96 17.98 89.97 94.79 97.40 98.83
Table 13: Actual sizes of test under no model mis-specication: LN v.s. LN, n = 50,
H0 :  = 0 = 1 Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 1.56 3.84 7.13 13.12 91.79 96.08 98.10 99.23
(R
0
) 2.46 5.04 8.68 14.80 90.85 94.96 97.36 98.81
(R) 1.01 2.46 5.08 10.10 89.47 94.38 97.19 98.86
Null hyp., R
0
1.04 2.49 5.02 10.17 89.48 94.42 97.20 98.88
W. v1, R
0
(0%) 2.39 4.55 7.55 12.54 89.66 94.58 97.33 99.00
W. v2, R
0
(0%) 2.19 4.39 7.37 12.38 89.55 94.45 97.26 98.97
Table 14: Actual sizes of test under model mis-specication: Logistic v.s. Gaussian,
n = 50, H0 : 
2 = 20 . Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 3.80 7.09 11.87 19.53 88.90 92.96 95.68 97.64
(R
0
) 4.03 7.04 11.32 17.80 91.96 95.87 97.87 99.07
(R) 2.70 5.56 8.91 15.45 86.35 91.34 94.50 96.86
Null hyp., R
0
1.74 4.02 7.06 12.70 90.42 95.31 97.80 99.18
W. v1, R
0
(0%) 3.83 6.39 9.84 15.20 90.47 95.45 97.82 99.22
W. v2, R
0
(0%) 3.72 6.20 9.63 15.13 90.40 95.35 97.74 99.21
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Table 15: Actual sizes of test under no model mis-specication: Gaussian v.s. Gaussian,
n = 50, H0 : 
2 = 20 = 4. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 1.38 3.88 7.42 13.65 92.72 96.38 98.28 99.45
(R
0
) 2.35 5.14 9.18 15.25 91.53 95.60 97.51 99.05
(R) 0.77 2.50 5.29 10.30 90.22 94.96 97.50 98.99
Null hyp., R
0
0.87 2.36 5.17 10.59 90.22 95.00 97.44 99.15
W. v1, R
0
(0%) 2.26 4.61 7.94 12.92 90.52 95.13 97.63 99.20
W. v2, R
0
(0%) 2.11 4.30 7.79 12.82 90.32 95.21 97.49 99.20
Table 16: Actual sizes of test under model mis-specication: LNRe v.s. ExpRe, n = 50,
H0 :  = 0. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 0.18 0.74 1.96 5.10 94.92 98.16 99.39 99.85
(R
0
) 2.25 4.81 7.94 13.58 86.44 92.13 95.21 97.59
(R^) 0.10 0.56 1.61 4.42 95.61 98.49 99.57 99.91
Null hyp., R
0
0.83 2.49 5.44 10.52 89.43 94.65 97.23 99.12
W.m.a. v1, R
0
(0%) 1.51 3.36 6.43 11.15 88.85 93.80 96.32 98.29
W.m.a. v2, R
0
(0%) 1.13 2.95 5.96 11.21 88.66 93.91 96.67 98.78
Table 17: Actual sizes of test under no model mis-specication: ExpRe v.s. ExpRe,
n = 50, H0 :  = 0 = 1:5. Table entries are percentage.
Nominal size 1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 1.15 2.44 5.18 10.16 89.92 95.01 97.52 99.09
(R
0
) 2.24 4.31 7.48 13.03 87.37 92.28 95.60 97.83
(R^) 1.16 2.42 4.90 10.01 90.06 94.98 97.71 99.09
Null hyp., R
0
1.09 2.44 4.92 10.14 89.68 95.02 97.59 99.11
W.m.a. v1, R
0
(0%) 1.57 3.27 5.86 11.18 89.00 94.07 96.83 98.67
W.m.a. v2, R
0
(0%) 0.98 2.43 4.86 10.41 89.30 94.79 97.42 99.10
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