ABSTRACT. Let G = (V, E) be a finite undirected graph and let R, S ⊆ V . If P and Q are disjoint oriented paths in G, with P connecting r 1 ∈ R to r 2 ∈ R and with Q connecting s 1 ∈ S to s 2 ∈ S, we define π(P, Q) = r 1 ⊗ s 1 − r 1 ⊗ s 2 − r 2 ⊗ s 1 + r 2 ⊗ s 2 ∈ Z R ⊗ Z S . By P (G; R, S), we denote the span of the set of all π(P, Q) with P and Q disjoint paths of G connecting vertices in R and S, respectively. By L(R, S), we denote the submodule of Z R ⊗ Z S consisting all r∈R,s∈S c(r, s)r ⊗ s such that c(r, r) = 0 for all r ∈ R ∩ S, r∈R c(r, s) = 0 for all s ∈ S, and s∈S c(r, s) = 0 for all r
INTRODUCTION
If X is a finite set of objects, we denote by Z X the free Z-module generated by X; that is, Z X is the set of all x∈X c(x)x with c(x) ∈ Z.
Let G = (V, E) be a finite undirected graph. If P is an oriented path in G directed from vertex u to v, we define ∂(P ) = v − u ∈ Z V . Let R 1 , R 2 ⊆ V . If P 1 , P 2 are pairwise disjoint oriented paths in G with P i connecting vertices in R i (i = 1, 2), we define π(P 1 , P 2 ) = ∂(P 1 ) ⊗ ∂(P 2 ) ∈ Z R 1 ⊗ Z R 2 .
By P (G; R 1 , R 2 ) we denote the span of all π(P 1 , P 2 ) with P i (i = 1, 2) pairwise disjoint and with P i connecting vertices in R i (i = 1, 2). By L(R 1 , R 2 ), we denote the submodule of Z R 1 ⊗Z R 2 consisting all r 1 ∈R 1 ,r 2 ∈R 2 c(r 1 , r 2 )r 1 ⊗ r 2 such that c(r, r) = 0 for all r ∈ R 1 ∩ R 2 , and for all r 1 ∈ R 1 and all r 2 ∈ R 2 , Observe that we can extend c : R 1 × R 2 → Z to a multilinear form c : Z R 1 ⊗ Z R 2 → Z. For S ⊆ V , denote by χ S the characteristic function of S. Then, for any x 1 ∈ Z R 1 , c(x 1 , χ R 2 ) = 0, and for any x 2 ∈ Z R 2 , c(χ R 1 , x 2 ) = 0. Clearly, P (G; R 1 , R 2 ) ⊆ L(R 1 , R 2 ).
Let G = (V, E) be a graph and let R, S ⊆ V . We call a 2-separation (G 1 , G 2 ) of G a sided (R, S)-separation if |V (G 1 ) − V (G 1 ∩ G 2 )| > 0, |V (G 2 ) − V (G 1 ∩ G 2 )| > 0, V (G 1 ) ∩ S = ∅, and G 1 − V (G 1 ∩ G 2 ) contains at least two vertices u 1 , u 2 from R and there are (u 1 w 1 ; u 2 w 2 )-and (u 1 w 2 ; u 2 w 1 )-linkages in G 1 , where {w 1 , w 2 } = V (G 1 ∩ G 2 ). A graph G is (R, S)-connected if G is 2-connected and G has no sided (R, S)-and no sided (S, R)-separations.
When is P (G; R, S) a proper subset of L(R, S)?
In this paper, we give, if G is (R, S)-connected, a characterization of when P (G; R, S) is a proper subset of L(R, S), and we show that in this case dim(L(R, S)) = dim(P (G; R, S)) + 1.
NEARLY PLANAR GRAPHS
In this section, we give a characterization of when for a (R, S)-connected graph G = (V, E) with R, S ⊆ V , there exists a c = u 1 ⊗ v 1 − u 1 ⊗ v 2 + u 2 ⊗ v 2 − u 2 ⊗ v 1 with u 1 , u 2 , v 1 , v 2 distinct and u 1 , u 2 ∈ R and v 1 , v 2 ∈ S such that c ∈ P (G; R, S).
Let G = (V, E) be a graph. If X ⊆ V , we denote by N G (X) the set of vertices in V − X that are adjacent to a vertex in X. If it is clear what graph we mean, we also write N(X) for N G (X). We call a family A = {A 1 , . . . , A k } of pairwise disjoint subsets of V separated if for 1 ≤ i = j ≤ k, N(A i ) ∩ A j = ∅. If A is a separated family of subsets of V , we denote by p(G, A) the graph obtained from G by deleting A i for each i and adding new edges joining every pair of distinct vertices in N(A i ).
A nearly planar graph is a pair (G, A), where G = (V, E) is a graph and A = {A 1 , . . . , A k } is a separated family of subsets of V such that for each A i , |N(A i )| ≤ 3 and p(G, A) can be drawn in a closed disc D with no pair of edges crossing and for each A i with |N(A i )| = 3, N(A i ) induces a facial triangle in p(G, A). If, in addition, r 1 , . . . , r n are vertices in G such that r i ∈ A j for any A j ∈ A and r 1 , . . . , r n occur on the boundary of D in the specified order, then we say that (G, A, r 1 , . . . , r n ) is nearly planar. If there is no need to specify the family A, we also write (G, r 1 , . . . , r n ) for (G, A, r 1 , . . . , r n ).
Theorem 2.1.
[1] Let G = (V, E) be a graph and let s 1 , s 2 , t 1 , t 2 be vertices of G. Then G contains no (s 1 t 1 , s 2 t 2 )-linkage if and only if (G; s 1 , t 1 , s 2 , t 2 ) is nearly planar.
The main theorem in this section is the following.
Then c ∈ P (G; R, S) if and only if there exists a cyclic ordering r 1 , . . . , r k of the vertices in R ∪ S with u 1 , v 1 , u 2 , v 2 in this order such that (G, r 1 , . . . , r k ) is nearly planar.
Let C be an oriented cycle of a graph G. If u, v ∈ V (C), we denote by C[u, v] the path in C when traversing C from u to v in forward direction. By C(u, v) we denote C[u, v] − {u, v}.
Let H be a subgraph of a graph G. A bridge of H in G is subgraph of G − E(H) induced by a maximal set of edges F such that for any two edges f 1 , f 2 in F , there exists a walk W whose first and last edges are f 1 and f 2 , and W is internally disjoint from H. If B is a bridge of H in G, we call the vertices in V (B) ∩ V (H) attachments of B to H. A vertex of a bridge B that is not an attachment is an internal vertex of B.
Lemma 2.3. Let G = (V, E) be a graph and let R, S ⊆ V . Let C be a cycle of G and suppose that C contains distinct vertices u 1 , v 1 , u 2 , v 2 in this order on C, where u 1 , u 2 ∈ R and v 1 , v 2 ∈ S. Let B be a bridge of C in G that has an attachment in C(v 1 , v 2 ) and an attachment in C(v 2 , v 1 ). If an internal vertex of B belongs to R, then
Proof. Let u be an internal vertex of B belonging to R. Let P 1 be a path in G \ C[v 1 , v 2 ] from u 1 to u and let Q 1 = C[v 1 , v 2 ]. Orient P 1 from u 1 to u, and Q 1 from v 1 to v 2 . Let P 2 be a path in
Lemma 2.4. Let G = (V, E) be a connected graph and let C be a cycle of G. Suppose that C contains distinct vertices u 1 , v 1 , u 2 , v 2 in this order on C, where u 1 , u 2 ∈ R and v 1 , v 2 ∈ S. Let r 1 , r 2 ∈ C[v 2 , v 1 ] be distinct vertices, where r 1 is the closest to v 1 and r 2 is the closest to v 2 . Let u and v be distinct vertices in G − V (C(r 1 , r 2 )), where u ∈ R and v ∈ S, respectively. Suppose there is a path P from
Since there is a (ur 2 ; vr 1 )-linkage in G − V (C(r 1 , r 2 )), there exist disjoint paths S 2 and T 2 in G−V (C(r 1 , r 2 )), where S 2 connects u and r 2 and T 2 connects v and r 1 . Let P 2 = S 2 + C[u 2 , r 2 ] and let
Since there is a (ur 1 ; vr 2 )-linkage in G−V (C(r 1 , r 2 )), there exist disjoint paths S 3 and T 3 in G−V (C(r 1 , r 2 )), where S 3 connects u and r 1 and T 3 connected v and r 2 . Let P 3 = S 3 +C[r 1 , u 2 ] and let Q 3 = T 3 +C[v 2 , r 2 ]. Orient P 1 from u to u 1 and Q 1 from v 2 to v 1 . Orient P 2 from u 2 to u and Q 2 from v to v 1 . Orient P 3 from u 2 to u and
Lemma 2.5. Let G = (V, E) be a graph, let R, S ⊆ V , and let C be a cycle of G. Suppose that C contains distinct vertices u 1 , v 1 , u 2 , v 2 in this order on C, where u 1 , u 2 ∈ R and v 1 , v 2 ∈ S. Let B be a bridge of C in G whose attachments are on C[v 1 , v 2 ], but whose attachments miss at least one of the vertices in {v 1 , v 2 }; for i = 1, 2, let r i be the attachment of B that is the closest to
. Suppose B has an internal vertex u belonging to R, and suppose that a vertex v of C(r 2 , r 1 ) belongs to S. Then
Proof. Since there exist (ur 1 ; vr 2 )-and (ur 2 ;
Lemma 2.6. Let G = (V, E) be a graph and let R, S ⊆ V . Let C be a cycle of G and suppose C contains the distinct vertices u 1 , v 1 , u 2 , v 2 in this order on C, where u 1 , u 2 ∈ R and v 1 , v 2 ∈ S. Let B be a bridge of C in G whose vertices of attachments are on C[v 2 , v 1 ], and include v 1 , v 2 , with at least one on C(v 2 , v 1 ). Suppose an internal vertex of B belongs to R, and suppose that there is a vertex
Proof. Let u be an internal vertex of B belonging to R, and let v be a vertex on C(v 2 , v 1 ) belonging to S. There exists a path from u to u 1 in H −V (C[v 1 , v 2 ]) and there exist (ur 1 ; vr 2 )-and (ur 2 ; vr 1 )-
Lemma 2.7. Let G = (V, E) be a graph, let R, S ⊆ V , and let C be a cycle of G. Suppose that C contains the distinct vertices u 1 , v 1 , u 2 , v 2 in this order on C, where u 1 , u 2 ∈ R and v 1 , v 2 ∈ S. Let B be a bridge of C in G whose set of attachments is {v 1 , v 2 }. Suppose an internal vertex of B belongs to R and suppose that on both C(v 2 , v 1 ) and C(v 1 , v 2 ), there is a vertex in S. Then
Proof. Let u ∈ R be a vertex in B −V (C), and let v ′ , v ′′ ∈ S be vertices in C(v 2 , v 1 ) and C(v 1 , v 2 ), respectively.
We first assume that u 1 ∈ S or u 2 ∈ S. By symmetry, we may assume that u 1 ∈ S. By symmetry, we may assume that v ′ is on C(u 1 , v 1 ).
. Orient P 1 from u 2 to u 1 and Q 1 from v ′ to v 1 . Let S 2 be a path in B \ {v 2 } from u to v 1 , and let P 2 be the concatenation of C[v 1 , u 2 ] and S 2 . Orient
Let S 3 be a path in B \ {v 1 } from u to v 2 , and let P 3 be the concatenation of C[v 2 , u 1 ] and S 3 . Orient P 3 from u to u 1 . Let
and orient Q 3 from v 1 to v ′ Let S 4 be a path in B \ {v 2 } from u to v 1 , and let P 4 be the concatenation of S 4 and
and orient Q 4 from v ′′ to v 2 . Let S 5 be a path in B \ {v 1 } from u to v 2 , and let P 5 be the concatenation of
Next we assume that u 1 , u 2 ∈ S. Let P 1 be a path from
. Orient P 1 from u to u 1 and orient u 2 to v 1 . Let P 2 be a path from u 2 to u in
Lemma 2.8. Let G = (V, E) be a 2-connected graph, let R, S ⊆ V , and let C be a cycle of G. Suppose that C contains distinct vertices u 1 , v 1 , u 2 , v 2 in this order on C, where u 1 , u 2 ∈ R and v 1 , v 2 ∈ S. Suppose all bridges of C in G that contain an internal vertex in R ∪ S have set of attachment equal to {v 1 , v 2 } and at least one bridge B of C in G has an internal vertex in R. Then either
Proof. If an internal vertex of a bridge of C in G belongs to S, then, by Lemma 2.3, c ∈ P (G; R, S). We may therefore assume that no bridge of C in G has an internal vertex in S. If a vertex of C(v 1 , v 2 ) and a vertex of C(v 2 , v 1 ) belong to S, then, by Lemma 2.7, c ∈ P (G; R, S). By symmetry, we assume that no vertex of C(v 2 , v 1 ) belongs to S. Let T := {v 1 , v 2 }, and let G 1 be the subgraph of G consisting of all vertices and edges reachable by a path from {u 1 } ∪ V (B) that has no internal vertex in T , and let
Let (G, A) be a nearly planar graph. We call an A ∈ A minimal if there is no collection H of pairwise disjoint subsets of A such that H = {A} and (G[A ∪ N(A)], H, a 1 , . . . , a m ) is nearly planar, where {a 1 , . . . , a m } = N(A). If every element of A is minimal, we say that A is minimal.
Lemma 2.9. Let (H, A; r 0 , . . . , r n ) be a nearly planar such that A is minimal. If A ∈ A with |N(A)| ≥ 2, then for each pair of distinct vertices s, t ∈ N(A), there exists a path P in G[A ∪ N(A)] whose internal vertices are in A. In addition, if u ∈ A, then there exists such a path P in
If B is a bridge of a cycle C, the attachments of B to C partition C into edge-disjoint paths, called segments of B. Two bridges of a cycle C avoid one another if the attachments of one bridge lie entirely in one segment of the other bridge. Two bridge overlap if they do not avoid one another.
Let R be a finite set. Recall that Z R ⊗Z R consists of all r,s∈R c(r, s)r ⊗s with c(r, s) ∈ Z. By L(R), we denote the submodule of Z R ⊗ Z R consisting of all Suppose now R is a finite set with a cyclic ordering r 1 , r 2 , . . . , r n . So the successor of r i in this cyclic ordering is r i+1 if i = n, and r 1 if i = n. If u, v ∈ R are distinct vertices, we define link(u ⊗ v; r 1 , r 2 , . . . , r n ) = 1 if v comes after u in the sequence r 1 , . . . , r n −1 if v comes before u in the sequence r 1 , . . . , r n .
We extend link(·; r 1 , r 2 , . . . , r n ) linearly to L(R). The following lemma shows that link(·; r 1 , r 2 . . . , r n ) is independent from where we start the cyclic ordering of r 1 , r 2 , . . . , r n .
Lemma 2.10. Let c ∈ L(R) and suppose R is a finite set with a cyclic ordering r 1 , r 2 , . . . , r n . Then link(c; r 1 , r 2 . . . , r n ) = link(c; r n , r 1 , . . . , r n−1 ).
Suppose R is a finite set with a cyclic ordering r 1 , r 2 . . . , r n . Let c = u
Proof. Since c ∈ P (G;
is nearly planar. Choose a cyclic ordering S of a subset of vertices in R 1 ∪ R 2 such that (i) u 1 , v 1 , u 2 , v 2 occur in this ordering in S, (ii) there exists a collection A of disjoint subsets of V − S such that (G, A; S) is nearly planar, and (iii) |S| is as large as possible. We may take the set A minimal.
Since G is 2-connected, G ′ = p(G, A) is 2-connected. We may assume that G ′ is drawn in a closed disc with S on the boundary in the corresponding ordering; let C ′ be the cycle bounding the infinite face in this drawing.
Suppose there exists an A ∈ A containing a vertex u ∈ R 1 ∪ R 2 such that the vertices in N(A) are consecutive on C ′ . By symmetry, we may assume that u ∈ R 1 . If there is a vertex in N(A) on C(v 2 , v 1 ) and a vertex in N(A) on C(v 1 , v 2 ), then c ∈ P (G; R 1 , R 2 ) by Lemma 2.3. We may therefore assume that
. By symmetry, we may assume that 
, then, by Lemma 2.4, c ∈ P (G; R 1 , R 2 ). We may therefore assume that there is no (ur 1 ; vr 2 )-linkage or no (ur 2 ; vr 1 )-linkage in G[A ∪ N(A)]; say the former holds. Then (G[A ∪ N(A)]; r 1 , v, u, r 2 ) is nearly planar. We can add u and v to S, obtaining a cyclic ordering S ′ so that (G; S ′ ) is nearly planar and u 1 , v 1 , u 2 , v 2 occur in this order on the boundary. This contradicts the maximality of S. Suppose next G[A ∪ {r 1 , r 2 }] contains no vertices in R 2 . If r 3 ∈ R 1 , then we can add u to S, obtaining a cyclic ordering S ′ so that (G; S ′ ) is nearly planar and u 1 , v 1 , u 2 , v 2 occur in this order on the boundary when following it in clockwise orientation. This contradicts the maximality of S. Therefore, A ∪ {r 3 } contains two vertices u 1 , u 2 from R 1 . Suppose now first that there exist (u 1 r 1 ; u 2 r 2 )-and (u 1 r 2 ; u 2 r 1 )-linkages
say there is no (u 1 r 1 ; u 2 r 2 )-linkage. Then (G 1 ; r 1 , r 2 , u 1 , u 2 ) is nearly planar and we can add u 1 or u 2 to S, obtaining S ′ and (G; S ′ ) is nearly planar, contradicting the maximality of S.
We may therefore assume that no A ∈ A has the vertices in N(A) consecutive on C. Let C = C ′ ∩ G. (Observe that C need not be a cycle.) Suppose there is a vertex u ∈ (R 1 ∪ R 2 ) \ S; say u ∈ R 1 . If u is on C, we add u to S. We may therefore assume that u is an internal vertex of a bridge B ′ of C in G. Since A is minimal, by Lemma 2.9, there exists a cycle Z of G such that Z ∩ p(G, A) = C, the vertices of C have the same cyclic ordering on C as on Z, and u is not on Z. By Lemma 2.3, the attachments of
. Suppose first that all bridges of C in G that contain an internal vertex in R 1 ∪ R 2 have set of attachments equal to {v 1 , v 2 }. By Lemma 2.8, either (1) an internal vertex of B belongs to R 1 ∪ R 2 , (2) C[r 2 (B), r 1 (B)] is inclusion-wise minimal, (3) with respect to (2), has the most attachments to C.
Since B
′ has at least one attachment on C(v 2 , v 1 ), B has at least one attachment on C(v 2 , v 1 ). Suppose now first that an internal vertex u of B belongs to R 1 and an internal vertex v of B belongs to R 2 . Then, by Lemma 2.3, the vertices of attachment of B to C are either in C[v 2 , u 1 ] or in C[u 1 , v 1 ]; by symmetry, we may assume that the attachments of B are on C[u 1 , v 1 ]. Suppose C(r 2 , r 1 ) contains a vertex in R 1 ∪ R 2 , say C(r 2 , r 1 ) contains a vertex in R 1 . By Lemma 2.9, we can replace each edge h ∈ E(C ′ ) \ E(C) by a path not using v, and let Z be the resulting cycle in G. Then the attachments of B to Z include the attachments of B to C. According to Lemma 2.5, c ∈ P (G; R 1 , R 2 ).
We may therefore assume that C(r 2 , r 1 ) contains no vertex in R 1 ∪ R 2 . If there are (ur 1 ; vr 2 )-and (ur 2 ; vr 1 )-linkages in B ∪ C[r 2 , r 1 ], then, by Lemma 2.4, c ∈ P (G; R 1 , R 2 ).
We may therefore assume that there is no (ur 1 ; vr 2 )-linkage or no (ur 2 ; vr 1 )-linkage in B ∪ C[r 2 , r 1 ]; say the former holds. Then (B ∪ C[r 1 , r 2 ]; r 1 , v, u, r 2 ) is nearly planar. We can add u and v to S, obtaining a cyclic ordering S ′ so that (G; S ′ ) is nearly planar and u 1 , v 1 , u 2 , v 2 occur in this order on the boundary. This contradicts the maximality of S.
Suppose next that no internal vertex of B belongs to R 1 or that no internal vertex of B belongs to R 2 . If there exists a bridge B 1 of C in G such that B and B 1 overlap, then B and B 1 are equivalent 3-bridges. Let B 1 , . . . , B k be the collection of all bridges that are equivalent to B. If there are bridges B i and B j , i, j ∈ {1, . . . , k}, such that an internal vertex of B i belongs to R 1 and an internal vertex of B j belongs to R 2 , then we can apply an argument similar to the above.
We may therefore assume that none of the internal vertices of the bridges B 1 , . . . , B k belongs to R 1 or that none belongs to R 2 ; by symmetry, we may assume that none of the internal vertices of the bridges B 1 , . . . , B k belongs to R 1 . Let v be an internal vertex in B belonging to R 2 . By Lemma 2.6, no vertex of R 1 is on C(r 2 , r 1 ). If C(r 2 , r 1 ) contains no vertex of R 2 , then we add v to S, obtaining S ′ and (G; S ′ ) is nearly planar, contradicting the maximality of S. Therefore, we may assume that C(r 2 , r 1 ) contains a vertex v ′ of R 2 . Let T := {r 1 , r 2 } and let G 1 be the subgraph of G consisting of all vertices and edges reachable by a path from {v} ∪ B that has no internal vertex in T . Then
We may therefore assume that all bridges distinct from B avoid B. Hence the attachments of B to C are on C[v 2 , v 1 ] and at least one attachment is on C (v 2 , v 1 ) , and all bridges distinct from B avoid B. By Lemmas 2.5 and 2.6, no vertex on C[r 2 , r 1 ] belongs to R 2 . If C[r 2 , r 1 ] ∪ B has only one vertex from R 2 , then we add v ′ to S obtaining S ′ , and (G; S ′ ) is nearly planar, contradicting the maximality of S. We may therefore assume that C[r 2 , r 1 ] ∪ B contains at least two vertices v ′ , v ′′ from R 2 . Let T := {r 1 , r 2 } and let G 1 be the subgraph of G consisting of all vertices and edges reachable by a path from {v ′ } ∪ B that has no internal vertex in T . Then
Hence, we may assume that for each bridge B of C, B has no internal vertices in R 1 ∪ R 2 . Hence (G; S) is nearly planar and all vertices in R 1 ∪ R 2 belong to S.
To prove the converse, suppose that G is nearly planar and p(G, A) can be drawn in a closed disc D with the vertices in R 1 ∪ R 2 on the boundary of D, with u 1 , v 1 , u 2 , v 2 in this order. Suppose for a contradiction that c ∈ P (G; R 1 , R 2 ). Then c = k i=1 π(P 1,i , P 2,i ) for pairs of disjoints oriented paths P 1,i , P 2,i , i = 1, . . . , k, where P 1,i and P 2,i connect vertices in R 1 and R 2 , respectively. As link(c; r 1 , . . . , r n ) is nonzero and the linking number is linear, there exists a pair of oriented paths P 1,i , P 2,i such that link(π(P 1,i , P 2,i ); r 1 , . . . , r n ) is nonzero. This is a contradiction. Hence c ∈ P (G; R 1 , R 2 ).
FULL CHARACTERIZATION
In this section, we give the full characterization of when P (G; R, S) is a proper subset of L(R, S), and we show that in this case dim(L(R, S)) = dim(P (G; R, S)) + 1.
An elementary (R, S)-tensor is a tensor of the form
with u 1 , u 2 , u 4 ∈ R ∩ S and u 1 , u 2 , u 3 distinct. First we show that each c ∈ L(R, S) can be written as a sum of elementary (R, S)-tensors.
Lemma 3.1. Let R, S be finite sets. Then L(R, S) is generated by elementary (R, S)-tensors.
Proof. Let c = r∈R,s∈S c(r, s)r ⊗ s ∈ L(R, S). Order the vertices in R as r 1 , . . . , r k such that we start with the vertices that also belong to S. Similary, we order the vertices in S as s 1 , . . . , s m such that we start with the vertices that also belong to R. Choose i and j with c(r i , s j ) = 0 and i + j minimal. Let r i ′ ∈ R be a vertex unequal to r i such that c(r i ′ , s j ) = 0, and let s j ′ ∈ S be a vertex unequal to s j such that c(r i , s
Then, by choice of the ordering the vertices r 1 , . . . , r k and s 1 , . . . , s m and by the minimality of i + j, r i ∈ S and s j ∈ R. So each of r i , s j , r i ′ = s j ′ belongs to both R and S.
Hence we may assume that c(r i , s j ) = 0 for each r i ∈ R and s j ∈ S, which concludes the proof.
Lemma 3.2. Let C be a cycle and let u 1 , v 1 , u 2 , v 2 be distinct vertices of C, occurring in this order.
Proof. We assume that the cycle C is oriented such that u 1 , v 1 , u 2 , v 2 occur in this order when following the orientation of C.
We orient the paths P 1 , . . . , P 4 so that they are traversed in forward direction by C. Then π(P 1 , P 3 ) + π(P 2 , P 4 ) + π(P 3 , P 1 ) + π(P 4 , P 2 ) = c + T (c) ∈ P (C; V (C), V (C)).
Lemma 3.3. Let G = (V, E) be a cycle of size ≥ 4 and let
Proof. Suppose for a contradiction that the statement of the lemma is false. Take a counterexample with K(c 1 , c 2 ) := |{u 1 , u 2 }∩{u 1 , u 2 }|+|{v 1 , v 2 }∩{v 1 , v 2 }| as large as possible. Then K(c 1 , c 2 ) < 4, as otherwise c 1 = c 2 .
Suppose first that K = 0. If {u 1 , u 2 } = {v 1 , v 2 } and {v 1 , v 2 } = {u 1 , u 2 }, then, by Lemma 3.2, there exists a d ∈ P (G; R 1 , R 2 ) with π(d) = c 1 − c 2 . We may therefore assume that {u 1 , u 2 } = {v 1 , v 2 } or {v 1 , v 2 } = {u 1 , u 2 }. By symmetry, we may assume that u 1 ∈ {v 1 , v 2 }. Furthermore, by symmetry we may assume that u 1 is a vertex on C(v 2 , v 1 ). For the case that u 1 is a vertex on C(v 1 , v 2 ), we need to replace u 1 by u 2 in the following. Let P be the path in C(v 2 , v 1 ) from u 1 to u 1 and let Q = C[v 1 , v 2 ]. Orient P and Q so that they are traversed in forward direction by C. Let c := c 2 + π(P, Q). Then K(c 1 , c) > K(c 1 , c 2 ), contradicting the maximality of K(c 1 , c 2 ).
Suppose next that K = 1. We may assume that u 1 = u 1 . Then C(u 1 , u 2 ) or C(u 2 , u 1 ) contains a vertex of {v 1 , v 2 }. By symmetry, we may assume that C(u 1 , u 2 ) contains a vertex, v, of {v 1 , v 2 }, the other case is similar. Let P = C[u 2 , u 1 ] and Q be the path in C(u 1 , u 2 ) from v 1 to v 1 . Orient P from u 1 to u 2 and orient Q from v 1 to v 1 . Let c := c 2 + π(P, Q). Then K(c 1 , c) > K(c 1 , c 2 ), contradicting the maximality of K(c 1 , c 2 ).
Suppose next that K = 2. Suppose first that {u 1 , u 2 } = {u 1 , u 2 } or {v 1 , v 2 } = {v 1 , v 2 }. We may assume u 1 = u 1 and u 2 = u 2 , the cases where u 1 = u 2 and u 2 = u 1 , v 1 = v 1 and v 2 = v 2 , and v 1 = v 2 and v 2 = v 1 are similar. Then C(u 1 , u 2 ) contains the vertex v 1 . Let P = C[u 2 , u 1 ] and let Q be the path in C(u 1 , u 2 ) from v 1 to v 1 . Orient P from u 2 to u 1 and orient Q from v 1 to v 1 . Let c := c 2 + π(P, Q). Then K(c 1 , c) > K(c 1 , c 2 ), contradicting the maximality of K(c 1 , c 2 ).
Suppose next that u 1 = u 1 and v 1 = v 1 ; the other cases are similar. Suppose c 2 ) , contradicting the maximality of K(c 1 , c 2 ). If v 2 is not contained in C(u 1 , u 2 ), then v 2 is contained in C[u 2 , u 1 ). Let P be the path C[u 1 , u 2 ] and let Q be the path in C[u 2 , u 2 ) from v 2 to v 2 . Orient P from u 1 to u 2 and Q from v 2 to v 2 . Let c := c 2 − π(P, Q). Then K(c 1 , c) > K(c 1 , c 2 ), contradicting the maximality of K(c 1 , c 2 ).
Suppose next that K = 3. We may assume that u 1 = u 1 , v 1 = v 1 , and u 2 = u 2 ; the other cases are similar. Let P = C[u 1 , u 2 ] and let Q be the path in C(u 2 , u 1 ) from v 2 to v 2 . Orient P from u 1 to u 2 and orient Q from v 2 to v 2 . Let c := c 2 − π(P, Q). Then K(c 1 , c) = 4 > K(c 1 , c 2 ), contradicting the maximality of K(c 1 , c 2 ).
Lemma 3.4. Let G be a graph and let
Proof. Since c 1 ∈ P (G; R 1 , R 2 ) and G is (R 1 , R 2 )-connected, there exists a cyclic ordering r 1 , . . . , r k of the vertices in R 1 ∪ R 2 with u 1 , v 1 , u 2 , v 2 in this order such that (G, r 1 , . . . , r k ) is nearly planar. Hence there exists a cycle Z such that the vertices r 1 , . . . , r k occur in this order on Z. Since c 2 ∈ P (G; R 1 , R 2 ), u 3 , v 3 , u 4 , v 4 occur in this order or in reverse order in the cyclic ordering r 1 , . . . , r k . By Lemma 3.3, c 1 − c 2 ∈ P (G; R 1 , R 2 ) or c 1 + c 2 ∈ P (G; R 1 , R 2 ).
Lemma 3.5. Let G be a 2-connected graph and let R 1 , R 2 ⊆ V , where R 1 ∪ R 2 has at least four vertices. Let u 1 , u 2 , u 3 ∈ R 1 ∩R 2 be distinct vertices and let c 1 = u 1 ⊗u 2 −u 1 ⊗u 3 +u 2 ⊗u 3 −u 2 ⊗ u 1 + u 3 ⊗ u 1 − u 3 ⊗ u 2 . Suppose c 1 ∈ P (G; R 1 , R 2 ). Then there exists distinct vertices u 4 , u 5 ∈ R 1 and distinct vertices v 1 , v 2 ∈ R 2 such that c 2 = u 4 ⊗v 1 −u 4 ⊗v 2 −u 5 ⊗v 1 +u 5 ⊗v 2 ∈ P (G; R 1 , R 2 ) and c 1 + c 2 ∈ P (G; R 1 , R 2 ).
Proof. Since R 1 ∪ R 2 has at least four vertices, there exists a vertex v ∈ R 1 ∪ R 2 distinct from u 1 , u 2 , u 3 . By symmetry, we may assume that v ∈ R 1 . Since G is 2-connected, there exists a cycle C containing the vertices u 1 , u 2 , u 3 ; we assume that C is oriented such that u 1 , u 2 , u 3 occur in this order. Let P be a shortest path from v to C. By symmetry, we may assume that the other end of P is on C(u 1 , u 2 ). Let c 2 = u 1 ⊗ u 3 − u 1 ⊗ v − u 2 ⊗ u 3 + u 2 ⊗ v. Let P 1 be the oriented path in C ∪ P from u 3 to u 2 that does not use u 1 and let Q 1 be the oriented path in C ∪ P from u 1 to v that does not use u 3 . Let P 2 be the oriented path in C ∪ P from u 3 to u 1 that does not use u 2 and let Q 2 be the oriented path in C ∪ P from v to u 2 that does not use u 1 . Then c 1 + c 2 = π(P 1 , Q 1 ) + π(P 2 , Q 2 ) ∈ P (G; R 1 , R 2 ). Since c 1 ∈ P (G; R 1 , R 2 ), c 2 ∈ P (G; R 1 , R 2 ).
Theorem 3.6. Let G = (V, E) be a graph and let R 1 , R 2 ⊆ V . Suppose that G is (R 1 , R 2 )-connected and that dim(L(R 1 , R 2 )) > 0. Then P (G; R 1 , R 2 ) is a proper subset of L(R 1 , R 2 ) if and only if there exists a cyclic ordering r 1 , . . . , r n of the vertices in R 1 ∪R 2 such that (G, r 1 , . . . , r n ) is nearly planar. Furthermore, if P (G; R 1 , R 2 ) is a proper subset of L(R 1 , R 2 ), then dim(L(R 1 , R 2 )) = dim(P (G; R 1 , R 2 )) + 1.
Proof. Assume P (G; R 1 , R 2 ) is a proper subset of L(R 1 , R 2 ). By Lemma 3.1, there exists a c 1 = u 1 ⊗v 1 −u 1 ⊗v 2 −u 2 ⊗v 1 +u 2 ⊗v 2 ∈ L(R 1 , R 2 ) with c 1 ∈ P (G; R 1 , R 2 ) or a c 2 = u 1 ⊗u 2 −u 1 ⊗u 3 + u 2 ⊗ u 3 − u 2 ⊗ u 1 + u 3 ⊗ u 1 − u 3 ⊗ u 2 ∈ L(R 1 , R 2 ) with c 2 ∈ P (G; R 1 , R 2 ). If c 1 ∈ P (G; R 1 , R 2 ), then, by Theorem 2.11, there exists a cyclic ordering r 1 , . . . , r n of the vertices in R 1 ∪ R 2 such that (G, r 1 , . . . , r n ) is nearly planar. By Lemmas 3.4 and 3.5, dim(L(R 1 , R 2 )) = dim(P (G; R 1 , R 2 ))+ 1. If c 2 ∈ P (G; R 1 , R 2 ) and |R 1 ∪ R 2 | > 3, then, by Lemma 3.5 and Theorem 2.11, there exists a cyclic ordering r 1 , . . . , r n of the vertices in R 1 ∪ R 2 such that (G, r 1 , . . . , r n ) is nearly planar. By Lemmas 3.4 and 3.5, dim(L(R 1 , R 2 )) = dim(P (G; R 1 , R 2 )) + 1. If c 2 ∈ P (G; R 1 , R 2 ) and |R 1 ∪ R 2 | = 3, then clearly there exists a cyclic ordering r 1 , . . . , r n of the vertices in R 1 ∪ R 2 such that (G, r 1 , . . . , r n ) is nearly planar. Since P (G; R 1 , R 2 ) contains only the 0 matrix and L(R 1 , R 2 ) is generated by c 2 , dim(L(R 1 , R 2 )) = dim(P (G; R 1 , R 2 )) + 1.
For the converse, assume that there exists a cyclic ordering r 1 , . . . , r n of the vertices in R 1 ∪ R 2 such that (G, r 1 , . . . , r n ) is nearly planar. Since dim(L(R 1 , R 2 )) > 0, |R 1 | > 1, |R 2 | > 1, and |R 1 ∪ R 2 | > 2. If |R 1 ∪ R 2 | > 3, then, by Theorem 2.11, there exists a c ∈ L(R 1 , R 2 ) with c ∈ P (G; R 1 , R 2 ). If |R 1 ∪ R 2 | = 3, then R 1 = R 2 . In this case, P (G; R 1 , R 2 ) contains only the 0 matrix.
