In this paper we consider a piecewise bilinear collocation method for the solution of a singular integral equation over a smooth surface. Using a xed set of parametrizations, we introduce special wavelet bases for the spaces of test and trial functions. The trial wavelets have two vanishing moments only if their supports do not intersect the lines belonging to the common boundary of two subsurfaces de ned by di erent parameter representations. Nevertheless, analogously to wellknown results on wavelet algorithms, the sti ness matrices with respect to these bases can be compressed to sparse matrices such that the iterative solution of the matrix equations becomes fast. Finally, we present a fast quadrature algorithm for the computation of the compressed sti ness matrix.
Introduction
It is a well-known fact that usual nite element discretizations of linear integral equations (e.g. of boundary integral equations) lead to systems of linear equations with fully populated matrices. Thus, even an iterative solution method requires a huge number of arithmetic operations and a large storage capacity. In order to improve these nite element approaches, several new algorithms have been developed. For a relatively wide class of boundary integral equations, Rokhlin and Greengard 37, 20] have introduced their methods of multipole expansion, Hackbusch and Nowak 21] (cf. also 38]) have considered panel clustering algorithms, and Brandt and Lubrecht 3] have set up multilevel schemes. Another approach for saving storage and computation time consists in employing wavelet bases of the nite element spaces. This idea goes back to Beylkin, Coifman, and Rokhlin 2] , and has been thoroughly investigated by Dahmen, v.Petersdor , Pr o dorf, Schneider, and Schwab 13, 14, 12, 15, 32, 31, 30, 39] (cf. also the contributions by Alpert, Harten, Yad-Shalom, Dorobantu, Kleemann, and the author 1, 22, 19, 9, 10, 36] ). Note that all the di erent algorithms from multipole expansion to wavelets seem to have a common multilevel background. The subject of the present paper is to apply the wavelet technique from 2] to the collocation solution of two-dimensional singular integral equations. The two-dimensional singular integral equations and the bilinear collocation methods will be introduced in Section 2. In particular, the collocation for the singular boundary integral equation corresponding to the oblique derivative problem for Laplace's equation (cf. Miranda 27] , Section 23, Klees, Engels 25, 24] or the similar equation for the Molodensky problem in Moritz 28] , Section 43) is included. If the underlying surface is smooth (continuously di erentiable up to a certain order) and diffeomorphic to the torus, then it is clear that the wavelet algorithms (cf. 12, 31]) admit high order compressions. For general smooth surfaces represented by a set of parametrizations, similar results hold if the wavelet functions are suitably chosen. Supposing that the parameter domains are squares, one can de ne the wavelets of the trial space as tensor products of the orthogonal wavelets and scaling functions over the interval ( 7, 5] ). However, due to the orthogonality, these wavelets are not optimal. Indeed, to reduce the amount of work for the quadratures applied during the computation of the sti ness matrix, wavelets with smaller supports but with the same moment conditions seem to be preferable. Thus, in Section 3.1 we consider the piecewise linear univariate biorthogonal wavelets used by v.Petersdor , Schwab, and Rathsfeld 32, 36] . These wavelets have the smallest support among all the piecewise linear wavelets with two vanishing moments. By re ection techniques we de ne boundary wavelets and get a stable wavelet system (Riesz basis) over the interval. Applying well known tensor product techniques in Section 3.2, we introduce a wavelet basis over the square, and, by using the parameterization mappings, we end up with continuous wavelet functions over the boundary manifold. For these wavelets, we will prove the Riesz basis property and the usual decay property for the coe cients of a smooth bilinear function. If the support of the wavelet does not intersect the lines belonging to the common boundary of two subsurfaces de ned by di erent parameter representations, then the wavelets have two vanishing moments. Note that the techniques for the proof of these properties are well known from the works of e.g. Cohen, Daubechies, Feauveau, Dahmen, Kunoth, Schneider 6, 16, 11, 39] . Therefore, some parts of the proof are only sketched. Following the ideas of Harten and Yad-Shalom 22], we de ne a wavelet basis for the space of test functionals in Section 3.3. In Section 3.4 we describe the wavelet algorithm which is based on the just introduced bases in the test and trial spaces. Analogously to the results by Dahmen, Pr o dorf, Schneider, v.Petersdor , and Schwab 14, 39, 31] we will show that the n n sti ness matrix corresponding to the wavelet bases admits a compression up to a matrix with no more than O(n log n] 4 ) non-zero entries and that, replacing the full sti ness matrix by the compressed matrix, we get the same asymptotic convergence rate O(n ?1 ) as for the conventional collocation solution. For this estimate, the second order moment condition for the wavelets along the common boundary of two subsurfaces de ned by di erent parameter representations is not necessary. Note that the logarithmic factor log n] 4 could be slightly improved if the factor j in the compression criterion (3.66) of Theorem 3.1 is replaced by a power of j with exponent less than one. Essential improvements are possible if wavelets with more vanishing moments are used and if the compression is extended to matrix entries corresponding to wavelets with overlapping supports (cf. the compression of the Galerkin matrix due to Schneider 39] ). However, the complete removal of this factor similar to the compression of the Galerkin matrix seems not to be possible since the basis transform corresponding to the test wavelets is not bounded (cf. Lemma 3.4). Clearly, using the compressed matrix, the iterative solution (e.g. by a cascadic GMRes algorithm) of the collocation system requires no more than O(n log n] 4 ) arithmetic operations. In Section 4 we will introduce a quadrature algorithm for the computation of the compressed sti ness matrix with no more than O(n 4=3 log n] 4=3 ) operations. The corresponding error of the discretized collocation solution is less than O(n ?1 log n). Note that this quadrature algorithm is more or less an adaption of the Johnson-Scott algorithm 23] (cf. also the references in 23]) for the computation of conventional sti ness matrices to the case of wavelet transformed sti ness matrices. The complexity result is true if each of the parametrization mappings is analytic in a neighbourhood of the parameter domain and if the kernel function of the singular integral operator admits a representation (cf. (4.3)) which is typically ful lled for boundary integral operators. Moreover, in contrast to the estimates for the Galerkin method by v.Petersdor , Schwab, and Schneider 31, 39] , we even do not need the global analyticity of the parametrizations. Local analyticity is su cient. More exactly, if the thrice continuously di erentiable surface is given by certain grid points and if this surface is replaced by a suitable interpolation, then we may suppose that the parametrizations are twice continuously di erentiable and piecewise polynomial. For this situation, the complexity estimate O(n 4=3 log n] 4=3 ) remains true. Finally, we indicate how an algorithm of complexity O(n) times a certain power of log n can be obtained. For a numerical experiment with the method of the present paper, we refer to the paper 35] . In that article we considered a singular integral equation corresponding to an oblique derivative boundary value problem of Laplace's equation with application in geodesy (cf. Moritz 28] , Klees and Engels 24] ). To this we applied a slightly modi ed version of the wavelet and quadrature algorithm de ned in Sections 3.4 and 4.2. The underlying manifold was a part of the earth's surface which is not smooth and which was approximated by Overhauser interpolation over the uniform grid of a square shaped parameter domain. Thus a global parametrization mapping was applied for the numerical computations. Using this, we could replace the singularity subtraction technique of Section 4.2 by a global singularity technique. Furthermore, to reduce the computing time, we used test functionals with one vanishing moment, only. Though these test wavelets lead to asymptotically slower methods, we expect them to be faster for linear systems of size less than 10 000. Due to the lower compression rates the re nement step from f? j i g to f? 0 i 0 g for the quadrature partition (cf. Section 4.2) turns out to be redundant.
Implementing our wavelet algorithm including the three modi cations mentioned above, we observed that the sti ness matrix of dimension n = 9 025 can be compressed to 5:1% such that the additional relative compression error is still less than 10 ?5 . The wavelet algorithm reduces the computing time on a DEC 3000 AXP 400 -processor work station from 10 500s for a conventional algorithm to 890s. For more details and results, see 35]. (2.4) for any u 2 L 2 (?). In (2.4) the operator T 2 L(L 2 (?)) is supposed to be compact and stands for a positive constant independent of u. Note that the classical pseudodi erential operator A is strongly elliptic if and only if the real part of its main symbol is greater than a positive constant. Finally, remark that the smoothness assumptions can be relaxed. This will be indicated in Section 4.1.
The Bilinear Trial Functions and the Collocation
We will seek an approximate solution for u of (2.1) in the space of bilinear functions over ?. To de ne these functions, we rst introduce functions over the square S. We set N := N j := 3 2 j and h := h j := 1=N and consider the grid 4 S j := f i;k : i; k = 0; : : : ; Ng, With the collocation method we seek an approximate solution u j 2 S j to u by solving the collocation equations (Au j )( ) = v( ); 2 4 j : (2.6) We introduce the interpolation projection P j onto S j by P j f 2 S j ; P j f( ) = f( ); 2 4 j :
Clearly, the collocation system (2.6) is equivalent to P j Au j = P j v. The which proves the rst inequality of (3.4), i.e. the assertion i). Assertion ii) follows by similar arguments from the corresponding result over the axis. ii) There exist constants C > 0 and 0 < q < 1 such that, for any l < l 0 , u l 2 spanf' I l; : 2 4 I l g and u l 0 2 spanf~ I : 2 r I l 0g, we get
(3.14)
Proof. Assertion i) is a simple consequence of a duality argument, of the duality relations between the basis f~ I g and f I g and of Lemma 3.1 i). For assertion ii), we remark that it su ces to prove the inverse property and the approximation property for the it is not hard to obtain (3.18) where the last inequality follows analogously to (3.13) . Thus the inverse property is proved, too.
Wavelet Functions over the Square S and over ?
Our aim is to introduce wavelets over the surface ?. These wavelets will be tensor products of the wavelets and scaling functions in the space S I j and S I 0;j , respectively. In the rst step, we de ne wavelets as tensor products of functions from S I j and then, using the parametrization 1 , we de ne functions over ? 1 . These functions are extended by a simple extension procedure to piecewise bilinear functions on ? vanishing at the grid points of the other subdomains. For the basis over the neighbour ? 2 of ? 1 , however, the linear functions on the common edge belong already to the span of basis functions of the rst step. Thus we need a basis of functions vanishing at the common edge. In general, for any ? m to be considered in the further steps, we are given a certain set of edges on which the linear functions belong already to the span of wavelets of the previous steps, and we have to de ne basis functions vanishing over these edges. This will be realized by taking appropriate tensor products of functions from S I j and S I 0;j , respectively. Now we turn to S and seek a basis of bilinear functions vanishing at the set of edges E. Here E is an arbitrary but xed subset of fe j : j = Setting 4 S l := 4 I l 4 I l , 4 S;E l := 4 S l n E, r S;E ?1 := 4 S;E 0 as well as r S;E l := 4 S;E l+1 n 4 S;E l if l 0, we get r S;E l = 3 t=1 r S;E t;l ; r S;E 1;l := r I l 4 I l n E; (3.20) r S;E 2;l := 4 I l r I l n E; r S;E 3;l := r I l r I l n E; for l 0. The basis functions over S are de ned as Clearly, the functions f S : 2 4 S;E j g span the space S S;E j of all bilinear functions of S S j which vanish over the edge points of E. We get S S;E j = P j?1 l=?1 W S;E l where W S;E l := spanf S : 2 r S;E l g.
Beside these basis functions we also need the simple extension procedure mentioned in the beginning of the section. We retain the de nition of the nite element functions ' S from Section 2.2. For a moment, however, we write ' S j; := ' S in order to indicate the dependence on the level j. The trace of a bilinear function of S S j on the edge is a linear function. If the bilinear function belongs to W S;E l , then the trace on the edge is a piecewise linear function over the restriction of 4 S l+1 to the edge. Thus suppose we are given a function f over the union of the edges in E which is piecewise linear over the uniform grid 4 S l+1 j E . Then we denote by P l f the function P l f(t) := X 2 4 S l+1 \ E f( ) ' S l+1; ( ) ' S l+1; (t) (3.22) i.e., the unique piecewise bilinear prolongation of f to a function in S S l+1 which vanishes over the grid points of 4 S;E l+1 . Clearly, the functions f : 2 4 j g span the space of all bilinear functions of S j . The functions have two vanishing moments whenever 2 4 j n4 0 and the support supp is contained in the interior of ? m . Note that two vanishing moments mean that the are orthogonal to \polynomials" of degree less than two, i.e., h ; fi = 0 for any bilinear polynomial f m over S. The scalar product h ; i is de ned by hf;gi := m ?
Furthermore, the satisfy the following properties: Lemma 3.3 i) There exists a constant C > 0 such that, for any j and any sequence (3.28) where q is a xed positive constant less than one. To simplify the formulae, we assume that l < l 0 , that u l := (3.33) where the' I l; ,~ x , and the~ y are the univariate dual functions to the functions ' I l; , x , and y , respectively (cf. the end of Section 3.1). The univariate duality relations h~ x ; x 0i = ; 0, h~ y ; y 0i = ; 0, and h' I j; ; ' I j; 0i = ; 0 imply the duality relations h~ S ; S i = ; 0 over S. Applying the arguments leading to the upper estimate of (3.27) to the dual system, we get and (3.27) is proved.
For the proof of (3.25), we observe that the piecewise bilinear prolongation P l f of a univariate function f of level l de ned over an edge is the tensor product of this f times the nite element ' IR l+1;0 j I or ' IR l+1;1 j I . Using jh' IR l+1;0 j I ; ' IR l 0 +1;0 j I ij C2 ?jl?l 0 j=2 (3.36) and (3.4) and repeating the arguments leading to (3.32), we arrive at k X 2 m 0(4 Summing up over all m, we obtain the lower estimate of (3.25) . implies that E j is invertible and that the l 2 operator norms of E j and E ?1 j are uniformly bounded with respect to j. Finally, we remark that the application of E j and E ?1 j can be realized by fast pyramid algorithms (cf. 16, 4] ). For one application of E j or E ?1 j , no more than O(N j ) arithmetic operations are required.
The Wavelet Test Functionals
Similarly to the new wavelet basis in the trial space S j , we can introduce a \wave-let" basis for the space of test functionals. Note that, in view of (2.6), the space of test Since the points ( 1 h l+1 ; 2 ) belong to 4 S l for 2 r S 1;l , we easily get that the span of f# S : 2 r S 1;l g f : 2 4 S l g is equal to the span of f : 2 4 S l r S 1;l g. The last sum contains no more than C j terms di erent from zero and each term can be estimated by ju 0j h sup x j 0(x)j Cju 0j2 l( 0 )?j : (3. Finally, we remark that the application of R j can be realized by fast pyramid algorithms, too. The matrix R ?1 j contains no more than three non-zero entries in each row. Consequently, for one application of R j or R ?1 j , no more than O(N j ) arithmetic operations are required.
The Wavelet Algorithm
Using the new wavelet bases from Sections 3.2 and 3.3, the collocation equation (2.6) is equivalent to # 0(Au j ) = # 0(v); 0 2 4 j ; u j = X 24 j u : (3. 60)
The matrix equation A j (w ) 24 j = (hv( 0 )) 0 24 j can be replaced by the equivalent equation B j (u ) 24 j = (# 0(v)) 0 24 j , where the matrix B j is de ned as (# 0(A )) 0 ; 24 j . This B j is called the wavelet transform of A j , and we get A j = R j B j E j . Note that we will identify the operators in L(S j ) with their matrices corresponding to the basis f' j; g. In particular, we get A j = A j 2 L(S j ).
Now the wavelet algorithm looks as follows. We solve the matrix equation A j (w ) 24 j = (hv( 0 )) 0 24 j iteratively (e.g. by GMRes). The main part of the computation is spent for the multiplication of iterative solutions z := (z ) 24 j or residual vectors z by the matrix A j . In the wavelet algorithm, this step is done by rst multiplying z by E j , then by B j , and nally by R j . As has been mentioned in the ends of Sections 3.2 and 3.3, the basis transforms z 7 ! E j z and B j E j z] 7 ! R j B j E j z] can be realized via fast pyramid type algorithms. For the multiplication by B j , we will prove that, due to the moment conditions and the smallness of the supports of the bases f# 0; 0 2 4 j g and f ; 2 4 j g, the majority of entries in B j is very small (cf. Lemma 3.5). Thus, setting these entries equal to zero, we end up with a compressed matrix C j and the multiplication by B j can be replaced by the multiplication with C j . The additional error due to the compression will be less than the discretization error of the conventional collocation (cf. Theorem 3.1).
Since the matrix C j is sparse, the multiplication by C j is fast. In fact (cf. Theorem 3.1), no more than O(N 2 j log N j ] 4 ) arithmetic operations are necessary for the multiplication by the O(N 2 j ) O(N 2 j ) matrix C j . Hence, if the matrix C j is already given and if the equation R j C j E j ](w ) 24 j = (hv( 0 )) 0 24 j is solved by an iterative algorithm (e.g. by a cascadic GMRes algorithm), then an approximate solution u j = P j24 j w ' j; with an error less than Ch 2 j can be computed with no more than Ch ?2 j log h ?1 j ] 4 arithmetic operations. In any case, the main part of the computing time for boundary element methods is spent for the calculation of the sti ness matrix. For the wavelet algorithm, we do not need the whole matrices A j or B j but only the compressed matrix C j which saves a lot of computing time. However, this reduction in computing time is not so easy to achieve as it might seem at rst glance. In fact, a sophisticated algorithm of quadrature is needed to guarantee small quadrature errors and to reduce the amount of work. We will discuss this issue in Section 4. Remark 3.2 It is possible to solve B j (u ) 24 j = (# 0(v)) 0 24 j directly. For details we refer to the papers by Dahmen, Kunoth, Pr o dorf, and Schneider 11, 14] . In the situation considered in the present paper, however, the condition number of the original matrix A j is uniformly bounded, and we expect the actual value of the condition number of the wavelet transform B j to be much worse even if it is uniformly bounded. Now we describe the compression algorithm. The results and proofs are analogous to those given by Dahmen, Pr o dorf, Schneider, v.Petersdor , and Schwab 14, 31] . Hence, we present the results and only those parts of the proofs which are new. We begin with the estimate for the entries of B j . Lemma 3.5 Suppose 2 4 j is equal to = m ( ) for 1 m m ? and 2 4 S;E m j such that the support of is contained in the interior of ? m . Then, for this and for 0 2 4 j , the entry b 0 ; := # 0(A ) of the wavelet transform B j can be estimated as jb 0 ; j 2 ?3l( )?3l ( 0 ) where k is an odd integer, n y is the unit normal to ? at y, and the sum is taken over a nite number of multiindices . 
The Quadrature Algorithm
In this section we de ne the quadrature rules for the computation of the matrix entries c 0 ; of the compressed wavelet transform C j . From (3.48) we conclude that, for each 0 2 r l , there exist three points of 4 l+1 and three real coe cients such that # 0(f ) = Singularity subtraction means the following. We will introduce a main part K M (x; y) of the kernel function K A (x; y) which has the same singularity behaviour for y ?! x. In other words, K A (x; y)?K M (x; y) will have a weak singularity only. Moreover, the function K M (x; y) will be chosen such that its integration can be performed by an analytic formula. Using this, we write where the surface density j 0 m (t)j is j@ t 1 m (t) @ t 2 m (t)j and the Fr echet derivative D m (t) is the matrix (@ t 1 m (t); @ t 2 m (t)) 2 IR 3 2 .
Now it remains to introduce the quadrature over the ? Remark 4.1 To reduce the number of quadrature knots for the computation of the singular integrals, i.e., for (4.19) , it is possible to choose di erent Gau orders n G;1 for the t 0 1 direction and n G;2 for the t 0 2 direction. It is su cient to take n G;1 b and n G;2 bj.
The Error of the Quadrature
We introduce the compressed and discretized matrix C 0 j := (c 0 0 ; ) 0 ; 24 j , where the nonzero entries c 0 0 ; are given in (4.8) . By A 0 j we denote the operator in L(S j ) whose matrix with respect to the basis f' j; : 2 4 j g is R j C 0 j E j . Thus, the quadrature algorithm for the sti ness matrix A j leads to the fully discretized equation A 0 j u j = P j v. The number of non-zero entries for the matrix C 0 j is the same as that for C j , i.e., it is less than CN 2 j log N j ] 4 .
For the proof, we need the following two estimates of the quadrature error. The scaling factor N l 2 l in the de nition of ' l; , an additional factor N l 2 l for each derivative of ' l; , the estimate (2. (4.34) and kÃ j ? A 0 j k Ca ?2 j ?1=2 . Hence, for su ciently large a or j, the operator A 0 j is a small perturbation ofÃ j . Together withÃ j , also A 0 j has a uniformly bounded inverse. Now we turn to the error estimate (4.20 we choose % := 1=C 0 with a su ciently large constant C 0 . To get a bound for f over 0; h j ] E % (0; 1) and E % (0; h j ) 0; 1], we observe that jf(t)j is less than constant times j j times the supremum norm of the extended polynomials (t 1 ; t 2 ) 7 ! ( m (t 1 ; t 1 t 2 )) and of their rst order derivatives. We get jf(t)j C2 ?l( 0 ) 2 2j as well as the bound C 2 ?j % ?2n G 2 ?l( 0 ) 2 2j C2 j % ?2n G for the quadrature error of f over D m;j;k;k 0 (cf. (4.22) ). We have to sum up over all D m;j;k;k 0 supp with 2 D m;j;k;k 0 , i.e., over no more than four sets for each ? m .
Consequently, we arrive at jd 0 ; j C 2 j % ?2n G (4.51) 2 4j jd 0 ; j C2 5j % ?2n G C2 6j?2 log 2 f1=C 0 gn G : The last expression, however, is bounded if n G 3j log 2 f1=C 0 g ; (4.52) which is ful lled for su ciently large b.
The Complexity
Clearly, the number of arithmetic operations for the computation of the sti ness matrix in form of its discretized and compressed wavelet transform is bounded by a constant multiple of the number of quadrature knots. Proof. First we x a # 0 and count the quadrature knots for the computation of # 0(A 0 j u j ).
To count the points contained in ? j i = D m;l;k;k 0 , we observe (cf. Using log n max j, we arrive at the bound Cn 2 max . Consequently, the number of quadrature points for a xed # 0 is less than (cf. we again arrive at an algorithm such that the assertion of Theorem 4.1 remains valid and that the number of arithmetic operations is less than N 2 j times a power of log N j .
