In this paper, we present an algorithm to optimize a 3D stereoscopic display based on parallax barriers for a driving simulator. The main purpose of the simulator is to enable user studies in reproducible laboratory conditions to test and evaluate driving assistance systems. The main idea of our optimization approach is to determine by numerical analysis the best pattern for an autostereoscopic display with the best image separation for each eye, integrated into a virtual reality environment. Our implementation uses a differential evolution algorithm, which is a parallel, direct search method based on evolution strategies, because it converges fast and is inherently parallel. This allows an execution on a network of computers. The resulting algorithm allows optimizing the display and its corresponding pattern, such that a single user in the simulator environment sees a stereoscopic image without being supported by special eye-wear.
INTRODUCTION
The concept of a 3D display has a long and varied history stretching back to the 3D stereo photographs made in the late 19th century through 3D movies in the 1950's, holography in the 1960's and 1970's and the 3D computer graphics and virtual reality of today -as summarized by PHILIP BENZIE et al. in "A Survey of 3DTV Displays" (Benzie et al., 2007) .
Taking all the options into account to realize a 3D-display (Lancelle, 2011) , our customer chose a parallax-barrier-based autostereoscopic display due to its cost-efficiency. The field of application is a driving simulator, which shall be used to test and evaluate driving assistance systems in user studies in reproducible laboratory conditions; i.e. the main user in this specialized virtual reality (VR) environment is a driver in a typical driving position. This setting offers the possibility to adopt the VR visualization with extensive assumptions.
Therefore, we focus on the parallax barriers and present a way to optimize it. Using numerical analysis in combination with geometric modeling, we show that it is possible to determine the best setup configuration for a parallax barrier and to predict its quality, in terms of separable pixel, even during the simulator's planning phase. This optimization approach is beneficial not only for autostereoscopic displays but for optimized VR-environments in general.
RELATED WORK

3D Displays & Parallax Barrier
A graphical display is termed autostereoscopic when all of the work of stereo separation is done by the display (Eichenlaub, 1998) , so that the observer does not need to wear special eye-wear.
Nowadays, a wide range of autostereoscopic display technologies exists. While technologies like holographic displays can still be considered experimental, other technologies, like variations of parallax barriers or lenticular lenses which have been utilized by several consumer TVs as well as the Nintendo 3DS handheld console, are already quite common (Benzie et al., 2007) .
These binocular display types are quite simple to produce but have a number of limitations. The most important one is, that they are limited to one user whose position needs to be fixed or is at least limited to a few viewing spots. For the parallax barrier method a fine vertical grating or lenticular lens ar- Figure 1 : An autostereoscopic display can be realized using a parallax barrier. The barrier is located between the eyes (visualized in blue and red) and the pixel array of the display. It blocks certain pixels for each eye, which results in the eyes seeing only disjoint pixel columns (at least in an optimal setting). If the display is fed with correct image data, the users sees a stereo image.
ray is placed in front of a display screen. If the observer's eyes remain fixed at a particular location in space, then one eye can see only the even display pixels through the grating or lens array, and the other eye can see only the odd display pixels (see Figure 1) .
The limitation to a single user is not a problem in this scenario since it is limited to one user (the driver) anyway. The other major drawback of this approach, namely the fact that the observer must remain in a fixed position, can be lifted by virtually adjusting the pixel columns such that the separation remains intact, as presented in (Sandin et al., 2001; Peterka et al., 2007) . For this to work, some kind of user tracking is needed which also limits the amount of possible users.
Since the user's possible positions are very limited in this scenario, there is no need to adjust for user movement other than head rotation. Especially, there is no need to adjust for large distance variations, for example, using a dynamic parallax barrier (Perlin et al., 2000) .
Most consumer products containing autostereoscopic displays, however, just combine parallax barriers with lenticular lenses, which does not put any constraints on the number of possible users at a time. This approach is relatively restricted concerning the possible viewing position(s).
The one remaining drawback of this technique is that the resolution drops down to a half for just a single user. In the presented scenario, this is not a critical point since the available resolution is quite high.
Numerical Analysis
An optimization problem can be represented in the following way: For a function f mapping elements from a set A to the real numbers, an element x 0 ∈ A is sought-after, such that Typically, A is some subset of the Euclidean space R n , often specified by a set of constraints (equalities or inequalities) that the elements of A have to fulfill. Generally, a function f may have several local minima, where a local minimum x satisfies the expression f (x ) ≤ f (x) for all x ∈ A in a neighborhood of x . In other words, in some region around x all function values are greater than or equal to the value at x . The occurrence of multiple extrema makes problem solving in (nonlinear) optimization very hard. Usually, the global (best) minimizer is difficult to identify because in most cases our knowledge of the objective functional is only local and global information are not available. Since there is no easy algebraic characterization of global optimality, global optimization is a difficult area,especially in higher dimensions.
Further explanations on global optimization can be found in "Numerical Methods" (Boehm and Prautzsch, 1993) , "Numerical Optimization" (Nocedal and Wright, 1999) , "Introduction to Applied Optimization" (Diwekar, 2003) , "Compact Numerical Methods for Computers: Linear Algebra and Function Minimisation" (Nash, 1990) , as well as in "Numerische Methoden der Analysis" (english: Numerical Methods of Analysis) (Höllig et al., 2010) . Besides these introductions and overviews some books emphasize practical aspects -e.g. "Practical Optimization" (Gill et al., 1982) , "Practical Methods of Optimization" (Fletcher, 2000) , and "Global Optimization: Software, Test Problems, and Applications" (Pinter, 2002) .
All optimization algorithms can be classified in gradient-based methods, which use the objective function's derivatives, and non-gradient-based methods, which do not rely on derivatives. As most gradient based methods optimize locally, they most likely find local minima of a nonlinear function but not its global minimum. To find a global minimum local optimization algorithms can be combined with genetic algorithms (Janikow and Michalewicz, 1990) , (Michalewicz, 1995) , (Michalewicz and Schoenauer, 1996) which have good global search characteristics (Okamoto et al., 1998) . These combinatorial methods -such as simulated annealing (Ingber, 1993) -improve the search strategy through the introduction of two tricks. The first is the so-called "Metropolis algorithm" (Metropolis et al., 1953) , in which some iterations that do not lower the objective function are accepted in order to "explore" more of the possible space of solutions. The second trick limits these ex-plorations, if the cost function declines only slowly.
Our implementation uses such an algorithm: differential evolution (Storn and Price, 1997) . It is a parallel, direct search method based on ideas of evolution strategies. It uses n vectors x i,k (i = 1, . . . , n) as a population for each generation k. The members of a new generation k + 1 are generated by a permutation and a cross-over process. For each vector x i,k a trial vector
is generated with a constant F ∈ R, F > 0, and randomly chosen α, β, γ ∈ {1, . . . , n}\{i}, which do not equal each other α = β = γ = α.
To increase the diversity of the parameter vectors, a cross-over process mixes x i,k with ∆. The resulting vector y consists of a sequence of elements of x i,k , whereas other elements are copied from ∆. If the new vector y yields a smaller objective function value than x i,k , then x i,k+1 is replaced by y otherwise the old value x i,k is retained.
The differential evolution method for minimizing continuous space functions can also handle discrete problems by embedding the discrete parameter domain in a continuous domain. It converges quite fast and is inherently parallel, which allows an execution on a network of computers.
ALGORITHMIC OVERVIEW
The main idea of our optimization approach is to determine the best pattern for an autostereoscopic display by numerical analysis; i.e. the pattern (as illustrated in Figure 1 ) has free parameters (line width, line distance, and line orientation) and is interpreted as a function. Embedded into a geometric scene the objective function simply counts the number of pixels, which can be seen by both eyes, or which cannot be seen at all. If this value is minimized, the number of pixel, which can be seen only by one eye is maximized. As a consequence, the best image separation is reached.
Geometric Description
In detail, the objective function is an algorithmic routine, whose inner structure is very similar to a ray tracer. It consists of the components display, pattern, occluder and eyes, as described below:
Display. The display, respectively its 2D pixel array, is defined by its four corner points in R 3 , which form a planar rectangle, and its horizontal h and vertical w resolution. These parameters are fixed and not subject to the optimization.
Figure 2: A random variable X has a Gaussian distribution with mean µ and variance σ 2 ; written X ∼ N(µ, σ 2 ), if it has a probability density function
This plot shows the standard normal distribution N(0, 1).
Based on this display definition a sequence of pixels
in 3D is generated.
Pattern. The parallax barrier is defined by seven parameters. Four of them are points in 3D space, which form a planar rectangle, and three values describe the pattern itself (the line width l w , the distance between two consecutive lines l d measured between medial axes, and their deviation from a vertical alignment l α ). These three variables
are subject to the optimization.
Occluder. The geometric description also contains occluders -simple triangles, which are used to describe, e.g., the car's geometry in Section 5.
Eyes. The eyes are specified by a center point, a lookat-direction and an up-direction, which define a local coordinate system. Together with the eye-toeye distance the position of the left and the right eye are calculated. Similar to light sampling approaches, in ray tracing we sample the eyes in order to describe area lights by point lights. Ten parameters describe the average eye movement; i.e. the center position (in all, three coordinate axes) as well as the lookat-direction (respectively its angular components of spherical coordinates) are weighted and spread according to stochastically independent Gaussian distributions specified by mean and variance for each coordinate component (see Figure 2 ). Based on this description a stochastic sampling is performed, which results in a list of eye positions
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Objective Function
Depending on the free parameters (l w , l d , l α ), a geometric scene is created, which results in a classification of pixels (for this particular setting) as shown in Figure 3 : each pixel is seen by both eyes (illustrated in white), by one eye only (red or blue), or by no eye (black). The objective function simply counts the number of pixels, which can be seen by both eyes, or which cannot be seen at all. In detail, the objective function is
where occ ∪ pattern(l w , l d , l α ) is a list of geometric occluders, which comprehends static occluders occ, such as a car's geometry, and dynamic occluders, i.e. the parallax barrier pattern defined by (l w , l d , l α ).
As the objective function iterates over all pixels and calculates a "small" result -one whose size does not depend on the input data set and therefore is constant -it is implemented using the estimation technique presented in "Linear Algorithms in Sublinear Time" (Ullrich and Fellner, 2011) . This technique reduces the needed time for a display optimization to a few minutes each.
The optimization routine has been tested for two settings: a simple desktop environment with a single display and the simulator environment with 24 displays. As the optimization process is the same for both environments, we only describe the desktop environment in detail. For the simulator environment only the differences are outlined. In a parallax barrier setting all pixels can be classified according to their visibility. Pixel can either be seen by both eyes (visualized in white), by one eye only (red or blue), or by no eye (black). Depending on the eyes', the display's and the barrier's position in 3D a characteristic pattern comes into existence. As an ideal pattern does not contain any black or white pixels, the optimization routine optimizes the pattern for stochastically sampled eye positions and minimizes the sum of black and white pixels.
DESKTOP SETTING
Geometric Measurement
In order to arrange the display and the parallax barrier properly, the metrics of the monitor is neededespecially the distance between the pixel array inside the LCD and the outer surface of the glass panel. As this value is normally not documented by the manufacturer and as we do not want to void the hardwareguarantee terms, we used a 3D laser scanner to measure the desired distance. Figure 4 shows the scanning process. With a Post-it note on the glass pane, the scanner returns a triangular mesh of the Post-it as well as a few more triangles from inside the monitor. The result of the scanning process is visualized in Figure 5 . It shows the Post-it's geometry (in yellow) and a plane fitted to it (in blue). The fitted plane is used as a reference for the outer surface of the glass pane. The "few more triangles" also found in the data set correspond to the inner pixel array. Another plane, fitted exclusively to these triangles, is also shown in Figure 5 (in red). The distance between these planes reveals a distance between the outer surface and the Figure 4 ) reveals geometric measurements normally not documented by manufacturers; e.g. the distance between the outer surface (on which a sticky note has been placed, shown in yellow and approximated by the blue plane) and the inner pixel array (approximated by the red plane). Each objective function call is represented by a polyline, connecting its input parameters ("line width" on first axis, "line distance" on second axis, and "line orientation" on third axis) with its function value ("non-separable pixels" on last axis). In order to emphasize the minimization result, the polylines are hue color-coded and sorted from back (worst parameter) to front (best parameter). While the best "width" and "distance" parameters can be identified easily, the "orientation" parameter has only limited influence on the objective function. This leads to a wide interval of good values along the "line orientation" axis.
inner pixel array of 5.1mm for the iMac shown in Figure 4 . The other geometric values (display position in 3D, user position in 3D) have been measured easily. Furthermore, user's eyes' movement approximated by a normal distribution has been estimated roughly.
Parallax Barrier Optimization
Having set the geometric input parameters, the optimization routine determined the best solution within the parameter domain
i.e. the minimum line width and distance is 0.1mm, the maximum line width and distance is 10.0mm, and the line orientation may vary between −20 • and +20 • . All evaluations of the objective function are plotted in Figure 6 using parallel coordinates (Inselberg, 2009 ). Each objective function call is plotted as a polyline, connecting its parameters with its function value (axes from left to right: input parameters "line width", "line distance", "line orientation", and resulting "non-separable pixels"). In order to emphasize the minimization result, the polylines are hue color-coded and sorted from back (worst parameter) to front (best parameter). Furthermore, the optimal result 1.1828mm 2.3651mm 19.7 •
is highlighted. This parameter setting results in a configuration, in which 5.7288% of all pixels cannot be seen by one eye only. Although the objective function has no regulation terms to ensure the balance between the number of pixels seen by the left eye in comparison to the number of pixels seen by the right eye, the optimal result is balanced.
In order to analyze the importance of the "line orientation" parameter additional function evaluations have been added. Especially the parameter set ( 1.1828mm 2.3651mm 0 • ) has been tested and returned a slightly higher and therefore non-optimal value of 6.7946% non-separable pixels. Nevertheless, the "line orientation" parameter is not very important: configurations similar good as the optimal one can be found along the complete "line orientation" axis in Figure 6 .
The resulting pattern of the globally optimal configuration is shown in Figure 7 (in 1:1 original size). In order to avoid local minima, the result has been checked using the "Probability of Globality" technique (Eggeling et al., 2013) . 
SIMULATOR SETTING
Geometric Arrangement
The major goal of the manual arrangement procedure was to block the driver's view as good as possible; i.e. from the driving position it should not be possible to see the real environment. Only the virtual environment, that is shown on displays, should be visible. The most important part of the view is the windscreen, while the side windows play only a minor role. Therefore, 20 of the available 24 monitors are aligned in front of the car, while two monitors are reserved for each side.
For the process of optimizing the layout the modeling and ray tracing software blender (Blain, 2012) has been used. A model of the car was centered in the scene, surrounded by a cylinder. A perspective camera was put between the eye positions and was set up to create a 180 • horizontal, 90 • vertical panoramic image (the eyes' position, respectively their distribution within a car, is a standardized ergonomics value, which covers 95% of the adult population). This way the rendered image contains the maximum view frustum that the user can see. At the approximated left eye position a blue point light was positioned, at the right eye position a red point light. The ray tracer has been configured so that the car model casts shadows, but does not block the view. The same configuration applies to the models of the monitors. The resulting image is thereby only a panoramic view on the surrounding cylinder, only lighted blue or red where the left or right eye can see past the monitors, respectively (see Figure 8) . The white parts in the image correspond to viewing directions, in which both eyes cannot see any monitors. Figure 9 illustrates the maximal view frustum of the user and the car geometry; a 180 • horizontal and 90 • vertical panoramic image with the parts hidden by the car geometry highlighted in gray. The cam- era settings are exactly the same as in Figure 8 , which shows that the monitor coverage of the windscreen is very good, and even the coverage of the side windows are good. The vertical lines near the middle of the image are near the A-pillar of the car, which is the most difficult part of the car. The smaller, horizontal artifacts are unavoidable because of the uneven nature of the hood. The chosen monitor arrangement is shown in Figure 10 . Due to the geometry of the side windows, there has to be some space either on the top of the window or on its bottom. As it is unlikely that the driver looks through the top of the side window in the given scenario, an arrangement was chosen which covers most of its lower parts.
Parallax Barrier Optimization
The parallax barrier optimization takes the geometric settings -as described above -into account. The parallax barrier itself is placed 10mm in front of each monitor. Instead of listing all optimization results, this article focuses on three interesting displays:
• the display placed on the left window near the Apillar, line width line distance line orientation non-separable pixels Figure 12 : The important front view has a good pixel separation; i.e. only 8.89% of all pixels cannot be seen by one eye only.
• a display of the front arrangement (2nd column on the left, 2nd row from below), • the display placed on the right window near the A-pillar.
The optimal barrier configurations for these three displays are • ( 0.4137mm 0.8287mm 20.0 • ) for the left display with an error value of 21.56%, • ( 0.5360mm 1.0806mm −13.4 • ) for the middle display with an error value of 8.89%, and • ( 1.0441mm 2.1118mm −6.8 • ) for the display on the right with an error value of 27.29%.
The corresponding optimization plots are shown in Figure 11 , Figure 12 , and Figure 13 for the left, middle, and right display respectively.
The results show as expected that with increasing distance between the user position and the display, the line widths and line distances increase as well. Concerning the error values, the important displays in front of the car have a good pixel separation (8.89%). The side views have rather critical/high values (21.56% and 27.29%). The final visualization does not necessarily has a bad separation; i.e. for a fixed, tracked position, the final rendering can be good, although the distributed eye samples (covering 95% of all adults) do not have good, common separation. line width line distance line orientation non-separable pixels Figure 13 : The display at the right A-pillar shows similar result than the one at the left A-pillar (see Figure 11 ).
CONCLUSIONS & FUTURE WORK
Autostereoscopic displays based on parallax barriers are a cost-efficient alternative to expensive virtual environments. Nevertheless, a good immersive 3D visualization requires the optimal interplay of all components (user tracking, rendering, visualization, simulation, etc.) . Within this paper we focus on the parallax barrier and present a way to optimize it. Using numerical analysis in combination with geometric modeling, it is possible
• to determine the best setup configuration for a parallax barrier and
• to predict its quality, in terms of separable pixel, even during the planning phase of the simulator.
This optimization approach is beneficial not only for autostereoscopic displays but for optimized VRenvironments in general. Concerning the car simulator, the parallax barrier optimization is the missing piece to complete the virtual reality pipeline, that consists of the main components user tracking and three-pass rendering (for reasons of simplicity and adaptability split up into: left eye, right eye, and the merged parallax view). Future work will comprehend the final simulator construction in short terms and its evaluation in mid-terms.
