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ON LOCAL TIMES OF ANISOTROPIC GAUSSIAN
RANDOM FIELDS
DONGSHENG WU AND YIMIN XIAO*
Abstract. The joint continuity of local times is proved for a large class of
anisotropic Gaussian random elds. Sharp local and global Holder conditions
for the local times under an anisotropic metric are established. These results
are useful for studying sample path and fractal properties of the Gaussian
elds.
1. Introduction
Gaussian random elds have been studied extensively in probability theory and
applied in a wide range of scientic areas including physics, engineering, hydrol-
ogy, biology, economics and nance. Two of the most important Gaussian random
elds are respectively the Brownian sheet and fractional Brownian motion and
they have been under active investigation for several decades. In recent years
there has been an increased interest in using anisotropic Gaussian random elds
as stochastic models in various scientic areas such as image processing, hydrol-
ogy, geostatistics and spatial statistics, because many data sets from these areas
have dierent geometric and probabilistic characteristics along dierent directions.
See, for example, Davies and Hall (1999), Bonami and Estrade (2003), Benson, et
al. (2008). Several classes of anisotropic Gaussian random elds have been intro-
duced and studied for theoretical and application purposes. For instance, Kamont
(1996) introduced fractional Brownian sheets and studied some of their regular-
ity properties. Bonami and Estrade (2003), Bierme, Meerschaert and Scheer
(2007), Xue and Xiao (2009) constructed several classes of anisotropic Gaussian
random elds with stationary increments and certain operator-scaling properties.
Anisotropic Gaussian random elds also arise naturally in stochastic partial dif-
ferential equations [see, e.g., Dalang (1999), ksendal and Zhang (2000), Mueller
and Tribe (2002), Hu and Nualart (2009)], and as spatial or spatiotemporal models
in statistics [e.g., Christakos (2000), Gneiting (2002), Stein (2005)].
It is known that, compared with isotropic Gaussian elds such as fractional
Brownian motion, the probabilistic and geometric properties of anisotropic Gauss-
ian random elds are much richer [see Ayache and Xiao (2005), Wu and Xiao
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(2007, 2009a, 2009b), Xiao (2009), Xue and Xiao (2009)] and their estimation and
prediction problems are more dicult to study.
This paper is concerned with regularity properties of local times of anisotropic
Gaussian random elds. Even though the existence and joint continuity of local
times have been established by Xiao and Zhang (2002) and Ayache, Wu and Xiao
(2008) for fractional Brownian sheets, and by Xiao (2009) for a class of Gaussian
random elds with stationary increments, several interesting problems remain to
be resolved. In particular, it is of interest to provide explicit sucient conditions
for the joint continuity of local times of general Gaussian random elds and to
determine the Holder regularities of the local times. This paper is motivated by
these two problems and our main results (Theorems 2.1, 3.1 and 3.2) not only
improve signicantly the results in Ayache, Wu and Xiao (2008) and Xiao (2009)
but also provide a unied treatment in applying dierent forms of strong local
nondeterminism to estimate high moments of local times. We believe that this
latter argument will nd applications in studying other sample path properties of
anisotropic random elds.
Now let us specify the class of Gaussian random elds to be considered in this
paper. Let X = fX(t); t 2 RNg be a Gaussian random eld with values in Rd
dened by
X(t) = (X1(t); : : : ; Xd(t)); (1.1)
where X1; : : : ; Xd are independent copies of a real-valued, centered anisotropic
Gaussian random eld X0 = fX0(t); t 2 RNg with X0(0) = 0 a.s.
We call X satisfying Condition A if there exists a constant vector (H1; : : : ; HN )
with all components in (0; 1) such that the random eld X0 satises the following
Condition A1 and Condition A2:
A1. For any xed positive number " 2 (0; 1) and any compact interval T 
[";1)N , there exist positive constants 0; c1;1  1 such that
c 1
1;1
2(s; t)  E X0(t) X0(s)2  c1;1 2(s; t) (1.2)
for all s; t 2 T with js tj  0. In the above and sequel,  is the anisotropic
metric on RN dened by
(s; t) =
NX
j=1
jsj   tj jHj ; 8s; t 2 RN : (1.3)
A2. For any xed positive number " 2 (0; 1) and any compact interval T 
[";1)N , there exists a positive constant c1;2 such that for all integers
n  1, and all u; t1; : : : ; tn 2 T , we have
Var
 
X0(u) j X0(t1); : : : ; X0(tn)
  c1;2 NX
j=1
min
0kn
uj   tkj 2Hj ; (1.4)
where t0 = 0.
We will call the vector H 2 (0; 1)N the (generalized) Hurst index of X0. With-
out loss of generality, we assume that
0 < H1  H2      HN < 1: (1.5)
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Conditions A1 and A2 are the same as Conditions (C1) and (C3) in Xiao (2009).
We note that, Condition A2 is the weakest among several forms of strong local
nondeterminism in Xiao (2009) and, using the terminology in Khoshnevisan and
Xiao (2007), is called the property of sectorial local nondeterminism. Pitt (1978)
and Wu and Xiao (2007) proved respectively that multiparameter fractional Brow-
nian motion and fractional Brownian sheets satisfy Condition A. We refer to Xiao
(2009), Xue and Xiao (2009) for more examples of anisotropic Gaussian random
elds which satisfy Condition A.
The main objective of this paper is to establish joint continuity and sharp Holder
conditions for the local times of Gaussian random elds that satisfy Condition A.
This paper is organized as follows. In Section 2, we study joint continuity of
the local times of the anisotropic Gaussian random elds satisfying Condition A.
We prove that the necessary and sucient condition for the existence of local
times actually implies the joint continuity. The main argument in this section is
dierent from that in Ayache, Wu and Xiao (2008) for fractional Brownian sheets
and leads to better moment estimates. Section 3 is devoted to establish sharp
local and global Holder conditions for the local times of the elds. Our Theorems
3.1 and 3.2 show that the Holder regularities of the local times of an anisotropic
Gaussian random eld satisfying Condition A can be more subtle than those of the
Brownian sheet proved by Ehm (1981) and fractional Brownian motion proved by
Xiao (1997) and Baraka, et al. (2009). In Section 4, we apply the regularity results
on local times to study fractal properties of the level sets of X. Our results show
that, due to the anisotropic nature of X, it is more convenient to characterize the
regularity properties of the local times and the fractal properties of X in terms of
the metric . Finally, in the Appendix we give several technical lemmas, which
are used for proving the main lemmas in Section 2.
Throughout this paper, we use h; i and j  j to denote the ordinary scalar
product and the Euclidean norm in Rp respectively, no matter what the value of
the integer p is. We use p to denote the Lebesgue measure in Rp. A \time"
index t 2 Rp is written as (t1; : : : ; tp), or as hci, if t1 =    = tp = c. For
any s; t 2 Rp such that sj < tj (j = 1; : : : ; p), we dene the closed interval (or
rectangle) [s; t] =
Qp
j=1[sj ; tj ]. We will use A to denote the class of all closed
intervals T  (0; 1)p.
We will use c to denote an unspecied positive and nite constant which may
not be the same in each occurrence. More specic constants in Section i are
numbered as ci;1 ; ci;2 ; : : :.
2. Joint Continuity of the Local Times
In this section, we study the joint continuity of local times of Gaussian random
eld X satisfying Condition A. We start by recalling the denition of local times
and some basic facts from Geman and Horowitz (1980).
Let Y (t) be a Borel vector eld on Rp with values in Rq. For any Borel set
T  Rp, the occupation measure of Y on T is dened as the following measure on
Rq:
T () = p

t 2 T : Y (t) 2 	:
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If 
T
is absolutely continuous with respect to the Lebesgue measure q, we say
that Y (t) has local times on T , and dene its local time, L(; T ), as the Radon{
Nikodym derivative of 
T
with respect to q, i.e.,
L(x; T ) =
d
T
dq
(x); 8x 2 Rq:
In the above, x is the so-called space variable, and T is the time variable. Note
that if Y has local times on T then for every Borel set S  T , L(x; S) also exists.
By Theorem 6.4 of Geman and Horowitz (1980), one can choose a measurable
version of L(x; T ) such that it satises the following occupation density formula:
For every Borel set T  Rp, and for every measurable function f : Rq ! R+,Z
T
f(Y (t)) dt =
Z
Rq
f(x)L(x; T ) dx: (2.1)
Suppose we x a rectangle T =
Qp
i=1[ai; ai + hi]  Rp, where a 2 Rp and h 2
Rp+. If we can choose a version of the local time, still denoted by L(x;
Qp
i=1[ai; ai+
ti]), such that it is a continuous function of (x; t1;    ; tp) 2 Rq 
Qp
i=1[0; hi], Y
is said to have a jointly continuous local time on T . When a local time is jointly
continuous, L(x; ) can be extended to a nite Borel measure supported on the
level set
Y  1T (x) = ft 2 T : Y (t) = xg; (2.2)
see Adler (1981) for details. This makes local times, besides of interest on their
own right, a useful tool in studying fractal properties of Y .
Let X = fX(t); t 2 RNg be an (N; d) Gaussian random eld dened by (1.1)
with generalized Hurst index H 2 (0; 1)N satisfying Condition A1. Xiao (2009)
proved that for all intervals T 2 A, X has a local time fL(x; T ); x 2 Rdg on T
and L(; T ) 2 L2(Pd) if and only if
PN
`=1
1
H`
> d. Furthermore, if it exists, the
local time of X admits the following L2-representation
L(x; T ) = (2) d
Z
Rd
e ihy;xi
Z
T
eihy;X(t)i dtdy: (2.3)
In the following, we will prove that ifX satises Condition A, then the existence
condition
PN
`=1
1
H`
> d implies that X has almost surely a jointly continuous local
time on T 2 A.
Theorem 2.1. Let X = fX(t); t 2 RNg be an (N; d) Gaussian random eld
dened by (1.1) satisfying Condition A with generalized Hurst index H 2 (0; 1)N .
If
PN
`=1
1
H`
> d, then for all intervals T 2 A, X has almost surely a jointly
continuous local time on T .
The proof of Theorem 2.1 is based on high moment estimates for the local times
and a multiparameter version of Kolmogorov's continuity theorem. We will make
use of the following identities [cf. Geman and Horowitz (1980)]: For all x; y 2 Rd,
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any Borel set D  RN and all integers n  1,
E
h
L(x;D)n
i
= (2) nd
Z
Dn
Z
Rnd
exp

  i
nX
j=1
huj ; xi

E exp

i
nX
j=1
huj ; X(tj)i

du dt (2.4)
and for all even integers n  2,
E
h
(L(x;D)  L(y;D))n
i
=(2) nd
Z
Dn
Z
Rnd
nY
j=1
h
e ihu
j ;xi   e ihuj ;yi
i
 E exp

i
nX
j=1
huj ; X(tj)i

du dt;
(2.5)
where u = (u1; : : : ; un); t = (t1; : : : ; tn); and each uj 2 Rd; tj 2 D: In the
coordinate notation we then write uj = (uj1; : : : ; u
j
d):
To estimate the integrals in (2.4) and (2.5) we will make use of several technical
lemmas. The following lemma is due to Cuzick and DuPreez (1982), and the others
are given in the Appendix.
Lemma 2.2. Let Z1; : : : ; Zn be mean zero Gaussian random variables which are
linearly independent. Then for any non-negative measurable function g : R! R+Z
Rn
g(v1) exp
h
 1
2
Var
 nX
j=1
vjZj
i
dv1    dvn
=
(2)(n 1)=2
(detCov(Z1;    ; Zn))1=2
Z 1
 1
g
 v
1

e v
2=2dv;
where 21 = Var(Z1jZ2; : : : ; Zn) is the conditional variance of Z1 given Z2; : : : ; Zn.
The determinant detCov(Z1;    ; Zn) can be evaluated by using the following
well known expansion: For any Gaussian random vector (Z1; : : : ; Zn),
detCov(Z1; : : : ; Zn) = Var(Z1)
nY
k=2
Var(ZkjZ1; : : : ; Zk 1): (2.6)
Combined with the property of sectional local nondeterminism, (2.6) gives a lower
bound for detCov(X0(t
1); : : : ; X0(t
n)).
To state Lemma 2.3 and Lemma 2.4, we x some notation. When
PN
`=1
1
H`
> d,
there exists  2 f1; 2; : : : ; Ng such that
 1X
`=1
1
H`
 d <
X
`=1
1
H`
; (2.7)
with the convention that
P0
1()  0: Throughout, we denote
 :=
NX
`=1
1
H`
  d;  :=  +Hd 
X
`=1
H
H`
(2.8)
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and we will distinguish three cases:
Case 1.
 1P`
=1
1
H`
< d <
P`
=1
1
H`
.
Case 2.
 1P`
=1
1
H`
= d <
P`
=1
1
H`
and H 1 = H .
Case 3.
 1P`
=1
1
H`
= d <
P`
=1
1
H`
and H 1 < H :
From now on, for any u 2 RN and r > 0, the open and closed -balls (in RN )
center at u with radius R are dened by
B(u;R) := ft 2 RN : (t; u) < Rg; B(u;R) := ft 2 RN : (t; u)  Rg:
Lemma 2.3. Suppose the assumptions of Theorem 2.1 hold. Then, for every
T 2 A, there exists a positive and nite constant c2;1 , which depends on N; d; H
and T only, such that for all r 2 (0; 1=e); D := B(a; r)  T , all x 2 Rd and all
integers n  1, we have
E [L(x;D)n] 

cn
2;1
(n!) rn in Cases 1 and 2;
cn
2;1
(n!)
 
log(e+ n)
n
rn in Case 3:
(2.9)
Proof. Even though the proof of Lemma 2.3 follows the same spirit of the proofs
of Lemma 2.5 in Xiao (1997) and Lemma 3.4 in Wu and Xiao (2009a), there are
some subtle dierences. Hence we give a complete proof. In particular, we provide
a direct way to estimate the integrals in (2.12) below.
It follows from Eq. (2.4) and the fact that X1; : : : ; Xd are independent copies
of X0 that for all integers n  1,
E

L(x;D)n
  (2) nd Z
Dn
dY
k=1
Z
Rn
exp

  1
2
Var
 nX
j=1
ujkX0(t
j)

duk

dt
= (2) nd=2
Z
Dn
h
detCov
 
X0(t
1); : : : ; X0(t
n)
 i  d2
dt;
(2.10)
where uk = (u
1
k; : : : ; u
n
k ) 2 Rn, t = (t1; : : : ; tn) and the equality follows from the
fact that for any positive denite n n matrix  ,Z
Rn
[det( )]1=2
(2)n=2
exp

  1
2
x0 x

dx = 1: (2.11)
By using Condition A2, (2.6) and (2.7), we derive from (2.10) that
E

L(x;D)n
  cn
2;2
Z
Dn
nY
j=1
 NX
`=1
min
0sj 1
jtj`   ts` j2H`
  d2
dt
 cn
2;2
Z
Dn
nY
j=1
 X
`=1
min
0sj 1
jtj`   ts` j2H`
  d2
dt:
(2.12)
To estimate the last integral in (2.12), we will integrate in the order of dtn1 ; : : : ;
dtnN ; : : : ; dt
1
1; : : : ; dt
1
N . In Case 1, if  = 1, which implies that H1d < 1, we apply
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Part (i) of Lemma 5.3 to derive
Z
D
dtn1    dtnN
min
0sn 1
jtn1   ts1j2H1
d=2 = (2r)PN`=2 1H` Z a1+r
1
H1
a1 r
1
H1
dtn1
min
0sn 1
jtn1   ts1jH1d
 c2;3nH1d r
PN
`=1
1
H`
 d
= c2;3n
1 r:
(2.13)
If  > 1, since H1d > 1, we apply Part (i) of Lemma 5.2 with p = 1 and
A =
P`
=2
min
0sn 1
jtn`   ts` j2H` at rst to derive
Z a1+r 1H1
a1 r
1
H1
dtn1
min
0sn 1
jtn1   ts1j2H1 +
P`
=2
min
0sn 1
jtn`   ts` j2H`
d=2
 c2;4 n P`
=2
min
0sn 1
jtn`   ts` jH`
d  1H1 :
(2.14)
Actually, since H 1
 
d  P 2`=1 1H`  > 1, we can apply Part (i) of Lemma 5.2
repeatedly for    1 many times to getZ
D
dtn1    dtnN P`
=1
min
0sn 1
jtn`   ts` j2H`
d=2
 c2;5 n 1r
PN
`=+1
1
H`
Z a+r 1H
a r
1
H
dtn
min
0sn 1
jtn   ts jH
d P 1`=1 1H` :
(2.15)
Notice that H
 
d P 1`=1 1H`  < 1, by applying Part (i) of Lemma 5.3 to the last
integral, we deriveZ
D
dtn1    dtnN P`
=1
min
0sn 1
jtn`   ts` j2H`
d=2  c2;6 n 1+H d P 1`=1 1H`  rPN`=1 1H` d
= c2;6n
 r:
(2.16)
By iterating the above procedure for integrating dtn 11 ; : : : ; dt
n 1
N and so on, we
obtain (2.9) for Case 1.
Now we consider Cases 2 and 3. Exactly like what we did for Case 1, we
will integrate in the order of dtn1 ; : : : ; dt
n
N ; : : : ; dt
1
1; : : : ; dt
1
N . This time we can
repeatedly apply Part (i) of Lemma 5.2 for    2 times (notice that  > 1 in this
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case) to haveZ
T
dtn1    dtnN P`
=1
min
0sn 1
jtn`   ts` j2H`
d=2

Z a+r 1H
a r
1
H
Z a 1+r 1H 1
a 1 r
1
H 1
c2;7 n
 2r
PN
`=+1
1
H` dtn 1 dt
n
P
`= 1 min0sn 1
jtn`   ts` jH`
d P 2`=1 1H` :
(2.17)
Let  2 (0; 1) be a constant. Notice that H 1
 
d P 2`=1 1H`  = 1, applying Part
(ii) of Lemma 5.2 with A = min
0sn 1
jtn   ts j2H and then applying Part (ii) of
Lemma 5.3, we obtainZ a+r 1H
a r
1
H
Z a 1+r 1H 1
a 1 r
1
H 1
c2;7 n
 2r
PN
`=+1
1
H` dtn 1 dt
n
P
`= 1 min0sn 1
jtn`   ts` jH`
d P 2`=1 1H`
 c2;8 n 1r
PN
`=+1
1
H`

Z a+r 1H
a r
1
H
log

e+
 
min
0sn 1
jtn   ts j2H
  12H 1 r 1H 1
n

dtn
 c2;9 n 1r
PN
`=
1
H` log
 
e+ nH H 1

;
(2.18)
where we have used the fact that H  H 1 and  2 (0; 1):
By iterating the procedure and integrating dtn 11 ; : : : ; dt
n 1
N ; : : : ; dt
1
1; : : : ; dt
1
N ,
we obtain that
E

L(x;D)n
  cn
2;1
(n!) 1 rn
PN
`=
1
H`
nY
j=1
log
 
e+ jH H 1

= cn
2;1
(n!) rn
nY
j=1
log
 
e+ jH H 1

;
(2.19)
where we have used the fact that  =    1 and  =
PN
`=
1
H`
in Cases 2 and 3.
If H = H 1 then (2.19) yields (2.9) for Case 2. Finally, we note that in Case 3
(where H 1 < H ),
nY
j=1
log
 
e+ jH H 1
  nY
j=1
log(e+ j)    log(e+ n)n: (2.20)
Hence, in Case 3, (2.9) follows from (2.19) and (2.20). This nishes the proof of
Lemma 2.3. 
The following lemma estimates the higher moments of the increments of the
local times of X. Combined with a multiparameter version of Kolmogorov's con-
tinuity theorem, it immediately implies the existence of a continuous version of
x 7! L(x;D).
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Lemma 2.4. Suppose the assumptions of Theorem 2.1 hold. Then, there exists
a positive constant c2;10 , depending on N; d; H and T only, such that for all r 2
(0; 1) small, D := B(a; r)  T , all x; y 2 Rd with jx   yj  1, all even integers
n  1 and all  2 (0; 1) small enough, we have
E
 
L(x;D)  L(y;D)n

(
cn
2;10
(n!)+(2H+1) rn( ) in Cases 1 and 2;
cn
2;10
(n!)+(2H+1)
 
log(e+ n)
n
rn( ) in Case 3:
(2.21)
where  and  are the same as that dened in Eq (2.8).
Proof. Let  2 (0; 1) be a small constant whose value will be determined later.
Note that by the elementary inequalities jeiu   1j  21  juj for all u 2 R and
ju+ vj  juj + jvj , we see that for all u1; : : : ; un; x; y 2 Rd,
nY
j=1
e ihuj ;xi   e ihuj ;yi  2(1 )n jx  yjn X0 nY
j=1
jujkj j ; (2.22)
where the summation
P
 is taken over all the sequences (k1; : : : ; kn) 2 f1; : : : ; dgn.
It follows from (2.5) and (2.22) that for every even integer n  2,
E
h
(L(x; D)  L(y;D))n
i
 (2) nd2(1 )n jx  yjn

X0 Z
Dn
Z
Rnd
nY
m=1
jumkm j E exp

  i
nX
j=1
huj ; X(tj)i

du dt
 cn
2;11
jx  yjn
X0 Z
Dn
dt

nY
m=1
(Z
Rnd
jumkm jn exp

  1
2
Var
 nX
j=1
huj ; X(tj)i

du
)1=n
;
(2.23)
where the last inequality follows from the generalized Holder inequality.
Now we x a vector k = (k1; k2; : : : ; kn) 2 f1; : : : ; dgn and n points t1; : : : ; tn 2
D such that all the coordinates of t1; : : : ; tn are distinct [the set of such points has
full nN -dimensional Lebesgue measure]. Let M =M(k; t; ) be dened by
M =
nY
m=1
(Z
Rnd
jumkm jn exp

  1
2
Var
 nX
j=1
huj ; X(tj)i

du
)1=n
: (2.24)
Note that X` (1  `  d) are independent copies of X0. By Condition A2, the
random variables X`(t
j) (1  `  d; 1  j  n) are linearly independent. Hence
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Lemma 2.2 givesZ
Rnd
jumkm jn exp

  1
2
Var
 nX
j=1
huj ; X(tj)i

du
=
(2)(nd 1)=2
detCov
 
X0(t1); : : : ; X0(tn)
d=2 ZR
 v
m
n
e 
v2
2 dv
 c
n
2;12
(n!)
detCov
 
X0(t1); : : : ; X0(tn)
d=2 1nm ;
(2.25)
where 2m is the conditional variance of Xkm(t
m) given Xi(t
j) (i 6= km or i = km
but j 6= m), and the last inequality follows from Stirling's formula.
Combining (2.24) and (2.25) we obtain
M c
n
2;13
(n!)
detCov
 
X0(t1); : : : ; X0(tn)
d=2 nY
m=1
1
m
: (2.26)
In order to control the second product in (2.26), we use again the independence
of the coordinate processes of X and Condition A2 to derive
2m = Var

Xkm(t
m)
Xkm(tj); j 6= m  c2;14 NX
`=1
min
j 6=m
jtm`   tj` j2H`	: (2.27)
For any n points ft1; : : : ; tng 2 Dn, we dene a permutation  of f1; 2; : : : ; ng
such that
t (1)      t (n) : (2.28)
Then, by (2.27), we have
nY
m=1
1
m

nY
m=1
1
c2;15
jt (m)   t (m 1) jH ^ jt (m+1)   t (m) jH 
 c n
2;15
nY
m=1
1
jt (m)   t (m 1) jqmH
;
(2.29)
where qm 2 f0; 1; 2g satisfy that
Pn
m=1 qm = n.
It follows from (2.26), (2.6) and (2.29) that
M c
n
2;12
(n!)
detCov
 
X0(t1); : : : ; X0(tn)
d=2 nY
m=1
1
m
=
cn
2;12
(n!)
detCov
 
X0(t (1)); : : : ; X0(t (n))
d=2 nY
m=1
1
m
 c
n
2;16
(n!)Qn
j=1
h P`
=1
min
0sj 1
jt (j)`   t (s)` jH`
id nY
m=1
1
jt (m)   t (m 1) jqmH
:
(2.30)
LOCAL TIMES OF ANISOTROPIC GAUSSIAN FIELDS 25
As in the proof of Eq. (2.9), we will prove Eq. (2.21) by cases. we will
integrate in the order of dt
 (n)
1 ; : : : ; dt
 (n)
N ; : : : ; dt
 (1)
1 ; : : : ; dt
 (1)
N . In Case 1,
after applying Part (i) of Lemma 5.2 (with p = 1)    1 many times, we haveZ
D
dt
 (n)
1    dt (n)Nh P`
=1
min
0sn 1
jt (n)`   t (s)` jH`
idt (n)   t (n 1) qnH

Z a+r 1H
a r
1
H
c2;17 n
 1r
PN
`=+1
1
H` dt
 (n)

min
0sn 1
jt (n)   t (s) jH
 
d P 1`=1 1H`+qn :
(2.31)
For  > 0 suciently small so that H
 
d P 1`=1 1H` + 2 < 1, we apply Part (i)
of Lemma 5.3 to the last integral to obtain thatZ
D
dt
 (n)
1    dt (n)Nh P`
=1
min
0sn 1
t (n)`   t (s)` H`idt (n)   t (n 1) qnH
 c2;18 n 1+H
 
d P 1`=1 1H` +qnH rPN`=1 1H` d qn
 c2;18n+2Hr qn ;
(2.32)
where, in deriving the last inequality, we have used the fact that qn  2.
Repeating the above procedure yieldsZ
Dn
M(k; t; ) dt  cn
2;19
(n!)+(2H+1)rn 
Pn
m=1 qm
= cn
2;19
(n!)+(2H+1)rn( ):
(2.33)
Combining Eq. (2.23) with Eq. (2.33), we prove (2.21) in Case 1.
For Cases 2 and 3, we can repeatedly apply Part (i) of Lemma 5.2 for    2
times (notice that  > 1 in this case) to deriveZ
D
dt
 (n)
1    dt (n)Nh P`
=1
min
0sn 1
jt (n)`   t (s)` jH`
idt (n)   t (n 1) qnH
 c2;20 n 2r
PN
`=+1
1
H`
Z a+r 1H
a r
1
H
dt (n)
Z a 1+r 1H 1
a 1 r
1
H 1
jt (n)   t (n 1) j qnHdt (n) 1h P
`= 1
min
0sn 1
jt (n)`   t (s)` jH`
id P 2`=1 1H` :
(2.34)
Let  2 (0; 1) be a constant and  2 (0; 1) small such that 2H < 1. Notice that
H 1
 
d P 2`=1 1H`  = 1, applying Part (ii) of Lemma 5.2 with
A = min
0sn 1
jtn   ts j2H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and then applying Lemma 5.4, we haveZ
D
dt
 (n)
1    dt (n)Nh P`
=1
min
0sn 1
jt (n)`   t (s)` jH`
idt (n)   t (n 1) qnH

Z a+r 1H
a r
1
H
c2;21 n
 1r
PN
`=+1
1
H` jt (n)   t (n 1) j qnH dt (n)
log
h
e+
 
min
0sn 1
jt (n)   t (s) jH
  1H 1 r
n
i
 c2;22 n 1+qnH r
PN
`=
1
H`
 qn log

e+ nH H 1

 c2;22 n 1+2H r
PN
`=
1
H`
 qn log

e+ nH H 1

;
(2.35)
where we have used the fact that qn  2, H  H 1 and  2 (0; 1):
Repeating the above procedure yieldsZ
Dn
M(k; t; ) dt  cn
2;23
(n!)+(2H+1)rn 
Pn
m=1 qm
nY
j=1
log

e+ jH H 1

= cn
2;23
(n!)+(2H+1)rn( )
nY
j=1
log

e+ jH H 1

:
(2.36)
Combining Eq. (2.23) with Eq. (2.36) and (2.20), we prove (2.21) in Cases 2 and
3. This nishes the proof of Lemma 2.4. 
Now we are ready to prove Theorem 2.1.
Proof. The joint continuity of the local time of X follows from the moment esti-
mates in Lemmas 2.3, 2.4 and a multiparameter version of Kolmogorov's continuity
theorem [cf. Khoshnevisan (2002)]. Since the proof is similar to that of Theorem
3.1 in Ayache, Wu and Xiao (2008) [see also the proof of Theorem 8.2 in Xiao
(2009)], we omit the details. 
We end this section with the following two technical lemmas, which will be
useful in the next section.
Lemma 2.5. Under the conditions of Lemma 2.3, there exist positive and nite
constants c
2;24
and c
2;25
, depending on N; d, H and T only, such that the following
hold:
(i). For all D = B(a; r)  T with r 2 (0; 1), x 2 Rd and all integers n  1,
E
h
L
 
x+X(a); D
ni   cn2;24 (n!) rn in Cases 1 and 2;
cn
2;24
(n!)
 
log(e+ n)
n
rn in Case 3:
(2.37)
where  and  are dened in (2.8).
LOCAL TIMES OF ANISOTROPIC GAUSSIAN FIELDS 27
(ii). For all D = B(a; r)  T with r 2 (0; 1), x; y 2 Rd with jx  yj  1, all even
integers n  1 and all  2  0; 1 ^ 2 ,
E
h 
L(x+X(a); D)  L(y +X(a); D)ni

(
cn
2;25
(n!)+(2H+1) rn( ) in Cases 1 and 2;
cn
2;25
(n!)+(2H+1)
 
log(e+ n)
n
rn( ) in Case 3:
(2.38)
Proof. For each xed a 2 T , we dene the Gaussian random eld Y = fY (t); t 2
RN+g with values in Rd by Y (t) = X(t) X(a). It follows from (2.1) that if X has
a local time L(x; S) on any Borel set S, then Y also has a local time ~L(x; S) on S
and, moreover, L(x+X(a); S) = ~L(x; S). It can be veried that the random eld
Y satises Condition A. By applying Lemmas 2.3 and 2.4 to the Gaussian eld Y ,
we derive that both (2.37) and (2.38) hold. 
The following lemma is a consequence of Lemma 2.5 and Chebyshev's inequality.
The proof is standard, hence omitted.
Lemma 2.6. Assume the conditions of Lemma 2.3 hold. For any constants b1 > 0
and b2 > 0, there exist positive constants c2;26 and c2;27 (depending on N , d, H
and T only) such that the following hold:
(i) For all D = B(a; r)  T with radius r 2 (0; 1), x 2 Rd and u > 1, we have
P

L
 
x+X(a); D
  c2;26 r u  exp   b1 u (2.39)
in Cases 1 and 2; and
P

L
 
x+X(a); D
  c2;26 r u log(e+ u)  exp   b1 u (2.40)
in Case 3.
(ii) For all D = B(a; r)  T with r 2 (0; 1), jx   yj  1 and  2

0; 1 ^
1
2
 P
`=1
1
H`
  d,
P
L x+X(a); D  L y +X(a); D
 c2;27 jx  yj r  u+(1+2H )

 exp   b2 u (2.41)
in Cases 1 and 2; and
P
L x+X(a); D  L y +X(a); D
 c2;27 jx  yj r  u+(1+2H ) log(e+ u)

 exp   b2 u
(2.42)
in Case 3.
We conclude this section by the exponential integrability of L(x;D), which is a
direct consequence of Lemma 2.3. We omit its proof here.
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Theorem 2.7. Assume the conditions of Lemma 2.3 hold and D1 = B(a; 1)  T .
Then there exists a positive constant , depending on N , d, H and T only, such
that the following hold:
(i). In Cases 1 and 2, E
 
eL(x;D1)
 1  <1 for every x 2 Rd.
(ii). In Case 3, E
 
e (L(x;D1))

<1 for every x 2 Rd, where
 (x) =
 
x= log x
1=( 1)
:
3. Holder Conditions for the Local Times
In this section we investigate the local and uniform asymptotic behavior of the
local time L(x;D) at x and the maximum local time L(D) = maxx2Rd L(x;D) as
r ! 0, where D = B(a; r)  T . The results are then applied to study the sample
path properties of X.
3.1. Holder Conditions for L(x; ). By applying Lemma 2.6 and the Borel-
Cantelli lemma, one can easily derive the following law of the iterated logarithm
for the local time L(x; ): There exists a positive constant c3;1 such that for every
x 2 Rd and t 2 [";1)N ,
lim sup
r!0
L(x;B(t; r))
'1(r)
 c3;1 in Cases 1 and 2;
lim sup
r!0
L(x;B(t; r))
'2(r)
 c3;1 in Case 3;
(3.1)
where
'1(r) = r

 
log log(1=r)

;
'2(r) = r

 
log log(1=r)

log log log(1=r)
(3.2)
for r > 0 small enough. We believe the rate function '1(r) is sharp in Cases 1
and 2, but the question in Case 3 seems to be more subtle. In the special case of
fractional Brownian motion, laws of the iterated logarithm for the local times have
been obtained recently by Baraka and Mountford (2008), Baraka, et al. (2009),
and Chen et al. (2009).
It follows from Fubini's theorem that, with probability one, (3.1) holds for N -
almost all t 2 [";1)N . Now we prove a stronger version of this result, which is
useful in determining the exact  -Hausdor measure of the level set X 1(x) =
ft 2 RN : X(t) = xg.
Theorem 3.1. For any xed x 2 Rd, let L(x; ) be the local time of X at x which
is a random measure supported on  x. Then there exists a positive and nite
constant c
3;2
independent of x such that with probability 1,
lim sup
r!0
L(x;B(t; r))
'1(r)
 c3;2 in Cases 1 and 2;
lim sup
r!0
L(x;B(t; r))
'2(r)
 c3;2 in Case 3
(3.3)
for L(x; )-almost all t 2 T , where '1(r) and '2(r) are dened in (3.2).
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Proof. For any x 2 Rd and every integer k > 0, we consider the random measure
Lk(x; ) on the Borel subsets C of T dened by
Lk(x;C) =
Z
C
(2k)d=2 exp

  k jX(t)  xj
2
2

dt
=
Z
C
Z
Rd
exp

  juj
2
2k
+ ihu;X(t)  xi

du dt:
(3.4)
Then, by the occupation density formula (2.1) and the continuity of the function
y 7! L(y; C), one can verify that almost surely Lk(x;C)! L(x;C) as k !1 for
every Borel set C  B.
For every integer m  1, denote fm(t) = L
 
x; B(t; 2
 m)

. From the proof of
Theorem 2.1 we can see that almost surely the functions fm(t) are continuous and
bounded. Hence we have almost surely, for all integers m; n  1,Z
T
[fm(t)]
n
L(x; dt) = lim
k!1
Z
T
[fm(t)]
n
Lk(x; dt): (3.5)
It follows from (3.5), (3.4) and the proof of Proposition 3.1 of Pitt (1978) that for
every positive integer n  1,
E
Z
T
[fm(t)]
n
L(x; dt) =

1
2
(n+1)d Z
T
Z
B(t;2 m)n
Z
R(n+1)d
exp

  i
n+1X
j=1
hx; uji

 E exp

i
n+1X
j=1
huj ; X(sj)i

duds;
(3.6)
where u = (u1; : : : ; un+1) 2 R(n+1)d and s = (t; s1; : : : ; sn). Similar to the proof
of (2.9) we have that the right hand side of Eq. (3.6) is at most
cn
3;3
Z
T
Z
B(t;2 m)n
dsh
detCov
 
X0(t); X0(s1); : : : ; X0(sn)
id=2


cn
3;4
(n!) 2 nm in Cases 1 and 2;
cn
3;4
(n!) (logn)n 2 nm in Cases 3; :
(3.7)
where c3;4 is a positive nite constant depending on N; d; H; and T only.
In Cases 1 and 2, let  > 0 be a constant whose value will be determined later.
We consider the random set
Bm(!) =

t 2 T : fm(t)  '1(2 m)
	
:
Denote by ! the restriction of the random measure L(x; ) on T , that is, !(E) =
L(x; E \ T ) for every Borel set E  RN+ . Now we take n = blogmc, where byc
denotes the integer part of y. Then by applying (3.7) and by Stirling's formula,
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we have
E!(Bm) 
E
R
T
[fm(t)]
n
L(x; dt)
['1(2 m)]n
 c
n
3;4
(n!) 2 mn
n2 mn(logm)n
 m 2;
(3.8)
provided  > 0 is chosen large enough, say,   c3;4 e2 := c3;2 . This implies that
E
 1X
m=1
!(Bm)
!
<1:
Therefore, with probability 1 for ! almost all t 2 T , we have
lim sup
m!1
L(x;B(t; 2
 m))
'1(2 m)
 c3;2 : (3.9)
For any r > 0 small enough, there exists an integer m such that 2 m  r <
2 m+1 and (3.9) is applicable. Since '1(r) is increasing near r = 0, (3.3) for Cases
1 and 2 follows from (3.9) and a monotonicity argument.
The proof of Case 3 is almost identical to the above, therefore it is omitted
here. 
3.2. Holder Conditions for L(). The following theorem establishes sharp
Holder conditions for the maximum local times L(D) = supx2Rd L(x;D) of X as
the radius of the  -ball D approaches to 0 under -metric.
Theorem 3.2. Let X = fX(t); t 2 RNg be an anisotropic Gaussian random eld
in Rd satisfying Condition A. Then for every T 2 A there exist positive constants
c3;5 and c3;6 such that for every a 2 T ,
lim sup
r!0
L(B(a; r))
'1(r)
 c3;5 ; a.s. in Cases 1 and 2,
lim sup
r!0
L(B(a; r))
'2(r)
 c3;5 ; a.s. in Case 3,
(3.10)
and
lim sup
r!0
sup
a2T
L(B(a; r))
1(r)
 c3;6 ; a.s. in Cases 1 and 2,
lim sup
r!0
sup
a2T
L(B(a; r))
2(r)
 c
3;6
; a.s. in Case 3,
(3.11)
where
1(r) = r

 
log(1=r)

;
2(r) = r

 
log(1=r)

log log
 
1=r

:
(3.12)
For proving Theorem 3.2, we will make use of the following lemma, which is a
consequence of Lemma 2.1 in Talagrand (1995) and Condition A1.
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Lemma 3.3. There exist positive constants c3;7 and c3;8 such that for all D =
B(a; h) with h 2 (0; 1) and all u > c3;7h, we have
P

sup
t2D
X(t) X(a)  u  exp  c3;8 uh2

: (3.13)
Proof of Theorem 3.2 As in Ehm (1981) and Xiao (1997), the proof of Theorem
3.2 is based on Lemma 2.6 and a chaining argument. Hence we will only sketch a
proof of (3.10) for Cases 1 and 2, indicating the necessary modications.
Recall that '1(r) = r

 
log log r 1

for r 2 (0; 1=e). In order to prove (3.10)
it is sucient to show that for every a 2 T ,
lim sup
n!1
L(Cn)
'1(2 n)
 c3;9 ; a.s.; (3.14)
where Cn = B(a; 2
 n) for n  1.
We divide the proof of (3.14) into four steps.
(a) Pick u = 2 n
q
2c 1
3;10
log n in Lemma 3.3, we have
P

sup
t2Cn
X(t) X(a)  2 nq2c 1
3;10
log n

 exp( 2 log n) = n 2: (3.15)
Hence the Borel-Cantelli lemma implies that a.s. 9n1 = n1(!) such that
sup
t2Cn
X(t) X(a)  2 nq2c 1
3;10
log n; for all n  n1: (3.16)
(b) Let n = 2
 n  log log 2n (1+2H ) for all n  1, and dene
Gn =
n
x 2 Rd : jxj  2 n
q
2 c 1
3;10
log n with x = np for some p 2 Zd
o
:
Then, at least when n is large enough, the cardinality of Gn satises
]Gn  c3;11 (logn)(2+2H )d : (3.17)
It follows from (2.39) (take b1 = 2) that we can choose a constant c > 0 such that
for all integer n large enough,
P

max
x2Gn
L (x+X(a); Cn)  c '1(2 n)

 c3;11
 
log n
(2+2H )d
n 2: (3.18)
Since the right hand side of (3.18) is summable, the Borel-Cantelli lemma implies
that almost surely 9n2 = n2(!) such that
max
x2Gn
L (x+X(a); Cn)  c '1(2 n); for all n  n2: (3.19)
(c) Given integers n; k  1 and x 2 Gn, we dene
F (n; k; x) =

y 2 Rd : y = x+ n
kX
j=1
"j 2
 j ; "j 2 f0; 1gd for 1  j  k

:
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A pair of points y1; y2 2 F (n; k; x) is said to be linked if y2   y1 = n"2 k for
some " 2 f0; 1gd. We choose  > 0 small such that (2.41) in Lemma 2.6 holds.
Consider the event Fn dened by
Fn =
[
x2Gn
1[
k=1
[
y1;y2
L(y1 +X(a); Cn)  L(y2 +X(a); Cn)
 2 n( ) jy1   y2j
 
c k log n
+(1+2H )
;
(3.20)
where
S
y1;y2
signies the union over all the linked pairs y1; y2 2 F (n; k; x) [note
that there are at most 2kd3d linked pairs in F (n; k; x)] and where c > 0 is a
constant such that (2.41) holds with b2 = 2.
Consequently we derive that for all n > 2d ,
PfFng  c3;12
 
log n
(2+2H )d 1X
k=1
2dk exp
   2k log n
= c3;13
 
log n
(2+2H )d 2d=n2
1  2d=n2 :
(3.21)
Since
P1
n=1 PfFng <1, the Borel-Cantelli lemma implies that almost surely, Fn
occurs only nitely many times.
(d) Fix an integer n together with some y 2 Rd that satises
jyj  2 n
q
2c 1
3;10
log n;
we can represent y in the form y = limk!1 yk with
yk = x+ n
kX
j=1
"j2
 j ; (3.22)
where y0 = x 2 Gn and "j 2 f0; 1gd for j = 1; : : : ; k.
Since the local time L is jointly continuous, by expansion (3.22) and the trian-
gular inequality, we see that on the event F cn,L(y +X(a); Cn)  L(x+X(a); Cn)

1X
k=1
L(yk +X(a); Cn)  L(yk 1 +X(a); Cn)

1X
k=1
2 n( ) jyk   yk 1j
 
ck log n
+(1+2H )
 c3;14 '1(2 n):
(3.23)
We combine (3.19) and (3.23) to get that for n large enough,
sup
jxj2 n
q
2c 1
3;10
log n
L
 
x+X(a); Cn
  c
3;15
'1(2
 n): (3.24)
Since L(Cn) = sup

L(x; Cn) : x 2 X(Cn)
	
, (3.14) follows from (3.24). This
proves (3.10) for Cases 1 and 2. 
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The Holder conditions for the local times of X are closely related to the irreg-
ularity of the sample path of X. In the following, we apply Theorem 3.2 to derive
results about the degree of oscillation of the sample paths of X, which improves
Theorem 4.5 of Ayache, Wu and Xiao (2008) for fractional Brownian sheets.
Theorem 3.4. Let X = fX(t); t 2 RN+g be an (N; d)-Gaussian random eld
satisfying Condition A and let T 2 A be a xed interval. Then there exists a
constant c3;16 > 0 such that for every a 2 T ,
lim inf
r!0
sup
t2B(a;r)
jX(t) X(a)j
r
 
log log r 1
 H1  c3;16 ; a:s: (3.25)
and
lim inf
r!0
inf
a2T
sup
t2B(a;r)
jX(t) X(a)j
r
 
log r 1
 H1  c3;16 ; a:s: (3.26)
Proof. It is sucient to prove the results for d = 1. Note that H1 < 1, Theorem
3.2 is always applicable for d = 1 with  = 1, which belongs to Case 1. For any
D  T , we have
N (D) =
Z
X0(D)
L(x;D) dx  L(D) sup
u;v2D
X0(u) X0(v): (3.27)
By taking D = B(s; r) we see that (3.25) follows immediately from (3.27) and
(3.10). Similarly, (3.26) follows from (3.27) and (3.11). 
It would be interesting to study if the equalities in (3.25) and (3.26) hold. These
problems are closely related to the small ball probability of Gaussian random
elds which satisfy Condition A and are non-trivial. For some partial results for
fractional Brownian sheets, see Mason and Shi (2001). Recently Luan and Xiao
(2010) proved a Chung's law of the iterated logarithm for a class of anisotropic
Gaussian random elds which satisfy the property of strong local nondeterminism
in metric  [i.e., Condition (C30) in Xiao (2009)]. In that case, the power of
log log r 1 is dierent from the one in (3.25).
4.  -Hausdor Dimension of the Level Sets
In this section we apply the results on local times to study fractal properties
of the level set X 1(x) = ft 2 RN : X(t) = xg of X. For this purpose we rst
collect some results on Hausdor measure and Hausdor dimension in the metric
space (RN ; ), where  is dened by (1.3).
4.1. Hausdor measures in (RN ; ). For some 0 > 0, let F be the class of non-
decreasing, right continuous functions ' : (0; 0) ! R+ which satisfy '(0+) = 0
and the doubling condition, that is, there exists a nite constant c4;1 > 0 for which
'(2s)
'(s)
 c4;1 for 0 < s <
1
2
0:
34 DONGSHENG WU AND YIMIN XIAO
For any ' 2 F, the '-Hausdor measure in the metric  is dened by
'-m(E) = lim
!0
inf
( 1X
n=1
'(2rn) : E 
1[
n=1
B(t
n; rn); rn  
)
; 8E  RN :
(4.1)
When '(s) = s for  > 0, '-m(E) is called the  -dimensional Hausdor measure
of E, and is denoted by H (E). The Hausdor dimension of E in the metric  (or
simply,  -Hausdor dimension of E) is dened by
dimHE = inff > 0 : H (E) = 0; g: (4.2)
It has been shown by Wu and Xiao (2007) and Xiao (2009) that -Hausdor di-
mension is useful for studying fractal properties of anisotropic random elds. Next
we present a useful tool for studying the exact Hausdor measure of anisotropic
fractals.
Let  be a nite Borel measure on RN . For any t 2 RN , the -upper '-density
of  at t is dened by
D
';
 (t) = lim sup
r#0

 
B(t; r)

'(r)
: (4.3)
The connection between D
';
 (t) and '-m is given by the following theorem,
which generalizes the classical result of Rogers and Taylor (1961) in the Euclidean
metric.
Theorem 4.1. For any ' 2 F, there is a positive constant c4;2  1 (depending
on c4;1 only) such that for any nite Borel measure  on RN and any Borel set
E  RN
c 1
4;2
'-m(E) inf
t2E
D
';
 (t)  (E)  c4;2 '-m(E) sup
t2E
D
';
 (t): (4.4)
Proof. In the special case of '(s) = s ( > 0), (4.4) is Theorem 1.5.13 in Edgar
(1998). Since ' satises the doubling condition, the same proof of Edgar (1998)
goes through with little modication. There is no need to reproduce the proof. 
4.2. Uniform Hausdor dimension results. The Hausdor dimension (in the
Euclidean metric) of the level sets of a Gaussian eld X that satises Condition
A has been derived in Xiao (2009). More generally, Bierme, et al. (2009) have
determined the Hasdor dimension of the inverse image X 1(F ) for all Borel sets
F  Rd.
By using a similar argument we can prove that, if
PN
`=1
1
H`
> d, then for every
x 2 Rd,
dimHX
 1(x) =
NX
`=1
1
H`
  d (4.5)
with positive probability [which depends on x]. In the following, we prove a
\uniform" result for the -Hausdor dimension of the level sets. Compared with
Theorem 7.1 in Xiao (2009), the formula (4.5) is much simpler, which shows that
dimH is naturally adapted to the anisotropy of X.
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Theorem 4.2. Let X = fX(t); t 2 RNg be an (N; d) Gaussian random eld
satisfying Condition A. If
PN
`=1
1
H`
> d, then for every T 2 A almost surely
dimH
 
X 1(x) \ T  = NX
`=1
1
H`
  d; 8 x 2 O; (4.6)
where O is the random set dened by O = fx 2 Rd : L(x; T ) > 0g.
For proving Theorem 4.2, we will make use of the following lemmas. Lemma 4.3
on the modulus of continuity of X is derived from Condition A1 by using standard
methods [cf. e.g., Xiao (2009)]. More precise results on the exact uniform and local
moudli of continuity of X have been proved recently by Meerschaert, Wang and
Xiao (2010) under Condition A.
Lemma 4.3. Let X0 = fX0(t); t 2 RNg be a real valued, centered Gaussian
random eld satisfying Condition A1. Then, for any compact interval T 2 A,
there exists a positive constant c4;3 such that
lim sup
jhj!0
supt2T;s2[0;h] jX0(t+ s) X0(t)j
(0; h)
p
log(1 + (0; h) 1)
 c4;3 a.s. (4.7)
The following is a Frostman-type lemma in the metric space (RN ; ), see Xiao
(2009).
Lemma 4.4. For any Borel set E  RN , H (E) > 0 if and only if there exist a
Borel probability measure  on E and a positive constant c such that 
 
B(s; r)
 
c r for all s 2 RN and r > 0:
Lemma 4.5. Let X = fX(t); t 2 RNg be a centered Gaussian random eld with
values in Rd and let T 2 A. If for any " > 0, there exists a positive random
variable  such that a.s.
jX(s) X(t)j  (s; t)1 " 8 s; t 2 T with (s; t)  ; (4.8)
and X has a local time L(x; T ) which is almost surely bounded in x. Then almost
surely
dimH
 
X 1(x) \ T   NX
`=1
1
H`
  d; 8 x 2 RN : (4.9)
Proof. We divide T into upright sub-intervals Cn;k of side length 2
 n=Hj (j =
1;    ; N). Then the number of such intervals is at most c2nQ and the -diameter
of Cn;k is c2
 n. Let us x ! 2 
 such that (4.8) holds and L(x; T ) is bounded.
For any x 2 Rd, if X 1(x) \ Cn;k 6= ;, then (4.8) implies that, for n large
enough,
X(Cn;k)  B(x; 2 n(1 ")): (4.10)
Denote by Nn(x) the number of intervals Cn;k that satisfy (4.10). Then the occu-
pation density formula (2.1) and the boundedness of L(; T ) imply that
Nn(x)2
 Qn 
Z
B(x;2 n(1 "))
L(y; T ) dy  K 2 n(1 ")d; (4.11)
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where K is a random variable. Thus, Nn(x)  K 2 n[Q (1 ")d] a.s. Since the
family fCn;k : X 1(x) \ Cn;k 6= ;g forms a covering of X 1(x) \ T by -balls of
radius 2 n, we derive that dimH
 
X 1(x) \ T   Q  (1  ")d a.s. Since " > 0 is
arbitrary, (4.9) follows. 
Now, we are ready to prove Theorem 4.2.
Proof. The upper bound in (4.6) follows from Lemmas 4.3 and 4.5. Next we prove
that a.s.
dimH
 
X 1(x) \ T   NX
`=1
1
H`
  d (4.12)
for all x 2 O. To this end, note that L(x; ) is a nite and positive Borel measure
on X 1(x)\T for every x 2 O. Hence Theorem 3.2 and Lemma 4.4 together yield
(4.12). This nishes the proof. 
4.3. Exact Hausdor measure functions. As an application of Theorem 3.1,
we present a partial result on the exact Hausdor measure of the level set.
Theorem 4.6. Assume that
PN
`=1
1
H`
> d and T 2 A. Then there exists a positive
constant c4;4 such that with probability 1
'1-m
 
X 1(x) \ T   c4;4L(x; T ) in Cases 1 and 2, (4.13)
and
'2-m
 
X 1(x) \ T   c4;4L(x; T ) in Case 3 : (4.14)
Proof. We only prove (4.13). If L(x; T ) = 0, it holds automatically. If L(x; T ) > 0,
then L(x; ) is a nite Borel measure on X 1(x) \ T . Hence (4.13) follows from
Theorem 3.1 and Theorem 4.1. 
5. Appendix
In this Appendix, we provide some technical lemmas that are used in Section
2 for proving the main moment estimates. Lemma 5.1 is similar to Lemma 8.6 in
Xiao (2009) whose proof is elementary. Lemma 5.2 and Lemma 5.3 are extensions
of Lemma 2.3 in Xiao (1997), which were proved in Wu and Xiao (2009a). Lemma
5.4 is a further generalization of Lemma 5.3, which is useful for estimating the
moments of increments of the local times.
Lemma 5.1. Let ,  and p be positive constants, then for all A 2 (0; 1)Z 1
0
rp 1 
A+ r
 dr 
8<: A
p
  if  > p;
log
 
1 +A 1=

if  = p;
1 if  < p:
(5.1)
In the above, f(A)  g(A) means that the ratio f(A)=g(A) is bounded from below
and above by positive constants that do not depend on A 2 (0; 1).
Even though, in this paper, Lemmas 5.2{5.4 are only applied for p = 1, we state
and prove them in their general forms which will be useful elsewhere.
Lemma 5.2. Let ,  and p be positive constants such that   p.
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(i). If  > p, then there exists a constant c5;1 > 0 whose value depends on
;  and p only such that for all A 2 (0; 1), r > 0, u 2 Rp, all integers
n  1 and all distinct u1; : : : ; un 2 Op(u; r) we haveZ
Op(u;r)
duh
A+ min
1jn
ju  uj j
i  c5;1 nA p  ; (5.2)
where Op(u
; r) denotes a p-dimensional ball centered at u with radius r:
(ii). If  = p, then for any  2 (0; 1) there exists a constant c5;2 > 0 whose
value depends on ; ;  and p only such that for all A 2 (0; 1), r > 0,
u 2 Rp, all integers n  1 and all distinct u1; : : : ; un 2 Op(u; r) we haveZ
Op(u;r)
duh
A+ min
1jn
ju  uj j
i  c5;2 n log e+ A 1= rn1=p

: (5.3)
Lemma 5.3. Let  > 0 be a constant and let p  1 be an integer such that  < p.
Then the following statements hold.
(i). For all r > 0, u 2 Rp, for any integer n  1 and any distinct u1; : : : ; un 2
Op(u
; r) we haveZ
Op(u;r)
du
min
1jn
ju  uj j  c5;3 n

p rp  ; (5.4)
where c5;3 > 0 is a constant whose value depends on  and p only.
(ii). For all constants r > 0 and K > 0, all u 2 Rp, integers n  1 and any
distinct u1; : : : ; un 2 Op(u; r) we haveZ
Op(u;r)
log
h
e+K

min
1jn
ju  uj j
 i
du
 c5;4 rp log

e+K
 r
n1=p
 
;
(5.5)
where c5;4 > 0 is a constant whose value depends on  and p only.
Lemma 5.4. Let ;  > 0 be two constants and let p  1 be an integer such that
 < p and  < p. Then for all r > 0, K > 0, u 2 Rp, for any integer n  1 and
all points u1; : : : ; un 2 Op(u; r) we have
Z
Op(u;r)
log
h
e+K
 
min
1jn
ju  uj j
 i
min
1jn
ju  uj j du
 c5;5 n

p rp  log

e+K
 r
n1=p
 
;
(5.6)
where c5;5 > 0 is a constant whose value depends on ;  and p only.
Proof. The idea of the proof is similar to that of Xiao (1997) [see also the proof
of Lemma 2.4 in Wu and Xiao (2009a)]. We omit it here. 
38 DONGSHENG WU AND YIMIN XIAO
Acknowledgment. This paper was initialized when both authors attended the
Spring School on Random Dierential Equations and Gaussian Fields, which was
held June 15{19, 2009 at Cha^teau de Mons, France. The authors cordially thank
the organizing committee of the school for the generous support and for the hos-
pitality. They also thank the referee for his/her helpful comments which have led
to improvements of the manuscript.
References
1. Adler, R. J.: The Geometry of Random Fields, Wiley, New York, 1981.
2. Ayache, A., Wu, D., and Xiao, Y.: Joint continuity of the local times of fractional Brownian
sheets, Ann. Inst. H. Poincare Probab. Statist. 44 (2008), 727{748.
3. Ayache, A. and Xiao, Y.: Asymptotic growth properties and Hausdor dimension of frac-
tional Brownian sheets, J. Fourier Anal. Appl. 11 (2005), 407{439.
4. Baraka, D. and Mountford, T.: A law of the iterated logarithm for fractional Brownian
motions, in: Seminaire de Probabilites XLI. Lecture Notes in Math. 1934 (2008), 161{179,
Springer, Berlin.
5. Baraka, D.; Mountford, T. and Xiao, Y.: Holder properties of local times for fractional
Brownian motions, Metrika 69 (2009), 125{152.
6. Benson, D. A., Meerschaert, M. M., Baeumer, B., and Scheer, H. P.: Aquifer operator-
scaling and the eect on solute mixing and dispersion, Water Resources Research, 42 (2008),
W01415.
7. Bierme, H., Lacaux, C., and Xiao, Y.: Hitting probabilities and the Hausdor dimension
of the inverse images of anisotropic Gaussian random elds, Bull. London Math. Soc. 41
(2009), 253{273.
8. Bierme, H.; Meerschaert, M.M. and Scheer, H.P.: Operator scaling stable random elds,
Stoch. Process. Appl. 117 (2007), 312{332.
9. Bonami, A. and Estrade, A.: Anisotropic analysis of some Gaussian models, J. Fourier Anal.
Appl., 9 (2003) 215{236.
10. Chen, X., Li, W. V., Rosinski, J., and Shao, Q. M.: Large deviations for locla times and
intersection locla times of fractional Brownian motions and Riemann-Liouville processes,
(2009), Ann. Probab., to appear.
11. Christakos, M. J.: Modern Spatiotemporal Geostatistics, Oxford University Press, 2000.
12. Cuzick J. and DuPreez, J.: Joint continuity of Gaussian local times, Ann. Probab. 10 (1982),
810{817.
13. Dalang, R. C.: Extending martingale measure stochastic integral with applications to spa-
tially homogeneous s.p.d.e's, Electron. J. Probab. 4 (1999), no. 6, 1{29. Erratum in Electron.
J. Probab. 6 (2001), no. 6, 1{5.
14. Davies, S. and Hall, P.: Fractal analysis of surface roughness by using spatial data (with
discussion), J. Roy. Statist. Soc. Ser. B, 61 (1999), 3{37.
15. Edgar, G. A.: Packing measure in general metric space, Real Analysis Exchange 23 (1998),
831{852.
16. Ehm, W.: Sample function properties of multi-parameter stable processes, Z. Wahrsch. verw
Gebiete 56 (1981), 195{228.
17. Falconer, K. J.: Fractal Geometry { Mathematical Foundations And Applications, John
Wiley & Sons Ltd., Chichester, 1990.
18. Geman, D. and Horowitz, J.: Occupation densities, Ann. Probab. 8 (1980), 1{67.
19. Gneiting, T.: Nonseparable, stationary covariance functions for space-time data, J. Amer.
Statist. Assoc. 97 (2002), 590{600.
20. Hu, Y. and Nualart, D.: Stochastic heat equation driven by fractional noise and local time,
Probab. Th. Rel. Fields 143 (2009), 285{328.
21. Kahane, J. P.: Some Random Series of Functions, 2nd edition, Cambridge University Press,
1985.
22. Kamont, A.: On the fractional anisotropic Wiener eld, Probab. Math. Statist. 16 (1996),
85{98.
LOCAL TIMES OF ANISOTROPIC GAUSSIAN FIELDS 39
23. Khoshnevisan, D.: Multiparameter Processes: An Introduction to Random Fields, Springer,
New York, 2002.
24. Khoshnevisan, D. and Xiao, Y.: Images of the Brownian sheet, Trans. Amer. Math. Soc.
359 (2007), 3125{3151.
25. Luan, N. and Xiao, Y.: Chung's law of the iterated logarithm for anisotropic Gaussian
random elds, (2010), Submitted.
26. Mason, D. M. and Shi, Z.: Small deviations for some multi-parameter Gaussian processes,
J. Theoret. Probab. 14 (2001), 213{239.
27. Mattila, P.: Geometry of Sets and Measures in Euclidean Spaces, Cambridge University
Press, Cambridge, 1995.
28. Meerschaert, M. M., Wang, W., and Xiao, Y.: Fernique-type inequalities and moduli of
continuity of anisotropic Gaussian random elds, (2010), Submitted.
29. Mueller, C. and Tribe, R.: Hitting probabilities of a random string, Electronic J. Probab. 7
(2002), Paper No. 10, 1{29.
30. ksendal, B. and Zhang, T.: Multiparameter fractional Brownian motion and quasi-linear
stochastic partial dierential equations, Stochastics and Stochastics Reports 71 (2000), 141{
163.
31. Pitt, L. P.: Local times for Gaussian vector elds, Indiana Univ. Math. J. 27 (1978), 309{
330.
32. Rogers C. A. and Taylor, S. J.: Functions continuous and singular with respect to a Hausdor
measure, Mathematika 8 (1961), 1{31.
33. Stein, M. L.: Space-time covariance functions, J. Amer. Statist. Assoc. 100 (2005), 310{321.
34. Talagrand, M.: Hausdor measure of trajectories of multiparameter fractional Brownian
motion, Ann. Probab. 23 (1995), 767{775.
35. Testard, F.: Polarite, points multiples et geometrie de certain processus gaussiens, in: Publ.
du Laboratorie de Statistique et Probabilites de l U.P.S. Toulouse, 01{86, 1986.
36. Wu, D. and Xiao, Y.: Geometric properties of fractional Brownian sheets, J. Fourier Anal.
Appl., 13 (2007), 1{37.
37. Wu, D. and Xiao, Y.: Regularity of intersection local times of fractional Brownian motions,
(2009a), J. Theor. Probab., DOI 10.1007/s10959-009-0221-y.
38. Wu, D. and Xiao, Y.: Uniform Hausdor dimension results for Gaussian random elds, Sci.
in China, Ser. A 52 (2009b), 1478{1496.
39. Xiao, Y.: Holder conditions for the local times and the Hausdor measure of the level sets
of Gaussian random elds, Probab. Th. Rel. Fields 109 (1997), 129{157.
40. Xiao, Y.: Strong local nondeterminism of Gaussian random elds and its applications, in:
Asymptotic Theory in Probability and Statistics with Applications Lai, T.-L., Shao, Q.-M.,
Qian, L. (Eds), pp 136{176, Higher Education Press, Beijing, 2007.
41. Xiao, Y.: Sample path properties of anisotropic Gaussian random elds, in: A Minicourse
on Stochastic Partial Dierential Equations, Khoshnevisan, D., Rassoul-Agha, F. (Eds.), pp
145{212, Springer, New York, 2009.
42. Xiao, Y. and Zhang, T.: Local times of fractional Brownian sheets, Probab. Th. Rel. Fields
124 (2002), 204{226.
43. Xue, Y. and Xiao, Y.: Fractal and smoothness properties of anisotropic Gaussian models,
(2009), Submitted.
Dongsheng Wu: Department of Mathematical Sciences, University of Alabama in
Huntsville, Huntsville, AL 35899, U.S.A.
E-mail address: dongsheng.wu@uah.edu
URL: http://webpages.uah.edu/~dw0001
Yimin Xiao: Department of Statistics and Probability, Michigan State University,
East Lansing, MI 48824, U.S.A.
E-mail address: xiao@stt.msu.edu
URL: http://www.stt.msu.edu/~xiaoyimi
