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It is known that visual information is processed separately and based on multiple spatial frequencies.
Therefore, integration of information is important for categorization of natural scenes. To clarify the time
course of visual integration, we examined categorization accuracies for spatially ﬁltered images as a func-
tion of image exposure duration. Results indicated that, with image durations of 100-ms, accuracy was
superior with spatially integrable images when compared with accuracy levels based upon the probabil-
ity summation model estimated from accuracies of separately presented low- and high-frequency
images. This ﬁnding suggests that spatial frequency integration begins earlier than 100-ms after the
image onset.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
It is well known that humans can recognize a complex natural
scene even when it appears only brieﬂy. For example, we can cat-
egorize the image of a natural scene as a target (i.e., it contains ani-
mals) among distractor images (i.e., they do not contain animals)
when the target appears simultaneously with distractors
(Rousselet, Fabre-Thorpe, & Thorpe, 2002; Rousselet, Thorpe, &
Fabre-Thorpe, 2004) or when the target appears in a sequence of
distractors (Potter, 1975, 1976). This is true even when the expo-
sure duration of these images is relatively brief (approximately
100 ms). It has also been shown that a target object in natural
scenes exposed for only 50 ms can be categorized with about
80% accuracy (Grill-Spector & Kanwisher, 2005). In addition, iden-
tiﬁcation accuracy of a target object (e.g., a Priest) within a scene
exposed for 80 ms was higher, if the object was contextually con-
gruent with the scene’s background (a church) than when it was
incongruent with the background (a football ﬁeld); this suggests
that the semantic relationship between object identity and scene
gist is rapidly analyzed (Davenport, 2007; Davenport & Potter,
2004). Consistent with behavioral studies, event-related potential
(ERP) studies have shown that the ERP component reﬂecting scene
categorization behavior was elicited at about 150 ms after stimulus
onset (Fabre-Thorpe, Delorme, Marlot, & Thorpe, 2001; Johnson &
Olshausen, 2003; Thorpe, Fize, & Marlot, 1996). Taken together,ll rights reserved.
ute of Advanced Industrial
ukuba 305-8566, Japan. Fax:these ﬁndings suggest that natural scene images are processed
well enough to be correctly categorized even when images appear
only for a few hundred milliseconds.
One of the major mechanisms supporting the rapid categoriza-
tion of natural scenes is parallel processing of information based on
multiple spatial frequencies (e.g., Bar et al., 2006; Oliva & Schyns,
1997; Schyns & Oliva, 1994). Our visual system has multiple spatial
frequency channels that allow for an initial frequency-speciﬁc
analysis of a scene (Wilson & Bergen, 1979). High and low fre-
quency-based images provide respectively different content from
a scene: higher spatial frequencies contain ﬁne information of im-
age details and/or object boundaries, whereas lower frequencies
preserve coarse blobs representing the general framework of ob-
ject shape and layout. What is important here is that when we
view a natural scene; we are consistently aware of a single intact
image, not separate multiple images depending on each spatial fre-
quency channel. This indicates that information from these chan-
nels must be integrated prior to awareness.
The integration of multiple frequency scales appears to tran-
spire following a coarse-to-ﬁne progression. In this view, coarse-
scale information, carried by lower frequency channels, is available
earlier than ﬁne-scale information, which is carried by higher spa-
tial frequency channels (Hughes, Nozawa, & Kitterle, 1996; Navon,
1977; Schyns & Oliva, 1994). A schematic content of the scene
served by fast processing of low frequency information would
facilitate the analysis of high-spatial frequency information, thus
contributing to rapid categorization of scenes (Bar, 2004; Hender-
son & Hollingworth, 1999). However, several studies suggest that
the coarse-to-ﬁne manner is ﬂexible (Schyns & Oliva, 1999); that
is, under certain circumstances, attentional set might modulate
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sion from ﬁne-to-coarse channel processing (Morrison & Schyns,
2001; Sowden & Schyns, 2006). In either case, it is plausible that
the integration of information supplied by multiple frequency
scales is important for scene perception.
Although information provided by different spatial frequency
channels should be integrated before we become aware of an intact
image, little is known about the time course of such integration. As
noted above, 100 ms of viewing images of a natural scene is sufﬁ-
cient to insure correct categorization; it is possible that this time
interval is related to course of information integration frommultiple
frequency channels, although there is no direct evidence for a causal
link between the integration of spatial frequencies and rapid scene
categorization. However, at present there is no direct evidence
revealing time constraints associated with the integration of infor-
mation supplied by lower and higher frequency channels in scene
categorization tasks. To examine the time course of scene integra-
tion, we assessed exposure times of scene images required for the
integration of low with high frequency information. We expected
that integration of low and high frequency information, presented
simultaneously, would facilitate categorization performance.
2. Experiment 1
In Experiment 1, we investigated the categorization accuracy of
intact, low-pass, high-pass, and low/high-pass ﬁltered images of
natural scenes that were presented for various durations. Intact
scenes received no spatial frequency ﬁltering. The low-pass and
high-pass images isolated, respectively, coarse (low frequency)
and ﬁne (high frequency) spatial properties of these imaged scenes.
The low/high-pass images contain information from both low- and
high-pass frequency ﬁlters, but they lacked information from an
intermediate frequency-band.
For the present purpose the critical comparison was between
the categorization accuracies of low/high-pass images (experimen-
tally recorded) and estimated accuracies based upon combining
accuracy levels from low and high-pass ﬁltered images. The latter
were based on the assumption that low- and high-pass informa-
tion independently contribute to scene categorization. Speciﬁcally,
it is assumed that observers can categorize a scene correctly when
either low- or high-pass information was processed well enough
for categorization. Because the integration of information from
multiple frequency channels plays an important role in scene per-
ception, we expected that accuracy of categorization in the low/
high-pass condition might be higher than the estimated accuracy
computed from accuracy levels of low and high-pass ﬁltered
images if low and high frequency information in the former condi-
tion were integrated into a uniﬁed image. On the contrary, low/
high-pass images would not necessarily produce superior categori-
zation (relative to the estimated accuracy) if the low- and high-
pass information were not integrated.
To control for availability of frequency information to the inte-
gration process, we manipulated exposure duration of images
using backward-masking techniques that can terminate processing
of visual stimuli. In this way, we compared the performance in the
low/high-pass condition with the estimated accuracy in each expo-
sure duration. If low and high-pass information were integrated
within the same time window (i.e., between stimulus onset mask),
then performance levels in the low/high-pass condition should be
superior to the estimated accuracy.
2.1. Methods
2.1.1. Participants
Twenty-six adults (13 male and 13 female, range 19–24 years)
from the subject pool at the National Institute of Advanced Indus-trial Science and Technology (AIST) participated in this experiment.
All participants received payment for their participation. All had
self-reported normal or corrected-to-normal vision. Written in-
formed consent was obtained from all participants. This experi-
ment was approved by the Committee of Ethics, AIST.
2.1.2. Stimuli and design
We manipulated two factors in a within-participants design:
the frequency conditions of the test image (intact, low-pass,
high-pass, and low/high-pass) and duration of the test image
(33-, 100-, and 250-ms). We selected 1440 test images from com-
mercially available picture libraries. The resolution of the images
was 320  240 pixels. Two categories of images were deﬁned by
the presence versus absence of vehicles: half the pictures con-
tained vehicle(s) and half did not. All test stimuli were converted
into gray-scale images. Each of the two picture sets (vehicle,
non-vehicle) was further divided into 12 subsets of 60 images each.
The mean power spectra of each octave band in spatial frequency
(i.e., 0–2, 2–4, 4–8, 8–16, 16–32, 32–64, 64–128, and more than
128 spatial cycles/image) were approximately equal across 12 sub-
sets (Peli, 1990). A preliminary experiment with participants who
did not participate in Experiments 1 and 2 conﬁrmed that vehicle
detection (i.e., hit rate in the vehicle subsets and the correct rejec-
tion rate in the non-vehicle subsets) was approximately equal
across all 12 subsets.
The 12 subsets within each of two stimulus categories (vehicle,
non-vehicle) were randomly assigned to four frequency conditions
(i.e., intact, low-pass, high-pass, and low/high-pass) for each par-
ticipant. In the intact condition, test images were not ﬁltered. In
the low-pass condition, the test images were ﬁltered in Fourier
space, using a fourth-order Butterworth ﬁlter, set to ﬁlter low fre-
quencies (<16 cycle/image; viewed as <3.33 cycle/degree). In the
high-pass condition, test images were ﬁltered with a fourth-order
Butterworth high-pass ﬁlter (> 24 cycle/image; viewed as > 5 cy-
cle/degree). In the low/high-pass condition, test images were cre-
ated by averaging gray-levels of the low- and high-pass images
of an identical scene. Examples of images of four frequency condi-
tions appear in Fig. 1.
Three levels of test image exposure duration were employed
(33-, 100-, and 250-ms). In each frequency condition, images in
the vehicle and non-vehicle categories were randomly assigned
(in equal numbers) to one of the three exposure conditions. This
resulted in 60 vehicle images and 60 non-vehicle images. All stim-
uli were presented on a 17-in color CRT monitor with a 60 Hz re-
fresh rate controlled by MATLAB with the Psychophysics Toolbox
(Brainard, 1997; Pelli, 1997). The viewing distance was 57 cm: all
stimuli subtended 3.6 of visual angle vertically and 4.8
horizontally.
2.1.3. Procedures
A trial began with the display of a ﬁxation cross which re-
mained exposed until the spacebar was pressed. Next, a test image
was presented at the center of the display, followed by a 1000-ms
mask image. The display duration of a test image was varied
according to the duration condition. The mask image was created
from the preceding test image, using randomization of the phase
of the Fourier spectrum without changing the amplitude spectrum
in each trial. After the presentation of the mask image, participants
were instructed to categorize the test image as either a vehicle or a
non-vehicle image by pressing one of two corresponding response
keys. Participants responded at their own pace and were encour-
aged to guess if they were uncertain whether a target was pre-
sented or not.
A previous study has indicated that stimulus visibilitymay be af-
fected by the spatial frequency of the stimulus presented on the
immediately preceding trial, when spatial frequency of stimuli
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Fig. 2. Mean d0 as a function of exposure duration of the test images for each
frequency condition in Experiment 1. Error bars indicate standard errors of the
mean.
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we blocked conditions. Each of the three duration conditions was
tested in separate sessions; each session contained four blocks (of
120 trials), where each block represented a different frequency
condition. Both order of duration sessions and block order were
counterbalanced over participants. Thus, there was a total of 1440
trials (three duration conditions (33-, 100-, and 250-ms)  4 fre-
quency conditions (intact, low-pass, high-pass, and low/high-pass
frequency)  2 test image types (vehicle or non-vehicle)  60 test
images). Before the experiment began, participants performed eight
practice trials (four frequency condition  2 test image types with
250 ms exposure duration). Experiment 1 took about 60 min to
complete.
2.2. Data analysis
For each participant, d0 was calculated for each condition. We
estimated an expected d0 from two d0s based separately on low-
and high-pass accuracies, using the following formula: Expected
d0 =
p
(Low-pass d02 + High-pass d02) (see Macmillan & Creelman,
2005). We refer to this estimation as a probability summation
model. In cases where low-pass d0 or high-pass d0 was less than
0, it was treated as 0 in the formula.
3. Results and discussion
Fig. 2 shows mean d0 for each frequency condition and the esti-
mated average d0 for the probability summationmodel as a function
of exposure duration of test image. We conducted a two-way
repeatedmeasures analysis of variance (ANOVA) on the experimen-
tally recorded conditions. We found signiﬁcant main effects of
frequency, F(3, 75) = 60.33, p < .001, and of duration, F(2, 50) =
191.79, p < .001. In addition, an interaction between frequency and
durationwas also signiﬁcant, F(6, 150) = 6.78, p < .001. For themaineffect of frequency, post hoc analyses (Tukey’s HSD, p < .05) showed
signiﬁcant pairwise differences between all conditions. Post hoc
analyses of the interaction revealed that d0 for the intact condition
washigher than the condition for thehigh-passd0 in the 33-msdura-
tion condition; in addition, the d0s for the intact and low/high-pass
conditions were both higher than those for either the low- or the
high-pass conditions when exposure durations were 100- and
250-ms.
The signiﬁcant difference between intact and low/high-pass d0s
suggests that information related to the middle frequency range
(16–24 cycle/image) contributes to rapid categorization of a
natural scene. Further, results showing that low-pass d0 was signif-
icantly greater than high-pass d0 may reﬂect coarse-to-ﬁne pro-
cessing, in which coarse information from the low frequency
channel is processed faster than ﬁne, high frequency information
(Hughes et al., 1996; Navon, 1977; Schyns & Oliva, 1994). Thus,
in the present categorization task it appears that participants make
use of more information in the low-pass condition than in the
high-pass condition.
We also conducted a two-way repeated measures ANOVA to
examine the critical comparison between low/high-pass d0 and
the probability summation d0. Here we found a signiﬁcant main
effect of duration, F(2, 50) = 136.30, p < .001, and a signiﬁcant
interaction between frequency and duration conditions, F(2, 50) =
5.34, p < .01. Post hoc analysis (Tukey’s HSD, p < .05) showed that
low/high-pass d0 exceeded the d0 derived for the probability sum-
mation model in the 100-ms duration condition, but not in the
33-ms and 250-ms duration conditions. These results indicate that
we can take advantage of more information from the low/high-
pass images (i.e., integrable images) to categorize the scene than
predicted by the probability summation model when images were
presented for 100 ms. This ﬁnding suggests that the integration of
information from the low and high frequency channels begins later
than 33-ms and earlier than 100-ms from the image onset.4. Experiment 2
The results of Experiment 1 demonstrated that categorization
accuracy of natural scenes in the 100-ms duration condition was
higher for the low/high-pass picture than accuracy levels based
upon the probability summation model estimated from accuracies
of separately presented low- and high-frequency images. This
comparison relied upon the expected accuracy from the probabil-
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associated with low- and high-pass conditions. It suggests that we
can effectively extract information from the simultaneous presen-
tation of low/high-pass images in order to categorize scenes due to
integration of frequency-based information.
Although the results of Experiment 1 suggested that an expo-
sure duration of 100 ms, but not one of 33 ms, allows for integra-
tion of low- with high-pass information, the details of the time
course of the integrative process remain unclear. For example, it
is important to examine whether the time course of integration
manifests as gradual improvement or as a step function with a dis-
crete change at a particular exposure level. In Experiment 2, we
tested accuracy of image categorizations for the low/high-pass
condition and compared these accuracy levels with accuracy levels
predicted by the probability summation model, using intermediate
exposure durations, i.e., between 33 ms and 100 ms.
4.1. Methods
4.1.1. Participants
Twenty-seven adults (22 male and 5 female, range 20–30 years)
from the subject pool of AIST participated in this experiment.
4.1.2. Stimuli, procedures, and data analysis
Stimuli, procedures, and data analysis were the same as those
used in Experiment 1, except for the changes described here. Four
levels of test image exposure duration (50-, 67-, 83-, and 100-ms)
and three levels of frequency (low-pass, high-pass, and low/high-
pass) were employed. Intact images were excluded in this
experiment. The 12 subsets within each of two stimulus categories
(vehicle, non-vehicle), which were used in Experiment 1, were ran-
domly assigned to the resulting 12 conditions; 4 duration condi-
tions  3 frequency conditions.5. Results and discussion
Fig. 3 shows mean d0 for each frequency condition and the esti-
mated average d0 for the probability summation model as a func-
tion of exposure duration of test image. We submitted d0 scores
to a 3 (frequency conditions)  4 (exposureduration) repeatedmea-
sures ANOVA. We found signiﬁcant main effects of frequency,
F(2, 52) = 13.05, p < .001, duration, F(3, 78) = 20.39, p < .001, and a
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Fig. 3. Mean d0 as a function of exposure duration of the test images for each
frequency condition in Experiment 2. Error bars indicate standard errors of the
mean.3.72, p < .01. Post hoc analyses (Tukey’s HSD, p < .05) of the interac-
tion revealed thatd0 for the low/high-pass conditionwashigher than
the d0s for either the low- or high-pass conditions in the 100-ms
duration condition.
We also conducted a 2 (frequency condition)  (exposure dura-
tion) repeated measures ANOVA to examine the critical compari-
son between low/high-pass d0 and the probability summation d0.
We found a signiﬁcant main effect of duration, F(3, 78) = 21.17,
p < .001, and a signiﬁcant interaction between frequency and dura-
tion conditions, F(3, 78) = 5.65, p < .01. Post hoc analysis (Tukey’s
HSD, p < .05) showed that low/high-pass d0 exceeded the d0 derived
for the probability summation model in the 100-ms duration con-
dition, but not in the 50-ms, 67-ms and 83-ms duration conditions
(ps > .50).
In this experiment, the performance of low/high-pass condition
was clearly superior to that predicted by the probability summa-
tion model only for the exposure duration of 100 ms. This ﬁnding
suggests that the integration of low and high frequency informa-
tion began later than 83 ms from the image onset and the duration
of 100 ms was enough to facilitate categorization of images. Exper-
iment 2 revealed that, at least in the case of vehicle/non-vehicle
categorization, the exposure duration of 100 ms is a critical period
for the integration of low- and high-pass information.6. General discussion
Although it has been suggested that we can categorize natural
scenes rapidly by integrating information from a wide range of
spatial frequencies into a uniﬁed image (Bar et al., 2006; Oliva &
Schyns, 1997; Schyns & Oliva, 1994), the time course of integration
of low- and high-spatial frequency information remains unclear. To
investigate this issue, we examined categorization accuracies for
four different spatial frequency images using a task in which par-
ticipants were asked whether or not a test image included vehi-
cle(s). We compared the categorization accuracy of low/high-pass
images, created by averaging low- and high-pass images of an
identical scene, with the expected accuracy from the probability
summation model, computed from the performance in separate
low- and high-pass conditions. The results of Experiments 1 and
2 demonstrated that categorization accuracy of the low/high-pass
images was higher than the accuracy predicted by the probability
summation model when test images were presented for 100 ms
but not when they were presented for 83 ms or less. Such ﬁndings
suggest that the integration of frequency-based information for the
rapid categorization of a natural scene is likely to begin later than
83 ms and earlier than 100 ms after the image onset.
The results of Experiment 1 shows that low-pass d0 was signif-
icantly higher than high-pass d0, suggesting that coarse informa-
tion is processed faster than ﬁne information. However, this does
not guarantee that all types of scenes would be processed in a
coarse-to-ﬁne manner. We do not make the general claim that this
coarse-to-ﬁne processing dominates natural scene perception. In
fact, it is quite possible that the coarse-to-ﬁne order is reversed if
the discrimination of target category requires higher frequency
information, although this issue is beyond the scope of the present
study.
The time course of perceptual integration observed in the pres-
ent study is consistent with that of semantic integration reported
in previous studies. Davenport and colleagues (2007; Davenport
& Potter, 2004) have demonstrated that identiﬁcation of an object
embedded in a natural scene was facilitated by a congruent scene
context. Thus, an 80 ms stimulus (e.g., a Priest in the foreground) is
more readily identiﬁed when the background was semantically
congruent (e.g., a church) than when it was not congruent (e.g.,
football ﬁeld). That is, it can be assumed that object identiﬁcation
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higher and lower frequency information (Bar, 2004; Hegdé, 2008;
Morrison & Schyns, 2001), the facilitation of object identiﬁcation
by context congruency should involve integration of information
from a broad frequency range. ERP studies also suggested that
the categorization of the scene elicited an ERP component with a
latency of 150 ms (Fabre-Thorpe et al., 2001; Johnson & Olshausen,
2003; Thorpe et al., 1996). These results are in accordance with the
idea that frequency-based information is integrated about 100 ms
after the image onset, as the current research suggests.
Bar (2004) has proposed a model of the frequency-based infor-
mation processing to explain the contextual facilitation of object
identiﬁcation (see also Bar, 2003; Bar et al., 2006). According to this
model, low frequency information is conveyed from the primary
visual areas to the inferior temporal cortex via the prefrontal cor-
tex mainly through a faster magnocellular pathway, whereas high
frequency information reaches the inferior temporal cortex by a
slower parvocellular pathway. At the inferior temporal cortex, an
object is identiﬁed using both low and high frequency information.
It is interesting to note that global information reaches the inferior
temporal cortex 50 ms after stimulus onset, followed by ﬁne infor-
mation 50 ms later (i.e., approximately 100-ms after the onset of
stimuli), as suggested by macaque single cell recordings (Sugase,
Yamane, Ueno, & Kawano, 1999). Given that the global and ﬁne
information are based on lower and higher frequency, respectively,
single neurons in the temporal cortex may contribute to the inte-
gration of multiple frequency information about 100 ms after the
onset of stimuli. In sum, the present results suggested that the
integration of information extracted from low- and high-pass spa-
tial frequencies occurred until about 100 ms after onset of natural
scene images.
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