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In this paper, three of the leading options for large scale CO2 capture are reviewed from a technical perspective. We consider
solvent-based chemisorption techniques, carbonate looping technology and the so-called oxy-fuel process. For each technology
option, we give an overview of the technology, listing advantages and disadvantages. Subsequently, a discussion of the level of
technological maturity is presented, and we conclude by identifying current gaps in knowledge and suggest areas with significant
scope for future work. We then investigate the suitability of using ionic liquids as novel, environmentally benign solvents
with which to capture CO2. In addition, we consider alternatives to simply sequestering CO2 - we present a discussion on the
possibility of recycling captured CO2 and exploiting it as a C1 building block for the sustainable manufacture of polymers, fine
chemicals and liquid fuels. Finally, we present a discussion of relevant systems engineering methodologies in carbon capture
system design.
1 Introduction
Concerns of anthropogenically forced climate change owing
to emissions of CO2 1 are now well accepted and have have
resulted in a number of initiatives to reduce CO2 emissions.
Worldwide, there are more than 8,000 large stationary CO2
sources whose cumulative emissions in 2005 were reported as
being 13,466 MtCO2/yr2. Coupled to a growing population
base with increasing demands for more energy intensive life-
styles, the scale of the problem is evident.
Owing to their energy density, proven resource base and
established infrastructure for exploitation and distribution, it
is well accepted that fossil fuels will continue to play an im-
portant role in both the generation of heat and power and in
heavy industrial manufacturing operations for the foreseeable
future3.
Carbon capture and storage (CCS) technologies are a prom-
ising route to achieving a meaningful reduction in CO2 emis-
sions in the near-term. Emission reduction targets such as 80-
90% of CO2 emissions from fixed-point sources are routinely
discussed in the context of targets achievable by CCS tech-
nologies. It is accepted that the challenges associated with
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the transport and storage of such large quantities of CO2 are
non-trivial, but are not insurmountable4. It therefore remains
to select methods of CO2 capture that are optimal not only
in terms of their capital and operating cost, but also in terms
of their environmental impact - there is little point expending
vast amounts of resources to solve one problem, while at the
same time creating another.
There are numerous technology options which are gener-
ally compatible with CCS activity, but of these, relatively
few have gained any measure of acceptance from an indus-
trial viewpoint. Three technology options that are generally
accepted as being suitable for commercial deployment in the
near to medium term are post-combustion CO2 capture using
amine solvents, oxy-fuel combustion and finally calcium loop-
ing technologies.
In amine-based CO2 capture, the CO2 rich gas stream is
contacted with an aqueous amine solution. The amine solvent
reacts reversibly with the CO2, forming water-soluble salts.
Given the reactive nature of the absorption, amine based
solvent processes are well-suited to capturing CO2 from di-
lute, low pressure streams. This makes this technology ap-
plicable to the majority of existing large, fixed-point sources
of CO2 and it is envisaged that it could be retrofitted with rel-
ative ease to the back end of an existing power station.
In oxy-fuel combustion processes, the fuel is combusted in
a mixture of nearly pure O2 (typically greater than 95% purity)
and CO2, recycled from the exhaust of the process. The main
attraction of this technology is that it produces a flue gas which
is predominantly CO2 and H2O. The H2O content is easily
removed by condensation, leaving a pure CO2 stream which
is suitable for compression, transport and storage.
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In the solid looping technology which is considered in this
paper, calcium oxide (CaO) and CO2 are reversibly reacted to
form calcium carbonate (CaCO3). This process is somewhat
analogous to conventional amine based absorption processes
in that the CO2 capture occurs in one vessel, known as the
carbonator, then the “loaded” sorbent material, the CaCO3, is
then passed to a second vessel, known as the calciner, where
the sorbent material is regenerated, producing a pure stream
of CO2. There are certain thermodynamic advantages to this
technology, which lead to a lower than average efficiency pen-
alty on a power station. The process also integrates very well
with cement manufacture.
The ultimate fate of the captured CO2 is also worth men-
tioning, at least briefly. In a later section of this paper, we
suggest that there is a possibility of using at least a fraction
of the captured CO2 as a raw material which can be used to
manufacture, among other valuable products, polymers and
liquid fuels. However, it is likely that the majority of cap-
tured CO2 will have to sequestered, most likely in depleted oil
and gas reservoirs, deep coal beds and deep saline aquifers4.
However, alternative approaches such as the carbonation of
minerals such as serpentine, Mg3Si2O5(OH)4, have also been
proposed. In these methods for storing CO2, 2 molecules of
HO2O are permanently displaced by 3 molecules of CO2 -
there are no concerns about leakage of CO2, unlike the geolo-
gical storage options. However, this storage option does not, at
present, appear to be feasible for the large scale sequestration
of CO2 as the minerals must first be finely ground to approx-
imately 5 mm and the carbonation reaction occurs in solution
at high pressures - typically between 10 and 15 MPa5. Fi-
nally, in the implementation of this option, two kg of mineral
are required per kg of CO2 to be sequestered, and six times
more stone than coal is required to be mined6. This obviously
brings into question the viability of this process.
In the remainder of this paper, we compare these three tech-
nology options for post-combustion CO2 capture and address
the advantages and disadvantages of each option. We discuss
in detail the complications associated with the design and se-
lection of materials for use in these processes. The paper con-
tinues with some thoughts on future directions for this area in
terms of process and material selection and design. We then
present some perspectives on the feasibility of recycling cap-
tured CO2 for use as an environmentally benign C1 building
block for chemical synthesis and also on the suitability of us-
ing ionic liquids for capturing CO2. Finally, we conclude with
a discussion of systems engineering methodologies and their
relevance in carbon capture system design.
2 Capture Technologies
2.1 Chemical Absorption Technologies
2.1.1 Technology Overview
By chemical absorption technologies, we refer to gas-liquid
contacting and separating equipment wherein gas and liquid
streams flow in a counter-current fashion in a vertical column,
where sufficient mixing and contacting are ensured by the in-
clusion of horizontal trays or packing material (random or
structured), inside the column. In the typical operation of
these processes, the “lean” solvent stream is introduced to
the top of the absorption column, and flows vertically down
the column over the packing material, absorbing its preferred
component from the gas phase. The term “lean” refers to the
fact that the solvent stream introduced at the top of the column
contains little or none of the component that is to be absorbed.
In the context of CO2 capture, this means that the mole frac-
tion of CO2 in the liquid phase is small. The optimal value of
lean loading of the inlet solvent stream (defined as the number
of moles of CO2 per mole of amine) is a complex optimisa-
tion problem which should be solved by a full process optim-
isation. However, it is generally considered to lie around 0.1 -
0.15 moles of CO2 per mole of amine. Once the solvent stream
reaches the bottom of the column, it is now termed “rich”, and
it is directed to a solvent regeneration process, consisting of
a further gas-liquid contacting column with a reboiler at the
bottom and a condenser at the top. The purpose of the reboiler
is to heat the incoming liquid stream to a suitable temperat-
ure in order to both break the chemical bonds formed in the
absorption column and to provide a vapour stream to act as a
stripping fluid. The purpose of the overhead condenser is both
to provide a reflux liquid stream to the column and to ensure
that the top-product stream is as pure as possible. It is this
solvent regeneration process which comprises the bulk of the
energy penalty associated with chemisorption-based CCS pro-
cesses. For reference, a simplified flow diagram of this process
is illustrated graphically in figure 1. The optimality criteria of
such chemisorption processes are the minimisation of: (a) the
amount of CO2 emitted, (b) the equipment size and (c) fugit-
ive emissions of volatile organic compounds (VOC). Finally,
this must be done for the lowest possible operating cost, typic-
ally set mainly by the energy penalty associated with solvent
regeneration.
In CCS applications, it is highly probable that a structured
packing will be preferred as they are currently commercially
available and are specifically designed to have both a large
specific surface area (available surface area per unit volume)
and a low pressure drop. Both of these facts conspire to reduce
the amount of packing required and thus minimises the size of
the equipment7.
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Fig. 1 Schematic of chemical absorption process for amine based
CO2 capture.
2.1.2 Pros and Cons
This technology option has the inherent advantage that it is
an “end-of-pipe” technology, similar to those already in place
for the mitigation of SO2 emissions. Moreover, its addition
to power plants, either as a retrofit or as new build, will not
unduly affect the flexibility of operation demanded of these
facilities8. However, as with all of the proposed capture tech-
nologies, chemisorption processes have the distinct disadvant-
age of their cost - both the capital expenditure (CAPEX) and
operational expenditure (OPEX) associated with their deploy-
ment and operation is considerable. In the case of chemical
absorption processes, it is anticipated that the deployment of
this technology will result in a reduction of the thermal ef-
ficiency of a modern power plant from approximately 45%
to approximately 35%9. This efficiency penalty accounts for
the cost of solvent regeneration, CO2 compression and trans-
port as well as the ancillary costs associated with transport-
ing flue gases and solvents. Moreover, owing to the low CO2
partial pressure in the inlet flue gas, relatively high solvent
flowrates are required to achieve a high rate of CO2 capture.
Some the amine based processes have been commercialised
on a large scale, namely the Kerr-McGee/ABB Lummus Crest
Process10, Fluor Daniel’s ECONAMINE process11,12 and the
Mitsubishi KS-1 process licensed by Kansai Electric Power
and Mitsubishi Heavy Industries13. However these processes
are, according to the work of Bailey et al.14, expected to con-
sume between 0.35 and 2.0 kg of solvent per tonne of CO2
captured14. This obviously leads to significant costs associ-
ated with solvent make-up costs. Finally, given the relatively
low degradation temperatures of most amines, the solvent re-
generation processes takes place at approximately 120oC and
0.2 MPa, meaning that the CO2 stream is produced at a low
pressure, relative to that required for transport and storage,
leading to considerable costs associated with the compression
of the CO2 stream.
2.1.3 Technology Perspectives
Chemical absorption is a well-known technology, which has
been widely deployed on an extremely large scale across sev-
eral industries15–17. It is therefore considered unlikely that any
major innovation will occur in the design of either the process
or the column internals, i.e., the packing, and any improve-
ment here will be incremental at best7. Therefore, we contend
that any major scope for reducing the costs associated with
these processes lies in the selection and design of new, ad-
vanced sorbent materials as it is the solvent which determines
the thermodynamic and kinetic limits of the process. It is also
the solvent chemistry that determines the type and seriousness
of any deleterious environmental and public health impacts
associated with fugitive emissions of organic solvents, or their
associated degradation or corrosion products18,19. Therefore,
the selection of appropriate solvents for use in these processes
is a far from simple task.
In terms of solvent selection, amines have traditionally been
the solvents of choice, with a primary alkanolamine, monoeth-
anolamine (MEA) typically considered to be the benchmark
solvent with which alternative solvents must be compared15.
Other compounds which are often considered are sterically
hindered compounds such as 2-amino-2-methyl-1-propanol
(AMP), secondary amines such as diethanolamine (DEA) and
tertiary amines such as methyldiethanolamine (MDEA).
2.1.4 Amine Chemistry
The reactive nature of the aqueous solutions of amines with
CO2 system is well known, and there is a large body of exper-
imental and theoretical work in place detailing the mechanism
and rates of these reactions (see for example20− 25 and refer-
ences therein for details). In addition to the ionic speciation
equilibria owing to the disassociation of CO2 and the amines
in aqueous solution, the principal reaction of interest between
CO2 and a primary and secondary amine (in aqueous media)
is the formation of a carbamate, which is typically considered
to occur via the formation of a zwitterion, and subsequent
base catalysed deprotonation of the zwitterion. In combina-
tion these two reactions can be represented as23,24
CO2+2R1R2NH® [R1R2NCO−2 +R1R2NH+2 ] (1)
The other important reactions that contribute to the overall re-
action rate are the reversion of carbamate to bicarbonate via a
hydrolysis reaction (equation (2)), the formation of bicarbon-
ate (equation (3)):
R1R2NCO−2 +H2O® R1R2NH+HCO−3 , (2)
CO2+R1R2NH+H2O® HCO−3 +R1R2NH+2 , (3)
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In the case of non-sterically hindered compounds, the rever-
sion of carbamate to bicarbonate by reaction (2) is considered
to be more important only at higher concentrations of CO2 in
the liquid phase. In the case of sterically hindered compounds,
such as AMP, reaction (2) is particularly important as the pres-
ence of the methyl group significantly reduces the stability of
the carbamate bond, resulting in the preferred formation of the
bicarbonate, leading to the particularly high loading capacity
(mole CO2/mole amine) of this solvent26.
The mechanisms involved in the absorption of CO2 by
aqueous solutions of tertiary amines, such as MDEA, are
somewhat different to those of primary and secondary amines
in that they do not react directly with CO2, rather they act as a
base, catalysing the hydration of CO2 27. Thus the reaction of
interest in aqueous solutions of tertiary amines is:
CO2+H2O+R1R2R3N® R1R2R3NH++HCO−3 (4)
2.1.5 Degradation Chemistry
One aspect of the chemistry of these processes in which there
is still a significant amount of uncertainty is that of degrada-
tion products. It is well known that amines are susceptible to
degradation in the presence of O2 and CO2 as well as thermal
degradation28–30.
Oxidative degradation has been extensively investigated
in the literature, particularly for MEA31,32, DEA28 and
MDEA33. Here, the main degradation products are volatile
compounds, amines, aldehydes and also carboxylic acids.
Most, if not all, amines are irreversibly degraded by CO2
and SOx - both of which are likely to be present in the
flue gases which are to be treated, and the concentration
of these compounds and the temperature of operation are
considered to be particularly important variables in the de-
gree of degradation34. It is known that secondary amines
are more stable than primary amines, however the reaction
paths are not well understood and there may be subtle ef-
fects of the amine structures on the stability of the degrada-
tion products15. For example, in an MEA system, the reaction
with CO2 generally results in the reversible formation of a car-
bamate, however, a small fraction may react further to form
degradation products such as 2-oxazolidone which then reacts
again withMEA to form N-(2-hydroxyethyl)-ethylenediamine
(HEED) via intermediates of N,N’-di(hydroxyethyl)urea and
1-(2-hydroxyethyl)-2-imidazolidone15,35. These reactions are
quite well known, as reactions of MEA with CO2 and O2 have
been well studied over the past decades, but with industrial
flue gases, the process becomes much more complicated ow-
ing to the presence of a mixture of CO2, O2, CO, SOx, NOx
and fly ash. Thus degradation processes under industrial con-
ditions remain poorly understood36.
Various studies have, however, shown that there is a simil-
arity in the degradation mechanisms and products in primary,
secondary and tertiary amines29,30,37. Typically, the main pri-
oducts are amines, oxazolidinones and imidazolidinones38.
Thermal degradation has also been studied in some detail, for
at least some amines30. It was found that the main thermal de-
gradation products in the presence of O2 were amines, amino-
acid derivatives and carboxylic acids39,40.
2.1.6 Environmental concerns
Relatively little is known about the expected emission pro-
files of the various solvents that may be used for CO2 cap-
ture. In the case of MEA-based CO2 capture processes,
a recent IEA report indicated that for every tonne of CO2
captured, 0.0032 tonnes of MEA will be emitted to atmo-
sphere41. Given that a typical 2.4GW generator burning pul-
verised black coal produces approx. 30-50 tonnes CO2/min42,
the potential for solvent losses to atmosphere becomes obvi-
ous. The current lack of information concerning the details
of the chemistry associated with the degradation products that
are associated with the amine processes is a cause for some
concern, as preliminary results indicate that many of the de-
gradation products will be harmful to both human health and
the environment42–44. Aside from questions about the degrad-
ation chemistry, other important questions that have yet to be
answered involve the atmospheric fate of emissions of amines
and degradation products, i.e., are they deposited close to the
emission source, what is the effect of atmospheric chemistry
on these compounds, how can we determine emission legis-
lation for these compounds and so forth. What is known is
that most of the molecules considered for use in CO2 capture
applications are strongly polar, and are therefore highly wa-
ter soluble. Thus, it is possible to envisage a scenario where
fugitive amine emissions mix with rain water, and quickly be-
come part of the water cycle and biosphere. Furthermore, it is
known that some amine degradation products include amides
and aldehydes as well as nitrosamines, which are potent car-
cinogens43. It is conceivable that the packing material used in
contacting equipment will play a role in this chemistry, e.g.,
carbon steel packing, has the potential to form metal salts44,45.
At this point it is possible to make the observation that of the
thermophysical properties often considered in solvent selec-
tion for CO2 capture, the volatility of the amines is very im-
portant, and should be given significant weight in any solvent
design work in this area.
2.1.7 Solvent Blends
Amine-based processes for CO2 capture are a very mature
technology, with the first patent for the use of alkanolamines
as absorbents for acidic gases being granted in 193046. Con-
sequently, it is a very well understood class of technologies,
and is considered to be economically feasible under certain
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conditions1. As mentioned previously, it is considered that
the main scope for improvement to amine-based CO2 capture
lies in the design of improved solvent molecules and blends of
existing solvents. In this context, blends of existing amines
are considered to be the most realistic option, since, given
the number of amine compounds currently available, the per-
ceived likelihood of the discovery of a new molecule whose
properties surpass those of existing compounds is slim. The
reason that blends of amines are considered to be an attract-
ive option in developing new sorbent materials is, for ex-
ample, that it is possible to exploit the high absorption rates
of primary and secondary amines as well as the high capacity
of tertiary amines47.
Sterically hindered compounds are considered to be espe-
cially interesting owing to their proclivity for forming weak
carbamate salts, thus leading to both higher carrying capa-
cities for CO2 in terms of the number of moles of CO2 ab-
sorbed per mole of amine and the fact that they also have a
lower enthalpy of regeneration in terms of the amount of en-
ergy required per unit mass of CO2 regenerated48,49. How-
ever, it has been observed50 that lower absorption enthal-
pies must lead to the generation of CO2 at a lower pressure
in the desorber and higher pumping and compression costs.
Such considerations underline the importance of, as far as pos-
sible, simultaneously optimising the whole CO2 capture pro-
cess, rather than optimising parts on a piecewise basis. Typic-
ally, when sterically hindered compounds are considered, it is
AMP which is investigated, and there has been considerable
effort in developing predictive thermodynamic and process
models describing the behaviour of AMP-based CO2 capture
processes51–55. This preference for AMP over other hindered
amines may be owing to it being a readily available monoam-
ine, which makes its analysis easier since there is only one
reactive amino group to consider and also that AMP is the
hindered form of MEA as it is obtained by the substitution of
two methyl groups for the two hydrogen atoms attached to the
carbon atom in position α to the amino group in MEA. MEA
is an extremely well studied compound, and detailed data for
this compound are available. Consequently, a direct compar-
ison with AMP is possible, with any differences in behaviour
easily attributed to the effects of steric hinderance56. Re-
cently, however, other sterically hindered compounds such as
2-amino-2-methyl-1,3-propandiol (AMPD), 2-amino-2-ethyl-
1,3-propandiol (AEPD) or tri(dydroxymethyl)aminomethane
(THAM) have been studied, with blends of amines with
THAM showing better performance in terms of volatility and
energetics than AMP blends57, indicating that THAM blends
should be considered as potential alternative solvents with
which to capture CO2. Sterically hindered solvents have also
been developed on an industrial scale, with MHI and Kan-
sai electric having developed a proprietary hindered amine
solvent known as KS-113,58,59. This solvent is reported as
being less susceptible to degradation and corrosion problems
than a comparable MEA solvent, but it currently considerably
more expensive than MEA60.
Ammonia has also received significant attention as an
alternative solvent, owing to the favorable loading (mole
CO2/mole NH3) and energetics of an ammonia-based pro-
cess61–64. Ammonia can capture all the major acid gases (SO,
NOx, CO2) which may exist in the flue gas of coal combus-
tors. Since SOx and NOx emissions must comply with given
limits, a single process to capture all acidic gases may re-
duce the total cost and complexity of any emission control
systems61,62. Moreover, ammonia is not expected to suffer
from solvent-degradation problems (caused by SO2 and O2 as
well as CO2), is not expected to cause equipment-corrosion is-
sues and could potentially reduce the energy requirements for
CO2 capture64. The underlying chemistry behind the resist-
ance of NH3 to degradation is unclear - this point is typically
asserted without any further explanation or clarification. One
can speculate that this is because of the inherent simplicity of
the NH3 molecule, as alkanolamine sensitivity to O2 is often
attributed to the oxidation of the hydroxyl functional group to
an acid65, but additional clarification of this point is necessary.
Large companies, such as Alstom66,67are pursuing the com-
mercialisation of NH3 based CCS processes via the so-called
“chilled ammonia process”, which is operated at temperatures
between 273 - 283 K. This process results in the formation of
ammonium bicarbonate, which has the benefit that the regen-
eration operations can take place at a pressure of approxim-
ately 3 MPa, resulting in significant savings in the energy pen-
alty associated with CO2 compression60, as discussed briefly
above. This process is undergoing pilot plant scale trials at
We Energies’ Pleasant Prairie power plant as well as AEP’s
Mountaineer Plant in New Haven68.
Often, when blends of solvents are considered, mixtures
of MEA with other alkanolamines are examined27,69–72. The
addition of AMP to an MEA solution almost invariably res-
ults in superior performance of the blend over that of MEA
alone73–76. One potential drawback is that, owing to concerns
of solvent degradation and associated equipment corrosion,
an upper limit of amine concentration of 30wt% is applied76.
Presumably, with the substitution of a degradation-prone com-
pound, like MEA, with one less prone to degradation, such as
NH3, should allow higher amine concentrations. Some pre-
liminary work on this particular blend77 has shown that not
only do a blends of AMP and NH3 at least equal if not surpass
MEA solutions in terms of absorption capacity78 but also in
terms of reaction rate77.
Other additives to solvent blends that are sometimes con-
sidered are hydroxyl-containing compounds, such as alkan-
ols. There is some evidence to suggest that the addition of
short-chain alkanols to amine-water blends increases the sol-
ubility of CO2 in the liquid phase79. This is an interesting
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step towards the development of solvents based on physical
interactions for the capture of CO2. Physical solvents, such as
methanol, have been used for the removal of CO2 from natural
gas streams80. This technology is not directly transferable to
the problem of CO2 capture from the flue gases of coal fired
power plants, owing to the low CO2 concentration and pres-
sure of the gas stream. However, the inclusion of hydroxyl
groups in a solvent blend might serve to increase the solubility
of CO2 in the liquid phase, while serving to reduce the energy
required to regenerate to solvent. However, the addition of ex-
tra functional groups to solvents raises concerns regarding the
tendency of the solvent to degrade.
2.1.8 Gaps in knowledge and future perspectives
Post-combustion CO2 capture is a very mature technology,
with several pilot and demonstration plants currently in op-
eration across the world. Several companies such as Alstom,
Dow, PGE, E.ON, RWE npower, StatoillHydro, Total and oth-
ers are actively engaged in this research and the deployment of
this technology81. The principal barriers associated with the
deployment of this option, apart from the obvious economic
issues, are associated with the scale up of this technology. The
inherent limitations of currently available absorption techno-
logies when applied to post-combustion capture systems are
well known and their impact on system cost can be estimated
relatively accurately for a given application2,82–84.
There are extensive development efforts associated with the
development of novel solvents, such as the CESAR project85
whose principle aims are towards a breakthrough in the devel-
opment of low-cost post-combustion CO2 capture technology.
It is expected that the results of this project and others will
result in post-combustion CO2 capture technologies being the
CO2 emission mitigation technology of choice, at least during
initial stages of the large-scale deployment CCS technology.
2.2 Carbonate looping technology
CO2 capture using high-temperature solid sorbents has re-
cently attracted a great deal research attention. A particularly
promising solid sorbent candidate is calcium oxide (CaO),
which can be derived from natural limestone. The process,
commonly referred to as carbonate or calcium looping, ex-
ploits the reversible gas-solid reaction between calcium oxide
(CaO) and CO2 to form calcium carbonate (CaCO3), accord-
ing to equation (5).
CaO(s) +CO2(g)® CaCO3(s) (5)
The simplified process flow diagram, as applied to post-
combustion capture, is shown in figure 2. In one vessel, the
carbonator, the carbonation reaction between CO2 and solid
CaO separates CO2 from a gas mixture, e.g., coal-combustion
flue gas, resulting in the capture of CO2 via the formation of
solid CaCO3. The CaCO3 is then transferred to a second reac-
tion vessel, known as the calciner, where it is heated to reverse
the reaction, releasing the CO2, and regenerating the CaO-
sorbent which is recycled back into the carbonation vessel.
A circulating fluidised bed reactor, which is a mature tech-
nology at the large-scale, is considered most suitable for the
carbonation and calcination vessels owing to very good gas-
solid contacting and temperature uniformity across the reactor
bed.
Fig. 2 Post-combustion carbonate looping reproduced from Blamey
et al. 86
Carbonation is an exothermic reaction and is typically car-
ried out at about 650 oC, owing to the inherent trade-off
between the equilibrium driving force for CO2 capture and
the reaction kinetics. The carbonation reaction is character-
ised by a fast chemical-reaction-controlled reaction phase that
abruptly transitions to a slow diffusion-controlled phase. The
transition from rapid to slow phases is associated with the ac-
cumulation of a CaCO3 product layer with coverage sufficient
to significantly impede further conversion (the rate determin-
ing step in the reaction ceases to be the surface kinetics of the
reaction and becomes instead the diffusion of CO2 through the
solid CaCO3 product). As a result, the conversion of CaO to
CaCO3 is usually limited to about 70% in the first carbona-
tion cycle for carbonation of around 10 minutes duration. Fur-
thermore, the extent of conversion recedes throughout long-
term carbonate looping, e.g. to <10% after 30 cycles86. This
diminished capacity to capture CO2 is discussed in detail in
§2.2.1.
By contrast, the endothermic calcination reaction proceeds
rapidly to completion in a single step under a range of condi-
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tions above about 750oC. However, if the objective is to pro-
duce a pure stream of CO2, then thermodynamic limitations
dictate that under a high CO2 partial pressure (<90 vol%) cal-
cination must be conducted at 900-950 oC. To achieve this
relatively high temperature, it is generally accepted that addi-
tional fuel must be combusted in the calcination vessel in pure
O2, requiring an air separation unit (figure 2)87, though this
is around a third the size of that which would be required for
an oxyfuel-fired power station. Critically, the energy penalty
associated with the air separation is partially offset by the re-
cuperation of heat in the form of the hot CaO and CO2 streams,
and heat produced from the exothermic carbonation reaction,
which can used to generate additional steam, owing to the high
temperature (650 oC) at which the heat is released. On this
basis, the efficiency penalty associated with CO2 capture from
a power station using carbonate looping is extremely compet-
itive; this is discussed in detail in §2.2.3.
In addition to the potential to minimise the energy re-
quirements for CO2 capture, other advantages of carbonate
looping technology include: the unique prospects for syner-
gies with heavy-emitting industry, e.g.: cement manufacturing
(discussed in §2.2.3); use of mature large-scale CFBs, which
reduces scale-up risk; and the relatively cheap sorbent derived
from natural limestone. Furthermore, whilst carbonate loop-
ing has been introduced in the context of post-combustion cap-
ture, the technology also underpins a family of advanced en-
ergy systems under development for the production of electri-
city and/or hydrogen. These include: pre-combustion capture
via coal and/or biomass gasification; selective production of
hydrogen from hydrocarbons, commonly referred to as sorb-
ent enhanced reforming (SER)88; and energy storage89. SER
is also an essential feature of the Zero Emission Carbon (ZEC)
concept, which represents a step-change in power generation
efficiency predicted to be about 70%, including the isolation
of a near pure stream of CO2 90.
Post-combustion carbonate looping is the most developed
application and has been identified by The Technology
Task Force of the European Technology Platform for Zero-
Emission Power Plants as one of the highest priorities for fu-
ture R&D. H2 production and energy storage represent more
advanced applications, characterised by greater potential for
the future, but also greater technical risks91. The discussion
below relating to performance and cost-efficiency estimates
is focussed on the post-combustion application of carbonate
looping, which is rapidly being evolved from the pilot- to
demonstration-scale.
At present, post-combustion carbonate looping is being
tested in a 75 kW pilot plant at Canmet Energy (Ottawa,
Canada)92, and pilot-test facilities at about the same scale
are also located at the Instituto Nacional del Carbn (INCAR,
Spain)93, Cranfield University (UK)94 and the University of
Stuttgart (Germany)95,96. However, the Spanish utility, En-
desa, and mining company, Hunosa, are constructing a 2 MW
test facility for an EU funded project known as CaOling97 and
a 1 MW test facility, funded by the German government as
well as industry funders, is under development at TU Darm-
stadt, Germany98. In addition, a number of patents99 are also
held related to carbonate looping technologies, and Ohio State
University is reportedly demonstrating these processes at in-
dustrial scale, although details about the projects are not read-
ily available. Significantly, Cemex which is the worlds third
largest cement manufacturer have a pilot plant in Monterray,
Mexico100. As previously discussed, there is a unique synergy
between cement manufacture and carbonate looping because
the exhausted sorbent (CaO) can be used instead of fresh lime-
stone as a feedstock for cement manufacture, thus reducing the
direct CO2 emissions of the entire cement manufacturing pro-
cess by about 50%. It is important to note that cement manu-
facture is responsible for 7% of global industrial CO2 produc-
tion, and that this sector is otherwise extremely expensive to
decarbonise (McKinsey cost curve101).
2.2.1 Research Challenges
As previously mentioned, sorbent derived from natural lime-
stone loses its capacity to capture CO2 after multiple CO2
capture-and-release cycles, and large amounts of fresh lime-
stone are required to maintain an acceptable CO2 capture effi-
ciency. However, because of the low cost of the sorbent, this
does not represent a critical flaw for post-combustion carbon-
ate looping, and the economics are particularly favourable if
the exhausted sorbent is used as a feedstock for cement man-
ufacturing. The main factors influencing this drop-off in ca-
pacity are: sintering, attrition, and chemical deactivation to
the competing chemical reaction with sulphur dioxide (SO2) -
these are discussed in turn below.
Sintering refers to changes in the pore shape and size distri-
bution, and grain growth, which tends towards a reduction in
the total pore volume and reactive surface area. This process
occurs during heating of particles, and the severity is increased
at high temperatures, long exposure to high temperature, as
well by the presence of steam, CO2 and impurities102. On
this basis, CaO sorbent particles are most vulnerable to the
effects of sintering during calcination; and owing to the dif-
ferent conditions used in long term cycling experiments (i.e.,
temperature, CO2 and H2O partial pressures), and the range
of impurities in natural limestones, sintering behaviour should
be evaluated on a case-by-case basis.
Carbonate looping involves handling a large quantity of
solids in a highly abrasive environment which inevitably leads
to attrition and the formation of fines susceptible to elutri-
ation by the fluidising gas. Whilst there has been considerable
work on attrition of CaO-based sorbents in the context of sul-
phur capture, there has been limited work relevant to carbon-
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ate looping103. In the case of CaO-based sorbents for sulphur
capture, they are exposed to a single calcination phase known
to make them more vulnerable to attrition; by contrast the
sulphation reaction is reported to strengthen the sorbent104.
To some extent attrition is thought to increase SO2 capture
capacity by exposing fresh material which may be inaccess-
ible to SO2 owing to the formation of a non-porous product
layer causing pure blockage and plugging105,106. There is less
known about the attrition of limestone particles in the con-
text of continuous carbonate looping. It has been reported
that limestone exhibits a high attrition rate during the first cal-
cination, with a reduction in the rate of attrition during cyc-
ling based on bench- and small pilot-scale experiments107,108.
However, continued attrition during long-term looping may be
a significant problem upon scale-up owing to the large volume
of material and the quantity of fresh material used. In addi-
tion, the wide-ranging vulnerability of natural limestones to
attrition suggests that they must be individually evaluated. A
recent study has shown that particle size reduction owing to
particle densification should also be considered when meas-
uring the extent of attrition during long-term cycling, which
is generally quantified based on changes in the particle size
distribution109.
Competing chemical reactions between CaO and fuel-
bound impurities, most significantly sulphur, also affects the
long-term CO2 capture capacity of CaO-sorbents. In the case
of coal, where sulphur may be present at concentrations up to
about 8 wt%110, CaSO4 may form by indirect (equation (6)) or
direct sulphation (equation (7)) under the oxidising conditions
in the carbonator and calciner (relevant to post-combustion
carbonate looping). Whilst regeneration of CaSO4 to CaO can
be achieved, the temperature required is prohibitively high;
and thus, sulphation represents an irreversible loss of sorbent
which must be replenished. Despite this adverse effect of sul-
phur on CO2 capture performance, it has been suggested that
the reaction could improve the economics of carbonate loop-
ing by eliminating the need for a separate flue gas desulphur-
isation unit, particularly if the exhausted (sintered) CaO-based








O2(g) =CaSO4(s) +CO2(g) (7)
2.2.2 Modified CaO-based sorbents
Strategies for improving the reactivity of CaO for long-term
carbonate looping, include: (i) sorbent hydration111,112 (ii)
doping with foreign ions113, (iii) thermal pretreatments114 (iv)
the use of nanomaterials115; (v) the use of inert porous sup-
ports116–118 and (vi) pelletisation117. The essential aim of all
of these strategies is to limit the degradation of sorbent mor-
phology associated with sintering and the cyclic carbonation-
calcination reaction; and to obtain stronger sorbent particles
resistant to attrition. Critically, all modified sorbents for car-
bonate looping are subject to a major economic constraint, be-
cause they must compete with cheap and abundant limestones.
Furthermore, irreversible loss of reactive CaO caused by the
presence of sulphur means some amount of fresh sorbent in-
put may be unavoidable; hence the quality of the fuel used in
the main combustor or calciner may prohibit the use of costly
artificial materials.
The USDOE have recently presented a supported amine
sorbent119. The production of this sorbent involves a large
number of chemical and physical processes. It has a maximum
theoretical capacity for CO2 of 0.132 g CO2 per g of sorbent,
however this number reduces to 1.01 g CO2 per g of sorbent
under typical process conditions. A detailed discussion of this
area is presented in the work of Blamey et al.6.
Overall, sorbent modification strategies have been success-
ful in reducing the rate of decay from sintering and attrition;
however, as far as we are aware, no sorbent modification has
resulted in complete elimination of the problems. Whilst sorb-
ent hydration has been demonstrated as a successful strategy
to regenerate exhausted sorbent particles, mechanical stresses
associated with the formation of Ca(OH)2, which has a higher
molar volume than CaCO3, makes sorbent particles more sus-
ceptible to attrition86. There is clear scope for the develop-
ment of inexpensive sorbent modifications in order to improve
the efficiency and minimise the cost of carbonate looping tech-
nology.
2.2.3 Performance and cost-efficiency estimates
As previously mentioned, the performance and cost-efficiency
estimates discussed in this section relate to post-combustion
carbonate looping, which is being rapidly evolved from the
pilot- to demonstration-scale and is the most mature applica-
tion of carbonate looping technology. Considerable reductions
in the efficiency penalty are estimated for post-combustion
carbonate looping. Previous researchers98,120 have calcu-
lated a 3% efficiency penalty drop (plus an additional 3%
for CO2 compression), which is consistent with the estim-
ates published by Abanades et al. 121 of 6-8% (including com-
pression). These efficiency estimates are extremely competit-
ive compared to the 10-12% drop in efficiency estimated for
MEA-scrubbing122. It is important to note that these estim-
ates include the decay in CO2 capture capacity of the sorbents
through multiple CO2 capture-and-release cycles.
Improvements in overall efficiency equate to lower fuel re-
quirements, less CO2 produced, the minimisation of the ad-
verse environmental impacts, and an associated reduction in
the cost of electricity (COE). There is less cost-efficiency
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data available in the literature for more advanced technolo-
gies such as post-combustion carbonate looping∗, compared
to MEA scrubbing or oxy-combustion, and greater uncer-
tainty in the cost estimates may be expected. That said,
three studies98,123,124 evaluate the cost-efficiency of post-
combustion carbonate looping, reporting CO2 avoidance costs
to be of the same order of magnitude as oxy-combustion, and
consistently lower than post-combustion capture with MEA.
Abanades et al. 123 estimate an increase in the COE for post-
combustion carbonate looping from 24-35%, including com-
pression but not storage. The significant cost advantage of
post-combustion carbonate looping compared to MEA scrub-
bing is because of the use of a cheap sorbent derived from
natural limestone, e.g. priced at 0.0015 USD/mole compared
to 0.544 USD/mole for MEA†. This is particularly significant
considering the degradation of the sorbent/solvent due to the
presence of impurities (e.g. sulphur) necessitating a signific-
ant input of fresh material. The sale of exhausted sorbent to
the cement industry has also been proposed as method to im-
prove the economics of carbonate looping technology121,125,
as well as reducing the CO2 emissions associated with cement
production by at least 50% associated with the calcination of
limestone.
2.3 Oxyfuel combustion technology
Oxyfuel combustion is the combustion of the fuel in a mixture
of CO2 (recycled from the reactor exit) and pure O2. A schem-
atic diagram of an oxyfuel-fired system is shown in figure 3.
Fig. 3 Schematic of Oxyfuel combustion plant
Oxyfuel combustion imposes no parasitic losses on the
steam cycle of the plant itself, since it is close to pure CO2
which leaves the boiler. However, there is a significant energy
penalty associated with the separation of air into its constitu-
ent parts, meaning that the efficiency penalty for an oxyfuel
∗This analysis assumed a circulating fluidised bed carbonater and an oxy-
combustion calciner coupled with an air separation unit (ASU) about 1/3 the
size of an oxycombustion power plant with an equivalent output.
† That is the amount of sorbent needed to capture 1 mole of CO2 based on the
price of raw materials in USD for year 2000
power station will be similar to that of a power station fitted
with amine scrubbing126, unless some form of novel produc-
tion method (discussed below) is used to produce the oxygen
2.3.1 Pollutant formation
NOx
Owing to the lack of N2 in the combustion atmosphere, less
NOx is formed during combustion (there is no possibility of
thermal NOx being formed)127, and potentially lower con-
version of fuel nitrogen to NOx. Similar findings have been
found during oxyfuel-fired combustion in a circulating fluid-
ised bed128. Test firing by Doosan Babcock129,130 conduc-
ted as part of the OxyCoal-UK phase 1 project, supported by
the Department for Business, Enterprise and Regulatory Re-
form (BERR) indicated that overall NOx emissions could be
reduced by approximately 50% (on the basis of the heat input).
SOx
Owing to the lower overall flowrate of the flue gas there is
a higher concentration of SO2 within it, but a lower overall
flowrate of SO2 produced. It is suspected that this is caused
by the greater concentration of SO2 driving the formation of
secondary products131 including retention of SO2 in the fly
ash130. Some have researched oxyfiring a fluidised bed. The
situation is more complicated when the formation of SO2 is
considered in this case. Some research in a circulating fluid-
ised bed128 has found reduced SO2 uptake when the bed is
oxyfired, as compared to firing with air, though the results
were variable depending upon the temperature, with better
SO2 uptake at higher temperatures during oxyfiring of pet-
roleum coke which the authors suggested was caused by a
change to direct sulphation as opposed to indirect sulphation.
However, they were unable to replicate this change when coal
was used as the fuel.
Hg
Mercury is a serious issue for any CCS system, owing to its
potential effects on the compression systems, which currently
have aluminium parts within them. Mercury causes pitting
corrosion on aluminium132, which has caused serious issues
for compression systems in the past133. The potentially higher
concentrations of SO3 in oxyfiring may lead to competition
for Cl between SO3 and Hg and reduce the efficiency of the
transformation of Hg into HgCl2. This is important because
HgCl2 is more easily removed than elemental Hg from flue
gas134.
Ash / Fouling
Studies of ash deposition have yielded mixed results, most
probably owing to the lack of suitable standard conditions for
fouling experiments; since there have been no full-scale tests
and no optimisation of a real power plant as yet, so different
groups will have different flame conditions. Some work indic-
ates that there is a relatively small effect of oxyfuel firing on
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fouling135, with a small increase in the amount of ash fouling
on tubes. Others have found in a 1MW test facility136 that
the deposits from oxyfiring were similar in size and compos-
ition to those from air firing on the same rig, though perhaps
more densely packed. However, in these tests, the temperat-
ure in the flame was lower in the oxyfired case than in the air
fired case. Only full-scale testing will allow optimisation of
the entire system, including the reduction of ash fouling, to
take place.
Corrosion
Test firing by Doosan Babcock137 has found that the high
CO2 and potentially high SO2 environment inherent for oxy-
fuel combustion can lead to enhanced corrosion in the tem-
perature range of 550 - 800oC. The average measured rates of
corrosion, relative to those measured at the same temperature
for a normal flue gas were 1.6, 1.4 and 2.2 for a gas contain-
ing high SO2 concentration, one with high CO2 concentration
and one with elevated concentrations of both. The impact was
found to be higher for lower grade materials.
2.3.2 Pollutant Removal
It is frequently assumed that gas treatment will be similar for
both CCS-enabled and standard air-fired CO2 capture. This
may not be the case for oxyfuel firing, since the cleaning will
take place on gas of a quite different composition. An inter-
esting development, recently trialled by Doosan Babcock in
collaboration with Imperial College138 indicates that simul-
taneous removal of SO2, NO and other gaseous pollutants (in-
cluding Hg) is possible during compression of the CO2, given
sufficient residence time and the presence of liquid H2O after
the compression stage. The authors discuss that since the re-




is rapid at high pressure and low temperature, it forms during
compression. The NO2 then reacts with SO2 and H2O (the
Lead Chamber process), reaction (9), to form H2SO4 and NO,
which will be converted to NO2 by reaction (8).
NO2+SO2+H2O® H2SO4+NO (9)
Finally, the reactions of NO2 and H2O will yield Nitric acid
2NO2+H2O® HNO2+HNO3 (10)
3HNO2® HNO3+2NO+H2O (11)
Preliminary experiments indicated that within a relatively
minor residence time (seconds to minutes) at high pressure
(14 barg), 98% of the SO2 and 90% of the NO (initial concen-
trations 900 and 520 ppm) could be removed.
2.3.3 Potential Problems and Solutions
One problem with oxyfuel technology which does not affect
post-combustion scrubbing to the same degree (particularly
for retrofit to an existing boiler) is the potential for ingress of
ambient air to reduce the concentration of CO2 at the outlet,
owing to the sub-atmospheric pressure operation of most boil-
ers. Two potential solutions are139 to reduce the pressure dif-
ferential between the ambient air and the boiler (though still to
maintain a mildly sub-atmospheric pressure) and to seal crit-
ical points for air leakage with a mantle of CO2.
The separation of air into N2 and O2 prior to the combustion
process is the key extra cost for oxyfuel combustion. Four
main technologies have been identified140 for this separation
step. These are:
1. Cryogenic air separation. The current industry standard.
High potential to reduce costs and energy penalty and
able to produce large quantities of O2 (current separation
trains for up to 5000 t/day are available)141.
2. Polymeric membranes and molecular sieves. These have
been assessed as having a medium likelihood of reducing
power consumption and cost, but are only suitable for
small volumes.
3. Oxygen production by chemical air separation141,142.
Here, a mixture of the nitrate and nitrite salts of elements
such as sodium or potassium are contacted with air, the
O2 from which reacts to convert NO−2 to NO
−
3 , which is
then transported to a desorber where the reaction is re-
versed. This process (Moltox) was investigated by Air
Products (supported by funding from the US DoE); it was
suggested that energy savings of 40% were possible in
comparison with cryogenic production of O2 141. How-
ever, further development and demonstration of the tech-
nology is necessary prior to deployment.
4. High Temperature Ceramic Membranes. Tested by Air
Products at pilot scale (5 t/day) since 2005 with DoE
funding. Potential problems with the technology include
the difficulty of achieving high quality seals at the ends
of the membranes. However, high temperature ceramic
membranes are one of the most promising technologies
for O2 separation, with the potential for deployment at
both large scale and at low cost.
Overall, in the near future, it is likely that O2 for oxyfuel
combustion at scale will be produced almost exclusively by
cryogenic air separation. It seems likely that high temperature




The technology is arguably the simplest method for CCS, is
retrofittable and has recently been trialled by Vattenfal at the
scale of 30 MWt143. Doosan Babcock have recently equipped
their 40 MW test burner facility in Renfrew, UK, for oxyfuel
firing144,145 (see figure 4).
Fig. 4 40 MW test burner facility at Doosan Babcock’s Renfrew
facility. Image copyright of Doosan Babcock Energy Limited
They have found that, when the volumetric flowrate through
the burner and the oxygen content of the primary gas is main-
tained at the same level as for air firing, with an overall stoi-
chometry of 1.2, the flame structure and shape were similar for
air firing and oxyfuel combustion (see figure 5). In addition,
a similar furnace exit gas temperature (FEGT) and heat flux
towards the exit is observed145. The Callide A power plant
in Australia is to be retrofitted with oxyfuel technology, with
CO2 transport via tanker146. The initial retrofit will see the
equivalent of 30 MWe converted to CO2 capture.
Fig. 5 Comparison of flame structure and shape for both air-fired
and oxyfuel fired processes. Image copyright of Doosan Babcock
Energy Limited
Air liquide have presented results for a novel burner with
no mixing of oxygen external to the burner147. They state
that this has advantages for flame stability, turndown ratio and
allows the use of difficult fuels. They furthermore claim that
this system has improved operating safety, owing to the use of
a dedicated oxygen circuit all the way along the distribution
system.
2.3.5 Modelling
Current challenges lie in transferring the large body of know-
ledge in CFD simulation of combustion in air so that it de-
scribes oxyfuel combustion. Challenges include148 the re-
quirement to include radiative effects in the modelling; this
is more important in oxyfuel combustion than in air, owing
to the ability of CO2 to absorb and emit infra-red radiation.
The interaction of radiation with turbulence is also important.
There is little validation of CFD in an oxyfuel environment,
though this is now changing. Hitachi have conducted CFD
modelling and plant design for retrofit of an existing modern
power station to oxyfuel firing149 and have concluded that it is
feasible, if expensive in terms of extra fuel utilisation, with net
electrical output reduced by more than 24%. Doosan Babcock
and Scottish and Southern energy have conducted CFD simu-
lation of their clean combustion test facility137, with support
from drop-tube furnace experiments conducted by the Uni-
versity of Nottingham. They found that there should be no
major difficulties associated with oxyfuel firing. They pre-
dicted137 a slightly narrower flame, with increased burnout
(owing to higher partial pressure of O2 and gasification reac-
tions). Minor changes were predicted in the heat distribution
within the furnace, with reduced heat absorption by the lower
furnace walls and enhanced radiative transfer of heat to the
superheater. Validation of the modelling against experimental
measurements is ongoing. With regards to efficiency penalty,
equilibrium flowsheeting modelling by Karakas et al. 150 in-
dicates an even higher reduction in net electrical efficiency for
a retrofit (from 41.5% to 28.8%) though with a smaller penalty
for a new build system.
3 Future Directions
3.1 The use of ionic liquids for CO2 capture
Ionic liquids (ILs) are commonly defined as liquids that are
composed entirely of ions and that melt below 100oC. During
the last decade ionic liquids have undergone a transformation
from interesting, but poorly understood materials to the sub-
jects of huge research activity. There has been an explosion
of both academic research and industrial application. There
are currently at least eight chemicals processing applications
in use in the chemicals industry151.
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Much of this interest is centred on the possible use of ionic
liquids as “green” alternatives to volatile organic solvents.
This claim rests on the fact that ionic liquids are non-volatile
under ambient conditions. Hence, the exposure risk to ionic li-
quids is much lower than it is for a volatile solvent, so remov-
ing one of the most important, and costly to control, vectors
for their absorption by the body. This is particularly import-
ant for workers in the chemical industry. The non-volatility
also leads most to ionic liquids being non-flammable at am-
bient, and considerably higher, temperatures. However, there
are many potential solvents in existence that meet these cri-
teria but have not been the subject such intense interest.
Ionic liquids have been proposed as “designer solvents” be-
cause the ability to independently manipulate the cation and
anion provides an easy means of customizing many solvent
properties. Solvent polarity, acid/base character, density, vis-
cosity and thermal stability can all be tuned to specific process
needs. Ionic liquids have also been proposed as alternative
media for CO2 capture. Much of this interest stems from sev-
eral interesting properties of ILs: a large liquid range, high
thermal stability, extremely low volatility, good solubility of
CO2 and the ability to manipulate solvent properties through
ion selection. The most commonly proposed use of ILs for
CO2 capture is in a pressure-swing configuration152 where
CO2 is preferentially absorbed from other gases. CO2 could
then be separately desorbed from the IL through a temperat-
ure increase or pressure decrease, with effectively zero solvent
loss, owing to the nearly zero volatility of ionic liquids. If the
CO2 is physically absorbed into the IL this desorption process
could be very efficient.
The thermal stability of ILs provides considerable potential
for CO2 capture applications - typical ionic liquids are stable
to over 300oC151. Combined with the extremely low volatility,
this provides an opportunity to regenerate the solvent at a very
wide range of temperatures and pressures, providing an excel-
lent opportunity for process optimisation that is not available
using traditional aqueous liquid capture media. Specifically,
the opportunity to regenerate at higher temperatures and pres-
sures without fear of solvent degradation could provide a sig-
nificant savings in the cost of CO2 compression. ILs are also
inert to oxidation, even at high temperature151. By reducing
or eliminating process losses through thermal degradation, ox-
idative or chemical destruction and vapour loss the amount of
solvent needed for the process may be greatly reduced. This
will help to offset one of the largest drawbacks to large-scale
use of ionic liquids - their relatively high cost when compared
to traditional molecular solvents.
3.1.1 Comparison of ionic liquids to molecular solvents
for CO2 capture
The power of ILs compared to traditional molecular solvents
comes from the “tunability” of the solvent properties. Cation
and anion choices can be made independently to maxim-
ise favourable properties. For CO2 capture, the most com-
mon manipulation is to include functionalised anions capable
of reversible chemical reaction with CO2 153. This will vastly
increase the overall CO2 solubility in the IL at the possible ex-
pense of easy desorption. However, as an added benefit, the
selectivity of CO2 compared to other gases can be significantly
increased. This provides an opportunity for a high degree of
control over the solubility of specific gases in a liquid medium.
Figure 6 shows some typical ionic liquid cations and an-
ions. Typical cation classes that have been explored for CO2
capture include (a) 1,3-dialkylimidazolium152,154, (b) 2,4-28
N,N-dialkylpyrrolidinium155, (c) N-alkylpyridinium156,157,
(d) tetraalkylammonium158–160 and (e) tetraalkylphos-
phonium155,158,159. Some common anions would include
(f) halide, (g) bis(trifluoromethyl)sulfonylimide (NTf2), (h)
triflate (OTf), (i) hexafluorophosphate (PF6), (j) tetrafluorob-
orate (BF4), (k) dicyanamide (dca) and (l) acetate (OAc). The
wide range of available functionalities for cation and anion
give rise to the enormous design flexibility offered by ionic



























Fig. 6 Ionic liquid cations and anions
3.1.2 Anion Effects
The anion has been found to provide the most accessible
means of altering the solubility of gases in ionic liquids,
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mainly through specific interactions with the solute gas. Ionic
liquids based on the dialkylimidazolium cation have been the
most explored, owing to their low melting points, high thermal
stability, relatively low viscosity and commercial availabil-
ity151. While functionalisation of the alkyl side chains is quite
common153 the standard anions would be either 1-ethyl-3-
ethylimidazolium [C1C2im]+ or 1-butyl-3-ethylimidazolium
[C1C4im]+. These ionic liquids have been the most thor-
oughly examined for most applications, including CO2 cap-
ture151. The solubilities of various gases (including CO2 and
N2) at a variety of temperatures and pressures have been de-
termined152,154. A sampling of Henrys constants for CO2 and
N2 in some [C1C4]-based ionic liquids is available in table 1.
The highest solubility of CO2 was found to be for the [NTf2]−
anion, which is one of the least basic anions that has been ex-
plored. The general trend of decreased gas solubility with in-
creased anion basicity indicates that physical absorption (con-
trolled by the relative strength of the Coulombic forces in the
ionic liquid leaving “room” for gases to dissolve) is dominat-
ing chemical absorption (the acidic nature of CO2 would tend
to increase solubility in liquids made up of more basic anions).
The dominance of bulk physical effects over bulk chemical ef-
fects provides an opening for strongly basic anions that do not
strongly associate with their cations to perhaps improve CO2
solubility, or at the very least increase CO2/N2 selectivity. Ad-
ditionally, these physical effects are likely to be more strongly
temperature dependent than more specific chemical interac-
tions, which would tend to ease CO2 desorption.
Table 1 Henry’s constants for CO2 and N2 in [C1C4] based ionic
liquids
Cation Anion H (bar) T (K) Reference
[C1C2im] [NTf2] 49.1 303 158,161
[C1C2im] [Bf4] 80.0 298 162
[C1C4im] [Bf4] 59.0 298 155
[C1C4im] [Pf6] 53.4 298 155
[C1C4im] [NTf2] 33.0 298 155
[C1C6im] [NTf2] 31.6 298 156
[C1C6pyr] [NTf2] 32.8 298 156
[C1C4py] [NTf2] 38.6 298 155
[C1C1C1C4N] [NTf2] 61.0 303 159
[C6C6C6C14P] [NTf2] 37.0 303 163
3.1.3 Cation Effects
Despite the wide variety of reported cation structures for CO2
capture, some generic cation effects can be determined. The
most important aspect of these cation effects is that they are
relatively minor when compared to the anion effects, at least
for the cations studied to date. However, the effects are not in-
consequential. For example, the Henrys Law constants indic-
ate that the CO2 solubility in N-butyl-N-methylpyrrolidinium
NTf2 is within 20% of that measured in [C1C4im][NTf2]156.
[C1C1C1C4N][NTf2] fared even worse, with Henrys Con-
stants nearly 35% higher than for [C1C4im][NTf2], indicat-
ing even poorer CO2 solubility. The variation in CO2 solubil-
ity with changing cation is possibly caused by the minimisa-
tion of unfavourable interactions between CO2 and the posit-
ive charge centre, which is much more delocalized when an
imidiazolium ring is employed164. These differences are also
much more significant than that observed between two cations
with delocalised charge. The CO2 solubility in 1-hexyl-3-
methylpyridinium [NTf2] was found to be just 4% lower than
for the analogous [C1C6im][NTf2]158,159. CO2:N2 selectiv-
ities follow similar trends, with imidazolium-based ionic li-
quids outpermorming the other cation types, though the effect
is generally less pronounced than for solubilities.
Comparing ammonium-based cations to phosphonium-
based cations is somewhat problematic owing to the typical
disparity in the length of the alkyl side chains. However, CO2
solubility and selectivity in [C6C6C6C14P][NTf2] were found
to be significantly lower than for either quaternary ammonium
or imidazolium based ionic liquids158,159. The charge distri-
bution on quaternary phosphonium centres is quite complic-
ated, and this effect may be responsible for the lower CO2
solubility (and selectivity). Coupled with the problematic syn-
thesis of these salts and generally inferior physical properties
(such as drastically higher viscosities)163, the phosphonium-
based ILs would seem a poor choice for CO2 capture applica-
tions.
The other major source of cation modification is via adjust-
ments to the alkyl side groups on an imidazolium ring. This
can be done either to introduce CO2-philic moieties (such as
fluorocarbon chains165,166) or to improve the selectivity by
excluding unwanted species such as water. This last aspect
represents an important process consideration when choos-
ing an ionic liquid - many of these liquids are hygroscopic
(particularly the halide-based ionic liquids) while some are
actually hydrophobic (such as PF6 or NTf2-based ionic li-
quids)151. Since water can have a detrimental impact on
the separations efficiency of ionic liquids167 the exclusion
of excess water is an important design goal. Besides anion
choice, the hydrophobicity of an ionic liquid can generally
be altered via an increase in the chain length or hydrophobi-
city of the alkyl chain152. This can mean the introduction of
a functional group, R, that is n-alkyl, branched alkyl168,169,
vinyl170, allyl171, alkynyl172,173, fluoroalkyl165,166,174, ben-
zyl175,176, hydroxyl177,178, ether178–180, amine153,181,182, ni-
trile170,172,183, silyl168,169,184 or siloxyl184.
As a general rule, the introduction of hydrophobic groups
will make ionic liquids more hydrophobic (easing the exclu-
sion of water) and improve absolute CO2 solubility slightly
1–28 | 13
while the inclusion of more polar functionalities will improve
IL-CO2 interactions and therefore increase the CO2/N2 se-
lectivity by as much as 75%152. This trade-off is at the very
heart of ionic liquid selection criteria.
3.1.4 Comparison of ionic liquids
Great care must be taken when comparing ionic liquids - even
to each other but especially to molecular solvents - in terms of
molar solubilities of gases (mole fraction of dissolved gas)152.
The vast molar volumes of ionic liquids (a consequence of
high molecular weight) can make these values seem much lar-
ger than the volumetric solubility (capacity). It is often easiest
to utilize mole fraction data (or Henrys constants) to gain mo-
lecular insight into CO2-ionic liquid interactions151, but the
volumetric solubility is a much more important engineering
parameter. Such a comparison was made by Bara152 where
it was noted that the volumetric solubility of CO2 in ionic li-
quids at ambient temperature is at the low end of the range
observed in common organic solvents. For example, the au-
thors note that the ambient CO2 solubility in ionic liquids is
comparable to DMSO, while the Henrys constants are more
similar to those for acetonitrile. This leaves ionic liquids oc-
cupying a middle ground in terms of CO2 solubilities - higher
than most polymers but lower than most organic solvents. The
optimum ionic liquid class for CO2 capture was proposed to
be [C1Cnim][NTf2] owing to a confluence of superior physical
properties and CO2 solubility and selectivity152.
3.1.5 Mixtures of ionic liquids with amines
In order to overcome some of the limitations of ionic liquids
as CO2 capture media, while still taking advantage of their ex-
citing physical properties, alkanolamines, such as MEA, have
been employed as co-capture agents177. These IL/amine mix-
tures combine the CO2 selectivity and stoichiometric capacity
(1:2 molar ration of CO2: amine) with improved stability on
decomplexation imparted by the ionic liquid. This hybrid cap-
ture media possesses considerable potential to offer a best of
both worlds approach.
Another hybrid solution involves the incorporation of amine
functionality onto the ionic liquid cation153,177,184. While this
solution did substantially improve CO2 capacity through the
introduction of CO2-reactive groups (up to CO2:IL molar ra-
tios of 1:2), these media can only charitably be referred to as
liquids owing to enormous viscosities similar to liquid poly-
mer solutions185. This increase in viscosity will increase sorb-
ent circulation costs and damage the potential for industrial
implementation of these fluids. Some of this cost may be off-
set through other processing considerations - for example, the
complexation energy between the IL and CO2 will be similar
to that for an amine and CO2. However, by replacing water
with an IL (which will not boil) the only energy input neces-
sary for regeneration is that required to break the CO2-amine
bonds; the waste energy previously used to boil the water off
has been eliminated. This should reduce energy consump-
tion associated with sorbent regeneration, though it is unclear
whether this will be enough to overcome the other physical
limitations associated with these hybrid ions.
3.1.6 Outlook on the future use of ionic liquids
Ionic liquids provide an exciting new option for carbon cap-
ture. While currently available ionic liquids display CO2 sol-
ubilities that are approximately the same as molecular organic
solvents, the potential for improving these values through
modification of the ions making up the solvent promises ex-
citing opportunities for future improvements. Combined with
the high thermal stability and extremely low volatility of these
solvents, the potential exists for the design of task specific
ionic liquids that can compete with other CO2 capture techno-
logies in terms of performance while offering unique physical
properties that will limit solvent losses and greatly increase the
lifetime of the resulting capture media. The major drawback
of ionic liquids, cost, should reduce a great deal as economies
of scale come into play.
3.2 Recycling of captured CO2
Carbon dioxide has long been identified as a renewable C1
feedstock (being of low toxicity, highly abundant and econom-
ical) to access fine and commodity chemicals186,187. Further-
more, ever increasing emissions of CO2 highlights the urgent
need to develop improved means to trap it and transform it to
valuable chemicals. However, to date, only a handful of indus-
trial processes actually use carbon dioxide. A number of these
rely on the physicochemical properties of carbon dioxide, such
as the use of supercritical CO2 as a solvent (in particular for
extraction processes such as decaffeination or recovery of es-
sential oils)188 or the use of gaseous CO2 in the food industry
(e.g. for use in drinks, or as a refrigerant)189. CO2 is also
used in enhanced oil recovery (in its supercritical state, it can
be used as a solvent) and in agriculture (as a photosynthesis
enhancer), but none of these applications, excepting EOR, res-
ult in any net CO2 consumption. The potential advantages of
using CO2 as a chemical feedstock are:
1. CO2 is relatively cheap, highly abundant and could be
used to replace toxic chemicals, such as phosgene or de-
pleting resources such as petrochemicals
2. CO2 can be transformed into totally new materials, such
as new polymers, which could not easily be produced
from conventional petrochemicals
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3. CO2 can be transformed using efficient and economical
routes (i.e. catalytic processes)
4. Although the impact on global CO2 concentrations of its
transformation into products (e.g. chemicals, polymers,
fuels) may be modest, the products are expected to sig-
nificantly improve the economics of carbon capture and
storage
As the most oxidized state of carbon, CO2 lies at the bot-
tom of a potential well and is the lowest energy state of all
carbon-containing binary neutral species. Together with wa-
ter, carbon dioxide is, in fact, the ultimate product of most
energy releasing processes, including combustion and meta-
bolic pathways. However, owing to the electron deficiency of
the carbonyl carbon, the central carbon of CO2 has a strong
affinity towards nucleophiles and electron-donating reagents.
CO2 can thus be seen as an anhydrous carbonic acid, which
rapidly reacts with basic compounds, because the bonding of
a third atom to C (O or any other) is an exothermic process.
Therefore, carbonates are lower in energy than CO2, and, for
example, the natural weathering of silicates is an exothermic
process, but is very slow for kinetic reasons (equation (12) and
(13), where M=Mg, Ca)189.
M2SiO4+2CO2→ 2MCO3+SiO2 (12)
MSiO3+CO2→MCO3+SiO2 (13)
The reactions above, and those in which CO2 reacts with
hydroxyl ion (yielding carbonate species) or amines (first step
of the urea process) are good examples of processes in which
CO2 is converted without any external energetic input. On the
other hand, the reactions that generate reduced forms of CO2
require energy. Table 2 shows the free energy of formation
of C1 molecules190: the biggest obstacle for establishing in-
dustrial processes based on CO2 as a raw material is the large
energy input which is required to reduce it in order to use it.
Table 2 Free energies of formation C molecules







Two strategies enable its chemical transformation: the use
of physical energy or the use of reactive chemical species (fig-
ure 7).
Fig. 7 Strategies for overcoming the energy requirement for the
chemical conversion of CO2
The use of physical energy is one option to favour the over-
all thermodynamic balance. The electrochemical and photo-
electrochemical reduction of CO2 to formic acid, formalde-
hyde, methanol and methane have thus been the focus of ex-
tensive efforts since the early 70s191,192. Another strategy de-
pends on reacting CO2 with any reactive organic or organo-
metallic compounds to produce new chemicals193–195. From
a industrial point of view, a catalyst is often required to lower
the activation energy for the processes and therefore reduce
the overall energy required for the transformation to occur.
Any excessive heating must be avoided as it results in the pro-
duction of carbon dioxide, by fossil fuel combustion, and thus
negatively impacts the net consumption of CO2.
In 2003, 110 megatons (Mt) of CO2 were used for chem-
ical synthesis196. The products include urea (1) (146 Mt/y in
2008)197, inorganic carbonates (2) (mainly 45 Mt/y of sodium
carbonate in 2008 through the Solvay process)198, methanol
(3) (6 Mt/y), salicylic acid (4) (60 kt/y in 2003 through the
Kolbe-Schmitt process)199, cyclic carbonates (5) and polycar-
bonates (6) (a few kt/y)194 (figure 8). For such processes, the
carbon dioxide is always pressurized or in the solid state and
derives from external sources (e.g. natural wells or as a by-
product of the production of sodium phosphate, lime, hydro-
gen or as an off-gas from fermentations).
In addition to these commercial processes already using
CO2 as a feedstock, there are a number of other reactions that
hold promise. The synthetic targets of those reactions can
be divided into three categories: (i) fine chemicals, such as
urea, carboxylic acids, and carbonates; (ii) fuels or commod-
ity chemicals such as methanol, methane and formic acid; and
(iii) plastics such as polycarbonates and polyurethanes. The
scope for this part of the review is not to provide a compre-
hensive list of all known chemical transformations of carbon
dioxide, but rather to highlight routes which have the potential



















146 Mt/y 45 Mt/y 6 Mt/y
20 kt/y a few kt/y a few kt/y
R= H, Me R'= H, Me
Fig. 8 Chemicals currently industrially synthesized from CO2 and
associated annual production using these processes
good market potential.
3.2.1 Fine Chemicals
CO2 is so thermodynamically and kinetically stable that it is
sometimes considered as inert. However, as mentioned before,
the central carbon is electrophilic and can be easily attacked
by nucleophiles. One of the best examples of this reactiv-
ity is that organometallic reagents such as Grignard reagents
readily react with CO2 even under mild conditions to produce
carboxylic acids. Water, alcohols and amines can also react
with CO2 in a similar manner to produce compounds with a
carboxyl or carboxylate group; further reactions of these spe-
cies with electrophiles leading to the formation of carbonates
and carbamates.
The reaction scheme shown in figure 9 outlines some of the
synthetic targets incorporating CO2; the products have been
selected because of their market potential in terms of either the
abundance of the co-reagent and/or the volumes of the product
currently produced. Several excellent recent reviews provide
considerably more details on more exotic and novel reactions
of CO2 186,192,194.
Among the industrial processes transforming CO2 to fine
chemicals, the most important are the conversion to urea (the
Bosch-Meiser urea process, developed in 1922) and the syn-
thesis of organic carbonates. Interestingly the synthesis of
urea does not require any catalyst: it is purely a thermal re-
action, and the reaction scheme is illustrated in figure 10. The
synthesis consists of the exothermic reaction of liquid ammo-












































Fig. 9 Chemical transformation of CO2 into commodity chemicals
and market volumes
its endothermic decomposition into urea and water. Overall,





2 NH3 + CO2
NH4
+ H2O
ΔHr0 = -133.5 kJ/mol
ΔHr0 = -161.8 kJ/mol ΔHr0 = +28.3 kJ/mol
Fig. 10 Industrial synthesis of urea from CO2 and thermodynamics
of the process
In 2008, urea cost approximately $250/t and its production
was estimated at 146 Mt and is forecast to rise to 210 Mt/y by
2013; much of this rise being caused by increased demand for
fertilizers. The major use of urea (>80%) is the production
of nitrogen-release fertilizers, where it is particularly valued
for its high nitrogen content and correspondingly low trans-
portation costs per unit nitrogen. It is also a major building
block for synthetic chemistry, with applications in the produc-
tion of urea-formaldehyde and urea-melamine-formaldehyde
resins and adhesives (e.g. for use in furniture, laminates,
coatings, foams, wood glues), potassium cyanate (used as a
precursor to carbamates, semicarbazides, isocyanates and for
metal curing) and urea nitrate (an explosive).
Alkylene carbonates are also important products, with es-
timated volumes of approximately 60 kt/y201. Ethylene car-
bonate (EC), propylene carbonate (PC), and dimethylcarbon-
ate (DMC) are employed as electrolytes in lithium ion batter-
ies, as aprotic polar solvents and as precursors for the man-
ufacture of polycarbonates. Recently, the use of DMC as
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a fuel additive has attracted much attention and could result
of a extra potential market of 30 Mt annually202,203. Using
CO2 to produce organic carbonates is a safe alternative to the
traditional industrial use of phosgene or to the oxidative car-
bonylation of alcohols using CO204. The major drawbacks of
phosgene processes are the high toxicity of phosgene (con-
sidered as a chemical weapon by international treaties) and
the disposal of the hydrogen chloride produced. Using CO2,
on the other hand, has a minimal environmental impact as the
byproduct is only water - the reaction scheme for this process








2 ROH + CO2 + H2O (b)
O
RO OR
Fig. 11 Phosgene processes (a) vs CO2 routes (b) towards the
synthesis of organic carbonates
However, the equilibrium of the reaction from alcohols is
unfavourable. In order to avoid this thermodynamic limita-
tion, it is necessary to remove water from the reaction media
using an adequate drying agent or to increase the CO2 con-
centration by pressurizing it. A more favoured route has thus
been proposed through the synthesis of cyclic carbonate. Lin-
ear carbonates and ethylene glycol can then be produced by











Fig. 12 CO2/epoxide route towards cyclic and linear carbonates
Many catalysts (heterogeneous, homogeneous) have been
developed for the cyclisation of carbone dioxide and epox-
ides202. It is also worth noting that the process is closely re-
lated to the copolymerisation of CO2 and epoxides, yielding
polycarbonates. The majority of CO2 transformations rely on
the use of a transition metal catalyst that is able to activate
CO2.
Carbon dioxide is a linear 16 electron molecule (with a C-
O distance of 1.163 A˚, shorter than a ketone) but upon metal
coordination of CO2 (η-1 C, η-1 O, η-2...), the C-O bond
is weakened and if the lowest unoccupied molecular orbital
(LUMO) is partially occupied, a bent form of OCO is fa-
voured205. The CO2 is then activated and able to undergo a
range of further transformations, such as the direct carboxyla-
tion of CX bonds206,207, or carbon-carbon multiple bonds208.
In particular, the synthesis of acrylic acid from ethylene (107
Mt/y produced in 2005)209 and CO2 is an attractive route
compared to the oxidation of propylene (35 Mt/y produced
in 2008) 210 and although the chemistry is still in the early
stages, has significance for coupling with carbon capture via
the reaction scheme presented in figure 13211. Worldwide, ac-
rylic acid demand is high ( 3 Mt/y) and projected to increase
at 4% per annum; its most common application is in plastics
production (e.g. for coatings, adhesives, elastomers, floor pol-
ishes and paints)212.
(a)






Fig. 13 Propylene oxidation process (a) vs CO2-ethylene route (b)
towards the synthesis of acrylic
Another way to view carbon dioxide chemistry is through
the cleavage of one C-O bond to generate one equivalent of
carbon monoxide and a reactive oxo group that can be trans-
ferred to an organic residue. Carbon dioxide can therefore be
regarded as a safe oxidant of low toxicity. However, only a
limited number of such oxo transfer reactions have been de-
scribed. Firstly the oxo function can be directly transferred
to the metal center through an oxidation process, in early
transition metals213,214 or it can react via metathesis reactions
with a carbene or an imido complex to yield isocyanates or
esters215,216. Carbon dioxide has also been envisaged as a
hydroformyl source under high pressure of dihydrogen (via
formation of carbon monoxide through the reverse gas shift
reaction CO2 + H2 ® CO + H2O) and a handful of hydro-
formylation reactions of alkenes has been reported to date217.
3.2.2 Fuels and C-1 molecules
Fossil fuels are currently our primary energy resource and
moreover provide key raw materials for the chemicals in-
dustry. The catalytic conversion of CO2 to liquid fuels is a
worthwhile goal that would positively impact the global car-
bon balance by recycling CO2 into usable fuels. The energet-
ics of CO2 activation suggests only very few target molecules
as viable, including methanol, formic acid and methane (see
table 3).
Reducing agents are required to carry out this activation;
these can take the form of gaseous hydrogen or protons and
electrons. The general reduction reaction for CO2 activation
can be expressed as in equation (14):
CO2+ yH++ ye− → CHy−2zO2−z+ zH2O (14)
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Table 3 CO2 reduction reactions to liquid or gaseous carbon based
fuel (ΔEo and ΔGo values are for 298 K)
Reaction ΔEo (V) ΔGo (kJmol−1)
H2O→ H2 + 12 O2 1.23 56.7
CO2 + H2 → HCOOH - 5.1
CO2 + H2O→ HCOOH+ 12 O2 1.34 61.8
CO2 + H2 → CO + H2O † - 4.6
CO2 → CO + 12O2 1.33 61.3
CO2 + 3H2 → CH3OH + H2O - -4.1
CO2 + 2H2O→ CH3OH + 32O2 1.20 166
CO2 + 4H2 → CH4 + 2 H2O - -31.3
CO2 +→ CH4 + 2O2 1.06 195
† Note that this is the reverse water-gas shift reaction
For production of formic acid: y = 2, z = 0; methanol: y = 6, z
= 1; methane: y = 8, z = 2.
Strategically, there are two ways that the use of carbon di-
oxide to make fuels can be accomplished. The first is to con-
vert CO2 and H2O into CO and H2 (syn gas), and then to use
well proven Fischer-Tro¨psch technologies to convert the syn-
thesis gas to liquid fuels, including gasoline. The advantage
here is that it is considerably easier to convert CO2 to CO
and H2O to H2 than it is to make even a simple liquid fuel
such as methanol by electrocatalytic processes. The second
option is to directly convert CO2 to liquid fuels. Here, the
kinetic challenges are great. One possibility is to identify a
single catalyst that can direct the complete sequence of steps
necessary for converting CO2 to CO, to H2CO, to hydrocar-
bons or alcohols, all with low kinetic barriers. Three routes
have been examined for creating and utilising reducing agents
in the activation/transformation of CO2: the direct reduction
by dihydrogen, the electrochemical reduction, and the photo-
chemical reduction.
The thermochemical CO2 reduction (CO2 hydrogenation)
is already present in industrial processes. Indeed, methanol is
currently produced using the ICI/Synetix process on a scale
of 25 Mt/yr worldwide, which uses a multi-component metal
oxide catalyst (Cu/ZnO/Alumina) and syn gas218. For this
process, the CO2 is used as an component of a syn gas (CO2
(8%)/CO (13%)/H2 (72%) mixture made from natural gas, al-
though it is important to note that it is the CO2 (and not the
CO) in the mixture which is transformed into the methanol.
However, currently the production of methanol by the ther-
mochemical reduction of CO2 still consumes too much hydro-
gen and thermal energy to have a positive impact on carbon
dioxide emissions. In order to decrease the required thermal
energy input, improved catalysts are therefore required, en-
abling less forcing conditions to be used. This is particularly
important in a process context as lower temperatures will res-
ult in higher methanol yields owing to a lessening of the equi-
librium constraint. Two important developments are notable
in this regard: 1) the conversion of CO2 into methanol us-
ing silanes, using N-Heterocyclic carbene catalysts, at room
temperature219 and 2) the stoichiometric reduction of CO2 to
methanol at very low pressures of hydrogen (1-2 atm) using
hindered organocatalysts (frustrated Lewis pairs)220. Several
homogeneous metallic catalysts are also now known for the
hydrogenation of CO2 to formic acid195,221,222.
Direct electrochemical reduction of carbon dioxide on most
electrode surfaces requires large overvoltages which con-
sequently lowers the conversion efficiency. The homogen-
eous electrochemical reduction of carbon dioxide therefore
requires catalysts able to increase the electron transfer and
chemical kinetics of the reduction process. Ideally, the elec-
trocatalyst must match the redox potential for the electron
transfer with the chemical reaction (i.e.. reduction of CO2 to
CO) and thereby only require a low overvoltage. A variety of
late transition metal complexes, stabilized by macrocyclic lig-
ands, have been shown to be active for these processes191. In
2002223, it was for example reported by Ishida and co-workers
that bipyridine complexes of ruthenium could catalyze the re-
duction of CO2. [Ru(bipy)(CO)2]2+ and [Ru(bipy)(CO)Cl]+
were found to electrocatalytically reduce CO2 to CO, H2, and
HCOO− at 1.40 V vs. SCE.
Finally, photochemical systems have also been studied in an
effort to develop systems capable of directly reducing CO2 to
fuels or chemicals using solar energy224,225. Transition-metal
complexes have been used as both catalysts and solar energy
converters, since they can absorb a significant portion of the
solar spectrum, have long-lived excited states, and are able
to promote the activation of small molecules. Cobalt com-
plexes with N- macrocyclic ligands and [Ru(bipy)2(CO)Xn]
complexes (X = CO, Cl, H) have shown interesting activity224.
Photochemical CO2 reduction catalysis has been carried out
under 1.0 atm CO2 at room temperature using water as the
source of electrons226. However, the activity of these pho-
tochemical systems are still very low and, furthermore, they
require low catalyst concentrations. As yet this field is still in
its infancy and improvements can be expected.
3.2.3 CO2 derived plastics
In 1969, Inoue reported the zinc catalysed sequential copoly-
merisation of carbon dioxide and epoxides into polycarbon-
ates227. The catalyst used was an ill-defined zinc alkoxide ag-
gregate formed by mixing dialkyl zinc reagents and alcohols.
Since then, the copolymerisation of CO2 with epoxides has re-
ceived much attention , with the reaction scheme being illus-
trated in figure 14228,229. This process provides a sustainable
route to polycarbonates compared to the established commer-
cial syntheses, via polycondensation reactions between phos-
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gene (a highly toxic, corrosive, nerve gas) and diols in copious
amounts of methylene chloride, or by transesterification pro-
cesses of cyclic carbonate with diols (e.g. bisphenol-A). To a
lesser extent the synthesis of polyurethanes from supercritical








M= Zn(II), Co(II), Co(III), Cr(III), Al(III) ...
L= salen, porphyrine, diketiminate...
OR= alkoxyde, acetate, carboxylate...
R1, R2= alkyl, aryl ...
n
Fig. 14 General scheme of CO2/epoxides copolymerisation
Polycarbonates are currently produced on a 4 Mt/y scale231
and are thermosetting polymers with physical properties
amenable to bulk processing and a wide range of applications.
The polycarbonate derived from bisphenol A is the major in-
dustrial product. Currently, various aliphatic polycarbonates
can be roduced by the sequential copolymerisation of CO2 and
epoxides.232,233. These aliphatic polyesters may go some way
to satisfying a growing consumer demand for sustainably pro-
duced construction materials and packaging materials. There
is also scope for the development of new polymers and com-
posites to improve the thermo-mechanical properties of the
aliphatic polycarbonates and impact aromatic (BPA) polycar-
bonate applications.
Since Inoue’s initial discovery, the research field has been
thoroughly explored from a synthetic and mechanistic point
of view234, and chromium, cobalt, zinc and aluminum alkox-
ide, halide and acetate complexes have proven very effect-
ive235–239. Some lanthanide complexes were also found to
be viable catalysts240,241. Yet, the alternating copolymerisa-
tion of carbon dioxide with epoxides is still one step away
from commercialisation, despite the report of some systems
active at low CO2 pressure234,242,243. The major factor pre-
venting application of this technology is the low catalytic
activity. Improvement of the known catalytic systems or
discovery of new catalysts is therefore sdesirable. For the
past decades, the quest for well-defined catalysts has focused
on single site metal complexes, where a bulky ancillary lig-
and prevents aggregation (i.e. LnMOR where Ln: ancillary
ligand(s), M: Lewis acidic metal, e.g. Zn(II), OR: alkox-
ide/acetate group to initiate the polymerisation)243. Yet there
have been clues in the literature, even since the 1970s, that
the mechanism may involve two metal centres cooperating
with each other or a bimetallic active site195,202. According
to this proposal one metal binds and activates the epoxide
whilst the other metal attacks the epoxide using a bound al-
koxide/carboxylate/carbonate group.
Some of the authors recently reported the activity of a series
of very active bimetallic zinc catalyst, with a reduced Robsons
macrocyclic ancillary ligand243,244. The catalyst presented in
figure 15 is one of only a few active at 1 atm CO2, with turn-
over-numbers up to 700 and turn-over-frequencies of 30h−1.
This catalyst has also the advantage of being air stable, robust
and able to polymerise unpurified (i.e. wet) cyclohexene oxide








M= Zn(II), Co(II), Co(III), Cr(III), Al(III) 
L= salen, porphyrine, diketiminate
OR= alkoxyde, acetate, carboxylate
R1, R2= alkyl, aryl
n
Fig. 15 General scheme of CO2/epoxides copolymerisation
Finally, to date, only limited studies have addressed the
copolymerisation of carbon dioxide and epoxides other than
cyclohexene oxide/propylene oxide. Therefore, the range of
materials that can be prepared using this method is somewhat
limited. To widen the range of potential applications, the quest
for well-defined efficient catalysts that will enable the copoly-
merisation of CO2 with other monomers (substituted epoxides
or vinyl ethers) is on-going.
3.2.4 Outlook
Current commercial processes only use 120 Mt of CO2 per
year for chemicals manufacture, whilst the annual CO2 emis-
sions of a single power plant exceed 4 Gt! In the short term,
therefore, it is clear that transforming CO2 to products will
not significantly impact global CO2 concentrations. However,
chemicals produced using CO2 as the feedstock can provide a
significant economic stimulus for carbon capture and trans-
formation. The target products in such a scenario need to
have established markets and therefore replacing petrochem-
ical feedstocks with CO2 is the primary goal. In the medium
to long term, research efforts must focus on the reduction of
carbon dioxide to liquid fuels, finding sustainable methods to
produce liquid transport fuels is a key challenge for the next
fifty years. In parallel with these research efforts devoted to
renewable transport fuels, attention should also be paid to us-
ing CO2 to produce new products and materials, for example
polymers. Such new materials will meet the demands of emer-
ging markets, for example for sustainable packaging and con-
struction materials, and need not be seen as simply displacing
conventional petrochemicals. In conclusion, there is clearly
an urgent desire to develop versatile and efficient processes
for the conversion of CO2 into new and known products to
provide economic stimulus for CO2 capture and in the longer
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term to have a positive impact on the greenhouse gas concen-
trations/emissions.
4 Multiscale process systems engineering and
carbon capture and storage
4.1 Multiscale systems models and CCS
A multiscale modelling approach is becoming the method-
ology of choice to describe a complex system that exhibits
behaviour across length and time scales with many orders of
magnitude245,246
This exploits a series of interacting, scale-specific models
(see figure 16). Early applications of this approach to sys-
tems such as polymerisation and bioprocessing have proven
that multiscale modelling is rightly regarded as a promising
and powerful tool in various disciplines. There is enormous
scope for the application of this approach to the emerging area
of CCS system design and operation. The potential roles for
multiscale process systems modelling in CCS include:
• The design and optimisation of carbon capture processes
• Carbon capture process integration: steady state
• Carbon capture process integration: dynamics and oper-
ability
• Network design and operability analysis
Each of these areas is reviewed briefly below.
Fig. 16 Illustration of multiscale modelling
4.2 Capture process design and optimisation
Different carbon capture processes have been described in
great detail in the sections above. Multiscale modelling is very
useful in understanding and exploiting the important rate pro-
cesses that drive the carbon capture process. For example, in
amine absorption, it is critical to understand the rate limiting
processes governing the transfer of CO2 between phases to en-
sure that the equipment is correctly sized. Sophisticated mass
transfer based models for the design and operational analysis
of absorbers have been developed by Kvamsdal et al.247 who
were able to simulate process start-up and by Lawal et al.248
who compared equilibrium-based and rate-based approaches
and found that the latter gave more accurate model predic-
tions.
These detailed models can be used to estimate the capital
costs and energy requirements as a function of capture extent
and flue gas CO2 concentration. At the stage of equipment
design, it might be best to establish the costs and energy re-
quirements as functions of these performance parameters; this
is because it will not be clear what values are “optimal” un-
til the rest of the system and its infrastructure are examined.
Similarly, the solid looping family of processes can also bene-
fit from model-based design. Here, the rate processes are even
more complex, involving gas phase mass transfer, pore and
ash layer diffusion and chemical reaction. The situation is fur-
ther complicated by a distribution of particle lifetimes in the
system. Nevertheless, a multiscale model can be used to de-
termine optimal design parameters (residence times, temper-
atures, equipment geometries, particle replacement rates etc.).
A relatively simple model of the carbonate looping process
was developed by Strohle et al.249 who demonstrated that this
approach should be more efficient than solvent-based absorp-
tion. Detailed models tend to focus on particle level phenom-
ena and should ultimately be integrated with unit-level and
process-level models in a multi-scale fashion to support op-
timised process design250.
4.3 Process integration: steady state operation
Process integration seeks to identify opportunities to couple
process and sub-processes, in particular through the cascading
of heat from higher to lower duties. It has been successfully
applied to an enormous number of process industry systems
over the past three decades251.
In the context of carbon capture, the main opportunity for
process integration is in the use of heat at the appropriate tem-
perature to support solvent regeneration (stripping) processes.
This comes about from integrated modelling of the power
plant and the capture plant and identifies opportunities for en-
ergy integration between them. Oexmann and Kather50,252
point out that much solvent screening and attempted optim-
isation of carbon capture processes focuses only on identify-
ing solvents with a low heat of absorption when in fact it is
better to try to optimise the whole system including the power
plant thermodynamics.
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Galindo Cifre et al.253 develop an integrated mathematical
model of a power plant and an amine-based carbon capture
plant with a view to minimising the efficiency losses via en-
ergy integration. They start with the conventional assump-
tion that up to 2/3 of the steam from between the intermediate
pressure and low pressure turbine sections is used to provide
heat for the solvent. Using BASFs CHEMASIM model to de-
scribe the important processes in the carbon capture system
and EBILSON for the power plant, they were able to manipu-
late the stripper operating pressure, the solvent type and recir-
culation rate and the absorber height to optimise the integrated
system. The optimised cases demonstrated reductions in effi-
ciency losses of between 1% and 5%.
Harkin et al.254 perform a similar analysis using the pinch
method driven by simulation data from the power plant and
capture plant. A pulverised brown coal power plant was used
as the base case. Options included no energy integration, max-
imum energy integration with different heat exchanger min-
imum approach temperatures and the latter with coal drying.
It was found that effective whole process integration strategies
can reduce the energy penalty from 39% to 24%.
4.4 Process integration: dynamics and operability
The studies described above employ “steady-state models
which aim to generate designs that perform well at nominal,
average operating conditions. Another important aspect of
process integration between power plant and capture plant
relates to dynamic operations and operability analysis, aim-
ing to understand issues such as whether the capture plant
compromises the power plants ability to ramp up or down or
whether the part load efficiency is different from that at the
nominal operating conditions. This requires the development
of dynamic models which capture the transient performance
of the carbon capture plant.
Chalmers et al.255 list the following modes of flexibility re-
quired from the integrated system:
• Quick start-up/shut-down: required for plants that are
required to respond quickly to changes in power de-
mand. In the UK grid code for example, the most strin-
gent requirement is being able to change load 10% in 10
seconds, necessary if plants have bid to operate in fre-
quency response mode.
• Quick change in output: similarly required for plants re-
quired to respond quickly, especially while other plants
start-up
• Effective operation at part load: for plants that only run
at higher loads when required
• Increase in maximum output: for very fast response, e.g.
by using stored steam or by bypassing carbon capture for
short periods
• Decrease in minimum output: for plants that must be kept
running even at times of very low power demand
• Ability to use different fuels (e.g. co-firing with biomass)
• By-pass of capture plant to allow the power plant to op-
erate under fault conditions in the capture plant
In order to evaluate the above for a fixed design, or to im-
prove the operability of proposed designs, dynamic models of
the power plant and capture plant are required. The level of
detail required for such models is still the subject of much de-
bate. Chalmers et al.255 argue that designing the integration
strategy around maximum efficiency at full load may com-
promise dynamic flexibility. They focus their work on achiev-
able system ramp rates and describe a number of strategies
around capture plant operation (e.g. solvent storage, tem-
porary by-passing) which should result in minimal comprom-
ises to power plant ramp rates. There are however, concerns
arising from changing CO2 stream compositions during tran-
sients and their effects on downstream compression, transport
and injection.
4.5 Network design and analysis
The final area of interest to systems modellers is the whole
system of carbon dioxide production, capture, transportation,
injection and storage. A system-wide analysis of this “CCS
infrastructure is very useful in helping to answer a number of
strategic questions, including:
• How should the network evolve over time? Does it make
sense to allowmany single point-to-point system early on
or provide an (oversized) backbone early on which pays
off in the long term?
• What are the important system integration issues asso-
ciated with the interfaces between different components
of the infrastructure (e.g., how do impurities in captured
CO2 affect the phase behaviour and therefore pipeline op-
eration)?
• What is the expected overall system cost and how does it
vary with increasing carbon reduction targets?
• What are the other important system-wide metrics (e.g.
environmental impact, safety, operability and how should
they be evaluated? Are there any trade-offs between
system-wide metrics?
• How should sensible early stage decisions be made given
the large future uncertainties around costs and regula-
tions?
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Much can be learned from the literature on large scale in-
frastructure investments, where infrastructure development is
staged over time and subject to future uncertainties. Early
work in this area includes a deterministic optimisation model
to design value chains for Norway256 and the United Arab
Emirates257. In both cases, a mathematical model is used
to connect sources and sinks, design pipelines and establish
CO2 flowrates in the network and evaluate system costs. Sim-
ilarly, life cycle analyses have been performed to evaluate
overall environmental impacts of fixed CCS system infrastruc-
tures258,259.
More sophisticated techniques will need to use optimisa-
tion under uncertainty. Two useful approaches in this field are
multistage stochastic optimisation and real options. In both
cases the key concept is that early stage decisions must be
firm while future decisions are contingent on new information
available in the future and do not need to be committed imme-
diately. The link between the firm early stage decisions and the
uncertainty dependent future decisions ensures that the early
stage decisions are robust with respect to future outcomes. An
example of this approach260 considers the use of real options
rather than standard discounted cash flow models to determine
if and when to invest in different technological options.
5 Conclusions
Worldwide, research is being performed to abate global cli-
mate change, which a consensus of the scientific community
indicates is due, at least in part, to anthropogenic GHG
emissions2. CO2 capture and separation from large fixed-
point emission-sources, such as power-plants, can be achieved
through continued research, development, and demonstration.
A wide range of technologies exist to facilitate the large scale
capture, transport and storage of CO2. Many of these techno-
logies are already being used in commercial plants, particu-
larly in the chemical industry, but scale-up is needed to match
the sizes of large modern power plants. Large-scale integrated
operation of power generation, CO2 capture, transmission, and
storage needs to be demonstrated to increase investor and pub-
lic confidence in the technology and to reduce costs by “learn-
ing by doing”. In this contribution, we have critically assessed
three of the most promising technologies that are deemed suit-
able for near to medium term deployment in large scale CCS
applications.
The main advantages and disadvantages of the CO2 capture
technologies reviewed - including an evaluation of the matur-
ity of the technologies - are summarised in table 5. In order
to evaluate the maturity of the technologies, we used a rank-
ing scale from 1-9, known as the technology readiness levels
(TRLs). This scale, which was developed by NASA, is useful
for evaluating emerging energy technologies that are at very
different stages of development, and it has previously been
adopted by the UK Advanced Power Generation Technology
Forum (UK APGF)261. A summary of the technology read-
iness levels is presented in Table 4 and justification for the
selected TRLs is given on the basis of our up-to-date review
of the technologies, as well as the status of demonstration pro-
jects planned and/or underway. A further observation that may
be drawn from the exercise of ranking these technologies is the
likely timeframe for a technology to advance from applied and
strategic research to technology- and system-validation. For
example, post-combustion carbonate looping has progressed
from bench-scale (TRL: 1-2) to a planned demonstration at 1
MW (TRL:4-5) in only 5-10 years. It must be acknowledged
that the final deployment of the technology is generally con-
sidered the most risky stage of development due to the poten-
tial to underestimate the actual costs60.
Based on current technology, it is estimated that CCS would
significantly reduce the net efficiency of existing power-
plants. Costs are expected to be higher for the initial deploy-
ment of this technology, but both economic and energy penal-
ties are expected to reduce with time as the systems and prac-
tices associated with CCS processes evolve. Wide deployment
of these technologies is necessary to mitigate GHG emissions
and ultimately achieve climate stabilization. It is anticipated
that the net cost of power generation with CCS will eventually
be lower than the cost of unabated generation because the cost
of buying CO2 emission permits will be avoided. This, how-
ever assumes sufficient political will to create an economic
landscape in which this environment can thrive.
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Table 4 Technology readiness levels (TRL), adapted by the UK
Advanced Power Generation Technology Forum261
TRL Status
Applied and strategic research
1 Basic principles observed and reported
2 Technology concept and/or application
formulated
3 Analytical and experimental critical
function and/or characteristic proof of
concept
4 Technology / part of technology valida-
tion in a laboratory environment
Technology validation
5 Technology / part of technology valida-
tion in a working environment
6 Technology model or prototype demon-
stration in a working environment
System validation
7 Full-scale technology demonstration in
working environment
8 Technology completed and ready for




Table 5 Summary of CO2 capture technologies including the
authors ranking according to technology readiness levels
Technology Advantages Technical challenges
Chemisorption (TRL = 6) Very well-known technology, deployed
on large-scale across several industries,
suitable for retrofit.
Significant energy penalty associated with solvent re-
generation, and the solvents used are susceptible to de-
gradation in the presence of other acid gases and oxy-
gen. Capital and operating costs as well as deleterious
environmental impacts associated with fugitive solvent
emissions must be reduced
Carbonate looping (TRL = 4-5) Very well-known technology, deployed
on large-scale across several industries,
suitable for retrofit. Moreover this tech-
nology uses a very cheap and abundant
sorbent (limestone). There is an import-
ant synergy with the cement industry.
The sorbent is vulnerable to decay in capture capacity
(though, still to a relatively high capacity compared to
many sorbents), and competing reactions cause chem-
ical deactivation. This technology must be demon-
strated at large scale, under industrially relevant con-
ditions.
Oxy-fuel (TRL = 5) Relatively simple technology, suitable
for retrofit. This process forms signi-
ficantly less NOx than comparable CCS
processes.
Significant energy penalty associated with the separa-
tion of O2 from N2. There is the potential for relatively
high corrosion rates due to elevated CO2 and SO2 con-
centrations.
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