Abstract. The problem of the asymptotic stability independent of delays for a class of linear systems including multiple delays is addressed. Both cases where the delays are allowed to vary independently of each other, and where they are restricted to a one-dimensional subspace of the delay-parameter space are considered. It the latter case it turns out that the resulting dependency between the delays (rationally independent, rationally dependent, commensurate) plays an important role. The stability conditions are expressed in terms of the spectral properties of some appropriate complex matrices. As a consequence of the stability study, a complete characterization of the delay interference phenomenon is given. Furthermore, a connection is established with the stability theory for continuous-time delay-difference equations, subjected to delay perturbations. Various illustrative examples complete the paper.
1. Introduction. We address the asymptotic stability in the delay-parameter space of the linear systemẋ
A i x(t − τ i ), (1.1) where A i ∈ R n×n , i = 0, . . . , m, are given system matrices and τ i ≥ 0, i = 1, . . . , m, are delay constants.
The subject of delay-independent stability of the zero solution of (1.1), that is, asymptotic stability guaranteed for all delay values, received a lot of attention in the literature starting with the 80s. Without being exhaustive, we cite some of the approaches proposed to handle the problem: two-variable criteria [12, 13] , matrix pencil techniques [3, 20] , frequency-sweeping tests [5, 4] , and finite-dimensional LMI conditions derived by using some appropriate quadratic Lyapunov-Krasovskii functionals [2] . For further discussions and references, see, for instance, [24, 8, 21, 6] . Essentially, in most of such existing criteria for delay-independent stability and, more generally, in work on characterizing and computing stability regions in the delayparameter space, the delays are either allowed to vary completely independently of each other, or they are restricted to be commensurate (multiples of the same number). The latter implies a relation of the form (τ 1 , . . . , τ m ) = τ 0 (n 1 , . . . , n m ), n i ∈ N, i = 1, . . . , m, (1.2) where n 1 , . . . , n m are fixed and τ 0 ∈ R + is the free parameter. Geometrically, the parameterization (1.2) corresponds to a particular ray or direction in the complete delay-parameter space.
In the paper we study the eigenvalue distribution of a collection of complex matrices, derived from the delay system (1.1). Among others, this leads us to new necessary and sufficient conditions for delay-independent stability. The criteria cover both the case where all delays vary independently of each other, and where they are restricted to an arbitrary ray in the delay-parameter space, more precisely, (τ 1 , . . . , τ m ) = τ 0 (r 1 , . . . , r m ), r i ∈ R + , i = 1, . . . , m, (1.3) with τ 0 ∈ R + being once again the free parameter. The relaxation from (1.2) to (1.3) has the following consequences: 1. it allows us to make assertions about delay-independent stability when the ray under consideration consists of delay values with any type of interdependence (commensurate, rationally (in)dependent delays). This interdependency turns out to be important; 2. a study of the sensitivity of delay-independent stability along a ray w.r.t.
changes of the direction (determined by the r i in (1.3)) becomes possible. Among others, it leads us to a complete characterization of the so-called delay interference phenomenon, that is, the presence of delay-independent stability along a particular ray, which is not robust against arbitrarily small perturbations of the direction of the ray. Due to the fragility of delay-independent stability properties (note that they involve a non-compact set of delay values), these issues are nontrivial and deserve special attention, as we shall see. They have, however, barely been treated in the literature, excepting some contributions on the interference phenomenon and related topics [16, 17, 5, 15, 22] .
To the best of the authors' knowledge, the notion of delay interference 1 was first mentioned by MacDonald [17] (see also [16] ), where a second-order system including two delays is shown to be subjected to delay interference if it has the following property: delay-independent stability if the delays are equal, and delay-dependent stability with respect to each delay if the other is equal to zero. A further example (scalar system including two delays) of delay interference can be found in [5] . This is also discussed in [15] and [22] , where some characterizations regarding interference are given (a frequency-sweeping test combined with a matrix pencil condition in [22] , a sector characterization in [15] ). As we shall discuss at the end of Section 5, these results appear as corollaries of the general theory developed throughout the paper.
The remaining part of the paper is organized as follows: some definitions, notations and assumptions are presented in the next section. Section 3 contains preliminary results, in support of Section 4, which is devoted to the main results (delayindependent stability and interference characterizations). In Section 5 some illustrative examples are presented and discussed. In Section 6 the main results are connected with the stability theory of continuous-time delay-difference equations. Finally, some concluding remarks end the paper. The appendices contain some background material.
Notation, definitions and assumptions.
The following notations are used:
spectrum of the matrix A Z set of integer numbers E closure of the set E P(E) power set of E, set of all subsets
Given a direction (r 1 , . . . , r m ) ∈ B m + in the delay-parameter space, we define the associated ray, T ( r), as follows:
Definition 2.1. For r ∈ B m + , let T ( r) := {τ 0 r : τ 0 ∈ R + }. As we address delay-independent stability properties for both cases where all delays vary independently of each other, and where they are restricted to a particular ray, we will from now on consequently use the following terminology, in order to avoid confusion: Definition 2.2. 
are in the open left half plane. See, for instance, [14] , for stability definitions and their relation with the location of the characteristic roots.
The following technical assumption will be made throughout the paper:
Assumption 2.5.
Note that if this assumption is not satisfied, we have
which implies that the zero solution is not asymptotically stable, whatever the values of the delays. As the article is devoted to characterizations of delay-independent stability, the assumption can be made without loosing generality.
Preliminaries.
The following sets and quantities will play a major role in the characterization of delay-independent stability and the interference phenomenon:
Definition 3.1. Let
It directly follows that
As we shall see the relations (3.1) can be strict (⊂, resp. <). However, if the components of r are rationally independent 2 , then the next proposition applies: Proposition 3.2. If the components of r are rationally independent, then
Proof. Since V( r) ⊆ W and W is closed, it remains to prove for the first statement that every element of W can be approximated arbitrarily well with elements from V( r).
For anyλ ∈ W there exists a θ ∈ [0, 2π] m such thatλ is a zero of the polynomial
Since the delays r are rationally independent, we can apply Kronecker's theorem [11, Theorem 444] which leads to: for all n ≥ 1, there exists a k n > 0 such that
It follows that the set of polynomials {p n (λ)} n≥1 , where
uniformly converges to p(λ) on compact sets. Applying Theorem A1 of [18] , a variant of Rouché's theorem, yields the following: for all > 0, there exists an ≥ 0 such that for all n ≥n, p n has a zero λ n satisfying |λ n −λ| < . Since for any n the zeros of p n are contained in V( r) the proof the first statement is complete. The second statement is a direct corollary of the first.
Next, with B m + equipped with the Euclidean norm and P(C) with the Hausdorff metric, we address the continuity of the functions V(·) and α(·), see Appendix A for precise definitions. As we illustrate at the end of the section, these functions are in general not continuous at each point, however the following weaker property holds:
Proof. We prove lower semi-continuity of V(·) at an arbitrary point s ∈ B m + . Fix > 0. Put a grid on the complex plane, whose lines are parallel to the real or imaginary axis, and equally spaced with /4 in both directions. This partitions the complex plane into disjunct squares. If the closure of such a square has a nonempty intersection with V( s), we assign a complex number to it, obtained by sampling exactly one point from the intersection. Let the set G be defined as a collection of all these samples. Since V( r) is bounded we have card(G ) < ∞, and by construction:
Next, take any point g ∈ G . By definition, there exists aθ > 0 such that
−jθs i has a characteristic root equal to g. From continuity properties of the characteristic roots, there exists a δ > 0 such that for all r ∈ B m + with r − s < δ, the matrix
−jθri has an eigenvalue, say λ, which satisfies |λ − g| < /2. This can be repeated for all point of G , and, since the cardinality of this set is finite, we can choose the threshold δ independently of g ∈ G . Hence, we obtain
The combination of (3.2) and (3.3) results in
Since the above analysis can be repeated for any > 0, we end up with
that is, lower semi-continuity of V at s. We illustrate the above concepts and properties with the equatioṅ
for which we have
In Figure 3 .1 we have shown the set V( r) for some values of r. We have also indicated the boundaries of W. When the components of r are commensurate, V( r) forms a closed curve. In all the cases displayed we have α( r) < α 0 and V( r) ⊂ W (strict relations). Discontinuities of the function r → V( r) occur at all rationally dependent r. To illustrate the mechanism, let us first compare the cases a.) and f.). Ratio r 2 /r 1 = 1.9 can be seen as a perturbation of r 2 /r 1 = 2 and, although the components of r are still commensurate, they are 'more independent', since the coprime numbers 19 and 10 (having ratio 1.9) are larger than 2 and 1 (having ratio 2). As a consequence, the curve
with r 2 /r 1 = 1.9 only closes at θ = 20π when θ is increased from zero (instead of θ = 2π for r 2 /r 1 = 2), and a 'larger portion' of W is covered by V( r). This is clearly visible in subplot f.), where we have also depicted the values of (3.7) for θ ∈ [0, 2π] (bold part of curve). Next, if r 2 /r 1 = 2 would be perturbed instead to an irrational value, such as 2 − π/n, n ≥ 2, then the corresponding curve V( r) would never close and its points would densely fill W, as follows from Proposition 3.2. Since n can be taken arbitrarily large, the perturbation can be taken arbitrarily small.
Main results.
Step-by-step we characterize the stability of the zero solution of (1.1) in the delay parameters, in terms of the sets V(·) and W. The main results will be stated in Theorem 4.1, Theorem 4.5 and Theorem 4.7, and they will be summarized in Table 4 .2.
We first recall some properties of the characteristic roots of (1.1), which are needed in the subsequent analysis. The number of characteristic roots in any right half plane is finite. Furthermore, the function
is continuous [21] . As a consequence, if the zero solution of (1.1) is asymptotically stable for some delay values but the system is not delay-independent stable, then there exist delay values for which the rightmost characteristic roots are on the imaginary axis. Necessary and sufficient conditions for delay-independent stability are expressed by the following theorem: It follows that H(jω; τ 0 ) = 0, where
This contradicts the delay-independent stability. Case 2: W contains an elementλ ∈ C + . Hence, there exists a θ 0 ∈ [0, 2π] m such that
has a characteristic rootλ for θ = θ 0 . If θ ∈ R m + is varied continuously (with respect to the Euclidean norm) from θ 0 to (k 1 2π, . . . , k m 2π) , for some k ∈ N m , the spectrum of the matrix (4.3) continuously changes (w.r.t. the Hausdorff metric) to the spectrum of
If the latter matrix is not Hurwitz we have a contradiction (instability for all delays equal to zero). If not, it implies that W ∩ C + is not separated from the imaginary axis, and we are the situation described with Case 1.
"⇐" Assume that (1.1) is not delay-independent stable. In the case where
In the other case, the system (1.1) is asymptotically stable for all delays equal to zero and, by the continuity of (4.1), there must be characteristic roots on the imaginary axis for some delay values, i.e.
It follows that jω ∈ W and we have a contradiction.
Remark 4.2. For a delay-independent stable system, the condition 0 ∈ W, respectively 0 ∈ W, is referred to in the literature as strong, respectively weak delayindependent stability (see [2, 21] and the references therein), notions which are related to stability properties of some associated 2D-system.
The stability of a ray T ( r) can be characterized in an analogous way: Proposition 4.
The ray T ( r) is stable if and only if
Proof. Similar to the proof of Theorem 4.1.
The next proposition states that if the system (1.1) is not delay-independent stable, then it is always prone to the delay interference phenomenon:
{0}). If a ray T ( r) is stable, then it is subjected to the delay interference phenomenon.
Proof. From the assumption W ⊂ (C − ∪ {0}) it follows that (1.1) is not delayindependent stable. So there exist delay values τ ∈ R m + and a frequency ω > 0 such that H(jω; τ ) = 0. For any given k ∈ N m , k = 0, this implies that H(jω; τ (n)) = 0 for all n ∈ N, where
Therefore, the ray
is unstable for all n ∈ N. From
and the fact that this analysis can be repeated for every nonzero k ∈ N m , it follows that every ray T ( r) where r has commensurate components, gets unstable when applying certain infinitesimal perturbations to r.
If the components of r are non-commensurate, then there exist infinitesimal δ r such that r + δ r has commensurate components (Q m is dense in R m ), and the above arguments can be repeated. This completes the proof. The second assertion can be proven in two different ways. It directly follows from Proposition 4.4, whose proof mainly relies on the invariance property (4.5). Alternatively, let r ∈ R m + be such that T ( r) is stable. Following from the density of the rationally independent numbers in C m , there exist arbitrarily small perturbations δ r ∈ R m + such that r+δ r has rationally independent components. By the first assertion of the theorem, the ray T (( r + δ r)/( r + δ r )) is unstable. This implies that T ( r) is subjected to the delay interference phenomenon.
The third assertion follows from Propositions 3.2-3.3 and Proposition 4.3.
Under the assumption of the previous theorem, we comment on the detection of stable rays T ( r) (if any), without the explicit computation of stability/instability regions of (1.1) in the delay-parameter space. From Theorem 4.5, the components of r can not be rationally independent. By Proposition 4.3, we have to search for values for which V( r) ⊂ (C − ∪ {0}), whereas we have W ∩ C + = φ and V( r) ⊆ W. Thus, values of r, for which V( r) "doesn't cover W very well", are good candidates. Following from Propositions 3.2 and 3.3, such values must be characterized by a "large dependence", for instance, r = n/ n , with n ∈ N m and n small. To fix the ideas, we pick up the example (3.6), which satisfies W ∩ C + = φ since α 0 = 0.2. Table  4 .1 displays the corresponding values of α( r), for rationally dependent r. It becomes apparent that stable rays correspond to
Notice that for five of these cases the set V( r) is depicted in Figure 3 .1, subplots a.) to e. Let τ be delay values, for which (1.1) has a characteristic rootλ ∈ C + , i.e.
Without loosing generality we may assume that the components of τ are commensurate 3 , and we can set
Then (4.7) can be written as
where
From (4.8) it follows that the polynomial
parameterized by k ∈ [1, ∞), satisfies p(µ 0 ; 1) = 0. By definition we have |µ 0 | < 1. Obviously, as k → ∞, all zeros of (4.9) must become unbounded. From this and the
not delay-independent stable ray T ( r) stable if and only if V( r) ⊂ (C − ∪ {0}) 0 ∈ W: strong stable ray (if any) subjected to the delay interference phenomenon 0 ∈ W: weak characteristic roots in C + ray T ( r) unstable not possible for r rationally independent continuity of the zeros w.r.t. k, there must be a pair (k,μ) withk > 1 and |μ| = 1 such that
This means thatkλ ∈ W and, consequently, W ∩ C + = φ. 
{0}). Then there exist delay values for which (1.1) has characteristic roots on the imaginary axis, while there are no delay values for which (1.1) has characteristic roots in C + . Every stable ray is subjected to the delay interference phenomenon.
The main results of this section are summarized in Table 4 .2. The cases W∩C + = φ and W ⊂ (C − ∪ {0}) with 0 ∈ W are generic. The other cases, where the rightmost elements of W are on the imaginary axis, characterize situations where a system is on the edge of loosing or acquiring delay-independent stability. Recall that this analysis has been performed under Assumption 2.5, which can be checked a priori (if the assumption is not satisfied, then there exist no values of τ for which the zero solution of (1.1) is asymptotically stable).
To conclude, we briefly discuss some existing results related to the interference phenomenon. In [15] it is shown that delay-independent stability is equivalent to asymptotic stability for all delay values lying in a nontrivial sector in the delayparameter space, and to the robustness of stability of a ray, consisting of commensurate delay values, w.r.t. small perturbations of the direction (see [15] for precise formulations). Note that the latter two statements imply the existence of a stable ray, which is not subjected to the interference phenomenon. Given a stable ray, the additional condition to have interference of [17] (delay-dependent stability when one of the (two) delays is set to zero) and of [22] (frequency-sweeping test) are in fact conditions for the presence of characteristic roots on the imaginary axis for some delay values, thus conditions for not having delay-independent stability. In this way, the above cited results are a direct corollary of the fact that a system is either delay-independent stable or every stable ray is subjected to the delay interference phenomenon, see Table 4 .2.
5.
Illustrations. We present two examples, which together illustrate all results and phenomena described in the previous sections. Besides the delays, the examples will exhibit another parameter. This allows us to illustrate, in addition, two scenarios for the transition between delay-independent stability and delay-dependent stability: one via weak delay-independent stability, the other via the case
As a first example we consideṙ
where a ∈ R is a parameter. We have
According to Table 4 .2 the zero solution of (5.1) is delay-independent stable if and only if a ≥ 3 2 . For a > 3 2 we have strong delay-independent stability, for a = 3 2 we have weak delay-independent stability. For a < 3 2 we are directly in the case W ∩ C + = φ. For a = 1.3 the system reduces to (3.6), for which the analysis in the previous section and Table 4 .1 learn that there are 7 stable rays, characterized by r = n/ n , with n given by (4.6). Such an analysis can easily be repeated for other values of a, since a change of this parameter, say δa, only affects the sets W and V( r) by a shift along the real axis of −δa, while the numerical values of Table 4 .1 change accordingly with −δa. For a = 1, there are only three stable rays left, characterized by
and for a < −0.5 all rays are unstable. In Figure 5 .1 we show the complete stability/instability regions of (5.1) in the delay-parameter space 4 , for a = 1 and a = 1.3. The solid lines correspond to delay values for which there are characteristic roots on the imaginary axis. The dashed lines indicate the stable rays. Notice that small perturbations of their slope lead to intersections with the solid curves, a consequence of the delay interference phenomenon. As a → 1.5, we have in fact a scenario towards delay-independent stability, characterized by an increase of the number of stable rays. That number becomes arbitrarily large when getting arbitrarily closed to the 'bifurcation value' a = 1.5, for which we have weak delay-independent stability. Next, we analyze the systeṁ
and a ∈ R is a parameter. The corresponding set W is depicted in Figure 5 .2. A change of parameter a results once again in a shift of this set along the real axis. For a < 0 the system is strongly delay-independent stable and for a > 0 we have W ∩ C + = φ, see Table 4 .2. For the intermediate value, a = 0, we are in the special case where the assumptions of Theorem 4.7 are satisfied.
In Figure 5 .3, we plot the stability region in the (τ 1 , τ 2 )-space for a = 1/16 and a = 0. In the first case there are three stable rays, determined by r = n/ n , with n ∈ {(1, 0), (1, 1), (4, 1)} .
These directions can also be obtained directly by constructing a table similar to Table 4.1. As a → 0+, all closed curves in the (τ 1 , τ 2 )-space, corresponding to characteristic roots on the imaginary axis, shrink, and at the limit a = 0, where Theorem 4.7 applies, they have collapsed to equally spaced points. can be computed analytically as
the system has characteristic roots on the imaginary axis (more precisely ±j √ 3/2), but for all other delay values its zero solution is asymptotically stable. This is illustrated in Figure 5 .4, where the real parts of the rightmost characteristic roots are displayed along a particular ray, containing some of the points (5.5).
Notice that for the limit case, a = 0, the number of unstable rays is infinite but countable, since the unstable rays have to contain at least one of the points (5.5). Hence, they are characterized by a slope
being rational numbers. This leads to a paradox: for a = 0 all rays T ( r), with r 2 /r 1 irrational, are stable, whereas for any a > 0, they are unstable (since W ∩ C + = φ and Theorem 4.5 applies). The explanation is as follows: for all rationally independent r and every value of a, we have for the example:
Consequently, V( r) intersects the closed right half plane if α 0 > 0 but not if α 0 = 0.
6. Relation with the stability of continuous-time delay-difference equations. We relate the results of the previous sections with stability conditions for continuous-time delay-difference equations of the form: which are discussed in e.g. [10, 19, 18] and the references therein.
We assume that det(I − m i=1 A i ) = 0, which prevents a characteristic root at zero for all r ∈ R m + . Then the stability conditions for the zero solution of (6.1) from [10, Theorem 2.2 and Corollary 2.2] can be rephrased as displayed in Table 6 .1.
A comparison between Table 4 .2 and Table 6 .1 reveals a strong correspondence between the stability of the zero solution of (1.1) along rays in the delay space, and the stability of the zero solution of (6.1). This correspondence is described in Table 6 .2.
Concluding remarks.
A complete characterization of delay-independent stability, stability of rays in the delay-parameter space, and the delay interference phenomenon was made. The results were illustrated with numerical examples. In addition, scenarios for the transition between delay-dependent stability and delay- W ⊂ {λ ∈ C : |λ| < 1} sup {|λ| : λ ∈ W} > 1 asympt. stable for all values of r not asympt. stable for all values of r if r is stabilizing, then there exist infinitesimal perturbations on r which destroy stability ≡ not strongly stable unstable for rationally independent r independent stability were shown, and the correspondence with the stability theory for delay-difference equations was outlined.
It is worthwhile to mention that the stability results for rays in the delay-parameter space can easily be extended towards higher dimensional subspaces. For instance, asymptotic stability for all delay values lying in a subspace spanned by r Furthermore, the study of the sets W and V(·) does not only lead to a powerful tool for characterizing delay-independent stability properties. Note for instance that the intersection of W with the imaginary axis contains all possible values where characteristic roots can cross the imaginary axis when the delays are varied. Actually, from these values and/or the corresponding parameters, that is, θ in Definition 3.1, detailed information can be retrieved about the geometry of the stability crossing curves/(hyper)surfaces in the delay-parameter space, thereby generalizing the results from [9] . Equation (1.1) Equation (6.1) relation of W w.r.t. imaginary axis relation of W w.r.t. unit circle direction r in delay space nominal delay value r (un)stable ray T ( r) (de)stabilizing delay value r stable ray subjected to the delay stability for nominal r destroyed by interference phenomenon infinitesimal perturbations on r Table 6 .2 The similarity between the stability of the zero solution of (1.1) along rays in the delay space, and the stability of the zero solution of (6.1) .
If the real numbers r 1 , . . . r m are rationally dependent (that is, not rationally independent), then there always exists an integer p < m and a matrix Γ ∈ Z m×p of full column rank such that    r 1 . . . 
