The two primary sources of numerical error in CFD simulations are iterative error and discretization error. These errors are examined for inviscid aerodynamic computations of a slender missile configuration using Cartesian grids. A new iterative error estimator is proposed which incorporates both exponential and oscillatory convergence behavior. This iterative error estimator is discussed in detail and used to estimate the iterative error in the yaw and drag force histories. Discretization errors are analyzed using uniform grid refinement and Richardson extrapolation. Methods for assessing the uniformity of the grid refinement with Cartesian grid methods are presented and the convergence behavior of the aerodynamic forces and moments is discussed. While the forces and moments do not converge at the formal order of accuracy of two, conservative discretization error estimates show that the forces are reasonably well converged with generally less than 5% error, the pitching moments are converged to within 20%, and rolling moment gives error estimates as high as a factor of three.
I. Introduction
OMPUTATIONAL Fluid Dynamics, or CFD, is playing an ever-increasing role in the decision-making process for aerospace systems. It is critical to be able to assess the total uncertainty in CFD predictions used for analysis, design, and optimization of these systems. In addition to the inherent uncertainties in the system (which often cannot be reduced), uncertainty arises due to the level of validity of the chosen CFD model (and accompanying sub-models) and the numerical errors associated with the discretization process. When the CFD models do not agree with wind tunnel or flight data, the tendency is to blame the model (e.g., the turbulence model, the combustion model, the geometric modeling of the surface). However, especially in cases where the essential features of the flow are captured by the model, the uncertainties due to numerical errors can play a large role. Currently, no approaches exist which can automatically estimate and/or reduce these numerical errors in an efficient manner; simply employing ultra-fine meshes is not an option for complex aerospace systems due to the large computational cost.
C
The three types of numerical error are iterative error, discretization error (due to the spatial grid and/or the time step), and round-off error. 1, 2 Iterative error is the difference between the current iterative solution and the exact solution to the discrete equations, and is usually present for both nonlinear problems and for large, linear systems. Discretization error is defined as the difference between the exact solution to the discrete equations and the exact solution to the underlying partial differential equations. For consistent/convergent numerical schemes, discretization errors can be reduced by adding additional mesh points in the spatial grid or reducing the time step. Round-off errors arise due to the use of finite arithmetic on digital computers, and can be easily assessed by repeating computations with additional precision (e.g., using 32-bit and 64-bit storage for floating point numbers).
For computational aerodynamics problems of engineering interest, the iterative convergence is usually assessed by monitoring the residuals for each governing equation. The residuals are defined by substituting the current iterative solution into the discrete form of the equations. For the case when unsteady methods are used to obtain steady-state solutions, the residuals are limited to the steady-state terms in the discrete equations with the unsteady terms being neglected. Prior work suggests that residual reduction tracks quite well with actual iterative error for a wide-range of problems, 3, 4 and this is further confirmed by the results shown in Figure 1 . There are two drawbacks to using the residuals to assess iterative convergence. First, they do not provide estimates of the actual iterative error in the quantities of interest, thus it is not clear when the iterative procedure can be terminated. Second, for cases where the iterations exhibit oscillatory convergence, or worse, purely oscillatory behavior, the residuals may not converge beyond one or two orders of magnitude. Such oscillatory behavior can arise due to numerical reasons (e.g., a flux limiter alternately activating and de-activating) or physical reasons such as small, unsteady flow regions in the solution. To be of use for practical problems in computational aerodynamics, a robust method for estimating the iterative error is needed for cases of oscillatory iterative convergence, and this is one of the primary goals of the current paper.
One of the most reliable methods for estimating discretization error is Richardson extrapolation combined with uniform mesh refinement. 5 In the Richardson extrapolation process, the solutions on two or more mesh levels are used to estimate the solution on an infinitely refined mesh, which should correspond to the exact solution to the original partial differential equation when consistent numerical schemes are used. When two mesh levels are employed, the estimated exact solution is given by 
where f 1 and f 2 are the solutions on the fine and coarse meshes, respectively, and r is the grid refinement factor which is simply the ratio of coarse to fine cell sizes. Here it is assumed that the higher-order terms in the discretization error are small (i.e, that the solutions are asymptotic). When only two mesh levels are available, the order of accuracy p is typically assumed to be equal to the formal order of accuracy of the scheme. When three mesh levels are available, the order of accuracy can be computed from
American Institute of Aeronautics and Astronautics as long as the refinement factor is held constant during the two refinement steps (coarse to medium and medium to fine). For non-constant mesh refinement factors, an iterative approach can be used to find p (see Ref. 1) . A drawback to the Richardson extrapolation approach is that it requires the mesh to be refined in a global manner such that the ratio of cell volumes between the coarse and fine meshes is constant over the entire domain. For typical refinement with r = 2, each 3D grid cell is halved in each coordinate direction, resulting in eight new fine grid cells. Smaller refinement factors can be used, although this generally increases the burden on the grid generation process, which is often the limiting factor for complex, three-dimensional geometries. Other approaches exist for estimating the discretization error which do not rely on uniform mesh refinement. One example is the method of nearby problems developed by Roy et al. 6 which requires an additional solution to a "nearby" problem on the same mesh. Another example is the discrete adjoint approach of Venditti and Darmofal, 7 which requires the solution to the linear dual (adjoint) problem on the same mesh. Both of these approaches require extensive modification to existing codes, but may ultimately provide better estimates of the global discretization error.
II. Simulation Approach
An inviscid CFD code has been developed which solves the Euler equations on Cartesian grids. Wall boundaries are handled by cutting a plane parallel to the boundary into the cell intersecting the surface (i.e., Cartesian cut cells). Two discretization approaches were employed: a central difference method with 2 nd and 4 th order damping and the Van Leer upwind scheme. The solutions are marched in pseudo-time (i.e., iterated) using a 4-stage Runge-Kutta scheme with local time stepping at CFL = 1.
III. Problem Description
The geometry of interest is a generic Man-Portable Air Defense (MANPAD) missile. The geometry is shown below in Figure 2 . This missile has a blunted nose, two forward canards, and four rear fins. Inviscid solutions were computed at Mach 1.6 at two angles of attack: 1deg. and 9 deg. 
IV. Iterative Error

A. Motivation
Typical iterative convergence histories for the MANPAD are given in Figure 3 for the three force components: lift, drag, and yaw. There appears to be both an oscillatory component and an exponentially decaying component to each of the forces. Since steady-state solutions are desired, only the final values of these forces are needed. Rather than simply running these solutions to convergence, we seek to find a way of estimating the numerical error due to incomplete iterative convergence during a solution run. If the iterative convergence can be estimated accurately early on in the iteration process, then the computations can be stopped, thus saving computing time. This is especially critical when a large matrix of runs must be computed (e.g., varying Mach number, alpha, roll angle).
The iterative error is defined as the difference between the current iterative solution and the exact solution to the discrete equations. We can get a very good estimate of the iterative error by first converging the solution down to machine zero (i.e., in the limit as the number of iterations goes to infinity). The iterative error in a solution function f at iteration n is then . However, this level of iterative convergence is overkill; our goal should be to get the iterative error sufficiently small. A more efficient approach is to use the current iterative solution (and its neighboring iterates) to estimate the iterative error "on the fly." This approach is complicated by the oscillatory nature of the convergence histories. 
B. Approach
Monotone Exponential Convergence Analysis
For computational aerodynamics analyses where iterative convergence is monotone, the iterative error usually decreases in an exponential fashion. Blottner used this observation along with iterative solutions at three different iteration levels in order to estimate the iterative error at a given iteration. 4, 8 Recall that the iterative error is defined as the difference between the current iterative solution to the discretized equations and the exact solution to the discretized equations (note: the latter is different from the exact solution to the original partial differential equation). Roy and Blottner 4, 8 utilized this exponential convergence behavior of a Navier-Stokes code to develop a method for estimating the iterative error in quantities of interest. This method relies on having solutions at three iteration levels, and was found to provide accurate estimates of the iterative error when compared to solutions that were iteratively converged to machine zero using double-precision computations. An example of this iterative error estimator for the driven cavity problem discussed in Figure 1 is presented in Figure 4 . The lines represent L 2 norms of the actual iterative error over the entire domain for each of the three solution variables (density, u-velocity, and v-velocity) which is found by first converging the solution down to machine zero in double precision. The symbols give the iterative error estimates from Blottner's method. The iterative error estimates are slightly off in the fast convergence regime (<5000 iterations), but are quite accurate in the slow convergence regime (>5000 iterations). 
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Oscillatory Convergence Analysis
While the method presented above assumes that convergence of the iterative method occurs monotonically, Ferziger and Peric 9 independently developed an iterative error estimator which also addresses oscillatory iterative convergence. In the Ferziger and Peric approach, they write the iteration scheme in terms of an iteration matrix which operates on the current iterative solution at time level n to produce the iterative solution at time level n+1. The Eigenvalue of this iteration matrix with the largest magnitude is then used to estimate the iterative error for monotone solutions. For oscillatory convergence, the Eigenvalues with the largest magnitude are complex (and occur as conjugate pairs) and can also be used to estimate the iterative error.
New Approach for General Convergence Analysis
In order to incorporate both exponential and oscillatory components into the iterative convergence analysis, we postulate the following function
where ε n is the iterative error at iteration n, t n is the iteration number, f n the current iterative solution, f E the iteratively converged solution (to the discrete equations), and the other variables are unknown constants to be determined (along with f E ). In order to solve for the unknowns, we will find it convenient to write the above as
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where , etc. Making the standard assumption in Newton's method, namely that
where A is the Jacobian matrix, and the vector
. For the function given in Eq. (4), the analytic derivatives in the Jacobian are simply: Since we are unlikely to find a function which will exactly solve this linear system, we can add more points from the iteration history and solve the resulting system in a least squares sense. Thus if A is a non-square matrix with more rows (iteration points) than columns (unknown variables α v ), we can left-multiply by the transpose of A to get a least squares method
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In order to increase the robustness of the Newton's method, we scale the diagonal terms of the M matrix by a factor δ which is initially set to 1.01. In cases where the Newton's method diverges, we subsequently increase δ by 0.01 until it converges. In cases where this scaling becomes larger than two, we give up and do not provide an estimate for that set of iterates. In order to make sure this least squares approach works correctly, we first test it out on some test data which is sampled from the analytic function given by Eq. (3) using the following values: The convergence of the least squares/Newton's method is shown in Figure 5 . From an initial guess with the values given in Eq. (11) perturbed by a factor of 1.4, the Newton's method first appears to match the exponential component (at 4 Newton iterations) and then the sinusoidal component. The approach has converged very close to the exact value by 25 Newton iterations.
The above least squares method essentially attempts to minimize (F n ) 2 over the range of iterations examined: where tol is currently set to 10 -4 .
C. Results
We can gain some insight into the frequency content of the iterations by examining the power-spectral density (PSD) of these force histories, or "signals." A fast-Fourier transform was used to generate a PSD for the latter half of the yaw force history (iterations 4000 to 8000). The yaw force history is given in Figure 6 , along with its PSD. In addition to the very low frequency peak at 1E-4 (corresponding to an oscillation period of 10,000 iterations), the PSD plot shows three peaks near a frequency of 0.003, corresponding roughly to the period of the oscillations of interest (~330 iterations per period). This PSD analysis can be used to determine the appropriate number of iterations over which to sample. For this case, we will choose to apply the least squares iterative estimator over an iteration window of 2,000 iterations in order to capture roughly six periods of the oscillation.
Since this current case does not show convergence to a fixed value by the end of the run (8,000 iterations), we are forced to average over the second half of the iterative convergence history in order to get an accurate estimate of what the yaw force is converging to. We will refer to this averaged value as the "true" value for f exact (i.e., the iteratively converged value) in the following development. The newly proposed least squares iterative estimator has been applied to the yaw force in Figure 7 . This figure shows the yaw force, the "true" value of f exact (found by averaging from 4,000 to 8,000 iterations), and iterative error estimator. The iterative error estimates are within 20% for the early iteration history (< 4,000 iterations), and are within 5-10% for the later iterations. 
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The iterative error estimator has also bee applied to axial (drag) force history, and these estimates are presented in Figure 8 . Reasonable error estimates are found up until iteration 6,500, then there is a region of approximately 1,000 iterations where the iterative error estimates are poor or the Newton's method failed to converge (i.e., the locations with missing error estimates). The proposed iterative error estimator has shown some promising results, but more work need to be done to make the Newton iteration procedure more robust. 
V. Discretization Error
The effects of discretization (grid-related) errors are also examined. As discussed earlier in the introduction, the Richardson extrapolation procedure requires that the mesh be uniformly refined over the entire domain. This can be contrasted with grid adaptive methods, which selectively refine in regions where the errors are large and possibly coarsen in regions were they are small. Uniform refinement with Cartesian grid methods can be achieved by simply refining each Cartesian cell in 3D by a factor of two in each direction. However, this approach can quickly become expensive since the total number of cells in the grid increases by a factor of eight during each refinement. An alternative approach is to attempt to refine by a factor smaller than two in each direction. It is expected that this approach will lead to some regions of non-uniform refinement over the domain for Cartesian methods.
A. Uniformity of the Mesh Refinement
Three meshes were generated over the MANPAD geometry. The coarse grid contained 1.2 million cells, the medium grid 2 million cells, and the fine grid 3.7 million cells. An example of a 2D cut through the 3D grid is given in Figure 9 for both the coarse and fine grids. Refinement of the surface features is obtained by the layering of successively smaller cells over the geometry. The grid refinement factor r is a measure of the level of grid refinement that has occurred in each of the three coordinate directions. If the grid has been uniformly refined over the entire domain in all three coordinate directions (as desired), then the grid refinement factor can be found from where N is the total number of cells in the grid and d is the number of spatial dimensions (here d = 3). For the three grids discussed above, the grid refinement factor for the fine/medium grids is 1.23, and for the medium/coarse grids is 1.18, thus giving an approximate grid refinement factor between the three grids of 1.2.
The level of uniformity of the grid refinement was evaluated by comparing cell volume ratios between the coarse and medium grids and between the medium and fine grids as follows. First, the local cell volumes were calculated using Tecplot's 10 CFD Analyzer and stored at the nodes. Next, the fine grid volume function was interpolated onto the coarse grid with Tecplot using the inverse distance function. Now that the coarse grid contains both fine and coarse grid cell volume information, the coarse to fine grid volume ratios can be calculated and examined. These volume ratios between the medium and fine grids are shown in Figure 10 and are fairly constant in the domain around a value of 1.6, with the exception of the regions where the layers transition from one cell size to another. In these regions, the local volume ratios vary between 1 and 6, while the target volume ratio (based on the number of cells) was approximately 1.8, which corresponds to a grid refinement factor of r = 1.22. 
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A 2D cut through the 3D grid is given in Figure 11a showing both the volume ratio between the medium and fine grid and also showing the medium grid cells. Figure 11b shows three lines extracted from x = 10, 30.8 and 51.6. Again, while there are large variations in the volume ratio (between 1 and 6), the median appears to be near 1.6, while the mean is around 1.8. While uniform refinement has not been achieved, the refinement should be sufficiently uniform to use Richardson extrapolation to estimate the grid related errors. 
B. Discretization Error Estimates
Inviscid CFD simulations were performed on the MANPAD missile at Mach 1.6 and angles of attack of 1 deg. and 9 deg. Since negligible yawing forces and moments were produced, we will limit our study to the axial force, normal force, pitching moment, and rolling moment. The CFD results on all three meshes are presented in Table 1 for the simulations run with the central difference method and in Table 2 for the upwind scheme. Also shown in the tables is the order of accuracy computed from Eq. (2) and the estimated exact solution using Eq. (1) (Richardson extrapolation) with the fine and medium meshes. Also given is Roache's Grid Convergence Index (GCI) in percent form, where the GCI is calculated using the conservative factor of safety of 3 (see Ref. 1 for details)
where f 1 is the fine grid solution, f 2 is the medium grid solution, p is chosen as the formal order of accuracy (p = 2), r is the grid refinement factor (here r = 1.2), and F s = 3. The final column of Table 1 gives the percentage error in the Richardson extrapolated result using the central difference scheme relative to the extrapolated value from the upwind scheme, while the last column of Table 2 gives the error in the extrapolated value from the upwind scheme relative to the extrapolated value from the central difference scheme. It is clear that in no case are all three solutions (coarse, medium, and fine) in the asymptotic range since the order of accuracy values do not match the theoretical value of two. This confirms that the conservative value of three for the factor of safety in the GCI is appropriate. The GCI provides an error or uncertainty band about the fine grid numerical solutions. The GCI values for the forces are all under 5.5% except for the normal force for the upwind scheme at 9 deg., which is at 13.6%. The GCI values for the pitching moment are as high as 22.7%, and the GCI values for the rolling moment are as high as 185.5%. The conclusions that can be drawn from this discretization error study are that forces appear to be reasonably well converged with discretization errors generally less than 6%, the pitching moment is not as well converged (discretization errors of ~20%), and the rolling moment is not converged on these grids. While additional grid levels should be examined, it is comforting to note that both the central difference simulations and the upwind simulations appear to be converging to the same answers, with the extrapolated forces and pitching moment from the two numerical approaches within 6% of each other. The extrapolated rolling moments from the two numerical schemes are within 27% of each other.
VI. Conclusions
The numerical errors for inviscid CFD simulations of the supersonic flow over a MANPAD missile have been investigated. For the iterative convergence error, a new iterative error estimator has been developed which accounts for both oscillatory and exponential iterative convergence of the numerical method. This approach has been applied to the drag and yaw force iteration histories for the MANPAD missile. The proposed iterative error estimator is found to provide good estimates of the iterative error using reasonably small portions of the iterative histories. The discretization error has also been investigated using three different mesh levels combined with extrapolation procedures. The uniformity of the grid refinement has been examined in detail, and the convergence of the aerodynamic predictions with grid refinement has been examined. While the aerodynamic forces and moments are not in the asymptotic range for all three grid levels, conservative discretization error estimates show that the forces are reasonably well converged (generally less than 5% error), the pitch moments are converged to within 20%, and rolling moment gives error estimates as high as a factor of three.
