Abstract-We present a navigation function through which a group of mobile agents can be coordinated to achieve a particular formation, both in terms of shape and orientation, while avoiding collisions between themselves and with obstacles in the environment. Convergence is global and complete, subject to the constraints of the navigation function methodology. Algebraic graph theoretic properties associated with the interconnection graph are shown to affect the shape of the navigation function. The approach is centralized but the potential function is constructed in a way that facilitates complete decentralization. The strategy presented will also serve as a point of reference and comparison in quantifying the cost of decentralization in terms of performance.
I. INTRODUCTION
We address the problem of collision free navigation of formations of multiple agents. Our final goal is to develop a decentralized solution that relies exclusively on local feedback. Existing work in the area of formation control for multi-agent systems [1] , [2] , [3] , [4] , [5] , with applications in the field of networked UAVs, aircraft formations, satellite clusters, etc., is occasionally linked to motion planning, obstacle avoidance and navigation. At present, there is no trully decentralized formation controllers via which one can engineer a cooperative behavior that results in a particular shape and orientation.
The problem has been addressed in the past with centralized navigation scheme by a number of groups [6] , [7] , [8] . In the centralized architecture there is single control law and the collision free trajectories are constructed in the composite configuration space. A similar idea has been exploited in [9] , where the formation objectives and constraints have been encoded in a Formation function. In [8] , a centralized cooperative control strategy using an artificial potential function is presented for a planar world. A centralized approach is likely to be computationally complex and assumes global state knowledge; however it can guarantee completeness of solution. To allow the control architecture to scale with the size of the group, decentralized solutions are alternatively sought. These typically involve the combined effect of individual, agentbased local potential fields [10] , [11] , [12] , [13] Obstacle avoidance in a moving formation using potential field based [14] , [12] , [10] , and reactive or optimal control approaches [15] have also been addressed.
The problem with current potential field-based decentralized formation control schemes is the inability to predict and control the critical points of the combined potential field. This has always been the case with conventional potential field strategies. In a seminal paper [16] , Rimon and Koditschek introduced the navigation function methodology and offered the first formal solution to the problem of local minima in potential field motion planning. Navigation functions are smooth real valued maps realized through suitably chosen scalar valued cost functions. The negated gradient vector field of the cost function generates curves that are collision free and converge to the destination from almost all initial conditions. A set of measure zero including a number of critical points has to be excluded, but it has been shown [17] that this is the best that can be done in such situations. The only provably convergent decentralized approach, applicable to environments with sphere-type obstacles, is [10] . However, decentralization is limited in the sense that each agent essentially carries a copy of the centralized scheme, requiring full knowledge of the system and environment state.
We construct a formation constraint function which is a navigation function and facilitates complete subsequent decentralization. No agent collides with environment obstacles or other agents and the desired formation (both in terms of shape as well as orientation) is achieved asymptotically. A provably correct centralized coordination scheme not only lead us to decentralized solutions, but also provides means for comparison for quantification of the "cost" of decentralization. We show that the topology of the interconnection graph -specifically its algebraic properties, as expressed by the Laplacian and Incidence matricesfinds its way into the tuning parameters of the potential field. Moreover, in our approach the desired formation is not fixed at any particular point in space, so it can be combined with recently developed decentralized flocking algorithms [18] .
II. PROBLEM FORMULATION
We consider a group of agents, described bẏ
where q i and u i are the state and control input of agent i, respectively. In the remaining, q and u will denote the stack vectors of q i and u i . The agents are treated as autonomous point-robots. The objective here is to construct a potential field that will enable the N agents to stabilize with respect 
Throughout the paper, the use of the Euclidian norm is implied. Specifying the formation constraints as edge labels in the form
only specifies inter-agent distances, but also their relative orientation. The workspace W = {q | q ≤ R} ⊂ R n , common for all agents, is assumed to be populated by a set of disjoint configurations p j , j = 1, . . . , s that represent point-obstacles. The assumption that both the robots as well as the obstacles are represented by points is not as restrictive as it may seem, since it has been shown [19] that a large class of shapes can be mapped to single points through a series of transformations; this "point-world" topology can be regarded as a degenerate case of the "sphere-world" topology of [16] . The potential function, ϕ(q), has to be constructed so that setting the agent control inputs equal to its (scaled) negated gradient: u = −K∇ϕ(q), gives rise to a closed loop system in which trajectories from all initial conditions (except for a set of measure zero) are collision free and converge to configurations corresponding to the desired formation.
III. FORMATION NAVIGATION FUNCTION
Requiring (almost) global convergence to a desired equilibrium, suggests navigation functions as a natural design choice. In its original form [16] , a navigation function ϕ(q) is defined on a compact connected analytic manifold with boundary, F ⊂ R n , in the interior of which there is a destination point q d . The navigation function is a map ϕ :
1) smooth on F (at least a C (1) function); 2) polar on F , (q d is a unique minimum); 3) admissible on F , (uniformly maximal on ∂F ); 4) a Morse function, (its critical points are nondegenerate). Our navigation function does not conform strictly to the above definition, since we have relaxed the admissibility requirement. This relaxation does not affect the convergence properties but rather produces a potential field with nonuniform norm on ∂F . The proposed function has the following form:
where
is a function that vanishes only when agents are in contact with the obstacles or with one another, and k is a (positive) tuning parameter. In the remaining of this section we will describe how one can construct a function in the form of (2), in a way that facilitates decentralization. In the approach that we follow, components of γ d and β that involve the coordinates of agent i, should not be affected by "events" that happen outside of its local neighborhood.
A. γ d : the Goal Function
Function γ d encodes the control objective: converging to the destination configuration q d . This configuration corresponds to a desired formation, as defined by all the labels of the formation graph being set to zero. With that in mind, a reasonable choice for γ d is
The reasoning behind this definition is that a sum of terms involving neighboring agents in the numerator of (2) is easier to decompose into agent-specific individual potentials.
B. β: the Obstacle Function
The definition of β is partially inspired by our previous work. In [16] , β is made up as a product of several "obstacle functions", β(q) = β j , where each β j is vanishing whenever the system came into contact with one of the obstacles in the environment. In this case, collisions can occur not only between an agent and an obstacle, but between agents as well. For all possible combinations of an obstacle at p t and agent i = 1, . . . , N, we define a function
where i = 1, . . . , N, t = 1, . . . , s and d is a parameter chosen so that β it is differentiable:
The workspace boundary is modeled similarly:
Similarly, for every pair i, j ∈ {1, . . . , N} we can have: motion of an agent remains "local", within a region of radius d (Figure 1 ). The net effect of all obstacles and neighboring distances is captured in β(q):
IV. PROOF OF CORRECTNESS
In this section we formally show that the function (2), constructed in Section III is indeed a navigation function -with the exception of the admissibility property. Let F = W \ {p 1 , . . . , p s } denote the space remaining after removing all the obstacle points. We define B i (ε) = {q | 0 < β i < ε, ε > 0}. In the following, F is partitioned into five subsets:
In Propositions IV.2, IV.3, IV.4, IV.5, and IV.6, we follow the steps in [17] to establish the convergence properties of the potential field. Since the desired formation can be achieved everywhere in the free space, Proposition IV.2 does not ensure that the destination is a nondegenerate critical point in the configuration space; however, it can be shown that it is nondegenerate in the space of formation graph edge labels. Proposition IV.3 shows that there are no critical point on the boundary of the workspace, and then Proposition IV.4 ensures that we can push all critical points near the obstacles by selecting an appropriate k. Proposition IV.5 guarantees that with appropriate tuning, these critical points will not be local minima; in fact Proposition IV.6 shows that the navigation function is a Morse function and also ensures that the critical points are saddles. We make use of the following Lemma from [17] : 
For the desired formation configuration we have:
Proposition IV.2 The projection of ϕ on the orthogonal complement of F d has a nondegenerate local minimum at the origin.
Proof: We define new configuration variables, which are linked to the formation graph labels: vec(w) (B ⊗ I)vec(q) − c, where B is the incidence matrix of the formation graph, I is the identity matrix of appropriate dimensions and c is the stack vector of label constants c ij . The destination q d is mapped to origin of the new configuration variable w, so that ∇ 2 w γ d = 2I. Now the general expression of the gradient of ϕ is
from which we get that differentiating with respect to w and evaluating at the origin, ∇ w ϕ 0 = 0. Using Lemma IV.1, the Hessian of ϕ, will be
Considering the derivatives in terms of w and since both γ d and ∇ w γ d vanish at q d , we will have
which implies that w = 0 is a nondegenerate minimum of ϕ(w).
Proposition IV.3
All critical points of ϕ are in F 2 .
Proof: Consider a point q 0 close to the obstacle boundary. Then, as q 0 → ∂F , meaning that β → 0, and in view of (6),
Since ∂F is given as the set where β = 0, then ∇ϕ β=0 will be normal to the surface and −∇ϕ will point towards the interior of F .
Proposition IV.4 For all ε > 0, there is a lower bound for k 1 for which all critical points are in F 1 (ε).
Proof: From (6), for critical points c = q d ,
The right hand side remains bounded, since we can see that with β it defined as in (3), we have
where z it = q i − p t 2 − d 2 , and thus ∇β is always bounded in F . By increasing k, the left hand side increases and the only way to compensate for that increase is for β to decrease. Thus, for every ε > 0, picking
ensures that the critical point is within F 1 (ε).
Proposition IV. 5 There exists an ε 0 > 0 such that ϕ has no local minimum in F 0 (ε), as long as ε < ε 0 .
Proof: We will show that at every critical point, the Hessian of ϕ has at least one negative eigenvalue. Manipulating (7) we obtain
Without loss of generality, we select β it , t ∈ {1, . . . , s} as the obstacle function that attains the smallest value (the case where this function is a b ij for some i, j = 1, . . . , N can be treated identically) and break β as β = β itβit , wherē β it = β βit . Denoting (A) s the symmetric part of a matrix A,
∇βit(c) ) ⊥ , and taking the quadratic form:
The second term on the right hand side can be made arbitrarily small by decreasing ε (ε > β it ), so for the above to be negative the first term, (A), should be strictly negative.
From (8) we have,
A straightforward derivation of ∇ 2 β it yields
With β it → 0, we will have q i → p t , and given (4),
L being the Laplacian of G, and with (·)
(i) used to denote the matrix obtained by setting all elements of a given matrix to zero, except for those in the i th row and column. Matrix H βit is essentially ∇ 2 q (z it ). Writing (10) implies
which can be made strictly negative by choosing d < d 1 sufficiently small.
The following choice of ε < ε 0 guarantees a negative eigenvalue for (7):
where Λ(·) denotes the largest eigenvalue of a matrix.
Having shown so far that the only critical points of ϕ (besides the destination) are inside F 0 , and that these points are not minima, we complete this section with the following Proposition:
Proposition IV. 6 There exists an ε 1 > 0 such that if ε < ε 1 , all critical points are nondegenerate.
Proof: Just as in [17] , it suffices to show that
can be made positive by choosing ε sufficiently small. Using (9), we have
Without loss of generality, we assume that we are in B it ⊂ F 0 and we write ∇β, ω 2 = ∇(β it β it ), ω 2 . Then, with some algebraic manipulation, Γ becomes:
In the above, the first term is nonnegative, so
In the above, the term inside the square brackets is a second order polynomial in
Having a 3 > 0 for k > 2, and assuming first that a 1 > 0, the polynomial has two real roots and is positive whenever
On the other hand, if
βit which is positive whenever β it > a3 |a2| . Selecting
ensures that the quadratic form will be positive. Together, Propositions IV.2 -IV.6 ensure that (2) has navigation function properties, which means that the flows of (1) approach q d asymptotically from almost every initial condition, (except for a set of measure zero which includes the critical points).
V. SIMULATION RESULTS
In the simulation cases, we have coordinated a group of three mobile agents into forming a equilateral triangle, pointing north. The environment is populated with 25 stationary point-obstacles, forming a Π configuration. The agents start at initial configurations denoted 1 ,2 , and 3 and reach their final configuration denoted by 1, 2, and 3 in Figure 2 . The agents start from initial positions away (north-east) from the Π obstacle configuration and therefore stationary obstacle avoidance is not an issue here (in Figure 2 two of the obstacles in the upper right hand corner of the Π configuration are visible). What we want to test is the ability of the agents to avoid each other while trying to achieve the desired formation. In the second case, we initially position one of the agents inside the Π obstacle configuration. Again, the starting positions are denoted 1 , Inter-agent collision avoidance and convergence to desired formation.
2 , and 3 and converge to 1, 2, and 3 in Figure 3 . In this case we are testing not only the ability of the robots to form the desired triangle, but also their obstacle avoidance capabilities. 
VI. CONCLUSION
We have presented a navigation function that can be used for centralized multi-agent navigation and coordination. The potential field produced by this function ensures almost global asymptotic convergence of the agents to a particular oriented formation shape, while guaranteeing collision avoidance in the process. Formal analysis of the navigation function presented, shows that the topology of the interconnections in the multi-agent group affects its motion planning capabilities. This scheme is thought to be the first step towards constructing a provably correct and globally convergent decentralized scheme, and assessing the cost of decentralization in terms of performance.
Current work includes the construction of a decentralized version of this coordination algorithm, by breaking (2) into terms as suggested in Section III-A. Preliminary results indicate that the local potentials derived by (2) yield provable convergence for appropriate choices of k, d, and the number of obstacles.
