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Viet-Cuong Pham
Abstract
Let A(1) be any of the four finite spectra whose cohomology is isomor-
phic to the subalgebra A(1) of the Steenrod algebra. Let EC be the second
Morava-E theory associated to a universal deformation of the formal com-
pletion of the supersingular elliptic curve (C) : y2 + y = x3 defined over
F4 and G24 a maximal finite subgroup of automorphism groups SC of the
formal completion FC . In this paper, we will compute the homotopy groups
of EhG24C ∧A(1) by means of the homotopy fixed point spectral sequence.
Keywords: Davis-Mahowald spectral sequence; Higher realK-theory; Topo-
logical modular forms; Homotopy fixed point spectral sequence
Introduction
One of the central problems in stable homotopy theory is to understand the ho-
motopy groups of the sphere spectrum localized at each prime p, π∗(S
0
(p)). The
chromatic point of view offers a promising tool to analyze π∗(S
0
(p)) in a systematic
way by decomposing it into smaller pieces. More precisely, the chromatic conver-
gence theorem shows that every p-local finite spectrum X is the homotopy limit
of the tower
...→ LnX → Ln−1X → ...
where Ln is Bousfield localization functor with respect to an n-th Morava E-
theory, which is usually chosen to be the Lubin-Tate spectrum associated to the
universal deformation of the height n Honda formal group law via Landweber’s
exact functor theorem [Rez98]. Furthermore, the chromatic fracture square asserts
that Ln can be determined from Ln−1 and LK(n) as a homotopy pull-back
This work was partially supported by the ANR Project ChroK, ANR-16-CE40-0003
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LnX //

LK(n)X

Ln−1X // Ln−1LK(n)X
for any finite spectrumX . Here, LK(n) denotes Bousfield localization with respect
to the Morava K-theoryK(n). See [Rav92].
Therefore, in the chromatic approach to stable homotopy theory, it is crucial to
understand the K(n)-local homotopy category at all primes and all natural num-
ber n. For this purpose, a general strategy is to analyze the homotopy type of the
K(n)-localization of various finite spectra. The turning point of the theory is the
work of Devinatz and Hopkins [DH04] which expresses theK(n)-localization as
the continuous homotopy fixed point spectrum
LK(n)X = E
hGn
n ∧X
where Gn ∼= Sn ⋊ Gal(Fpn/Fp), called extended Morava stabiliser group, is the
semi-product of the automorphism groups Sn of the Honda formal group law Fn
and the Galois group Gal(Fpn/Fp). Moreover, for any closed subgroup F of
Gn, there is a K(n)-local En-based spectral sequence or homotopy fixed point
spectral sequence converging to π∗(E
hF
n ∧X) with E2-term being the continuous
cohomology of F with coefficient in En∗(X):
H∗c(F,En∗(X)) =⇒ π∗(E
hF
n ∧X) (1)
If F is a finite subgroup of Gn, then this spectral sequence coincides with the
usual homotopy fixed point spectral sequence.
Chromatic level one is very well understood at all primes: the homotopy groups
of LK(1)S
0 has been completely computed. Chromatic level two has been also
thoroughly investigated at odd primes. It started with Shimomura and his col-
laborators computations of L2 localization of various finite spectra (see [SY95],
[Shi97], [Shi00], [SW02]). Later Goerss et al. in [GHMR05] proposed a concep-
tual framework to organize theK(2)-local homotopy category at the prime 3. See
also [GHM04], [HKM13], [GH16] for further investigations at n = 2 and p = 3
and [Beh12] for an exposition of L2S
0 at p ≥ 5.
We are now leaning on the edge of our current knowledge. Considerable effort
has being made to understand the K(2)-local homotopy category at the prime 2.
The reason why the latter is hard to deal with lies largely in the fact that the co-
homological properties of the group G2 are much more complicated at the prime
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2. At chromatic level 2 and at the prime 2, we can replace the height 2 Honda
formal group law by the formal completion FC of the supersingular elliptic curve
(C) : y2 + y = x3 defined over F4. Let SC be the group of automorphisms of FC
EC the Lubin-Tate spectrum associated to FC . Because F2 and FC are isomorphic
over the algebraic closure of F2 [Laz55], Bousfield localization with respect to
K(2) can also be described as
LK(2)X ∼= (E
hSC
C )
hGal(F4/F2) ∧X
For computational purposes that we will explain in more detail later, we will work
with FC for the rest of the paper. Let us consider S
1
C defined to be the kernel of
the reduced determinant
det : SC → Z2 (2)
We have a cofiber sequence
EhSCC → E
hS1C
C
pi−1
−−→ E
hS1C
C
where π ∈ SC be a lift of a topological generator of the determinant homomor-
phism in (2). Therefore, understanding E
hS12
C is a major step towards LK(2)S
0. In
[Bea15], Beaudry established a finite resolution, known as the algebraic duality
resolution, of the trivial S1C module Z2. This algebraic spectral sequence has an
topological counterpart, the topological duality resolution. Let G24 be a maximal
finite subgroup of S1C , G
′
24 = πG24π
−1 and C6 a cyclic subgroup of order 6 of
G24. The following theorem had been first announced by Henn in [Hen07] and
has been recently completed and proved by Bobkova and Goerss in [BG16]
Theorem 0.0.1. There exists a sequence of maps in the K(2)-local homotopy cat-
egory at the prime 2
E
hS1
C
C → E
hG24
C → E
hC6
C → Σ
48EhC6C → Σ
48E
hG
′
24
C
such that all compositions and Toda bracket are trivial modulo indeterminacy.
This theorem offers a useful instrument to organize the K(2)-local homotopy
theory at the prime 2. In particular, it produces a small spectral sequence con-
verging to π∗(E
hS1
C
C ∧X) with E1-term being identified from π∗(E
hG24
C ∧X) and
π∗(E
hC6
C ∧ X). To obtain the inputs for the duality spectral sequence, we start
analyzing π∗(E
hG24
C ∧X) be means of the homotopy fixed point spectral sequence
H∗(G24, EC∗(X)) =⇒ π∗(E
hG24
C ∧X) (3)
for various finite spectra X .
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Let us consider A(1) any of the four type 2 finite spectra whose cohomology
is isomorphic to the subalgebra A(1) = 〈Sq1, Sq2〉 of the Steenrod algebra A.
These spectra were first considered by Davis and Mahowald in [DM82].
The aim of this paper is to give a detailed computation of the homotopy fixed
point spectral sequence for EhG24C ∧ A(1). We could only determine some differ-
entials with prior information about the homotopy groups of EhG24C ∧ A(1). To
this end, we resort to the spectrum tmf of topological modular forms which is
closely related to the homotopy fixed point spectrum EhG24C . In fact, we prove that
there is a homotopy equivalence (Theorem 4.1.3):
(∆8)−1tmf ∧ A(1) ∼= (EhG24C )
hGal(F4/F2) ∧ A(1)
where ∆8 is the periodicity generator of π∗tmf . Thus we can try to understand
the homotopy groups of tmf ∧ A(1), then invert ∆8 to get information about the
homotopy groups of EhG24C ∧ A(1). The homotopy groups of tmf ∧ A(1) are
accessible through the classical Adams spectral sequence
Exts,tA(2)∗(F2,H∗(A(1))) =⇒ πt−s(tmf ∧A(1))
We notice that in [BEM17] Batacharya, Egger, Maholwald briefly discussed this
Adams spectral sequence. Our approach is however different and contains more
details. For example, we give an explicite description of theE2-term of the Adams
spectral sequence using the Davis-Mahowald spectral sequence and determine
some differentials without appealing to Bruner’s software. Finally, the calcula-
tion of π∗(E
hG24
C ∧A(1) presented here will be an essential input in our futur work
to analyze π∗(E
hS1C
C ∧ A(1)).
The paper is organized as follows. Section 1 is devoted to a slight generaliza-
tion of the Davis-Mahowald spectral sequence. In Section 2, we recollect certain
information of the Davis-Mahowald spectral sequence for the A(2)-comodule F2.
Then we come to discuss the Davis-Mahowald spectral sequence forA(1) and ob-
tain the E2-term of the Adams spectral sequence. Finally, we compute two prod-
ucts one of which is exotic and can not be seen by the Davis-Mahowald spectral
sequence. These products allow us to determine some differentials in the Adams
spectral sequence for A(1). In Section 3, we discuss some differentials in the
later and then extract some suitable information about π∗(tmf ∧ A(1)) for later
use. Finally in Section 4, we study the homotopy fixed point spectral sequence for
EhG24C ∧ A(1).
Convention Without otherwise stated, all spectra are localized at the prime 2.
H∗(X) and H∗(X) denote the mod-2 (co)homology of the spectrum X . Given
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a Hopf algebra A over a field k and M a A-comodule, we will often abbreviate
Ext∗A(k,M) by Ext
∗
A(M). In general, we will write Cf for the cofiber of a map
f : X → Y except that we will write V (0) for the Moore spectrum which is the
cofiber of the multiplication by p on the sphere. We reserve the notation Cp for
the cyclic group of order p.
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1 Davis-Mahowald spectral sequence
Construction of the spectral sequence. Let k be a field of characteristic 2.
We will later specialize to the case k = F2, the field of two elements. Let
(A,∆, µ, ǫ, η, χ) be a commutative Hopf algebra over k with ∆, µ, ǫ, η, χ being
coproduct, product, counit, unit, the conjugation, respectively.
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Definition 1.0.1. Let E be the graded exterior algebra of a finite dimensional k-
vector space V with all elements of V having degree 1. An A-comodule algebra
structure on E is called almost graded if the natural embedding k ⊕ V → E is a
map of A-comodules.
Let E be an almost graded A-comodule exterior algebra (of a finite dimensional
k-vector space V ). We will construct a A-comodule polynomial algebra, called
the Koszul dual of E as follows. Let P be the graded polynomial algebra of V
with all element of V having degree 1. Let us denote by Ei and Pi the subspace
of elements of homogeneous degree i for i ≥ 0 of E and P , respectively. Let us
also denote by E≤i the the direct sum
j=i⊕
j=0
Ei. Notice that P1 sits in a short exact
sequence:
0→ k → k ⊕E1
p
−→ P1 → 0 (4)
The embedding k → k⊕E1 is clearly a map of left A-comodules. Thus P1 admits
a (unique) structure of left A-comodule such that p : k ⊕ E1 → P1 is a map of
A-comodules.
Lemma 1.0.2. There is a unique A-comodule structure on Pn such that the tau-
tological multiplication P⊗n1 −→ Pn is a map of A-comodules. Here, P
⊗n
1 is
equipped with the usual diagonal A-comodule structure.
Proof. This map is surjective and its kernel is spanned by elements of the form
y1⊗ ...⊗ yn− yσ(1)⊗ ...⊗ yσ(n) where σ belongs to the permutation group on the
set of n elements. Since A is commutative, this kernel is stable under coaction of
A. Thus, Pn inherits an A-comodule structure from P
⊗n
1 .
This lemma shows that P =
⊕
i≥0
Pi admits a left A-comodule algebra structure.
Now, let us define a cochain complex, called the Koszul complex,
(E ⊗ P, d) (5)
with
i) (E ⊗ P )−1 = k
ii) (E ⊗ P )m = E ⊗ Pm form ≥ 0
iii) d : k = (E ⊗ P )−1 → E = (E ⊗ P )0 being the unit of E
iv) d(
n∏
j=1
xij ⊗ z) =
n∑
t=1
∏
j 6=t
xij ⊗ p(xit)z where xij ∈ E1, z ∈ Pm and p is the
projection of (4)
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Remark 1.0.3. In other words, d : E≤n ⊗ Pm → E≤n−1 ⊗ Pm+1 is the unique
homomorphism making the following diagram commute
E⊗n≤1 ⊗ P≤m
(
∑
σ
(Id⊗(n−1)⊗p)◦σ)⊗Id
//
µ⊗Id

E
⊗(n−1)
≤1 ⊗ P1 ⊗ Pm
µ⊗µ

E≤n ⊗ Pm
d // E≤n−1 ⊗ Pm+1
(6)
where in the upper horizontal map, the sum is taken over all cyclic permutations
on n factors of E1 in the tensor product E
⊗n
1 and p is the restriction on E1 of the
map of (4).
Proposition 1.0.4. The complex (E⊗P, d) is an exact sequence of A-comodules.
Furthermore, (E ⊗ P, d) has a structure of differential graded algebra induced
from the algebra structure of E and P .
Proof. Let x1, ..., xn be a basis of E1. As a cochain complex over k, (E ⊗ P, d)
is isomorphic to the tensor product of (E(xi) ⊗ k[yi], di) where yi = p(xi) for
1 ≤ i ≤ n. Here, each (E(xi) ⊗ k[yi], di) is defined in the same manner as
(E ⊗ P, d) is. It is not hard to see that the cochain complex (E(xi)⊗ k[yi], di) is
exact. Hence, (E ⊗ P, d) is exact by the Künneth theorem. This proves the first
part.
Let us check that d is a map of A-comodules. In the diagram (6), the two vertical
maps are ones of A-comodules because E and P are A-comodule algebras. In
addition, they are surjective. It remains to check that the upper horizontal map is a
map ofA-comodules. Or equivalently, each mapE⊗n≤1
(Id⊗(n−1)⊗p)◦σ
−−−−−−−−−→ E
⊗(n−1)
≤1 ⊗P1
is a map of A-comodules where σ is a cyclic permutation on n elements. This is
true because σ is a map of A-comodules as A is commutative and p is a map of
A-comodules by definition. The second part follows.
Finally, It is straightforward from the formula of d in (5.iv) that d is a map of
algebras.
This lemma allows us to construct a spectral sequence of algebras converging to
ExtsA(k, k) see ([Rav86], Thm A1.3.2).
Proposition 1.0.5. (1) There is a spectral sequence of algebras converging to
ExtsA(k, k)
ExtsA(k, E ⊗ Pt)
+3 Exts+tA (k, k) (7)
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(2) IfM is aA-comodule, then there is a spectral sequence converging toExtsA(k,M)
ExtsA(k, E ⊗ Pt ⊗M)
+3 Exts+tA (k,M)
Furthermore, this spectral sequence is a spectral sequence of modules over that
of (7).
Terminology. We will call these spectral sequences the Davis-Mahowald spectral
sequences or DMSS for short.
In the perspective of carrying out explicit computations of products in Ext∗A(k)
and the action Ext∗A(k) on Ext
∗
A(M), we recall a double complex from which the
above spectral sequence is derived.
For each t ≥ 0, let (Cs(A,E ⊗ Pt), dv)s≥0 be the cobar complex whose coho-
mology is Ext∗A(k, E ⊗ Pt), i.e.,
Cs(A,E ⊗ Pt) = A
⊗s ⊗E ⊗ Pt
and dv : A
⊗s ⊗ E ⊗ Pt → A
⊗s+1 ⊗ E ⊗ Pt is given by
dv(a1⊗...⊗an⊗m) = 1⊗a1⊗...⊗an⊗m+
n∑
i=1
a1⊗...⊗ai−1⊗∆(ai)⊗ai+1⊗...⊗m
+ a1 ⊗ ...⊗ an ⊗∆(m)
We will abbreviate a1 ⊗ ... ⊗ an ⊗ m by [a1|...|an|m] . By an abuse of nota-
tion, we will denote by dv the differentials in the cobar complexes associated to
E ⊗ Pt for different t. The fact that d : E ⊗ Pt → E ⊗ Pt+1 is a map of A-
comodules implies that maps dh = Id
⊗s⊗d : Cs(A,E⊗Pt)→ C
s(A,E⊗Pt+1)
assemble to give a map of cochain complexes dh : (C
s(A,E ⊗ Pt), dv)s≥0 →
(Cs(A,E ⊗ Pt+1), dv)s≥0. Finally, it is easily seen that the maps of cochain com-
plexes assemble to form a double complex (Cs(A,E ⊗ Pt), dv, dh)s,t≥0
E
dh //
dv

E ⊗ P1
dh //
dv

E ⊗ P2
dh //
dv

E ⊗ P3
dh //
dv

...
A⊗E
dh //
dv

A⊗ E ⊗ P1
dh //
dv

A⊗ E ⊗ P2
dh //
dv

A⊗E ⊗ P3
dh //
dv

...
A⊗2 ⊗E
dh //
dv

A⊗2 ⊗ E ⊗ P1
dh //
dv

A⊗2 ⊗E ⊗ P2
dh //
dv

A⊗2 ⊗ E ⊗ P3
dh //
dv

...
... ... ... ... ...
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We can see that the spectral sequence associated to the horizontal filtration has the
E1-term isomorphic to (A
s⊗k, dv)s≥0 which identifies with the cobar complex of
the trivialA-comodule k. Thus this spectral sequence is degenerate at the E2-term
and the E∞ = E2-term identifies with Ext
s
A(k). Since there is no possible ex-
tension problem, the cohomology of the total complex is isomorphic to ExtsA(k).
Now, the spectral sequence associated to the vertical filtration has the E1-term iso-
morphic to ExtsA(E ⊗ Pt). This spectral sequence converging to the cohomology
of the total complex Exts+tA (k) is exactly the one appearing in Proposition 1.0.5.
Remark 1.0.6. The differential d1 : Ext
0
A(E⊗Pt)→ Ext
0
A(E⊗Pt+1) is nothing
but the restriction of the derivation d in (5) on the A-primitives of E ⊗ Pt.
Naturality of the Davis-Mahowald spectral sequence. We notice that the above
construction is natural in pairs (A,E) where A is a commutative Hopf algebra
and E is an almost graded left A-comodule exterior algebra. This allows us to
compare Davis-Mahowald spectral sequences associated to different pairs (A,E).
We will make use of this property to reduce computations in a crucial way. Let us
first define morphisms between such pairs.
Definition 1.0.7. Let (A,E) and (B,F) be such thatA andB are commutative Hopf
algebras, E and F are almost graded exterior comodule algebras over A and B,
respectively. A morphism between (A,E) and (B,F ) consists of f1 : A→ B and
f2 : E → F where f1 is a map of Hopf algebras and f2 is a map of B-comodule
graded algebras with the B-comodule structure on E being induced from f1.
Proposition 1.0.8. A morphism between (A,E) and (B,F ) induces a map be-
tween the associated Davis-Mahowald spectral sequences.
Proof. Let P and Q be the Koszul dual of E and F , respectively. The map of
B-comodule algebras f2 : E → F induces a map of graded B-comodule algebras
P → Q such that the following diagram is commutative
k ⊕ E1
p //
f2

P1

k ⊕ F1
p // Q1
Then one can check that the induced map E ⊗ P → F ⊗ Q is a map of Koszul
complexes. Therefore one obtains a map of double complexes (A⊗s⊗E⊗Pt)→
(B⊗s ⊗ F ⊗Qt), hence a map of spectral sequences.
Remark 1.0.9. Althoughwe only treat ungraded situations so far, the construction
carries verbatim to graded ones in which an extra grading is added to cohomology
groups and differentials preserve them.
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Now, we will examine some examples which are our main objects of interest.
Example 1. Let A∗ be the Hopf algebra dual to the Steenrod algebra A at the
prime 2 [Mil58]. As a graded algebra, A∗ = F2[ξi|i ≥ 1] where ξi is in degree
|ξi| = 2
i − 1. The coproduct is given by the formula
∆(ξk) =
k∑
i=0
ξ2
k−i
i ⊗ ξk−i
where ξ0 = 1. Let us denote by ξi the conjugate of ξi. As we will mainly work
with conjugates, we record the coproduct formula for them
∆(ξk) =
∑
i+j=k
ξi ⊗ ξj
2i
(8)
We recall that a Hopf ideal of a Hopf algebra A is an ideal I such that ∆(I) ⊂
I ⊗ A + A ⊗ I . If I is a Hopf ideal of A, then A/I inherits a structure of Hopf
algebra from A. Let A(n)∗ be the quotient of A∗ by the Hopf ideal In generated
by (ξ1
2n+1
, ξ2
2n
, ..., ξn+1
2
, ξn+2, ...). As an algebra,
A(n)∗ = F2[ξ1, ξ2, ..., ξn+1]/(ξ1
2n+1
, ξ2
2n
, ..., ξn+1
2
)
It is dual to the subalgebraA(n) =< Sq1, Sq2, ..., Sq2
n
> of the Steenrod algebra
A. The canonical projection π : A(n)∗ → A(n − 1)∗ induced by the inclusion
In ⊂ In−1 of Hopf ideals is a map of Hopf algebras, hence induces on A(n)∗ a
structure of right A(n− 1)∗-comodule algebra:
(id ⊗ π)∆ : A(n)∗ → A(n)∗ ⊗ A(n)∗ → A(n)∗ ⊗ A(n− 1)∗
The following well-known lemma describes the structure of the primitivesABk
of this comodule algebra.
Lemma 1.0.10. Let A be a Hopf algebra and B be a Hopf quotient of A. Give A
the usual rightB-comodule structure. Then ABk has a leftA-comodule algebra
structure such that the inclusion ABk → A is a map of A-comodule algebras.
An easy computation shows that
A(n)∗A(n−1)∗F2 = E(ξ1
2n
, ξ2
2n−1
, ..., ξn+1)
which is abstractly isomorphic to En = E(x1, ..., xn+1) where xi stands for
ξi
2n+1−i
. Here and elsewhere in this paper, E(X) denotes the exterior algebra
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on the k-vector space spanned by the set X . According to Lemma 1.0.10, the
algebra E(x1, x2, ..., xn+1) inherits a left A(n)∗-comodule algebra structure from
A(n)∗, namely
∆(xk) =
k∑
i=0
ξi
2n+1−k
⊗ xk−i, 1 ≤ k ≤ n+ 1
where x0 = 1 by convention. Consequently, En is an almost graded A(n)∗-
comodule. Let Rn denote the Koszul dual of En. In particular, it follows from
Proposition 1.0.5 that for any leftA(n)∗-comoduleM , there is a spectral sequence
converging to Ext∗,∗A(n)∗(F2,M)with theE1-term isomorphic to Ext
s,t
A(n)∗
(F2, En⊗
Rσn ⊗M). The change-of-ring isomorphism tells that
Exts,tA(n)∗(F2, En ⊗ R
σ
n ⊗M)
∼= Ext
s,t
A(n−1)∗
(F2, R
σ
n ⊗M)
That means that the problem of computing Exts,tA(n)∗(F2,−) can be reduced to two
steps: first computing Exts,tA(n−1)∗(F2,−), then studying the corresponding Davis-
Mahowald spectral sequence. We will demonstrate the efficiency of this method
by carrying out explicite computation in the case n = 2 and some relevantM .
Example 2. Let B(n)∗ be the quotient of A∗ by the Hopf ideal Jn generated
by (ξ1
2n
, ξ2
2n
, ξ3
2n−1
, ..., ξn+1
2
, ξn+2, ...). So
B(n)∗ = F2[ξ1, ξ2, ..., ξn+1]/(ξ1
2n
, ξ2
2n
, ξ3
2n−1
, ..., ξn+1
2
)
Similarly to Example 1, the projection B(n)∗ → A(n− 1)∗ resulted from the in-
clusion of Hopd ideals Jn ⊂ In−1 defines a structure of right A(n−1)∗-comodule
algebra on B(n)∗. A calculation shows that
B(n)∗A(n−1)∗F2 = E(ξ2
2n−1
, ξ3
2n−2
, ..., ξn+1)
which is abstractly isomorphic to Fn := E(x2, ..., xn+1). The notation is chosen
in coherence with Example 1. Lemma 1.0.10 implies that Fn inherits a structure
of left B(n)∗- comodule algebra from that of B(n)∗. In particular, the coaction is
given by the formulae
∆(xk) =
k∑
i=0,i 6=1
ξi
2n+1−k
⊗ xk−i, 2 ≤ k ≤ n+ 1
where x0 = 1. Let Sn denote the Koszul dual of Fn. There arises then a spectral
sequence of algebras
Exts,tB(n)∗(Fn ⊗ S
σ
n)
+3 Exts+σ,tB(n)∗(F2,F2)
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By the change-of-ring theorem, the E1-term is isomorphic to Ext
s,t
A(n−1)∗
(Sσn) be-
cause Fn = B(n)∗A(n−1)∗F2. Moreover, for any left B(n)∗-comoduleM , there
is a spectral sequence of modules over the above spectral sequence
Exts,tB(n)∗(Fn ⊗ S
σ
n ⊗M)
∼= Ext
s,t
A(n−1)∗
(Sσn ⊗M) +3 Ext
s+σ,t
B(n)∗
(F2,F2)
Comparison of DMSS There is a morphism between (A(n)∗, En) and (B(n)∗, Fn)
given by two projections
A(n)∗ → B(n)∗; ξi 7→ ξi
En → Fn; x1 7→ 0, xi 7→ xi for i ≥ 2
and so it induces a map of spectral sequences
Exts,tA(n)∗(En ⊗ R
σ
n ⊗M)

// Exts,tB(n)∗(Fn ⊗ S
σ
n ⊗M)

Exts+σ,tA(n)∗(F2,M)
// Exts+σ,tB(n)∗(F2,M)
As was mentioned earlier, this comparison allows us to transfer some compu-
tations in the former SS to the latter SS which are in practice simpler because
apparently, all modules involved in the latter are smaller. This observation will be
made concrete in the next section.
2 On the Davis-Mahowald spectral sequence for the
A(2)∗-comodules A(1)
The goal of this section is to describe the structure of Ext∗,∗A(2)∗(F2, A(1)) as a
module over Ext∗,∗A(2)∗(F2,F2) for different A(2)∗-comodules A(1) that will be
recalled in Subsection 2.2. To achieve a part of this goal, we will study the DMSS
Exts,tA(2)∗(F2, E2 ⊗ S
σ
2 ⊗ A(1))
+3 Exts+σ,tA(2)∗(F2, A(1))
as a spectral sequence of modules over the spectral sequence of algebras
Exts,tA(2)∗(F2, E2 ⊗ S
σ
2 ) +3 Ext
s+σ,t
A(2)∗
(F2,F2)
We obtain then the structure of Ext∗,∗A(2)∗(F2, A(1)) as a graded abelian group and
a partial action of Ext∗,∗A(2)∗(F2,F2) on it. However, there is an important action
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of an element of Ext∗,∗A(2)∗(F2,F2) on some elements of Ext
∗,∗
A(2)∗
(F2, A(1)) that
cannot be seen at the E1-term of the DMSS. One way of understanding these
exotic products is to carry out computations at the level of double complexes: find
representatives of the cohomological classes in question in the double complexes
from which the DMSS is derived and carry out products at that level. It turns out
that a brute-force attack is messy. Instead, computations are simplified drastically
by comparing the DMSS associated to (A(2)∗, E2) to that of (B(2)∗, F2):
Exts,tA(2)∗(En ⊗R
σ
2 ⊗ A(1))

// Exts,tB(2)∗(Fn ⊗ S
σ
2 ⊗ (1))

Exts+σ,tA(2)∗(F2, A(1))
// Exts+σ,tB(2)∗(F2, A(1))
2.1 Recollections on the Davis-Mahowald spectral sequence for
the A(2)∗-comodule F2
To set up notations, we recollect some information relevant for our purposes. This
material was originally treated in [DM82] and reviewed in an unpublished course
note of Rognes. As we will specialize to the case n = 2, we will simplify the
notation by writing R,Rσ, S, Sσ for R2, R
σ
2 , S2, S
σ
2 , respectively.
Recall that R is a homogenous graded polynomial algebra on three generators,
say y1, y2, y3 and Rσ is its subspace of homogeneous elements of degree σ for
σ ≥ 0. Let us first explicitly give the coaction of A(2)∗ on R = F2[y1, y2, y3] with
|y1| = 4, |y2| = 6, |y3| = 7. From Example 1 of Section 2, we have
∆(y1) = 1⊗ y1
∆(y2) = ξ
2
1 ⊗ y1 + 1⊗ y2
∆(y3) = ξ2 ⊗ y1 + ξ1 ⊗ y2 + 1⊗ y3
By the change-of-ring theorem, theE1-term of the DMSS converging toExt
∗,∗
A(2)∗
(F2,F2)
is isomorphic to Exts,tA(1)∗(
⊕
σ≥0
Rσ). The coaction of A(1)∗ on R1 is induced from
that of A(2)∗ and hence is given by
∆(y1) = 1⊗ y1
∆(y2) = ξ
2
1 ⊗ y1 + 1⊗ y2
∆(y3) = ξ2 ⊗ y1 + ξ1 ⊗ y2 + 1⊗ y3
In particular, y1, y
2
2, y
4
3 are A(1)∗-primitives of R. Let R
′
σ denote the A(1)∗-
subcomodule {yi1y
j
2y
k
3 ∈ Rσ|k ≤ 3} of Rσ.
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Lemma 2.1.1. As an A(1)∗-comodule, Rσ can be decomposed as
Rσ ∼=
⊕
i≡σ(mod4),i≤σ
R
′
i ⊗ F2{y
σ−i
3 }
Therefore, ⊕
σ≥0
Rα = (
⊕
σ≥0
R
′
α)⊗ F2[y
4
3]
Proof. If one views F2{y
σ−i
3 } as a subvector space of Rσ−i, then the product of R
produces an isomorphism of vector spaces⊕
i≡σ(mod4),i≤σ
R
′
i ⊗ F2{y
σ−i
3 }
∼=
−→ Rσ
Since y43 is a A(1)∗-primitive of Rσ, this map is also a map of A(1)∗-comodules.
The lemma follows.
Let us denote Ext∗,∗A(1)∗(R
′
σ) by Gσ, so that
Ext∗,∗A(1)∗(R)
∼= (
⊕
σ≥0
Gσ)⊗ F2[v
4
2]
Determining the full multiplicative structure of Ext∗,∗A(1)∗(R) is quite involving.
Instead, we will be content to work module (v42). This will suffice for us to obtain
a set of algebra generators of Ext∗,∗A(1)∗(R). More precisely, since the product
R
′
σ ⊗ R
′
τ → Rσ+τ factorises through R
′
σ+τ ⊕ (Rσ+τ−4 ⊗ F2{y
4
3}), we obtain a
map
Gσ ⊗Gτ → Gσ+τ ⊕ (Gσ+τ−4 ⊗ F2{v
4
2})
We will analyze the map Gσ ⊗Gτ → Gσ+τ which is the composite
Gσ ⊗Gτ → Gσ+τ ⊕ (Gσ+τ−4 ⊗ F2{v
4
2})→ Gσ+τ
where the second map is the projection on the first factor.
In what follows, we compute Gi for i ≥ 0 as modules over G0. For this, we
decompose R
′
i into smaller pieces, compute the Ext groups over A(1)∗ of these
pieces, then determine Gi via long exact sequences. Next, we study the pairings
Gσ ⊗Gτ → Gσ+τ
which allows us to determine a set of algebra generators of the E1-term. Finally,
we compute d1-differentials on this set of algebra generators. We do not intend
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to describe completely the Ext∗,∗A(2)∗(F2,F2) but only a subalgebra which we are
interested in.
Since y1 is primitive, multiplication by y1 induces injections of A(1)∗-comodules
Σ4R
′
σ → R
′
σ+1
Lemma 2.1.2. There are short exact sequences of A(1)∗-comodules
(a)
0→ H∗(Σ
12Cη)→ R
′
2 → Σ
8(A(1)∗A(0)∗F2)→ 0
where η : S1 → S0 is the Hopf map and the map H∗(Σ
12Cη) → R
′
2 sends
the generators of H12(Σ
12Cη) and H14(Σ
12Cη) to y
2
2 and y
2
3, respectively.
(b)
0→ Σ4R
′
1 → R
′
2 → Σ
12V3 → 0
where V3 = H∗(S
0 ∪2 e
1 ∪η e
2)
Proof. For part (a), the map Σ12H∗(Cη) → R
′
2 described in the statement of
the Lemma 2.1.2 is a map of A(1)∗-comodules. Its quotients is isomorphic to
F2{y
2
1, y1y2, y1y3, y2y3} with the A(1)∗-comodule structure given by
∆(y2y3) = 1⊗ y2y3 + ξ
2
1 ⊗ y1y3 + ξ2 ⊗ y1y2 + ξ2ξ
2
1 ⊗ y
2
1
∆(y1y3) = 1⊗ y1y3 + ξ1 ⊗ y1y2 + ξ2 ⊗ y
2
1
∆(y1y2) = 1⊗ y1y2 + ξ1 ⊗ y
2
1
∆(y21) = 1⊗ y
2
1
We can check that this module is isomorphic to Σ8(A(1)∗A(0)∗F2) as A(1)∗-
comodules.
For part (b), the quotient of R
′
2 by Σ
4R
′
1 is isomorphic to F2{y
2
2, y2y3, y
2
3} with
A(1)∗-comodule structure given by
∆(y22) = 1⊗ y
2
2
∆(y2y3) = ξ1 ⊗ y
2
2 + 1⊗ y2y3
∆(y23) = ξ
2
1 ⊗ y
2
2 + 1⊗ y
2
3
On can check that this quotient is isomorphic to Σ12V3.
Lemma 2.1.3. For every σ ≥ 3, there is a short exact sequence ofA(1)∗-comodules
0→ Σ4R
′
σ−1
×y1
−−→ R
′
σ → Σ
6σV4 → 0
where V4 is H∗(V (0) ∧ Cη).
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Notation Let us denote C2 ∧ Cη by Y.
Proof. The quotient ofR
′
σ byΣ
4R
′
σ−1 is isomorphic to F2{y
σ
2 , y
σ−1
2 y3, y
σ−2
2 y
2
3, y
σ−3
2 y
3
3}
with A(1)∗-comodule structure given by
∆(yσ2 ) = 1⊗ y
σ
2
∆(yσ−12 y3) = ξ1 ⊗ y
σ
2 + 1⊗ y
σ−1
2 y3
∆(yσ−22 y
2
3) = ξ
2
1 ⊗ y
σ
2 + 1⊗ y
σ−2
2 y
2
3
∆(yσ−32 y
3
3) = ξ
3
1 ⊗ y
σ
2 + ξ
2
1 ⊗ y
σ−1
2 y3 + ξ1 ⊗ y
σ−2
2 y
2
3 + 1⊗ y
σ−3
2 y
3
3
It can be easily seen that this quotient is isomorphic to Σ6σV4.
Next we describe the Ext groups of someA(1)∗-comodules as basis steps towards
computing Gσ. These calculations are elementary and classical. See for example
([Rav86], Chapter 3).
Proposition 2.1.4. There is an isomorphism of algebras
G0 := Ext
s,t
A(1)∗
(F2,F2) ∼= F2[h0, h1, v, v
4
1]/(h
3
1, h0h1, h1v, v
2 − h20v
4
1)
0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
h0 h1
v
v41
Figure 1 – Ext∗,∗A(1)∗(F2,F2) in the range 0 ≤ t− s ≤ 8
Lemma 2.1.5. As a module over Exts,tA(1)∗(F2,F2),
(1) Exts,tA(1)∗(F2,H∗(V (0))) is generated by h
0 ∈ Ext0,0, h1 ∈ Ext1,3 with the
following relations h0h
0 = vh0 = vh1 = 0 and h21.h
0 = h0h
1.
(2) Exts,tA(1)∗(H∗(Cη)) is generated by {h
i ∈ Exti,3i| 0 ≤ i ≤ 3} with h1h
i =
0, vh0 = h0h
2, vh1 = h0h
3.
(3) Exts,tA(1)∗(H∗(S
0 ∪2 e
1 ∪η e
2)) is generated by h0 ∈ Ext0,0, h1 ∈ Ext1,3,
a1 ∈ Ext1,3, h2 ∈ Ext2,6, h3 ∈ Ext3,9 with h0h
0 = h1h
0 = h1h
1 =
h0a
1 = va1 = h1h
2 = vh2 = h1h
3 = vh3 = 0 and h0h2 = h
2
1a
1.
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4
5
h0
h1
Figure 2 – Exts,tA(1)∗(F2, C2) in the
range 0 ≤ t− s ≤ 4
0 1 2 3 4 5 6
0
1
2
3
4
h0
h1
h2
h3
Figure 3 – Exts,tA(1)∗(F2, Cη) in the
range 0 ≤ t− s ≤ 6
0 1 2 3 4 5 6
0
1
2
3
4
h0
h1a
1
h2
h3
Figure 4 – Exts,tA(1)∗(F2, S
0∪2e
1∪ηe
2)
in the range 0 ≤ t− s ≤ 6
0 1 2 3 4 5 6
0
1
2
3
4
h0
h1
h2
h3
Figure 5 – Exts,tA(1)∗(F2, Y ) in the
range 0 ≤ t− s ≤ 6
(4) Exts,tA(1)∗(H∗(Y )) is generated by {h
i| 0 ≤ i ≤ 3} with h0h
i = h1h
i =
vhi = 0.
Remark 2.1.6. We are using the same notations hi for i = 0, 1, 2, 3 to denote
some generators of the above groups. This abuse of notation is justified by the
fact that these generators have close relationships which are described in the next
lemma. Of course, the context will clarify the use of the notations.
Consider cell inclusions V (0) → Y and S0 ∪2 e
1 ∪η e
2 → Y . The induced
homomorphisms in Ext over A(1)∗ are described as
Lemma 2.1.7. (i)The homomorphism Ext∗,∗A(1)∗(H∗(V (0))) → Ext
∗,∗
A(1)∗
(H∗(Y ))
sends each of the classes h0 and h1 to the non-trivial class of the same name.
(ii) The homomorphism Ext∗,∗A(1)∗(H∗(S
0 ∪2 e
1 ∪η e
2))→ Ext∗,∗A(1)∗(H∗(Y )) sends
each of the classes h0, h1, h2, h3 to the non-trivial class of the same name.
Proof. For part (i), consider the short exact sequence of A(1)∗-comodules
0→ H∗(V (0))→ H∗(Y )→ H∗(Σ
2V (0))→ 0
By degree reasons, the classes h0 and h1 of Ext∗,∗A(1)∗(F2,H∗(V (0))) do not be-
long to the image of the connecting homomorphism Exts−1,tA(1)∗(H∗(Σ
2V (0))) →
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Exts,tA(1)∗(H∗(V (0))). Therefore, they are sent to nontrivial classes of the same
name in Ext∗,∗A(1)∗(H∗(Y )). For part (ii), consider the short exact sequence of
A(1)∗-comodules
0→ H∗(S
0 ∪2 e
1 ∪η e
2)→ H∗(Y )→ Σ
3
F2 → 0
and the resulting long exact sequence
Exts−1,tA(1)∗(H∗(Σ
3
F2))
∂
−→ Exts,tA(1)∗(H∗(S
0 ∪2 e
1 ∪η e
2))→ Exts,tA(1)∗(H∗(Y ))
By degree reason, the classes h0, h2, h3 of Exts,tA(1)∗(H∗(S
0 ∪2 e
1 ∪η e
2)) are not
in the image of the connecting homomorphism, and thus are sent to h0, h2, h3
in Ext∗,∗A(1)∗(H∗(Y ), respectively. Next, by degree reasons, the classes h0h
1 and
h1a
1 are sent to 0 ∈ Ext∗,∗A(1)∗(H∗(Y )). The only way for this to happen is that
the connecting homomorphism sends Σ31 ∈ Ext0,3A(1)∗(F2,H∗(Σ
3F2)) to the sum
h1 + a1. It follows that h1 is not in the image of the connecting homomorphism,
and therefore is sent to h1 ∈ Ext1,3A(1)∗(F2,H∗(Y ))
Lemma 2.1.8. H∗(Y ) has a structure of a A(1)∗-comodule algebra. The resulting
structure on Ext∗,∗A(1)∗(H∗(Y )) is that of a polynomial algebra.
Proof. It is not hard to see that H∗(Y ) is isomorphic to A(1)∗E(1)∗F2 as A(1)∗-
comodules. In particular, H∗(Y ) has a structure of a A(1)∗-comodule algebra
according to Lemma 1.0.10. As a consequence, Ext∗,∗A(1)∗(H∗(Y )) is an algebra and
is furthermore isomorphic to Ext∗,∗E(1)∗(F2) by the change-of-ring isomorphism. It
is well-known that the latter is a polynomial algebra on one variable.
We are now computing Gσ = Ext
s,t
A(1)∗
(R
′
σ). We will denote by αs,t−s,σ a non-
trivial class of Gσ whenever there is a unique such one.
Proposition 2.1.9. As a module over G0, G1 = Ext
∗,∗
A(1)∗
(R
′
1) is generated by
α0,4,1 ∈ Ext
0,4
A(1)∗
(R
′
1) and α1,8,1 ∈ Ext
1,9
A(1)∗
(R
′
1) with the relations h1α0,4,1 = 0
and vα0,4,1 = h
2
0α1,8,1.
Proof. Consider the short exact sequence of A(1)∗-comodules
0→ Σ4F2 → R1 → Σ
6H∗(V (0))→ 0
The connecting homomorphism
∂ : Exts,t−6A(1)∗(V (0))→ Ext
s+1,t−4
A(1)∗
(F2)
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of the resulting long exact sequence sends h0 to h1 and h
1 to 0. The latter follows
from degree reasons and the former from the following map of short exact se-
quences of A(1)∗-comodules and the naturality of the connecting homomorphism
0 // Σ4F2 // R1 // Σ
6H∗(C2) // 0
0 // Σ4F2 //
OO
H∗(Σ
4Cη) //
OO
Σ6F2 //
OO
0
It follows that G1 is v
4
1-periodic on the following generators (Figure 6)
4 5 6 7 8 9 10 11
0
1
2
3
4
5
6
Figure 6 – G1 with a missing h0-multiplication represented by the dashed line
What remains to be established is the multiplication by h0 on the generator of
bidegree (2, 8). This is done by a similar consideration of the connecting homo-
morphism associated to the short exact sequence of A(1)∗-comodules
0→ Σ4Cη → R1 → Σ
7
F2 → 0
Proposition 2.1.10. As a module over G0, Ext
∗,∗
A(1)∗
(R
′
2) = G2 generated by
αs,t,2 ∈ Ext
s,s+t where (s, t) ∈ {(0, 8), (0, 12), (1, 14), (2, 16), (3, 18)}with h1αs,t,2 =
0, vα0,8,2 = h
3
0α0,12,2 and vα0,12,2 = h0α2,16,2 and vα1,14,2 = h0α3,18,2.
Proof. The short exact sequence in part (a) of Lemma 2.1.2 gives rise to the long
exact sequence
→ Exts,t−12A(1)∗ (H
∗(Cη))→ Ext
s,t
A(1)∗
(R
′
2)→ Ext
s,t−8
A(0)∗
(F2)→ Ext
s+1,t−12
A(1)∗
(H∗(Cη))→
Combining that Exts,tA(0)∗(F2)
∼= F2[h0] and the description of Ext
s,t
A(1)∗
(H∗(Cη)),
we see that the connecting homomorphism is trivial for bidegree reasons.
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Figure 7 – G2 - The red part is the contribution of Ext
s,t
A(0)∗
(F2,F2) and the black
one of Exts,tA(1)∗(H∗(Cη))
What remains is to establish the v41-multiplication on the class α0,8,2 of bidegree
(0, 8). Consider the long exact sequence associated to the short exact sequence in
part (b) of Lemma 2.1.2
Exts−1,tA(1)∗(F2,Σ
12V3)
∂
−→ Exts,tA(1)∗(Σ
4R
′
1)→ Ext
s,t
A(1)(F2, R
′
2)
One can check that the class Σ4α0,4,1 ∈ Ext
s,t
A(1)∗
(Σ4R
′
1) is not in the image of ∂,
and so is sent to α0,8,2 ∈ Ext
s,t
A(1)∗
(R
′
2). By degree reasons, we see that v
4
1Σ
4α0,4,1
is neither in the image of ∂, thus v41α0,8,2 is nontrivial in G2. This completes
the proof. Even though it is not necessary, an complete effect of the connecting
homomorphism can be carried out giving rise to the chart Figure-8
8 9 10 11 12 13 14 15 16 17 18 19
0
1
2
3
4
5
6
Figure 8 – G2 -The red part is the contribution of G1 and the black one of
Ext∗,∗A(1)∗(F2, V3).
Lemma 2.1.11. As a module over G0, Ext
∗,∗
A(1)∗
(R
′
3) = G3 generated by αs,t,3
where (s, t) ∈ {(0, 12), (0, 16), (0, 18), (1, 20), (2, 22), (3, 24)} with h1αs,t,3 =
20
0, vα0,12,3 = h
3
0α0,16,3, vα0,16,3 = h
2
0α1,20,3, vα0,18,3 = h0α2,22,3, vα1,20,3 =
h0α3,24,3.
Proof. The short exact sequence in Lemma 2.1.3 gives the long exact sequence
→ Exts,tA(1)∗(Σ
4R
′
2)→ Ext
s,t
A(1)∗
(R
′
3)→ Ext
s,t
A(1)∗
(Σ18V4)→ Ext
s+1,t
A(1)∗
(F2,Σ
4R
′
2)→
For degree reasons, the connecting homomorphism is trivial, hence we obtain the
additive structure of G3 as in Figure 11. We need to establish the non-trivial h0-
multiplication on the generators {αs,18+2s,3| s ≥ 0}. Taking the v
4
1-periodicity
into account, we reduce to show this property for the generators of
α0,18,3, α1,20,3, α2,22,3, α3,24,3
12 13 14 15 16 17 18 19 20 21 22 23 24 25
0
1
2
3
4
5
6
Figure 9 – G3 - The red part is the contribution of G2 and the black one of
Exts,tA(1)∗(Y )
For this, we can check that there are the following short exact sequences:
0→ Σ18H∗(Cη)→ R3 → R3/Σ
18H∗(Cη)→ 0
and
0→ Σ4R2 → R3/Σ
18H∗(Cη)→ Σ
19H∗(Cη)→ 0
where as a sub A(1)∗-comodule ofR3, Σ
18H∗(Cη) is equal to F2{y1y
2
3+y
3
2, y2y
2
3}
and the mapΣ4R2 → R3/Σ
18Cη is the compositeΣ
4R2
×y1
−−→ R3 → R3/Σ
18H∗(Cη).
As a consequence, Ext∗,∗A(1)∗(R3/Σ
18H∗(Cη)) sits in a long exact sequence
Exts−1,tA(1)∗(F2,Σ
19H∗(Cη))
∂
−→ Exts,tA(1)∗(Σ
4R2)→ Ext
s,t
A(1)∗
(R3/Σ
18H∗(Cη))→
Since ∂ is G0-linear, one only needs to compute ∂ on the two generators of
Ext0,19A(1)∗(F2,Σ
19H∗(Cη)) andExt
1,21
A(1)∗
(F2,Σ
19H∗(Cη)). Direct computations show
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Figure 10 – Exts,tA(1)∗(R3/Σ
18H∗(Cη))
that ∂ act non-trivially on these classes. It follows that ∂ is a monomorphism and
so Exts,tA(1)∗(R3/Σ
18H∗(Cη)) is v1-free on the generators depicted in Figure 10
It follows immediately from the exact sequence
0→ Σ18H∗(Cη)→ R3 → R3/Σ
18H∗(Cη)→ 0
that Ext∗,∗A(1)∗(R3) is depicted in Figure 11. In particular, missing h0-extensions
are established.
12 13 14 15 16 17 18 19 20 21 22 23 24 25
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Figure 11 – G3 -The red part is the contribution of Ext
s,t
A(1)∗
(R3/Σ
18H∗(Cη)) and
the black one of Exts,tA(1)∗(Σ
18H∗(Cη))
Theorem 2.1.12. As a module over G0, we have
(a) For every σ ≥ 2, Ext∗,∗A(1)∗(R
′
σ) = Gσ generated by αs,t,σ ∈ Ext
s,t+s
A(1)∗
(R
′
σ)
where (s, t) ∈ {(0, 4σ), (0, 2j + 4σ)|2 ≤ j ≤ σ, (j, 6σ + 2j)|1 ≤ j ≤ 3}
with h1αs,t,σ = 0.
(b) For all pairs of triples (s1, t1, σ1) and (s2, t2, σ2) with σ1 ≥ 1 and σ2 ≥ 1
except for (2, 9, 1) and (3, 10, 1), we have that
αs1,t1,σ1αs2,t2,σ2 = αs1+s2,t1+t2,σ1+σ2
22
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4σ 4σ + 4 4σ + 6 6σ
Figure 12 – Gσ for σ ≥ 2
Proof. (a) The statement for σ = 2 is Lemma 2.1.10. Let us prove the claim for
σ ≥ 3 by induction. The basis step is Lemma 2.1.11.
Suppose the claim is true for some σ ≥ 3. The long exact sequence associated to
the short exact sequence in Lemma 2.1.3 reads
→ Exts,tA(1)∗(R
′
σ+1)→ Ext
s,t
A(1)∗
(Σ6σ+6V4)→ Ext
s+1,t
A(1)∗
(Σ4R
′
σ)→
Combining the additive structure of Exts,tA(1)∗(Σ
4R
′
σ) and that
Exts,tA(1)∗(Σ
6σ+6V4) ∼= Σ
6σ+6
F2[v1]
we obtain the additive structure of Gσ+1 as described in the lemma because the
connecting homomorphism vanishes for degree reasons. To establish the non-
trivial h0-multiplication on the generators {αs,2s+6σ+6,σ+1| s ≥ 0}, we need a
priori the following identities
(i) Gσ+1 ∋ α0,4,1αs,2s+6t,σ 6= 0 ∀σ ≥ 1
(ii) α1,8,1αs,2s+6σ−6,σ−1 = αs+1,2s+6σ+2,σ ∀σ ≥ 2
(iii) α0,12,2αs,2s+6σ−6,σ−1 = αs,2s+6σ+6,σ+1 ∀σ ≥ 3
These identities are content of part (b). For the sake of presentation, we postpone
the proof to (b). This is legitimate because as we will see the proof of (b) only
serves the additive structure of G′σs. Let us show how these identities allows us to
conclude the proof of (a). Indeed, the classes σs,2s+6σ−6,σ−1 exist (non-trivial) for
all σ ≥ 3 and s ≥ 0. Therefore, we have that for all σ ≥ 3
h0αs,2s+6σ+6,σ+1 = h0α0,12,2αs,2s+6σ−6,σ−1 (multiplying both sides of (iii) by h0)
= α0,4,1α1,8,1αs,2s+6σ−6,σ−1 (because of (i))
= α0,4,1αs+1,2s+2+6σ,σ (because of (ii))
6= 0 (because of (i))
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(b) For every α, τ ≥ 1, there is a commutative diagram of A(1)∗-comodules
R
′
σ ⊗ R
′
τ

µ //

Rσ+τ // R
′
σ+τ

H∗(Σ
6σXσ)⊗H∗(Σ
6τXτ )

µ // H∗(Σ
6σ+6τXσ+τ )

H∗(Σ
6σY )⊗ H∗(Σ
6τY )
µ // H∗(Σ
6σ+6τY )
Let us explain maps in this diagram. The spectrumXσ is V (0), S
0∪2 e
1∪η e
2 or Y
if σ = 1, 2 or σ > 2 respectively; and in each case the map R
′
σ → H∗(Xσ) is the
projection appearing in the proof of Lemma 2.1.9, Lemma 2.1.2 or Lemma 2.1.3,
respectively. The other vertical arrows are inclusions of Xσ into Y. The bottom
horizontal arrow is multiplication on H∗(Y ) described in Lemma 2.1.8 and the
medium one is induced by the latter. The second upper arrow is the projection on
the factor R
′
σ+τ of the decomposition in Lemma 2.1.1.
The induced homomorphisms in Ext over A(1)∗ of all vertical arrows are studied
in the proof of Lemmas 2.1.9, 2.1.10, 2.1.12 and Lemma 2.1.7 according to which
the classes αs,t,σ are sent non-trivially in a unique way to Ext
s,t
A(1)∗
(H∗(Y )), hence
their products are non-trivial by Lemma 2.1.8. This proves (b).
Remark 2.1.13. Let us summarise what has been done so far. First, Lemma 2.1.1
implies that
Ext∗,∗A(1)∗(R)
∼= (
⊕
i≥0
Gi)⊗ F2[v
4
2]
where v42 ∈ Ext
4,28(F2, R4) represented by y
4
3 . Next, Lemma 2.1.12 describes
completely products between Gi’s module the ideal generated by (v
4
2). It is then
straightforward verify that the Ext∗,∗A(1)∗(R) is generated by the classes of
h0, h1, v, v
4
1, α0,4,1, α1,8,1, α0,12,2, α1,14,2, α3,18,2, α0,18,3, v
4
2 (9)
Let us describe the subalgebra of primitives.
Corollary 2.1.14. There is the following isomorphism of graded algebras
Ext0,∗A(1)∗(R)
∼= F2[α0,4,1, α0,12,2, v
4
2, α0,18,3]/(α
2
0,18,3 = α
3
0,12,2 + α
2
0,4,1v
4
2)
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Proof. The group Ext0,∗A(1)∗(F2, R) is naturally identified with a subalgebra of
R = F2[y1, y2, y3]. Through this identification, α0,4,1, α0,12,2, v
4
2, α0,18,3 become
y1, y
2
2, y
4
3, y
3
2 + y1y
2
3 , respectively. Thus F2[α0,4,1, α0,12,2, v
4
2, α0,18,3]/(α
2
0,18,3 =
α30,12,2+α
2
0,4,1v
4
2) is isomorphic to the subalgebra of Ext
0,∗
A(1)∗
(F2, R) generated by
α0,4,1, α0,12,2, v
4
2, α0,18,3. On the other hand, it follows from Remark (2.1.13) that
α0,4,1, α0,12,2, v
4
2, α0,18,3 generate the whole subalgebra of primitives ofExt
∗,∗
A(1)∗
(R).
This concludes the proof of the lemma.
The differentials d1. Since the DMSS for F2 is a spectral sequence of algebras,
all d1-differentials can be determined on the set of algebra generators of (9).
Proposition 2.1.15. There are following d1-differentials
1) d1(h0) = 0
2) d1(h1) = 0
3) d1(α0,4,1) = 0
4) d1(α1,14,2) = 0
5) d1(α0,18,3) = 0
6) d1(v
4
1) = 0
7) d1(α0,12,2) = α
3
0,4,1
8) d1(α1,8,1) = h0α
2
0,4,1
9) d1(v) = h
3
0α0,4,1
10) d1(α3,18,2) = h
3
0α0,18,3
11) d1(v
4
2) = α0,4,1α
2
0,12,2
Proof. 1), 2), 4) By degree reasons, there is no room for a non-trivial d1-
differential on h0, h1, α1,14,2
3) It is easy to see that Ext1,4A(2)∗(F2,F2) is non-trivial and that α0,4,1 is
the only class in the E1-term that can contributes to it. Therefore α0,4,1 is
a permanent cycle.
5) We see that h0α0,18,3 = α0,4,1α1,14,2. By Leibniz rule, h0d1(α0,18,3) = 0.
As h0 acts injectively on G3, il follows that d1(α0,18,3) = 0.
6) Since h20v
4
1 = v
2, h0d1(v
4
1) = 0. 6) follows because d1(v
4
1) takes value
in Ext4,8A(1)∗(F2, R
′
1) on which h0 acts injectively.
7) We have α0,12,2 is represented by the A(2)-primitive [1|y
2
2] + [x1|y
2
1] ∈
E ⊗ R2. By Remark (1.0.6), d1(α0,12,2) is represented by d([1|y
2
2] +
[x1|y
2
1]) = [1|y
3
1] ∈ E ⊗R3, hence is equal to α
3
0,4,1.
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8) Because α0,4,1α1,8,1 = h0α0,12,2, Leibniz rule implies that
α0,12,2d1(α1,8,1) = h0d1(α0,12,2) = h0α
3
0,4,1
That α0,4,1 acts injectively on theE1-term implies that d1(α1,8,1) = h0α
2
0,4,1˙
9) The relation α0,4,1v = h
2
0α1,8,1 implies that
α0,4,1d1(v) = h
2
0d1(α1,8,1) = h
3
0α
2
0,4,1
As α0,4,1 acts injectively on the E1-term, we obtain that d1(v) = h
3
0α0,4,1.
10) The relation vα1,14,2 = h0α3,18,2 shows that
h0d1(α3,18,2) = α1,14,2d1(v) = α1,14,2h
3
0α0,4,1 = h
4
0α0,18,3
Therefore, d1(α3,18,2) = h
3
0α0,18,3.
11) We check that v42 is represented by the A(2)-primitive [1|y
4
3] + [x1|y
4
2]
in E ⊗ R4. By Remark 1.0.6, d1(v
4
2) is represented by [1|y1y
4
2], hence is
equal to α0,4,1α
2
0,12,2.
It turns out that the DMSS collapses at the E2-term because there is no room for
higher differentials. At least, the classes α1,14,2, α0,4,1, α
2
0,12,2, v
8
2, α0,18,3 survive
the spectral sequence converging to elements of Ext∗,∗A(2)∗(F2,F2) in appropriate
bidegrees. Following [DFHH14], those elements are denoted by α, h2, g, w2, β,
respectively. Furthermore, h2, g, w2, β generate a subalgebra of Ext
∗,∗
A(2)∗
(F2,F2)
isomorphic to F2[h2, g, w2, β]/(h
3
2, h2g, β
4 − g3). The relation β4 = g3 is a con-
sequence of a d1-differential. In effect, the relation α
2
0,18,3 = α
3
0,12,2 + α
2
0,4,1v
4
2
implies the relation β4 − g3 − h42w2 = 0 in Ext
∗,∗
A(2)∗
(F2,F2). But α
4
0,4,1v
8
2 gets hit
by the differential
d1(v
8
2α0,4,1α0,12,2) = v
8
2α0,4,1d1(α0,12,2) = v
8
2α
4
0,4,1
Thus the relation β4 = g3 + h42w2 becomes β
4 = g3.
2.2 Davis-Mahowald spectral sequence for A(1)
Review on A(2)∗-comodule structure of A(1) In [DM81], Davis and Mahowald
constructed four type 2 finite spectra whose mod 2 cohomology are isomorphic to
a free module of rank one over the subalgebra A(1) = 〈Sq1, Sq2〉 of the Steenrod
algebra. Let us review the construction of these spectra and their module structure
over the subalgebra A(2) = 〈Sq1, Sq2, Sq4〉 of the Steenrod algebra A. Recall
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0 21 3
Figure 13 – Diagram of H∗(Y ): the straight lines represent Sq1 and the curved
lines represent Sq2, the numbers represent the degree of the cell
that Y is V (0) ∧ Cη. The A-module structure of H
∗(Y ) is depicted in Figure 13.
An element of Ext1,3A(1)(H
∗(Y ),H∗(Y )) can be represented by an A(1)-moduleM
sitting in a short exact sequence of A(1)-modules
0→ H∗(Σ3Y )→M → H∗(Y )→ 0
It can be checked that M must be isomorphic either to H∗(Σ3Y ) ⊕ H∗(Y ) or to
A(1) as an A(1)-module. It means that
Ext1,3A(1)(H
∗(Y ),H∗(Y )) ∼= Z/2 (10)
The A(1)-module structure of A(1) is depicted in Figure 14. On can ask whether
0 1
2 3
3 4
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Figure 14 – Diagram of A(1): The straight lines represents Sq1, the curved lines
Sq2, the numbers represent the degree of the class
A(1) admits a structure of A(2)-module. If such a structure exists, then according
to the Adem relations Sq2Sq1Sq2 = Sq4Sq1+Sq1Sq4, there must be a nontrivial
action of Sq4 on the nontrivial class of dimension 1. It is straightforward to verify
that the latter is the only constraint to put an A(2)-module structure on A(1).
There are also possibilities for Sq4 to act nontrivially on the class of dimension
0 and 2. These give in total four different A(2)-module structures on A(1). In
other words, the inclusion of Hopf algebras A(1) →֒ A(2) induces a surjective
homomorphism
Ext1,3A(2)(H
∗(Y ),H∗(Y ))→ Ext1,3A(1)(H
∗(Y ),H∗(Y ))
whose kernel contains 4 element. Therefore,
Ext1,3A(2)(H
∗(Y ),H∗(Y )) ∼= Z/2⊕3
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Next, one observes that
Ext1,3A (H
∗(Y ),H∗(Y )) ∼= Ext
1,3
A(2)(H
∗(Y ),H∗(Y ))
because for any A-moduleM sitting in a short exact sequence
0→ H∗(Σ3Y )→M → H∗(Y )→ 0
there can not be any non-trivial Sqk for k ≥ 8 on M . In fact, it is proved in
[DM81] that four classes of Ext1,3A (H
∗(Y ),H∗(Y )) that are sent to the unique
non-trivial class of Ext1,3A(1)(H
∗(Y ),H∗(Y )) are permanent cycles in the Adams
spectral sequence and converge to four v1- self-maps of Y , i.e., maps Σ
2Y →
Y that induces isomorphisms in K(1)-homology theory. As a consequence, the
cofibers of these v1-selfmaps realize the four different A-module structures on
A(1). Furthermore, these four complexes exhaust all homotopy types of finite
complexes having mod 2 cohomology isomorphic to A(1). Following [BEM17],
we denotes by A1[i, j], i, j ∈ {0, 1} the model of A(1) having the non-trivial Sq
4
on the generator of degree 0 and 2 if and only if i = 1 and j = 1 respectively. We
will use A(1) if we want to refer to any of the models of A(1). As a F2-vector
spaces,
H∗(A1[ij]) ∼= F2{a0, a1, a2, a3, a3, a4, a5, a6} (11)
Here, a0, a1, a2, a4, a5, a6 are duals to the generators of degree 0, 1, 2, 4, 5, 6 of
H∗(A1[ij]), respectively and a3, a3 are duals to the images of the generator of
degree 0 by Sq3, Sq3 + Sq2Sq1, respectively. From now on, we denote by A1[ij]
the homology ofA1[ij]. By taking duals to the action ofA(2) onA1[ij], we obtain
Proposition 2.2.1. The left coaction of A(2)∗ on A1[ij] is given by
i) ∆(a1) = [1|a1] + [ξ1|a0]
∆(a2) = [1|a2] + [ξ
2
1 |a2]
∆(a3) = [1|a3] + [ξ1|a2] + [ξ
2
1 |a1] + [ξ
3
1 |a0]
∆(a3) = [1|a3] + [ξ
2
1 |a1] + [ξ2|a0]
∆(a4) = [1|a4]+[ξ1|a3]+[ξ
2
1 |a2]+[ξ
3
1 |a1]+[ξ2|a1]+[ξ2ξ1|a0]+αi,j [ξ
4
1 |a0]
∆(a5) = [1|a5] + [ξ
2
1 |a3] + [ξ
2
1 |a3] + [ξ2|a2] + [ξ
4
1 |a1] + [ξ2ξ
2
1 |a0]
∆(a6) = [1|a6]+ [ξ1|a5]+ [ξ
2
1 |a4]+ [ξ
3
1 |a3]+ [ξ
3
1 |a3]+ [ξ2|a3]+ [ξ2ξ1|a2]+
βi,j[ξ
4
1 |a2] + [ξ2ξ
2
1 |a1] + [ξ
5
1 |a1] + γi,j[ξ
6
1 |a0] + [ξ2ξ
3
1 |a0] + λi,j[ξ
2
2 |a0]
ii) In the above formulas,
αi,j =
{
0 if (i, j) ∈ {(0, 0), (0, 1)}
1 if (i, j) ∈ {(1, 0), (1, 1)}
βi,j =
{
0 if (i, j) ∈ {(0, 0), (1, 0)}
1 if (i, j) ∈ {(0, 1), (1, 1)}
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γi,j = 1 + αi,j
and
λi,j = αi,j + βi,j
α being 0 for A1[00] and A1[01]; being 1 for A1[10] and A1[11]
β being 1 for A1[01] and A1[11]; being 0 for A1[00] and A1[10]
γ being 1 for A1[00] and A1[01]; being 0 for A1[10] and A1[11]
λ being 1 for A1[10] and A1[01]; being 0 for A1[00] and A1[11]
Proof. The proof is a straightforward translation from A(2)-module structure to
A(2)∗-comodule structure using the formula of the duals of the Milnor basis in
[Mil58].
DMSS for A(1) In what follows, we will apply in many places the shearing ho-
momorphism that we implicitly used in the proof of Proposition 2.1.15 to find
primitives representing certain cohomology classes. It is useful to recall it here.
In general, let C be a Hopf algebra with conjugation χ and B be Hopf-algebra
quotient of C. Given a C-comoduleM , consider the composite
C ⊗M
id⊗∆
−−−→ C ⊗ C ⊗M
id⊗χ⊗id
−−−−−→ C ⊗ C ⊗M
µ⊗id
−−−→ C ⊗M
When restricting to CBM , this composite factors through (CBk)⊗M induc-
ing the shearing isomorphism of C-comodules
Sh : CBM → (CBk)⊗M
Here C coacts on CBM via the left factor and on (CBk) ⊗ M diagonally.
Combining with the change-of-ring isomorphism, the shearing isomorphism gives
Ext∗B(k,M)
∼= Ext∗C(k, CBM)
∼= Ext∗C(k, (CBk)⊗M)
In particular, via these isomorphism a class x ∈ Ext0B(k,M) is sent to Sh(1⊗x).
Proposition 2.2.2. The E1-term of the Davis-Mahowald spectral sequence con-
verging to Exts,tA(2)∗(A(1)) is given by
Es,σ,∗1
∼=
{
0 if s > 0
Rσ if s = 0
As a module over F2[α0,4,1, α0,12,2, v
4
2](⊂ Ext
∗,∗
A(1)∗
(R)), Es,r,t1 is free of rank 8 on
the following generators of
1, y3, y
2
3, y
3
3, y2, y2y3, y2y
2
3, y2y
3
3 (12)
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Proof. In effect, Es,σ,t1 is equal to Ext
s,t
A(1)∗
(Rσ⊗A(1)) by definition. The coaction
of A(1)∗ on R
σ ⊗ A(1) is the usual diagonal coaction on tensor products. In
addition, A(1) is isomorphic to A(1)∗ as A(1)∗-comodules. By the change-of-
ring isomorphism, we obtain that
Exts,tA(1)∗(F2, R
σ ⊗A(1)) ∼= Ext
s,t
F2
(F2, R
σ) ∼= Rσ (13)
The first part of the proposition follows immediately. For the second part, the
action of Exts,tA(1)∗(R) on E
s,t,σ
1
Exts,tA(1)(F2, R)⊗ Ext
s,t
A(1)(F2, R⊗ A(1))
// Exts,tA(1)(F2, R⊗A(1))
is induced by the multiplication on R:
R⊗ (R⊗A(1))→ R⊗ A(1)
Now let r ∈ Ext0,∗A(1)∗(F2, R) ⊂ R and s ∈ R
∼= Ext
0,∗
A(1)∗
(F2, R ⊗ A(1)). By
applying the shearing isomorphism, the class s is represented by a unique element
of the form s⊗ a0 +
∑
si ⊗ ai ∈ R⊗A(1) where ai are in positive degrees. The
action of r on s is then represented by rs⊗a0+
∑
rsi⊗ai which represents rs ∈
R ∼= Ext
0,∗
A(1)∗
(F2, R⊗A(1)) via (13). Equivalently, the action of Ext
0,∗
A(1)∗
(F2, R)
on Ext0,∗A(1)(F2, R⊗A(1)) is given by the multiplication of the polynomial algebra
R. The proof follows from the fact that F2[α0,4,1, α0,12,2, v
4
2] is identified with the
subalgebra of R generated by y1, y
2
2, y
4
3.
Let us analyse the differentials in this spectral sequence. As the dr-differentials
decrease s-filtration by r − 1, i.e., dr : E
s,σ,t
r → E
s−r+1,σ+r,t
r and E
s,σ,t
1 = 0 if
s > 0, the spectral sequence collapses at the E2-term and there are no extension
problems. Therefore,
Es,t,σ2
∼= Ext
s,t+σ
A(2)∗
(F2, A(1))
We can now turn our attention to the d1-differentials. As all elements of the E1-
term are in Ext0,∗A(1)∗(E ⊗ R ⊗ A(1)), we can apply the remark after Proposition
1.0.5. We have already determined d1-differentials on classes α0,4,1, α0,12,2, v
4
2 in
Proposition 2.1.15. By Leibniz rule, it remains to determine d1-differential on the
classes of (12).
Proposition 2.2.3. There are following d1-differentials
1) d1(1) = 0
2) d1(y2) = 0
3) d1(y3) = 0
4) d1(y2y3) = 0
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5) d1(y2y
2
3) = 0
6) d1(y2y
3
3) = 0
7) d1(y
2
3) = α
2
0,4,1y2
8) d1(y
3
3) = α
2
0,4,1y2y3
Proof. Parts 1− 4 follow from the sparseness of the E1-term.
5) The only nontrivial d1-differential that y2y
2
3 can support is
d1(y2y
2
3) = α
2
0,4,1α0,12,21
However,
d1(α
2
0,4,1α0,12,2) = α
2
0,4,1d1(α0,12,2) = α
5
0,4,11 6= 0
This means that α20,4,1α0,12,2 is not a d1-cycle, and so can not be hit by a d1-
differential. Therefore, y2y
2
3 is a d1-cycle.
6) Similarly, a nontrivial d1-differential on y2y
3
3 should be
d1(y2y
3
3) = α
2
0,4,1α0,12,2y3
But,
d1(α
2
0,4,1α0,12,2y2) = α
5
0,4,1y2 6= 0
by Leibniz rule. Thus, y2y
3
3 is a d1-cycle.
7-8) We can prove these two differentials by completing [1|yi3|a0] i ∈ {2, 3}
to A(2)∗-comodule primitives in E2 ⊗ R2 ⊗ A(1) and then applying the dif-
ferential of the complex (E2 ⊗ R2, d). For example, [1|y
2
3|a0] + [x2|y
2
1|a0] +
[x1|y
2
1|a2] + [1|y
2
2|a2] is a A(2)∗ comodule primitive representing y
2
3 . Then d1(y
2
3)
is represented by [1|y21y2|a0] + [1|y
3
1|a2] which represents α
2
0,4,1y2. An A(2)∗-
primitive representing y32 contains even more terms. To avoid this tedious prim-
itive completion procedure, it suffices to prove that ν2y2 = 0 and ν
2y2y3 = 0
in Ext∗,∗A(2)∗(A(1)) because differentials in part 7) and 8) are the only possibilities
for the latter to occur. We will proceed using juggling formulas for Massey prod-
ucts. In effect, the classes 1 and y3 being permanent cycles by part 1) and part 3),
they converge to classes in Ext0,0A(2)∗(A(1)) and Ext
1,6
A(2)∗
(A(1)), respectively. By
sparseness even at the level of the E1-term of the DMSS, η1 = ηy3 = 0. Hence
the Massey product 〈ν, η, yi3〉 with i ∈ {0, 1} can be formed. We have that
ν2yi3 = 〈η, ν, η〉y
i
3 = η〈ν, η, y
i
3〉
By sparseness of the DMSS, α20,4,1y
i
3 survives the DMSS and so ν
2yi3 6= 0. It
follows that 〈ν, η, yi3〉 is nontrivial and must be equal to y2y
i
3. The fact that ν
3 =
31
0 ∈ Ext3,12A(2)∗(F2) allows us to do the following juggling
ν2y2y
i
3 = ν
2〈ν, η, yi3〉 = 〈ν
2, ν, η〉yi3
However, the Massey product 〈ν2, ν, η〉 lives in the group Ext3,14A(2)∗(F2) which can
be checked to be zero. This concludes the proof of part 7) and 8).
E2-term of the Adams SS. We describe Ext
∗,∗
A(2)∗
(F2, A(1)) as a module over
F2[h2, g, v
8
2]/(h
3
2, h2g) ⊂ Ext
∗,∗
A(2)∗
(F2,F2) in terms of generators and relations.
We will denote by e[s, t] where s, t ∈ N the unique non-trivial class belonging to
Exts,s+tA(2)∗(F2, A(1)).
Proposition 2.2.4. As a module over F2[h2, g, v
8
2]/(h
3
2, h2g), Ext
∗,∗
A(2)∗
(F2, A(1))
is generated by the following generators
e[0,0] e[1,5] e[1,6] e[2,11]
1 y2 y3 y2y3
(0) (h22) (0) (h
2
2)
e[3,15] e[3,17] e[4,21] e[4,23]
y32 + y1y
2
3 y2y
2
3 y1y
3
3 + y
3
2y3 y2y
3
3
(h22) (0) (h
2
2) (0)
e[6,30] e[6,32] e[7,36] e[7,38]
y62 + y
2
1y
4
3 y
4
2y
2
3 + y1y2y
4
3 y
6
2y3 + y
2
1y
5
3 y
4
2y
3
3 + y1y2y
5
3
(h2) (h2) (h2) (h2)
e[8,42] e[9,47] e[9,48] e[10,53]
y62y
2
3 + y
2
1y
6
3 + y1y
3
2y
4
3 y
7
2y
2
3 + y
2
1y2y
6
3 y
6
2y
3
3 + y
2
1y
7
3 + y1y
3
2y
5
3 y
7
2y
3
3 + y
2
1y2y
7
3
(h2) (h2) (h2) (h2)
The second row in the table indicates a representative in the DMSS and the third
row the annihilator ideal of the corresponding generator.
Proof. As a corollary of Proposition 2.2.2, the E1-term of the DMSS for A(1)
is isomorphic to a free module of rank 32 over F2[h2, g, v
8
2]. In particular, these
32 generators are h2-free. It turns out that one can choose these 32-generators
in such a way that there are exactly 16 h2-free towers that truncate 16 others by
d1-differentials. The question is how one can identify these 16 d1-cycles. For this,
we can compute d1 on 32 module generators of the E1-term, say {y
i
2y
j
3|0 ≤ i ≤
3, 0 ≤ j ≤ 7}. Some of them are d1-cycles, for example y2, y3. Whereas, some of
them are not d1-cycle at first, but become one after being added by a multiple of
h2, for example α0,12,2y2+h2y
2
3 = y
3
2+y1y
2
3. This procedure is straightforward but
lengthy, so we omit to present details here. It can be checked that the generators
listed in the table are d1-cycles. Finally, since g and v
8
2 are d1-cycles, Proposition
2.2.4 follows.
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2.3 Two products
Now we turn our attention to the product between α ∈ Ext3,15A(2)∗(F2,F2) and
e[4, 23] ∈ Ext4,27A(2)∗(F2, A(1)). This product is not detected in the DMSS because
α has σ-filtration 1 in the DMSS whereas all non-trivial groups in the DMSS con-
verging to Ext∗,∗A(2)∗(F2, A(1)) concentrate in σ-filtration 0. Therefore, we need
first to find a representative of α in the total cochain complex of the double com-
plex A(2)⊗∗∗ ⊗E2 ⊗R and that of e[4, 23] in A(2)
⊗∗
∗ ⊗E2 ⊗R⊗A(1), then take
the product at the level of cochain complexes and finally check if this product is
a coboundary. It is tedious to carry out this procedure because any representative
of e[4, 23] contains many terms, and so it is not easy to check if the product is a
coboundary. Here, by a term of A(2)⊗∗∗ ⊗E2⊗R∗ and A(2)
⊗∗
∗ ⊗E2⊗R∗⊗A(1),
we mean an element of the basis formed by the tensor products of a basis of
A(2)∗, E2, R∗ and A(1) chosen to be the monomial basis and the basis of (11),
respectively. We will keep the same convention when working withB(2)∗, F2, S∗
instead of A(2)∗, E2, R∗. The following two lemmas simplify computations.
Lemma 2.3.1. The product of α and e[4, 23] is equal either to 0 or to ge[3, 15]
Proof. This is trivial because ge[3, 15] is the only non-trivial class in the appro-
priate bidegree.
We recall from Section 2 that there is a map of pair (A(2)∗, E2) and (B(2)∗, F2)
given by
A(2)∗ = F2[ξ1, ξ2, ξ3]/(ξ
8
1, ξ2
4
, ξ3
2
)→ B(2)∗ = F2[ξ1, ξ2, ξ3]/(ξ
4
1, ξ2
4
, ξ3
2
)
ξi 7→ ξi i ∈ {1, 2, 3}
E2 = E(x1, x2, x3)→ F2 = E(x2, x3)
x1 7→ 0, x2 7→ x2, x2 7→ x2
The induced map on their Koszul dual is
R = F2[y1, y2, y3]→ S = F2[y2, y3]
y1 7→ 0, y2 7→ y2, y3 7→ y3
By an abuse of notation, we will denote by p these projection maps. The context
will make it clear which map is referred to.
Lemma 2.3.2. The map p∗ = Ext
7,42
A(2)∗
(F2, A(1)) → Ext
7,42
B(2)∗
(F2, A(1)) induced
by the projection A(2)∗ → B(2)∗ sends ge[3, 15] to a non-trivial element.
33
Proof. The projection A(2)∗ → B(2)∗ induces a morphism at the level of DMSS.
The morphism of the E1-terms reads
Exts,tA(2)∗(F2, E2 ⊗ R⊗A(1))→ Ext
s,t
B(2)∗
(F2, F2 ⊗ S ⊗ A(1))
By the change-of-ring isomorphisms, this morphism is the same as the projection
p : R→ S which is surjective. The class ge[3, 15] is detected by y42(y
3
2 + y1y
2
3) ∈
R7, which maps to y72 ∈ S
7 via p. By naturality, y72 is a permanent cycle in
the target DMSS. The only class in the E1-term which can support a differential
hitting y72 is y
6
3 . y
6
3 admits v
4
2y
2
3 as a lift in the source DMSS. We have that
d1(v
4
2y
2
3) = d1(v
4
2)y
2
3+v
4
2d1(y
2
3) = (α0,4,1α
2
0,12,2)y
2
3+v
4
2(α0,4,1y2) = y1y
4
2y
2
3+y
4
3y1y2
This uses Leibniz rule, Proposition 2.1.15 part 11) Proposition 2.2.3 part 7). By
naturality, the d1-differential in the target DMSS is equal to p(y1y
4
2y
2
3 + y
4
3y1y2)
which is equal to 0. Therefore, the image of ge[3, 15] is non-trivial.
Corollary 2.3.3. The product of α and e[4, 23] is non-trivial, hence equal to
ge[3, 15] if and only if the product of p∗(α) and p∗(e[4, 23]) is non-trivial.
Proof. The map p : A(2)∗ → B(2)∗ induces the commutative diagram
Ext3,15A(2)∗(F2,F2)⊗ Ext
4,27
A(2)∗
(F2, A(1)∗)
p∗

// Ext7,42A(2)∗(F2, A(1)∗)
p∗

Ext3,15B(2)∗(F2,F2)⊗ Ext
4,27
B(2)∗
(F2, A(1)∗) // Ext
7,42
B(2)∗
(F2, A(1)∗)
where the two horizontal maps are given by taking product. The proof follows
from the fact that p∗(ge[3, 15]) is non-trivial by Lemma 2.3.2.
Now let us compute the product of p∗(α) and p∗(e[4, 23]).
Lemma 2.3.4. There are the following representatives of p∗(α) and p∗(e[4, 23])
in the total cochain complex of B(2)⊗∗∗ ⊗F2⊗S and of B(2)
⊗∗
∗ ⊗F2⊗S⊗A(1),
respectively :
i) p∗(α) is represented by [ξ2|1|y
2
2] + [ξ
3
1 |1|y
2
2] + [ξ1|1|y
2
3] ∈ B(2)⊗F2⊗S
2.
ii) p∗(e[4, 23]) is represented by [1|y2y
3
3|a0] + [1|y
2
2y
2
3|a1] + [1|y
3
2y3|a2] +
[1|y42|a3] ∈ F2 ⊗ S
4 ⊗ A(1).
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Proof. A direct computation shows that those elements are cocycles of the total
differentials which are not coboundaries. One way to prove that they represent the
right classes is to prove that they lift to cocycles in the total cochain complexes of
A(2)⊗∗∗ ⊗E2 ⊗ R and of A(2)
⊗∗
∗ ⊗E2 ⊗ R⊗A(1), respectively.
It is easy to check that [ξ2|1|y
2
2] + [ξ
3
1 |1|y
2
2] + [ξ1|1|y
2
3] + [ξ2|x1|y
2
1] + [ξ
3
1 |x1|y
2
1] +
[ξ1|x2|y
2
1] + [1|1|y
2
1y3] ∈ (A(2)∗ ⊗ E2 ⊗ R
2)⊕ (E2 ⊗ R
3) is a lift for [ξ2|1|y
2
1] +
[ξ31 |1|y
2
1] + [ξ1|1|y
2
2].
For the other element, instead of finding a lift it suffices to show that p∗ induces an
isomorphism Ext4,27A(2)∗(F2, A(1))
∼=
−→ Ext4,27B(2)∗(F2, A(1)) and so that both are iso-
morphic to F2. This can be proved by a similar argument to that used in the proof
of Lemma 2.3.2. In effect, the non-trivial class of Ext4,27A(2)∗(F2, A(1)) is detected
by y2y
3
3 in the DMSS. Via p∗, the latter is sent to y2y
3
3 which is the unique non-
trivial element of the E1-term of the target DMSS in the appropriate tridegree. By
degree reasons, y2y
3
3 is not hit by any differential. Therefore, y2y
3
3 survives the
target DMSS and it follows that Ext4,27A(2)∗(F2, A(1))
∼=
−→ Ext4,27B(2)∗(F2, A(1))
∼= F2.
Set M = [ξ2|1|y
2
2] + [ξ
3
1 |1|y
2
2] + [ξ1|1|y
2
3] and N = [1|y2y
3
3|a0] + [1|y
2
2y
2
3|a1] +
[1|y32y3|a2] + [1|y
4
2|a3]. We need to show thatMN , which is a (dv + dh)-cocycle,
represents a non-trivial class inExt7,42B(2)∗(F2, A(1)). We see thatMN is an element
in B(2)∗ ⊗ F2 ⊗ S
6 ⊗A(1) and dv(MN) = 0. This means thatMN represents a
class in Ext1,42B(2)∗(F2, F2⊗S
6⊗A(1)). However, the latter group is trivial because
again by the change-of-ring theorem, Ext∗,∗B(2)∗(F2, F2⊗S⊗A(1)) is isomorphic to
S which concentrates only in cohomological degree 0. There must be an element
P ∈ F2 ⊗ S
6 ⊗ A(1) such that dv(P ) = MN , and so dh(P ) represents the same
class in Ext7,42B(2)∗(F2, A(1)) asMN does.
Lemma 2.3.5. P contains λi,j[1|x2|y
6
2|a0] as a term where λi,j is as in Proposition
2.2.1, i.e., λ1,0 = λ0,1 = 1 whereas λ0,0 = λ1,1 = 0.
Proof. The product MN contains the term [ξ2|1|y
6
2|a3]. One can check that P must
contain the term [1|y62|a6] so that dv(P ) contains the term [ξ2|1|y
6
2|a3]. Using the
formula for the coaction of A(2)∗ on a6, one sees that dv(P ) contains the term
λi,j[ξ
2
2 |1|y
6
2|a0] which is not a term of MN . In order to compensate this term, P
must contain the term λi,j[1|x2|y
6
2|a0]
Lemma 2.3.6. An (dh + dv)-cycle in F2 ⊗ S
7 ⊗ A(1) gives rise to a non-trivial
class in Ext7,42B(2)∗(F2, A(1)) if and only if it contains the term [1|y
7
2|a0].
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Proof. It is proved in the proof of Lemma 2.3.2 that
Ext7,42B(2)∗(F2, A(1))
∼= F2
and that this group gets contributed by
Ext0,42B(2)(F2, F2 ⊗ S
7 ⊗ A(1)) ∼= F2{y
7
2} ⊂ S
7
Therefore, by the shearing homomorphism the only element in F2⊗S
7⊗A(1) that
represents the non-trivial class of Ext7,42B(2)∗(F2, A(1)) contains the term [1|y
7
2|a0].
Proposition 2.3.7. The product αe[4, 23] is equal to 0 for A1[00] and A1[11] and
equal to ge[3, 15] for A1[10] and A1[01].
Proof. αe[4, 23] is non-trivial if and only if dh(P ) represents a non-trivial class in
Ext7,42B(2)∗(F2, A(1)). Lemma 2.3.5 shows that dh(P ) contains the term λi,j[1|y
7
1|a0.
Hence, lemme 2.3.6 concludes the proof.
The second product between β ∈ Ext3,18A(2)∗(F2,F2) and e[3, 15] ∈ Ext
3,18
A(2)∗
(F2, A(1))
is easier because both have σ-filtration 0 in the Davis-Mahowald spectral se-
quence.
Proposition 2.3.8. βe[3, 15] = e[6, 30]
Proof. β is represented by y32 + y1y
2
3 in R
3 and e[3, 15] is represented by [y32 +
y1y
2
3|a0] in R
3 ⊗ A(1). So the product is represented by [y62 + y
2
1y
4
3|a0]. Notice
that this class survives in the Davis-Mahowald spectral sequence and converges to
e[6, 30]
3 Partial study of the Adams spectral sequence for
tmf ∧A(1)
In this section, we establish some differentials as well as some structures of the
ASS for A(1). These are essential bits of information allowing us to run the ho-
motopy fixed point spectral sequence in the next section.
Recall that the ASS for tmf ∧ A(1) with E2-term isomorphic to Ext
∗,∗
A(2)∗
(A(1))
is a spectral sequence of module over that for tmf whose the E2-term is isomor-
phic to Ext∗,∗A(2)∗(F2). This follows from the fact that the mod 2 homology of tmf
is isomorphic to A∗A(2)∗F2 (see [Mat16] for a proof). We first recollect some
well-known properties of the ASS for tmf .
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Theorem 3.0.1. (i) The class g ∈ Ext4,24A(2)∗(F2) is a permanent cycle detect-
ing the image of κ ∈ π20(S
0) via the Hurewicz map S0 → tmf .
ii) There is the following d2-differential in the Adams spectral sequence for
tmf
d2(w2) = gβα
(iii) There is following d3-differential in the Adams spectral sequence for tmf
d3(w
2
2(v
4
2η)) = g
6
(iv) The class∆8 := w42 survives the Adams spectral sequence.
Proposition 3.0.2. In the ASS converging to tmf∗A(1), there exists λ ∈ {0, 1}
such that the following statements are equivalent:
i) d2(w2e[4, 23]) = λg
2e[6, 30]
ii) d2(w2e[9, 48]) = λg
4e[3, 15]
iii) d2(w2e[10, 53]) = λg
5e[0, 0]
iv) d2(w2e[7, 38]) = λg
4e[1, 5]
Proof. We will prove that i) ⇒ ii) ⇒ iii) ⇒ iv) ⇒ i). The chart of Figure
(15) and (16) will make the proof easier to follow. First, we observe that all of the
classes e[4, 23], e[7, 38], e[9, 48], e[10, 53] are permanent cycles by sparseness.
i) ⇒ ii) Suppose d2(w2e[4, 23]) = g
2e[6, 30]. Then d2(g
2w2e[4, 23]) =
g4e[6, 30] by g-linearity. It follows that there is no room for a non-trivial dif-
ferential on w22e[3, 15]. In order words, w
2
2e[3, 15] is a permanent cycle. Because
of part iii) of Theorem 3.0.1, gk-multiple of w22e[3, 15] must be hit by a differ-
ential for some k less than 7. One can check that the only possibility is that
d2(w
3
2e[9, 48]) = g
4w22e[3, 15]. Since w
2
2 is a d2-cycle in the ASS for tmf , the last
differential implies that d2(w2e[9, 48]) = g
4e[3, 15].
ii) ⇒ iii) Suppose d2(w2e[9, 48]) = g
4e[3, 15]. Then the class w22e[0, 0] is a
permanent cycle by sparseness. Again, gk-multiple ofw22e[0, 0] for some k smaller
than 7 must be hit by a differential. Inspection shows that the classes w32e[10, 53]
and w42e[1, 5] are the only ones that have the appropriate bidegree to support such
differentials. However, w42e[1, 5] is a permanent cycle because w
4
2 and e[1, 5] are
permanent cycles in their respective ASS. Therefore, d2(w2e[10, 53]) = g
5e[0, 0].
iii ⇒ iv) Suppose d2(w2e[10, 53]) = g
5e[0, 0]. Then the class w22e[1, 5] is
a permanent cycle as there is no room for non-trivial differential on it. Then
gkw22e[1, 5] must be hit by a differential for some k less than 7. Inspection shows
that the only possibility is that d2(w
3
2e[7, 38]) = g
4w22e[1, 5]. As w
2
2 is a d2-cycle,
it follows that d2(w2e[7, 38]) = g
4e[1, 5].
iv) ⇒ i) Suppose d2(w2e[7, 38]) = g
4e[1, 5]. By g-linearity, we get that
d2(gw2e[7, 38]) = g
5e[1, 5]. It follows by sparseness that w22e[6, 30] is a perma-
nent cycle. Then the class gkw22e[6, 30] is hit by a differential for some k less than
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7. Inspection shows that the only possibility is that d2(w
3
2e[4, 23]) = g
2w22e[6, 30].
Therefore, d2(w2e[4, 23]) = g
2e[6, 30] by w22-linearity.
Theorem 3.0.3. We have:
i) In the Adams spectral sequence for tmf ∧ A1[00] and tmf ∧ A1[11], the
coefficient λ of Proposition 3.0.2 is equal to 0.
ii) In the Adams spectral sequence for tmf ∧ A[10] and tmf ∧ A[01], the
coefficient λ of Proposition 3.0.2 is equal to 1.
Proof. By Leibniz rule and part (ii) of Theorem 3.0.1,
d2(w2e[4, 23]) = d2(w2)e[4, 23] = gβαe[4, 23]
The proposition now follows from Proposition 2.3.7 and Proposition 2.3.8.
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Figure 15 – Adams spectral sequence for A(1) in the range 0 ≤ t− s ≤ 48
48 52 56 60 64 68 72 76 80 84 88 92 96 100
8
10
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14
16
18
20
we[4, 23]
g2e[6, 30]
g4e[1, 5]
we[7, 38]
g3e[6, 30]
gwe[4, 23]
g4e[3, 15]
w2
we[9, 48]
g5
w2e[1, 5]
we[10, 53]
Figure 16 – Adams spectral sequence for A(1) in the range 48 ≤ t − s ≤ 101. The arrows in bold are differentials for the
models A1[10] and A1[01] and the dashed arrows for the models A1[00] and A1[11]
3
9
Proposition 3.0.4. There are the following d3-differentials in the Adams spectral
sequence for tmf ∧ A(1)
d3(w
2
2e[10, 53]) = g
5e[9, 48]
d3(w
3
2e[1, 5]) = g
5w2e[0, 0]
148 149 150 151 152
25
26
27
28
29
30
gw2e[6, 32]
g5we[0, 0]
g5e[9, 48]
w3e[1, 5]
w2e[10, 53]
g4we[4, 21]
w3e[1, 6]
ν2w3e[0, 0]
g3we[8, 42]
g6e[6, 30]
g2w2e[3, 15]
g4we[4, 23]
g7we[2, 11]
νw3e[1, 5]
gw2e[7, 36]
g6e[6, 32]
Figure 17 – The Adams spectral sequence in the range 148 ≤ t− s ≤ 152
Proof. We can check from the chart that e[9, 48] and we[0, 0] are permanent cy-
cles. Then gle[9, 48] and gkwe[0, 0]must be targets of some differentials for some
l and k less than 7. Inspection of the E2-term shows that either
d2(w
2
2e[10, 53]) = g
5we[0, 0] and d4(w
3
2e[1, 5]) = g
5e[9, 48]
or
d3(w
2
2e[10, 53]) = g
5e[9, 48] and d3(w
3
2e[1, 5]) = g
5w2e[0, 0]
However, the former possibility is ruled out because of Leibniz rule:
d2(w
2
2e[10, 53]) = d2(w
2
2)e[10, 53] = 2w2d2(w2)e[10, 53] = 0
The first equality follows from that e[10, 53] is a permanent cycle by spareness.
Corollary 3.0.5. The Toda bracket 〈g5, e[9, 48], ν〉 can be formed and contains
only elements which are divisible by g.
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Proof. In the E4-term of the ASS, the Massey product 〈g
5, e[9, 48], ν〉 has the
cohomological filtration 27 and is equal to zero with zero indeterminacy. On
the other hand the corresponding Toda bracket can be formed with indetermi-
nacy containing only multiples of g. We can check that all conditions of the
Moss’s convergence theorem [Mos70] are met. This implies that the Toda bracket
〈g5, e[9, 48], ν〉 contains an element detected in filtration 27 by 0, thus is a multiple
of g. Therefore, this Toda bracket contains only multiples of g.
Finally, we need to have a control on the action of the class∆8 ∈ Ext32,224A(2)∗ (F2,F2)
on the E∞-term of the ASS for tmf ∧ A(1). This will allow us to compare
π∗(tmf ∧A(1)) with π∗(E
hG24
C ∧A(1)) (see Corollary 4.1.6) and hence to discuss
higher differentials in the HFPSS for EhG24C ∧ A(1).
Proposition 3.0.6. The class w42 acts freely on the E∞-term of the ASS for tmf ∧
A(1). As a consequence, the element∆8 ∈ π192(tmf) acts freely on the homotopy
groups of tmf ∧ A(1).
Proof. Using the description of theE2-term of the ASS for tmf∧A(1) in Theorem
2.2.4 and an elementary bidegree inspection, we can see that if a class y is in an
appropriate bidegree to support a differential hitting a class of the form w42x for
some class x, then y is divisible by w42. Knowing that w
4
2 is a permanent cycle
in the ASS for tmf , we conclude that if a class x survives the Er-term, then the
multiple of x by all powers ofw42 also survive that term. Therefore, the Proposition
follows by induction.
Proposition 3.0.7. For every element x ∈ π∗(tmf ∧ A(1)), the element ∆
8x is
divisible by κ (resp. ν) if and only if x is divisible by κ (resp. ν).
Proof. The argument is similar to that of Proposition 3.0.6. A bidegree inspection
shows that if a class y ∈ Ext∗,∗A(2)∗(A(1)) is in an appropriate bidegree whose
(exotic) product with g (resp. ν) might detect ∆8x, then y is divisible by w42.
We can conclude proof by using that the class w42 acts freely on the ASS for
tmf ∧A(1).
4 Homotopy fixed point spectral sequence EhG242 ∧
A(1)
4.1 Preliminaries and recollection on cohomology of G24
Let C denote the supersingular elliptic curve defined by the Weierstrass equation
y2 + y = x3 over F4. The formal completion FC of C at the origin is a formal
41
group law of hight 2 ([Sil09], Chapter IV). The automorphism groups of FC over
F4 is denoted by SC . LetW(F4) denote the Witt vector over F4. As a ring,W(F4)
is isomorphic to Z2[ζ ]/(ζ
2 + ζ + 1). The Lubin-Tate theory asserts that the de-
formation of FC over F4 is classified by a universal formal group law, say F˜C
over the power series ring W(F4)[[u1]] [LT66]. Let EC be the Morava E-theory
associated to F˜C via the Landweber’s exact functor theorem. The coefficient ring
of EC is isomorphic toW(F4)[[u1]][u
±1] with u1 in degree 0 and u in degree −2.
The Goerss-Hopkins-Miller theorem shows that EC admits an essentially unique
structure of E∞-ring spectrum. Furthermore, the group SC acts on EC via E∞
ring maps. See [Rez98] for an exposition.
SC contains a unique maximal finite subgroup G24 of order 24 up to conjugacy. It
is known that the group of automorphisms of C is of order 24 which is isomor-
phic to the semi-direct product Q8⋊C3 of the quaternion group Q8 and the cyclic
group C3 of order 3 ([Sil09],Appendix A). The group Q8 can be represented with
generators and relations as Q8 = 〈i, j|i
4 = j4 = 1, iji−1 = j3〉 and C3 acts on it
by permuting i, j, k = ij. Explicitly, if C3 = 〈ω|ω
3〉 then
ωiω−1 = j, ωjω−1 = k, ωkω−1 = i
The group of automorphisms of C is sent injectively to SC giving an interesting
choice of G24. We will work with this choice of G24. The geometric origine of
this group allows one to determine explicitly the action of G24 on the coefficient
ring (EC)∗ (see ([Bea17], Section 2). We record it here for the convenience of the
reader.
Proposition 4.1.1. The action of G24 onW(F4)[[u1]][u
±1] is given by
ω(u−1) = ζ2u−1 ω(v1) = v1
i(u−1) =
−u−1 + v1
ζ2 − ζ
i(v1) =
v1 + 2u
−1
ζ2 − ζ
j(u−1) =
−u−1 + ζ2v1
ζ2 − ζ
j(v1) =
v1 + 2ζ
2u−1
ζ2 − ζ
k(u−1) =
−u−1 + ζv1
ζ2 − ζ
k(v1) =
v1 + 2ζu
−1
ζ2 − ζ
Another reason for us to work with this choice of height two formal group law is
the following folklore theorem
Theorem 4.1.2. There is a homotopy equivalence
LK(2)TMF ∼= (E
hG24
C )
hGal(F4/F2)
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We refer to [Beh06] and [BL10] for a discussion. As a consequence, it gives us a
way to get access to homotopy groups of EhG24C ∧ A(1)
Theorem 4.1.3. There is a homotopy equivalence
tmf ∧ A(1)[(∆8)−1] ∼= (EhG24C )
hGal(F4/F2) ∧ A(1)
Therefore,
π∗(E
hG24
C ∧A(1))
∼=W(F4)⊗Z2 (∆
8)−1(π∗(tmf ∧ A(1)))
Proof. We know that the spectrum TMF is homotopy equivalent to spectrum
tmf with the periodicity generator ∆8 inverted (see [DFHH14]), i.e.,
tmf [(∆8)−1] ∼= TMF
Therefore,
tmf ∧A(1)[(∆8)−1] ∼= TMF ∧ A(1)
∼= L2(TMF ) ∧ A(1)(TMF is E2-local)
∼= L2(TMF ∧ A(1))(L2 is smashing)
∼= LK(2)(TMF ) ∧ A(1)(A(1) is of type 2 ([HS99],Lem 7.2))
∼= (EhG24C )
hGal(F4/F2) ∧A(1)(Theorem 4.1.2)
We continue to recall some information about the HFPSS converging to π∗(E
hG24
C ):
Hs(G24, (EC)t) =⇒ πt−s(E
hG24
C ) (14)
The elements η ∈ π1(S
0), ν ∈ π3(S
0), κ ∈ π20(S
0) are sent non-trivially to ele-
ments of the same name in π∗(E
hG24
C ) via the Hurewicz map S
0 → EhG24C . As the
latter factors through the unit map of tmf , the element κ6 = 0 in π∗(E
hG24
C )
because κ6 = 0 in π∗(tmf) (see [Bau08]). These elements are detected by
η ∈ H1(G24, (EC)2), ν ∈ H
1(G24, (EC)4), κ ∈ H
4(G24, (EC)24), respectively.
Furthermore, there is a class ∆ ∈ H0(G24, (EC)24) such that ∆
8 is a permanent
cycle making π∗(E
hG24
C ) 192 periodic.
The HFPSS for EhG24C ∧A(1) is a spectral sequence of module over that of (14):
Hs(G24, (EC)tA(1)) =⇒ πt−s(E
hG24
C ∧A(1)) (15)
In Subsection 4.2, we will computeH∗(G24, (EC)∗A(1)) as a module over certain
subalgebra of H∗(G24, (EC)∗). Let π : (EC)∗ → F4[u
±1] be the quotient of (EC)∗
by the ideal (2, u1). As the ideal (2, u1) is preserved by the action of SC , the ring
F4[u
±1] inherits an action of SC . We need the computation of the ring structure of
H∗(G24,F4[u
±1]) (see [Bea17], Appendix A)
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Proposition 4.1.4. There are classes z ∈ H4(G24,F4[u
±1]0), a ∈ H
1(G24,F4[u
±1]2),
b ∈ H∗(G24,F4[u
±1]4), v2 ∈ H
0(G24, (F4[u
±1])6) such that there is an isomor-
phism of graded algebras
H∗(G24,F4[u
±1]) ∼= F4[v
±1
2 , z, a, b]/(ab, b
3 = v2a
3)
Proposition 4.1.5. The homomorphism of graded algebras
H∗(G24, EC∗)→ H
∗(G24,F4[u
±1])
induced by the projection (EC)∗ → F4[u
±1] sends η to a, ν to b, κ to v42z, and ∆
to v42 .
We end this Subsection with the following Corollary which recapitulates the rela-
tionship between π∗(tmf ∧ A(1)) and π∗(E
hG24
C ∧ A(1)). Let us denote by
Θ :W(F4)⊗Z2 π∗(tmf ∧ A(1))→ π∗(E
hG24
C ∧ A(1))
the induced homomorphism in homotopy of the composite
tmf ∧A(1)→ tmf ∧A(1)[(∆8)±1]
∼=
−→ (EhG24C )
hGal(F4/F2) ∧A(1)
where the second map is the equivalence of Theorem 4.1.3.
Corollary 4.1.6. The homomorphismΘ is injective. Moreover, it remains injective
after passing to quotient by the ideal of π∗(S
0) generated by (κ, ν)
Proof. This follows from Theorem 4.1.3, Proposition 3.0.6 and Proposition 3.0.7.
4.2 The E2-term : H
∗(G24, (EC)∗(A(1)))
We first determine (EC)∗(A(1)) using the cofiber sequences through which A(1)
are defined. The cofiber sequence ΣS0
η
−→ S0 → Cη gives rise to a short exact
sequence of EC-homology
0→ (EC)∗ → (EC)∗(Cη)→ (EC)∗(S
2)→ 0
since (EC)∗ concentrates in even degrees. Hence, as an (EC)∗-module
(EC)∗(Cη) ∼=W(F4)[[u1]][u
±1]{e0, e2}
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where e0 is the image of 1 ∈ (EC)0 and e2 is a lift of Σ
21 ∈ (EC)2(S
2). Next, the
long exact sequence in EC-homology associated to Cη
2
−→ Cη → Y is the short
exact sequence
0→ (EC)∗(Cη)
×2
−→ (EC)∗(Cη)→ (EC)∗(Y )→ 0
since the multiplication by 2 on (EC)∗(Cη) ∼= W(F4)[[u1]][u
±1]{e0, e2} is injec-
tive. Therefore
(EC)∗(Y ) ∼= F4[[u1]][u
±1]{e0, e2}
Now A(1) is the cofiber of some v1-self map of Y : Σ
2Y
v1−→ Y → A(1). The
following lemma describe the induced homomorphism in EC-homology of these
v1-self maps.
Lemma 4.2.1. The homomorphism (EC)∗(v1) is given by the multiplication by
u1u
−1 up to a unit of (EC)0. Therefore,
(EC)∗(A(1)) ∼= F4[u
±1]{e0, e2}
Proof. Let K(1) be the first Morava K-theory at the prime 2 such that K(1)∗ ∼=
F2[v
±1
1 ] where |v1| = 2 and BP be the Brown-Peterson spectrum at the prime 2.
There is a map of ring spectra BP → K(1) that classifies the complex orientation
of K(1). The induced homomorphism of coefficient rings sends v1 to v1. By
definition, a v1-self-map of Y induces in K(1)-homology the multiplication by
v1. The map BP → K(1) gives rise to the commutative diagram
BP∗(Σ
2Y )
BP∗(v1) //

BP∗(Y )

K(1)∗(Σ
2Y )
K(1)∗(v1) // K(1)∗(Y )
By a property of v1 ([DM81], Theorem 1.2), K(1)∗(v1) is given by the multipli-
cation by v1 ∈ K(1)2. The above diagram forces by degree reasons that BP∗(v1)
is given by the multiplication by v1 ∈ BP2. Now, let c : BP → EC be the map
of ring spectra that classifies the 2-typification of the formal group law of EC .
One can show that the 2-series of the latter has the leading term u1u
−1x2 modulo
(2, u1). This implies that the induced homomorphism c∗ : BP∗ → (EC)∗ sends
v1 to u1u
−1 up to a unit of (EC)0. By naturality, (EC)∗(v1) is also given by the
multiplication by u1u
−1 up to an invertible element of (EC)0.
We are now describing the action of G24 on (EC)∗(A(1)). Recall c : BP → EC
is the map of ring spectra classifying the complex orientation of EC . Then for any
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2-local finite spectrum X , the map c induces a map of ANSS
Exts,tBP∗BP (BP∗, BP∗X)
//

Exts,t(EC)∗EC((EC)∗, (EC)∗X)

πt−s(X) // πt−s(LK(2)X)
where (EC)∗EC stands for π∗(LK(2)(EC ∧EC)). By the Morava’s change-of-ring
theorem (see [Dev95]),
Exts,t(EC)∗EC ((EC)∗, (EC)∗)
∼= Hs(GC , (EC)t)
Now the map c induces a map of short exact sequences
0 // BP∗
×2 //
c∗

BP∗ //
c∗

BP∗/(2) //
c∗

0
0 // EC∗
×2 // EC∗ // EC∗/(2) // 0
Therefore, we obtain the commutative diagram
Ext0,∗BP∗BP (BP∗, BP∗/2)
c∗

δBP // Ext1,∗BP∗BP (BP∗, BP∗)
c∗

H0c(GC , EC∗/2)
δEC // H1c(GC , EC∗)
It is well known that Ext0,2BP∗BP (BP∗, BP∗/2) = Z(2){v1} and δBP (v1) = η ∈
Ext1,2BP∗BP (BP∗, BP∗) where η is a permanent cycle representing the Hopf ele-
ment η ∈ π1(S
0). By naturality, δEC (v1) = c∗(η). Therefore, as a cocycle in
Mapc(GC , (EC)2), c∗(η) is given by
GC → (EC)2, g 7→
g(v1)− v1
2
On the other hand, let us consider the short exact sequence
0→ EC∗ → EC∗(Cη)→ EC∗(S
2)→ 0
representing the class c∗(η), so that the connecting homomorphism sends Σ
21 to
c∗(η). Thus if e2 is a lift of Σ
21 in EC∗(Cη), then c∗(η) is represented by the
cocycle
GC → (EC)2, g 7→ g(e2)− e2
46
This implies that one can modify e2 such that
g(v1)− v1
2
= g(e2)− e2 ∀ g ∈ GC
With this choice of e2, we see that EC∗(Cη) = EC∗{e0, e2} and the action of GC
on e2 is given by the formula
g(e2) = e2 +
g(v1)− v1
2
e0 (16)
Note that when determining (EC)∗(A(1)), we did not specify any lift e2 of Σ
21.
From now on, we will fix e2 such that the formula of (16) holds.
Proposition 4.2.2. As anEC∗-module,EC∗(A(1)) is isomorphic toF4[u
±1]{e0, e2}
and the action of G24 on is given by
ω(u−1) = ζ2u−1, ω(e0) = e0, ω(e2) = e2
i(u−1) = u−1, i(e0) = e0, i(e2) = e2 + e0
j(u−1) = u−1, j(e0) = e0, j(e2) = e2 + ζ
2e0
k(u−1) = u−1, k(e0) = e0, k(e2) = e2 + ζe0
Proof. The first part of the statement is the content of Lemma 4.2.1. The sec-
ond part follows from the action of G24 on v1 given in Proposition 4.1.1 and the
formula (16).
Corollary 4.2.3. EC∗(A(1)) sits in a non-split short exact sequence ofG24-modules
0→ F4[u
±1]{e0} → EC∗(A(1))→ F4[u
±1]{e2} → 0 (17)
Proof. This is immediate in view of the explicite description of the action of G24
on (EC)∗A(1).
We can see that H∗(G24,F4[u
±1]{ei}) i ∈ {0, 2} is free of rank one as modules
overH∗(G24,F4[u
±1]). Let us choose classes e[0, i] ∈ H0(G24, (F4[u
±1]{ei})i) i ∈
{0, 2} to be generators of H∗(G24,F4[u
±1]{ei}) i ∈ {0, 2}, respectively.
Corollary 4.2.4. The connecting homomorphism induced from the short exact
sequence (17) in Lemma 4.2.3
H∗(G24,F4[u
±1]{e2})
δ
−→ H∗+1(G24,F4[u
±1]{e0})
is H∗(G24,F4[u
±1])-linear and sends e[0, 2] to ae[0, 0] up to a unit of F4.
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Proof. That δ is H∗(G24,F4[u
±1])-linear is a well-known property of the connect-
ing homomorphism (See [Bro82], V.3). Next, since the short exact sequence in
Corollary 4.2.3 does not split, the connecting homomorphism δ sends e[2, 0] to a
non-trivial class and hence to ae[0, 0] up to a unit of F4.
Using the description of H∗(G24,F4[u
±1]) and the long exact sequence associated
to the short exact sequence of Corollary 4.2.3, we obtain the following description
of H∗(G24, (EC)∗(A(1))):
Proposition 4.2.5. As a module over H∗(G24,F4[u
±]), there is an isomorphism
H∗(G24, (EC)∗(A(1))) = F4[v
±1
2 , z, b]/(b
3){e[0, 0], e[1, 5]}
where e[0, 0] ∈ H0(G24, (EC)0(A(1))) and e[1, 5] ∈ H
1(G24, (EC)6(A(1)))
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Figure 18 – Hs(G24, (EC)t(A(1))) depicted in the coordinate (s, t-s))
The above proposition also implies immediately the action of H∗(G24, (EC)∗) on
H∗(G24, (EC)∗A(1)). In effect, the action of EC∗ on EC∗(A(1)) factors though
F4[u
±1] via EC∗
pi
−→ F4[u
±1]. As a consequence the action of H∗(G24, EC∗) on
H∗(G24, EC∗(A(1))) factors through the induced homomorphism in cohomology
of G24. In particular, il follows from Proposition 4.1.5 that the class ∆, κ, ν acts
on H∗(G24, EC∗(A(1))) the same as v
4
2, v
4
2z, b respectively do.
4.3 Differentials of the homotopy fixed point spectral sequence
for EhG24C ∧ A(1)
Wewill call the set {κlx|l ∈ N} associated to a class x in some page of the HFPSS
by the κ-family of that class. Proposition 4.3.3 below says that the κ-families
organize themself in a specific way. First, we have the following lemma:
Lemma 4.3.1. If there are classes x and y such that κy is non-trivial and dr(κx) =
κy, then dr(x) = y.
Remark 4.3.2. : To avoid any confusion, we highlight that the formula dr(x) = y
means two things: x and y survive to the Er-term and dr(x) = y.
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Proof. Suppose the converse is true: let r be the smallest integer satisfying that
there are classes x, y such that (i) dr(κx) = κy and (ii) dr(x) 6= y.
First, we claim that y survives to the Er-term. Otherwise, there is an integer s < r
and a class z such that ds(y) = z. Since κy survives to the Er-term, there must
be a class w and an integer t < s such that dt(w) = κz. Then the cohomological
filtration of w is greater than 4 because
cf(w) = cf(κz)− t = 4 + cf(z)− t > 4 + cf(z)− s
= 4 + cf(z) + cf(y)− cf(z) = 4 + cf(y)
where cf(−) stands for the cohomological filtration. Thus there is a class w′ such
that κw′ = w and so dt(κw
′) = κz. From the minimality of r, it follows that
dt(w
′) = z, which contradicts the assumption that ds(y) = z for s > t.
Next, we claim that x also survives to the Er-term. Suppose that this is not the
case. Then there is a class z and an integer s < t such that ds(x) = z. By κ-
linearity, the differential ds(x) = z implies that ds(κx) = κz. Because the class
κx survives to the Er-page by assumption, the class κz must be trivial in the Es-
term. Thus the class κz either supports a shorter differential or is hit by a shorter
differential then ds. The former case cannot happen since the class z is a cycle
until the Es-term, so is the class κz. It forces that there is a class w and an integer
t < s such that dt(w) = κz. Then the cohomological filtration of w is greater than
4 because
cf(w) = cf(κz)− t = 4 + cf(z)− t > 4 + cf(z)− s
= 4 + cf(z) + cf(x)− cf(z) = 4 + cf(x)
Hence there is a class x′ such that κx′ = w. By the minimality of s, the relation
dt(κx
′) = κz implies that the class x′ survives to the Et-terms and that dt(x
′) = z.
This contradicts the assumption that z survives to the Es-term.
Now we know that x and y survive to the Er-term. It follows from (i) that
κ(dr(x) − y) = 0 in the Er-term. Since κ acts injectively on the classes of co-
homological degree positive in the E2-term, condition (ii) implies that there is a
class z and s < r such that ds(z) = κ(dr(x)−y). On can see than that z has coho-
mological filtration greater than 4. So there is a class z′ such that κz′ = z. By the
minimality of r, we obtain that ds(z
′) = dr(x)− y. Consequently, dr(x)− y = 0
in the Er-term. This contradicts the condition (ii). This concludes the proof of
Lemma 4.3.1
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Proposition 4.3.3. Every κ-family is truncated by one and only one κ-family.
More explicitely, for any permanent cycle x of cohomological filtration less than
4, there exists a unique class y of cohomological filtration less than 4 and an
integer r such that for allm ≥ 0,
dr(κ
my) = κm+lx
and κix, i = 0, ..., l− 1 survives to the E∞-term. As a consequence, in any page,
every class of cohomological filtration at least 4 is a multiple of κ.
Proof. This is a consequence of Lemma 4.3.1.
Remark 4.3.4. The proof of Lemma 4.3.1 uses two facts which are (i) the class
κ is a permanent cycle and (ii) the multiplication by κ induces an isomorphism
Hs(G24, πt(EC ∧ A(1))) → H
s+4(G24, πt+24(EC ∧ A(1)) for s > 0. Fact (ii)
follows from the fact thatG24 is a group with periodic cohomology, so independent
of the spectrum A(1), meaning that a similar result to Proposition 4.3.3 holds if
A(1) is replaced by any other finite spectrum.
The following proposition gives us the horizontal vanishing line of the HFPSS for
EhG24C ∧ A(1)
Proposition 4.3.5. The HFPSS forEhG24C ∧A(1) has the horizontal vanishing line
of hight 23. As a consequence, it collapses at the E24-term.
Proof. As κ6 = 0 in π∗(E
hG24
C ), the class κ
6 must be hit by a differential which
is of length at most 23. This is because κ6 has the cohomological filtration 24
and all even differentials are trivial. Hence κ6 is trivial in the E24-term of the
HFPSS for EhG24C . Next, because the E24-term of the HFPSS for E
hG24
C ∧ A(1)
is a module over that for EhG24C , the class κ
6 acts trivially on the E24-term of the
HFPSS for EhG24C ∧A(1). Since all classes which are not a multiple of κ have the
cohomological filtration almost 3, the HFPSS has the horizontal vanishing line of
height 23.
Proposition 4.3.6. The following classes are permanent cycles
e[0, 0], e[1, 5], e[0, 6], e[1, 11], e[1, 15], e[1, 17], e[1, 21], e[1, 23]
Proof. Firstly, the class e[0, 0] is a permanent cycle because it detects the inclusion
S0 → A(1) into the bottom cell of A(1). Next, we recapitulate in the following
table the associated graded object with respect to the induced Adams filtration of
the groups π∗(tmf ∧ A(1))/(κ) in some dimensions less than 23.
Dim 6 15 17 21 23
Value F2 ⊕ F2 F2 F2 F2 F2 ⊕ F2
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In the virtue of Corollary 4.1.6, the groups π∗(E
hG24
C ∧ A(1))/(κ) in these di-
mensions must have size as big as twice of respective groups. Inspection in the
E2-term of the HFPSS through dimensions from 0 to 23 and in cohomological
filtration less than 4 show that the classes e[0, 6], e[1, 15], e[1, 21], e[1, 23] are per-
manent cycles.
Note that the group π0(tmf ∧A(1)) and π6(tmf ∧ A(1)) are annihilated by η. It
means that e[0, 0] and e[0, 6] detects two elements which are annihilated by η. It
follows that the Toda brackets 〈ν, η, e[0, 0]〉 and 〈ν, η, e[0, 6]〉 can be formed. By
juggling formula,
η〈ν, η, e[0, 0]〉 = 〈η, ν, η〉e[0, 0] = ν2e[0, 0]
and
η〈ν, η, e[0, 6]〉 = 〈η, ν, η〉e[0, 6] = ν2e[0, 6]
Observe that ν2e[0, 0] and ν2e[0, 6] are nontrivial and are detected in cohomolog-
ical filtration 2. Consequently, both 〈ν, η, e[0, 0]〉 and 〈ν, η, e[0, 6]〉 are nontrivial
and are represented by classes in the cohomological filtaraion at most 1. There-
fore e[1, 5] and e[1, 11] are permanent cycles.
The unique nontrivial element of π11(tmf ∧A(1))/(κ) is annihilated by ν
2. This
implies that the class ν2e[1, 11] is the target of some differential. Since π17(E
hG24
C ∧
A(1))/(κ) has size at least equal to 4, the class e[1, 17]must be a permanent cycle
representing the only element in dimension 17 of π∗(E
hG24
C ∧ A(1))/(κ).
d3 − differentials
Proposition 4.3.7. As a module over F4[∆, κ, ν]/(ν
3), the term E2 = E3 is free
on 8 generator of (18)
e[0, 0], e[1, 5], e[0, 6], e[1, 11], e[0, 12], e[1, 17], e[0, 18], e[1, 23] (18)
Proposition 4.3.8. The d3-differential in the HFPSS for E
hG24
C ∧A(1) is trivial on
all of the 8 generators of (18) with the exception of
i) d3(e[0, 12]) = ν
2e[1, 5]
ii) d3(e[0, 18]) = ν
2e[1, 11]
Proof. That e[0, 0], e[1, 5], e[0, 6], e[1, 11], e[1, 17], e[1, 23] are d3-cycles follows
from Proposition 4.3.6. For the two other classes, the proof of Proposition 4.3.6
implicitly implies that the elementΘ(e[1, 5]) andΘ(e[2, 11]) are detected by e[1, 5]
and e[1, 11], respectively. Moreover, the element e[1, 5] and e[2, 11] are annihi-
lated by ν2 in π∗(tmf ∧ A(1)). It follows then that in the HFPSS the classes
ν2e[1, 5] and ν2e[1, 11] must be hit by some differentials. The only possibilities
are d3(e[0, 12]) = ν
2e[1, 5] and d3(e[0, 18]) = ν
2e[1, 11].
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Figure 19 – Differentials d3
Proposition 4.3.9. As a module over F4[∆, κ, ν]/(ν
3), the term E4 = E5 is gen-
erated by 8 generators of
e[0, 0], e[1, 5], e[0, 6], e[1, 11], e[1, 15], e[1, 17], e[1, 21], e[1, 23] (19)
with the relations
ν2e[1, 5] = ν2e[1, 11] = ν2e[1, 15] = ν2e[1, 21] = 0 (20)
Proof. This is straightforward from Proposition 4.3.8 and from the fact that∆, κ, ν
are d3-cycles in the HFPSS for E
hG24
C .
d5 − differentials We need the following d5-differential in the HFPSS for E
hG24
C ,
that is d5(∆) = κν (see [Bau08] for an argument).
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Figure 20 – Differentials d5
Proposition 4.3.10. As a module over F4[(∆
8)±1, κ, ν]/(κν, ν3), E6 = E7 is gen-
erated by the following generators for i ∈ 0, 2, 4, 6 with their annihilation ideal:
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generator ∆ie[0, 0] ∆ie[1, 5] ∆ie[0, 6] ∆ie[1, 11]
ideal (ν3) (ν2) (ν3) (ν2)
generator ∆ie[1, 15] ∆ie[1, 17] ∆ie[1, 21] ∆ie[1, 23]
ideal (ν2) (ν3) (ν2) (ν3)
generator ∆ie[2, 30] ∆ie[2, 32] ∆ie[2, 36] ∆ie[2, 38]
ideal (ν) (ν) (ν) (ν)
generator ∆ie[2, 42] ∆ie[3, 47] ∆ie[2, 48] ∆ie[3, 53]
ideal (ν) (ν) (ν) (ν)
Proof. Notice that if x is a class in the E5-term, then d5(∆
2kx) = ∆2kd5(x)
∀k ∈ Z. This says in particular that the E6-term is ∆
2-periodic. Next, if x is
a d5-cycle and is annihilated by ν
i, then d5(∆x) = κνx and d5(∆ν
i−1x) = 0.
Together with the fact that all of the 8 generators of (19) are permanent cycles
(Proposition 4.3.6), it is straightforward to verify that the elements given in the
statement of the Proposition form a set of generators of the E6-term as a module
over F4[(∆
8)±1, κ, ν]/(κν, ν4).
Remark 4.3.11. In the above proposition, we express the E6-term as a module
over F4[∆
8, κ, ν]/(κν, ν4) because only the class ∆8 is a d5-cycle in the HF-
PSS for EhG24C . In effect, d5(∆
4) = 4∆4κν which is nontrivial. What is more,
∆8 is a permanent cycle in the HFPSS for EhG24C . It means that the HFPSS for
EhG24C ∧ A(1) is a module F4[(∆
8)±1]. Note that all the κ-free generators in the
E7-term are of the form (∆
8)kx where k ∈ Z and x is one of the generators
listed in Proposition 4.3.10. By Corollary 4.3.3, these free κ-family pair up in
the manner that each non-permanent κ-family truncates one and only one perma-
nent κ-family. By ∆8-linearity, among these 64 generators, only half of them are
permanent cycles and the others support differential. It reduces the problem into
two steps: first identify all permanent κ-families, then by which κ-family they are
truncated.
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Figure 21 – The E7-term for s ≤ 3 and t− s ≤ 54
Proposition 4.3.12. The generators
e[2, 30], e[2, 32], e[2, 36], e[2, 38], e[2, 42], e[3, 47], e[2, 48], e[3, 53]
are permanent cycles.
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Proof. We give the proof for e[2, 30] and the other generators are proven in a sim-
ilar manner. In the E6-term, the Massey product 〈κ, ν, ν
2e[0, 0]〉 can be formed.
Since d5(∆) = κν, we see that 〈κ, ν, ν
2e[0, 0]〉 contains e[2, 30]. It is readily
checked that the indeterminacy is zero. Thus
〈κ, ν, ν2e[0, 0]〉 = e[2, 30]
At the level of the homotopy groups of π∗(E
hG24
C ∧A(1)) one can form the corre-
sponding Toda bracket 〈κ, ν, ν2e[0, 0]〉 because νκ = 0 in π∗(E
hG24
C ) and inspec-
tion in π∗(tmf ∧ A(1)) tells us that ν
3e[0, 0] = 0. Furthermore, all hypothesis of
the Moss’s convergence theorem are verified. Therefore, e[2, 30] is a permanent
cycle representing the Toda bracket 〈e[0, 0], ν3, κ〉. For the sake of completeness,
we record the Toda bracket expression for the other elements
〈κ, ν, νe[1, 5]〉 = e[2, 32], 〈κ, ν, ν2e[0, 6]〉 = e[2, 36]
〈κ, ν, νe[1, 11]〉 = e[2, 38], 〈κ, ν, νe[1, 15]〉 = e[2, 42]
〈κ, ν, ν2e[1, 17]〉 = e[3, 47], 〈κ, ν, νe[1, 21]〉 = e[2, 48]
〈κ, ν, ν2e[2, 23]〉 = e[3, 53]
We have already identified 16 out of 32 permanent cycles. The next 16 ones are not
the same for different models of A(1). The difference reflects the different behav-
ior of the d2-differential in the ASS for different models of A(1) (see Proposition
3.0.3).
Proposition 4.3.13. In the HFPSS for all four models of A(1), the following 12
generators are permanent cycles :
∆2e[0, 0],∆2e[1, 5],∆2e[0, 6],∆2e[1, 11],∆2e[1, 15],∆2e[1, 17]
∆2e[1, 21],∆2e[2, 30],∆2e[2, 32],∆2e[2, 36], ,∆2e[2, 42],∆2e[3, 47]
The remaining 4 permanent generators for A1[00] and A1[11] are
∆2e[1, 23],∆2e[2, 38],∆2e[2, 48],∆2e[3, 53]
whereas the remaining 4 permanent generators for A1[10] and A1[01] are
∆4e[1, 15],∆4e[0, 0],∆4e[1, 5],∆4e[2, 30]
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Proof. The graded associated object of the group π∗(tmf∧A(1))/(κ, ν) in certain
degrees are given in the following table
Degree 48 53 54 59 63 65 69 78 80 84 90 95
Value F2 ⊕ F2 F2 ⊕ F2 F2 F2 F2 F2 F2 F2 F2 F2 F2 F2
In view of Corollary 4.1.6 and Corollary 4.3.3, inspection in the E7-term shows
that the following 12 classes are permanent cycles in the HFPSS for all of the 4
models.
∆2e[0, 0],∆2e[1, 5],∆2e[0, 6],∆2e[1, 11],∆2e[1, 15],∆2e[1, 17]
∆2e[1, 21],∆2e[2, 30],∆2e[2, 32],∆2e[2, 36], ,∆2e[2, 42],∆2e[3, 47]
Next in the ASS for tmf ∧A1[00] and tmf ∧A1[11], there is no differential until
dimension 96. Again, inspection in the E2-term shows that
π71(tmf ∧ A1[00])/(κ, ν) = π71(tmf ∧A1[11])/(κ, ν) ∼= F2
and
π86(tmf ∧ A1[00])/(κ, ν) = π86(tmf ∧A1[11])/(κ, ν) ∼= F2
It follows that the classes ∆2e[1, 23] and ∆2e[2, 38] are permanent cycles in the
HFPSS for EhG24C ∧A1[00] and E
hG24
C ∧ A1[11].
On the other hand in the ASS for tmf ∧A1[10] and tmf ∧A1[01], Lemma (3.0.3)
and g-linearity induce that d2(g
2w2e[4, 23]) = g
4e[6, 30] and d2(g
2w2e[7, 38]) =
g6e[1, 5]. Hence, w22e[3, 15] and w
2
2e[6, 30] survive to the E∞-term by sparseness.
It then follows that ∆4e[1, 15] and ∆4e[2, 30] are permanent cycles in the HFPSS
for A1[10] and A1[01].
For A1[00] and A1[11], the classes w2e[9, 48] and w2e[10, 53] do not support dif-
ferential (Lemma 3.0.3), and hence persist to the E∞-term by sparseness. They
are also not divisible neither by κ nor by ν. Lastly, both {w2e[48]} and {w2e[53]}
are annihilated by ν. The only classes in the HFPSS that match those properties
are ∆2e[2, 48] and ∆2e[3, 53] respectively. Thus the latter are the last 2 of the 32
permanent cycles in the HFPSS for A1[00] and A1[11].
Whereas for A1[10] and A1[01], the classes w2e[9, 48] and w2e[10, 53] support
nontrivial d2 differentials. Thus w
2
2e[0, 0] and w
2
2e[1, 5] survive to the E∞-term.
By degree reasons both {w22e[0, 0]} and {w
2
2e[1, 5]} are not divisible neither by
κ nor by ν and moreover their multiples by ν are not divisible by κ. Inspection
shows that∆4e[0, 0] and ∆4e[1, 5] are permanent cycles in the HFPSS.
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After having determined all permanent κ-families, we go on computing differ-
entials. We remind that each permanent κ-family is truncated by one and only
one non-permanent κ-family. We can proceed as follows. We take a permanent
module generator, say x. Then we locate all non-permanent module generators
that potentially support a differential that kills κnx for some n ≤ 6. One of the
following situations will happen:
1) There is no ambiguity, meaning that there is only one generator that sup-
ports a differential killing κnx for some n ≤ 6. So this differential actually hap-
pens.
2) There are two generators that can pair up with two multiples of x by powers
of κ. In order to decide, we inspect the κ-exponent of x using the ASS.
3) There are two generators that can pair up with the multiple of x by a same
power of κ . In this case, inspection on the κ-exponent of x does not help. We will
treat each of the particularities case by case. Some Toda brackets will be involved
to solve some cases.
In order to make it easier to follow, a permanent module generator is said to be of
type 1, 2, 3 respectively if its κ-family is as in the situation 1, 2, 3 above respec-
tively. Finally, the HFPSS for different models of A(1) do not behave the same.
To make it clear, we will treat the HFPSS for A1[10] and A1[01] in detail at the
same time and then point out changes needed for A1[00] and A1[11].
Differentials continued for A1[01] and A1[10] The reader is invited to follow
the discussion of higher differentials along with Figures (22) to (25) below.
The d9-differentials
Proposition 4.3.14. There are the following d9-differentials:
(1) d9(∆
2e[1, 23]) = κ2e[2, 30]
(2) d9(∆
6e[1, 23]) = κ2∆4e[2, 30]
Proof. The classes e[2, 30] and ∆4e[2, 30] are of type 1 and the only possibilities
are d9(∆
2e[1, 23]) = κ2e[2, 30] and d9(∆
6e[1, 23]) = κ2∆4e[2, 30], respectively.
The d15-differentials
Proposition 4.3.15. There are the following d15-differentials:
(1) d15(∆
2e[2, 38]) = κ4e[1, 5]
(2) d15(∆
2e[2, 48]) = κ4e[1, 15]
(3) d15(∆
6e[2, 38]) = κ4∆4e[1, 5]
(4) d15(∆
6e[2, 48]) = κ4∆4e[1, 15]
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Proof. It is readily checked from the chart that all e[1, 5], e[1, 15], ∆4e[1, 5],
∆4e[1, 15] are of type 1 and their κ-family is truncated as indicated in the propo-
sition.
The d17-differentials
Proposition 4.3.16. There are the following d17-differentials:
(1) d17(∆
2e[3, 53]) = κ5e[0, 0]
(2) d17(∆
4e[0, 6]) = κ4e[1, 21]
(3) d17(∆
4e[1, 17]) = κ4e[2, 32]
(4) d17(∆
4e[1, 21]) = κ4e[2, 36]
(5) d17(∆
4e[2, 32]) = κ4e[3, 47]
(6) d17(∆
6e[0, 6]) = κ4∆2e[1, 21]
(7) d17(∆
6e[1, 17]) = κ4∆2e[2, 32]
(8) d17(∆
6e[1, 21]) = κ4∆2e[2, 36]
(9) d17(∆
6e[2, 32]) = κ4∆2e[3, 47]
(10) d17(∆
6e[3, 53]) = κ5∆4e[0, 0]
(11) d17(∆
4e[1, 23]) = κ4e[2, 38]
(12) d17(∆
4e[2, 38]) = κ4e[3, 53]
(13) d17(∆
6e[0, 0]) = κ4∆2e[1, 15]
(14) d17(∆
6e[1, 15]) = κ4∆2e[2, 30]
Proof. (1)-(10) All of the generators of
e[0, 0], e[1, 21], e[2, 32], e[2, 36], e[3, 47]
∆2e[1, 21],∆2e[2, 32],∆2e[2, 36],∆2e[3, 47],∆4e[0, 0]
are of type 1.
(11) e[2, 38] is of type 2. The differentials that can truncate its κ-family are
d17(∆
4e[1, 23]) = κ4e[2, 38] and d25(∆
6e[1, 15]) = κ6e[2, 38]. The latter
can not happen because the spectral sequence collapses that the E24-term.
Therefore, it must be that d17(∆
4e[1, 23]) = κ4e[2, 38].
(12) e[3, 53] is of type 2. Its κ-family can be truncated by d17(∆
4e[2, 38]) =
κ4e[3, 53] or d25(∆
6e[2, 30]) = κ6e[3, 53]. There can not be any d25-
differential in the spectral sequence because it collapses at the E24-term.
Hence, we obtain that d17(∆
4e[2, 38]) = κ4e[3, 53].
(13) ∆2e[1, 15] is of type 3. In its κ-family only κ4∆2e[1, 15] can be a target of
differentials which are d17(∆
6e[0, 0]) = κ4∆2e[1, 15] and d15(∆
4e[2, 48]) =
κ4∆2e[1, 15]. But if d15(∆
4e[2, 48]) = κ4∆2e[1, 15] then the only class
that can truncate the κ-family of e[1, 23] is∆6e[0, 0] and by a d25-differential:
d25(∆
6e[0, 0]) = κ6e[1, 23]. But this contradicts the fact that the spectral
sequence collapses at the E24-term by Proposition 4.3.5. Thus we must
have that d17(∆
6e[0, 0]) = κ4∆2e[1, 15].
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(14) ∆2e[2, 30] is of type 2. Its κ-family can be truncated by ∆4e[1, 23] by a
d9-differential or by ∆
6e[1, 15] by a d17-differential. However, the former
possibility can not occur because of part (11). Therefore, d17(∆
6e[1, 15]) =
κ4∆2e[2, 30].
The d19-differentials
Proposition 4.3.17. There are the following d19-differentials:
(1) d19(∆
4e[1, 11]) = κ5e[0, 6]
(2) d19(∆
4e[3, 47]) = κ5e[2, 42]
(3) d19(∆
6e[1, 11]) = κ5∆2e[0, 6]
(4) d19(∆
6e[3, 47]) = κ5∆2e[2, 42]
(5) d19(∆
6e[1, 5]) = κ5∆2e[0, 0]
(6) d19(∆
4e[3, 53]) = κ5e[2, 48]
Proof. (1)-(4) All of the classes of
e[0, 6], e[2, 42],∆2e[0, 6],∆2e[2, 42]
are of type 1.
(5) The class∆2e[0, 0] is of type 3 and its κ-family can be truncated either by
d17(∆
4e[3, 53]) = κ5∆2e[0, 0] or by d19(∆
6e[1, 5]) = κ5∆2e[0, 0]. Sup-
pose d17(∆
4e[3, 53]) = κ5∆2e[0, 0]. This would leave us with the differ-
ential d21(∆
6e[1, 5]) = κ5e[2, 48]. It would imply the Massey product in
the E22-term
〈κ5, e[2, 48], ν〉 = ν∆6e[1, 5]
with zero indeterminacy in the E22-term. All conditions of the Moss’s con-
vergence theorem met, the Toda bracket 〈κ5, e[2, 48], ν〉 could be formed
and would contain an element represented by ν∆6e[1, 5]. This contradicts
Corollary 3.0.5. This contradiction proves that
d19(∆
6e[1, 5]) = κ5∆2e[0, 0]
(6) The class e[2, 48] is of type 2 and its κ-family is truncated either by
d19(∆
4e[3, 53]) = κ5e[2, 48] or by d21(∆
6e[1, 5]) = κ5e[2, 48]. However,
part (5) of Proposition 4.3.17 rules out the latter because the class∆6e[1, 5]
must pair up with the class∆2e[0, 0].
The d23-differentials
Proposition 4.3.18. There are the following d23-differentials:
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(1) d23(∆
4e[2, 36]) = κ6e[1, 11]
(2) d23(∆
4e[2, 42]) = κ6e[1, 17]
(3) d23(∆
4e[2, 48]) = κ6e[1, 23]
(4) d23(∆
6e[2, 36]) = κ6∆2e[1, 11]
(5) d23(∆
6e[2, 42]) = κ6∆2e[1, 17]
(6) d23(∆
6e[2, 30]) = κ6∆2e[1, 5]
Proof. (1)-(5) All of the classes
e[1, 11], e[1, 17], e[1, 23],∆2e[1, 11],∆2e[1, 17]
are of type 1.
(6) The class∆2e[1, 5] is of type 2. The two possibilities are d15(∆
4e[2, 38]) =
κ4∆2e[1, 5] and d23(∆
6e[2, 30]) = κ6∆2e[1, 5]. However, part (12) of
Proposition 4.3.16 rules out the former because the class ∆4e[2, 38] must
paire up with the class e[3, 38] by a d17-differential d17(∆
4e[2, 38]) =
κ4e[3, 53].
Remark 4.3.19. The above differentials (from d9 to d23) together with their κ-
and ∆8-linearity exhaust all remaining differentials.
The case of A1[00] and A1[11] The analysis of the HFPSS for A1[00] and A1[11]
can be done in the same manner of that for A1[10] and A1[01]. All of the differen-
tials are identical except for 8 ones involving 16 of the generators of Proposition
4.3.10. We will be content to list out all the modifications.
d17(∆
4e[1, 15]) = κ4e[2, 30] instead of d9(∆
2e[1, 23]) = κ2e[2, 30]
d17(∆
6e[1, 23]) = κ4∆2e[2, 38] instead of d9(∆
6e[1, 23]) = κ2∆4e[2, 30]
d17(∆
4e[0, 0]) = κ4e[1, 15] instead of d15(∆
2e[2, 48]) = κ4e[1, 15]
d17(∆
6e[2, 38]) = κ4∆2e[3, 53] instead of d15(∆
6e[2, 38]) = κ4∆2e[1, 5]
d19(∆
4e[1, 5]) = κ5e[0, 0] instead of d17(∆
2e[3, 53]) = κ5e[0, 0]
d19(∆
6e[3, 53]) = κ5∆2e[2, 48] instead of d17(∆
6e[3, 53]) = κ5∆4e[0, 0]
d23(∆
6e[2, 48]) = κ6∆2e[1, 23] instead of d15(∆
6e[2, 48]) = κ4∆4e[1, 15]
d23(∆
4e[2, 30]) = κ6e[1, 5] instead of d15(∆
2e[2, 38]) = κ4e[1, 5]
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The Figures (22) to (25) represent the HFPSS for EhG24C ∧ A1[10] and E
hG24
C ∧ A1[01] from the E7-term on. Each black
dot • represents a class generating a group F4 which survives to the E∞-term. Each circle ◦ represent a class which either
is hit by a differential or supports a differential higher than d5. We only represent the differentials on generators listed in
Proposition 4.3.10 but not those generated by κ-linearity.
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Figure 22 – HFPSS for A1[10] and A1[01] from E7-term with 0 ≤ t− s ≤ 48
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Figure 23 – HFPSS for A1[10] andA1[01] from E7-term with 48 ≤ t− s ≤ 96
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Figure 24 – HFPSS forA1[10] andA1[01] from E7-term with 96 ≤ t− s ≤ 144
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Figure 25 – HFPSS for A1[10] and A1[01] from E7-term with 144 ≤ t− s ≤ 197
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