We report a new approach of 2D regional correlation analysis capable of analyzing fluctuation dynamics of complex multiple correlated and anticorrelated fluctuations under a noncorrelated noise background. Using this new method, by changing and scanning the start time and end time along a pair of fluctuation trajectories, we are able to map out any defined segments along the fluctuation trajectories and determine whether they are correlated, anticorrelated, or noncorrelated; after which, a cross-correlation analysis can be applied for each specific segment to obtain a detailed fluctuation dynamics analysis. We specifically discuss an application of this approach to analyze single-molecule fluorescence resonance energy transfer (FRET) fluctuation dynamics where the fluctuations are often complex, although this approach can be useful for analyzing other types of fluctuation dynamics of various physical variables as well.
Introduction
A deviation of a physical variable from its mean value is a fluctuation, and time-dependent fluctuations in biological and chemical systems are critical and widely observed. In a conventional ensemble-averaged measurement, most of the single-molecule fluctuations are averaged out and only a mean of the physical variable is measured. 19, [24] [25] [26] [27] [29] [30] [31] [32] [33] [34] [35] [36] It has been extensively demonstrated that fluctuations contain critical information on the molecular-level mechanism and dynamics of chemical and biological systems, especially for the inhomogeneous molecular systems, such as proteins, 1, 2, 19, 20, [24] [25] [26] [27] [28] [37] [38] [39] [40] [41] [42] [43] DNA/RNA, 1, 20, [44] [45] [46] [47] [48] [49] [50] [51] [52] living cells, [53] [54] [55] [56] cell membranes, 40, [57] [58] [59] [60] and chemical reactive interfaces and surfaces. 11, [61] [62] [63] Time-correlation function analysis has been a typical approach to study fluctuation dynamics, and the algorithm and computational approaches of correlation analyses have been developed and established. [64] [65] [66] [67] In recent years, the extensive developments of single-molecule spectroscopy and nanotechnology have made fluctuation analysis one of the most used analytical approaches. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [19] [20] [21] [22] 63, [66] [67] [68] [69] [70] Especially, in single-molecular optical spectral analyses, correlation function is a useful method to measure molecular properties from the fluctuation time trajectories, which may contain detailed information of molecular conformational changes, reactivity, molecular interactions, and also the intrinsic and measurement noises. 2, 11, 58, 65, 71 These rather complex applications on analyzing single-molecule fluctuations have encountered some limitations for conventional correlation analyses. For example, fluctuations of molecular variables can be either correlated or anticorrelated or noncorrelated depending on the nature of the variables and the temporal fluctuation of the molecular local environment. 1, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [24] [25] [26] [27] [28] 63, 72, 73 A conventional correlation analysis typically calculates a correlation function based on the whole time trajectory of a physical variable. Presumably, the longer the trajectory is accounted for the calculation, the higher the signal-to-noise ratio of the analysis may have for the fluctuation dynamics. However, this conventional approach is often incapable of revealing some critical fluctuation Conventional correlation function calculation treats the whole fluctuation trajectory equally and does not identify the type changes of intermittent fluctuations, which often averages out the nondominate types of fluctuations that can be important for understanding the complex protein conformational dynamics. We have developed a new approach of 2D regional correlation function analysis of single-molecule time trajectories to identify and differentiate the time segments of correlated, anticorrelated, and noncorrelated fluctuations in a long fluctuation trajectory so that the different types of fluctuations can be exclusively mapped out in a detailed analysis without averaging * To whom correspondence should be addressed. E-mail: hplu@bgsu.edu. them out or losing the critical identification of some important fluctuation behaviors.
Correlation Functions
There are second-order (correlation between two variables) and higher-order time-correlation functions, 13, 58, 64, 65, 67 and here, we only focus our discussion on second-order cross-correlation functions calculated from two-band fluctuation trajectories. The cross-correlation evaluates the time-dependent strength between two fluctuating variables. 58, [65] [66] [67] 73 The cross-correlation (C cross (t)) functions are defined by eqs 1 and 2.
When A ) B, we have an autocorrelation function where A(t) and B(t) are the signal variables measured in time trajectories {A(t)} and {B(t)}. 〈A〉 and 〈B〉 are the means of the fluctuation trajectories of {A(t)} and {B(t)}, respectively. In spectroscopic fluctuation analyses, {A(t)} and {B(t)} can be the time trajectories of spectral intensity, spectral mean, fluorescence polarization, photon counts, and other physical parameters. 
2D Regional Correlation Analysis
The primary analytical approach of the 2D regional correlation analysis is to calculate a two-dimensional cross-correlation function amplitude distribution (TCAD). In this analysis, a start time and an end time, t start and t end , were scanned to chose the calculation of cross-correlation function from a two-band signal intensity time trajectory, {I 1 (t)}, {I 2 (t)}. The two scanning parameters, t start and t end , define the start time (t start ) and the time lapse (from t start to t end ) of a cross-correlation function calculation window along a two-band fluctuation signal trajectory. This 2D calculation gives a cross-correlation for defined segments from t start to t end as
The window of t start to t end is scanned in a range through the intensity trajectories. A cross-correlation function is calculated from a two-band fluctuation trajectory for each scanned pair of t start to t end . The initial amplitude of C(τ, t start :t end ) was presented by the difference between the first n points and the next n + m points from τ ) 0:
The index n and m defines the precision of calculated initial amplitude, , of the correlation function. In our analysis, we chose n ) m ) 3, which is sufficient to obtain a reliable value of from the calculated cross-correlation function. As a function of t start and t end , the value of is plotted as a two-dimensional map of t start to t end . A hot color represents a positive amplitude of C(τ), and a cold color represents a negative amplitude of C(τ). Positive amplitude indicates correlation, and negative amplitude indicates anticorrelation.
The significant advantage of TCAD is that both the correlated and anticorrelated spectral intensity fluctuations can be identified pixel by pixel for each pair of t start to t end based on calculated cross-correlation function pixel by pixel (Figure 1 
resented by a hot color) that the two bands (I 1 (t) and I 2 (t)) in an intensity trajectory fluctuate correlatively (both go up and down together) ( Figure 1A and D), whereas a negative amplitude (represented by a cold color) means that the two bands (I 1 (t) and I 2 (t)) in an intensity trajectory fluctuate anticorrelatively (one goes up while the other one goes down, and vise versa) ( Figure 1C and D) ; a zero amplitude (represented by a green color) means that the two bands (I 1 (t) and I 2 (t)) in an intensity trajectory fluctuate randomly without any correlation ( Figure 1B It is evident that a conventional correlation calculation from the whole data trajectory gives no correlation amplitude, whereas the 2D regional correlation analysis gives definitive analysis of the correlation behavior for each specific fluctuation in the long trajectory.
Simulation and Demonstration of the 2D Regional Correlation Analysis of Fluctuation Time Trajectories
(1) Simulated Fluctuation Signal Trajectories. We demonstrate the power of the 2D regional correlation analysis to identify a correlated or an anticorrelated two-band signal fluctuation from a simulated two-band intensity time trajectory. Here, for a numerical simulation, the time variable (t) is replaced by a data point index (n) that represents a time unit. Thus, the "start point" and "end point" in index numbers have the same meaning as the "start time" and "end time" in time units, respectively. We use eq 6 to construct simulated fluctuation data, 18, 79 which possesses an autocorrelation function with an exponential decay pattern e -1/τ f(1) ) 0, N(n) is the noise component of a normal distribution with mean at zero and variance 1, and the ratio of noise to signal θ ()0.5) is the coefficient defining the noise level. In this simulated data, we define τ ) 5, which gives the autocorrelation function of f(n) in the form of e -1/5 .
For a cross-correlation simulation, the following equations are used to construct correlated two-band fluctuating data trajectories, {I 1 (n)} and {I 2 (n)}:
f(n) is the simulated data from eq 6, and N(n) and θ are the same as those in eq 6. N 1 (n) and N 2 (n) are independent. In eq 7, when θ ) 0, I 1 is same as I 2 , which means that I 1 and I 2 are totally correlated, namely, C cross (0) is equal to 1 in eq 1. The 2D regional correlation analysis is highly capable of identifying the informative regions from the white noise regions in a fluctuation trajectory (Figure 2A ). Then, a selective correlation analysis is able to reveal the meaningful fluctuation dynamics of the system measured by a cross-correlation function calculated for the identified segments in the long trajectory ( Figure 2B ). Otherwise, a conventional cross-correlation function calculation directly treating the fluctuation trajectory as a whole is not able to reveal a significant correlation fluctuation contained in the fluctuation trajectory ( Figure 2B-I+II+III) . Especially, when a conventional cross-correlation function analysis gives a zero correlation amplitude, the typical conclusion will be that the fluctuation is dominated by noise so that there is no correlation in the fluctuation. However, if a two-band fluctuation trajectory contains both correlated and anticorrelated fluctuations, the cross-correlation function can also only show a small correlation amplitude or even no correlation amplitude, which is like a correlation function calculated from a noncorrelated noise trajectory ( Figure 2B-II and I+II+III) .
(3) 2D Regional Correlation Analysis Is Capable of Characterizing Fluctuations at a High Noise Background. To evaluate the signal-to-noise limit of the 2D regional correlation analysis in identifying correlated and anticorrelated fluctuations from a noncorrelated noise background, we calculate the TCAD maps from a simulated two-band trajectory with different levels of noise background, noise-to-signal ratio θ ) 0, 0.5, 1, and 2. The results (Figure 3) show that the identification of the positive and negative correlation amplitudes can be effective and beyond the standard deviation up to the noise-to-signal ratio of 2:1, which is adequate for analyzing most single-molecule FRET fluorescence intensity trajectories.
Conventional correlation analysis treats a fluctuation trajectory as a whole, rather than analyzing the fluctuation region by region, to calculate a correlation function, which often presents a noneffective approach since a signal fluctuation may only dominate the noise background in intermittent time segments but not all over the whole time course of a trajectory. In our approach, we use the 2D regional correlation analysis to identify the time segments where the correlated or anticorrelated fluctuations are identifiable beyond the noncorrelated noise background; then, we specifically calculate the cross-correlation functions for each specific region to reveal the fluctuation dynamics that otherwise is averaged out in a conventional correlation analysis. To further demonstrate the significance of regional calculation of correlation function compared to a calculation over the whole trajectory, we simulate a signal trajectory that contains a half of signal fluctuation and a half of
white noise ( Figure 4A ). Figure 4B shows that the amplitude of the cross-correlation function decreases as more noncorrelated noise time segments are included in the calculation. It is obvious that when the correlation function is calculated from the whole time trajectory, there is no resolved correlation amplitude. The correlation amplitude as well as the signal-to-noise ratio of the cross-correlation function increases as the calculation is more and more specific to the region of 
Application of 2D Regional Correlation Analysis on the Experimental Single-Molecule FRET Fluctuation Analysis
We demonstrate the power of 2D regional correlation analysis using TCAD mapping to identify the inhomogeneous fluctuation dynamics by revealing the correlation function segment by segment for a real single-molecule FRET fluctuation trajectory recorded from a single-molecule Cy3-Cy5 labeled kinase enzyme protein. 80 The single-molecule two-band (Cy3-Cy5) fluorescence intensity fluctuation reflects the conformational motions of specific domains of the protein involved in an enzymatic reaction. 80 The calculated TCAD map ( Figure 5A ) from the 18 s long trajectory shows that the region of 0-7 s gives a higher negative cross-correlation amplitude, and the region of 7-18 s gives a weaker negative cross-correlation amplitude. The regional cross-correlation functions in Figure  5B improve the accuracy and specificity of the correlation analysis significantly.
Limitations and Possible Improvement of Our Approach
The 2D regional correlation analysis involves (1) calculation of TCAD maps of cross-correlation function amplitude from two-band fluctuation trajectories; (2) identification of correlated, anticorrelated, and noncorrelated region by the calculation of the TCAD maps; and (3) calculation of cross-correlation function and analysis of the fluctuation dynamics for the identified segments of the fluctuation trajectories. These analysis procedures require a higher computation resource than what is needed for a conventional cross-correlation analysis. With an ever-improving availability of the computational power in typical experimental laboratories, the 2D regional correlation analysis should be generally feasible.
For extensive application of the 2D regional correlation analysis, the standards of the 2D regional correlation analysis will need to be justified for different field specialties. Since the 2D regional correlation analysis involves scanning the two-band fluctuation data trajectories and identifying the regions in a TCAD map, to be able to identify the length of the segments from the calculated TCAD map will be critical for the reliability and accuracy of the analysis. The identifiable length of a segment depends on the specific fluctuation variables and parameters of specific measurements. For example, in an analysis of single-molecule FRET D-A intensity fluctuation, we only consider that a segment region contains a data trajectory length to be a factor of 3 longer than the correlation decay time as a minimum length of the segment in a fluctuation trajectory; we treat any shorter segments as noise.
Concluding Remarks
In this Article, we introduce the 2D regional correlation analysis of complex correlated and anticorrelated fluctuation dynamics under a noncorrelated noise background. 
