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GPU における多倍長演算アルゴリズムと 
その高速化に関する研究 
 
ACCELERATION OF MULTI-PRECISION ARITHMETIC ALGORITHUM ON GPU 
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Mitsutaka CHIBA 
指導教員 和田 幸一 
 
法政大学大学院理工学研究科応用情報工学専攻修士課程 
 
GPU is one of the parts in charge of image processing, and has a high parallel computing 
power when compared to need blank after CPU.GPGPU technique using a high 
computational power of GPU to general purpose computing have been studied. 
In this paper, we consider to accelerate operations on multi-precision integers used when 
dealing with large values exceeding 32 bits or 64 bits. We implemented a carry 
look-ahead addition algorithm, a carry save addition algorithm, and a redundant binary 
addition algorithm on the GPU. The implemented algorithm compares the MPIR of the 
multi-precision arithmetic library with the calculation time. 
As a result, multiple length addition was faster than MPIR under limited conditions, and 
with multiple length multiplication it was two to three times slower than MPIR. 
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1. はじめに 
GPU は画像処理を担当する主要な部品の一つであ
る.GPU は CPU に比べて高い並列処理能力を持っている
ため,現在 GPU を用いた計算処理の高速化が検討されて
いる[1].GPUを 3Dグラフィックス処理以外の汎用計算を
行わせる技術が「GPGPU (General Purpose Computation on 
Graphics Processing Unit）」である.  
多倍長整数は,32𝑏𝑖𝑡や 64𝑏𝑖𝑡を超えるような大きな値の
ことである.通常 C 言語などで用いられる値は 64𝑏𝑖𝑡で表
現できる値しか扱うことができない.しかし円周率 π や
√2などの数学定数の研究や暗号などでは数百万桁のよ
うな値を扱う必要があり多倍長整数が用いられることが
ある.多倍長整数はメモリ容量を超えない範囲で任意に
精度を決定することができる.これにより多倍長演算に
は精度の高いデータの演算を行えることの他にも,オー
バーフローを考慮せずにプログラムを書けるという利点
があるが,その一方で多倍長演算は処理が重いという欠
点もある.そのため多倍長演算を高速化できれば,多倍長
演算を用いる精度の高いデータを扱う問題全体の計算時
間の高速化にもつながり,多倍長演算の高速化は重要で
ある.[2][3][4][5]  
本論文では,n 桁の加算を回路として実現したときに並
列化できる桁上先見加算アルゴリズム,桁上保存加算ア
ルゴリズム,冗長 2進表現を利用した加算アルゴリズムを
GPU 上で実装した.桁上先見加算アルゴリズムは回路サ
イズ O(n)回路段数 O(logn),桁上保存加算アルゴリズムは
回路サイズO(n)回路段数O(1),冗長 2進表現を用いた加算
アルゴリズムは回路サイズ(n),回路段数(1)であるので
GPUを用いて並列に計算することで多倍長演算の多倍長
加算と多倍長乗算の高速化を図った. 
多倍長整数は配列を用いて表現しており,配列の 1つの
要素を 1bitとする場合と配列の 1つの要素を 32bitとする
場合を実装した.つまり𝑛𝑏𝑖𝑡の多倍長整数は 1 要素 1𝑏𝑖𝑡の
場合は要素数𝑛個の配列で表現されており,1 要素 32bit の
場合は要素数𝑛/32個の配列で表現されている. 
加算アルゴリズムとして,桁上先見加算アルゴリズム,
桁上げ保存加算アルゴリズムと冗長 2 進表現を利用した
加算アルゴリズムを用いた.多倍長乗算アルゴリズムは，
被乗数と乗数から部分積を求め，その部分積の加算を繰
り返す計算に 3 つの加算アルゴリズムを利用して積を求
める. 
多倍長加算を行うアルゴリズムは，配列の 1 つの要素
を 1bit としたときと 32bit としたとき,それぞれで桁上先
見加算アルゴリズムと冗長 2 進表現を利用した加算アル
ゴリズムを実装した. 
多倍長乗算アルゴリズムは, 配列の 1つ要素を 1bitと
して加算を桁上先見加算アルゴリズム,冗長 2進表現を利
用した加算アルゴリズムの 2 つを用いた多倍長乗算アル
ゴリズムを実装した.また配列の 1 つ要素を 32bit として
計算する桁上先見加算アルゴリズム,桁上保存加算アル
ゴリズムと冗長 2 進表現を利用した加算アルゴリズムの
3 つを用いていた多倍長乗算アルゴリズムも実装した. 
多倍長加算に関しては 4 つのアルゴリズム，多倍長乗
算に関しては 5 つのアルゴリズムの実行時間を計測し, 
CPU上で実行され高速であると知られている多倍長演算
ライブラリ MPIR[6]の実行時間と比較を行った.  
結果として多倍長加算では,配列の 1 要素を 32bit とし
たときの冗長 2 進表現を利用した多倍長加算アルゴリズ
ムが,答えが冗長 2 進表現で求まる場合 MPIR よりも速か
ったが 2 進表現で答えを求める場合には勝つことはでき
なかった. 多倍長乗算では配列の 1つの要素を 32bitとし
た桁上保存加算アルゴリズムを利用した多倍長乗算アル
ゴリズムが MPIR よりも 2 倍遅く,冗長 2 進表現を利用し
た加算を用いた多倍長乗算アルゴリズムが MPIR より 3
倍遅いことが分かった. 
 
2. GPU 
GPU は,グラフィックボードなどに搭載され,3D グラ
フィックスの生成・表示など画像処理を行うために特化
した専用プロセッサである.GPU は同一の構造を持つ多
数の要素プロセッサを内蔵しており,それらの要素プロ
セッサに処理を分散させ,演算を同時実行させる並列処
理によって高速化を実現している. この高い並列処理能
力を利用して,グラフィックス処理以外の汎用演算など
に応用する技術を,GPGPU(General-Purpose computing on 
GPU)と呼ぶ.[1] 
GPGPU の開発環境である「CUDA」は NIVIDIA 社か
ら提供される C 言語を拡張した GPU を用いた汎用計算
処理プログラムを開発するための総合開発環境である. 
CUDA では,CPU と GPU の両方を用いて計算を行うこ
とができる.GPU で実行されるプログラムはカーネル関
数と呼ばれる,カーネル関数内のプログラムはスレッド
と呼ばれる実行単位で実行され全てのスレッドで同じプ
ログラムが実行される.スレッドはそれぞれ固有のスレ
ッド IDを持っており,そのスレッド IDを用いて同じプロ
グラムを実行していても異なった配列にアクセスするな
どしてそれぞれ並列に固有の処理を実行できる. 
 
3. 多倍長整数 
通常 C 言語などで用いられる値は 64bit で表現できる
値しか扱うことができないため,64bit で表現できる値を
超えた場合オーバーフローを起こしてしまうため,円周
率 πや√2などの数学定数の研究や暗号などの数百万桁の
ような値を扱う問題を演算することはできない.しかし
多倍長整数はメモリ容量を超えない範囲で任意に精度を
決定することができるので,精度の高いデータの演算を
行うことができる. 
本論文では, nbitの多倍長整数は 1要素 1bitの場合は要
素数 n個の配列で表現されており,1要素 32bitの場合は要
素数 n/32 個の配列で表現されている.多倍長整数の実装
例を図 1 に示す. 
 
 
図 1 多倍長整数の実装例 
 
 本論文では多倍長演算として多倍長加算と多倍長乗算
の実装を行った. 加算アルゴリズムとして n 桁の加算を
回路として実現したときに並列化できる桁上先見加算ア
ルゴリズム,桁上保存加算アルゴリズム,冗長 2 進表現を
利用した加算アルゴリズムを GPU 上で実装した.桁上先
見加算アルゴリズムは回路サイズ O(n)回路段数,O(logn)
実行でき,桁上保存加算アルゴリズムは回路サイズ O(n),
回路段数O(1)で実行でき,冗長 2進表現を用いた加算アル
ゴリズムは回路サイズ(n),回路段数(1)で実行できるので
GPU を用いて並列に計算することができる.乗算は被乗
数と乗数から部分積を求め,部分積の加算を繰り返すこ
とで積を求めている.部分積の加算に上記の 3つのアルゴ
リズムを用いた.乗算の部分積の求め方は,配列の 1 つの
要素を 1bit としたときは筆算と同じ要領で乗数の 1 があ
る bit に応じてシフトを行って部分積を求めており,32bit
としたときも筆算と同じ要領で部分積を求めているが被
乗数と乗数の要素の積を 64bit として求め,32bit のズレが
存在するグループと存在しないグループに分けて 2 つの
部分積を求めている. 
今回比較に用いたライブラリは多倍長演算ライブラリ
の GMP の互換性ライブラリ,「MPIR[6]」である.MPIR は
C,C++で使用可能であり,C++で用いる場合は多倍長数ク
ラスを使用することにより,数値や文字列で多倍長数の
入力をすることができる.多倍長演算では四則演算など
はサブルーチンを呼び出さなくても実行できる. 
 
4. 桁上先見加算アルゴリズム[7] 
 桁上先見加算アルゴリズムとは,各桁の桁上げの状態
を求め,下位桁の桁上げの状態を,並列プレフィックス和
計算を行うことで下位桁からの桁上げを求めるというも
のであり, nbit の加算を回路サイズ O(n),回路段数 O(logn)
で実行できる.桁上先見加算アルゴリズムは各桁の状態
を求める KPG アルゴリズムと求めた各桁の状態の並列
プレフィックス和計算をおこなうアルゴリズムの 2 つの
アルゴリズムから成る. 
 
5. 桁上保存加算アルゴリズム[8] 
桁上保存加算アルゴリズムでは,𝑛𝑏𝑖𝑡の多倍長整数
𝑥, 𝑦, 𝑧の加算を行い,各桁の和𝑢(𝑛𝑏𝑖𝑡)と桁上げ𝑣(𝑛 + 1𝑏𝑖𝑡)
を求めることで 3数の加算を 2数に変換することができ, 
nbit の加算を回路サイズ O(n),回路段数 O(logn)で実行で
きる.これは 𝑥 + 𝑦 + 𝑧 を 𝑢 + 𝑣 で表現しており,和𝑢𝑖は
𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 の排他的論理和で求まり, 桁上げ𝑣𝑖は𝑥𝑖−1, 𝑦𝑖−1, 
𝑧𝑖−1 の多数決関数で求めることができる. 
 
6. 冗長 2 進表現を利用した加算アルゴリズム 
 冗長 2 進表現とは,Avizienis が文献[9]で提案した
SD(Singned Digit)表現の一種で基数 2の拡張 SD表現であ
る.通常の 2 進表現と同様に,下位から𝑖番目の桁は2𝑖−1の
重みをもつが,各桁は{-1,0,1}である.冗長 2 進表現で
𝑥𝑛𝑥𝑛−1 ⋯ 𝑥1(𝑥𝑖 ∈ {−1,0,1})は, ∑ 𝑥𝑖･2
𝑖−1𝑛
𝑖=1 という数を表
す.以後-1は1̅と表し,冗長 2進表現の数は[𝑥𝑛𝑥𝑛−1 ⋯ 𝑥1]𝑆𝐷2, 
2 進表現は[𝑥𝑛𝑥𝑛−1 ⋯ 𝑥1]2と表記する.冗長 2 進表現では 1
つの数をいくつかの冗長 2 進表現で表すことができる. 
符号なし 2 進表現で[𝑥𝑛𝑥𝑛−1 ⋯ 𝑥1]2は∑ 𝑥𝑖･2
𝑖−1𝑛
𝑖=1 とい
う数を表しているので,冗長 2 表現で[𝑥𝑛𝑥𝑛−1 ⋯ 𝑥1]𝑆𝐷2と
することができる.つまり符号なし 2進表現で表された数
は変換することなく冗長 2 進表現で表された数として扱
うことができる.冗長 2 進表現から 2 進表現への変換は,2
つの 2進数の減算により行うことができる.冗長 2進表現
で[𝑥𝑛𝑥𝑛−1 ⋯ 𝑥1]𝑆𝐷2は, ∑ 𝑥𝑖･2
𝑖−1𝑛
𝑖=1 = ∑ 2
𝑖−1
𝑥𝑖=1 −
∑ 2𝑖−1𝑥𝑖=1̅ という数を表しているので 1の桁だけで作った
2進数と1̅の桁だけで作った 2進数とで減算を行うことで
2 の補数表示の 2 進表現に変換することができる.従って
n 桁の冗長 2 進表現された数は,n+1bit の 2 の補数表示の
2 進表現の数に変換される. 
 冗長 2 進表現を利用した加算[10]ではその冗長性を利
用して,桁上げが高々1 桁しか伝搬しないようにすること
ができ,nbitの加算を回路サイズO(n)回路段数O(1)で実行
することができる.2 進表現では,加算を行う場合 i 桁にお
いて下位から桁上げがあり𝑥𝑖 , 𝑦𝑖のどちらか一方が 1 の場
合桁上げが伝搬してしまう.冗長 2 進表現では「1」は 2
桁で[11̅]𝑆𝐷2と[01]𝑆𝐷2の 2 通りで表すことができるの
で,0+1=[11̅]𝑆𝐷2と考え,中間桁上げ𝑐𝑖を 1,中間和𝑠𝑖を1̅とし
て予め上位に桁上げをしておくことで下位桁からの桁上
げを吸収することができる.しかし[𝑐𝑖𝑠𝑖]を常に [11̅] にし
てしますと下位から1̅が桁上げされてきた場合に 1̅ が伝
搬してしまう.そのため下位からの 1の桁上げの可能性の
有無を判断し,可能性がある場合は[11̅]として,ない場合
は[01]としなければならない.また下位からの1̅の桁上げ
がある場合には[01]で伝搬を吸収することができる.同様
に𝑥𝑖 , 𝑦𝑖のどちらか一方が 1̅の場合も「 1̅」は[1̅1]𝑆𝐷2と
[01̅]𝑆𝐷2の 2通りで表すことができるので,下位から 1の桁
上げの可能性がある場合は[01̅],下位から1̅の桁上げの可
能性がある場合は[1̅1]とすればよい.以上より場合分けを
する必要がありそれは下位桁が両方とも非負の場合とど
ちらか一方が負の場合で分けることで下位桁からの桁上
げが吸収され伝搬しないようにすることができる.よっ
て𝑛𝑏𝑖𝑡の多倍長整数の𝑥,𝑦の加算は,ある桁𝑥𝑖 , 𝑦𝑖とその下
位桁𝑥𝑖−1 ,  𝑦𝑖−1から中間和𝑠𝑖と中間桁上げ𝑐𝑖を求め ,和
𝑤𝑖 = 𝑠𝑖 + 𝑐𝑖−1を計算することで中間和𝑠𝑖と下位からの桁
上げ𝑐𝑖−1から和𝑤𝑖を求めることができる.𝑤𝑖は𝑠𝑖と𝑐𝑖−1の
みから定まり,桁上げは起こらない.ある桁𝑥𝑖 , 𝑦𝑖とその下
位桁𝑥𝑖−1, 𝑦𝑖−1から中間和𝑠𝑖と中間桁上げ𝑐𝑖を求めるとき
の計算規則を表 1 に示す. 
 
表 1 冗長 2 進表現を利用した加算の計算規則 
被加数 
(𝑥𝑖) 
加数 
(𝑦𝑖) 
1 つ下位の桁 
(𝑥𝑖−1, 𝑦−1) 
桁上げ 
(𝑐𝑖) 
中間和 
(𝑠𝑖) 
1 1 ― 1 0 
1 
0 
0 
1 
両方とも正 1 -1 
少なくとも一方
負 
0 1 
0 0 
― 0 0 1 
-1 
-1 
1 
0 
-1 
-1 
0 
両方とも正 0 -1 
少なくとも一方
負 
-1 1 
-1 -1 ― -1 0 
 
冗長 2 進表現を利用した加算アルゴリズムは配列の 1 つ
の要素を 1bit として実装したアルゴリズム[11]と 32bit と
して実装したアルゴリズムと 2つのアルゴリズムがある. 
配列の 1つの要素を 1𝑏𝑖𝑡としたときのアルゴリズムは,配
列の要素を{1̅,0,1}とし nbit の多倍長整数を冗長 2 進表現
で表し,表 3をテーブルとして実装して 𝑥𝑖, 𝑦𝑖 , 𝑥𝑖−1, 𝑦𝑖−1か
ら𝑠𝑖,𝑐𝑖を決定できるように実装されている[11]. 
配列の 1つの要素を 32𝑏𝑖𝑡としたときには,2つの配列を用
意し,𝑏𝑖𝑡ごとの値を見ることで{1̅,0,1}の判断を行うこと
ができるようにした. 
冗長 2 進表現のエンコードを表 2 に示す.  
 
表 2 冗長 2 進表現のエンコード 
x x1 x0 
1̅ 1 0 
0 0 0 
1 0 1 
 
表 2より 2つの配列で正の 1ならば𝑥0が 1となり, 負の 1
ならば𝑥1が 1となる.このエンコードをもとに表 1の計算
規則を作り直し𝑏𝑖𝑡演算で計算ができるように数式を求
めた.作り直した計算規則を表 3 に示す.また和𝑤𝑖を求め
るための表を表 4 に示す. 
𝑓は下位桁の 1 の桁上げの可能性があるのか1̅の桁上げが
あるのかを判断する数式で𝑥1 と𝑦1の論理和を求めるこ
とで,下位桁が両方非負ならば 0,少なくとも一方負ならば
1 となる. 
 
表 3 2つの配列を用いた場合の冗長 2進表現を利用した
加算の計算規則 
𝑥1𝑖𝑥0𝑖 𝑦1𝑖𝑦0𝑖 𝑥1𝑖−1, 𝑦1𝑖−1 𝑐1𝑖𝑐0𝑖 𝑠1𝑖𝑠0𝑖 
01 01 𝑓 = 𝑥1𝑖−1 + 𝑦1𝑖−1 01 00 
00 00  00 00 
01 10  00 00 
10 01  00 00 
10 10  10 00 
     
01 00 両方非負 01 10 
00 01 𝑓 = 0 01 10 
10 00  00 10 
00 10  00 10 
     
01 00 少なくとも一方負 00 01 
00 01 𝑓 = 1 00 01 
10 00  10 01 
00 10  10 01 
 
 
 
 
表 3 より𝑐1, 𝑐0, 𝑠1, 𝑠0を求める数式を以下に示す. 
𝑐1𝑖 = 𝑥1𝑖 ∙ 𝑥0𝑖̅̅ ̅̅ ∙ 𝑦1𝑖 ∙ 𝑦0𝑖̅̅ ̅̅ + ((𝑥1𝑖 ⊕ 𝑦1𝑖) ∙ 𝑥0𝑖 + 𝑦0𝑖̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∙ 𝑓 
𝑐0𝑖 = 𝑥1𝑖̅̅ ̅̅ ∙ 𝑥0𝑖 ∙ 𝑦1𝑖̅̅ ̅̅ ∙ 𝑦0𝑖 + (𝑥1𝑖 + 𝑦1𝑖̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ∙ (𝑥0𝑖 ⊕ 𝑦0𝑖)) ∙ 𝑓 ̅
𝑠0𝑖 = (𝑥1𝑖 ⊕ 𝑥0𝑖 ⊕ 𝑦1𝑖 ⊕ 𝑦0𝑖) ∙ 𝑓  
𝑠1𝑖 = (𝑥1𝑖 ⊕ 𝑥0𝑖 ⊕ 𝑦1𝑖 ⊕ 𝑦0𝑖) ∙ 𝑓 ̅  
⊕:排他的論理和 
 
表 4 𝑐1𝑖−1𝑐0𝑖−1と𝑠1𝑖𝑠0𝑖の加算 
𝑐1𝑖𝑐0𝑖 𝑠1𝑖𝑠0𝑖 𝑤1𝑖𝑤0𝑖 
00 00 00 
10 01 00 
01 10 00 
00 01 01 
01 00 01 
10 00 10 
00 10 10 
 
表 4 より𝑤1𝑖𝑤0𝑖を求める式を以下に示す. 
 
𝑤1𝑖 = (𝑐0𝑖 + 𝑠0𝑖)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ∙ (𝑐1𝑖 ⊕ 𝑠1𝑖) 
𝑤0𝑖 = (𝑐1𝑖 + 𝑠1𝑖)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ∙ (𝑐0𝑖 ⊕ 𝑠0𝑖) 
 
7. 実験 
 実験環境を表 5 に,GPU のスペックを表 6 に示す. 
 
表 5 実験環境 
CPU Intel Core i7-3090X 
GPU GeForce GTX TITAN 
MPIR のバージョン 3.0.0 
 
表 6 GeForce GTX TITAN 
GPU GTX TITAN 
演算コア数 2688 基 
搭載メモリ容量 6GB 
演算ユニット 14 基 
ワープごとのスレッド数 32 
ブロックごとの最大スレッド数 1024 
 
GPUに実装したアルゴリズムの実行時間はCPU-GPU間
の通信時間を含まない GPU 上でアルゴリズムが実行さ
れている時間である.また冗長 2 進表現を利用した加算,
乗算は冗長 2進表現で答えが求まるまでの時間であり,桁
上保存加算アルゴリズムを利用した加算は 3 数の加算を
行い 2 数が求まる時間,乗算は部分積の 32 𝑏𝑖𝑡のズレがあ
るグループと無いグループで 2 数ずつ計 4 つが求まるま
での時間であり,桁上先見加算アルゴリズムは加算,乗算
ともに答えが求まる時間である. 
多倍長加算アルゴリズム 4つとMPIRとの実行時間の比
較を表 7,図 2 に示し,冗長 2 進表現を利用した 2 つの多倍
長加算アルゴリズムの実行時間の比較を図 3 に示す. ま
た配列の 1つの要素を 32bitとした桁上保存加算アルゴリ
ズムは 3 数の加算を 2 数に変換するため加算として比較
することができないが,乗算アルゴリズムでは部分積の
加算の繰り返しになるため部分積の 1 回の加算にかかる
実行時間を知るために計測を行い,桁上保存加算アルゴ
リズムと冗長 2 進表現を利用した加算の実行時間の比較
を表 8 に,冗長 2 進表現を利用した 2 つのアルゴリズムで
配列の要素数を同じにしたときの実行時間の比較を表 9
に示す.  
多倍長乗算アルゴリズム 5つとMPIRとの実行時間の比
較を表 10,図 4に示し,配列の 1 つの要素を 32bit としたと
きの桁上保存加算アルゴリズムを用いた多倍長乗算アル
ゴリズムと冗長 2 進表現を利用した加算アルゴリズムを
用いた多倍長乗算アルゴリズムと MPIR との実行時間の
比較を図 5 に示す. 
 
表 7 多倍長加算の実行時間の比較(単位は ms) 
𝑏𝑖𝑡 
先見 
加算 
(1bit) 
先見 
加算 
(32bit) 
冗長 
2 進 
(1bit) 
冗長 
2 進 
(32bit) 
MPIR 
262144 3.742 0.469 0.182 0.105 0.015 
524288 7.206 0.813 0.218 0.112 0.030 
1048576 15.06 1.509 0.343 0.129 0.060 
2097152 31.35 3.217 0.461 0.136 0.117 
4194304 64.38 7.543 0.768 0.178 0.234 
 
 
図 2 4 つの多倍長加算アルゴリズムと MPIR との 
実行時間の比較 
 
 
図 3 冗長 2 進表現を利用した多倍長加算アルゴリズム
と MPIR との実行時間 
表 8 32bit とした桁上保存加算と冗長 2 進表現を 
利用した加算の比較(単位は ms) 
bit 桁上保存加算(32bit) 冗長 2 進(32bit) 
16320 0.0836 0.1095 
32640 0.0898 0.1108 
 
表 9 冗長 2 進表現を利用したアルゴリズムの比較 
(単位は ms) 
要素数 冗長 2 進 
(1bit) 
冗長 2 進(32bit) 
262144 0.1822 0.2389 
524288 0.2184 0.3454 
1048576 0.3430 0.5962 
2097152 0.4614 0.9321 
4194304 0.7678 1.7580 
 
表 10 多倍長乗算の実行時間の比較(単位は ms) 
bit 
桁上 
先見 
(1bit) 
桁上 
先見 
(32bit) 
桁上 
保存 
(32bit) 
冗長 
2 進 
(1bit) 
冗長 
2 進 
(32bit） 
MPIR 
2048 120.5 1.03 0.25 5.20 0.47 0.01 
4096 479.7 2.53 0.31 20.16 0.54 0.04 
8192 1899.7 8.91 0.64 83.81 0.70 0.11 
16384 
 
36.4 1.01 320.72 1.02 0.26 
32768 
 
151.0 1.45 
 
2.03 0.71 
 
 
図 4 5 つの多倍長乗算アルゴリズムと MPIR との 
実行時間の比較 
 
 
図 5 2 つの多倍長乗算アルゴリズムと MPIR との 
実行時間の比較 
 
表7,図2,4より,実装された多倍長加算アルゴリズムで配
列の要素を 32bitとしたときの冗長 2進表現を利用した加
算アルゴリズムが MPIR よりも高速であることが分かる.
しかし答えは冗長 2 進表現で求まっているため 2 進表現
に変換する場合には 2進表現へ変換を行う必要があり,変
換は加算を用いて行われるため 2 進表現での加算の答え
を求めたい場合には MPIR の方が速いと考えられる.冗長
2 進表現を利用した多倍長加算アルゴリズムが MPIR よ
り高速である理由は,GPU 上で並列に bit 演算で計算でき
るためCPU上で逐次計算しているMPIRよりも高速にな
ったのだと考えられる.また桁上先見加算アルゴリズム
を用いた 2 つの多倍長加算アルゴリズムは MPIR よりも
遅いことが分かる.より速かった配列の 1 つの要素を
32bit とした桁上先見加算アルゴリズムを利用した多倍
長加算アルゴリズムが MPIR よりも遅い理由として bit
演算でアルゴリズムを実行しなければならないためアル
ゴリズムの過程でシフト演算を多用して必要演算を行っ
ているため演算が多くなってしまい実行時間がかかって
しまったと考えられる. 
表 8より,多倍長乗算アルゴリズムで部分積の加算を行
う際に用いる多倍長アルゴリズムとして桁上保存加算ア
ルゴリズムは冗長 2 進表現を利用した加算アルゴリズム
よりも高速であることがわかる.これは桁上保存加算ア
ルゴリズムの方が冗長 2 進表現を利用したアルゴリズム
よりも bit 演算が少ないからであると考えられる. 
表 9より,要素数を同じにした場合配列の 1つの要素を
1bit とした冗長 2 新表現を利用した加算アルゴリズムの
方が高速であることが分かる.これは扱っている bit 数の
違いが 32bit あるからであるが,アルゴリズムとしては
32bitを計算するアルゴリズムは演算が多いため 1bitを計
算するアルゴリズムよりも遅くなったと考えられる. 
表 10,図 4,5 より,今回実装したアルゴリズムでは MPIR
より遅いことが分かる.実行時間が近い 2つのアルゴリズ
ムに関して桁上保存加算アルゴリズムでは 32bit シフト
と 2 回の桁上保存加算アルゴリズムと 2 数の加算を行う
操作が残っているが 32bit シフトは 0.06181ms,2 回の桁上
保存加算アルゴリズムは 0.1672ms,2 数の加算は MPIR で
0.005639msで計算できているので全てを足すと 1.6882ms
となり,MPIR よりも 2 倍遅いと考えられる.冗長 2 進表現
を利用した加算では冗長 2 進表現の積を 2 進表現に変換
しなければならないが,変換に必要な計算は1̅ が格納さ
れた配列を反転させて 1 が格納された配列と加算を行う
ことで 2 進表現に変換することができる.反転の計算は
0.007012ms で行うことができ ,加算は MPIR では
0.005639ms で行うことができているので全てを足すと
2.0495msとなりMPIRよりも 3倍遅いと考えられる.桁上
先見加算アルゴリズムを用いた多倍長乗算が遅い理由は
多倍長加算アルゴリズムが遅い理由と同じであり,多倍
長乗算は部分積の加算を繰り返すことで実現しているの
で多倍長加算アルゴリズムが遅ければ遅いほど乗算アル
ゴリズムも遅くなってしまうからだと考えられる.桁上
保存加算アルゴリズムが遅い理由は,和と桁上げなどの
並列できる計算を並列に行っていないからであると考え
られ,マルチスレッドアルゴリズムを用いることで並列
に計算できると考えられる.冗長 2進表現を利用した加算
が遅い理由は,下位からの桁上げの有無を表す f と中間桁
上げで 1bit シフトを行わなければならないため要素数が
増えると桁上保存加算に比べて計算時間が遅くなってい
ると考えられる.また冗長 2進表現を利用した加算アルゴ
リズムを用いた多倍長乗算アルゴリズムでも並列に計算
できる数式を含んでいるのでマルチスレッドアルゴリズ
ムを用いることで並列に計算することができると考えら
れる. 
 
8. まとめ・今後の課題 
多倍長加算アルゴリズムに関しては冗長 2 進表現での
答えであれば冗長 2 進表現を用いた加算アルゴリズムが
高速であるが,2 進表現で答えを求める場合には MPIR に
実装したアルゴリズム 4つは勝つことができなかった.桁
上先見加算アルゴリズムに関してはシェアードメモリを
用いることで高速化を図ることができるが演算の多さの
観点から MPIR の実行時間に勝つことは難しいと考えら
れる. 
 多倍長乗算アルゴリズムに関しては桁上保存加算アル
ゴリズムと冗長 2 進表現を利用した加算アルゴリズムの
2 つが MPIR よりも高速化であると考えられ,桁上保存加
算アルゴリズムがより高速であると考えられる.桁上保
存加算アルゴリズムを用いた多倍長乗算の課題としては,
シェアードメモリを用いた計算の高速化を図ること,マ
ルチスレッドアルゴリズムを用いた計算の並列化を図る
ことの 2つが今後の課題である.冗長 2進表現を利用した
加算アルゴリズムの課題は,シェアードメモリを用いた
計算の高速化,マルチスレッドアルゴリズムを用いた計
算の並列化を図ることと今回エンコードとして用いたも
のよりも優れたエンコードはないか調べることの 3 つが
今後の課題である. 
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