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Abstract
Fault tolerance in cloud computing is a grand challenge problem now a days. The
main fault tolerance issues in cloud computing are detection and recovery. To
combat with these problems, many fault tolerance techniques have been designed
to reduce the faults. In this research work,a Virtualization and Fault Tolerance
(VFT) technique is used to reduce the service time and to increase the system
availability. A Cloud Manager (CM) module and a Decision Maker (DM) are
used in this scheme to manage the virtualization, load balancing and to handle
the faults. In the first step virtualization and load balancing are done and in
the second step fault tolerance is achieved by redundancy, checkpointing and fault
handler.The main load balancing issues in cloud computing is load calculation and
load distribution. To solve these issues, many load balancing techniques have been
designed to distribute tasks properly. In this work, a Load Balancing Technique
for Virtualization and Fault Tolerance in Cloud Computing (LBVFT) is applied
to assign the tasks to the virtual nodes.LBVFT is mainly designed to assign tasks
to the virtual nodes depending on the success rates (SR) and the previous load
history. In our load assigning technique assignment is done by the load balancer
(LB) of cloud manager (CM) module in the basis of higher success rate and lower
load of the available nodes.A Randomized Searching Algorithm is designed to select
a virtual node.Performance of the Randomized Searching Algorithm lies between
Binary Search and Linear Search Algorithms. VFT is mainly designed to provide
reactive as well as proactive fault tolerance. In this approach a fault handler is
included in the virtualization part. Fault handler blocks the unrecoverable faulty
nodes along with their virtual nodes for future requests and removes the temporary
software faults from the recoverable faulty nodes and makes them available for the
future requests.
Keywords: Fault Tolerance, Cloud Virtualization, Hypervisor, Cloud Computing, Load
Balancing, LBVFT, VFT, Cloud Manager, Decision Maker, Fault handler,Success Rate, Load,
Algorithm, complexity analysis, Binary Search, Linear Search.
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Chapter 1
Introduction
1.1 Introduction
Fault tolerance is an approach where a system continues to success even if
there is a fault [2,3]. Although there are number of fault tolerant models
or techniques are available but still fault tolerance in cloud computing is a
challenging task [4,5,6,7,8,9,11]. Because of the very large infrastructure of cloud
and the increasing demand of services an effective fault tolerant technique for
cloud computing is required. In our proposed model fault tolerance is integrated
with the cloud virtualization [22,23]. The basic mechanism to achieve the fault
tolerance is replication or redundancy. We have performed this replication in form
of software variants running on multiple virtual machines. We have presented
a virtualization approach with the help of hypervisor where the load balancer
takes high responsibility by distributing loads only to those virtual nodes whose
corresponding physical servers have a good performance history. To measure the
performance history of a physical server we have used success rate. If n1=number
of times a physical server gives successful results and n2=total number of times
requests sent to that server, then the Success Rate SR =n1/n2, where n1<=n2.
An issue in distributed scheduling is load balancing which tries to distribute the
1
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tasks to be executed among the resources of the system [31,32,33]. Load balancing
can be achieved either locally or in a distributed fashion. Distributing tasks across a
communication medium is sometimes referred to as the resource allocation problem.
Resource allocation actually refers to scheduling multiple resources. Here a load
assigning technique LBVFT for the proposed VFT model is proposed. The proposed
load assigning scheme for the VFT model assigns a task to the available virtual
nodes depending on their success rates and the load history. Because of the very
large infrastructure of cloud and the increasing demand of services an effective fault
tolerant technique for cloud computing is required and for which an effective load
balancing approach is required. In the VFT model the load balancer takes high
responsibility by distributing loads only to those virtual nodes whose corresponding
physical servers have a good performance history.
A randomized algorithm is one that receives, in addition to its input data, a stream
of random bits that it can use for the purpose of making random choices. Even for
a fixed input, different runs of a randomized algorithm may give different results
[38,39].In our proposed Randomized Searching Algorithm we choose a position
randomly in each iteration and then the element of that position is compared with
the key item.The performance of the Proposed Algorithm lies between Binary Search
and Linear Search.
Chapter Organization: Section 1.1 describes the introduction,section 1.2
gives a brief view on virtualization,section 1.3 focuses on fault tolerance and its
different types,section 1.4 gives the load balancing concept,section 1.5 basic concepts
of cloud computing,section 1.6 motivation,section 1.7 objectives,section 1.8 thesis
organization and section 1.9 conludes the chapter.
1.2 Virtualization
Virtualization is an emerging IT paradigm that separates computing functions and
technology implementations from physical hardware. Virtualization technology
2
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allows servers and storage devices to be shared and utilization be increased.
Applications can be easily migrated from one physical server to another.
1.3 Fault Tolerance
There are various faults which can occur in cloud computing .Based on fault tolerance
policies various fault tolerance techniques can be used that can either be task level
or workflow level[9].
1.3.1 Reactive Fault Tolerance
Reactive fault tolerance policies reduce the effect of failures on application execution
when the failure effectively occurs. There are various techniques which are based on
these policies like Checkpoint/Restart, Replay and Retry and so on.
1. Check pointing/ Restart:
When a task fails, it is allowed to be restarted from the recently checked
pointed state rather than from the beginning. It is an efficient task level fault
tolerance technique for long running applications [2].
2. Replication:
Various task replicas are run on different resources, for the execution to succeed
till the entire replicated task is not crashed. It can be implemented using tools
like HAProxy, Hadoop and AmazonEc2 etc.
3. Job Migration:
During failure of any task, it can be migrated to another machine. This
technique can be implemented by using HAProxy.
4. Task Resubmission:
It is the most widely used fault tolerance technique in current scientific
3
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workflow systems. Whenever a failed task is detected, it is resubmitted either
to the same or to a different resource at runtime.
5. User defined exception handling:
In this user specifies the particular treatment of a task failure for workflows.
6. Rescue workflow:
This technique allows the workflow to continue even if the task fails until it
becomes impossible to move forward without catering the failed task.
1.3.2 Proactive Fault Tolerance
The principle of proactive fault tolerance policies is to avoid recovery from faults,
errors and failures by predicting them and proactively replace the suspected
components other working components. Some of the techniques which are based
on these policies are Preemptive migration, Software Rejuvenation etc.
1. Software Rejuvenation:
It is a technique that designs the system for periodic reboots. It restarts the
system with clean state.
2. Proactive Fault Tolerance using Self Healing:
When multiple instances of an application are running on multiple virtual
machines, it automatically handles failure of application instances.
3. Proactive Fault Tolerance using Preemptive Migration:
Preemptive Migration relies on a feedback-loop control mechanism where
application is constantly monitored and analyzed.
1.4 Load Balancing
Load balancing is a computer networking method for distributing workloads across
multiple computers or a computer cluster, network links, central processing units,
4
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disk drives, or other resources. Successful load balancing optimizes resource use,
maximizes throughput, minimizes response time, and avoids overload. Using
multiple components with load balancing instead of a single component may increase
reliability through redundancy. Load balancing is usually provided by dedicated
software or hardware, such as a multilayer switch or a Domain Name System server
Process.
1.5 Basic Concepts of Cloud Computing
Cloud computing refers to applications and services that run on a distributed
network using virtualized resources and accessed by common internet protocols and
networking standards.It is distinguished by the notion that resources are virtual and
limitless and that details of the physical systems on which the software runs are
abstracted from the user.
The use of the word ”cloud” makes reference to the two essential concepts:
Abstraction:
Cloud computing abstracts the details of system implementation from users and
developers.Applications run physical systems that are not specified,data is stored
in location that are unknown,adminitration of system are outsourced to others and
access by users is ubiquitous.
Virtualization:
Cloud computing virtualizes systems by pooling and sharing resources.Systems and
storage can be provisioned as needed from a centralized infrastructure,costs are
accessed on a metered basis,multi tenancy is enabled and resources are scalable with
agility.
1.5.1 Cloud Types
Most people separate cloud computing into two distinct sets of models:
5
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Deployment models:
This refers to the location and management of the cloud’s
infrastructure.Example-Public cloud,Private cloud,Hybrid cloud and community
cloud.
Service models:
This consists of the particular types of services that we can access on a cloud
computing platform.
• Infrastructure as a service.
• Platform as a service.
• Software as a service.
1.5.2 Advantages
Lower computer costs:
Not necessary to have high-powered computers to access web applications. Even
with cheaper computer also can give efficient results because data is stored in the
web not with us.
Improved performance:
Everything is run in cloud so our computer doesnt have to take much effort to run
applications. As a result, performance will be improved automatically.
Unlimited storage capacity:
Storage is also one kind of service provided by the Cloud, so there is no limit to
store data (based on the service provider).
Device independence:
The actual documents are in the Cloud, so we can access it wherever we are.
6
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1.5.3 Disadvantages
Requires a constant High speed Internet connection:
To get benefit from this we need to have always a high speed Internet connection.
Stored data might not be secure:
There is no guarantee that your data stored is in cloud is securely protected.
Intruders may access to your vital data at any time.
1.6 Motivation
After the study, we found that the main fault tolerance issues in cloud computing
are detection and recovery. To combat with these problems, many fault tolerance
techniques have been designed to reduce the faults.But due to its virtualization and
internet based service providing behaviour fault tolerance in cloud computing is still
a big challenge. Our proposed model is not only to tolerate faults but also to reduce
the chance of future faults by not assigning tasks to virtual nodes of physical servers
whose success rates are very low.
1.7 Objective
Our objectives are:
• to design a fault tolerance model which can provide reactive and proactive
fault tolerance in cloud computing.
• to design a load balancing technique for the proposed model to assign tasks to
the virtual nodes.
• to design a searching algorithm to search a virtual node for task assignment.
7
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1.8 Thesis Organization
The rest of the thesis is organized as follows: In Chapter 2,we give the literature
review, In Chapter 3, we proposed A Virtualization and Fault Tolerance Model for
Cloud Computing(VFT). In Chapter 4, we proposed A Load Balancing Technique
for Virtualization and Fault Tolerance in Cloud Computing(LBVFT) for the VFT
model. In Chapter 5, we proposed A Randomized Searching Algorithm to select a
node for task assignment. Finally in Chapter 6, we conclude our thesis.
1.9 Conclusion
In this chapter the background concepts for the remaining chapters are given.The
basic concepts of cloud computing,fault tolerance,load balancing are briefly discussed
here.Then the objectives and motivation of the thesis work are discussed.
8
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Literature Survey
2.1 Introduction
In this chapter we briefly discuss the research conducted so far in fault tolerance and
load balancing. There are number of fault tolerance and load balancing algorithms
exist, but they are mostly based on either reactive or proactive fault tolerance but
not both.
2.2 Literature Survey
A lot of work has been done in the area of fault tolerance and load balancing for
cloud computing. But due to its virtualization and internet based service providing
behaviour fault tolerance and load balancing in cloud computing are still a big
challenge. Many researchers have given various fault tolerance techniques and
strategies in [4,5,6,7,8,9,10,11,12,20,21,24,25]. Dilbag Singh and Jaswinder Singh in
[4] have given failover strategies for cloud computing using integrated checkpointing
algorithms. Sheheryar Malik and Fabrice Huet in [10] have given an approach for
adaptive fault tolerance in real time cloud computing.Many researchers have given
various load balancing techniques in [30,31,32,33,34,35,37].The proposed LBVFT
technique distributes loads in a smart way by considering the success rates and the
9
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loads history of the available virtual nodes. Thus the LBVFT helps the VFT model
to tolerate not only faults but also reduce the chance of future faults by not assigning
tasks to virtual nodes of physical servers whose success rates are very low and loads
are very high.
Chapter Organization Section 1.1 gives the introduction,section 1.2 related
work or literature survey is discussed and section 1.3 concludes the chapter.
2.3 Conclusion
After the analysis and survey on the related works and some selected research works
on fault tolerance in cloud computing,load balancing and virtualization it is seen that
fault tolerance in cloud computing is a challenging task.This thesis work proposes a
model for fault tolerance.
10
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Proposed Virtualization and Fault
Tolerance Model(VFT) for
Cloud Computing
3.1 Introduction
The Virtualization and Fault Tolerance (VFT) model is proposed here which pro-
vides the reactive fault tolerance on cloud infrastructure. This scheme tolerates the
faults on the basis of Success Rate (SR) (0 < SR <= 1) of each virtual node’s phys-
ical server. A virtual node is selected for computation on the basis of SR of its
corresponding physical server and can be removed, if the selected nodes physical
server does not perform well. Our model consists of two main modules Cloud
Manager (CM) module and Decision Maker (DM) module .The model is shown
in figure 1.
Chapter Organization: In this chapter section 1.1 introduces the
chapter,section 1.2 working of the proposed model,section 1.3 fault tolerance
technique,and section 1.4 success rate analysis of the nodes are given.Section 1.5
simulation result,section 1.6 evaluation of the simulated results and section 1.7
11
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concludes the chapter.
Figure 3.1: Proposed VFT Model
3.2 Working of the Proposed VFT Model
In our proposed scenario a client submits a task to the Cloud Service Provider
(CSP).The CSP then submits it to the Cloud Manager (CM).
3.2.1 Cloud Manager(CM)
Cloud Manager is included in the cloud architecture. It performs the virtualization
with the help of Hypervisor. Hypervisor is a low level program which creates a
virtual environment and provides system resource access to virtual machines. When
virtual nodes are created from the available resources of the physical servers (System
Hardware) then Hypervisor maintains a record of which virtual node belongs to
which physical node. Resources of a single physical server can be used to create set
12
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of virtual nodes. A Performance Record (PR) table is maintained containing the
servers ids, virtual nodes ids and Success Rate (SR) to identify the virtual nodes
and to keep record of the number of times tasks are assigned to the virtual nodes
of a particular server and gets successful result from those virtual nodes of the
corresponding physical server. Here the SR is the success rate of a physical node
whose resources are used for virtualization. The PR table is also available to the
Load Balancer.
3.2.2 Load Balancer
Load Balancer distributes the loads based on the Performance Record (PR) of the
physical systems that are used for virtualization .Load Balancer assigns tasks to
the virtual nodes with the help of load balancing algorithms[26], [27], [28]. The
Load Balancer always assigns the tasks to those virtual nodes whose corresponding
physical servers are having good SR.
3.2.3 Fault Handler
Fault Handler takes the responsibility when a virtual node is found faulty due to
some recoverable temporary software faults in the CM or due to some transient
faults occurred in the remote physical server of the corresponding virtual node .The
PR table gets updated .If there is no virtual node executing under that physical
server then Fault Handler immediately restart the remote server and informs the
Load balancer not to assign any task to the virtual nodes of the corresponding
server .The Fault Handler may apply some transient fault detection and recovery
technique[4],[5].If the fault handling is done successfully then the virtual node or
virtual nodes of that physical server are made available for future request.Results
that are executed by the virtual nodes are submitted to the Decision Maker (DM)
module.
13
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3.2.4 Decision Maker(DM)
Decision Maker is also included in the cloud architecture like CM. Status Checker
(SC) in DM checks the status of each virtual node. If status is success then Task
Deadline is checked by TDC sub module in DM. If both Status Checking and Task
Deadline checking (TDC) is success then SR of the corresponding node is increased
and it goes for Final Decision Making (FDM) sub module. If either SC or TDC
is fail then the corresponding virtual machine is not sent to the FDM sub module.
If the SC is fail then the node is sent to the Fault Handler for fault detection and
recovery. If SC is success but the task is not completed within the time limit then
also the node is not considered for final decision making and SR in the PR table
is decreased for that node. FDM sub module contains all the virtual nodes that
successfully executed the SC and TDC modules. FDM then selects a node with the
highest SR value and makes a checkpoint [13], [14], [15], [16], [29]. If more than one
node is having same SR value then selects any one randomly. If all nodes are failed
then backward recovery is performed with the help of the last successful checkpoint.
3.3 Fault Tolerance Technique
In our proposed VFT model we apply SR computation algorithm for each node
(virtual machine) one by one. Initially SR of a node is set to 0.5. This
algorithm takes input of two factors, PR table (SR, n1, n2, vmid; serverid)and
maxSuccessRate.maxSuccesRate is the maximum SR level. Node SR cannot be
more than this level. In our proposed scheme maxSuccessRate is 1. It is really
important in a situation , where an initially produces correct results in consecutive
cycles, but then fails again and again. In our proposed scheme the SR value cannot
be zero because Load Balancer will not assign any task to a virtual node whose
corresponding server nodes SR is less than equal to zero.
14
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Success Rate Computation Algorithm:
1. Initially success rate =0.5, n1=1, n2=2
2. n1 is the number of times the virtual node of a particular physical server gives
successful results
3. n2 is the number of times the Load Balancer of the cloud manager(CM) assigns
tasks to a particular servers virtual node
4. Input maxSuccessRate=1
5. Status of a node is Success if SC and TDC module for that node is success
6. Status of a node is Fail if SC or TDC or both module for that node is fail
7. if (nodeStatus = =Success) /*SC and TDC success*/
{
n1=n1+1
n2=n2+1
SuccessRate = n1/n2
Update PR table
}
8. else
{
if( nodeStatus = =Fail ) /* SC or TDC or both fail */
{
n2=n2+1
SuccessRate= n1/n2
Update PR table
}
}
15
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9. if (SuccessRate>=maxSuccessRate)
{
SuccessRate = maxSuccessRate
}
10. if(SuccessRate<=0)
{
Reject the node and inform the Cloud Manager to add a new node
}
Decision Technique Algorithm:
1. Initially SuccessRate=0.5
2. Input from TDC:nodeSuccessRate, n=number of nodes with SC and TDC
success
3. Input maxSuccessRate
4. if(n= =0)
{
Status = fail
Perform backward recovery with the last successful checkpoint
}
5. else
{
Status =Success
bestSuccessRate = find SuccessRate of node with highest SuccessRate
Select the node with bestSuccessRate and send the result to CSP
Make checkpoint
}
16
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3.4 Success Rate Analysis
Here we have given a metric analysis to analyse the success rate for different scenarios
of four virtual nodes. We have taken 100 computing cycles. In the be- ginning
we have assumed that success rate is 0.5. In figure 3.2, figure 3.3, figure 3.4 and
figure 3.5, a comparison analysis is given between success and failure scenarios.
This comparison is done for 100 computing cycles. In these cycles vm1 continuously
succeeded, vm2 continuously failed, vm3 succeeded for first 50 cycles and then failed
for remaining 50 cycles and vm4 failed for first 50 cycles and then succeeded for
remaining 50 cycles. The increase in success rate after 100 cycles for vm1 is 0.8545,
whereas decrease in success rate for vm2 is 0.0545, and increase in success rate for
vm3 and vm4 is 0.4.We have assumed that each virtual node belongs to a different
physical server. Here we can see that increase in success rate is more than decrease.
Hence we can achieve a good performance of the algorithm.
Figure 3.2: Continuous increase in success
rate (SR)
Figure 3.3: Continuous decrease in success
rate (SR)
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Figure 3.4: Pass to fail shifting Figure 3.5: Fail to pass shifting
3.5 Simulation Result
We have done the simulation in Cloudsim 2.0 [1], [18], [19] with NetBeans IDE 6.7.1.
In this simulation we have created three virtual nodes. Every virtual node executes
the same task at a time. The algorithm has 10 computing cycles. The algorithms
consist of a series of tasks. Each of these tasks is performed in one computing cycle.
Each virtual node may run diverse algorithm.
Figure 3.6:
Then we have DM module which is receiving the results from the virtual machines
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to be processed. This DM is integrated with the CM at the Cloud Service Provider
(CSP) [1] site. If a node fails then the system will continued to be executed using
the remaining nodes. The system continues its execution until all nodes are failed.
After a successful computing cycle a node is selected and a checkpoint is made by
the FDM to keep the status of the system for future recovery. Here we have assumed
that the following information of the selected virtual nodes is available to us: PR
table i.e. value of n1, n2, SR, virtual node id and corresponding server id. Initially
n1=1 and n2=2 i.e. SR=0.5 is considered for every node. Tasks deadlines are also
given as input. The simulated results are shown on Figure 3.6 and from those results
success rate analysis of node1, node2 and node3 is shown on Figure 3.7, Figure 3.8
and Figure 3.9 respectively.
Figure 3.7: Virtual node 1 Figure 3.8: Virtual node 2
Figure 3.9: Virtual node 3
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3.6 Evaluation
In the first cycle, all nodes have the same success rate, so any one can be selected.
We have selected node 1.In cycle 2 node 2 is selected. In most of the remaining
cycles node 1 is selected as its SR is increases continuously. In cycle 9 virtual node2
did not pass SC and so TDC also failed and node 1 is selected as it has the highest
SR. If SC is fail then TDC must be fail , e.g. cycle 9. But if SC passes then TDC
may pass or may not. In case of either SC and TDC failure or only SC failure an
error message is sent to the fault handler of the CM module and to the TDC sub
module. The error handler then tries to repair the fault. TDC received it before
time limit. But as there is no result produced, so the status of TDC is also fail. In
Figure 3.7, Figure 3.8 and Figure 3.9 success rate(SR)fluctuation is shown.
3.7 Conclusion and Discussion
This paper proposes a smart failover strategy for cloud computing using success
rate of the computing nodes and virtualization which include the support of load
balancing algorithms and fault handler. A quantitative analysis is given in section
V. Performance comparison of existing methods has been made with the purposed
method. It has been concluded with the help of performance metrics comparison
and success rate analysis from simulated results that the proposed fault tolerant
strategy gives a very good performance. In our future work we will work on the
Fault Handler and Load Balancer sub modules of CM module in order to make the
model more fault tolerant.
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4.1 Introduction
Here in the proposed load balancing approach when cloud manager (CM) of VFT
model gets the request from the cloud service provider (CSP) it creates set of virtual
nodes with the help of system hardware, host operating system and hypervisor
module. System hardware means set of physical servers which are connected by
distributed network .CM then gives the responsibility to the load balancer to assign
the tasks. As in the VFT model to achieve fault tolerance redundant virtual nodes
are used so, the LB will assign the same task to a number of available virtual nodes
which are having good SR value and lower load in the performance record table.
Thus the same task will be executed in all the selected nodes and the result will be
sent to the Decision Maker (DM) module of the VFT model (figure 1).
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Chapter organization: Section 1.1 introduces the chapter,section 1.2 provides
the working of the proposed load balancing technique,section 1.3 different scenarios
of the algorithm,section 1.4 gives the simulation result and section 1.5 concludes the
chapter.
4.2 Working of the LBVFT Algorithm
1. Initially success rate (SR)=0.5,maximum SR=1, 0 < SR <= 1.
2. Input high SR, higher SR, low SR, lower SR, low load, lower load, high load
and higher load values.
3. SR=n1/n2
4. n1 is the number of times the virtual node of a particular physical server gives
successful results.
5. n2 is the number of times the Load Balancer of the cloud manager(CM) assigns
tasks to a particular servers virtual node.
6. Loads of the virtual nodes are given. Loads are generally calculated by the
load balancer and is updated and kept in the performance record table of the
virtual nodes time to time, which is beyond the scope of this paper.
7. Search for all the available virtual nodes having lower load history and higher
SR values in the performance record table.
8. if((SR == higher||SR == high)&&(load == lower))
{
Select the node
}
9. else
{
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if((SR == higher||SR == high)&&(load == low))
{
Select the node
}
}
10. if((SR == Higher||SR == High)&&(load == higher))
{
Dont select the node if enough nodes are
available
}
11. if((SR == Higher||SR == High)&&(load == high))
{
Dont select the node if enough nodes are
available
}
12. if ((SR == low||SR == lower)&&(load == low))
{
Select the node if numbers of nodes are less
}
13. if ((SR == low||SR == lower)&&(load == lower))
{
Select the node if numbers of nodes are less
}
14. if((SR == low||SR == lower)&&(load == high))
{
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Dont select the node
}
15. if((SR == low||SR == lower)&&(load == higher))
{
Dont select the node
}
16. Select m nodes from the list of available virtual nodes (m is the user input;
m-1 is the number of redundant nodes).
17. Submit the task to all the selected m nodes.
18. The tasks are then executed by the allocated virtual nodes and the results are
sent to the decision maker (DM) module of the VFT model.
4.3 Different Scenarios
1. High or higher success rate and low or lower load: In this case a node
is better one for selection and the node is selected. As the load is low and the
SR value is high, there is a less chance of future fault.
2. High or higher success rate and high or higher load: If a node having
this property is selected then there is a chance of future fault as the load is
high. So, this kind of nodes is avoided for selection if sufficient numbers of
virtual nodes are available.
3. Low or lower success rate and high or higher load A node having this
feature is not selected, because the SR value is low as well as load is high.
4. Low or lower success rate and low or lower load In this case a node may
be selected if sufficient numbers of nodes are not available.
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4.4 Simulation Results and Discussion
Simulation is done in Cloudsim2.0 [9,10] with NetBeans IDE 6.7.1.The simulation
result that is obtained from VFT model [1] is given in Table 4.4.1.In the resultant
table L1, L2.L33 are the loads of the virtual nodes at that instant of time.
Figure 4.1:
From Table 4.4.1 another table Table 4.4.2 is constructed. It is assumed that
there are 3 virtual nodes available and their SR values and loads are taken .Here
it is considered that there are 10 tasks and for every task 3 virtual nodes are
there.Proposed load assigning technique will assign tasks to those nodes which have
good SR and load values. It is assumed that number of redundant node is 1.Hence
for every task 2 virtual nodes will be selected by the proposed technique which is
shown in Table 4.4.2.
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Figure 4.2:
4.5 Conclusion
This paper gives a smart load distribution strategy for our virtualization and fault
tolerance in cloud computing (VFT) model using success rate of the computing
nodes and previous load history. In Table 4.4.2 it is seen that maximum time node
1 and 2 is selected. For task t8 and task t4 although node 1 and node 2 has high
SR values still are not selected because it is assumed that loads for those nodes
are very high. This task assigning technique helps the VFT model to give a good
performance. As only higher SR values and lower loads are considered during virtual
node selection hence, there is a very less chance of system failure. Our future work
is to provide an efficient load balancing, load migration, load calculation and fault
handling technique to make the VFT model more effective.
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5.1 Introduction
In our proposed Randomized Searching Algorithm the main idea is to select positions
randomly from the sorted input array and compare elements of those positions with
the search key until the match is found or the array is finished. If the key element is
found in the randomly selected position p then we stop. If the search key is less than
or greater than the element of the chosen position then the searching is continued
in the left side or in the right sight of the position respectively. We have done the
simulation in MATLAB 7.12.0(R2011a).We have generated the elements of the input
array A randomly. We also have generated the search key element K randomly and
done the simulation for a large no of times with arrays of different sizes.For a given
load or SR value a particular node can be searched in the VFT model using this
algorithm only if the performance record table is sorted according to load history or
success rate.
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Chapter Organization: In chapter section 1.1 gives the introduction,section
1.2 working of the proposed algorithm,section 1.3 gives the results and performance
analysis of the algorithm and section 1.4 concludes the chapter.
5.2 Working of the Proposed Algorithm
Begin:
1. lb=lower bound of the sorted input array
2. ub=upper bound of the input array
3. while( lb<=ub )
{
p=choose a number randomly between lb and ub
if( K<A(p))
{
ub=p-1
}
else
if(K>A(p))
{
lb=p+1
}
else
{
return p
}
}
4. return −1 /* couldn’t not find the key */
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End
5.3 Results
5.3.1 Performance Analysis of the Proposed Algorithm
Complexity Analysis:
We see that in the first two lines of the working of the proposed RSA before the
while loop, 2 primitive operations always get executed (two assignments). However,
since these operations happen no matter what the input is, we will ignore them for
now. Focusing our attention on the while loop, we see that each time the program
enters the while loop, we execute 3+k primitive operations (a <= comparison, k
number of operations to chose a random number between lb and ub, an array index,
and a < comparison), before the program might branch depending on the result of
the first if statement.
Depending on the result of the conditional, the program will execute different
numbers of primitive operations. If key > A[p], then the program executes 2 more
primitive operations. If key < A[p], then the program executes 4 more primitive
operations (an array index and a < comparison in the next if, and then a subtraction
and assignment). If A[p] = = key, then we execute 3 more primitive operations (2
operations for the if and then 1 operation to return position p).As k is fix for each
iteration so we neglect k now. In other words, the number of primitive operations
executed in an iteration of the loop is
5, if key < A[p]
6 , if A[p] = = key, and
7 , if key > A[P].
We can now construct a tree that summarizes how many operations are executed in
the while loop, depending on the number of times the while loop is executed and
the result of the comparisons between A[p] and key in each iteration. Each node in
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the tree represents the exit from the algorithm because A[p] = = key. A node is a
left child of its parent if in the previous iteration of the while loop, the search was
restricted to the left part of the subarray (that is, when A[P] > key). A node is a
right child of its parent if in the previous iteration of the while loop, the search was
restricted to the right part of the sub array (that is, when A[p] < key).
Here are the first three levels of the tree: In case of Binary Search algorithm height
Figure 5.1: No.of operations as a tree
structure
of the left sub tree and the height of the right sub tree are equal and we can easily
proof that the average case time complexity for binary search is log n.Because the
number of nodes are equal in both the left and right sub trees and total number of
nodes on each level can be easily computed.But in our proposed algorithm as the
position is randomly chosen so the height of left sub tree and the height of right sub
tree may not be equal.
Hence to analyse the average case behaviour we have done a simulation on our
proposed algorithm. We have done the simulation on the basis of no.of element
versus no.of comparisons instead of number operations.In our described algorithm
on section 0.4.2 the relevant number of comparisons(one <= comparison,one < and
one >) executed in an iteration of the loop is:
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2, if key < A[p]
3 , if A[p] = = key, and
3 , if key > A[P].
We have simulated the proposed algorithm in MATLAB 7.12.0(R2011a).In the
simulation we have generated the elements of the arrays randomly and also the
key.The simulation is done for 50 times with different number of elements ranges
from 10 to 500.The simulated result for average case is shown below:
Table 5.1: Simulated Result for Average Case(no.of elements and no.of comparisons)
No.of Compar No.of Compari No.of Compari No.of Compari No.of Compari
elements isons elements sons elements sons elements sons elements sons
10 7 110 14 210 24 310 22 410 19
20 14 120 18 220 17 320 29 420 22
30 20 130 18 230 30 330 22 430 19
40 12 140 24 240 41 340 25 440 16
50 24 150 25 250 18 350 28 450 24
60 8 160 32 260 21 360 19 460 32
70 12 170 20 270 22 370 33 470 23
80 33 180 23 280 15 380 30 480 29
90 26 190 23 290 18 390 30 490 39
100 25 200 28 300 19 400 15 500 25
From the above table Table 1 we see that in average approximately 3 l0g n (base 2)
comparisons are required to find the key item for the different set of elements.Hence
we can say that approximately the time complexity of our proposed Randomized
Searching Algorithm is O(3 log n) in Average Case.
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For Best Case every time we find the key in the first attempt i.e in the first
loop and only 3 comparison are performed for every set of elements.
In Worst Case key item is not in the input array i.e in every iteration
maximum number of comparisons are performed.The simulation is done in MATLAB
7.12.0(R2011a) for the worst case analysis.Here also we have generated the keys and
the elements randomly and done the simulation for 50 times with different number
of elements ranges from 10 to 500.The simulated result for Worst Case is shown
below:
Table 5.2: Simulated Result for Worst Case(no.of elements and no.of comparisons)
No.of Compar No.of Compari No.of Compari No.of Compari No.of Compari
elements isons elements sons elements sons elements sons elements sons
10 9 110 27 210 31 310 21 410 45
20 18 120 20 220 23 320 24 420 21
30 10 130 14 230 14 330 26 430 26
40 18 140 20 240 20 340 21 440 24
50 16 150 10 250 25 350 20 450 31
60 27 160 22 260 26 360 38 460 21
70 16 170 19 270 26 370 28 470 27
80 18 180 32 280 22 380 23 480 12
90 20 190 13 290 29 390 15 490 18
100 15 200 14 300 25 400 15 500 28
From the above table Table 2 we observe that approximately the same number of
comparisons are required to find the key items for the different set of elements as
like as the average case.Hence we can say that in Worst Case also approximately the
time complexity is O(3 log n).
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Efficiency Graphs Compared to Binary Search and Linear Search
Algorithms:
Figure 5.2: Average Case behaviour of
the proposed Algorithm and the existing
Binary Search Algorithm
Figure 5.3: Average Case Behaviour of
the Proposed Algorithm and the existing
Linear Search Algorithm
Figure 5.4: Average Case Performance
Analysis of the Proposed Algorithm,
Binary Search and Linear Search
Algorithms.
Figure 5.5: Worst Case Behaviour of the
Proposed Randomized Search Algorithm
and the existing Binary Search Algorithm.
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Here on the above figures we have shown the performance analysis of our proposed
algorithm graphically. In figure 5.2 we see that our Proposed Algorithm is performing
approximately same as Binary Search in average case. During simulation it is seen
that some times our proposed algorithm gives better result then the Binary Search.
Here we did not get smooth graph because of randomization. From figure 5.3 we see
that our proposed algorithm is giving better result then the existing linear Search
Algorithm (although linear search is applied on unsorted array).
In figure 5.4 average case behaviour of Linear Search, Binary Search and RSA is
shown. In figure 5.5 worst case analysis is done. It is seen that average case and
worst behaviour are nearly same for our Proposed RSA Algorithm.
5.4 Conclusion
Performance of the proposed RSA algorithm lies between Binary Search and
Linear Search Algorithms. With respect to Linear Search our algorithm gives
better performance although Linear Search is applied on unsorted data. Due to
randomization we can get an average result every time. We will improve the
performance of the algorithm by designing a proper algorithm to choose a number
randomly.
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This paper proposes a smart failover strategy for cloud computing using success
rate of the computing nodes and virtualization which include the support of load
balancing algorithms and fault handler. A quantitative analysis is given in section
V. Performance comparison of existing methods has been made with the purposed
method. It has been concluded with the help of performance metrics comparison
and success rate analysis from simulated results that the proposed fault tolerant
strategy gives a very good performance. In our future work we will work on the
Fault Handler and Load Balancer sub modules of CM module in order to make the
model more fault tolerant. This paper gives a smart load distribution strategy for
our virtualization and fault tolerance in cloud computing (VFT) model using success
rate of the com- puting nodes and previous load history. In Table 2 it is seen that
maximum time node 1 and 2 is selected. For task t8 and task t4 although node 1
and node 2 has high SR values still are not selected because we assumed that loads
for those nodes are very high.This task assigning technique helps the VFT model to
give a good performance. As only higher SR values and lower loads are considered
during virtual node selection hence, there is a very less chance of system failure. Our
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future work is to provide an efficient load balancing, load migration, load calculation
and fault handling technique to make the VFT model more effective. Performance
of the proposed RSA algorithm lies between Binary Search and 41 Linear Search
Algorithms. With respect to Linear Search our algorithm gives better performance
although Linear Search is applied on unsorted data. Due to randomization we can
get an average result every time. We will improve the performance of the algorithm
by designing a proper algorithm to choose a number randomly.
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