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Abstract—Text actionability detection is the prob-
lem of classifying user authored natural language
text, according to whether it can be acted upon
by a responding agent. In this paper, we propose
a supervised learning framework for domain-aware,
large-scale actionability classification of social media
messages. We derive lexicons, perform an in-depth
analysis for over 25 text based features, and explore
strategies to handle domains that have limited train-
ing data. We apply these methods to over 46 million
messages spanning 75 companies and 35 languages,
from both Facebook and Twitter. The models achieve
an aggregate population-weighted F measure of 0.78
and accuracy of 0.74, with values of over 0.9 in some
cases.
Keywords-online social networks; actionability; so-
cial media analytics; text classification
I. Introduction
Social media has emerged as a public utility where
users can post messages to receive responses. Because
of the democratic nature of public interactions on social
networks, they provide an ideal platform to interact with
brands, companies and service providers. According to
Okeleke [1] 50% of users prefer reaching service providers
on social media over contacting a call center. On the
other side of these interactions, many companies are
developing strategies to respond to their customers on
social networks.
Over time, social media tools have been used for
analyzing user interests [2], broadcasting marketing mes-
sages to maximize responses [3], and most recently for
managing individual conversations. For such conversa-
tions, social media messages that include a clear call
to action, or raise a specific issue can be identified by
an agent of the company, who may provide a helpful
response. Such messages can be categorized as action-
able. Alternatively, agents may not be able to respond
to messages that are too broad, general or not related
to any specific issue. These messages may be categorized
as being non-actionable.
The ability to sift through interactions and classify
them as actionable can help reduce company response
latency and improve efficiency, thereby leading to better
customer service. A good solution to identify actionable
messages can lead to large cost savings for companies by
reducing call center loads. Here we propose a framework
to solve this under-explored problem at scale.
The difficulty in identifying actionability arises from
factors such as scarcity of actionable messages when
dealing with large volumes of messages, diversity of
languages spoken by customers and subtle differences
in Twitter and Facebook natural language patterns.
Further, depending on the posting intention of the user
and the company under question, an agent may consider
a message actionable under varying contexts such as cus-
tomer support, product complaints, sales, or engagement
opportunities.
Our contributions in this study are:
• Lexicon and Feature Generation:We introduce
methods for actionability lexicon generation, and
explore more than 25 features to classify messages.
• Scale: We propose a framework that scales across
over 75 companies, 35 languages, 2 sources, gener-
ating over 900 domain models for over 46 million
messages.
• Optimal Domain Selection: For domains with
limited training data, we describe strategies that
leverage overlapping attributes from the entire
dataset.
II. Related Work
The problem of actionability has been studied before
by Munro [4] in the context of the disaster relief, where
subword and spatiotemporal models were used to classify
short-form messages. The dataset used contained more
than 100, 000 messages in English and French which
originated during the 2010 Haiti earthquake, sourced
from Twitter, SMS, and radio. The F measure on only
word and n-gram based features was 0.33, while the
final F measure was 0.885 when geographic location-
based features were included. This study showed that
relying simply on textual features may be insufficient
for identifying actionability.
More research has been done in the context of cus-
tomer complaint identification. Jin et. al. [5] used TF-
IDF derived from text, along with KNN and SVM
techniques, to identify complaints with an F measure
of 0.8 on a dataset containing 5, 500 messages from an
online Chinese hotel community. Although the study
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showed promising results the dataset was limited and
constrained to a very specific domain.
A significant body of work regarding the text classi-
fication on social media has focused on the sentiment
analysis. A wide range of research has been carried out,
deploying different techniques such as part-of-speech
tagging [6], lexicon approaches [7], deep learning [8], [9],
and hybrid approaches [10], [11]. Human disagreements
on the judgement of sentiment poses a challenge, limiting
models to have precision and recall values in the range
of 0.75− 0.82 [12].
While the majority of research investigates text clas-
sification problems within a unified domain, it has
been recognized that sentiment detection models may
change depending on the domain context [13], [8]. Spe-
cific domain adaptation techniques have been shown to
improve performance compared to generalized domain
techniques. Glorot et al. [8] were able to significantly
improve quality over the baseline using domain adaptive
models applied on 22 different domains. Hiroshi et al.
[13] used a lexicon approach that achieved precision
values of more than 0.9 on 4 different domains. In our
study we consider over 900 domains.
III. Methodology
A. Domain Representation
Each domain under consideration may have the dis-
tinct attributes described below:
• Company (c): Company mentioned or associated
with the terms in the message.
• Language (l): Language of the message.
• Source (s): The social network on which the mes-
sage originated.
A fully specified domain D can be represented as a set
{c, l, s}. For such a domain, we consider the associated
domains given by the elements of the power set of D:
P(D) = {{}, {c}, {l}, {s}, {c, l}, {l, s}, {c, s}, {c, l, s}}
Each partially specified member of P(D) denotes
a generalized domain spanning multiple fully specified
ones. For example, the domain given by {‘nokia’, ‘es’}
pertains to the domain consisting of messages in Spanish
that were associated with Nokia across all sources under
consideration. Thus each fully specified domain has 7
other generalized domains.
B. Problem Statement
Let us consider a specific domainD, for which we want
to identify actionable messages. Let MD be the set of
messages, known to be created under D, and labeled as
actionable or non-actionable. Our goal is to be able to
classify any new messages created under D and assign
them the appropriate labels.
Note that we operate within the scenario where the
domain D of the message is known a priori, or de-
rived before classification. We are therefore not trying
to perform multi-class classification of messages across
multiple unknown domains, but instead aim to perform
binary classification within many known and disjoint
domains. Thus this is a different problem than the one
considered by typical domain adaptive techniques.
C. Classification
For each labeled data point m ∈ MD, we derive fea-
tures that capture different aspects of actionability. Thus
each message is associated with a feature vector f(m)
and a binary class label a(m) ∈ {‘actionable′, ‘non −
actionable′}. We describe the derivation of these features
in more detail in Section VI.
We divide the labeled set MD into a training set TD
and an evaluation set ED. We train classifiers on TD
using multiple supervised learning techniques, and the
best classifier is picked based on a F measure evaluated
using cross-validation on TD. The final results presented
are evaluated on the held out set ED. The techniques
used for classification are described in more detail in
Section VII.
D. Model Selection
One of the challenges in the problem described above
is that the data available for a fully specified domain may
sometimes be insufficient for the purposes of training a
good classifier. For example, if the number of messages
associated with the domain {‘nokia′, ‘es′, ‘tw′} is small,
then this scarcity may not allow a good model to be
learnt. However, the domain given by {‘nokia′, ‘tw′},
which spans messages for Nokia across multiple lan-
guages on Twitter, may have more data points. This
generalized domain may yield a better classifier that to
be applied to the original domain.
LetD be a domain that is fully specified by a company,
language and source. The best applicable domain for D
is chosen in the following manner. For each domain D∗
in P(D), we aggregate messages and split them into a
training set TD∗ and an evaluation set ED∗ . We derive a
set of classifier models CD∗ for each D∗ in P(D). Let CD
be the union of these sets, given by CD =
⋃
D∗∈P(D) CD∗ .
Each classifier model in CD is evaluated with cross-
validation on TD and the best classifier is chosen, based
on an F measure.
Using this methodology, we build 48, 384 distinct mod-
els on 1, 778 domains, of which 937 are fully specified.
We further explore the tradeoff between the number of
training samples and domain specificity in Section VII.
...
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Figure 1: System Overview
IV. System Overview
A. Datasets
The research undertaken in this paper was performed
on a social media management platform that helps
agents respond to customer posts on behalf of their
company. The platform prioritizes incoming messages
from customers and routes them to the appropriate
agents, and is integrated with major social networks,
brand communities, and online forums. Thus agents
using the platform may respond to messages that are
actionable, and ignore those that are not. If an agent
provided a response, then the message is marked action-
able, otherwise it is marked non-actionable. This labeled
dataset is then used for training and evaluating models.
In this study we used a trailing window of 6 months
of data, from November 1st 2014 to May 1st 2015. This
included 46 million unique messages, of which 0.7 million
were found to be actionable by agents. We pre-processed
the dataset so that the labeled set is balanced, with
50% positive and 50% negative examples under each
fully specified domain. All data analyzed here is publicly
available on Twitter and Facebook and no private data
was used as part of this research.
B. System Components
The system overview is shown in Figure 1. Data is
ingested into the platform from social networks such
as Twitter, Facebook and Google+, and messages are
routed to company agents based on the mentioned com-
pany. The agent responses to the messages are recorded
for each domain, which serves as the labeled data for
model training and evaluation. Lexicon dictionaries are
built for each permuted domain, and features are ex-
tracted from the message text. Models are trained using
the features and labels, and are evaluated on a held
out dataset. The best model is chosen for each domain,
which is then used to classify new incoming messages as
actionable or non-actionable.
The collected public engagement data is written out
to a Hadoop cluster that uses HDFS as the file sys-
tem. We implement independent Java utilities with Hive
UDF (User Defined Function) wrappers. These utilities
include functions to perform feature extraction and de-
rive generalized domains, among other functions. The
combination of Hive Query Language (HQL) and UDFs
allows to quickly build map-reduce jobs, where trivial
data transformations are performed using HQL markup,
while complex logic and functionality is abstracted to the
UDFs. For machine learning we use Hivemall [14], [15],
a scalable library designed specifically for Hive.
The data processing pipeline that generates the lexi-
cons and models is deployed in production and runs on
a daily basis, using a 6 month trailing window of data.
On a 150-node cluster, this pipeline has a cumulative
daily I/O footprint of 73GB of reads, 22GB of writes,
and 4.95 days of CPU usage.
V. Lexicon Generation
In order to identify keywords that hold information
about actionability and sentiment, we first generate
lexicons for each domain.
Actionability Lexicons: Actionable messages may
contain specific keywords depending on the context,
intention, and the expected reaction from the responding
agent. To account for context specific keywords, we build
lexicons for each domain and label class. The message
text is tokenized using the Apache Lucene 1 tokenizer
since it handles a diverse set of languages. Keyword
scores are derived for each term in the corpus using a
variation of the document frequency measure. The final
lexicons are represented as word vectors for each domain-
class label pair.
Let d be a particular domain and a be the actionabil-
ity class label in {′actionable′,′ non_actionable′}. Then
for each domain-class pair (d, a), we first compute the
normalized document frequency for each term t as:
ndfd,a(t) = n
d,a(t)
|Md,a| (1)
whereMd,a is the corpus of all documents (messages) for
(d, a). To eliminate the effect of outliers, we adjust the
above quantity with the 95th percentile value computed
on the set of all terms Td,a for (d, a):
adfd,a(t) = log(ndf
d,a(t))
log(percentile0.95(ndfd,at∈Td,a(t))
(2)
This adjustment ensures that different lexicons are com-
parable across domains.
1https://lucene.apache.org/
(a) {‘yahoo’,‘en’,‘tw’} (b) {‘en’, ‘tw’}
Figure 2: Cross-label distribution of adjusted document
frequency (adf)
The adjusted document frequency distributions across
actionable and non-actionable labels for the domains of
{‘yahoo’,‘en’,‘tw’} and {‘en’,‘tw’} are shown in Figure 2.
By observing the keyword distributions we conclude that
most keywords are indicative of non-actionable content,
and only a small set of keywords just below the diagonal
represent actionable content. Ambivalent keywords sit
on the diagonal, while highly polarizing keywords be-
longing to a single lexicon are pushed towards the x and
y axes. Thus we see that actionable and non-actionable
messages have significant overlap in the keyword space,
yet display polarizing keywords that can separate the
classes.
While the adjusted document frequency quantity may
itself be used to create the lexicons, we found in our
experiments that including ambivalent keywords that
appear in both class lexicons for a domain leads to poorer
results. We therefore further constrain each keyword to
appear in only one class lexicon per domain. Thus we
compute the keyword score wd,a(t) for the term t as
follows:
wd,a(t) =
{
adfd,a(t)− adfd,aˆ(t), if adfd,a(t) > adfd,aˆ(t)
0, otherwise
(3)
This approach led to about a 1.5% increase in the F
measures for the final models.
Table ?? shows the top keywords for both the adjusted
document frequency and the constrained keyword score
for the domain of {‘yahoo’, ‘en’, ‘tw’}. The adjusted
document frequency yields actionable words such as
‘help’, ‘mail’, ‘can’, and for non-actionable ones like ‘via’,
‘yahoofinance’, ‘yahoofantasy’. Note that some keywords
are present in both labels, but the relative order still
captures the importance with respect to each label.
The actionable keywords from the constrained word
scores w are more strongly indicative of context, than the
ones from adjusted document frequency. Another point
to note is that many keywords are very specific to the
domain (in this case services of the company ‘Yahoo!’),
highlighting the importance of domain specificity.
Sentiment Lexicons: Actionable messages usually
contain complaints from users about services or products
provided by the brand. Negative sentiment is prominent
in user complaints, but not all messages with negative
sentiment will be actionable. To capture this relation-
ship between sentiment and actionability, we introduce
positive and negative keyword lexicons as well. The
word weights are derived from SentiWordNet 3.0 [16],
and the value assigned to each keyword is the sum
of all SentiWebNet PosScore, or NegScore, ignoring
the keyword’s part-of-speech tag. Unlike the previously
discussed actionability lexicons, sentiment lexicons are
available only for English. Incorporating sentiment lexi-
cons for other languages is left for future work.
VI. Feature Generation
Analysis of social media text is a well studied problem.
Different feature extraction approaches that encapsulate
the length of the message, the presence of hashtags,
mentions, question marks, sentiment and topical content
have been explored. In addition to content-based fea-
tures, many studies have leveraged users’ demographic
information, as well as features derived from the network
topology. In our research we focus primarily on content-
based features, since the goal is to predict if a specific
message is actionable, irrespective of the user posting it.
Lexicon Features: As explained above, we generate
actionable and non-actionable lexicons for each domain-
label pair, and positive and negative sentiment lexicons
for English using SentiWordNet. The lexicons are rep-
resented as word vectors, with the keyword scores as
elements of the vector. The lexicon-based features for a
message are then derived as the dot products of the term
frequency vector and the lexicon word vectors, scaled by
total number of words in the message:
fk(d) =
~tf(d) · ~w
|d|
Since the lexicon vectors are designed to be orthogonal,
these features are valuable to achieve separation between
the classes.
Marker Features: We also derive a set of features
from markers in the text. Markers can be special char-
acters, or words having special meanings.
• ‘?’, ‘!’: Exclamation marks are frequently used
with actionable messages to add emphasis to the
content, while question marks are clear indicators
of questions or confusion.
• ‘via’, ‘rt’: Markers like ‘rt’, and ‘via’ have emerged
in social media as a way to credit original content
authors. Capturing these markers helps identify if
the user is the original creator of the message.
Table I: Adjusted Document Frequency and Lexicon Top Keywords For {‘yahoo’, ‘en’, ‘twitter’}.
Metric Label Top Keywords
adf
actionable i,my,to,the,is,a,it,you,help,in,on,have,me,can,not,mail,this,of,can’t,that
non_actionable via,yahoofinance,the,to,a,in,of,i,is,on,yahoofantasy,you,my,or,with,your,it
w
actionable password,can’t,or,still,back,app,change,sent,aviate,locked,issue,changed,keep
non_actionable out,yahoonews,yahoomail,ysmallbusiness,small,obama,homescreen,report
• ‘@’: Input text on social media may often include
tags or mentions of other users. This is done by
prefixing user account names with ‘@’. Such mark-
ers are used to draw attention to the content by
claiming a relation between the message and the
mentioned user.
• ‘#’: Hashtags preceding a keyword marks content
with specific topics. They are good indicators that
the message has certain topics associated with it.
• ‘url’: URL link presence in a message may in-
dicate actionability in certain contexts, and non-
actionability in others.
For each occurrence of the marker we generate a
separate feature, by appending the occurrence count to
the marker name (eg. @ − 0, # − 1 etc). For a marker
ch within document d, an index function returns the
position of marker within the document. The feature
value for i occurrences is then calculated as:
f ik(d) =
{
1− index(ch,d)
length(d) , if ch ∈ {‘@′}
index(ch,d)
length(d) , otherwise
By capturing the occurrence count as well as the
position of the marker, we incorporate more information
into these features.
Readability Features: In order to examine the re-
lationship between the readability of a message and its
actionability, we generate features that measure the for-
mer. Readability scores are schemes that try to measure
how difficult it is to comprehend a given document. In
particular we use Dale-Chall [17] and Flesch-Kincaid
readability scores [18]. We use these features for English
messages only.
The Dale-Chall readability score depends on a manu-
ally curated list of about 3, 000 simple words. For each
document d, a formula is then derived using the total
number of sentences S(d), words W (d), and difficult
words Wd(d):
fk(d) = 0.159× Wd(d)
W (d) + 0.0496×
W (d)
S(d) (4)
The Flesch–Kincaid readability scheme further use syl-
lables s(d), to compute a score:
fk(d) = 0.39× W (d)
S(d) + 11.8×
s(d)
W (d) − 15.59 (5)
Dale-Chall scores range from 4.9 for text easily un-
derstood by a 4th grader to 10 and above for text
easily understood by graduate students. Flesch-Kincaid
readability scores range from 0 to 100, with a higher
score indicating greater ease of readability. For our
purposes, both scores are rescaled to a [0, 1] range to
create readability features for messages.
Emoticon Features: Emoticons are pictorial repre-
sentations of emotions widely used in social media to
augment textual content with mood and tone. Varia-
tions of emoticons include kaomoji – horizontal Japanese
style emoticons (eg. ‘(*_*)’) – and emoji – Japanese
ideograms (eg. ‘,’) captured by the unicode standard.2
Here we refer to emoticons, kaomoji, and emoji as simply
emoticons.
Using emoticons for inference of text sentiment is
a well-studied problem [19], [20]. In our case we map
the emoticons to their English language descriptions,
which are then mapped to sentiment using the sentiment
lexicons described above. For emoji we used descrip-
tions provided by the unicode consortium. Emoticons
and kaomojis were mapped to descriptions using public
domain catalogs 3 containing over 1, 300 emoticons. For
unmapped emoticons, we derive polarity using Twit-
ter’s ‘EmoticonExtractor’ as the fallback strategy. The
presence of emoticons in a message, and the scaled
amplitudes of positive or negative sentiment, are derived
as features.
Document Length: As the text length is corre-
lated with information quantity in the text, we capture
document length feature values as: fk(d) = |d|N , N ∈{100, 1000}.
A. Feature Evaluation
Table II shows the Mutual Information (MI) and
coverage for the features described above. A higher MI
value indicates that the feature contains information
that is more useful for making predictions. We find that
the features derived from the actionable lexicon have
one of the highest MI values, validating the use of these
domain-specific lexicons. The highest coverage is seen
for the non-actionable lexicon features, highlighting that
most messages contain non-actionable text.
2http://www.unicode.org/
3http://cool-smileys.com/text-emoticons
Sentiment lexicon-based features seem to be poor
predictors, perhaps because the words used in these
lexicons are not typically indicative of actionability.
That, however, does not imply that sentiment itself is
a poor predictor. Its importance is evident from the
feature for the presence of a negative emoticon, which
has the highest MI value among all.
Table II: Mutual Information and Coverage
Feature Mutual
Information
[10−3]
Coverage
Lexicon Features
actionable 38.332 67.35%
non actionable 3.382 87.21%
negative 0.117 27.63%
positive 0.067 27.96%
Marker Features
?-0 16.365 18.82%
?-1 2.572 3.96%
!-0 0.296 14.01%
!-1 0.245 5.58%
rt-0 5.268 0.73%
rt-1 0.098 0.02%
via-0 6.266 0.71%
via-1 0.004 0.00%
@-0 0.927 39.05%
@-1 14.840 8.70%
#-0 29.833 10.98%
#-1 16.282 4.24%
has-url 35.533 17.73%
Readability Features
Dale-Chall 0.036 25.46%
Flesch-Kincaid 0.039 28.80%
Emoticon Features
has any emoticon 21.006 28.18%
negative emoticon 39.188 17.87%
positive emoticon 0.713 3.93%
Length Features
> 10 characters 0.173 55.19%
> 100 characters 0.421 42.47%
> 10 words 4.091 62.30%
> 100 words 0.003 0.01%
VII. Evaluation and Results
We employ supervised learning to build models for
each domain, using the feature vectors generated for
the messages and the associated labels. We evaluate
the performance of the models, and compare results
across different domain specificities, networks, languages
and companies. We also provide examples of specific
messages and their corresponding labels as determined
by the models.
Specificity and Strategy: As described before, the
dataset for a fully specified domain may not always be
sufficient to build good models, and sometimes a gen-
eralized domain may yield better results. On the other
hand, a domain that is too general may not have enough
contextual information to make accurate predictions. In
this section we examine the best domain selection from
the elements of P(D) for each fully specified domain D.
Table III shows the breakdown of domain selection
for all the 937 fully specified models. The fully specified
domains are themselves selected in 60% of the cases.
However, these are not the best choices in 40% of the
cases, validating the need for generalized domains. In
16.7% of cases the generic source models are chosen,
showing that for some brands messages across Twitter
and Facebook are similar, for the given language. The
most general model is selected only in 8.9% of the cases,
implying that a non-contextual global model has limited
success in predicting actionability.
Table III: Domain Specificity Selection Comparison (s -
source, c - company, l - language)
Domain
Category
Times
Selected
Percent
Selected
{c, l, s} 566 60.4%
{c, l} 157 16.7%
{} 84 8.9%
{c, s} 52 5.5%
{l} 29 3.1%
{c} 25 2.7%
{l, s} 21 2.2%
{s} 3 0.3%
Table IV: Model Technique Selection Comparison
Model
Strategy
Times
Selected
Percent
Selected
AROW 378 40.4%
Logistic 245 26.2%
Soft Confidence Weighted 89 9.5%
Adagrad RDA 82 8.7%
Passive Aggressive 53 5.6%
Confidence Weighted 46 4.9%
Perceptron 44 4.7%
For each domain, we further experimented with differ-
ent supervised learning techniques, and compare their
selection performance in Table IV. We observe that
AROW [21] is the most chosen technique, followed by
Logistic Regression and Soft Confidence Weighting [22].
Next, we evaluate the optimal model for a domain via
a combination of specificity and learning techniques. Our
baseline strategies use logistic regression for the fully
specified domain (A) and for the fully generalized one
(B). We compare these baselines to a strategy C that
uses logistic regression and picks the best domain from
P(D), and strategy D that picks the best domain as well
as the best learning technique.
Table V shows the performance of these strategies for
the F measure (F ), accuracy (A), and the same metrics
(a) Logistic model for {c, l, s}
domain (strategy A)
(b) Logistic for best domain
(strategy C)
(c) Best model-domain
(strategy D)
Figure 3: Precision and recall distributions for different company, language, source domains
weighted by the population of the domain (FW and
AW ). The full sample population under consideration
for each strategy or domain, and the number of samples
in the training set, are denoted by P and T respectively.
This same notation is used in Tables V to VIII.
We observe from Table V that strategy C leads to
a significant 5% increase of F measure over the base-
lines. We observe even higher increases of 15% and 5%
for the weighted F measure and accuracy respectively.
Improving on the best domain selection, by adding the
best learning technique in strategy D leads to a further
increase of about 1% across all metrics.
Figure 3 visualizes the precision and recall perfor-
mance for the strategies A, C and D as applied to
each domain. We clearly see that the choosing the best
domain and best model leads to higher precision and
recall values for a wide range of domains.
Table V: Strategy Performance Model Breakdown: A -
Logistic model for {c, l, s} domain, B - Logistic model
for {} domain, C - Logistic for best domain, D - Best
model-domain
S P T F A FW AW
A 46M 1.4M 0.701 0.701 0.558 0.687
B 46M 1.4M 0.710 0.642 0.626 0.665
C 46M 1.4M 0.754 0.706 0.773 0.736
D 46M 1.4M 0.761 0.719 0.781 0.743
Network Performance: Next we analyze aggregate
performance for Twitter and Facebook where each mes-
sage is classified using the strategy D described above.
It is interesting to note that the number of messages
created on Twitter is almost 5 times higher than on
Facebook, indicating that there is perhaps a greater
opportunity for solving the actionability problem on
Twitter. From Table VI, we find that the F measure
and accuracy values for Twitter are 0.78 and 0.75 re-
spectively, which are 4% and 7% higher than the same
metrics for Facebook. Thus we observe that the models
perform noticeably better on Twitter.
Table VI: Network Performance
N P T F A FW AW
tw 38M 0.8M 0.78 0.75 0.79 0.75
fb 8M 0.6M 0.74 0.68 0.74 0.69
Table VII: Language Performance
L P T F A FW AW
en 37.6M 900k 0.75 0.70 0.78 0.74
es 2.1M 90k 0.76 0.71 0.78 0.76
fr 1.3M 69k 0.82 0.80 0.80 0.76
pt 0.8M 54k 0.72 0.68 0.74 0.71
tl 0.8M 47k 0.82 0.80 0.83 0.79
id 0.4M 34k 0.74 0.68 0.78 0.74
af 0.3M 17k 0.78 0.76 0.79 0.75
it 0.4M 17k 0.78 0.76 0.78 0.72
nl 0.4M 34k 0.73 0.66 0.77 0.72
ar 0.3M 33k 0.82 0.80 0.82 0.81
Table VIII: Company Performance for different Com-
pany Profiles
Company P T F A FW AW
C1 (Media) 961k 45k 0.81 0.79 0.97 0.92
C2 (Telco) 843k 43k 0.84 0.82 0.82 0.77
C3 (Retailer) 964k 28k 0.81 0.79 0.84 0.83
C4 (Airline) 222k 16k 0.77 0.76 0.78 0.76
C5 (Electronics) 512k 13k 0.90 0.90 0.90 0.90
C6 (Beauty Retailer) 620k 5k 0.72 0.64 0.78 0.77
C7 (Personal Service) 158k 0.8k 0.93 0.92 0.88 0.87
C8 (Manufacturer) 19k 0.5k 0.91 0.91 0.93 0.93
Language Performance: We next compare model
performance across a subset of languages. We see from
Table IX: Prediction Examples.
Type Social Media Message
True Positives
@YahooCare Sign in to Yahoo Id gtyij after a long time fails.Sends sec code 2 email id that no longer
exists. No option for entering cell no
@Flickr been trying to update payment info & it will not let me. customer service team is awful. No reply
back but have closed account.
False Positives
Blocked 4 Lobster.it accounts on @Flickr. Sick of them trying to ’sell’ my work for $2 whole dollars. #scam
#photography
@michaelgbaron @crockower if you have comcast or directTV they give you a week free of MLB league
pass, just find the channels
True Negatives
Venezuelan authorities clash with students http://t.co/trvOv21IQr via @Yahoo
@Yahoo: MORE Two people taken into custody after throwing items over the White House fence:
http://t.co/4fPp2bChX6 2d lockdown in a week
False Negatives @YahooCare no country listed, url is https://t.co/eKYPvf9msh but based in Ireland.I was wondering if i can have it reset? I have alot of important emails from school and work, i need help.
Table VII that a majority of languages have relatively
high F measures, in the range of 0.73 to 0.82, with
accuracies ranging from 0.66 to 0.8. The best performing
languages are Tagalog and Arabic. It’s interesting to
note that though English is the most dominant language
in terms of training data, it is not the best-performing
one.
We can conclude that the performance of the models is
relatively consistent across languages, and is not biased
towards the languages with more data. This suggests
that actionability has a low dependency on the language
used, and may instead depend on other factors, such as
the consistency of responses from agents. Whether fea-
tures derived from part-of-speech tagging could improve
performance, or whether the short-form nature of the
messages would limit improvements, remains an open
question. But our analysis here suggests that incorpo-
rating other non-linguistic features may provide greater
gains.
Company Performance: Finally, we observe from
Table VIII that there is a wide variation in the F
measures and accuracies for different companies, with
the best companies showing more than 90% F measure
and accuracy. This variation probably arises from the
quality of the ground truth for different companies,
which is based upon the human judgement of agents who
decide which messages are actionable. Companies such
as those in the telecom sector, with consistently trained
staff who respond to customers on defined issues, most
likely show better results thanks to better training data.
Examples: A few examples of actionable and non-
actionable messages for different companies are shown
in Table IX.
VIII. Conclusion
In this study, we presented a scalable framework for
classifying actionable social media messages. We showed
that good results can be achieved even for domains lack-
ing in ground truth data, by leveraging other domains
with overlapping attributes. We built and evaluated
models for over 900 domains spanning 75 different com-
panies, 35 languages and 2 social networks. Our models
were derived using text-based features from lexicons,
character markers, emoticons, readability scores and
document length. The domain-aware model selection
strategies achieved an aggregate population-weighted F
measure of 0.78 and accuracy of 0.74, with individual
values reaching beyond 0.9 in some cases.
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