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Abstract
We consider the problem of estimating a regres-
sion function in the common situation where the
number of features is small, where interpretabil-
ity of the model is a high priority, and where
simple linear or additive models fail to provide
adequate performance. To address this problem,
we present GapTV, an approach that is concep-
tually related both to CART and to the more
recent CRISP algorithm (Petersen et al., 2016),
a state-of-the-art alternative method for inter-
pretable nonlinear regression. GapTV divides
the feature space into blocks of constant value
and fits the value of all blocks jointly via a con-
vex optimization routine. Our method is fully
data-adaptive, in that it incorporates highly ro-
bust routines for tuning all hyperparameters au-
tomatically. We compare our approach against
CART and CRISP and demonstrate that GapTV
finds a much better trade-off between accuracy
and interpretability.
1. Introduction
Many modern machine learning techniques, such as deep
learning and kernel machines, tend to focus on the “big
data, big features” regime. In such a scenario, there are
often so many features and highly non-linear interations
between features that model interpretability is generally a
secondary consideration. Instead, effort is focused soley on
a measure of model performance such as root mean squared
error (RMSE). Under this research paradigm, only a model
that out-performs the previous champion method warrants
an investigation into understanding its decisions.
But there is also a robust and recent line of machine-
learning research in the equally important scenario of low-
dimensional regression, with relatively few features and
where interpretability is a primary concern. For example,
lattice regression with monotonicity constraints has been
shown to perform well in video-ranking tasks where in-
terpretability was a prerequisite (Gupta et al., 2016). The
interpretability of the system enables users to investigate
the model, gain confidence in its recommendations, and
guide future recommendations. In the two- and three-
dimensional regression scenario, the Convex Regression
via Interpretable Sharp Partitions (CRISP) method (Pe-
tersen et al., 2016) has recently been introduced as a way
to achieve a good trade off between accuracy and inter-
pretability by inferring sharply-defined 2d rectangular re-
gions of constant value. Such a method is readily useful,
for example, when making business decisions or execu-
tive actions that must be explained to a non-technical au-
dience. CRISP is similar to classification and regression
trees (CART), in that it partitions the feature space into
contiguous blocks of constant value (“interpretable sharp
partitions”), but was shown to lead to better performance.
Another area where data-adaptive, interpretable sharp par-
titions are useful is in the creation of areal data from a set of
spatial point-referenced data—essentially turning a contin-
uous spatial problem into a discrete one. A common appli-
cation of the framework arises when dividing a city, state,
or other region into a set of contiguous cells, where val-
ues in each cell are aggregated to help anonymize individ-
ual demographic data. Ensuring that the number and size
of grid cells remains tractable, handling low-data regions,
and preserving spatial structure are all important consid-
erations for this problem. Ideally, one cell should contain
data points which all map to a similar underlying value, and
cell boundaries should represent significant change points
in the value of the signal being estimated. If a cell is empty
or contains a small number of data points, the statistical
strength of its neighbors should be leveraged to both im-
prove the accuracy of the reported areal data and further
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aide in anonymizing the cell which may otherwise be par-
ticularly vulnerable to deanonymization. Viewed through
this lens, we can interpret the areal-data creation task as
a machine learning problem, one focused on finding sharp
partitions that still achieve acceptable predictive loss.1
To this end, and motivated by the success of CRISP,
we present GapTV, a method for interpretable, low-
dimensional convex regression with sharp partitions.
GapTV involves two main steps: (1) a non-standard appli-
cation of the gap statistic (Tibshirani et al., 2001) to create
a data-adaptive grid over the feature space; and (2) smooth-
ing over this grid using a fast total variation denoising algo-
rithm (Barbero & Sra, 2014). The resulting model displays
a good balance between four key measurements: (1) inter-
pretability, (2) average accuracy, (3) worst-region accuracy,
and (4) degrees of freedom. Through a series of bench-
marks against both a baseline CART model and the state-
of-the-art CRISP model, we show both qualitatively and
quantitatively that GapTV achieves superior performance.
The end result is a fast, fully auto-tuned approach to inter-
pretable low-dimensional regression and classification.
The remainder of this paper is organized as follows. Sec-
tion 2 presents technical background on both CRISP and
graph-based total variation denoising. In Section 3, we de-
tail our algorithm and derive the gap statistic for both re-
gression and classification scenarios. We then present a
suite of benchmark experiments in Section 4 and conclude
in Section 5.
2. Background
2.1. Convex Regression with Interpretable Sharp
Partitions
Petersen et al. (2016) propose the CRISP algorithm for han-
dling the prediction scenario described previously. As in
our approach, they focus on the 2d scenario and divide the
(x1, x2) space into a grid via a data-adaptive procedure.
For each dimension, they divide the space into q regions,
where each region break is chosen such that a region con-
tains 1/q of the data. This creates a q×q grid of differently-
sized cells, some of which may not contain any observa-
tions. A prediction matrix M ∈ Rq×q is then learned, with
each element Mij representing the prediction for all obser-
vations in the region specified by cell (i, j).
CRISP applies a Euclidean penalty on the differences be-
1We note that such a task will likely only represent a single
step in a larger anonymization pipeline that may include other
techniques such as additive noise and spatial blurring. While we
provide no proofs of how strong the anonymization is for our
method, we believe it is compatible with other methods that focus
on adherence to a specified k-anonymity threshold (e.g., (Cassa
et al., 2006)).
tween adjacent rows and columns of M . The final esti-
mator is then learned by solving the convex optimization
problem
minimize
M∈Rq×q
1
2
n∑
i=1
(yi − Ω(M,x1i, x2i))2 + λP (M) ,
(1)
where Ω is a lookup function mapping (x1i, x2i) to the cor-
responding element in M . P (M) is the group-fused lasso
penalty on the rows and columns of M
P (M) =
q−1∑
i=1
[∣∣∣∣Mi· −M(i+1)·∣∣∣∣2 + ∣∣∣∣M·i −M·(i+1)∣∣∣∣2] ,
(2)
where Mi· and M·i are the ith row and column of M , re-
spectively.
By rewriting Ω(·) as a sparse binary selector matrix and in-
troducting slack variables for each row and column in the
P (M) term, CRISP solves (1) via ADMM. The resulting
algorithm requires an initial step of O(n + q4) operations
for n samples on a q × q grid, and has a per-iteration com-
plexity of O(q3). The authors recommend using q = n
when the size of the data is sufficiently small so as to be
computationally tractable, and setting q = 100 otherwise.
In comparison to other interpretable methods, such as
CART and thin-plate splines (TPS), CRISP is shown to
yield a good tradeoff between accuracy and interpretabil-
ity. Consequently, we use CRISP as our main method to
compare against in Section 4.
2.2. Graph-based Total Variation Denoising
Total variation (TV) denoising solves a convex regularized
optimization problem defined generally over a graph G =
(V, E) with node set V and edge set E :
minimize
β∈R|V|
∑
s∈V
`(βs) + λ
∑
(r,s)∈E
|βr − βs| , (3)
where ` is some smooth convex loss function over the value
a given node βs. The solution to (3) yields connected sub-
graphs (i.e. plateaus in the 2d case) of constant value.
TV denoising has been shown to have attractive minimax
rates theoretically (Wang et al., 2014) and is robust against
model mispecification empirically, particularly in terms of
worst-cell error (Tansey et al., 2016).
Many efficient, specialized algorithms have been devel-
oped for the case when ` is a Gaussian loss and the graph
has a specific constrained form. For example, when G is a
one-dimensional chain graph, (3) is the ordinary (1D) fused
lasso (Tibshirani et al., 2005), solvable in linear time via
dynamic programming (Johnson, 2013). When G is a D-
dimensional grid graph, (3) is typically referred to as total
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variation denoising (Rudin et al., 1992) or the graph-fused
lasso, for which several efficient solutions have been pro-
posed (Chambolle & Darbon, 2009; Barbero & Sra, 2011;
2014). For scenarios with a general smooth convex loss and
an arbitrary graph, the GFL method (Tansey & Scott, 2015)
is efficient and easily extended to non-Gaussian losses such
as the binomial loss required in Section 3.3.
The TV denoising penalty was investigated as an alterna-
tive to CRISP in (Petersen et al., 2016). They note anecdo-
tally that TV denoising over-smooths when the same q was
used for both CRISP and TV denoising. In the next section,
we present a principled approach to choosing q in a data-
adaptive way that prevents over-smoothing and leads to a
superior fit in terms of the accuracy-interpretability trade-
off.
3. The GapTV Algorithm
Prior to presenting our approach, we first note that we can
rewrite (1) as a weighted least-squares problem
minimize
β∈Rq2
1
2
q2∑
i=1
ηi(y˜i − βi)2 + λg(β) , (4)
where β = vec(M) is the vectorized form of M , ηi is the
number of observations in the ith cell, and y˜i is the empir-
ical average of the observations in the ith cell. g(·) is then
a penalty term that operates over a vector β rather than a
matrix M .
Given the reformulation of the problem in (4), we now
choose g(·) to be a graph-based total variation penalty
g(β) =
∑
(r,s)∈E
|βr − βs| , (5)
where E is the set of edges defining adjacent cells on the
q × q grid graph.2 Having formulated the problem as a
graph TV denoising problem, we can now use the convex
minimization algorithm of Barbero & Sra (2014) (or any
other suitable algorithm) to efficiently solve (4).
The remainder of this section is dedicated to our approach
to auto-tuning the two hyperparameters: q, the granularity
of the grid, and λ, the regularization parameter. We take a
pipelined approach by first choosing q and then selecting λ
under the chosen q value.
3.1. Choosing bins via the gap statistic
The recommendation for CRISP is to choose q = n, assum-
ing the computation required is feasible. Doing so creates a
2Though our goal in this work is not to increase the computa-
tional efficiency of existing methods, we do note that CRISP can
be solved substantially faster via the reformulation in (4). The
weighted least squares loss enables a much more efficient solu-
tion to (1) via a simpler ADMM solution similar to the network
lasso (Hallac et al., 2015).
very sparse grid, with q−1×q empty cells. However, by ty-
ing together the rows and columns of the grid, each CRISP
cell actually draws statistical strength from a large number
of bins. This compensates for the data sparsity problem and
results in reasonably good fits despite the sparse grid.
Unfortunately, choosing q = n does not work for our TV
denoising approach. Since the graph-based TV penalty
only ties together adjacent cells, long patches of sparsity
overwhelm the model and result in over-smoothing. If
one instead chooses a smaller value of q, however, the TV
penalty performs quite well. The challenge is therefore to
adaptively choose q to fit the appropriate level of overall
data sparsity. We propose to do this via a novel use of the
gap statistic (Tibshirani et al., 2001).
In a typical clustering algorithm, such as K-means, one
would have unlabeled data X = {x1,x2, . . . ,xn}, some
distance metric δ(xi,xj), and a specified number of K
clusters to find. In K-means, cluster assignment is based
on the nearest centroid,
ai = argmin
k
δ(xi, ck) , (6)
where ck = 1|Ak|
∑
i∈Ak xi is the cluster centroid and
Ak = {i : ai = k, ∀i}.
The gap statistic is an approach to choosing the value of K
for a generic clustering algorithm by comparing it against
a suitable null distribution. The best clustering is the one
which minimizes the gap term:
En [log(W ∗1 )]− log(WK) , (7)
whereWK is the sum of average pairwise distances in each
cluster for a clustering with K clusters. To use the gap
statistic, one must define a suitable null distribution over
W1.
In our case, the “clusters” are defined by a quantile grid
over (x1, x2). The number of cells is specified by the
choice of q, which means choosing the value of q corre-
sponds directly to choosing K. However, unlike typical
clustering, a cluster centroid is defined by the yi values
corresponding to the xi points in the cell. Therefore, our
distance metric for computing the gap statistic is actually
between pairs of (yi, yj).
In the regression case, we assume each yi ∼ N (µ, σ2),
where µ and σ2 are unknown. For a distance metric, we
use Euclidean distance,
δ(yi, yj) = (yi − yj)2 . (8)
Since each yi is assumed to be IID normal, the null dis-
tribution over pairwise distances is W1 ∼ 2σ2χ2ν , where
ν = n
2
2 − n is the degrees of freedom. The expectation
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of the log of a χ2 distribution can be calculated exactly
(Walck, 2007) as
E
[
log(χ2ν)
]
= log 2 + ψ
(ν
2
)
, (9)
where ψ is the digamma function. Thus, up to an additive
constant, we can calculate the reference distribution exactly
without knowing the mean or variance.
The procedure for choosing q is now straightforward. We
first partition the points on a grid for a series of candidate q
values in the range 1 < q ≤ qmax ≤ n. For each candidate
partitioning, we calculate the gap statistic
gap(q) = ψ(
ν
2
)−
q2∑
k=1
1
ηk
∑
i∈Ai
∑
j∈Ai,j>i
δ(yi, yj) . (10)
We then choose the q which minimizes gap(q) and smooth
using the TV denoising algorithm.
3.2. Choosing the TV penalty parameter
Once a value of q has been chosen, λ can be chosen by
following a solution path approach. For the regression
scenario with a Gaussian loss, as in (4), determining the
degrees of freedom is well studied (Tibshirani & Taylor,
2011). Thus, we could select λ via an information criterion
such as AIC or BIC. However, we chose to select λ via
cross-validation as we found empirically that it produces
better results.
3.3. Classification extension
The optimization problem in (4) focuses purely on the
Gaussian loss case. When the observations are binary la-
bels, as in classification, a binomial loss function is a more
appropriate choice. The binomial loss case specifically has
been derived in previous work (Tansey et al., 2016) and
shown to be robust to numerous types of underlying spa-
tial functions. Therefore, unlike CRISP, the inner loop of
our method immediately generalizes to the non-Gaussian
scenario, with only minor modifications.
In order to adapt the gap statistic to the binomial case, we
must find a suitable reference distribution. We assume ev-
ery yi is Bernoulli distributed, from which it follows:
yi, yj ∼ Bern(p) (11a)
(yi − yj)2 ∼ Bern(2p(1− p)) (11b)
W1 ∼ Bin
(
n2 − n
2
, 2p(1− p)
)
. (11c)
Calculating the expectation of the log of a Binomial in
closed form is not tractable, however we can make a close
approximation via a Taylor expansion,
E [logW1] ≈ log(r ∗m)− 1− r
2 ∗ r ∗m , (12)
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Figure 1. An example 100×100 grid of ground truth means rang-
ing from −5 to 5. Each grid has six randomly-generated plateaus
of raised or lowered means from the background mean (zero);
darker colors correspond to regions of higher value.
where m = n
2−n
2 and r = 2p(1− p).
Extensions to any other smooth, convex loss are straight-
forward. One must simply define a loss and a probabilis-
tic model for each data point. Depending on the choice
of model, the expectation of the log of the null may not
always have a closed form solution. In such cases, we sug-
gest following the simulation strategy specified in (Tibshi-
rani et al., 2001).
4. Experiments
To evaluate the efficacy of our approach, we compare
against a suite of both synthetic and real-world datasets.
We first compare GapTV against two benchmark methods
with sharp partitions, CART and CRISP, on a synthetic
dataset with varying sample sizes. We also compare against
CRISP with q fixed at the gap statistic solution in a method
we call GapCRISP. We show that the GapTV method has
much better interpretability qualitatively and leads to bet-
ter AIC scores. We then demonstrate the advantage of the
gap statistic by showing that it chooses grid sizes that of-
fer a good trade-off between average and worst-cell accu-
racy. Finally, we test all four methods against two real-
world datasets of crime reports for Austin and Chicago.
4.1. Synthetic Benchmark
We generated 100 independent 100× 100 grids, each with
six 1000-point plateaus. Each plateau was generated via a
random walk from a randomly chosen start point and the
means of the plateaus were -5, -3, -2, 2, 3, and 5; all points
not in a plateau had mean zero. For each grid, we sampled
points uniformly at random with replacement and added
Gaussian noise with unit variance. Figure 1 shows an ex-
ample ground truth for the means. Sample sizes explored
for each grid were 50, 100, 200, 500, 1000, 2000, 5000, and
10000. For each trial, we evaluate the CART method from
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the R package rpart, CRISP, and the Gap* methods. For
CRISP, we use q = max(n, 100) as per the suggestions in
(Petersen et al., 2016); for the Gap* methods, we use the
gap statistic to choose from q ∈ [2, 50]. For both CRISP
and the Gap* methods, we chose λ via 5-fold cross valida-
tion across a log-space grid of 50 values.
In order to quantify interpretability, we calculate the num-
ber of constant-valued plateaus in each model. Intuitively,
this captures the notion of “sharpness” of the partitions
by penalizing smooth partitions for their visual blurriness.
Statistically, this corresponds directly to the degrees of
freedom of a TV denoising model in the unweighted Gaus-
sian loss scenario (Tibshirani & Taylor, 2011). Thus for all
of our models this is only an approximation to the degrees
of freedom. Nonetheless, we find the plateau-counting
heuristic to be a useful measurement of the visual degrees
of freedom which corresponds more closely to human in-
terpretability. Finally, to quantify the trade-off of accuracy
and interpretability, we use the Akaike information crite-
rion (AIC) with the plateau count as the degrees of freedom
surrogate.
Figure 2 shows the quantitative results of the experiments,
averaged over the 100 trials. The CRISP and Gap* methods
perform similarly in terms of RMSE (Figure 2a), but both
CRISP methods create drastically more plateaus. In the
case of the original CRISP method, it quickly approaches
one plateau per cell (i.e., completely smooth) as denoted
by the dotted red horizontal line in Figure 2b. GapTV also
presents a better trade-off point as measured by AIC (Fig-
ure 2c). Using the data-adaptive q value chosen by our gap
statistic method helps improve the AIC scores in the low-
sample regime, but as samples grow the GapCRISP method
begins to under-smooth by creating too many plateaus.
This demonstrates that it is not merely the size of the grid,
but also our choice of TV-based smoothing that leads to
strong results.
Finally, Figure 4 shows qualitative results for the four
smoothing methods as the sample size grows from 100 to
2000. CART (Panels A-C) tends to over-smooth, leading to
very sharp partitions that are too coarse grained to produce
accurate results even as the sample size grows large. On
the other hand, CRISP (Panels D-F) under-smooths by cre-
ating very blurry images. The gap-based version of CRISP
(Panels G-I) alleviates this in the low-sample cases, but ty-
ing across entire rows and columns causes the image to
blur as the data increases. The GapTV method (Panels J-
L) achieves a reasonable balance here by producing large
blocks in the low-sample setting and progressively refining
the blocks as the sample size increases, without substan-
tially compromising the sharpness of the overall image.
4.2. Gap Statistic Evaluation
In order to understand the effect of the gap statistic, we con-
ducted a series of synthetic benchmark experiments. For
each GapTV trial and sample size in the experiment from
Section 4.1, we exhaustively solved the graph TV problem
for all possible values of q in the range [2, 50]. Figure 3
shows how the choice of q impacts the average RMSE and
maximum point error for three different sample sizes; the
dotted vertical red line denotes the value selected by the
gap statistic. As expected, when the sample size is small,
the gap statistic selects much smaller values; as the sample
size grows, the gap statistic selects progressively larger q
values. This enables the model to smooth over increasingly
finer-grained resolutions.
Perhaps counter-intuitively, the gap statistic is not choos-
ing the q value which will simply minimize RMSE. As the
middle panel shows, the gap statistic may actually choose
one of the worst possible q values from this perspective.
Instead, the resulting model is identifying a good trade-
off between average accuracy (RMSE) and worst-case ac-
curacy (max error). In small-sample scenarios like Fig-
ure 3a, RMSE is not substantially impacted by having a
very coarse-grained q. Thus this trade-off helps prevent
over-smoothing in the small sample regime– a problem ob-
served by (Petersen et al., 2016) when using TV with a
large q. As the data grows (Figure 3b), both overly-fine and
overly-coarse grids may have problems, with the latter now
creating the potential for the TV method to under-smooth
similarly to how CRISP performed in the synthetic bench-
marks. Once sample sizes become relatively large (Figure
3c), making the grid very fine-grained poses less risk of
under-smoothing. The gap statistic here prevents q from
being chosen too low, which would create a much higher
variance estimation.
4.3. Austin and Chicago Crime Data
As a final case study, we applied all four methods to a
dataset of publicly-available crime report counts3 in Austin,
Texas in 2014 and Chicago, Illinois in 2015. To prepro-
cess the data, we binned all observations into a fine-grained
100 × 100 grid based on latitude and longitude, then took
the log of the total counts in each cell. Points with zero ob-
served crimes were omitted from the dataset as it is unclear
whether they represented the absence of crime or a location
outside the boundary of the local police department. Fig-
ure 5 (Panel A) shows the raw data for Austin; the matching
figure for Chicago is available in the appendix.
Each of the four methods considered in the previous sec-
tions were tested. The gap methods used q values in the
range [2, 100] and the CRISP method had q = 100. To eval-
3https://www.data.gov/open-gov/
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Figure 2. Performance of the four methods as the sample size increases for the example grid in Figure 1. While CRISP, GapCRISP,
and GapTV achieve similar sample efficiency in terms of RMSE scores (panel A), CRISP and GapCRISP do so with drastically more
change points (panel B); the dashed red horizontal line marks the maximum number of plateaus possible. Using AIC as a trade-off
measurement (Panel C), both Gap* methods initially perform similarly but as the sample size (and thus the size of q) grows, the GapTV
method continues to improve while the GapCRISP method begins to over-smooth.
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(c) N = 2000
Figure 3. RMSE (blue) and maximum error (orange) for the GapTV method for different sizes of the grid (q2) for three different sample
sizes; the dashed vertical red line indicates the value of q chosen by the gap statistic. The results demonstrate that the gap statistic
chooses models which provide a balance between average and worst-case error.
uate the methods, we ran a 20-fold cross-validation to mea-
sure RMSE and calculated plateaus with a fully-connected
grid (i.e., as if all pixels were connected) which we then
projected back to the real data for every non-missing point.
Figure 5 shows the qualitative results for CART (Panel B),
CRISP (Panel C), and GapTV (Panel D); due to space con-
siderations, GapCRISP is omitted as it adds little insight.
The CART model clearly over-smooths by dividing the en-
tire city into huge blocks of constant plateaus; conversely,
CRISP under-smooths and creates too many regions. The
GapTV method finds an appealing visual balance, creating
flexible plateaus that partition the city well. These results
are confirmed quantitatively in Table 1, where GapTV out-
performs the three other methods in terms of AIC.
5. Conclusion
This paper presented GapTV, a new method for inter-
pretable low-dimensional regression. Through a novel use
of the gap statistic, our model divides the covariate space
into a finite-sized grid in a data-adaptive manner. We then
use a fast TV denoising algorithm to smooth over the cells,
creating plateaus of constant value. On a series of syn-
thetic benchmarks, we demonstrated that our method pro-
Austin Crime Data
RMSE Plateaus AIC
CART 1.0522 10.4000 11139.2911
CRISP 0.9420 4699.1500 18326.3333
GapCRISP 0.9633 1361.7500 12064.2507
GapTV 0.9743 384.3500 10327.5860
Chicago Crime Data
RMSE Plateaus AIC
CART 1.0460 9.2500 43804.6942
CRISP 0.8450 9330.6000 47245.5734
GapCRISP 0.8476 8278.9000 45314.7106
GapTV 0.8581 2270.1500 34016.5952
Table 1. Quantitative results for the four methods on crime data
for Austin and Chicago. The GapTV method achieves the best
trade-off between accuracy and the number of constant regions,
as measured by AIC.
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Figure 4. Qualitative examples of the four benchmark methods as the sample size increases.
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duces superior results compared to a baseline CART model
and the current state of the art (CRISP). Finally, we pro-
vided additional evaluation through a real-world case study
on crime rates in Austin and Chicago, showing that GapTV
discovers much more interpretable and meaningful spatial
plateaus. Overall, we believe the speed, accuracy, inter-
pretability, and fully auto-tuned nature of GapTV makes it
a strong candidate for low-dimensional regression.
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GapTV: Accurate and Interpretable Low-Dimensional Regression and Classification
(a) Raw (b) CART
(c) CRISP (d) GapTV
Figure 5. Areal data results for the Austin crime data. The maps show the raw fine-grained results (Panel A) and the results of the three
main methods. Qualitatively, CART (Panel B) over-smooths and creates too few regions in the city; CRISP (Panel C) under-smooths,
creating too many regions; and GapTV (Panel D) provides a good balance that yields interpretable sections.
GapTV - Appendix
A. Chicago Results
Below are the results for the three main methods applied to
the Chicago data.
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(a) Raw (b) CART
(c) CRISP (d) GapTV
Figure 6. Areal data results for the Chicago crime data. The maps show the raw fine-grained results (Panel A) and the results of the three
main methods. Qualitatively, CART (Panel B) over-smooths and creates too few regions in the city; CRISP (Panel C) under-smooths,
creating too many regions; and GapTV (Panel D) provides a good balance that yields interpretable sections.
