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Abstract
If G is a graph of order n, independent domination number i and matching number 0, then
i+ 06 n. We characterize all graphs for which equality holds in this inequality and show that
this class can be recognized in polynomial time.
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1. Introduction
All graphs in this paper will be undirected, simple and 7nite and we will use standard
graph-theoretical terminology. Let G=(V; E) be a graph. The order of G is denoted
by n(G) and the neighbourhood of a vertex v∈V is denoted by N (v). The minimum
(maximum) cardinality of a maximal independent set of G is the independent domi-
nation number (independence number) and is denoted by i(G) ((G)). The maximum
cardinality of a matching of G is the matching number and is denoted by 0(G). The
minimum cardinality of a dominating set of G is the domination number and is denoted
by 
(G). (For detailed information and de7nitions see, e.g. [5])
For every graph G the inequality sequence
i(G)6(G)6n(G)− 0(G)
follows easily from the observation that any independent set of G contains at most one
endpoint of each edge of G. In this paper, we will present a characterization of the
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class of graphs G for which i(G)+0(G)= n(G) and we will show that this class can
be recognized in polynomial time.
2. Results
We start with our main result.
Theorem 2.1. Let G=(V; E) be a graph and let M be a maximum matching of G,
i.e. |M |= 0(G). The following two statements are equivalent.
(a) i(G) + 0(G)= n(G)
(b) There is a partition V=A∪B∪C of the vertex set of G such that
(i) A= {a1; a2; : : : ; ar}, B= {b1; b2; : : : ; br} where r= 0(G),
(ii) M= {aibi | 16i6r},
(iii) A is an independent set,
(iv) the vertices in C are isolated,
(v) there are no two di<erent indices 16i; j6r such that aibj; bibj∈E and
(vi) there are no three di<erent indices 16i; j; k6r such that aibj; bibk ∈E and
bjbk =∈E or aibj; biak ∈E and bjak =∈E.
Proof. Let M= {a1b1; a2b2; : : : ; arbr} and let A= {ai | i=1; 2; : : : ; r}, B= {bi | i=1; 2;
: : : ; r} and C=V\(A∪B). Let I be a minimum independent dominating set of G, i.e.
|I |= i(G). The set I contains at most either ai or bi for every 16i6r (see Fig. 1).
We will 7rst prove that (a) implies (b). Under the assumption of (a), we obtain
|I ∩{ai; bi}|=1 for every 16i6r and C⊆I . Therefore, we can assume, without loss
of generality, that I=A∪C and A∪C is independent.
First, we assume that there are vertices b∈B and c∈C such that bc∈E. Let I ′⊆B
be a maximum independent set containing b, i.e. b∈I ′, I ′⊆B, I ′ is independent, and
|I ′| is maximum. The set
I ′′= I ′ ∪ [A\N (I ′)]∪ [C\N (I ′)]
Fig. 1. An example for a graph with i + 0 = n.
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is an independent dominating set of G with
|I ′′|6|I ′|+ (|A| − |I ′|) + (|C| − 1)= |A|+ |C| − 1¡|I |;
which is a contradiction. Hence, the vertices in C are isolated.
Next, we assume that there are two diKerent indices 16i; j6r such that aibj; bibj∈E.
Let I ′⊆B be a maximum independent set containing bj. The set
I ′′= I ′ ∪ [A\N (I ′)]∪C
is an independent dominating set of G with
|I ′′|6|I ′|+ (|A| − |I ′| − 1) + |C|= |A|+ |C| − 1¡|I |;
which is a contradiction. Hence, no such indices exist.
Now, we assume that there are three diKerent indices 16i; j; k6r such that aibj;
bibk ∈E and bjbk =∈E. Choosing the set I ′⊆B to be a maximum independent set con-
taining bj and bk we obtain a similar contradiction as above. Hence, no such indices
exist.
Finally, we assume that there are three diKerent indices 16i; j; k6r such that aibj;
biak ∈E and bjak =∈E. Choosing the set I ′⊆B\N (ak) to be a maximum independent
set containing bj we obtain a similar contradiction as above. Hence, no such indices
exist and the proof of the 7rst part is complete.
Now we show that (b) implies (a). For contradiction, we assume that i(G)= |I |
¡n(G)− 0(G)= |A|+ |C|. Since C⊆I , we 7nd that there is some 16i6r such that
ai; bi =∈ I . As I is independent and dominating, this implies that either there is some
16j6r such that ai; bi∈N (bj) and bj∈I or there are two diKerent indices 16j; k6r
such that ai∈N (bj), bi∈N (bk), bjbk =∈E with bj; bk ∈I or ai∈N (bj), bi∈N (ak),
bjak =∈E with bj; ak ∈I . All these possibilities contradict (v) or (vi) and the proof is
complete.
It is an important consequence of Theorem 2.1 that the class of graphs G for which
i(G) + 0(G)= n(G) can be recognized in polynomial time. This is not immediately
clear from the given characterization, since a special partition of the vertex set has to
be found. Therefore, the essential step is the following proposition.
Proposition 2.2. Let G=(V; E) be a graph with a perfect matching M. It can be
decided in polynomial time whether there is a partition V=A∪B such that
(i) A is independent and
(ii) A contains exactly one endpoint of each edge in M.
If such a partition exists, then one such partition can be found in polynomial time.
Proof. We will give a polynomial reduction of an instance of the given problem to an
instance of the well-known 2-Satis7ability problem (2-SAT). In fact, it will be easy to
see that both problems are polynomially equivalent.
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Fig. 2. C= (x1 ∨ Lx2)∧ (x2 ∨ Lx3)∧ ( Lx2 ∨ x3)∧ (x3 ∨ x4)∧ ( Lx3 ∨ x4).
Let G=(V; E) and M be given. Denote the edges in M by M= {xi Lxi | 16i6r}.
Consider the xi’s as Boolean variables with LLxi = xi for 16i6r. The formula for the





If we are given a satisfying truth assignment for the xi’s, then let xi∈A, Lxi∈B, if
xi is set ‘true’ and xi∈B, Lxi∈A, if xi is set ‘false’. If uv∈E for some u; v∈A, then
uv∈E\M and C contains the clause Lu∨ Lv which would not be satis7ed. Hence, A is
an independent set.
On the other hand, if we are given a partition V=A∪B as in the statement of the
proposition, then setting each variable in A to be ‘true’ and — consequently — each
variable in B to be ‘false’ de7nes a truth assignment for the xi’s. Since A is independent,
for each clause Lu∨ Lv for uv∈E\M one of u or v must lie in B which implies that either
Lu or Lv is ‘true’ and the clause is satis7ed.
Note that the number of variables and clauses in C is |V |=2 and |E|− |V |=2, respec-
tively. This is polynomial in the size of G.
In view of the ‘folclore’ result that 2-SAT can be solved in polynomial time and that
a satisfying truth assignment can be found in polynomial time, if one exists (see e.g.
[2,4] or [6]), the proof of our proposition is complete.
Proposition 2.2 now leads to the following theorem.
Theorem 2.3. Let G=(V; E) be a graph. It can be decided in polynomial time whether
i(G) + 0(G)= n(G).
Proof. Since all three parameters are additive with respect to the components of G,
we assume that G is connected. If n(G)= 1, then i(G)+ 0(G)= 1+0= n(G). Hence
we assume that n(G)¿2.
We determine a maximum matching M of G. This can be done in polynomial time
(cf. e.g. [6]). If |M |¡n(G)=2, i.e. G has no perfect matching, then i(G)+0(G)¡n(G)
by Theorem 2.1. Hence we assume that M is a perfect matching of G.
We check whether there is a partition V=A∪B such that A is independent and
contains exactly one endpoint of each edge in M . If such a partition exists, then we
determine one such partition. By Proposition 2.2, this can be done in polynomial time.
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If no such partition exists, then i(G)+0(G)¡n(G) by Theorem 2.1. Hence we assume
that V=A∪B is such a partition.
We check whether the properties (v) and (vi) given in Theorem 2.1(b) are satis7ed.
Since these involve at most three diKerent indices, this can be done in polynomial time.
If (v) and (vi) are satis7ed, then i(G)= n(G)− 0(G) by Theorem 2.1.
If (v) or (vi) is not satis7ed, then we can 7nd an independent dominating set I of G
with |I |¡|M |= n(G)− 0(G) exactly as in the 7rst part of the proof of Theorem 2.1
((a)⇒ (b), cf. the de7nition of I ′ and I ′′ in that proof). Hence, i(G)¡n(G)− 0(G)
and the proof is complete.
As a corollary of Theorem 2.1 we can easily characterize the graphs G without
isolated vertices for which 
(G) + i(G)= n(G). We use the following two results.
Theorem 2.4 (Cockayne [1]). Let G=(V; E) be a graph without isolated vertices.
Then 
(G)60(G).
Theorem 2.5 (Payan et al. [7]; Fink et al. [3]). Let G=(V; E) be a graph without
isolated vertices. Then 
(G)= n(G)=2 if and only if all components of G are either
cycles C4 or corona graphs H ◦ K1 for some connected graph H.
Corollary 2.6. Let G=(V; E) be a graph without isolated vertices. Then 
(G) +
i(G)= n(G) if and only if all components of G are either cycles C4 or corona graphs
H ◦ K1 for some connected graph H.
Proof. If G has the described structure, then clearly 
(G) + i(G)= n(G).
Now, we assume that 
(G) + i(G)= n(G). By Theorem 2.4,

(G) + i(G)60(G) + i(G)= n(G)
and therefore 0(G) + i(G)= n(G). Since G has no isolated vertices, it follows from
Theorem 2.1 that i(G)= n(G)=2 and therefore 
(G)= n(G)=2. Now Theorem 2.5 im-
plies the desired result.
Theorem 2.1 is also a characterization of those graphs G for which i(G)= n(G)=2
that have a perfect matching. As a challenging task, we propose the characterization
of the connected bipartite graphs G with i(G)= n(G)=2 without any further structure.
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