Abstract: During plasma electrolytic oxidation of a magnesium alloy (96 % Mg, 3 % Al and 1 % Zn), a luminescence spectrum in the wave number range between 19950 and 20400 cm -1 was obtained. The broad peak with a clearly pronounced structure was assigned to the v′-v″ = 0 sequence of the B 1 Σ + → X 1 Σ + electronic transition of MgO. Quantum-mechanical perturbative approach was applied to extract the form of the potential energy curves for the electronic states involved in the observed spectrum, from the positions of the spectral bands. These potential curves, combined with the results of quantum-chemical calculations of the electric transition moment, were employed in subsequent variational calculations to obtain the Franck-Condon factors and transition moments for the observed vibrational transitions. Comparing the results of these calculations with the measured intensity distribution within the spectrum, the relative population of the upper electronic state vibration levels was derived. This enabled the plasma temperature to be estimated. Additionally, the temperature was determined by analysis of the recorded A 2 Σ + (v′ = 0) -X 2 П (v″ = 0) emission spectrum of OH. The composition of the plasma containing magnesium, oxygen, and hydrogen under the assumption of a local thermal equilibrium was calculated in the temperature range up to 12000 K and for pressures of 10 5 , 10 6 , 10 7 , and 10 8 Pa, in order to explain the appearance of the observed spectral features and to contribute to the elucidation of processes occurring during the electrolytic oxidation of Mg.
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INTRODUCTION
The usual form of a review paper is such that the author picks up some research field, sometimes a particular method, and reports briefly about all the systems which have been investigated in/with it. In the other words, he writes nothing about everything (but "everything" only for those who are working in the same field, or using the same method). In the present review, we take the opposite point of view. We consider a particular element, magnesium, even only a molecule that involves it, MgO, eventually solely a spectral band sequence of this molecule, and show all that we were able and/or forced to do on it in order to make an infinitesimal progress in our knowledge of some particular properties of this element. Figuratively speaking again, we write everything about nothing.
Transitions
The intensity of the transition between two molecular states described by the wave functions Ψ″ and Ψ′ is proportional to the square of the transition moment (TM) defined as: 4, 5 , ' " '*
where A is the operator that determines the mechanism of the transition. In the most important case of "optical" transitions, considered here, A is the (vector) dipole operator, μ  , defined by:
where q i is the charge and  i r is the radius vector of the i-th particle. The sum runs over all charged particles (electrons and nuclei). The proportionally factor 1486 RANKOVIĆ et al. between the intensity of an transition and the square of the TM involves, beside natural constants and statistical weights, in the case of absorption, the energy difference, ΔE, between the levels in question, and at emission ΔE 4 . Assuming the general case, when the two energy levels in question belong to different electronic (e), vibrational (v), rotational (r), and spin states, Eq. (1) can be written as: 
The total wave functions, Ψ″ and Ψ′, are usually (in the framework of the nonrelativistic, Born-Oppenheimer (B-O), rigid rotator/infinitesimal vibrator approximations) assumed as products of the partial wave functions describing individual degrees of freedom, i.e. in the form: 
If only "allowed" transitions are of interest, the spin variables can be excluded from consideration since in this case transitions are only possible when both states in question have the same spin function. The problem now is that the rotation functions are defined in a space-fixed coordinate system, while the electronic and vibrational functions are naturally expressed in a moving coordinate system tied to the molecule. Thus, one has to start with the expression for the components of TM, μ F (F = X, Y, Z), along the axes of the space-fixed frame:
, ' " * * * r ' v' e' e" v" r" e v r d d d (5) and then transform some of the quantities to the molecule-fixed frame, x, y, z. The components of the dipole operator transform as:
μ λ μ (6) where g = x, y or z, and λ Fg are the elements of the transformation matrix that involves sin and cos functions of two eulerian angles φ and θ. Since (only) the rotation functions depend on the eulerian angles (and only on them), Eq. (5) 
The expression in parentheses:
, ' " * e'
e" e 
is the g-component of the "electric transition moment" (actually, in this context it would be more logical to call this quantity the electronic TM, to stress that the integration is carried out only with respect to the electronic coordinates; however, most authors prefer the term "electric", to distinguish this quantity from, e.g., the A MULTIDISCIPLINARY STUDY ON MAGNESIUM 1487 magnetic TM). The electric TM represents a generalization of the usual electric dipole moment (obtained from Eq. (8) when Ψ e′ = Ψ e″ ) and, unlike the latter, it can, even in diatomic molecules, have both parallel and perpendicular components with respect to the molecular axis. This quantity is a function of the bond length, r (i.e., of the vibrational coordinate), and can thus be represented by a Taylor expansion: 
where r e is the equilibrium bond length. Inserting Eq. (9) into Eq. (7), one obtains: 
With help of Formula (10), all the selection rules for optical transitions in diatomic molecules can be discussed. Since electronic transitions are dealt with in the present study, pure rotation and vibration-rotation transitions are discussed very briefly.
i) Pure rotation spectra, 
A rotation spectrum can thus appear only if the molecule considered has a nonvanishing dipole moment. Such are heteronuclear, but not homonuclear diatomics. The situation concerning the transition rules is not changed even if one goes beyond the harmonic approximation; for a homonuclear diatomic molecule e d /d g R r , as well as all higher derivatives equal zero. A pure rotation spectrum consists of a number of nearly equidistant lines with the spacing in the order of magnitude of typically 10 cm -1 , which form a molecular band.
ii) Vibration-rotation spectra, e′ = e″ ≡ e, v′ ≠ v″. In this case, 
Since Expression (12) equals zero when there is no change in the dipole moment with variation of the bond length, only heteronuclear diatomics can have a vibration-rotation spectra. In the harmonic approximation, the second integral implies the selection rule v′ -v″ = ±1. In higher approximations, "overtones" are possible, corresponding to the selection rule v′ -v″ = ±2, ±3, … but they are normally of low intensity. The rotation selection rules are determined by the first integral, and they are the same as for pure rotational transitions. Each vibrational transition is accompanied by a number of rotational ones. Owing the above selection rules for vibrational transitions, a vibration-rotation spectrum is usually similar to a pure rotational one, the most prominent difference being that the former appears in the near and the latter in the far infrared region.
iii) Electronic transitions, e′ ≠ e″. In the first Franck-Condon (F-C) approximation, the second term in the square parentheses on the right-hand side of Eq. (10) can be neglected:
Instead of the dipole moment, as in Eqs. (11) and (12) , one now has the electric TM (see. Eq. (8)), which also in homonuclear diatomics can be non-zero. It will be non-vanishing if the product of the irreducible representations of the electronic wave functions equals the irreducible representation of the x-, y-, or z-components of the dipole operator. In the case of heteronuclear diatomics, the z-component of this operator belongs to the Σ + , and x-and y-components build together a basis for the Π irreducible representation of the point group C ∞v . This results in the selection rule ΔΛ = 0, ±1, where Λ = 0 (Σ + or Σ -electronic state), 1 (Π state), 2 (Δ state), etc., is the projection of the electronic angular momentum along the internuclear axis. An additional selection rule is that the transitions Σ + ↔ Σ + and Σ -↔ Σ -are allowed, while the transitions Σ + ↔ Σ -are forbidden. In the case of homonuclear diatomics, the z-component of this operator belongs to a Σ u + , and the x-and y-components to a Π u irreducible representation of the point group D ∞h . This yields the additional selection rule that an electronic transition is allowed only if one of the combining states has g and the other u symmetry. All the mentioned selection rules (as well as ΔS = 0, where S is the total electronic spin of the molecule) are valid within the framework of the non-relativistic and B-O approximation.
The square of the second integral in Eq. (13) , representing the overlap of the vibrational wave functions of the combining state:
is called the Franck-Condon factor (FCF). Unlike the case of pure vibration(--rotation) spectra, it is not subject to any selection rules. Very often, the electronic spectra are recorded using instruments of relatively low resolution, such that it is not possible to clearly identify the rotational structure of bands but only the positions of their maxima ("heads"). The magnitudes of the FCFs determine the intensity distribution within a band system, which consists of transitions between different vibrational levels of two electronic states. The most prominent features in spectral systems are band progressions (characterized in absorption by a fixed vibrational quantum number v″ of the lower electronic state, and variable quantum number v′ in the excited state, and fixed v′ and variable v″ in emission) and sequences (v′ -v″ = const.). If the equilibrium bond lengths and vibrational frequencies are similar in both electronic states, the most intense band in an experimentally recorded spectrum corresponds to the transition v′ -v″ = 0. A long progression with the maximum at a quite large value of v ' v'' − indicates that the equilibrium bond lengths in the combining electronic states are appreciably different. Electronic spectra appear in the visible and ultraviolet region. While the band heads in a progression are separated from one another by several hundreds to a few thousand cm -1 (corresponding to the wave numbers of the vibrational frequencies), the separation of the bands in a sequence is usually between several tens and several hundreds cm -1 , reflecting the difference in the values of vibrational frequencies in the two electronic states in question.
The F-C approximation is thus mathematically based on the assumption that the electric transition moment is a constant quantity. In terms of naive quantum mechanics or classical physics, if one considers, for example, absorption, it can be interpreted such that the electronic transition occurs so quickly that the nuclei remain after the jump from the lower into upper state in the same position where they were at the beginning of the electron jump. This picture is quite compatible with that lying behind the B-O approximation. More sophisticatedly speaking, the transition is most probable to a vibrational level the wave function of which has the largest overlap with that of the starting vibrational level ("vertical" transition).
Going beyond the F-C approximation, the dependence of the electric TM on the internuclear distance, as indicated by the second term on the right-hand side of Eq. (10), has to be taken into account. In a diatomic molecule, this only quantitatively influences the transition probabilities and can make the transition not strictly "vertical". However, in the case of a polyatomic species, the consequences of the incorporation of this term into the treatment can be dramatic; it can happen, namely, that the value of the electric TM at the equilibrium geometry vanishes, but not its (first) derivative with respect to a particular non-to-tally symmetric vibrational coordinate (the unique vibrational coordinate in diatomics is totally symmetric). In this case, a transition forbidden in the F-C approximation becomes "vibronically induced".
The intensity of the spectral band appearing as a consequence of the emission transition between the vibrational level v′ of the electronic state e′ and the vibrational level v″ of the electronic e″ is determined by the formula:
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= R for the square of the vibrational TM is introduced. Since the energy differences between all transitions to be handled in the present study, namely the members of the v′ -v″ = 0 sequence, (0-0), (1-1),… are negligibly small compared to the energy of the electronic transition, the quantity E v′e′ -E v″e″ can be, in this context, handled as constant and then the number of the molecules in the upper state is:
In the F-C approximation, it is assumed that the electric TM is constant, and in this case the formula (16) reduces to
where (FCF) e′v′,e″v″ is the F-C factor for the transition considered. Assuming a local thermal equilibrium of the system, the ratio of the number of molecules N e′v′ in the vibrational state v′ and in the lowest vibrational state v′ = 0 of the same electronic species, N e′0 , is determined by:
e'0 e'v'
i.e.,:
Combining the Formulae (16), (17) and (19) , for the sequence v′ = v″, one obtains: 
The Formulae (20) and/or (21) will be used later to determine the plasma temperature. 
Vibrational structure of spectra
where G(v) are the corresponding term values (in cm -1 ). In Eq. (22) , T e is the electronic term value; for the ground electronic state T e = 0. Herzberg 4 called (as many people working in molecular spectroscopy and/or quantum chemistry have done) the quantity ω e (as well as ω) the "vibrational frequency measured in cm -1 ". The subscript "e" in ω e stands for "equilibrium". The sense of this notation is the following: in the case of a harmonic oscillator, ω is a clearly defined quantity determined only by the values for the force constant and reduced mass; on the other hand, the quantity ω e is just an empirical parameter appearing in experimentally derived formulae, such as Eq. (22) . It would equal ω only if the correction terms (quadratic, cubic, etc.) in Eq. (22) were neglected. This is slightly misleading (see, e.g., recent papers in the present journal 6,7 ), because the frequency, such as in the expressions E = hν and E = ħω, has dimension s -1 (the former, ν, is the linear and the latter, ω, the angular frequency, ω = 2πν). Herzberg's ω is actually the wave number, and formulae of the type (22) will be written in this paper as: 
where:
In Eq. (24), ν is the wave number (in cm -1 ; to repeat, equal to Herzberg's ω e ), and λ it the wavelength, usually expressed in nm. However, the notations ω e x e and ω e y e will be retained for the experimentally determined anharmonicity parameters expressed in cm -1 , and the parentheses indicate that these formal products will be handled as single quantities. Note that the first cor-rection term in Eq. (22) appears with a minus sign. This choice was made because the energy distance between successive vibrational levels almost always decreases with increasing quantum number v, such that the quantity ω e x e is positive. On the other hand, the contribution of higher correction terms, such as ω e y e , often negligible, can be either positive or negative.
Rotational structure of electronic transitions
If it is assumed that only the nuclei contribute to the moment of inertia of a diatomic molecule, that the molecule is in an ± Σ 1 electronic state and that it is a rigid rotator, then the rotation functions are spherical harmonics. In this case, the rotation energy levels are given by the formula: 
is the rotational constant, expressed in cm -1 , and the quantum number J takes the values 0, 1, 2,... Each energy level (except for J = 0 is 2J + 1 degenerate, because the corresponding wave functions also depend on the value of the quantum number M, measuring the projection of the angular momentum on a space-fixed axis (Z). The projection of the angular momentum on the molecular axis equals zero. The selection rule for rotational transitions is J′ -J″ = 0, ±1, with the restriction that the transition J = 0 ↔ J = 0 is forbidden. However, the presence of electrons implies that the moment of inertia about the nuclear axis is not exactly zero, so that a diatomic molecule ( (27) where A ≡ ħ 2 /(2I A hc) = h/(8π 2 cI A ), and Λ is the quantum number for the projection of the electronic angular momentum on the internuclear axis. For a given Λ, the quantum number J takes the values J = Λ, Λ+1, Λ+2,… The presence of the electron spin introduces coupling between electronic orbital, rotational and electronic spin degrees of freedom. There are several coupling schemes, known as the Hund's coupling cases. 4 The most widely applied are: case (a), covering the cases when the spin-orbit interaction is so strong that the projection, Σ, of the total electron spin on the molecule axis and consequently, the quantity Ω ≡ Λ + Σ is nearly conserved. In this case the "nearly good" quantum number Ω takes over the role of Λ from Eq. (27) , i.e., it represents the projection of J on the molecular axis and thus for a given Ω, the quantum number J takes the values J = Ω, Ω+1,…; the other extreme represents a very weak spin-orbit coupling (Hund's case (b)). In this case, the electron spin is almost totally decoupled from the internuclear axis. The quantum numbers Σ and Ω are then not at all good, but instead N, representing the total angular momentum apart from spin, becomes a nearly good quantum number. Its projection on the internuclear axis is Λ.
The appearance of nearly good quantum numbers implies additional not strictly rigorous but useful (for classification of experimentally observed features) selection rules. In Hund's case (a), this is ΔΣ = 0, and in case (b) ΔN = 0, ±1 (again with the restriction that ΔN = 0 does not occur in Σ-Σ electronic transitions). The only rigorous selection rule for rotational transitions is ΔJ = 0, ±1. However, even this rule ceases to be rigorous if the molecular nuclei have a nonvanishing spin. In such a case, the only rigorous selection rule is ΔF = 0, ±1, where F is the quantum number for the total angular momentum involving also nuclear spins. However, because of the very weak coupling between the total angular momentum apart from nuclear spin and the nuclear spin, the selection rule ΔJ = 0, ±1 remains very strong. Now, the simplest case of the rotational structure of an electronic transition is considered, namely, when both electronic states are of 1 Σ symmetry, and when the effects of anharmonicity can be neglected,. The selection rule for rotational transitions is then J′ = J″ + 1 ("R branch") and J′ = J″ -1 ("P branch"). Let us take J'' = J, then for the R branch, J' = J'' + 1 = J + 1, and the term values are: 
When B′ < B″, the contribution of the quadratic term in J in Eq. (28) is negative, while the contribution of the linear term is positive (B′ and B″ cannot differ very much from one another). At small J values, the linear term dominates but the difference in the contribution of the linear and quadratic terms becomes continuously smaller with increasing J; at a certain J value, J = J h , they equalize, and after that the quadratic term becomes dominant. Around the J = J h value (vertex of the parabola), the rotational lines are crowded and build a "band head". The band head appears at a wave number h ν higher than that of the band origin, i.e.,
at the "violet side" with respect to 0 ν . The band is said to be "shaded" ("degraded") towards the red (i.e., towards longer wave lengths). Conversely, when B′ > B″ (this will be the situation for the case handled below), there is a band head in the P-branch on the red side with respect to the band origin, and this band is violet degraded. The position of the band head is found when the condition
is fulfilled. In the case when B' > B", differentiating Eq. (29), one obtains:
Replacing in Eq. (29) J with J h given by Eq. (30), one obtains for the term difference between the band head and the band origin (in the present case, there is no spectral line at the band origin, because the transition J = 0 ↔ J = 0 is forbidden):
In electronic transitions that do not involve two Σ species, in addition to the P and R branches, there is also a Q branch corresponding to the selection rule ΔJ = 0. The term values are:
In electronic transitions between orbitally (П, Δ, ...) and spin (doublet, triplet,...) degenerate species, there are several P, Q, and R sub-branches (sub-bands).
When the energies of rotational levels are determined by Eq. (25), each rotational level is 2J + 1 degenerate. Since the rotational energy is in generally much smaller than the thermal energy, ∼kT, in usual spectroscopic experiments, the lowest-lying (J = 0) non-degenerate rotational level is, because of continuously increasing statistical weight with increasing J, less populated than some of the higher levels. Consequently, the maximum within a band consisting of rotational lines that correspond to the selection rule J′ -J″ = ±1 is not at the "band origin" (the line that involves J′ = 0 or J″ = 0) but instead at those J values for which an optimal compromise between two opposite tendencies, namely, an increase in the statistical weight and a decrease in the Boltzmann factor, exp ( ) / E J kT − , is reached.
Spectral systems of MgO
When one starts with the (molecular) spectroscopic aspects of a problem, the first step is to look into two monographs. The first one is by Herzberg 4,9,10 -it actually consists of four volumes (the fourth one written in collaboration with Huber), plus a small additional book containing the heart of the first three monumental ones. 11 There is probably no other example in the scientific literature that the books written in the fifties of the preceding century that have lost almost nothing of their actuality. One only has to look at experimental papers published after that time and to complete in this way the information collected in Herzberg's books. Herzberg did it himself in the seventies and in his book (with Huber) 10 one can find all relevant data on diatomic molecules published until the end of 1975. Herzberg's (HH) books have become such a standard source of information on molecular spectra that many authors of new studies do not cite explicitly the authors of old experimental works but they simply quote them as "Herzberg and the references therein". This praxis will be followed in the present review. The other unavoidable book is that by Pearse and Gaydon (PG). 12 Its fourth (to our knowledge the last) edition was printed in 1976, i.e., nearly at the same time as the Huber-Herzberg's compilation of data on diatomics. This edition contains the data published until the end of 1974. While the three volumes by HH also involve the complete theory underlying molecular spectra and numerical values for all possible molecular parameters, such as vibrational frequencies, anharmonicity and rotational constants, internuclear distances, etc. (this is reflected in the title of the series: "Molecular Spectra and Molecular Structure"), the book by PG (as the title, "The Identification of Molecular Spectra" says), only involves the results of direct spectral measurements, i.e., the positions of band heads and their relative intensities. Thus, the books by HH and PG are in a sense complementary to each other: e.g., in the HH books, one finds the transition energies in wave numbers, while they are collected by PG in wavelengths (this causes some difficulties when the results from these books are compared with one another; the numbers in HH's books correspond to vacuum and the band positions collected in PG to air, and thus the exact wavelength corresponding to a HH wave number cannot be obtained by simply inverting the last quantity). Those who still believe that it is possible to divide research into experi- In the book by PG, 12 there are data about five spectral systems of MgO, namely of a strong green, a weaker red and three ultra-violet systems.
The red system appears in the wavelength range 690-470 nm and is assigned to the B 1 Σ + -A 1 П electronic transition. The data in the PG monograph are taken from Mahanti and Lagerqvist and Uhler. [13] [14] [15] The spectrum was found to appear in the core of the magnesium arc in air, and in burning magnesium ribbon. Single-headed bands are degraded to the violet.
The information about the green system, assigned to the B 1 Σ + -X 1 Σ + transition, was taken from Mahanti 13 and Lagerqvist. 16 This spectrum appears not only in a Mg arc in air, burning Mg ribbon, in flames, shock tubes and in the King furnace, but also in sun-spots. The spectral system is dominated by a very marked (0,0) sequence and the bands are degraded to the violet. The data for this system from the PG book are collected in Table I . The measured band position was used to calculate the vibrational term values in the X 1 Σ + and B 1 Σ + electronic states and to construct the corresponding Desladres table. In Table I , are also presented the term values computed by means of Eq. (23) using the vibrational frequencies and anharmonicity constants given in the literature. 10 The information about violet systems of MgO, appearing between 396 and 364 nm, was based on several studies. [17] [18] [19] [20] [21] Two systems of red-degraded bands, C 1 Σ --A 1 П and D 1 Σ --A 1 П, and a violet-degraded 3 Δ-3 П system were detected. In addition, Singh [22] [23] [24] reported on three other red-degraded ultra-violet systems appearing at 265.2 (E 1 Σ + -X 1 Σ + ), 263.7 nm (F 1 Π-X 1 Σ + ) and 255.6 nm (G 1 П--X 1 Σ + ). A violet-degraded band, assigned to G 1 П-A 1 П, was also detected at 275.01 nm.
Newer experimental studies, including optical spectroscopy, laser-magnet resonance, laser-induced fluorescence, two-colour resonance-enhanced two-photon ionization studies and vibrationally resolved photoelectron spectroscopy [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] have been cited in a recent theoretical study by Maatouk et al. 38 Comparing the data collected by HH and PG, it could be stated that HH included in their book the A 2 Σ + -X 2 Σ systems in the (infra-red) region at about 1900 nm, which was only indirectly mentioned by PG. The reason might be that the first reference used by HH 39 appeared between the third and fourth editions of PG's book, and the second one 40 even later. Interestingly, neither HH nor PG cited the important study by Ghosh et al. 41 PG did not cite the paper by Lagerqvist and Uhler 42 and not even that by Pešić, 43 a former coworker of Gaydon. On the other hand, HH included in their book the results obtained by Antić-Jovanović et al. at the Faculty of Physical Chemistry in Belgrade. 44, 45 Later, the results of the calculation of FCFs for the B 1 Σ + -X 1 Σ + transition by Prasad and Prasad 46 will also be used. At the beginning of nineties (of the previous century), the pope (actually, one of several) of quantum chemistry, W. Kutzelnigg, once said: "Twenty years ago, theoretical chemists claimed that they had calculated electronic transition energies with an uncertainty of 0.1 eV. They claim now that in these twenty years tremendous progress was achieved in their research field. However, if one asks them what the uncertainty in calculating electronic transition energies is today, they would say, 0.1 eV".
Working within the framework of his dissertation on several low-lying electronic states of HCN, the senior-coauthor of this review used in 1975 two atomic orbital (AO) basis sets. The smaller one consisted of 25 gaussians. It was found to be not flexible enough, and all the final calculations were performed with a "large" basis involving 27 AOs. The configuration-interaction (CI) space included roughly 20000 Slater determinants, about 2000 of them being selected for explicit calculations. 47 Ten years later, he tried to improve the results employing 50 gaussians, the CI space was chosen to consist of roughly 500000 determinants, and the secular problem actually solved was of dimensions up to 10000. 48 However, the new calculations did not bring anything substantially new. In favour of that speaks also the fact that the old study was cited (up to several years ago) 40 times, and the newer one only 16 times (indeed, it was accompanied by two additional papers, but the total number of citations for all three of them was comparable to that of the old paper). This tendency seems to continue. In the ab initio study discussed below, published in 2010, 38 solely the oxygen atom was described by 145 gaussians but the error margin remained at first sight the same as before. However, the reader should not come to the premature conclusion that nothing worthy has been realized in quantum chemistry since the seventies of the last century. First, in seventies, the usual error margin was 0.1-0.2 eV 49 and nowadays it is around 0.05 eV for the systems handled in this paragraph. That does not look spectacular, but recall that 0.2 eV corresponds to the difference between yellow and red (or yellow and green) colour, while 0.05 eV is only half a way between yellow and orange. Furthermore, molecules such as MgO and AlO do not belong to the easiest ones for ab initio computations.
We do not insist that the title of this section is quite appropriate. It is only justified if one accepts the more historical than logical concept that molecules "belong" to chemistry, while atoms are a subject of physics. "Quantum chemistry" in its ab initio variant, commented above, is actually a kind of applied quantum mechanics. It would be more sensible to use the term quantum chemistry for investigations such a those carried out, e.g., by Gutman et al. [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] However, in this case, a serious alternative to the name "quantum chemistry" would be "mathematical chemistry" or even something like "applied (mathematical) topology". This shows how difficult it is nowadays to classify scientific fields, particularly in terms of traditional categories.
MgO
The most extensive theoretical ab initio study on the MgO molecule was recently reported by Maatouk et al. 38 and the following discussion will rely on it. The preceding theoretical studies 30, [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] performed on singlet and triplet electronic states will just be mentioned here. In them, equilibrium geometries, vibrational frequencies, excitation energies, transition moments and spin-orbit constants were determined for a number of electronic states lying up to 50000 cm -1 above the ground state. It was found that the ground state X 1 Σ + represents an open-shell system because of the dominant Mg + O -form, and that the ionic-covalent interactions give rise to numerous avoided crossings between the potential energy curves.
Maatouk et al. 38 carried out the electronic structure calculations using the MOLPRO program suite. 73 The potential energy curves, electric TMs, and spin--orbit matrix elements were computed for a large number of singlet, doublet, and quintet electronic states by means of the complete active self-consistent field (CASSCF) 74 approach followed by the internally contracted multireference configuration interaction (MRCI) method, 75, 76 with the cc-pV5Z AO basis sets. 77, 78 Here, primarily, the results for the X 1 Σ + and B 1 Σ + electronic states (and the neighbouring species) will be considered, being involved in the transition that will be discussed below.
In the ground electronic state, X 1 Σ + , and not far from the equilibrium geometry (F-C region), the MgO molecule has two dominating electronic configurations, …5σ 2 6σ 1 2π 4 7σ 1 and …5σ 2 6σ 2 2π 4 . At large Mg-O distances, the latter one predominates. In the F-C region, the lowest-lying excited electronic states of MgO are a 3 П and A 1 П, both of them corresponding to the …5σ 2 6σ 2 2π 3 7σ 1 electronic configuration, and embedded only 0.2-0.4 eV above the ground state. The following two excited states are b 3 Σ + and B 1 Σ + , the first of which has …5σ 2 6σ 1 2π 4 7σ 1 as the dominant configuration. The B 1 Σ + state, with a vertical energy of about 2.5 eV (T e ≈ 20000 cm −1 ), has in the F-C region, the same main electronic configurations as in the ground state. Consequently, the equilibrium bond lengths and vibrational frequencies are similar in the B 1 Σ + and X 1 Σ + states 1500 RANKOVIĆ et al. but these spectroscopic parameters are quite different from their counterparts in the other electronic species mentioned. Upon enlarging bond length, the B 1 Σ + electronic state is continuously more dominated by the configurations …5σ 2 6σ 2 2π 4 and …5σ 2 6σ 2 2π 2 6σ 2 , and thus at these geometries it differs considerably from the X 1 Σ + state. Consequently, the electric TM between these two species shows a strong dependence on the bond length, as seen in Fig. 5 of Ref. 38 . The other electronic states of MgO lie in the F-C region at considerably higher energies (> 3.5 eV).
The results of the ab initio study by Maatouk et al. are compared with the corresponding experimental findings in Table II . It is not our intension to analyse it; the only goal is to present the reader with the state of the art of modern ab initio computations. Just a small comment: look at the numbers 3558.50124 and 785.262621 cm -1 equivalent to the electronic transition energy and vibrational frequency, as given in the literature. 36 In our opinion, these are examples of senseless "accuracy" -even the natural width of spectral lines is much larger than the margin error quoted. 
Perturbative approach
The experimentally derived formulae (23) were either used directly or via Deslandres Tables constructed based on them for the assignment of the bands observed in our spectra (see, e.g., Table I ). However, for the determination of plasma temperatures, the FCFs and/or vibrational TMs are also required. In order to calculate these quantities, the vibrational Schrödinger Equation for the two electronic states in question has to be solved and the so-obtained wave functions used to compute the required quantities. In order to avoid explicit ab initio calculations of the potential curves for the electronic states in question, a way must first be found to extract the potential energy functions which, combined with the corresponding kinetic energy operator, give the energy eigenvalues as close as possible to those presented by formulae (23) . This problem was solved by using quantum-mechanical perturbative and variational approaches.
The vibrational Hamiltonian in the form:
was assumed where: '
where x ≡ (r -r e ) is the difference between the instantaneous bond length, r, and its equilibrium value, r e , and μ is the reduced mass. The dimensionless coordinate ξ, ξ ≡ (√α)x, where α ≡ (μω)/ħ, and ω = √k/μ is the harmonic vibrational frequency (in s -1 ), was introduced. k 3 and k 4 are the dimensionless cubic and quartic force constants, respectively, defined as:
It is assumed that 3
, precisely that 4 k is at least by one order of magnitude smaller than 3 k . The eigenvalues of the zeroth-order, H 0 , given by Eq. (34) are:
and the corresponding wave functions are:
where N v is the normalization factor and H v is the Hermite polynomial. Applying the Rayleigh-Schrödinger perturbative approach (see, e.g., ref. 79), the energy up to fourth order is obtained:
The corrections caused by the term 
(1)
Since it is assumed that the energy contribution of the term 
The next terms,
, E E would introduce the expressions proportional to (v + 1/2) 4 and small corrections of the terms (v + 1/2) p with p ≤ 3, etc. (Actually, the one-dimensional oscillator is such a classical test-system in quantum mechanics that it is very probable that the formulae (40) and (41) have been derived many times before. However, we found it easier to rederive them than to find a source where they are presented). Thus, in the present approximation: 
We can now establish the relation between the parameters determining the form of our vibrational Hamiltonian and the experimentally derived parameters ν (= Herzberg's ω e ), ω e x e , ω e y e , etc. The quadratic force constant from Eq. (34) is determined as: 
To simplify the discussion, it is assumed now that the perturbation only contains the cubic term, and the perturbative energy formula is considered up to the second-order. The cubic force constants, 3 
It is convenient to replace the expressions (43) and (44) 
The force constants are now expressed in atomic units (m e ≡ 1, e ≡ 1, ħ ≡ 1), μ is assumed in relative atomic mass units (μ( 12 C) ≡ 12).
Variational approach
In variational calculations of eigenvalues and eigenfunctions of an anharmonic oscillator, as well as of the FCFs and TMs for particular combinations of vibrational levels of two electronic states, the following procedure is applied. One of the electronic states, a (typically the ground state), is chosen as the reference one and the basis functions (being the eigenfunctions of a suitably chosen harmonic oscillator) are centred with respect to its equilibrium bond length, r e . If the potential energy curve is computed ab initio, it is fitted to the polynomial: 
The Hamiltonian is then supposed in the form: 
are used as the basis. Note that in Eq. (48), the quadratic part of the potential energy (47) is divided into two terms. The reason is that the eigenfunctions of a harmonic oscillator of the type (49) with a 2 instead of k r could lead to a slower convergence of the results, particularly when the same basis functions for the description of other electronic states are employed (as will be done); if these states have equilibrium geometry significantly different from that of the reference state, it is to expect that more diffuse basis functions than the eigenfunctions of H 0 would be appropriate. Note also that the particular choice of k r (except the mentioned one, namely, speed of convergence) has no other effect on the results of calculations. The potential energy curve of the other state, b, is fitted by polynomial series in the same variable as the reference state: 
where r e is (as before) the equilibrium bond length in the ground electronic state. In this case, one also has a constant and a linear term in ( 
When the bond-length dependence of the electric TM is taken into account, it is fitted to the form:
( ) e',e" 2 e ' '
(R k ≡ α -k/2 R′ k ) and the vibrational TM is computed as:
A general disadvantage of the presented variational approach is that it is not able to describe properly the vibrational states lying close to the dissociation limit; at x → ∞, each polynomial tends to +∞ or to -∞, while the potential curve for a real bound state, asymptotically tends to a horizontal line. However, in the present study, only low-lying vibrational levels are considered and this drawback of the method does not play any role.
1506
RANKOVIĆ et al.
DETERMINATION OF PLASMA COMPOSITION
In one of the next sections, the results of the calculation of the equilibrium composition of plasmas containing Mg, O and H are presented. These calculations were performed by means of a self-written computer program following the approach developed by White et. al. 80 This method is described in Supplement D -in this section, only the key points are presented.
For the determination of the equilibrium composition of a gas mixture, the only quantity needed is the molal standard (Gibbs) free energy function 0 G . The Gibbs energy of a mixture of n chemical species containing x i moles of the i-th species can be expressed as:
,..., , 2 1 = X = {x 1 , x 2 , …, x n } is a set of mol numbers, and f i is the chemical potential of the i-th species, given by:
In Eq. (56), the notation:
is introduced, where T is the temperature and p is the total pressure of the system. Thus, Eq. (55) can be rewritten in the form:
Let it be supposed that one starts with a mixture of atoms of m elements and that the number of atoms of the element j is proportional to b j . The determination of the equilibrium composition is equivalent to finding the set of non-negative values of x i which minimize (59) 
where a i is the charge number of species i. The summation in Eq. (61) formally runs over all chemical species, but this sum actually only involves the contributions from atomic and molecular ions and electrons. It is convenient to write Eqs. (60) and (61) (62), and form the expression analogous to (59) , one obtains the optimal coefficients X = {x i , x 2 , …, x n } that lead to the condition ∂G(X) / ∂x i = 0 for all x i , by applying the iterative approach described in Supplement D.
This algorithm has been used in numerous calculations of plasma composition. [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] [93] [94] [95] [96] The free energy data are taken from JANAF Thermochemical Tables, 97 or computed using derived partition functions based on previous quantum chemical calculations of molecular structure parameters. 6,7,98-100 7. PLASMA ELECTROLYTIC OXIDATION Plasma electrolytic oxidation (PEO) is high-voltage anodizing process employed to produce relatively thick oxide coatings on valve metals, such as magnesium, aluminium and titanium, with the incorporation of species originating both from the substrate and electrolyte. During anodization, two types of oxide films can grow, barrier and porous oxide ones. 101 The type of an oxide film is primarily determined by the type of electrolyte and by the anodizing conditions. The thickness of compact barrier oxide films is limited to several hundreds nm due to the dielectric breakdown initiated during film growth. Anodization of metals above the breakdown voltage is followed by an intense generation of sparks. 102 Thick and hard oxide coatings formed by the anodic-spark deposition method can range from tens to hundreds of microns. They consist of a thin barrier layer adjacent to the metal, followed by an intermediate layer with relatively low porosity, and an outer layer containing large pores, cracks and channels. Porous oxide films are formed in electrolytes that partially dissolve oxide films. 103 Such films consist of two regions: an outer one of thick porous-type oxide and a thin compact inner region lying adjacent to the metal. The thickness of the porous oxide films can grow to hundreds of microns.
Anodization of metals is accompanied by the emission of a weak electromagnetic radiation, mostly in the visible region of the spectrum. [104] [105] [106] [107] [108] [109] This process is termed galvanoluminescence (GL) or electroluminescence. 110 GL has been investigated by many authors but explanations of the nature and the mechanism of GL are still not completely resolved, because of the complex environment and the many experimental parameters that determine the intensity and spectral distribution of GL. During the past several years, a group from the Faculty of Physics of the University of Belgrade have conducted a number of investigations of the GL during the anodization of aluminium and showed that the nature and GL intensity depend on the type of the electrolyte (organic or inorganic), surface pre-treatment and anodizing conditions. [111] [112] [113] [114] [115] [116] [117] [118] There are two main reasons for investigating GL: The first one is that it (combined with other kinds of measurements) yields information about the system considered, particularly about the microstructure of the oxide films formed in the anodization process. The second reason is that the discharge built during this process is a convenient medium for the occurrence of a number of spectral lines and bands and thus, it can serve as a source of new spectroscopic information.
Surface pre-treatment of samples (surface preparation and annealing) has a significant influence on GL obtained in inorganic electrolytes. In fact, the pretreatment of samples governs the concentration of "flaws" in oxide films, which are related to the GL mechanism. [111] [112] [113] 116 "Flaws" is a general term for microfissures, cracks, local regions of different compositions and impurities, etc. The annealing temperature of the samples is another pre-treatment factor that affects the GL intensity. Higher annealing temperatures result in higher GL intensities. Annealing at different temperatures has various influences on the state of the surface of a sample, the number of defects, crystal grains and their orientation, in other words, on the concentration of "flaws". The GL of oxide films formed by anodization of aluminium samples annealed at temperatures above 500 °C showed that the sudden rise in the formation of gamma crystalline regions caused by aluminium annealing is strongly related to the appearance of GL and its intensity. 114, 115, 118 An analysis based on literature data on simple molecular species involving the Al atom, as well as those atoms whose presence was possible under given experimental conditions (hydrogen, oxygen, etc.), showed that the sources of GL are the molecules AlH, AlO, Al 2 and AlH 2 , related to the formation of islands of gamma alumina crystals at annealing temperatures above 500 °C. In the case of organic electrolytes, GL is agitated by collision of electrons, injected into the oxide film at the electrolyte-oxide interface and accelerated by the high electric field (nearly 10 7 V cm -1 ), with luminescence centres (carboxylate ions) inside the oxide film. 106, 107 Anodization of metals above the breakdown voltage leads to formation of a plasma, as indicated by the presence of microdischarges on the metal surface, accompanied by gas evolution. 109, 110 Various processes, including chemical, electrochemical, thermodynamical and plasma-chemical reactions, occur at the discharge sites, due to the increased local temperature (10 3 to 10 4 K) and pres-sure (up to ∼10 2 MPa) that modify the structure, composition and morphology of oxide coatings.
Given the liquid environment, optical emission spectroscopy (OES) is the best available technique for PEO plasma characterization. The main difficulty in the application of OES for PEO characterization comes from space and time inhomogeneity of the microdischarges appearing randomly across the anode surface. The first step in the application of OES for PEO is the identification of the atomic and ionic lines in the visible and near UV spectral region. [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] Relative line intensity measurements of species originating in the substrate or in the electrolyte were used for the determination of the electron temperature. 121, 123, 124, 126, 128, 132 The spectral line shape analysis of hydrogen Balmer lines were used for an estimation of the electron density. 122, 123, [126] [127] [128] The molecular vibrational temperature was determined from the luminescence of AlO 129 and MgO. 131 
EXPERIMENTAL
In the experiment to be described, 131 samples of a magnesium alloy (96 % Mg, 3 % Al, and 1% Zn (Goodfellow) with dimensions 25 mm×5 mm×0.25 mm were used as the working electrodes. They were sealed with insulation resin leaving only an active surface with an area of 1.5 cm 2 . Before the anodization, the samples were degreased in acetone, ethanol and distilled water, using an ultrasonic cleaner, and dried in a warm-air stream. The magnesium alloy was anodized in an aqueous solution containing 4 g L -1 Na 2 SiO 3 ·5H 2 O and 4 g L -1 KOH. The electrolyte was prepared using double distilled and deionised water and p.a. grade chemical compounds. During anodization, the current density was set to 150 mA cm -2 .
A schematic diagram of the experimental setup used for the luminescence measurements is shown in Fig. 1 . The anodization occurred in an electrolytic cell with flat glass windows. 107 Two platinum wires (5 cm long, 1 mm in diameter) were used as cathodes. The power supply was a self-made DC power unit providing voltages of 0-600 V and a current of 0-500 mA. During the anodization, the electrolyte was circulated through the chamber-reservoir system, and a control temperature sensor was situated immediately by the sample. The temperature of the electrolyte was kept fixed at 20±1 °C. EC -electrolytic cell; PS -power supply; PP -peristatical pump; CR -chamber-reservoir system; L -achromatic lens; S -spectrograph Hilger; G -diffraction grating (1200 grooves mm -1 ); ICCD -intensified charge coupled device; C -controller ST-133; DM -digital multimeter HP 34970A; PC -personal computer.
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The spectral luminescence was taken on a spectrometer system based on an intensified charge coupled device (ICCD). The optical detection system consisted of a large-aperture achromatic lens, a Hilger spectrometer with diffraction grating of 1200 grooves mm -1 (wavelength range of 43 nm), and a very sensitive PI-MAX ICCD thermoelectrically cooled camera (-40 °C) with a high quantum efficiency (Princeton Instruments). The system was used with several grating positions with an overlapping wavelength range of 5 nm. The image of anode surface was projected with unity magnification to the entrance slit of the spectrometer. The optical detection system was calibrated using a light emitting diodes based light source. 133 The spectra were adjusted to the spectral response of the measuring system. The anodization voltage and the electrolyte temperature were recorded by a 20-channel digital PC-controlled multimeter HP 34970A (DM).
RESULTS AND DISCUSSION

Luminescence of the B 1 Σ + -X 1 Σ + system of MgO during PEO of Mg
In recent years, several research groups were focused on the investigation of PEO as a surface-protective treatment for magnesium and its alloys. [134] [135] [136] [137] [138] Despite numerous studies on metals, primarily on Al, in which OES was used for the characterization of PEO, there are only few such papers on Mg. 128,130,131 , 139,140 Herein, the results of our recent study on this species are presented. 131 In the initial phase of anodization of the magnesium alloy, the voltage increased linearly with time to about 220 V, resulting in a constant rate of increase of the oxide film thickness. Simultaneously, a weak anodic luminescence was observed. This stage of anodization was followed by a deflection from linearity in the voltage curve, starting from the so-called breakdown voltage. During this phase of the process, a large number of sparks appeared, randomly distributed over the surface. Sparking luminescence combined with the anodic one and the total luminescence intensity increased. After the breakdown, the oxide surface became laced with a number of cracks, pores and channels (Fig. 2) .
A number of emission spectral atomic and ionic lines were recorded in the wavelength range from 370 to 850 nm (i.e., from 11800 to 27000 cm −1 ). The species that were identified 141 (K, Na, Mg, H α and O) originated from both the magnesium electrode and the electrolyte. We refrained from using these lines for the determination of plasma parameters, such as temperature and electron density: The spectral resolution was relatively low, so that some of the lines were overlapped, the strong alkali metal lines were at least partly self-absorbed and finally, the sensitivity of the measurements depended on the wavelength, making comparison of lines appearing in different spectral regions difficult.
B 1 Σ + -X 1 Σ + Spectrum of MgO
Now, focus was directed on the wave number range between 19950 and 20400 cm -1 . A number of spectra at different time delays with respect to the beginning of the PEO process were recorded. A typical spectrum is presented in Fig. 3 . It appears as a broad peak with clearly pronounced structure. The most intense sub-peak is at 19976 cm -1 , and the other sub-peaks are blue-shifted with respect to it. While the overall intensity of the broad peak presented in Fig. 3 significantly varied with time, the relative intensities of the sub-peaks within it showed quite small variations. The below used results for relative intensity of the local peaks were obtained by averaging over about 30 recorded spectra. The positions of the sub-peaks are presented in column Exp. 5 of Table III . They were assigned, as will be shown below, to the v′ -v″ = 0 band sequence of the B 1 Σ + --X 1 Σ + emission transition of MgO. 
20007 (42) 20008 (41) 20013 (42) 20018 (42) 20005 (38) 20008 (41) 20041 (38) 20044 (40) 20044
20051 (86) 20049 (82) 20057 (86) 20060 (84) 20049 (82) 20049 (83) 20081 (78) 20084 (81) 20084
20097 (132) 20092 (125) 20103 (132) 20106 (130) 20098 (131) 20092 (125) 20121 (118) 20126 (122) 20127 ( A brief analysis of previous experimental studies on the B-X spectral system of MgO is here presented. In several studies, the rotational constants for the X 1 Σ + and B 1 Σ + states were precisely determined (Table II) . It was found that they are very similar in both electronic states, with that for the upper state being slightly larger. The similarity of the equilibrium bond lengths and vibrational frequencies, as well as the fact that the B-X system involves the 1 Σ species, determines the general structure of the spectrum. It is dominated by the v′ -v″ = 0 band sequence and the bands have P and R branches. The position of the P band heads Table III. The vibrational structure of the blue-green band system was investigated by Ghosh et al. 41 The authors recorded about thirty violet-degraded emission bands in the wave number region between 19000 and 21000 cm −1 and assigned them to the sequences v′ -v″ = 0, ±1, with the vibrational quantum number v up to ten. In the second column of Table III The same band system was later investigated by Mahanti, 13 Lagerqvist and Uhler 16, 42 and Pešić. 19, 43 The experimental results of Lagerqvist 16 and Pešić 43 are shown in columns Exp. 2 and Exp. 3, respectively. The band positions adopted by PG, 12 taken from the studies of Mahanti 13 and Lagerqvist, 16 are presented in column Exp. 4. Pešić 43 adopted from Lagerquist and Uhler 42 the parameters e ,ν T , and ω e x e for the positions of the band origins, corrected them to take into account the difference between the positions of the band origins and band heads and obtained by means of Formula (3) the term values collected in column Fit 2. They agreed well with his own experimental results from column Exp. 3. However, when the original parameters by Lagerquist and Uhler (given at the top of column Fit 3) were used to calculate the origins of the bands with v′ = v″ ≥ 5, as shown in column Fit 3, the agreement with the corresponding experimental data from columns Exp. 1 and Exp. 4 (the numbers in parentheses) becomes poor.
The most reliable parameters for the values of the vibrational term are those presented in the HH book, 10 column Fit 4, because they (in contrast to those used by Ghosh et al. and Pešić) involved the correct vibrational frequencies. However, even they do not describe accurately the positions of v′ = v″ ≥ 4 bands. Thus, no hitherto applied formula quadratic in the vibrational quantum number v has given good reproduction of the measured band positions for higher v values. This is easy to explain: The differences in the wave numbers of the successive bands observed (column Exp. 4) are 42, 44, 46, 50, 51, 58 and 47 cm -1 , and they nearly follow quadratic dependence only for first few terms. This will be born in mind in the following discussion.
Bearing in mind the restrictions caused by specific features of our experiment, the results of the study, 131 column Exp. 5 of Table IV , were found to agree reasonably with previous more precise gas-phase spectral measurements. Namely, the accuracy of the measured band heads was estimated to be roughly ±5 cm −1 . Furthermore, the position of the bands depended to a certain extent on the matrix conditions, and it was not possible to resolve the features corresponding to 1514 RANKOVIĆ et al. isotopic species 24 MgO, 25 MgO, and 26 MgO, the last two each present in relative fractions of about 0.10. 
Computation of F-C factors and vibrational transition moments
FCFs and vibrational TMs for the B 1 Σ + -X 1 Σ + system of MgO were calculated by means of the approaches described in Section 5, "Quantum mechanics". The potential energy part of the Hamiltonian was assumed in the form of polynomials of the third order in the coordinate x ≡ (r -r e ). In this paragraph, the potential energy and the bond length are expressed in atomic units; thus the energy is given in hartree (1 hartree = 27.211 eV) and the bond length in bohr (1 bohr = 0.529177 Å). The force constants k 2 and k 3 were determined by means of Formulae (45) and (46) 
where Δr e = -0.0225 bohr is the difference between the equilibrium bond lengths in the excited and ground electronic state. Thus, both potentials in Eq. (63) are given with respect to the equilibrium bond lengths in the ground state. The form of the electric moment for the transition between the B 1 Σ + and X 1 Σ + states was estimated based on Fig. 4 of the ab initio study: 38 ( ) e',e" au 1.2 0.7 = − + R x (64) The Schrödinger equation (63) with the potentials was solved variationally, as described above. The results for the band origins are presented in the last column of Table IV (Fit 5). For low vibrational quantum numbers (up to v′ = v″ = 3), they coincide with the numbers in the column Fit. 4, generated by employing Formulae (23) with the same set of molecular parameters. The agreement becomes continuously poorer with increasing v′ = v″ ≥ 4, reflecting the restricted reliability of the second-order perturbative approach used to determine the force constants which appear in the Formulae (63) . The computed FCFs and squared vibrational TMs for levels up to v = 6 are given in Table IV . The FCFs computed by Prasad and Prasad 46 and those quoted by Ikeda et al. 25 are given in column F-C exp . The agreement between these three sets of results, particularly for larger FCFs, is very good. This indirectly indicates that also the computed vibrational TMs are reliable. The ratio (TM 2 /FCF) decreases uniformly with increasing vibrational quantum number within the v′ -v″ = 0 sequence, reflecting the decrease of the absolute value of the electric TM with increasing bond length (see Fig. 5a ). 
Estimation of the population of vibrational levels and determination of plasma temperature
The relative population, N v′, of the vibrational levels in the B 1 Σ + electronic state was estimated by means of the procedure described in Section 3, "Spectroscopy". It was obtained for the levels v′ from 0 to 3 as the ratio of the measured intensity of the peaks corresponding to the (0-0), (1-1), (2-2), and (3-3) transitions and the corresponding (squared) vibrational TMs. The values for ln (N v′ /N v′=0 ) as function of the vibrational term values (G′)/quantum numbers of the B 1 Σ + electronic state are displayed in Fig. 4b . The nearly linear dependence of ln (N v′ /N v′=0 ) on the G′ leads to the conclusion quasi-equilibrium conditions existed, at least for vibrational motions. The slope of the straight line, -1/kT, determines the plasma temperature of T ≈ 11500 K. When the TMs are replaced by the corresponding FCFs, T ≈ 9800 K is obtained. The difference between these two temperature values shows that it is important to account for the variation of the electronic transition moment with the bond length. Taking into account the limited accuracy of the present experimental results (the accuracy of measured intensities was roughly estimated to be 10 %), as well as of the ab initio computed electric transition-moment function, it was considered justified to conclude that the temperature of the plasma was T = 11000±2000 K. This value is not very different from that obtained in a study on AlO (T = 8000±2000 K). 129 Assuming T = 11000 K and using the vibrational TMs for v′ = v″ = 0-8, the complete v′ --v″ = 0 band sequence of the B 1 Σ + -X 1 Σ + system of MgO is simulated in Fig. 3 . In spite of some discrepancies between the experimental and simulated results, the general agreement could be considered satisfactory.
Estimation of the plasma temperature based on the use of OH bands
We additionally determined the plasma temperature by means of the A 2 Σ + --X 2 П (v′ = v″ = 0) emission spectrum of OH, employing the approach of de Izarra. 142 Four groups of unresolved rotational lines were recorded with the maxima at 32364, 32484, 32597 and 32622 cm -1 , corresponding to the Q 2 , Q 1 , R 2 , and R 1 band heads, respectively (Fig. 5 ). Using Tables 2-5 from Ref. 142, the temperature was estimated to be 3500±500 K.
Calculation of the plasma composition
At first sight the difference between the temperature estimated by means of the intensity distribution within the MgO band system and that derived from the unresolved rotational spectrum of OH should be a clear indication for the absence of a local thermal equilibrium (LTE) in the plasma. In the first case, one is namely dealing with the vibrational and in the second case, with the rotational temperature, and the possibility that these two motion modes are not in equilibrium with each other must be taken into account. However, there are also other pos-sible explanations. Let it be noted that temperatures similar to those of the present study were reported by several authors. 121, 122, 143, 144 Based on experimental results, Klapkiv 143, 144 proposed a model of the discharge plasma consisting of a central core (containing electrons, ionic and atomic species) with the temperature at roughly 7000 K, surrounded by lower-temperature regions involving various compounds formed in chemical reactions between the species originating both in the substrate and the electrolyte. Arrabal et al. 139 and Hussein at al. 128, 140 estimated a plasma temperature of 7000 K. Dunleavy et al. 122 determined the temperature of the peripheral zone to be about 3500 K by comparing the intensities of the H α and H β Balmer lines, while the use of Mg + and Si + lines yielded T = 16000±3500 K for the plasma core temperature. Employing these data, as well as those for the electron density, they concluded that the LTE conditions were fulfilled in the plasma core, while the colder peripheral region was found to be in partial LTE. Now, the consequences of the assumption of the LTE for all degrees of freedom under the present experimental conditions will be investigated. Employing the method described in Section 6, the composition of a plasma containing Mg, O and H, at temperatures up to T = 12000 K and for pressures of 10 5 , 10 6 , 10 7 and 10 8 Pa, was calculated. Pressures in such a wide region were considered because it was argued that in systems similar to the present one they might be up to ≈10 2 MPa. 145 Since the amounts of Mg, O and H in the investigated plasma were unknown, the computations were performed at Mg:O:H ratios of 1:1:1, 1:1:0, 0:1:1, and 0:1:2 in order to estimate the influence of a particular choice on the conclusions which could be reached on the basis of the results. The free energy data for 26 atomic/ionic/molecular species involving Mg, O and H (plus electrons) collected in JANAF tables 97 were extended by an extrapolation procedure from 6000 to 12000 K. Some of the results are presented in Figs. 6 and 7 .
The results for a pressure of 10 5 Pa (i.e., nearly 1 atm) and at Mg:O:H = = 1:1:1 are presented in Fig. 6 . At T = 11000 K, 90 % of magnesium is in form of Mg + and 10 % appears as Mg, while the partial pressure of MgO is about 1/10 5 of the total pressure. Slightly below T = 9000 K, the partial pressures of Mg and Mg + become equal, and at lower temperatures atomic Mg is the dominating form of magnesium. The most abundant form of magnesium in the temperature region below T = 3000 K is MgOH. The concentration of OH reaches a maximum in the temperature region between 3000 and 4000 K. Increasing the total pressure favours the building (i.e., suppresses dissociation) of MgO, and suppresses the ionization process Mg → Mg + + e -. Consequently, at a total pressure of 10 6 Pa (Fig.  6b of ref. 131) , the partial pressures of Mg and Mg + are nearly equal at 11000 K, and roughly 0.1 % of the magnesium is in form of MgO. At p = 10 7 Pa (Fig 6c in  ref. 131 ) and T = 11000 K, about 2 % of the magnesium is in form of MgO. Finally, at p = 10 8 Pa (Fig. 7) and T = 11000 K, the partial pressure of MgO ex-ceeds that of Mg + , becoming only four times lower than that of the most abundant magnesium species, atomic Mg. Now an attempt will be made to interpret our experimental results in the light of the calculated plasma compositions. 131 The first question concerns the reliability of the value of T = 11000 K, based on the intensity distribution within the B 1 Σ + -X 1 Σ + band system of MgO. Is it possible to obtain this molecular spec-trum at such a high temperature? First, it should be noted that in LTE, the population of the B 1 Σ + electronic state of MgO would be about 7 % with respect to that of the ground state at T = 11000 K. Thus, it would be large enough to cause the appearance of an emission spectrum if the MgO molecules were present in a sufficient concentration at this temperature. The results of the above calculations of the plasma composition show that this is the case when the pressure in the plasma core is higher than the normal one. This is illustrated in Fig. 8 How reliable is the lower temperature value (T ≈ 3500 K), based on the measured OH spectrum? Let the problem be sharpened: suppose that it is certain that an LTE exists and that the approaches for estimating the temperature T = 3500 K from the OH band and T = 11000 K from the MgO bands are completely exact. Does this necessarily mean that there are only these two temperatures characterizing the plasma? Is it not possible that there is a relatively large region of the plasma where the temperature is, say, 5000 K, but the OH and MgO spectra are not obtained from this region because the temperature is too high for existence of OH molecules and too low for excitation of the MgO molecules? In order to answer this question, the function p OH ×exp(-E/kT) = f(T) is shown in Fig. 9 (at the moment, we concentrate solely on OH; an analogous analysis could be applied to MgO), where E ≈ 32600 cm -1 ×hc is the excitation energy for the A 2 Σ + electronic state and p OH is the partial pressure of OH. Due to near cancellation of the effect of decrease in p OH and increase in exp(-E/kT) with increasing T, there is almost no dependence of p OH ×exp(-E/kT) on T in the temperature region between 4000 and 12000 K, independently of the pressure and global plasma compositions considered. The intensity of the OH bands should be even higher if the temperature in the region where the OH molecules exist were higher than the estimated T = 3500 K. Two conclusions can be drawn: the OH molecules are formed and exist only in the peripheral, colder plasma region; the temperature gradient between the peripheral region and the plasma core is very high, having as a consequence a very narrow plasma region with intermediate temperatures. The second conclusion supports the Klapkiv model, 143, 144 and is in accordance with the results by 131 Dunleavy et al. 122 who obtained, using a completely different method, a low-region temperature identical to that of the present study.
CONCLUSIONS
The research described in the present review began in the field of material science. The starting goal was to investigate the behaviour of metal alloys in the process of plasma electrolytic oxidation. Special electronics, optics, microscopy and crystallography were needed to enquire the morphology of the material, particularly of the thin oxide films produced. In order to obtain information about the processes which occurred, with the aim to become able to monitor them, luminescence spectra were recorded. Their identification led into the field of atomic and molecular spectroscopy. The understanding, and in certain cases even assignment of molecular features recorded, would not have been possible without the use of results of quantum-chemical calculations. On the other hand, it turned out that the systems in question could serve as a source of new spectroscopic information. For an estimation of important parameters, such as temperature and electron number density, various plasma diagnostics methods had to be applied. The results of measurements of molecular spectra were combined with quantummechanical calculations for an estimation of the plasma parameters when the standard approaches failed. In order to understand the appearance of the spectra, and the features of the system they originate from, the compositions of the plasmas in question were calculated. This required the use of methods of classical and statistical thermodynamics. The message of the present review is just to show how many different scientific fields encompass an, at first glance, simple research problem.
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