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Abstract
We consider an initial boundary problem for the planar MHD system under the
general condition on the heat conductivity κ that may depend on both the density ρ
and the temperature θ satisfying κ(ρ, θ) ≥ κ1θq for some constants κ1 > 0 and q > 0.
Firstly, the global existence of strong solution for large initial data is obtained, and then
the limit of the vanishing shear viscosity is justified. In addition, the L2 convergence
rate is obtained together with the estimation on the thickness of the boundary layer.
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1 Introduction
The planar Magnetohydrodynamics (MHD) system with constant longitudinal magnetic field
is governed by the following equations:
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2 + p+
1
2
|b|2
)
x
= (λux)x,
(ρw)t + (ρuw − b)x = (µwx)x,
bt + (ub−w)x = (νbx)x,
(ρe)t + (ρue)x − (κex)x + pux = λu2x + µ|wx|2 + ν|bx|2.
(1.1)
Here ρ denotes the density, θ the temperature, u ∈ R the longitudinal velocity, w =
(w1, w2) ∈ R2 the transverse velocity, b = (b1, b2) ∈ R2 the transverse magnetic field,
p = p(ρ, θ) the pressure, e = e(ρ, θ) the internal energy, and κ = κ(ρ, θ) the heat conductiv-
ity respectively. The coefficients λ, µ and ν are assumed to be positive constants, where λ
∗E-mail address: matyang@cityu.edu.hk
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and µ are the viscosity coefficients, and ν is the magnetic diffusivity. And the state equations
are
p = γρθ, e = cvθ, (1.2)
with constants γ > 0 and cv > 0. Without loss of generality, set cv = 1. Based on some
physical models in which κ grows like θq, for example, q ∈ [4.5, 5.5] for molecular diffusion
in gas (see [26]), we assume that κ = κ(ρ, θ) is twice differential in R+ × R+ and satisfies
κ(ρ, θ) ≥ κ1θq with constants κ1 > 0 and q > 0. (1.3)
In this paper, we consider system (1.1) in a bounded domain QT = Ω × (0, T ) with
Ω = (0, 1) under the following initial and boundary conditions:{
(ρ, u, θ,w,b)(x, 0) = (ρ0, u0, θ0,w0,b0)(x),
(u,b, θx)|x=0,1 = 0, w(0, t) = w−(t), w(1, t) = w+(t).
(1.4)
We aim to study the global existence, vanishing shear viscosity limit, convergence rate and
boundary layer effect of solutions to problem (1.1)-(1.4) with large initial data under the
condition (1.3).
Because of its physical importance and mathematical challenge, the MHD system has
been extensively studied, see [1–4, 10, 12, 15, 17, 22, 23] and the references therein. Without
magnetic effect, MHD system is reduced to the compressible Navier-Stokes equations that
are better understood mathematically. For example, in one space dimension, there is a
seminal work by Kazhikhov and Shelukhin [14] on the global existence of strong solutions
for the compressible Navier-Stokes equations with constant coefficients and large initial data.
However, the corresponding result for the MHD system with constant coefficients remains
well known unsolved problem.
On the other hand, as for the well-posedness theory of MHD, Vol’pert and Hudjaev [23]
firstly proved the existence and uniqueness of local smooth solutions, and then the global
existence of smooth solution with small initial data was established in [12]. In addition,
under the following condition on κ:
C−1(1 + θq) ≤ κ(ρ, θ) ≤ C(1 + θq), q > 0, (1.5)
the existence of global solution to the problem (1.1)-(1.4) with large initial data was studied
in [2,22] for q ≥ 2, [5] for q ≥ 1, and [6,9] for q > 0. In fact, the condition like (1.5) was also
used in other papers, cf. [3,5,6,11,13,22] and references therein. In this paper, we will firstly
show the global existence of strong solution to the problem (1.1)-(1.4) under the condition
(1.3).
The problem of vanishing viscosity has been an interesting and challenging problem
in many setting, in particular with boundary, for example, in the boundary layer theory
(cf. [20]). And there are many mathematical results on this problem, cf. [7, 8, 11, 19, 21, 25]
for the work on Navier-Stokes equations, and [5, 6] for the problem (1.1)-(1.4). As a second
result of this paper, we will justify such limit in term of vanishing of shear viscosity and
describe the convergence of w and b under the condition (1.3).
Now we briefly review some related works on the boundary layer theory that is one
of the fundamental problems in fluid dynamics established by Prandtl in 1904. Without
the magnetic effect, Frid and Shelukhin [8] investigated the boundary layer effect of the
compressible isentropic Navier-Stokes equations with cylindrical symmetry, and proved the
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existence of boundary layers thickness in the order of O(µα)(0 < α < 1/2). Recently, this
result was investigated in a more general setting, cf. [11, 19] for the non-isentropic case
and [25] for the case with density-dependent viscosity. With the magnetic field, the authors
in [24] studied the problem on boundary layer for the isentropic planar MHD system with
the constant initial data and obtained the same thickness of boundary layer estimate as
in [8, 11, 19]. In this paper, we extend this result to problem (1.1)-(1.4) in general setting
by introducing some new analytic technique in obtaining the Lp estimate on the second
derivative of the velocity field by using theories for linear parabolic equations.
In the following, some notation will be used. Firstly, denote Qt = Ω × (0, t) for t ∈
(0, T ]. For integer k ≥ 0, constant p ≥ 1 and O ⊂ Rn, W k,p(O) and W k,p0 (O) denote the
usual Sobolev spaces. Lp(I, B) is the space of all strong measurable, pth-power integrable
(essentially bounded if p = ∞) functions from I to B, where I ⊂ R and B is a Banach
space. For simplicity, we also use the notation ‖(f, g, · · · )‖2B = ‖f‖2B + ‖g‖2B + · · · for
f, g, · · · belonging to B equipped with a norm ‖ · ‖B.
The initial and boundary functions are assumed to satisfy
ρ0 > 0, θ0 > 0, ‖(ρ−10 , θ−10 )‖C(Ω) <∞, ‖(w−,w+)‖C1[0,T ] <∞,
(ρ0,w0, θ0) ∈ W 1,2(Ω), b0 ∈ W 1,20 (Ω), u0 ∈ W 1,20 (Ω) ∩W 2,m(Ω), m ∈ (1,+∞),
u0(1) = u0(0) = 0, w0(0) = w
−(0), w0(1) = w
+(0).
(1.6)
Then the first result of this paper can be stated as follows.
Theorem 1.1. Let (1.3) and (1.6) hold. Then
(i) For any fixed µ > 0, problem (1.1)–(1.4) admits a unique strong solution (ρ, u,w,b, θ)
satisfying
inf
QT
ρ > 0, inf
QT
θ > 0, (ρ, u,w,b, θ) ∈ L∞(QT ), ρ ∈ L∞(0, T ;W 1,2(Ω)), ρt ∈ L2(QT ),
(u,w,b, θ) ∈ L∞(0, T ;W 1,2(Ω)) ∩ L2(0, T ;W 2,2(Ω)), (ut,wt,bt, θt) ∈ L2(QT ).
Moreover, there exists a positive constant C independent of µ such that
C−1 ≤ ρ, θ ≤ C, ‖(u,w,b)‖L∞(QT ) ≤ C,
‖(ρt, ρx, ux,bx, θx)‖L∞(0,T ;L2(Ω)) + ‖(ut,bt, θt, uxx, θxx)‖L2(QT ) ≤ C,
‖wx‖L∞(0,T ;L1(Ω)) + ‖wt‖L2(QT ) ≤ C,
µ1/4‖wx‖L∞(0,T ;L2(Ω)) + µ3/4‖wxx‖L2(QT ) ≤ C,
‖√ωwx‖L∞(0,T ;L2(Ω)) + ‖
√
ωbxx‖L2(QT ) ≤ C,
(1.7)
where ω : [0, 1]→ [0, 1] is defined by
ω(x) =
{
x, 0 ≤ x ≤ 1/2,
1− x, 1/2 ≤ x ≤ 1.
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(ii) There exist functions (ρ, u,w,b, θ) in the family F defined by
F :

ρ, θ > 0, (u,b)|x=0,1 = 0,
(ρ, 1/ρ, u,w,b, θ, 1/θ) ∈ L∞(QT ), w ∈ L∞(0, T ;W 1,1(Ω)),
(ρt, ρx, ux,bx, θx) ∈ L∞(0, T ;L2(Ω)), (ux,bx, θx) ∈ L2(0, T ;L∞(Ω)),(
ut,wt,bt, θt, uxx, θxx
) ∈ L2(QT ),√
ωwx ∈ L∞(0, T ;L2(Ω)),
√
ωbxx ∈ L2(QT ),
such that as µ→ 0
(ρ, u,b, θ)→ (ρ, u,b, θ) in Cα(QT ), ∀α ∈ (0, 1/4),
(ux,bx, θx)→ (ux,bx, θx) strongly in L2(QT ),
(ρt, ρx)⇀ (ρt, ρx) weakly − ∗ in L∞(0, T ;L2(Ω)),
(ut,bt, θt, uxx, θxx)⇀ (ut,bt, θt, uxx, θxx) weakly in L
2(QT ),
bxx ⇀ bxx weakly in L
2
(
(δ, 1− δ)× (0, T )), ∀δ ∈ (0, 1/2),
and
w→ w in Cα([δ, 1− δ]× [0, T ]), ∀δ ∈ (0, 1/2), α ∈ (0, 1/4),
wt ⇀ wt weakly in L
2(QT ),
wx ⇀ wx weakly − ∗ in L∞(0, T ;L2(δ, 1− δ)), ∀δ ∈
(
0, 1/2
)
,
w→ w strongly in Lr(QT ), ∀r ∈ [1,+∞),√
µ‖wx‖L2(QT ) → 0.
Moreover, (ρ, u,w,b, θ) is the unique solution of problem (1.1)–(1.4) with µ = 0 in F.
(iii) Let (ρ, u,w,b, θ) ∈ F be a solution for problem (1.1)–(1.4) with µ = 0. Then
‖(ρ− ρ, u− u,w−w,b− b, θ − θ)‖L∞(0,T ;L2(Ω))
+ ‖(ux − ux,bx − bx, θx − θx)‖L2(QT ) = O(µ1/4).
Remark 1.1. Following the argument in [14](cf. [2]), (1.7) implies that problem (1.1)–(1.4)
admits a unique classical solution if the initial data is sufficiently smooth.
We now present a sketch of the proof of (1.7). Firstly, the uniform upper and lower
bounds of the density can be obtained as in the previous literatures, cf. [5, 6, 9, 24]. A key
observation in the paper is to obtain a uniform bound on ‖uxx‖Lm0 (QT )(m0 > 1) that can be
obtained by the Lp-theory of linear parabolic equations (see Lemma 2.5). In fact, by using
this estimate and some delicate analysis, we then deduce the key estimates of the bounds on
‖ωwx‖L∞(0,T ;L2(Ω)) and ‖(ut,bt,wt, uxx, θx, ωbxx)‖L2(QT )(see Lemma 2.10). In this step, the
difficulty caused by the coupling between the transverse velocity and transverse magnetic
field is overcome. With these uniform estimates with respect to µ, the uniform bounds
on ‖√ωwx‖L∞(0,T ;L2(Ω)) and
(
µ1/4‖wx‖L∞(0,T ;L2(Ω))+µ3/4‖wxx‖L2(QT )
)
(see Lemma 2.13) can
then be obtained that are essential to the estimation on both convergence rate and boundary
layer thickness. In addition, an upper bound on θ follows (see Lemma 2.14) together with
the uniform bound on ‖(θt, θxx)‖L2(QT ) (see Lemma 2.15).
The next result of this paper is about the estimation on the thickness of boundary layer.
For this, we first recall the definition of a BL-thickness, cf. [8], as follows
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Definition 1.2. A function δ(µ) is called a BL-thickness for problem (1.1)-(1.4) with van-
ishing µ if δ(µ) ↓ 0 as µ ↓ 0, and
lim
µ→0
‖(ρ− ρ, u− u,w−w,b− b, θ − θ)‖L∞(0,T ;L∞(δ(µ),1−δ(µ)) = 0,
inf lim
µ→0
‖(ρ− ρ, u− u,w−w,b− b, θ − θ)‖L∞(0,T ;L∞(Ω)) > 0,
where (ρ, u,w,b, θ) and (ρ, u,w,b, θ) are the solutions to problem (1.1)-(1.4) with µ > 0
and µ = 0, respectively.
The second result of this paper is
Theorem 1.3. Let the assumptions in Theorem 1.1 hold. Then any function δ(µ) satisfying
δ(µ) ↓ 0 and
√
µ
δ(µ)
→ 0 as µ ↓ 0 is a BL-thickness for problem (1.1)-(1.4) such that
lim
µ→0
‖(ρ− ρ, u− u,b− b, θ − θ)‖Cα(QT ) = 0, ∀α ∈ (0, 1/4),
lim
µ→0
‖w−w‖L∞(0,T ;L∞(δ(µ),1−δ(µ))) = 0, inf lim
µ→0
‖w−w‖L∞(0,T ;L∞(Ω)) > 0,
when (w−(t),w+(t)) 6≡ (w(0, t),w(1, t)).
The rest of this paper is organized as follows. In Section 2, we will prove Theorem 1.1.
The proof of Theorem 1.3 will be given in Section 3.
2 Proof of Theorem 1.1
The existence and uniqueness of local solution can be obtained by using the Banach theorem
and the contractivity of the operator through the linearization of the system, cf. [18,22]. Then
to obtain global solution, we only need to close the a priori estimates of solutions. The next
subsection is about deriving the µ-uniform estimates given in (1.7). From now on, we use C
to denote a positive generic constant independent of µ.
2.1 A priori estimates independent of µ
Firstly, rewrite (1.1) as
Et +
[
u
(E + p+ 1
2
|b|2)−w · b]
x
=
(
λuux + µw ·wx + νb · bx + κθx
)
x
,
(ρS)t + (ρuS)x −
(
κθx
θ
)
x
=
λu2x + µ|wx|2 + ν|bx|2
θ
+
κθ2x
θ2
,
(2.1)
where E and S are the total energy and the entropy, respectively, given by
E = ρ
[
θ +
1
2
(u2 + |w|2)
]
+
1
2
|b|2, S = ln θ − γ ln ρ.
Lemma 2.1. Under the assumptions in Theorem 1.1, we have∫
Ω
ρ(x, t)dx =
∫
Ω
ρ0(x)dx, ∀t ∈ (0, T ),
sup
0<t<T
∫
Ω
[
ρ(θ + u2 + |w|2) + |b|2]dx ≤ C,∫∫
QT
(
λu2x + µ|wx|2 + ν|bx|2
θ
+
κθ2x
θ2
)
dxdt ≤ C.
(2.2)
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Proof. Integrating (2.1)1 over Qt = Ω× (0, t) yields∫
Ω
Edx =
∫
Ω
E|t=0dx+ µ
∫ t
0
(w ·wx)|x=1x=0ds. (2.3)
To estimate the final integral on the right hand side of (2.3), we first integrate (1.1)3 from
x = a to x, where a = 0 or 1, and then integrate the resulting equation over Ω to obtain
µwx(a, t) = µ
(
w+ −w−)− ∫
Ω
(ρuw − b)dx− ∂
∂t
(∫
Ω
∫ x
a
ρwdydx
)
.
Taking the inner product with w(a, t) and integrating over (0, t) yield
µ
∫ t
0
(w ·wx)(a, s)ds =µ
∫ t
0
(
w+ −w−) ·w(a, s)ds− ∫ t
0
w(a, s) ·
(∫
Ω
(ρuw − b)dx
)
ds
−w(a, t) ·
(∫
Ω
∫ x
a
ρwdydx
)
+w(a, 0) ·
(∫
Ω
∫ x
a
ρ0w0dydx
)
+
∫ t
0
wt(a, t) ·
(∫
Ω
∫ x
a
ρwdydx
)
dt.
Using Young inequality and (2.2)1, we obtain∣∣∣∣µ ∫ t
0
(w ·wx)(a, s)ds
∣∣∣∣ ≤ C + 12
∫
Ω
Edx+ C
∫∫
Qt
Edxds.
Substituting it into (2.3) and using Gronwall inequality, we obtain (2.2)2.
(2.2)3 follows from integrating (2.1)2 and using (2.2)2. And this completes the proof of
the lemma.
The following estimates can be obtained as in [5,6,9]. For the completeness of the paper,
we briefly present its proof.
Lemma 2.2. Under the assumptions in Theorem 1.1, we have
C−1 ≤ ρ ≤ C, θ ≥ C,∫ T
0
‖θ‖q+1−αL∞(Ω)dt+
∫∫
QT
κθ2x
θ1+α
dxdt ≤ C, ∀α ∈ (0,min{1, q}),∫ T
0
‖b‖2L∞(Ω)dt+
∫∫
QT
(
λu2x + µ|wx|2 + ν|bx|2
)
dxdt ≤ C,∫∫
QT
|θx|3/2dxdt ≤ C.
(2.4)
Proof. We first prove that ρ ≤ C. Denote
φ =
∫ t
0
P˜ (x, s)ds+
∫ x
0
ρ0(y)u0(y)dy, P˜ = λux − ρu2 − γρθ − 1
2
|b|2.
Then
(ρu)t = P˜x, φt = P˜ , φx|x=0,1 = 0, φ|t=0 =
∫ x
0
ρ0(y)u0(y)dy.
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By Lemma 2.1, we have that ‖φx‖L∞(0,T ;L1(Ω)) + |
∫
Ω
φdx| ≤ C, thus, ‖φ‖L∞(0,T ;L∞(Ω)) ≤ C.
From this and the fact that the function F := eφ/λ satisfies
Dt(ρF ) := ∂t(ρF ) + u∂x(ρF ) = −1
λ
(
p+
1
2
|b|2
)
ρF ≤ 0,
it follows that ρ ≤ C.
It follows from (1.1)5 that
θt + uθx − 1
ρ
(κθx)x ≥λ
ρ
(
u2x −
p
λ
ux
)
=
λ
ρ
(
ux − p
2λ
)2
− γ
2
4λ
ρθ2.
By ρ ≤ C, we have that θt + uθx − 1ρ(κθx)x + Kθ2 ≥ 0, where K is a positive constant
independent of µ. Let z = θ − θ, where θ = minΩ θ0
Ct+1
with C = KminΩ θ0. Then zx|x=0,1 =
0, z|t=0 ≥ 0, and
zt + uzx − 1
ρ
(κzx)x +K(θ + θ)z
= θt + C
minΩ θ0
(Ct+ 1)2
+ uθx − 1
ρ
(κθx)x +Kθ
2 −K
(
minΩ θ0
Ct + 1
)2
≥ 0,
thus, z ≥ 0 on QT by the Comparison Theorem that gives θ ≥ C.
Multiplying (1.1)5 by θ
−α with α ∈ (0,min{1, q}) and integrating over QT , we have∫∫
QT
λu2x
θα
dxdt + α
∫∫
QT
κθ2x
θ1+α
dxdt ≤
∫∫
QT
[(ρθ)t + (ρuθ)x + pux]θ
−αdxdt. (2.5)
From Lemma 2.1, θ ≥ C and Ho¨lder inequality, we obtain∫∫
QT
[(ρθ)t + (ρuθ)x]θ
−αdxdt =
1
1− α
∫
Ω
ρθ1−αdx− 1
1− α
∫
Ω
ρ0θ
1−α
0 dx ≤ C,
and ∫∫
QT
puxθ
−αdxdt ≤1
2
∫∫
QT
u2x
θα
dxdt+ C
∫∫
QT
ρ2θ2−αdxdt
≤1
2
∫∫
QT
u2x
θα
dxdt+ C
∫ T
0
‖θ‖1−αL∞(Ω)ds.
By the embedding theorem, Young inequality and θ ≥ C, we have that if q ≥ 1− α, then∫ T
0
‖θ‖1−αL∞(Ω)ds ≤C + C
∫∫
QT
|θ−αθx|dxds
≤C + C
∫ T
0
(∫
Ω
|θx|2θ1−α
θ1+α
dx
)1/2
dt
≤C
ǫ
+ ǫ
∫∫
QT
κθ2x
θ1+α
dxdt, ∀ǫ ∈ (0, 1).
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If 0 < q < 1− α, then∫ T
0
‖θ‖1−αL∞(Ω)dt ≤C + C
∫∫
QT
|θ−αθx|dxdt
≤C + C
∫ T
0
(∫
Ω
θq|θx|2
θ1+α
θ1−α−qdx
)1/2
dt
≤C + ǫ
∫∫
QT
κθ2x
θ1+α
dxdt+
C
ǫ
∫ T
0
‖θ‖1−α−qL∞(Ω)dt
≤C(ǫ) + ǫ
∫∫
QT
κθ2x
θ1+α
dxdt +
1
2
∫ T
0
‖θ‖1−αL∞(Ω)dt.
Substituting them into (2.5) and taking a small ǫ, we obtain that
∫∫
QT
κθ2x
θ1+α
dxdt ≤ C. As a
consequence,
∫ T
0
‖θ‖q+1−αL∞(Ω)dt ≤ C.
Integrating (1.1)5 over QT and using Lemma 2.1, we have∫∫
QT
(
λu2x + µ|wx|2 + ν|bx|2
)
dxdt =
1
2
∫
Ω
ρθdx− 1
2
∫
Ω
ρ0θ0dx+
∫∫
QT
puxdxdt
≤C + λ
2
∫∫
QT
u2xdxdt + C
∫ T
0
‖θ‖L∞(Ω)
∫
Ω
ρθdxdt
≤C + λ
2
∫∫
QT
u2xdxdt.
Hence,
∫∫
QT
(λu2x + µ|wx|2 + ν|bx|2) dxdt ≤ C. Consequently,
∫ T
0
‖b‖2L∞(Ω)dt ≤ C.
Simple calculation yields
Dt
(
1
ρF
)
=
1
λ
(
p+
1
2
|b|2
)
1
ρF
.
Thus, ‖(ρF )−1‖L∞(QT ) ≤ C by using
∫ T
0
(‖θ‖L∞(Ω) + ‖b‖2L∞(Ω))dt ≤ C, so ρ ≥ C.
It remains to show (2.4)4. By (2.4)1 and (2.4)2, we have∫∫
QT
θ2x
θ
dxdt ≤ C. (2.6)
Then, from Lemma 2.1, (2.4)1 and the Ho¨lder inequality, we have
θ ≤
∫
Ω
θdx+
∫
Ω
|θx|dx ≤ C + C
(∫
Ω
θ2x
θ
dx
)1/2(∫
Ω
θdx
)1/2
.
Thus, (2.6) yields ∫ T
0
‖θ‖2L∞(Ω)dt ≤ C. (2.7)
It follows from the Ho¨lder inequality, Lemma 2.1 and (2.7) that∫∫
QT
|θx|3/2dxdt ≤
(∫∫
QT
θ2x
θ
dxdt
)3/4(∫∫
QT
θ3dxdt
)1/4
≤C
(∫ T
0
‖θ2‖L∞(Ω)
∫
Ω
θdxdt
)1/4
≤ C.
And this completes the proof of the lemma.
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About the estimation on the magnetic field b, we have
Lemma 2.3. Under the assumptions in Theorem 1.1, we have
sup
0<t<T
∫
Ω
|b|4dx+
∫∫
QT
|b|2|bx|2dxdt ≤ C.
Proof. Taking the inner product of (1.1)4 with 4|b|2b and integrating over Qt, we obtain∫
Ω
|b|4dx+ 4ν
∫∫
Qt
|b|2|bx|2dxds+ 8ν
∫∫
Qt
|b · bx|2dxds
=
∫
Ω
|b0|4dx+ 4
∫∫
Qt
wx · (|b|2b)dxds− 4
∫∫
Qt
(ub)x · (|b|2b)dxds.
(2.8)
Using the Young inequality, we have∫∫
Qt
wx · (b|b|2)dxds = −
∫∫
Qt
w · (bx|b|2)dxds− 2
∫∫
Qt
(w · b)(b · bx)dxds
≤ ν
4
∫∫
Qt
|b|2|bx|2dxds+ C
∫∫
Qt
|w|2|b|2dxds
≤ ν
4
∫∫
Qt
|b|2|bx|2dxds+ C
∫ t
0
‖b‖2L∞(Ω)
∫
Ω
|w|2dxds
≤ ν
4
∫∫
Qt
|b|2|bx|2dxds+ C,
(2.9)
where we have used (2.2)2 and (2.4)3. On the other hand, we have
−
∫∫
Qt
(ub)x · |b|2bdxds = 3
∫∫
Qt
u(bx · b)|b|2dxds
≤ ν
4
∫∫
Qt
|b|2|bx|2dxds+ C
∫∫
Qt
u2|b|4dxds
≤ ν
4
∫∫
Qt
|b|2|bx|2dxds+ C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
|b|4dxds.
(2.10)
Plugging (2.9) and (2.10) into (2.8) and using the Gronwall inequality, we complete the proof
of the lemma by noticing
∫ T
0
‖u2‖L∞(Ω)dt ≤ C
∫∫
QT
u2xdxdt ≤ C.
Lemma 2.4. Under the assumptions in Theorem 1.1, we have
sup
0<t<T
∫
Ω
ρ2xdx+
∫∫
QT
(
ρ2t + θρ
2
x
)
dxdt ≤ C,
|ρ(x, t)− ρ(y, s)| ≤ C (|x− y|1/2 + |s− t|1/4) , ∀(x, t), (y, s) ∈ QT . (2.11)
Proof. Set η = 1/ρ. It follows from the equation (1.1)1 that ux = ρ(ηt + uηx). Substituting
it into (1.1)2 yields
[ρ(u− ληx)]t + [ρu(u− ληx)]x = γρ2(θηx − ηθx)− b · bx.
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Multiplying it by (u− ληx) and integrating over Qt, we have
1
2
∫
Ω
ρ(u− ληx)2dx+ γλ
∫∫
Qt
θρ2η2xdxds
=
1
2
∫
Ω
ρ0(u0 + λρ
−2
0 ρ0x)
2dx+ γ
∫∫
Qt
ρ2θuηxdxds
− γ
∫∫
Qt
ρ2ηθx(u− ληx)dxds−
∫∫
Qt
b · bx(u− ληx)dxds.
(2.12)
Using the Young inequality and Lemmas 2.1-2.2, we obtain
γ
∫∫
Qt
ρ2θuηxdxds ≤ γλ
2
∫∫
Qt
θρ2η2xdxds+ C
∫∫
Qt
θu2dxds
≤ γλ
2
∫∫
Qt
θρ2η2xdxds+ C
∫ t
0
‖θ‖L∞(Ω)
∫
Ω
u2dxds
≤ C + γλ
2
∫∫
Qt
θρ2η2xdxds.
(2.13)
By the Cauchy inequality, (2.6) and Lemma 2.3, we have
− γ
∫∫
Qt
ρ2ηθx(u− ληx)dxds−
∫∫
Qt
b · bx(u− ληx)dxds
≤ C + C
∫∫
Qt
θρ(u− ληx)2dxds+ C
∫∫
Qt
θ2x
θ
dxds+ C
∫∫
Qt
ρ(u− ληx)2dxds
≤ C + C
∫ t
0
(
1 + ‖θ‖L∞(Ω)
) ∫
Ω
ρ(u− ληx)2dxds.
(2.14)
Substituting (2.13) and (2.14) into (2.12) and using the Gronwall inequality, we obtain
sup
0<t<T
∫
Ω
ρ2xdx+
∫∫
QT
θρ2xdxds ≤ C.
Using this estimate and Lemma 2.2, one can derive from the equation (1.1)1 that∫∫
QT
ρ2tdxdt ≤C
∫ T
0
‖u2‖L∞(Ω)
∫
Ω
ρ2xdxdt+ C
∫∫
QT
u2xdxdt ≤ C,
that implies (2.11)1.
We now turn to (2.11)2. Let β(x) = ρ(x, t) − ρ(x, s) for any x ∈ [0, 1] and s, t ∈ [0, T ]
with s 6= t. Then for any x ∈ [0, 1] and δ ∈ (0, 1/2], there exist some y ∈ [0, 1] and ξ between
x and y such that δ = |y − x| and β(ξ) = 1
x−y
∫ x
y
β(z)dz, and
β(x) =
1
x− y
∫ x
y
β(z)dz +
∫ x
ξ
β ′(z)dz.
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Thus, from the Ho¨lder inequality and (2.11)1, we have
|β(x)| ≤1
δ
∣∣∣∣∫ x
y
β(z)dz
∣∣∣∣ + ∣∣∣∣∫ x
ξ
β ′(z)dz
∣∣∣∣
≤1
δ
∣∣∣∣∫ x
y
∫ t
s
ρτdτdz
∣∣∣∣ + ∣∣∣∣∫ x
ξ
[ρz(z, t)− ρz(z, s)] dz
∣∣∣∣
≤1
δ
(∫∫
QT
ρ2τdτdz
)1/2
|x− y|1/2|s− t|1/2 +
(
2 sup
0<t<T
∫ 1
0
|ρz(z, t)|2dz
)1/2
|x− ξ|1/2
≤Cδ−1/2|s− t|1/2 + Cδ1/2.
If 0 < |s− t|1/2 < 1/2, taking δ = |s− t|1/2 yields
|ρ(x, s)− ρ(x, t)| ≤ C|s− t|1/4. (2.15)
If |s− t|1/2 ≥ 1/2, then (2.15) holds because ρ is uniformly bounded in µ.
From (2.11)1, we have that |ρ(x, t)− ρ(y, t)| =
∣∣∣ ∫ xy ρzdz∣∣∣ ≤ C|x− y|1/2. Thus, (2.11)2 is
proved and this completes the proof of the lemma.
The following is the key lemma in this paper that leads to a new approach for the
estimation on the uniform bounds in the general setting presented in this paper.
Lemma 2.5. Under the assumptions in Theorem 1.1, we have∫∫
QT
|uxx|m0dxdt ≤ C, m0 = min{m, 4/3}. (2.16)
In particular, ∫ T
0
‖ux‖m0L∞(Ω)dt ≤ C. (2.17)
Proof. We will apply the Lp estimates of linear parabolic equations (see [16, Theorem 7.17])
to obtain (2.16). Firstly, rewrite the equation (1.1)2 as
ut − λ
ρ
uxx = −uux − γθx − γ
ρ
ρxθ − 1
ρ
b · bx =: f. (2.18)
From (2.11)2, the coefficient a(x, t) := λ/ρ is uniformly bounded in C
1/2,1/4(QT ). By noticing
the condition u0 ∈ W 2,m(Ω) for some m > 1 in (1.6), it suffices to give a uniform bound of
f in L4/3(QT ).
From Lemmas 2.2 and 2.3, the second term and the forth term on the right hand side of
(2.18) are uniformly bounded in L3/2(QT ) and L
2(QT ), respectively.
Using the Ho¨lder inequality and Lemma 2.1, we obtain
u2 ≤ 2
∫
Ω
|uux|dx ≤ 2
(∫
Ω
u2dx
)1/2(∫
Ω
u2xdx
)1/2
≤ C
(∫
Ω
u2xdx
)1/2
.
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It follows from Lemma 2.2 that
∫ T
0
‖u‖4L∞(Ω)dt ≤ C. The Young inequality gives∫∫
QT
|uux|3/2dxdt ≤ C
∫∫
QT
u2xdxdt+ C
∫∫
QT
u6dxdt
≤ C + C
∫ T
0
‖u‖4L∞(Ω)
∫
Ω
u2dxdt ≤ C.
For the third term on the right hand side of (2.18), we use (2.11)1 and (2.7) to obtain∫∫
QT
|ρxθ|4/3dxdt ≤ C
∫∫
QT
ρ2xθdxdt+ C
∫∫
QT
θ2dxdt ≤ C.
Consequently, ‖f‖L4/3(QT ) ≤ C. Thus (2.16) is proved.
(2.17) is an immediate consequence of (2.16), and this completes the proof of the lemma.
As a direct application of Lemma 2.5, we have
Lemma 2.6. Under the assumptions in Theorem 1.1, we have
µ sup
0<t<T
∫
Ω
|wx|2dx+ µ2
∫∫
QT
|wxx|2dxdt ≤ C.
Proof. Rewrite (1.1)3 as
−wt + µ
ρ
wxx = uwx − 1
ρ
bx. (2.19)
Taking the inner product with µwxx and integrating over Qt yield
µ
2
∫
Ω
|wx|2dx+ µ2
∫∫
Qt
1
ρ
|wxx|2dxdx
=
µ
2
∫
Ω
|w0x|2dx− µ
∫∫
Qt
1
ρ
bx ·wxxdxds
− µ
2
∫∫
Qt
ux|wx|2dxds+ µ
∫ t
0
wt ·wx
∣∣∣x=1
x=0
ds
≤ Cµ+ µ
2
4
∫∫
Qt
1
ρ
|wxx|2dxds+ C
∫∫
Qt
|bx|2dxds
+ C
∫ t
0
‖ux‖L∞(Ω)
(
µ
∫
Ω
|wx|2dx
)
ds+ Cµ
∫ t
0
‖wx‖L∞(Ω)ds.
(2.20)
By the embedding theorem and Ho¨lder inequality, we obtain
|wx|2 ≤C
(∫
Ω
|wx|2dx+
∫
Ω
|wx||wxx|dx
)
≤C
∫
Ω
|wx|2dx+ C
(∫
Ω
|wx|2dx
)1/2(∫
Ω
|wxx|2dx
)1/2
.
(2.21)
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Thus, using the Young inequality yields
µ
∫ t
0
‖wx‖L∞(Ω)ds
≤ Cµ
∫ t
0
(∫
Ω
|wx|2dx
)1/2
ds+ C
∫ t
0
µ1/4
(
µ
∫
Ω
|wx|2dx
)1/4(
µ2
∫
Ω
|wxx|2dx
)1/4
ds
≤ C√µ+ Cµ
ǫ
∫∫
Qt
|wx|2dxds+ ǫµ2
∫∫
Qt
1
ρ
|wxx|2dxds, ∀ǫ ∈ (0, 1).
Plugging it into (2.20) and taking a small ǫ > 0, we have
µ
∫
Ω
|wx|2dx+ µ2
∫∫
Qt
1
ρ
|wxx|2dxds ≤ C + C
∫ t
0
(
1 + ‖ux‖L∞
)(
µ
∫
Ω
|wx|2dx
)
ds.
Thus, the lemma follows from the Gronwall inequality and (2.17).
We now turn to prove the other estimates in Theorem 1.1. For this, we need the following
three lemmas.
Lemma 2.7. Under the assumptions in Theorem 1.1, we have∫
Ω
|bx|2ω2dx+
∫∫
Qt
|bxx|2ω2dxds ≤ C
∫∫
Qt
|wx|2ω2dxds+ C
(∫∫
Qt
u2xxdxds
)1/2
,
where ω is the same as the one defined in Theorem 1.1.
Proof. Taking the inner product of (1.1)4 with bxxω
2(x) and integrating over Qt give
−
∫∫
Qt
bt · bxxω2dxdt+ ν
∫∫
Qt
|bxx|2ω2dxds
=
∫∫
Qt
(ub)x · bxxω2dxds−
∫∫
Qt
wx · bxxω2dxds.
(2.22)
To estimate the first integral on the left hand side of (2.22), we use integration by parts and
(1.1)4 to obtain∫∫
Qt
bt · bxxω2dxds = −1
2
∫
Ω
|bx|2ω2dx+ 1
2
∫
Ω
|b0x|2ω2dx− 2
∫∫
Qt
bt · bxωω′dxds
= −1
2
∫
Ω
|bx|2ω2dx+ 1
2
∫
Ω
|b0x|2ω2dx
− 2
∫∫
Qt
(νbxx +wx − ubx − uxb) · bxωω′dxds.
(2.23)
For the third term on right hand side of (2.23), by the Cauchy inequality and Lemmas 2.2
and 2.3, we have
− 2
∫∫
Qt
(νbxx +wx − uxb) · bxωω′dxds
≤ ν
4
∫∫
Qt
|bxx|2ω2dxds+ C
∫∫
Qt
|bx|2dxds+ C
∫∫
Qt
|wx|2ω2dxds
+ C
∫∫
Qt
u2xdxds+ C
∫∫
Qt
|b · bx|2dxds
≤ C + ν
4
∫∫
Qt
|bxx|2ω2dxds+ C
∫∫
Qt
|wx|2ω2dxds.
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By noticing u(1, t) = u(0, t) = 0, we have
|u(x, t)| ≤ ‖ux‖L∞(Ω)ω(x), (2.24)
thus,
2
∫∫
Qt
u|bx|2ωω′dxds ≤ C
∫ t
0
‖ux‖L∞(Ω)
∫
Ω
|bx|2ω2dxds.
Substituting them into (2.23) yields∫∫
Qt
bt · bxxω2dxdt ≤C − 1
2
∫
Ω
|bx|2ω2dx+ ν
4
∫∫
Qt
|bxx|2ω2dxds
+ C
∫ t
0
‖ux‖L∞(Ω)
∫
Ω
|bx|2ω2dxds+ C
∫∫
Qt
|wx|2ω2dxds.
(2.25)
As to the two terms on the right hand side of (2.22), we use the Young inequality to obtain∫∫
Qt
(ub)x · bxxω2dxds−
∫∫
Qt
wx · bxxω2dxds
≤ ν
4
∫∫
Qt
|bxx|2ω2dxds+ C
∫∫
Qt
|(ub)x|2ω2dxds+ C
∫∫
Qt
|wx|2ω2dxds.
(2.26)
It remains to treat the second term on the right hand side of (2.26). By Lemma 2.2, we
obtain ∫ t
0
‖ux‖2L∞(Ω)ds ≤ C
∫∫
Qt
|uxuxx|dxds ≤ C
(∫∫
Qt
u2xxdxds
)1/2
. (2.27)
It follows from Lemma 2.1 that∫∫
Qt
|(ub)x|2ω2dxds ≤C
∫∫
Qt
u2|bx|2ω2dxds+ C
∫∫
Qt
u2x|b|2ω2dxds
≤C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
|bx|2ω2dxds+ C
(∫∫
Qt
u2xxdxds
)1/2
.
Substituting it into (2.26) and then substituting the resulting inequality and (2.25) into
(2.22), then the Gronwall inequality completes the proof of the lemma.
Lemma 2.8. Under the assumptions in Theorem 1.1, we have∫
Ω
|wx|2ω2dx+ µ
∫∫
Qt
|wxx|2ω2dxds ≤ C + C
(∫∫
Qt
u2xxdxds
)1/2
,∫∫
Qt
(|wt|2 + u2|wx|2)dxdt ≤ C + C ∫∫
Qt
u2xxdxds.
(2.28)
Proof. Taking the inner product of (2.19) with wxxω
2(x) and integrating over Qt give
−
∫∫
Qt
wt ·wxxω2dxdt+ µ
∫∫
Qt
|wxx|2ω
2
ρ
dxds
=
∫∫
Qt
uwx ·wxxω2dxds−
∫∫
Qt
bx ·wxxω
2
ρ
dxds.
(2.29)
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Then (2.19) gives∫∫
Qt
wt ·wxxω2dxdt
= −1
2
∫
Ω
|wx|2ω2dx+ 1
2
∫
Ω
|w0x|2ω2dx− 2
∫∫
Qt
wt ·wxωω′dxdt
= −1
2
∫
Ω
|wx|2ω2dx+ 1
2
∫
Ω
|w0x|2ω2dx− 2
∫∫
Qt
(
µ
ρ
wxx − uwx + bx
ρ
)
·wxωω′dxds
≤ C − 1
2
∫
Ω
|wx|2ω2dx+ Cµ2
∫∫
Qt
|wxx|2dxds+ C
∫∫
Qt
|wx|2ω2dxds
+ C
∫∫
Qt
|bx|2dxds+ C
∫∫
Qt
|u||wx|2ωdxds.
From (2.24), we have∫∫
Qt
|u||wx|2ωdxds ≤
∫ t
0
‖ux‖L∞(Ω)
∫
Ω
|wx|2ω2dxds.
Thus, from Lemmas 2.2 and 2.6, we obtain∫∫
Qt
wt ·wxxω2dxdt ≤ C − 1
2
∫
Ω
|wx|2ω2dx+ C
∫ t
0
(
1 + ‖ux‖L∞(Ω)
) ∫
Ω
|wx|2ω2dxds.
To estimate the right hand side of (2.29), we use (2.24) to obtain∫∫
Qt
uwx ·wxxω2dxds =− 1
2
∫∫
Qt
|wx|2[uxω2 + 2uωω′]dxds
≤C
∫ t
0
‖ux‖L∞(Ω)
∫
Ω
|wx|2ω2dxds,
and
−
∫∫
Qt
bx ·wxxω
2
ρ
dxds =
∫∫
Qt
(
wx · bxxω
2
ρ
dxds+ 2wx · bxωω
′
ρ
−wx · bxω
2ρx
ρ2
)
dxds
≤ C
∫∫
Qt
(
|bxx|2ω2 + |wx|2ω2 + |bx|2 + |bx|2ω2ρ2x
)
dxds
≤ C + C
∫∫
Qt
|wx|2ω2dxds+ C
∫∫
Qt
|bxx|2ω2dxds,
where we have used the fact that by using Lemmas 2.2 and 2.4, it holds∫∫
Qt
|bx|2ω2ρ2xdxds ≤C
∫ t
0
∥∥|bx|2ω2∥∥L∞(Ω) ds ≤ C ∫∫
Qt
∣∣(|bx|2ω2)x∣∣ dxds
≤C
∫∫
Qt
|bx|2|ωω′|dxds+ C
∫∫
Qt
|bx · bxx|ω2dxds
≤C + C
∫∫
Qt
|bxx|2ω2dxds.
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Substituting the above estimates into (2.29) and using Lemma 2.7, we have∫
Ω
|wx|2ω2dx+ µ
∫∫
Qt
|wxx|2ω2dxds
≤ C + C
∫ t
0
(
1 + ‖ux‖L∞(Ω)
) ∫
Ω
|wx|2ω2dxds+ C
(∫∫
Qt
u2xxdxds
)1/2
.
Thus, the first estimate in the lemma follows from the Gronwall inequality and (2.17).
Consequently, from (2.24), the first estimate of the lemma and (2.27), we obtain∫∫
QT
u2|wx|2dxdt ≤
∫ T
0
‖ux‖2L∞(Ω)
∫
Ω
|wx|2ω2dxdt
≤ C
∫ T
0
‖ux‖2L∞(Ω)dt
[
1 +
(∫∫
QT
u2xxdxdt
)1/2]
≤ C + C
∫∫
QT
u2xxdxdt.
Furthermore, by Lemmas 2.2 and 2.6, we derive from (2.19) that∫∫
QT
|wt|2dxdt ≤ C + C
∫∫
QT
u2|wx|2dxdt ≤ C + C
∫∫
QT
u2xxdxdt.
And this completes the proof of the lemma.
Lemma 2.9. Under the assumptions in Theorem 1.1, we have∫
Ω
|bx|2dx+
∫∫
Qt
|bt|2dxdt ≤ C + C
(∫∫
Qt
u2xxdxds
)1/2
.
Proof. Taking the inner product of (1.1)4 with bt and integrating over Qt yield
ν
2
∫
Ω
|bx|2dx+
∫∫
Qt
|bt|2dxdt = ν
2
∫
Ω
|b0x|2dx+
∫∫
Qt
[
wx − (ub)x
] · btdxdt. (2.30)
Note that ∫∫
Qt
wx · btdxdt =
∫
Ω
wx · bdx−
∫
Ω
w0x · b0dx−
∫∫
Qt
(wt)x · bdxdt
= −
∫
Ω
w0x · b0dx−
∫
Ω
w · bxdx+
∫∫
Qt
wt · bxdxdt.
Thus, from Lemmas 2.1 and 2.2 and (2.28)2, we obtain∫∫
Qt
wx · btdxdt ≤ C + ν
4
∫
Ω
|bx|2dx+
(∫∫
Qt
|bx|2dxdt
)1/2(∫∫
Qt
|wt|2dxdt
)1/2
≤ C + ν
4
∫
Ω
|bx|2dx+ C
(∫∫
Qt
|wt|2dxdt
)1/2
≤ C + ν
4
∫
Ω
|bx|2dx+ C
(∫∫
Qt
u2xxdxds
)1/2
.
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From the Cauchy inequality, Lemma 2.1 and (2.27), we have
−
∫∫
Qt
(ub)x · btdxdt
≤ 1
2
∫∫
Qt
|bt|2dxdt + 1
2
∫∫
Qt
|(ub)x|2dxds
≤ 1
2
∫∫
Qt
|bt|2dxdt + C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
|bx|2dxds+ C
∫ t
0
‖ux‖2L∞(Ω)
∫
Ω
|b|2dxds
≤ 1
2
∫∫
Qt
|bt|2dxdt + C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
|bx|2dxds+ C
(∫∫
Qt
u2xxdxds
)1/2
.
Substituting these estimates into (2.30), the Gronwall inequality yields the proof of the
lemma.
We are now ready to prove the following estimates.
Lemma 2.10. Let the assumptions in Theorem 1.1 hold. Then ‖(u,b)‖L∞(QT ) ≤ C, and
sup
0<t<T
∫
Ω
(ρ2t + u
2
x + θ
2)dx+
∫∫
QT
(
u2t + u
2
xx + κθ
2
x
)
dxdt ≤ C,
sup
0<t<T
∫
Ω
|wx|2ω2dx+
∫∫
QT
(
u2|wx|2 + |wt|2
)
dxdt ≤ C,
sup
0<t<T
∫
Ω
|bx|2dx+
∫∫
QT
(|bt|2 + |bxx|2ω2)dxdt ≤ C.
(2.31)
Proof. Rewrite (1.1)2 as
√
ρut − λ√ρuxx = −
√
ρuux − γ√ρθx − γ√ρρxθ − 1√ρb · bx to obtain
λ
2
∫
Ω
u2xdx+
∫∫
Qt
(
ρu2t + λ
2ρ−1u2xx
)
dxdt
≤ λ
2
∫
Ω
u20xdx+ C
∫∫
Qt
(
u2u2x + θ
2
x + ρ
2
xθ
2 + |b · bx|2
)
dxds
≤ C + C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
u2xdxds+ C
∫∫
Qt
θ2xdxds+ C
∫ t
0
‖θ2‖L∞(Ω)
∫
Ω
ρ2xdxds
≤ C + C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
u2xdxds+ C
∫∫
Qt
(
θ2x + θ
2
)
dxds,
(2.32)
where we have used (2.11) and
∫ t
0
‖θ2‖L∞(Ω)ds ≤ C
∫∫
Qt
(θ2 + θ2x)dxds.
Then multiplying (1.1)5 by θ and integrating over Qt give
1
2
∫
Ω
ρθ2dx+
∫∫
Qt
κθ2xdxds =
1
2
∫
Ω
ρ0θ
2
0dx−
∫∫
Qt
puxθdxds
+
∫∫
Qt
θ
(
λu2x + µ|wx|2dx+ |bx|2
)
dxds.
(2.33)
Note that
−
∫∫
Qt
puxθdxds = −γ
∫∫
Qt
ρθ2uxdxds ≤ C
∫ t
0
‖ux‖L∞(Ω)
∫
Ω
ρθ2dxds.
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On the other hand, by using Lemmas 2.2, 2.6 and 2.9 and (2.27), we obtain∫∫
Qt
θ
(
λu2x + µ|wx|2dx+ |bx|2
)
dxds
≤ C
∫ t
0
‖ux‖2L∞(Ω)
∫
Ω
θdx+ C
∫ t
0
‖θ‖L∞(Ω)
{∫
Ω
(
µ|wx|2dx+ |bx|2
)
dx
}
ds
≤ C + C
(∫∫
Qt
u2xxdxds
)1/2
.
Plugging these estimates into (2.33), the Gronwall inequality implies∫
Ω
θ2dx+
∫∫
Qt
κθ2xdxds ≤ C + C
(∫∫
Qt
u2xxdxds
)1/2
. (2.34)
Then (2.32) gives∫
Ω
u2xdx+
∫∫
Qt
(
u2t + u
2
xx
)
dxdt
≤ C + C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
u2xdxds+ C
(∫∫
Qt
u2xxdxds
)1/2
≤ C + C
∫ t
0
‖u2‖L∞(Ω)
∫
Ω
u2xdxds+
1
2
∫∫
Qt
u2xxdxds.
Thus, the Gronwall inequality yields∫
Ω
u2xdx+
∫∫
Qt
(
u2t + u
2
xx
)
dxdt ≤ C.
Consequently, (2.31) follows from (2.34) and Lemmas 2.7-2.9. And the proof of the lemma
is completed.
Lemma 2.11. Under the assumptions in Theorem 1.1, we have
sup
0<t<T
∫
Ω
|wx|dx ≤ C.
In particular, ‖w‖L∞(QT ) ≤ C.
Proof. Denote z = wx. Differentiating (2.19) in x gives
zt =
(
µ
ρ
zx
)
x
− (uz)x +
(
bx
ρ
)
x
. (2.35)
Denote Φǫ(·) : R2 → R+ for ǫ ∈ (0, 1) by Φǫ(ξ) =
√
ǫ2 + |ξ|2, ∀ξ ∈ R2. Observe that Φǫ has
the following properties{ |ξ| ≤ |Φǫ(ξ)| ≤ |ξ|+ ǫ, |∇ξΦǫ(ξ)| ≤ 1, lim
ǫ→0+
Φǫ(ξ) = |ξ|, ∀ξ ∈ R2,
0 ≤ ξ · ∇ξΦǫ(ξ) ≤ Φǫ(ξ), ηD2ξΦǫ(ξ)η⊤ ≥ 0, ∀ξ, η ∈ R2,
(2.36)
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where ξ⊤ stands for the transpose of the vector ξ = (ξ1, ξ2) ∈ R2, and D2ξg is the Hessian
matrix of the function g : R2 → R.
Taking the inner product of (2.35) with ∇ξΦǫ(z) and integrating over Qt, we have∫
Ω
Φǫ(z)dx−
∫
Ω
Φǫ(w0x)dx
= −µ
∫∫
Qt
1
ρ
zxD
2
ξΦǫ(z)(zx)
⊤dxds−
∫∫
Qt
(uz)x · ∇ξΦǫ(z)dxds
+
∫∫
Qt
(bx
ρ
)
x
· ∇ξΦǫ(z)dxds+ µ
∫ t
0
zx · ∇ξΦǫ(z)
ρ
∣∣∣x=1
x=0
ds =:
4∑
j=1
Ej .
(2.37)
From (2.36), it follows that
E1 ≤ 0,
and
E2 =−
∫∫
Qt
(
uzx + uxz
) · ∇ξΦǫ(z)dxds
=
∫∫
Qt
(
uxΦǫ(z)− uxz · ∇ξΦǫ(z)
)
dxds ≤ C
∫ t
0
‖ux‖L∞(Ω)
∫
Ω
Φǫ(z)dxds.
For E3, using the equation (1.1)4 yields
E3 =
∫∫
Qt
bxx · ∇ξΦǫ(z)
ρ
dxds−
∫∫
Qt
bx · ∇ξΦǫ(z)
ρ2
ρxdxds
=
1
ν
∫∫
Qt
[
bt + (ub)x − z
] · ∇ξΦǫ(z)
ρ
dxds−
∫∫
Qt
bx · ∇ξΦǫ(z)
ρ2
ρxdxds
≤C
∫∫
Qt
[|bt|+ |(ub)x|+ |ρx||bx|]dxds ≤ C,
where we have used (2.36) and Lemmas 2.4 and 2.10.
It remains to estimate E4. From (2.19), we have∣∣∣ µ
ρ(a, t)
zx(a, t)
∣∣∣ = ∣∣∣wt(a, t)− bx(a, t)
ρ(a, t)
∣∣∣ ≤ C + C|bx(a, t)|, where a = 0 or 1. (2.38)
On the other hand, we can first integrate (1.1)4 from a to y ∈ [0, 1] in x and then integrate
the resulting equation over (0, 1) in y to obtain
bx(a, t) =− 1
ν
{∫ 1
0
∫ y
a
bt(x, t)dxdy +
∫ 1
0
(ub−w)(y, t)dy +w(a, t)
}
.
Thus, from Lemmas 2.1 and 2.10, we have that
∫ T
0
|bx(a, t)|2dt ≤ C. Then, one can derive
from (2.38) that
∫ T
0
∣∣∣ µρ(a,t)zx(a, t)∣∣∣dt ≤ C + C ∫ T0 |bx(a, t)|dt ≤ C. Hence
E4 ≤ C
∫ T
0
{∣∣∣∣ µρ(1, t)zx(1, t)
∣∣∣∣+ ∣∣∣∣ µρ(0, t)zx(0, t)
∣∣∣∣} dt ≤ C.
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Substituting the above estimates in (2.37) and using the Gronwall inequality, we obtain∫
Ω
Φǫ(z)dx ≤ C +
∫
Ω
Φǫ(w0x)dx.
Taking the limit ǫ→ 0 yields ∫
Ω
|wx|dx ≤ C. This and
∫
Ω
|w|2dx ≤ C imply that |w| ≤ C,
and it completes the proof of the lemma.
Lemma 2.12. Under the assumptions in Theorem 1.1, we have
∫∫
QT
(|bx|4 + |bx||bxx|)dxdt+ ∫ T
0
‖bx‖2L∞(Ω)dt ≤ C.
Proof. For any fixed z ∈ [0, 1], we first integrate (1.1)4 from z to y ∈ [0, 1] in x, and then
integrate the resulting equation over (0, 1) in y to have
bx(z, t) =− 1
ν
{∫ 1
0
∫ y
z
bt(x, t)dxdy +
∫ 1
0
(ub−w)(y, t)dy − (ub−w)(z, t)
}
,
which together with Lemmas 2.10 and 2.11 imply that
∫ T
0
‖bx‖2L∞(Ω)dt ≤ C.
Combining Lemmas 2.10 and 2.11 gives∫∫
QT
|bx||bxx|dxdt = 1
ν
∫∫
QT
|bx||bt + (ub)x −wx|dxdt
≤ C + C
∫ T
0
‖bx‖L∞(Ω)
∫
Ω
|wx|dxdt ≤ C,
and ∫∫
QT
|bx|4dxdt ≤ C
∫ T
0
‖bx‖2L∞(Ω)
∫
Ω
|bx|2dxdt ≤ C.
The proof of the lemma is then completed.
Now some estimates given in Lemmas 2.6 and 2.10 can be improved as follows.
Lemma 2.13. Under the assumptions in Theorem 1.1, we have
√
µ sup
0<t<T
∫
Ω
|wx|2dx+ µ3/2
∫∫
QT
|wxx|2dxdt ≤ C,
sup
0<t<T
∫
Ω
|wx|2ωdx+
∫∫
QT
(
µ|wxx|2 + |bxx|2
)
ωdxdt ≤ C.
Proof. For the first estimate, we can use an argument similar to Lemma 2.6. The key point
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is to estimate the term −µ ∫∫
Qt
1
ρ
bx ·wxxdxds in (2.20). Indeed, we have
− µ
∫∫
Qt
1
ρ
bx ·wxxdxds
= µ
∫∫
Qt
bxx ·wx
ρ
dxds− µ
∫∫
Qt
bx ·wx
ρ2
ρxdxds− µ
∫ t
0
bx ·wx
ρ
∣∣∣∣x=1
x=0
ds
≤ Cµ
∫∫
Qt
|bxx|2dxds+ Cµ
∫∫
Qt
|wx|2dxds+ µ
∫∫
Qt
|bx|2ρ2xdxds
+ Cµ
(∫ t
0
‖bx‖2L∞(Ω)ds
)1/2(∫ t
0
‖wx‖2L∞(Ω)ds
)1/2
≤ Cµ+ Cµ
∫∫
Qt
|bxx|2dxds+ Cµ
∫∫
Qt
|wx|2dxds+ Cµ
(∫ t
0
‖wx‖2L∞(Ω)ds
)1/2
,
(2.39)
where we have used the fact that by Lemmas 2.4 and 2.12, it holds∫∫
Qt
|bx|2|ρx|2dxds ≤
∫ t
0
‖bx‖2L∞(Ω)
∫
Ω
ρ2xdxds ≤ C.
By (2.21) and Lemma 2.6, we have
µ
(∫ t
0
‖wx‖2L∞(Ω)ds
)1/2
≤ C√µ+ Cµ1/4
(
µ
∫∫
Qt
|wx|2dxds
)1/4(
µ2
∫∫
Qt
|wxx|2dxds
)1/4
≤ C
√
µ
ǫ
+ ǫµ
∫∫
Qt
|wx|2dxds+ ǫµ2
∫∫
Qt
1
ρ
|wxx|2dxds, ∀ǫ ∈ (0, 1).
(2.40)
From Lemma 2.10, we have∫∫
Qt
|bxx|2dxds ≤ C + C
∫∫
Qt
|wx|2dxds. (2.41)
Thus, (2.41) follows from the Gronwall inequality.
Inserting the above estimates into (2.39) and taking a small ǫ > 0, we have
−µ
∫∫
Qt
1
ρ
bx ·wxxdxdt ≤ C√µ+ Cµ
∫∫
Qt
|wx|2dxdt+ µ
2
4
∫∫
Qt
1
ρ
|wxx|2dxds.
Then, an argument similar to Lemma 2.6 leads to
µ
∫
Ω
|wx|2dx+ µ2
∫∫
Qt
|wxx|2dxds ≤ C√µ+ C
∫ t
0
(
1 + ‖ux‖L∞(Ω)
)(
µ
∫
Ω
|wx|2dx
)
ds.
Thus, the first estimate of this lemma follows from the Gronwall inequality and (2.17).
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The second estimate can proved by the arguments similar to Lemma 2.7 and (2.28)1 and
by the first estimate and Lemmas 2.10-2.12. In fact, this can be done by using ω instead of
ω2 in (2.22) and (2.29) and noticing the following facts:
µ
∫∫
QT
|wx ·wxx|dxdt ≤ C√µ
∫∫
QT
|wx|2dxdt + Cµ3/2
∫∫
QT
|wxx|2dxdt ≤ C,∫∫
QT
|bx ·wx|dxdt ≤ C
∫ T
0
‖bx‖L∞(Ω)
∫
Ω
|wx|dxdt ≤ C.
The proof is completed.
As a consequence of Lemma 2.13 and (2.40), we have
µ3/2
∫∫
QT
|wx|4dxdt ≤ Cµ
∫ T
0
‖wx‖2L∞(Ω)
(√
µ
∫
QT
|wx|2dx
)
dt ≤ C. (2.42)
With the above estimates, we are now ready to show the upper bound estimate on θ.
Lemma 2.14. Let the assumptions in Theorem 1.1 hold. Then θ ≤ C.
Proof. Rewrite the equation (1.1)4 into
θt = a(x, t)θxx + b(x, t)θx + c(x, t)θ + f(x, t), (2.43)
where a = ρ−1κ, b = ρ−1κx − u, c = −γux, f = ρ−1(λu2x + µ|wx|2 + ν|bx|2).
Set z = θx. Differentiating the equation (2.43) in x yields
zt = (azx)x + (bz)x + (cθ)x + fx. (2.44)
For ǫ ∈ (0, 1), denote ϕǫ : R→ R+ by ϕǫ(s) =
√
s2 + ǫ2, satisfying
ϕ′ǫ(0) = 0, |ϕ′ǫ(s)| ≤ 1, 0 ≤ s2ϕ′′ǫ (s) ≤ ǫ, lim
ǫ→0
ϕǫ(s) = |s|.
Multiplying (2.44) by ϕ′ǫ(z), integrating over Qt, and noticing ϕ
′
ǫ(z)|x=0,1 = ϕ′ǫ(θx)|x=0,1 = 0,
ϕ′′ǫ (s) ≥ 0 and |ϕ′ǫ(s)| ≤ 1, we have∫
Ω
ϕǫ(z)dx−
∫
Ω
ϕǫ(θ0x)dxds
= −
∫∫
Qt
(
az2x + bzzx
)
ϕ′′ǫ (z)dxds+
∫∫
Qt
[(cθ)x + fx]ϕ
′
ǫ(z)dxds,
= −
∫∫
Qt
a
[(
zx +
bz
2a
)2
ϕ′′ǫ (z) +
b2
4a
z2ϕ′′ǫ (z)
]
dxds+
∫∫
Qt
[(cθ)x + fx]ϕ
′
ǫ(z)dxds,
≤
∫∫
Qt
b2
4a
z2ϕ′′ǫ (z)dxds +
∫∫
Qt
(|(cθ)x|+ |fx|)dxds.
(2.45)
Thus, letting ǫ→ 0 in (2.45) and using 0 ≤ s2ϕ′′ǫ (s) ≤ ǫ and lim
ǫ→0
ϕǫ(s) = |s|, we have∫
Ω
|θx|dx ≤
∫
Ω
|θ0x|dx+
∫∫
Qt
(|cθx|+ |cxθ|+ |fx|)dxds. (2.46)
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By Lemma 2.10, we have∫∫
QT
|cxθ|dxdt ≤ C
(∫∫
QT
u2xxdxdt
)1/2(∫∫
QT
θ2dxdt
)1/2
≤ C,∫∫
QT
|cθx|dxdt ≤ C
(∫∫
QT
u2xdxdt
)1/2(∫∫
QT
θ2xdxdt
)1/2
≤ C.
By Lemmas 2.4, 2.10 and 2.12, and (2.42), we obtain∫∫
QT
|fx|dxdt ≤ C
∫∫
QT
(|ux||uxx|+ µ|wx ·wxx|+ |bx · bxx|)dxdt
+ C
∫∫
QT
(
u2x + µ|wx|2 + |bx|2
)|ρx|dxdt ≤ C.
Substituting the above estimates into (2.46) yields that
∫
Ω
|θx|dx ≤ C, which yields the
upper bound of θ because
∫
Ω
θdx ≤ C.
The following estimtes are about the derivatives of θ.
Lemma 2.15. Under the assumptions in Theorem 1.1, we have
sup
0<t<T
∫
Ω
θ2xdx+
∫∫
QT
(
θ2t + θ
2
xx
)
dxdt ≤ C.
Proof. Rewrite the equation (1.1)5 as
ρθt − (κθx)x = λu2x + µ|wx|2 + ν|bx|2 − ρuθx − γρθux =: f. (2.47)
We first estimate ‖f‖L2(QT ). By (2.1), (2.42) and Lemmas 2.10, 2.14 and 2.12, we have∫∫
QT
f 2dxdt ≤C
∫∫
QT
(u4x + µ
2|wx|4 + ν2|bx|4 + ρ2u2θ2x + ρ2u2xθ2)dxdt ≤ C. (2.48)
Multiplying (2.47) by κθt and integrating over Qt, we have∫∫
Qt
ρκθ2t dxdt+
∫∫
Qt
κθx(κθt)xdxdt =
∫∫
Qt
fκθtdxdt. (2.49)
Observe that (κθt)x = (κθx)t + κρρxθt + κρθx(ρxu+ ρux), then∫∫
Qt
κθx(κθt)xdxdt =
1
2
∫
Ω
κ2θ2xdx−
1
2
∫
Ω
κ2(ρ0, θ0)θ
2
0xdx
+
∫∫
Qt
[
κκρρxθxθt + κκρθ
2
x(ρxu+ ρux)
]
dxdt.
Then substituting this into (2.49) yields∫∫
Qt
ρκθ2t dxdt+
∫
Ω
κ2θ2xdx
≤ C − 2
∫∫
Qt
[
κκρρxθxθt + κκρθ
2
x(ρxu+ ρux)− fκθt
]
dxdt.
(2.50)
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By C−1 ≤ ρ, θ ≤ C and (1.3), we have that κ1 ≤ κ ≤ C and |κρ| ≤ C. By Young inequality,
(2.11), (2.48) and Lemma 2.10, we obtain
− 2
∫∫
Qt
[
κκρρxθxθt + κκρθ
2
x(ρxu+ ρux)− fκθt
]
dxdt
≤ C + 1
4
∫∫
Qt
ρκθ2t dxdt+ C
∫∫
Qt
(κθx)
2(ρ2x + |ρx|+ |ux|)dxds
≤ C + 1
4
∫∫
Qt
ρκθ2t dxdt+ C
∫ t
0
‖κθx‖2L∞(Ω)ds.
(2.51)
Now we estimate the second integral on the right hand side of (2.51). By the embedding
theorem and Young inequality, we have∫ t
0
‖κθx‖2L∞(Ω)ds ≤
∫∫
Qt
|κθx|2dxds+ 2
∫∫
Qt
|κθx||(κθx)x|dxds
≤C
ǫ
+
ǫ
2
∫∫
Qt
∣∣(κθx)x∣∣2dxds, ∀ǫ > 0.
Then, from (2.47), we obtain∫ t
0
‖κθx‖2L∞(Ω)ds ≤
C
ǫ
+ ǫ
∫∫
Qt
(ρ2θ2t + f
2)dxdt.
Plugging it into (2.51), taking a small ǫ > 0 and using (2.48), we obtain
−2
∫∫
Qt
[
κκρρxθxθt + κκρθ
2
x(ρxu+ ρux)− fκθt
]
dxdt ≤ C + 1
2
∫∫
Qt
ρκθ2t dxdt.
This together with (1.3) and (2.50) give
sup
0<t<T
∫
Ω
θ2xdx+
∫∫
QT
θ2t dxdt ≤ C. (2.52)
By (2.52) and Lemma 2.14, it follows from (1.1)5 that ‖θxx‖L2(QT ) ≤ C, and this completes
the proof of the lemma.
In summary, all the estimates in (1.7) have been proved.
2.2 Proof of Theorem 1.1(ii)
Similar to (2.11)2, one can show that
‖(u,b, θ)‖C1/2,1/4(QT ) ≤ C, ‖w‖C1/2,1/4([δ,1−δ]×[0,T ]) ≤ C, ∀δ ∈
(
0, 1/2
)
. (2.53)
From (2.11)2, (2.1), (2.53) and Lemmas 2.2, 2.4 and 2.10-2.15, it follows that there exist a
subsequence µj → 0 such that the corresponding solution to the problem (1.1)-(1.4) with
µ = µj, still denoted by (ρ, u,w,b, θ), converges to (ρ, u,w,b, θ) ∈ F in the following sense:
(ρ, u,b, θ)→ (ρ, u,b, θ) in Cα(QT ), ∀α ∈ (0, 1/4),
(ρt, ρx, ux,bx, θx) ⇀ (ρt, ρx, ux,bx, θx) weakly − ∗ in L∞(0, T ;L2(Ω)),
(ut,bt, θt, uxx, θxx) ⇀ (ut,bt, θt, uxx, θxx) weakly in L
2(QT ),
bxx ⇀ bxx weakly in L
2((δ, 1− δ)× (0, T )), ∀δ ∈ (0, 1/2),
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and
w→ w in Cα([δ, 1− δ]× [0, T ]), ∀δ ∈ (0, 1/2), α ∈ (0, 1/4),
wt ⇀ wt weakly in L
2(QT ),
wx ⇀ wx weakly − ∗ in L∞(0, T ;L2(δ, 1− δ)), ∀δ ∈ (0, 1/2),
w→ w strongly in Lr(QT ), ∀r ∈ [1,+∞),√
µ‖wx‖L2(QT ) → 0.
We now show the strong convergence of (ux,bx, θx) in L
2(QT ). Multiplying (1.1)2 with
µ = µj by (u− u) and integrating over QT , we have
λ
∫∫
QT
(
ux − ux
)2
dxdt+ λ
∫∫
QT
ux
(
ux − ux
)
dxdt
= −
∫∫
QT
[
(ρu)t +
(
ρu2 + γρθ +
1
2
|b|2)
x
]
(u− u)dxdt.
Then, from Lemmas 2.4, 2.10 and 2.14, we obtain
ux → ux strongly in L2(QT ) as µj → 0.
Similarly, one has
(bx, θx)→ (bx, θx) strongly in L2(QT ) as µj → 0.
Thus, one can check that (ρ, u,w,b, θ) is a solution to the problem (1.1)-(1.4) with
µ = 0 in the sense of distribution. On the other hand, one can see from Theorem 1.1(iii)
that problem (1.1)-(1.4) with µ = 0 admits at most one solution in F. Therefore, the above
convergence holds for any µj → 0. The proof of Theorem 1.1(ii) is then completed.
2.3 Proof of Theorem 1.1(iii)
The proof is divided into several steps. For convenience, set
ρ˜ = ρ− ρ, u˜ = u− u, w˜ = w−w, b˜ = b− b, θ˜ = θ − θ,
H(t) = ‖(ρ˜, u˜, w˜, b˜, θ˜)‖2L2(Ω), D(t) = 1 + ‖(ux,bx, ux,bx, θx)‖2L∞(Ω) + ‖(ut, θt, ux,bx, θx)‖2L2(Ω).
Clearly, D(t) ∈ L1(0, T ).
Step 1 Claim that∫
Ω
ρ˜2dx ≤ ǫ
∫∫
Qt
u˜2xdxds+
C
ǫ
∫ t
0
D(s)H(s)ds, ∀ǫ > 0. (2.54)
From the equations of ρ and ρ, we have that ρ˜t = −
(
ρu˜ + uρ˜
)
x
. Multiplying it by ρ˜ and
integrating over Qt, and using the Young inequality, we obtain
1
2
∫
Ω
ρ˜2dx =−
∫∫
Qt
(
ρu˜xρ˜+ ρxu˜ρ˜
)
dxds− 1
2
∫∫
Qt
uxρ˜
2dxds
≤ ǫ
4
∫∫
Qt
u˜2xdxds+ C
∫∫
Qt
u˜2ρ2xdxds+
C
ǫ
∫ t
0
(1 + ‖ux‖L∞(Ω))
∫
Ω
ρ˜2dxds, ∀ǫ > 0.
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From (2.11), we have, for the above ǫ,
C
∫∫
Qt
u˜2ρ2xdxds ≤ C
∫ t
0
‖u˜‖2L∞(Ω)ds ≤
ǫ
4
∫∫
Qt
u˜2xdxds+
C
ǫ
∫∫
Qt
u˜2dxds.
Thus, the claim (2.54) holds.
Step 2 Claim that ∫
Ω
u˜2dx+
∫∫
Qt
u˜2xdxds ≤ C
∫ t
0
D(s)H(s)ds. (2.55)
From the equations of u and u, we have(
ρu˜
)
t
+
(
ρuu˜
)
x
+ ρ˜ut + (ρu− ρ u)ux + γ(ρθ − ρθ)x + 1
2
(|b|2 − |b|2)x = λu˜xx.
Multiplying it by u˜ and integrating over Qt give
1
2
∫
Ω
ρu˜2dx+ λ
∫∫
Qt
u˜2xdxds
= −
∫∫
Qt
ρ˜utu˜dxds−
∫∫
Qt
(ρu− ρ u)uxu˜dxds+ γ
∫∫
Qt
(ρθ − ρθ)u˜xdxds
+
1
2
∫∫
Qt
(|b|2 − |b|2)u˜xdxds =:
4∑
i=1
Ii.
(2.56)
Observe that ρu− ρ u = ρu˜+ uρ˜ and ρθ − ρθ = ρθ˜ + θρ˜. Then
I1 ≤ C
∫ t
0
(∫
Ω
ρ˜2dx
)1/2(∫
Ω
u2tdx
)1/2
‖u˜‖L∞(Ω)dt
≤ C
∫ t
0
(∫
Ω
u2tdx
)(∫
Ω
ρ˜2dx
)
dt+ C
∫ t
0
‖u˜‖2L∞(Ω)ds
≤ C
∫ t
0
D(s)H(s)ds+
λ
4
∫∫
Qt
u˜2xdxds,
(2.57)
I2 ≤ C
∫∫
Qt
(
|ux|u˜2 + |ux|u˜ρ˜
)
dxds
≤ C
∫∫
Qt
(
(|ux|2 + 1)u˜2 + ρ˜2
)
dxds ≤ C
∫ t
0
D(s)H(s)ds,
(2.58)
and
I3 ≤ λ
4
∫∫
Qt
u˜2xdxds+ C
∫∫
Qt
(θ˜2 + ρ˜2)dxds ≤ λ
4
∫∫
Qt
u˜2xdxds+ C
∫ t
0
D(s)H(s)ds. (2.59)
Using ‖(b,b)‖L∞(QT ) ≤ C, we obtain
I4 ≤ λ
4
∫∫
Qt
u˜2xdxds+ C
∫∫
Qt
|b˜|2dxds ≤ λ
4
∫∫
Qt
u˜2xdxds+ C
∫ t
0
D(s)H(s)ds. (2.60)
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Substituting (2.57)-(2.60) into (2.56) completes the proof of (2.55).
Step 3 Claim that∫
Ω
θ˜2dx+
∫∫
Qt
θ˜2xdxds
≤ C√µ+ ǫ
∫∫
Qt
(
u˜2x + |b˜x|2
)
dxds+
C
ǫ
∫ t
0
D(s)H(s)ds, ∀ǫ > 0.
(2.61)
From the equations of θ and θ, we have(
ρθ˜
)
t
+ (ρuθ˜)x + ρ˜θt + (ρu˜+ uρ˜)θx + γρθu˜x + γ
(
ρθ˜ + ρ˜θ
)
ux
=
[
κ(ρ, θ)θ˜x
]
x
+
[
(κ(ρ, θ)− κ(ρ, θ))θx
]
x
+ λ(u2x − u2x) + µ|wx|2 + ν(|bx|2 − |bx|2).
Multiplying it by θ˜ and integrating over Qt give
1
2
∫
Ω
ρθ˜2dx+
∫∫
Qt
κθ˜2xdxds
= −
∫∫
Qt
ρ˜θ˜θtdxdt−
∫∫
Qt
(ρu˜+ uρ˜)θ˜θxdxds− γ
∫∫
Qt
ρθu˜xθ˜dxds
− γ
∫∫
Qt
ρuxθ˜
2dxds− γ
∫∫
Qt
θuxρ˜θ˜dxds−
∫∫
Qt
θx[κ(ρ, θ)− κ(ρ, θ)]θ˜xdxds
+ λ
∫∫
Qt
(ux + ux)u˜xθ˜dxds+ µ
∫∫
Qt
|wx|2θ˜dxds
+ ν
∫∫
Qt
(|bx|2 − |bx|2)θ˜dxds =:
9∑
i=1
Ei.
(2.62)
By the Ho¨lder inequality and Young inequality, we have
E1 + E2 + E5 ≤ C
∫ t
0
(∫
Ω
(
ρ˜2 + u˜2
)
dx
)1/2(∫
Ω
θ˜2(θ
2
t + θ
2
x + u
2
x)dx
)1/2
dt
≤ C
∫ t
0
(∫
Ω
(θ
2
t + θ
2
x + u
2
x)dx
)1/2(∫
Ω
(ρ˜2 + u˜2)dx
)1/2
‖θ˜‖L∞(Ω)dt
≤ C
∫ t
0
(∫
Ω
(θ
2
t + θ
2
x + u
2
x)dx
)(∫
Ω
(
ρ˜2 + u˜2
)
dx
)
dt+
∫ t
0
‖θ˜‖2L∞(Ω)ds
≤ C
∫ t
0
D(s)H(s)ds+
κ1
4
∫∫
Qt
θ˜2xdxds.
Hence
E3 + E4 + E7 ≤ ǫ
∫∫
Qt
u˜2xdxds+
C
ǫ
∫ t
0
(
1 + ‖ux‖2L∞(Ω) + ‖ux‖2L∞(Ω)
) ∫
Ω
θ˜2dxds
≤ ǫ
∫∫
Qt
u˜2xdxds+
C
ǫ
∫ t
0
D(s)H(s)ds, ∀ǫ ∈ (0, 1).
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By C−1 ≤ ρ, ρ, θ, θ ≤ C, we obtain that |κ(ρ, θ)− κ(ρ, θ)| ≤ C(|ρ˜|+ |θ˜|). Thus,
E6 ≤κ1
4
∫∫
Qt
θ˜2xdxds+ C
∫∫
Qt
|θx|2
(
ρ˜2 + θ˜2
)
dxds
≤κ1
4
∫∫
Qt
θ˜2xdxds+ C
∫ t
0
‖θx‖2L∞(Ω)
∫
Ω
(
ρ˜2 + θ˜2
)
dxds
≤κ1
4
∫∫
Qt
θ˜2xdxds+ C
∫ t
0
D(s)H(s)ds.
By (2.42), we have
E8 ≤ C√µ.
For E9, by noticing |bx|2 − |bx|2 = (bx + bx) · b˜x, we obtain
E9 ≤ǫ
∫∫
Qt
|b˜x|2dxds+ C
ǫ
∫ t
0
(‖bx‖2L∞(Ω) + ‖bx‖2L∞(Ω)) ∫
Ω
θ˜2dxds
≤ǫ
∫∫
Qt
|b˜x|2dxds+ C
ǫ
∫ t
0
D(s)H(s)ds, ∀ǫ > 0.
Substituting these estimates into (2.62) completes the proof of (2.61).
Step 4 Claim that∫
Ω
|w˜|2dx ≤ C√µ+ ǫ
∫∫
Qt
|b˜x|2dxds+ C
ǫ
∫ t
0
D(s)H(s)ds, ∀ǫ > 0. (2.63)
From the equations for w and w, we have ρw˜t + ρuw˜x + ρu˜wx − b˜x + ρ˜ρbx = µwxx. Taking
the inner product of the identity with w˜ and integrating over Qt give
1
2
∫
Ω
ρ|w˜|2dx =
∫∫
Qt
(
µwxx · w˜ − ρu˜wx · w˜ + b˜x · w˜ − ρ˜
ρ
bx · w˜
)
dxds
≤ Cµ2
∫∫
Qt
|wxx|2dxds+ C
∫∫
Qt
u˜2|wx|2dxds
+
C
ǫ
∫ t
0
D(s)H(s)ds+ ǫ
∫∫
Qt
|b˜x|2dxds, ∀ǫ > 0.
(2.64)
Since
|u˜(x, t)| = |u(x, t)− u(x, t)| =
∣∣∣ ∫ x
0
u˜xdx
∣∣∣ ≤ (∫ 1
0
u˜2xdx
)1/2
ω1/2(x), ∀x ∈ [0, 1/2],
|u˜(x, t)| = |u(x, t)− u(x, t)| =
∣∣∣ ∫ 1
x
u˜xdx
∣∣∣ ≤ (∫ 1
0
u˜2xdx
)1/2
ω1/2(x), ∀x ∈ [1/2, 1],
we have |u˜(x, t)|2 ≤
(∫ 1
0
u˜2xdx
)
ω(x). Thus, from Lemma 2.13 and (2.55), we obtain∫∫
Qt
u˜2|wx|2dxds ≤
∫ t
0
(∫ 1
0
u˜2xdx
)(∫
Ω
|wx|2ωdx
)
ds ≤ C
∫ t
0
D(s)H(s)ds.
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Substituting this into (2.64) completes the proof of (2.63).
Step 5 Claim that∫
Ω
|b˜|2dx+
∫∫
Qt
|b˜x|2dxds ≤ C
∫ t
0
D(s)H(s)ds. (2.65)
From the equations of b and b, we have that b˜t +
(
ub˜
)
x
+
(
u˜b
)
x
− w˜x − νb˜xx = 0. Taking
the inner product of the identity with b˜ and integrating over Qt give
1
2
∫
Ω
|b˜|2dx+ ν
∫∫
Qt
|b˜x|2dxds = −1
2
∫∫
Qt
ux|b˜|2dxds+
∫∫
Qt
(
u˜b · b˜− b˜x · w˜
)
dxds
≤ ν
2
∫∫
Qt
|b˜x|2dxds+ C
∫ t
0
D(s)H(s)ds.
Thus, the claim (2.65) follows.
Combining the above five steps and taking a small constant ǫ > 0, we complete the
proof of Theorem 1.1(iii) by the Gronwall inequality. Therefore, the proof of Theorem 1.1 is
completed.
3 Proof of Theorem 1.3
From sup
0<t<T
∫
Ω
(|wx|2 + |wx|2)ωdx ≤ C obtained in Theorem 1.1, we have
sup
0<t<T
(∫ 1−δ
δ
(|wx|2 + |wx|2)dx
)
≤ C
δ
, ∀δ ∈ (0, 1/2).
Using the embedding theorem, Theorem 1.1(iii) and the Ho¨lder inequality, we have
‖w −w‖2L∞(δ,1−δ) ≤C
(∫
Ω
|w −w|2dx+
∫ 1−δ
δ
|w −w||wx −wx|dx
)
≤C√µ+ C
(∫ 1−δ
δ
|w −w|2dx
∫ 1−δ
δ
|wx −wx|2dx
)1/2
≤C√µ+ C
(√µ
δ
)1/2
, ∀δ ∈ (0, 1/2).
This completes the proof of Theorem 1.3.
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