Statisticians can play a crucial role in the design of gene expression studies to ensure the most effective allocation of available resources. This paper considers Pareto optimal designs for gene expression studies involving 2-color microarrays. Pareto optimality enables the recommendation of designs that are particularly efficient for the effects of most interest to biologists. This is relevant in the microarray context where analysis is typically carried out separately for those effects. Our approach will allow for effects of interest that correspond to contrasts rather than solely considering parameters of the linear model. We further develop the approach to cater for additional experimental considerations such as contrasts that are of equal scientific interest. This amounts to partitioning all relevant contrasts into subsets of effects that are of equal importance. Based on the partitions, a penalty is employed in order to recommend designs for complex and varied microarray experiments. Finally, we address the issue of gene-specific dye bias. We illustrate using studies of leukemia and breast cancer.
INTRODUCTION
Microarray experimentation is now a well-established methodology that allows for the inspection of tens of thousands of genes simultaneously and has been the impetus for the development of new statistical methods for both design and analysis. The design goal was to maximize the precision with which effects that are of particular interest to biologists can be estimated.
In a 2-color microarray experiment, the activity of genes in 2 biological samples is compared on each microarray slide, each gene being represented by 1 or more spots on the slide. Two fluorescently labeled samples, 1 labeled red and the other labeled green, are applied to each slide. The labeled biological material in the 2 samples then binds competitively to the spots on the slide. For each spot, the response obtained is the log ratio of intensities corresponding to the 2 samples.
In this paper, we consider linear models of the form E(M M M) = η η η = X β β β and var(M M M) = σ 2 I, (1.1) 562 P. S. SANCHEZ AND G. F. V. GLONEK corresponds to the use of independent biological replication throughout the experiment. The linear model is applied separately for each gene.
In the microarray context, inference is usually carried out separately for each of the parameters or contrasts of interest. In this paper, a contrast is defined to be any linear combination of the expected values in the linear model (1.1). It should be noted that this coincides with the usual definition of a contrast since each log intensity ratio in (1.1) is the difference of log intensities for 2 different treatment combinations. Typically, separate t-tests or moderated t-tests are used (Smyth, 2004) . Glonek and Solomon (2004) defined admissible designs, herein referred to as Pareto optimal designs, to be those that are Pareto optimal with respect to the individual parameters β β β in (1.1).
This paper extends the notion of Pareto optimal designs to incorporate inference for contrasts of interest. In particular, our extension incorporates derived contrasts that are linear combinations of parameters. In addition, we take into account other experimental considerations such as subsets of contrasts that are of equal scientific interest. Based on those subsets, appropriate constraints are used to form a penalty that is incorporated into the objective function. Following design selection, we consider the issue of gene-specific dye bias that may be present. This issue is addressed by the imposition of a suitable dye allocation. Our approach enables a manageable selection of efficient designs based on all relevant contrasts and other experimental considerations. Studies of leukemia and breast cancer are used to motivate the design methodology.
MOTIVATING EXAMPLES

Leukemogenesis experiment
The Child Health Research Institute in Adelaide has conducted microarray experiments to investigate the genetic basis of leukemia. As introduced in Glonek and Solomon (2004) , we consider the 2 × 2 factorial microarray experiment aimed at discovering novel genes expressed in the leukemic cell line V449E. The 2 experimental factors are cell line and time. The cell lines under study are the control, F I ( ), and the leukemic cell line V449E. To allow for the detection of differential expression between the 2 cell lines, the relevant time points are 0 and 24 h. Interaction between cell line and time is of primary interest in this experiment, while effects relating to cell line and time separately are of secondary interest.
The parameterization adopted for this experiment, and the corresponding hybridizations, are shown in Figure 1 . The parameter µ represents the mean log intensity of the cell line F I ( ) at time 0. The 3 remaining parameters of the linear model correspond to the interaction parameter (αβ), the cell line parameter (α) that represents the change in expression of the 2 cell lines at time 0, and the time parameter (β) that represents the behavior of the cell line F I ( ) over time. Each of these 3 parameters corresponds directly to a biological effect of interest.
The Pareto optimality criterion introduced in Glonek and Solomon (2004) was used to optimize explicitly for the parameters in the linear model for mean expression levels. We argue that such a formulation does not always capture some important considerations for design. We show that these can be accommodated by the introduction of additional contrasts and the imposition of appropriate constraints.
As an illustration, consider the 2 × 2 factorial experiment. When interest is focused solely on the parameters of the linear model, the original approach is appropriate. However, in practice when the interaction parameter for a certain gene is found to be statistically significant, it is generally desirable to understand the nature of the interaction. For the leukemogenesis experiment, an interaction is said to be present for genes for which the change in expression from 0 to 24 h is different for the 2 cell lines. For such genes, it is also of interest to describe the patterns of expression over time. These are most naturally investigated by considering the differences in expression over time for the 2 cell lines separately. As shown in Figure 1 , the change in expression from 0 to 24 h for F I ( ) corresponds to the parameter β. However, the change in expression for V 449E does not occur as a separate parameter but as the linear combination β + αβ. Additional contrasts of interest can be incorporated by optimizing for their variances as well as for those of the underlying parameters.
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Optimizing for all the contrasts of interest separately would be expected to lead to a large increase in the number of Pareto optimal designs. In addition, many of those designs would not be desirable because of imbalance for effects that are considered to be of equal importance. We propose to eliminate such designs by forming subsets consisting of contrasts of equal importance and imposing constraints so that the variances for contrasts within each subset are constant. For example, in the leukemogenesis experiment, it can be argued that the 2 time effects β and β + αβ are of equal importance because any distinction between them would simply be a by-product of the model parameterization. Our approach based on the notion of Pareto optimality will therefore take into account all relevant contrasts and constraints in order to recommend optimal designs.
Sphingosine kinase experiment
Sphingosine kinase is an enzyme that plays an important role in the regulation of cell proliferation, survival, and cell death. Some forms of the enzyme act to stimulate cell growth, whereas others inhibit proliferation. In a cell, when the levels of various forms of sphingosine kinase are unbalanced, disregulation can lead to diseases such as cancer.
We consider a 2×3 factorial microarray experiment, conducted by Hanson Institute in South Australia, to investigate the disregulation of sphingosine kinase in the study of breast cancer. The 2 factors are cell type and estrogen. Cell type is related to sphingosine kinase production and the 3 levels are the control (0), active mutant (a), and switched-off mutant (b). In addition, estrogen is required to stimulate a response and its levels are absent (0) and present (g). The various interactions between cell type and estrogen are of primary interest as they relate to the disregulation of sphingosine kinase. In addition, simple effects involved with cell types and estrogen are of secondary interest.
The parameterization we adopt is represented in Figure 2 . The baseline parameter µ represents the control cell type in the absence of estrogen. The parameter γ represents the behavior of the control in the absence and presence of estrogen, α the change in expression between the active and the control cell 564 P. S. SANCHEZ AND G. F. V. GLONEK types when estrogen is absent, and β the change in expression between the switched off and the control cell types when estrogen is absent. The 2 parameters that relate to interactions are γα, the change in expression between the active and the control cell types in the absence and presence of estrogen, and γβ, the change in expression between the switched off and the control cell types in the absence and presence of estrogen. In terms of differences in log intensities, γα corresponds to (ga − 0a) − (g0 − 00) and γβ to (gb − 0b) − (g0 − 00). The model involves 5 parameters. However, there are 12 effects of interest and these are partitioned into 3 subsets;
• interactions (γα, γβ, γβ − γα),
• estrogen (γ , γ + γα, γ + γβ), and
• cell type (α, β, α + γα, β + γβ, β − α, β + γβ − α − γα).
Within each of the subsets, all effects are of equal importance. We wish to identify optimal designs for which variances of the relevant contrasts are as close to equality as possible within each of the subsets.
PARETO OPTIMALITY FOR CONTRASTS
Motivated by the 2 examples in Section 2, we now consider the specification and estimation of parameters and contrasts.
Linear models and contrasts
In a 2-color microarray experiment, a hybridization or configuration consists of the allocation of 2 treatment combinations to a given slide. The expected log ratio is obtained as the difference in expected log intensity for the 2 treatment combinations. The set of configurations consists of all possible hybridizations for the experiment. The linear model for the set of configurations can be represented by
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In a particular experiment, the model matrix X is obtained by selecting the appropriate rows from A according to the hybridizations actually performed. We assume the errors to be uncorrelated, as is reasonable when only biological replicates are used. The best linear unbiased estimate for the contrast vector is thenγ γ γ = Bβ β β = B(X T X ) −1 X T M M M and the variance matrix
Pareto optimality
Under the linear model E(M M M) = X β β β, the variances of the parameter estimates are given by var(β i ) = σ 2 c i , where c i is the ith diagonal element of (X T X ) −1 . Glonek and Solomon (2004) defined Pareto optimal designs with respect to the diagonal elements of (X T X ) −1 . That is, with respect to the variances of the parameters in the linear model (1.1). In this paper, we extend that definition to include the variances of the contrasts of interest,γ γ γ . 
Constraints
The inclusion of contrasts is necessary to consider all effects of interest in the experiment. However, applying Pareto optimality to each relevant contrast separately would lead to a proliferation in the number of Pareto optimal designs. As described in Section 2, we seek to overcome this difficulty by partitioning all relevant contrasts into subsets of effects that are of equal importance. The partitioning is based on both scientific interest and quantities that are equivalent in terms of their interpretation. For example, recall that for the leukemogenesis experiment, the 2 subsets are those for cell line (α, α + αβ) and time (β, β + αβ). Thus, we seek efficient designs for which variances are constant within the subsets.
First, to enable the imposition of constraints, we consider sums of variance coefficients for each subset rather than applying Pareto optimality to contrasts separately. For the leukemogenesis experiment, this would lead to t A = c α + c α+αβ for cell line and t B = c β + c β+αβ for time. Thus, the objectives for the leukemogenesis experiment are the sums t A and t B as well as the variance coefficient for the single interaction term given by t AB = c αβ . Consideration of sums of variance coefficients as objective functions is motivated by the case of a single factor experiment. For a single factor, it is found that equality of variances for contrasts occurs when the design corresponds to that with minimum sum for the variance coefficients of those contrasts.
In general, defining the objectives to be the sums corresponding to the subsets of interest is not sufficient to ensure that the variances will be equal within subsets. Such constraints must therefore be imposed separately. For example, for the leukemogenesis experiment, we might seek to optimize for (t A , t B , t AB ) subject to the constraints c α = c α+αβ and c β = c β+αβ . However, enforcing constraints exactly can be unduly restrictive for discrete optimization problems. For example, there may be situations where none of the Pareto optimal designs satisfy the constraints. As outlined in the next section, a flexible approach that avoids these difficulties is to incorporate a suitable penalty function based on the constraints. 566 P. S. SANCHEZ AND G. F. V. GLONEK
Penalty approach
In order to incorporate constraints based on subsets of equal importance, we construct a suitable penalty function, D, based on the differences in variance coefficients of contrasts that appear in the constraints. The penalty approach takes the ith penalized objective to be t
where w ∈ [0, 1) is the weight associated with the penalty and t i is the ith objective. The Pareto optimal set is then generated using the penalized objectives.
For example, for the leukemogenesis experiment, we considered the constraints c α = c α+αβ and c β = c β+αβ . Based on those constraints, an appropriate penalty function is D = (c α −c α+αβ ) 2 +(c β −c β+αβ ) 2 . The Pareto optimal set is then generated for the penalized objectives t
and t (D)
AB . An attractive feature of the penalty approach is its simplicity with regard to implementation. In addition, the Pareto optimal set generated has the potential to be substantially smaller than would arise from the original approach of Glonek and Solomon (2004) . This is of practical importance when selecting an appropriate design. Furthermore, employing a penalty extends naturally to more complex applications for which metaheuristics may be required rather than the enumerative approach used in this paper.
APPLICATION TO THE LEUKEMOGENESIS EXPERIMENT
Recall, from Section 2.1, that there are 5 contrasts of interest for the leukemogenesis experiment. The interaction between cell line and time is of primary interest and forms the objective t AB = c αβ . Of subsequent interest are the 2 subsets of contrasts relating to cell line and time. In this light, it is relevant to consider the penalized objectives t
and t (D)
AB introduced in Section 3.3. Suppose 16 slides are available for the experiment. Then, a total of 20 349 designs are possible. Application of the penalty approach with w 0.975 produces a set of 16 Pareto optimal designs, given by designs 1-16 in Table 1 . Each of the 16 Pareto optimal designs satisfies the constraints in this situation. Furthermore, each appears in the larger Pareto optimal set of size 132 obtained when Pareto optimality is applied to the 3 objectives with no penalty.
The minimum variance coefficient for the interaction parameter within the constrained set of 16 designs is equal to the unconstrained minimum. This corresponds to the first 7 designs in Table 1 . The first design, which allocates 4 slides to each of the 4 hybridizations 00, 0b, a0, ab, is generally recommended as it is most efficient for interaction and balanced for all other contrasts of interest. Designs 2-7 would also be useful in situations where the efficiency of subsets of contrasts are not of equal priority. That is, those designs allow for a tradeoff in precision of the cell line effects against the time effects while achieving maximum precision for the interaction parameter. In contrast, design 17 in Table 1 , which is Pareto optimal for the parameters only, is highly unbalanced with respect to the variances of the cell line contrasts, with c α = 0.071 and c α+αβ = 1.071, and for this reason would not usually be considered to be a useful design.
Based on 3 penalized objectives, the penalty approach controls how much emphasis is placed on the constraints for the subsets of equal importance. As the penalty weight increases, more emphasis is placed on obtaining designs that best satisfy the constraints and a manageable number of efficient candidate designs is produced. For example, when 16 slides are available, using a penalty weight w 0.975 leads to the set of 16 Pareto optimal designs that satisfy the constraints. Inspection of these designs suggests that application of the penalty does not result in the exclusion of any desirable designs when compared with the set of 132 designs obtained when no penalty is employed.
We now compare our results to those derived from the classical approach of partial confounding given in Yates (1935) . In the microarray context, slides represent blocks of size 2. Under the classical approach, treatment means are usually parameterized in terms of a set of orthogonal contrasts. For the leukemogenesis experiment, such contrasts represent the cell line main effect, α , the time main effect, β , and interaction, αβ , together with a grand mean term. The classical contrasts can be expressed in terms of the parameterization in Figure 1 , whereby α = (α + 0.5αβ)/2, β = (β + 0.5αβ)/2, and αβ = αβ/4. Consider the pairs of blocks A = {(00, a0), (0b, ab)}, B = {(00, 0b), (a0, ab)}, and C = {(00, ab), (a0, 0b)}. Within a single replicate of pair A, both the cell line main effect α and the interaction αβ are estimable. However, the time main effect β is completely confounded with the block effects. Similarly, the cell line main effect α is completely confounded within B and the interaction αβ is completely confounded within C. Therefore, any design consisting only of replicates from pairs A and B will be optimal for interaction and this is consistent with our results. On the other hand, pair C is most efficient for the estimation of the classical main effects but does not contain information for interaction or any of the other contrasts that are of interest in this experiment. It follows that the diagonal hybridizations in pair C should not appear in a design optimal for any one of the contrasts α, α + αβ, β, β + αβ, and αβ, that is, in designs 1-3 in Table 1 . Moreover, the Pareto optimal designs that include diagonal hybridizations largely result in a loss in efficiency with respect to the contrasts of interest. For example, comparison of designs 1 and 16 in Table 1 shows a 33% increase in c αβ , whereas there is an improvement in efficiency of only 2.7% for each of c α , c β , c α+αβ , and c β+αβ . Thus, we do not recommend employing designs with diagonal hybridizations when interest is focussed on the contrasts considered here.
In this example, we have considered designs with an even number of slides. When odd numbers of slides are considered, we find that enforcing the constraints would lead to designs that allocate slides to diagonal hybridizations. However, we can lower the weight in the penalty approach to consider designs that employ no diagonals. Among the resulting designs, we recommend those that provide an improvement in the efficiency of interaction, despite their slight imbalance within the subsets of equal importance. These designs are simple variations of the types of designs obtained for even numbers of slides. For example, for 15 slides, we would recommend removing any 1 of the 16 slides in design 1 of Table 1. 568 P. S. SANCHEZ AND G. F. V. GLONEK
We investigated a wide range of weights for the penalty approach for moderately sized experiments. When the penalty weight was relatively high, we found that the Pareto optimal set obtained was most manageable and contained efficient designs. Based on our experience, then, an effective strategy would be to have an initial weight close to 1. Subsequently, the weight could be lowered until it is found that the Pareto optimal set provides no further designs that are considered to be suitable for recommendation.
As a second illustration, we consider the design of 2 × 3 factorial experiments as exemplified by the sphingosine kinase experiments. A detailed discussion can be found in section 9 of the supplementary material available at Biostatistics online, http://www.biostatistics.oxfordjournals.org.
DYE ALLOCATION
In 2-color microarray experiments, dye bias may occur in a variety of contexts. Systematic dye biases are those for which 1 channel appears consistently at a higher intensity for all genes on the array. Such dye bias can also depend on the overall spot intensity and the spatial location within an array but can typically be removed by normalization, see for example, Yang and others (2002) . Gene-specific or feature-specific dye bias occurs when the bias is different for different genes, indicating the presence of dye by gene interactions. This type of dye bias cannot be removed by normalization.
Failure to account for gene-specific dye bias during the design and analysis of the experiment can affect conclusions regarding differential expression. In terms of design selection, Dobbin and others (2005) and Martin-Magniette and others (2005) suggest that a variety of considerations be taken into account. Designs that employ dye swaps can effectively remove gene-specific dye bias. However, it is not clear that they would necessarily be the most efficient with respect to estimation of the contrasts of interest. Indeed, it may happen that dye-swapped experiments are not feasible to carry out. Another approach, suggested by Tsai and others (2006) , is to seek designs that are A-optimal for the parameters of interest in the context of a linear model that includes a dye effect.
Our approach to statistical design is focused primarily on achieving high efficiency for the contrasts of scientific interest. In this light, a possible strategy is to choose a design based solely on considerations of efficiency. A suitable dye allocation can then be imposed on the chosen design to minimize the effect of any dye biases that may be present.
Suppose that the design, X , has been selected for the experiment on the basis of Pareto optimality. Recall that the rows of X correspond to the hybridizations as specified by the configuration matrix (3.2). This formulation assumes a given dye orientation for each possible hybridization. Reversal of the dye allocation for a given slide is achieved by multiplication of the corresponding row of X by −1. This operation does not affect X T X ; hence, reversals of dye allocation do not impact on efficiency. Now suppose that dye effects, arising from gene-specific dye bias, are incorporated into the linear model introduced in (1.1) so that
where δ represents the dye effect for the gene under study. We define the notion of a balanced dye allocation as follows.
DEFINITION 5.1 A dye allocation for a design with n slides and design matrix X is said to be balanced with respect to the contrasts Bβ β β provided that B(X T X ) −1 X T 1 1 1 = 0 0 0. This definition has 2 important properties. First, if dye bias is present, the ordinary least squares estimateγ γ γ = B(X T X ) −1 X T M M M will be unbiased provided that the dye allocation is balanced. Hence, the design is robust in the sense that failure to include a term for dye bias will not lead to biased estimates for the contrasts of interest. Note, however, fitting such a model will result in an inflated residual variance for genes where a dye bias is present.
Second, if the model including dye bias (5.4) is used then
If the dye allocation is balanced, this reduces to σ 2 B(X T X ) −1 B T . Hence, there is no loss of information associated with the estimation of gene-specific dye bias, although it results in the loss of a degree of freedom. When the number of contrasts exceeds the number of parameters and B is a matrix of full column rank, the definition of balance reduces to the usual orthogonality condition, X T 1 1 1 = 0 0 0. Moreover, if the design consists only of even numbers of replicates of each configuration, a dye-swapped allocation can be used and will automatically satisfy this condition.
We adopt the linear model (1.1) and seek designs that are Pareto optimal with respect to the contrasts of scientific interest. Following design selection, we seek to minimize the effect of any gene-specific dye bias in model (5.4) by imposing a suitable dye allocation. An alternative approach is to assume that the dye bias is always present and that the optimal allocation occurs as part of the overall optimization. This approach has been presented in Tsai and others (2006) in the context of seeking A-optimal designs for a single factor experiment. In our framework, the alternative approach can be implemented by seeking designs that are Pareto optimal with respect to the diagonal elements of (5.5). The 2 approaches will produce the same designs for a given experimental situation and set of contrasts of interest when a balanced dye allocation can be found.
If a balanced allocation does not exist for a given optimal design X then the 2 approaches may produce different designs. In particular, there may be designs X * that are Pareto optimal with respect to the diagonal elements of (5.5) but not Pareto optimal with respect to the diagonal elements of (3.3). In such cases, X * would be superior to X when the term for dye bias is included in the model but inferior if it is excluded. Based on our experience, we expect both approaches typically to produce the same or very similar optimal designs.
If a balanced allocation is not possible then a dye allocation can be sought to minimize the effects of dye bias with respect to the contrasts of greatest interest under our approach as follows. Let X be a design matrix with given dye orientation and let d = B(X T X ) −1 X T v, where v is the dye orientation vector with elements that have the value 1 if the dye orientation is the same as that given in X and −1 if the dye allocation is reversed. An orientation vector v can then be sought either to optimize explicitly for the contrasts of greatest interest or alternatively to optimize an overall measure of balance such as
For an experiment with n slides available, there are potentially 2 n−1 different dye allocations to be checked. Since dye-swapped replicates do not contribute to d, a simple strategy is to enforce all possible dye swaps for replicate slides and then minimize with respect to the remaining slides that cannot be dye swapped.
To illustrate, consider the 2 × 3 experiment with 15 slides and the design comprising a single replicate of each of the 6 horizontal configurations and 3 replicates of each of the of the 3 vertical configurations defined in Figure 2 . Thus, the problem is one of dye allocation for the 6 horizontal slides and the remaining 3 vertical slides after dye swapping. Enumeration of all possible dye allocations for the remaining slides yields 8 allocations that achieve the minimal value D = 1. In each of those 8 allocations, we find that the remaining vertical configurations must have the same dye orientation. The patterns of allocation for the horizontal configurations are given in Table 2 .
Suppose X T v is partitioned such that X T v = X T H v H + X T V v V for horizontal (H) and vertical (V) replicates, respectively. For each of the 8 allocations, we find that X T H v H = 0, indicating that the horizontals provide balance. Thus, a completely balanced design is not possible, but the optimal solutions allow the minimal amount of gene-specific dye bias to enter the model through the imbalance of the orientation of the verticals. 
DISCUSSION
In this paper, we have considered the design problem of optimizing the precision of estimators of contrasts subject to the available experimental resources. The present work extends that of Glonek and Solomon (2004) in 2 major respects. First, it optimizes explicitly for the contrasts of interest instead of the parameters in the linear model. Second, it allows for the specification that given sets of contrasts be estimated with equal precision through the imposition of suitable constraints. These 2 refinements allow for the detailed specification of designs tailored to a specific scientific purpose and in the context of an arbitrary linear model. In addition, we have considered the role of dye allocation in terms of potential bias and also impact on the estimation of the contrasts of interest. The design of experiments in practice entails the consideration of many other practical and conceptual factors. In what follows, a number of other issues relevant to 2-color microarray experiments are discussed briefly.
Technical replication
The discussion in this paper has assumed the errors associated with the log ratios are uncorrelated. This is a reasonable assumption when only biological replicates are permitted. If the same biological sample is applied to more than 1 slide, that is if technical replication is permitted, errors for slides that share biological material will be correlated. Thus, the ordinary least squares analysis and implied variance calculations do not apply. Experiments with technical replication require a statistical model that takes proper account of the technical replication and on which the statistical analysis will be based. Given such a model, the problem of optimal design can then be considered.
A natural approach is to consider a suitable linear mixed model. Suppose r k independent biological samples are obtained from population k for k = 1, 2, . . . K . Then, the total number of independent biological samples is given by r 1 + r 2 + · · · + r K = r . The linear mixed model for the vector of log ratios, M M M, is given by
where X and β β β are as given previously, b b b is an r -dimensional vector of random effects corresponding to the r biological samples, Z is a n × r matrix indicating the allocation of biological samples to slides, and e e e is the experimental error.
In what follows, we assume that each of the random effects b k are independent with E(b k ) = 0 and var(b k ) = σ 2 b and also that E(e i ) = 0 and var(e i ) = σ 2 e independently of the b k . We refer to σ 2 b as the biological variance and to σ 2 e as the experimental error variance. The allocation matrix Z is defined by Corbeil and Searle (1976) . However, for the purpose of theoretical calculations of efficiency, we will consider the variance matrix var(γ γ γ ) = σ 2 e C, where
A similar approach has been taken by Tsai and others (2006) who considered A-optimal designs for a single factor experiment. In our framework, it is natural to extend Definition 3.1 to seek designs that are Pareto optimal based on the diagonal elements of C. The optimization is over all design matrices X and allocation matrices Z compatible with the available biological material and slides.
Although such an approach is, in principle, a natural generalization, there are many additional issues to be considered. First, when technical replication is permitted, the design space will be much larger and efficient representations and search strategies will be needed. Second, the problem involves the unknown quantity σ 2 b /σ 2 e and, if an estimate is used, the robustness of the resulting designs must be considered. Third, the problem specified above supposes a fixed number of slides and a fixed number of biological samples. Hence, a method for determining the optimal numbers of biological samples and slides subject to the constraints of a given experiment is also needed. These issues are beyond the scope of the present paper and are the subject of ongoing research.
Exploratory experiments
Our methodology has been developed to cater for typical microarray experimental situations in which the contrasts of scientific interest are specified at the planning stage. However, there are applications in which such contrasts may not be specified in advance. Two such applications arise from the use of microarray technology for class prediction and class discovery.
The aim of class prediction was to construct functions of the gene expression data that can be used to allocate individuals to 1 of a number of given classes. Class membership is known for subjects in the training data, but the functions will be used to predict class membership for subjects for whom only the gene expression data are available. If priorities for a predictor can be identified and expressed as contrasts in a statistical model then our methodology for design recommendation can be applied to the problem. However, in the absence of priorities for a predictor, it would be reasonable to prescribe equal numbers of biological samples within each of the classes. It follows that the design for such an experiment would be based on specifying the pairwise differences to be the contrasts of interest.
Unlike class prediction, class discovery aims to establish meaningful groups in the data on the basis of gene expression alone. This may involve the discovery of classes of subjects with similar gene expression or classes of genes with similar behavior. Such problems are not directly amenable to experimental design since the underlying classes are, by definition, not known in advance. However, optimal experimental designs can nevertheless play an important role in such experiments. In particular, it is usually the case that clusters are sought on the basis of gene expression profiles rather than individual gene expression values. For example, we may seek to identify subgroups of disease by identifying patients whose patterns of gene expression are similar to each other and systematically different to those of a control group. Similarly, we may seek to cluster genes that respond similarly to a given experimental 572 P. S. SANCHEZ AND G. F. V. GLONEK stimulus over time. The definition of clusters is therefore determined by the structure of the data in the experiment.
In this light, a key step in the design of an exploratory experiment is to specify the structure of the gene expression profiles from which the clustering will be inferred. The characteristics of a profile can typically be described by a suitable set of contrasts of the individual expression levels. The methods for experimental design presented in this paper may then be applied to ensure that the relevant contrasts are estimated as efficiently as possible. This is important in that it allows for greater sensitivity and effective screening of genes that are not differentially expressed.
Complex experiments
Optimal experimental designs are motivated by considerations of statistical efficiency and as such provide the maximum information for a given amount of experimental effort. However, as pointed out by Wit and others (2005) , certain nonoptimal designs, most notably the common reference design, continue to be popular. In that design, all samples are hybridized against material from a common reference sample that is of no scientific interest in its own right and merely serves as a common standard for comparison. It has been shown that such designs are less efficient than optimal experimental designs (Kerr and Churchill, 2001; Wit and others, 2005) . Nevertheless, in the light of their popularity, it is worth considering whether there are situations when the use of common reference designs can be justified.
Possible reasons for using a common reference design may include extensibility, robustness to failed hybridizations, elimination of dye effects and simplicity. Although a detailed examination of all these issues is beyond the scope of the present paper, we note that they can also be addressed in the context of optimal designs, see for example, Wit and others (2005) . The principal motivation for optimal design is statistical efficiency and, in this light, the decision between an optimal design and a common reference design involves a tradeoff between statistical efficiency and other considerations. A situation in which the use of a common reference design may be justified is when optimal designs offer only small advantages in terms of statistical efficiency. One context in which we might expect optimal designs to provide only modest gains in efficiency is in complex experiments where the number of contrasts of interest is substantially greater than the available number of slides.
Consider a single factor experiment with r experimental conditions so that there are r (r −1)/2 pairwise comparisons of interest. For large r , the number of comparisons will be significantly greater than the number of slides and it might be expected that gains in efficiency will be small. Suppose 2 biological samples are available under each condition and that 2r slides are available. This material could be used to produce 2 independent replicates of a common reference design. Alternatively, the same amount of biological material and available slides could be used to construct a connected interwoven loop design, a modification of the interwoven loop design in Wit and others (2005) , that uses technical replicates within each loop. Numerical calculations for selected values of σ 2 e and σ 2 b show, as might be expected, that the gains in efficiency associated with the interwoven loop relative to the common reference design diminish as the number of conditions r increases. However, modest gains in efficiency are still possible even for r 30.
For factorial experiments, the number of contrasts potentially of interest also increases rapidly with the number of levels of the factors. However, unlike the single factor experiment, it is not necessarily the case that the relative advantage of an optimal design diminishes as the number of treatment combinations in the experiment increases. To illustrate, consider a 2 × r experiment and let µ ij be the mean log expression for treatment combination (i, j). Suppose primary interest is on the r 2 interaction contrasts µ ij −µ i j −µ i j + µ i j for i = 1, 2, . . . , r ; j = 1, 2. If 2 biological samples are available at each treatment combination and a total of 4r slides are available then 2 replicates of a common reference design can be made and each On the other hand, the same material can be used to make 2 replicates of each "vertical" configuration (i, 2) versus (i, 1) and a single replicate of a loop design with respect to i at j = 1 and at j = 2. For this design, it can be checked that each interaction contrast can be estimated with variance no greater than 2σ 2 b + σ 2 e . As neither expression depends on r , it follows that the gain in efficiency arising from the use of an optimal design does not diminish.
The preceding examples suggest that suitably chosen optimal designs can offer significant improvements in efficiency over common reference designs in a range of situations including experiments with large numbers of treatments. In this light, the approach of identifying and prioritizing the scientifically relevant contrasts and then choosing a Pareto optimal design is well suited to experimental design for large and complex microarray experiments. In cases where a relatively small subset of contrasts are of particular interest, it could be expected that this approach will yield substantial improvements over both the common reference design and the optimal designs derived from more general criteria. An important practical issue lies in the identification of such designs. In particular, enumerative searches are prohibitively expensive even for moderately sized experiments. Since Pareto optimality explores the compromise in efficiency between multiple objectives, an appropriate strategy for such problems is to develop a multiple objective metaheuristic method aimed at generating a good approximation of the set of Pareto optimal designs. The development and evaluation of a multiple objective metaheuristic method for microarray experiments are the subject of ongoing research.
COMPUTER PROGRAM
A C program has been written by the corresponding author in order to carry out the types of calculations presented in this paper. The program and associated instructions are available at http://www.biostatistics. oxfordjournals.org.
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