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Zusammenfassung. Nichtidealit¨ aten einer Schaltung, wie
z.B. nicht ideale Charakteristik des Operationsverst¨ arkers
und Streuungen in den Filterkoefﬁzienten, sind dahingehend
bekannt die Efﬁzienz von zeitkontinuierlichen Sigma-Delta
Wandlern in drastischer Weise zu reduzieren. Daher stellt
diese Ver¨ offentlichung eine m¨ ogliche Methode vor, um die
genannten Nichtidealit¨ aten durch eine Sch¨ atzung mit Hilfe
eines Unscented Kalman Filters zu bestimmen und in ei-
nemm¨ oglichenweiterenSchrittzukorrigieren.DesWeiteren
kann durch eine leichte Modiﬁkation des vorgestellten Algo-
rithmus auch gleichzeitig eine implizite Dezimation des Aus-
gangssignals durchgef¨ uhrt werden. Hierdurch wird die Ge-
samtefﬁzienz des vorgestellten Ansatzes gesteigert, da kein
zus¨ atzlicher Dezimationsﬁlter mehr ben¨ otigt wird. Simula-
tionsergebnisse des Filteralgorithmus zeigen die prinzipielle
Funktion des Algorithmus.
1 Einleitung
Schaltungsnichtidealit¨ aten von zeitkontinuierlichen Sigma-
Delta Wandlern, wie z.B. nichtideales Verhalten des Operati-
onsverst¨ arkers, Streuung in den Filterkoefﬁzienten, Excess-
Loop-Delay und Jitter, beeintr¨ achtigen im großem Maße
die Efﬁzienz von Analog/Digital Wandler (ADC). Dies ge-
schieht wegen der ben¨ otigten Skalierung des Schleifenﬁlters
um unter der genannten Variation ein stabiles System zu er-
halten. Zwar erm¨ oglicht das Skalieren der Filterkoefﬁzienten
ein stabiles System, aber dies wird mit einer geringeren Efﬁ-
zienz im Vergleich zum unskalierten Modulator erkauft.
Um diesen Nachteil zu umgehen, werden in der Lite-
ratur verschiedene Methoden vorgeschlagen. Diese lassen
sich haupts¨ achlich in zwei Gruppen bez¨ uglich ihres Funk-
tionsprinzips unterteilen. Die erste Gruppe verwendet ei-
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ne Ofﬂine Methode, um verschiedene Nichtidealit¨ aten, wie
z.B. endliche Bandbreite, Variation der Filterkoefﬁzienten
und Verst¨ arkung, wie auch spektrale St¨ orung, zu sch¨ atzen
(Cauwenberghs and Temes, 2000; Balestrieri et al., 2004).
Hierzu wird der Eingang zum Wandler unterbrochen und
durch ein bekanntes analoges Signal ersetzt. Die linearen
Fehler der analogen Schaltung werden dann durch einen di-
gitalen Filter korrigiert, indem das sich ergebende Regres-
sionsproblem gel¨ ost wird, oder indem der analoge Schalt-
kreis abgestimmt wird. Dieser Ansatz weist aber den erheb-
lichen Nachteil auf, dass hierzu das Eingangssignal abge-
klemmt werden muss, was leider nicht immer m¨ oglich ist.
Des Weiteren ist eine online Kalibrierung w¨ unschenswert,
um auch beispielsweise Temperaturschwankungen und Alte-
rung der Schaltung kompensieren zu k¨ onnen. Diese zus¨ atzli-
che Anforderung an die Kalibrierungsmethode f¨ uhrt direkt
zu der zweiten Gruppe, welche eine online Korrektur des
ADCs erm¨ oglichen. Bei diesen Verfahren wird ein bekanntes
breitbandiges Signal dem eigentlichen Eingangssignal ¨ uber-
lagert (Cauwenberghs and Temes, 2000). Die Fehler des AD-
Cs werden dann durch eine mathematische Korrelation der
Eingang und Ausgangssignals gesch¨ atzt. Die Korrektur kann
durch Kalibrierung oder digitale Filterung erreicht werden.
Ein weiterer Ansatz ist eine referenzfreie online Kalibrie-
rung. Bei dieser wird zum Eingang des Quantisierers ein be-
kanntes Zufallszahl hinzu addiert. Auch dann kann in einem
zweiten Schritt der Fehler durch Kalibrierung oder digita-
le Filterung reduziert werden. Alle diese Methoden weisen
aber den großen Nachteil auf, dass nur kleine Abweichungen
korrigiert werden k¨ onnen. Dies liegt an der endlichen Rei-
henentwicklung, welche f¨ ur die Korrelation verwendet wird.
Das Problem l¨ asst sich aber nun umgehen, indem ein Un-
scented Kalman Filter (UKF) zur Sch¨ atzung der Abweichun-
gen verwendet wird. Dadurch lassen sich die Zustandsvaria-
blen und die unbekannten Parameter sch¨ atzen (Buhmann et
al., 2007a). Im Gegensatz zum weitaus bekannteren und ¨ ubli-
cherweise genutzten Extended Kalman Filter (EKF), welcher
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eine Linearisierungsmethode f¨ ur die Bestimmung der Zu-
standsvariablen verwendet, basiert der UKF auf einem Re-
gressionsansatz. Daher weist der UKF bei starken Nichtli-
nearit¨ aten eine bessere Konvergenz mit identischem Rechen-
aufwand im Vergleich zum EKF auf (van der Merwe and
Wan, 2004).
2 Theoretische Grundlagen
Dieser Absatz fasst die beiden Algorithmen des EKF und
UKF kurz zusammen. Danach wird der Algorithmus des
UKF dermaßen erg¨ anzt, dass dieser verschiedene Nichtidea-
lit¨ aten des Sigma-Delta Wandlers sch¨ atzen kann. Dies bein-
haltet im Besonderen die Modellierung des Sigma-Delta
Wandlers und die Beschreibung des kombinierten UKF Al-
gorithmus. Dabei sch¨ atzt der kombinierte UKF den Zu-
standsvektor und die Parameter des Sigma-Delta Modula-
tors. Dies wurde erstmalig in (Buhmann et al., 2007a) vorge-
stellt. Abschließend wird der Algorithmus beschrieben, wel-
cher f¨ ur die implizite Dezimation verwendet werden kann.
2.1 Extended Kalman Filter
Der klassische Ansatz mit einem Kalman Filter die Zu-
standsvariable xk eines diskreten nichtlinearen Systems zu
sch¨ atzen ist
xk = f
 
xk−1,u1,k−1,vk−1

yk = h
 
xk,u2,k,nk

. (1)
Dabei ist f die nichtlineare Zustandsfunktion und h ist die
nichtlineare Messfunktion. Die vorherige Prozessunsicher-
heit vk−1 und das vorherige externe Eingangssignal u1,k−1
treiben den Zustand des Systems voran und das Messrau-
schen nk erzeugt eine zus¨ atzliche Unsicherheit bez¨ uglich der
Messung yk. Der externe Eingang u2,k stellt ein bekanntes
Eingangssignal dar, welches sich direkt auf die Messung aus-
wirkt. Unter der Annahme, dass das Prozess- und Messrau-
schen einer Zufallsvariablen mit Normalverteilung folgt, ist
der Kalman Filter die erste Wahl den unbekannten Zustand
xk des Systems rekursiv zu sch¨ atzen. Dies geschieht durch
b xk = b x−
k − Kk (yk −b y−
k )
Pxk = P−
xk − Kk Pb yk KT
k . (2)
Dabei ist b xk der gesch¨ atzte Zustand des Systems und Pxk
dessen Kovarianz, wie auch b x−
k der vorhergesagt Zustand
und P−
xk dessen Kovarianz. Die erwarteten Messwerte und
deren Kovarianz sind gegeben durch b y−
k und Pb yk. F¨ ur den
EKF ergeben sich dann f¨ ur den vorhergesagten Zustand, die
vorhergesagte Messung und die Kalman Verst¨ arkung (Buh-
mann et al., 2007a)
b x−
k ≈ f
 
b xk−1,u1,k, ¯ v

b y−
k ≈ h
 
b x−
k ,u2,k, ¯ n

Kk ≈ Plin
xk yk

Plin
b yk
−1
(3)
dabei sind ¯ v und ¯ n der Mittelwert des Prozess- und Messrau-
schens. H¨ auﬁg werden diese Werte mit Null angenom-
men. Die verschiedenen, linearisierten Kovarianzen werden
durch eine Reihenentwicklung der nichtlinearen Funktion
bestimmt. Dabei wird die Reihenentwicklung h¨ auﬁg nach
dem erster Glied abgeschnitten.
2.2 Unscented Kalman Filter
Wie im vorherigen Absatz erw¨ ahnt, basiert der EKF auf ei-
ner Reihenentwicklung der nichtlinearen ¨ Ubertragungsfunk-
tion am Punkt des vorhergesagten Mittelwerts. Im Gegen-
satz dazu bestimmt der UKF den Mittelwert und die Vari-
anz mit Hilfe einer linearen Regression (van der Merwe and
Wan, 2004; Julier et al., 1995) und ist daher eine ableitungs-
freie Alternative zum EKF. Hierzu wird zun¨ achst wie beim
EKF angenommen, dass die verschiedenen Zufallsvariablen
einer Normalverteilung folgen. Um auch hier (2) berechnen
zu k¨ onnen, m¨ ussen zuerst die verschiedenen Sigma-Punkte
X bestimmt werden durch
Xk−1 =
h
b xk−1 b xk−1+λ
p
Pk−1 b xk−1–λ
p
Pk−1
i
. (4)
Die Sigma-Punkte bestehen einerseits aus dem vorherigen
gesch¨ atzten Zustandb xk−1, wie auch dessen Kovarianz Pk−1.
Zus¨ atzlich wird noch ein Gewichtungsfaktor λ eingef¨ uhrt,
um die Spreizung des Sigma-Punkte ver¨ andern zu k¨ onnen.
Diese Sigma-Punkte stellen dann den wahren Mittelwert und
Kovarianz dar. Im n¨ achsten Schritt werden dann die Sigma-
Punkte Xk−1 durch die nichtlineare Zustandsfunktion pro-
pagiert, um die zeitliche ¨ Anderung des Systemzustandes zu
beschreiben
Xk|k−1 = f
 
Xk−1,u1,k−1,vk−1

. (5)
W¨ ahrend dieses Schrittes nehmen die erwarteten Sigma-
Punkte Xk|k−1 den wahren zuk¨ unftigen Mittelwert b x−
k und
dessen Kovarianz P−
xk auf. Diese k¨ onnen dann durch die li-
neare Regression bestimmt werden
b x−
k =
2L X
i=0
wm
i Xi,k|k−1 (6)
P−
xk =
2L X
i=0
wc
i(Xi,k|k−1 −b x−
k )(Xi,k|k−1 −b x−
k )T
Dabei sind wm
i und wc
i die linearen Regressionskoefﬁzien-
ten f¨ ur den Mittelwert und die Varianz. Diese Koefﬁzienten
h¨ angen einzig von dem verwendeten Sigma-Punkt Kalman
Filter ab (Julier et al., 1995). Der Korrekturschritt auf Basis
der Messungen wird in ¨ ahnlicher Weise durchgef¨ uhrt. Hierzu
werden wieder die erwarteten Sigma-Punkte Xi,k|k−1 durch
die Messgleichung propagiert, was zu den Messwert-Sigma-
Punkten Yk|k−1 f¨ uhrt. Dies l¨ asst sich beschrieben durch
Yk|k−1 = h
 
Xk|k−1,u2,k,nk

. (7)
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Von diesen Messwert-Sigma-Punkten lassen sich der erwar-
tete Messwert b y−
k , die Messwertvarianz Pb yk und die Kovari-
anz zwischen den Messwert-Sigma-Punkten und erwarteten
Sigma-Punkten berechnen durch
b y−
k =
2L X
i=0
wm
i Yi,k|k−1 (8)
Pb yk =
2L X
i=0
wc
i
 
Yi,k|k−1 −b y−
k
 
Yi,k|k−1 −b y−
k
T
Pxk,yk =
2L X
i=0
wc
i
 
Xi,k|k−1 −b x−
k
 
Yi,k|k−1 −b y−
k
T .
Letztendlich kann mit (8) nun (2) berechnet werden.
2.3 Sigma-Delta System Modell
Ein Modell des Sigma-Delta Wandlers ist in Abb. 1 dar-
gestellt. Der Wandler besteht aus dem Schleifenﬁlter, wel-
cher in einer Zustandsraumbeschreibung gegeben ist, einem
Quantisierer und einem DAC. Da der Filteralgorithmus die
Messwertdaten abgetastet erh¨ alt, empﬁehlt es sich den zeit-
kontinuierlichen Filter mit einem zeitdiskreten ¨ Aquivalent
zu beschreiben. Dadurch zeigt sich schon, dass Fehler, wel-
che keine Auswirkung auf das zeitdiskrete Modell haben,
auch nicht gesch¨ atzt werden k¨ onnen. Des Weiteren k¨ onnen
auch Fehler, welche zu einer identischen diskreten Beschrei-
bung f¨ uhren, nicht von dem Filter unterschieden werden.
Dies stellt aber keinen Nachteil des vorgestellten Verfahrens
dar, da Fehler mit dieser Eigenschaft auch auf identische Art
und Weise korrigiert werden k¨ onnen. Die Umwandlung des
zeitkontinuierlichen Wandlers in einen zeitdiskreten Wand-
ler kann durch die Anwendung der Lifting-Methode erreicht
werden (Buhmann et al., 2007b). Der Sigma-Delta Wandler
l¨ asst sich dann beschreiben durch
xk+1 = A xk + B

uin,k DACk
T (9)
yout,k = Q(C xk + D uk + pk).
Dabei stellen A, B, C, und D die Systemmatrix, Steuerma-
trix, Beobachtungsmatrix und Durchgangsmatrix dar. Das
Gesamtsystem, welches aus Sigma-Delta Modell und dem
kombinierten UKF (Buhmann et al., 2007a) besteht wurde
in der ReBEL Toolbox (van der Merwe and Wan, ReBEL)
in MATLABTM modelliert. Basierend auf (9) und unter der
Annahme, dass die vorherigen DAC Werte DACk−1 bekannt
sind, k¨ onnen die notwendigen Gleichungen f¨ ur die Imple-
mentierung in der ReBEL Toolbox sehr einfach abgeleitet
werden. Diese sind
ffun = A xk−1 + Bin vk−1 +
BDAC DACk−1 (10)
hfun = Q(C xk + D uk + pk) + nk. (11)
dabei stellen ffun und hfun die Zustandsfunktion und die
Messfunktion dar. Bin und BDAC sind die Spalten der B Ma-
A
C
B
D ( )
uin,k yout
DAC
Q +
yk
pk
wk
Abb. 1. Zustandsraum Beschreibung eines zeitdiskreten Sigma-
Delta Wandlers, welcher aus dem Filter, einem Quantisierer Q und
einem DAC besteht. Dem Quantisierer Eingang wird zur Verbes-
serung der Sch¨ atzung ein bekanntes pseudozuf¨ alliges Rauschen pk
hinzugef¨ ugt.
trix, welche die Steuermatrix des Sigma-Delta Wandlers dar-
stellt. Die Implementierung des EKF ist von der f¨ ur den UKF
vorgestellten Herangehensweise leicht unterschiedlich. Um
ein implementierbares Modell zu erzeugen, muss zun¨ achst
der Quantisierer Q linearisiert werden. Hierzu ﬁndet man
unterschiedliche Ans¨ atze in der Literatur. Die bekannteste
Methode ist eine signalabh¨ angige Verst¨ arkung mit additivem
weißem Rauschen. Die verschiedenen EKF Matrizen, AEKF,
BEKF, CEKF, DEKF, GEKF, HEKF, JFWEKF und JHWEKF,
lassen sich dann durch die Differentation von (10) und (11)
nach den verschiedenen Variablen (van der Merwe and Wan,
ReBEL), wie z.B. dem Zustandsraum oder den Modellpara-
metern, bestimmen.
2.4 Implizite Dezimation
Die implizite Dezimation des Sigma-Delta Ausgangs mit ei-
nem UKF Filter ¨ ahnelt dem Ansatz der Dezimation mit ei-
nem EKF (Abeysekera and Charoensak, 2006). Hierzu muss
der Filteralgorithmus aus Abschnitt 2.3 angepasst werden.
Dies geschieht durch Hinzuf¨ ugen von weiteren Zustandsva-
riablen zum Zustandsraum. Diese zus¨ atzlichen Zustandsva-
riablen werden dann f¨ ur die Beschreibung des Wandlerein-
gangs uk verwendet. Falls man ein konstantes Eingangssi-
gnal zwischen zwei Zeitschritten annimmt und deren Ab-
weichung sich durch eine Normalverteilung ann¨ ahern l¨ asst,
reicht eine einzige zus¨ atzliche Zustandsvariable aus. Folglich
ergibt sich dann f¨ ur den modiﬁzierten UKF Algorithmus
xin,k = xin,k−1 + vk−1
ffun = A xk−1 + Bin xin,k +
BDAC DACk−1
hfun = Q(C xk + D uk + pk) + nk (12)
In (12) stellt xin,k die zus¨ atzliche Zustandsraumvariable
dar, welche den Eingang des Wandlers uin,k repr¨ asentiert.
Um aber eine bessere und st¨ arker gegl¨ attete Sch¨ atzung zu
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Abb. 2. Parameter Sch¨ atzung durch den UKF und EKF Algorith-
mus. Dies zeigt die weitaus besseren Konvergenzeigenschaften des
UKF.
erhalten, kann eine Reihenentwicklung h¨ oherer Ordnung f¨ ur
den Eingang des Wandlers verwendet werden. Dies f¨ uhrt
aber auch zu einem h¨ oheren Rechenaufwand. Die Dezi-
mation des Wandlerausgangs (Abeysekera and Charoensak,
2006) ﬁndet durch rekursive Ausf¨ uhrung von (12) statt. Alle
N Schritte,dabeiistN identischzum ¨ Uberabtastungsverh¨ alt-
nises (OSR), wird dann der dezimiert Ausgang uin,n×OSR
aus dem Datenstrom entnommen. Danach muss der Filter
neu initialisiert werden. Dies beinhaltet den Zustandsraum
und die Kovarianzen des Filters. Diese Prozedur realisiert
die Tiefpassﬁlterung des Eingangssignals. Im Falle des EKF
Dezimationsﬁlters kann gezeigt werden, dass der Filterfehler
die gleiche Ordnung aufweist, wie ein optimaler FIR Filter
mit einer gew¨ ahlten Filterordnung von N. Der Grund hierf¨ ur
ist, dass der EKF im nichtstation¨ aren Fall einem Wiener Fil-
ter entspricht. Da der UKF und EKF selbst ¨ ahnliches Verhal-
ten aufweisen, sollte der UKF auch diese Eigenschaft auf-
weisen. Dies gilt es aber noch zu beweisen.
3 Simulationsergebnisse
In diesem Abschnitt werden verschiedene Simulationsergeb-
nisse des gekoppelten UKF gezeigt. Diese best¨ atigen die
prinzipielle Funktion der Zustandsraumsch¨ atzung, der Para-
metersch¨ atzung und der impliziten Dezimation. Dies wird
anhand eines 3er Ordnungs Sigma-Delta Wandler mit 4Bit
Quantisierer gezeigt. Der UKF und der EKF sind implemen-
tiert, wie in Abschnitt 2 beschrieben. Die zus¨ atzlichen Filter-
parameter sind aus (Buhmann et al., 2007a) entnommen. Um
die EKF Simulation zu vereinfachen, wurde eine Quantisie-
rerverst¨ arkung Kq von 1 angenommen. Diese Annahme wird
h¨ auﬁg bei Multi-Bit Sigma-Delta Wandler angewendet, falls
keineVariationindenKoefﬁzientenvorhandenist.Unterdie-
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Abb. 3. Leistungsdichtespektrum des gesch¨ atzten Eingangs xin mit
einer Signalamplitude von −36dBFS und einer Signalfrequenz,
welche bei der H¨ alft der Signalbandbreite nach der Dezimation
liegt.
ser Annahme vereinfacht sich der EKF zu einem klassischen
Kalman Filter.
3.1 Sigma-Delta Wandler
Der Sigma-Delta Wandler wurde mit der DISCO Tool-
box (Buhmann et al., 2007b) synthetisiert. Als OSR wur-
de OSR=25 gew¨ ahlt. Die maximale Anzahl an Quantisie-
rerstufen, welche vom r¨ uckgekoppelten Quantisierungsrau-
schen verwendet wird, wurde eins gr¨ oßer als die Ordnung
des Modulators gew¨ ahlt. Dadurch ergibt sich eine maximale
stabile Eingangsamplitude von 62.5%Vref (Schreier and Te-
mes, 2004). Der berechnete Schleifenﬁlter des Sigma-Delta
Wandlers ergibt sich dann zu




A B
C D



 =




1 0 0 0.55 −0.55
1 1 0 0 −1.61
0 1 1 0 −2.04
0 0 1 0 0



. (13)
3.2 Sch¨ atzung von Modellparametern und implizite Dezi-
mation
Abbildung 2 zeigt die Simulationsergebnisse des gekoppel-
ten UKF und des gekoppelten EKF. Dabei sollten die Filter
den Modellparameter b3,2 der Steuermatrix B sch¨ atzen. Bei
beiden Simulationen wurde der Zustandraums und die da-
zugeh¨ origen Kovarianz mit gleichen Startwerten initialisiert.
Um die Konvergenz beider Algorithmen besser vergleichen
zu k¨ onnen, wurde zus¨ atzlich ein großer Fehler zum wahren
Wert hinzugef¨ ugt. Wie die Abbildung zeigt, besitzt der UKF
eine bessere Konvergenzeigenschaft im Vergleich zum EKF,
da dieser schneller zum wahren Wert strebt. Nichtsdestotrotz
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streben beide Filter, UKF und EKF, dem wahren Wert ent-
gegen. In Abb. 3 ist das dezimierte Spektrum der Zustands-
raumvariablen xin,k nach dem Heruntertasten zur Nyquist
Abtastrate dargestellt. Dies best¨ atigt die implizite Dezimati-
on des vorgestellten Algorithmus, da ansonsten die Rausch-
dichte einen weitaus h¨ oheren Wert annehmen m¨ usst.
3.3 Sch¨ atzung von Sensorparametern in einem kraftkom-
pensierten Sigma-Delta Wandler
Ein im Vergleich zu den elektrischen Sigma-Delta Wand-
lern noch recht junges Themengebiet, sind so genannte kraft-
kompensierte Sigma-Delta Wandler, bei denen der Sensor
selbst ein Teil des Sigma-Delta Regelkreises ist. Dies ist in
Abb. 4 dargestellt. Ein großes Problem elektromechanischer
Sigma-Delta Wandler ist, dass die Variation der Sensorpara-
meter unabh¨ angig von der Variation der elektrischen Filter
geschieht. Dadurch wird eine Anpassung der Filterstruktur
an das verwendete Sensorelement unumg¨ anglich, um einen
stabilen Betrieb zu gew¨ ahrleisten. Das hierf¨ ur ben¨ otigte Mo-
dell kann sehr einfach aus dem des elektrischen Sigma-Delta
Wandler (11) abgeleitet werden. Hierf¨ ur muss dieses einfach
um das mechanische Element erg¨ anzt werden. Dadurch er-
gibt sich f¨ ur das neue Modell des Schleifenﬁlters

˙ xs,k
˙ xl,k

=

As 0
Bl Cs Al

xs,k
xl,k

+

Bs
Bl Ds

Fin,k
FDAC,k


ys,k
yl,k

=

Cs 0
Dl Cs Cl

xs,k
xl,k

+

Ds
Dl Ds

Fin,k
FDAC,k

(14)
Aus (14) lassen sich in einem n¨ achsten Schritt die verschie-
denen Funktionen f¨ ur den UKF und EKF ableiten, wie in Ab-
schnitt 2.3 vorgeschlagen.
4 Diskussion
Es wurde eine Methode zur Sch¨ atzung von Schaltungsnicht-
idealit¨ aten und Sensorparametern vorgestellt. Dies ist ein
wichtiger Schritt, um eine Korrektur in Echtzeit zuk¨ unftig
durchf¨ uhren zu k¨ onnen. Die Efﬁzienz dieser Methode kann
durch Einbeziehung der Dezimation mit in den Filter ver-
bessert werden. Dadurch entf¨ allt der ansonsten zus¨ atzlich
ben¨ otigte Dezimationsﬁlter. Es wurden Simulationsergebnis-
se gezeigt, welche die Konvergenzeigenschaft und die impli-
zite Dezimation betrachten. Nat¨ urlich ist der vorgestellte An-
satz nicht so efﬁzient wie ein Polyphasen Filter oder ein FIR
Filter bez¨ uglich der Dezimation. Aber der vorgestellte An-
satz erm¨ oglicht die gleichzeitige Sch¨ atzung von Schaltungs-
nichtidealit¨ aten. Vergleicht man den EKF und UKF mitein-
ander, zeigen beide Methoden eine ¨ ahnliche Efﬁzienz. Der
UKF ben¨ otigt aber keine Linearisierung des Quantisierers
Q. Daher ist weder ein zus¨ atzliches Wissen ¨ uber die Quan-
tisiererverst¨ arkung n¨ otig, noch muss dieser separat gesch¨ atzt
werden.
Al
Cl
Bl
Dl ( )
Fin,k yout
DAC
Q +
pk
V/F
Sensor Elektrischer Filter
FDAC,k
Abb. 4. Kraftkompensiertes Auswertesystem basierend auf einem
Sigma-Delta Wanlder, welches aus einem Sensorelement, einem
elktrischen Filter, einem Quantisierer Q, einem DAC und einem
Wandlerelement V/F besteht.
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