Diffuse correlation spectroscopy (DCS) is a technique which enables powerful and robust non-invasive optical studies of tissue micro-circulation and vascular blood flow. The technique amounts to autocorrelation analysis of coherent photons after their migration through moving scatterers and subsequent collection by single-mode optical fibers. A primary cost driver of DCS instruments are the commercial hardware-based correlators, limiting the proliferation of multi-channel instruments for validation of perfusion analysis as a clinical diagnostic metric. We present the development of a low-cost scalable correlator enabled by microchip-based time-tagging, and a software-based multi-tau data analysis method. We will discuss the capabilities of the instrument as well as the implementation and validation of 2-and 8-channel systems built for live animal and pre-clinical settings.
INTRODUCTION
Existing measurement tools for measuring blood velocity and blood perfusion in tissue provide incomplete information is terms of absolute blood velocity, ability to simultaneously probe multiple locations and the ability to adequately probe deep into tissue 2 . Diffuse correlation Spectroscopy DCS offers the promise of overcoming these deficiencies. In DCS, near-infrared photons from a coherent laser source are injected into tissue and then collected with a single mode fiber. The photons arriving in the collection fiber are detected by a single photon detector. The arrival times of photons are used to compute an autocorrelation, where the shape of the autocorrelation versus lag time is dependent on multiple parameters including blood perfusion, red blood cell velocity, and sampling depth 6 . Existing hardware based correlators, such as correlator.com and software based systems can be cost prohibitive for multiplexing many channels and can be large and bulky in a portable system for clinical use. The system described in this work attempts to make use of a low cost system on a chip (SOC) consisting of a microprocessor and a field programmable gate array (FPGA). Autocorrelation functions are calculated in the control software, further reducing hardware cost. The complete instrument can detect decreases in blood perfusion associated with a collection of health issues such as the onset of hemorrhagic shock and vascularization in tissue recently transplanted.
DCS Theory
The temporal intensity autocorrelation is defined as ( ) =
and is related to the normalized scattered electric field autocorrelation,
by the Siegert relationship,
where q 2 is the square of the scattering wavevector, k 0 is the magnitude of the incident wavevector, <r 2 (τ)> is the photon's mean square displacement, and β is a constant depending on the optics and setup 5 . The autocorrelation based on photon arrival times can be fit to an exponential decay function where the time constant is proportional to blood flow 1 
.
The goal in RMD's development of a portable monitor is to detect changes in flow in real time by calculating this decay constant and alerting clinicians to a significant deviation from baseline. The intensity autocorrelation signal g 2 (τ) can be calculated directly from the intensity of the scattered light. The autocorrelation is a relatively simple, but time consuming calculation based on the photon arrival times.
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The SPCM, conditioning combination rapid prototy than two clo stretching cir shown in Fig   Figure 4 . Each time a photon event triggers the SPCM, the PSOC stores the value of a counter incremented by a 12 MHz clock. The clock speed determines the shortest lag time to be 83 ns, but the delayed reset for the timer circuit prevents the first two time bins from being used. The counter is reset and increments until the next pulse arrives. An event counter also records the number of events since the last transfer of data to the PC. Direct memory access (DMA) blocks in the PSOC perform the transfer of these time stamps to memory so the processor is available to respond to user input from the PC and to mediate the transfer of data over the USB. Each PSOC is configured to handle two channels simultaneously, and can store data in a circular buffer of 10,240 events for each channel, divided into 10 arrays. When the PC queries the PSOC via USB, the PSOC reads the event counter. If the event counter indicates that one or more of the 10 arrays are full (1024 events,) then the PSOC will transfer up to nine arrays (9216 two byte time stamps) to the PC, and reset the event counter.
Since typical count rates in the single photon counter can range from several hundred hertz to several hundred kilohertz, the throughput of data can become very large. To reduce the throughput, the time stamps are stored as two byte values, which provides a range from 0 to 65534. At a 12 MHz clock frequency, events that are separated in time greater than approximately 5 ms could be given incorrect time stamps when the counter reaches its maximum value and resets to zero. Fortunately, the dark count rate of the detectors is generally high enough to ensure that the counter will almost never reach the maximum value.
Software autocorrelation
The DCSMon software uses the two byte time stamps received from the PSOC to create a real-time autocorrelation function, a record of the historical count rate, and a decay constant from a single exponential fit to the autocorrelation function. The software can also control the laser power, and record extended experiments with variable integration time.
When an experiment is running, the software will query the PSOC program to determine if there are events available and then receive the events into a buffer. Background processes in the software are used to complete the simultaneous writing of time stamps to file for later reanalysis and calculation of the real time correlation function. Each channel's saving and correlation calculation routine can operate on a somewhat independent thread, allowing for scaling of the correlator to multiple channels.
The autocorrelation function is calculated by the use of a multi-tau algorithm, also known as bin and multiply [2] , originally published by Magatti 5 . The multi-tau method calculates the autocorrelation for a reduced number of time lags. For the shortest time span (n=0), up to p events the autocorrelation is directly calculated at the highest time resolution. The auto correlation at a lag time j, of a collection of events fi can be written as
Where the subscript j indicates single point on the spectrum of possible the time differences between discrete events that is of interest, commonly called the lag time. Calculating the full correlation at full resolution from 100 ns to a few tens of seconds would require excessive calculation and storage time given current memory and processor technology. Instead, the correlation function is calculated only for calculated for bins of lag times, the width of which increase in logarithmic steps with the magnitude of the lag time. This is possible because the absolute value of the resolution requirements decrease as the lag time increases. The first p events are stored and the k=0 correlation function updated for each time step. Each m bins in the first correlator are averaged to make the k=2 correlator. The correlation function is calculated using (1) at each lag time within the tier, with reduced time resolution due to averaging. For the RMD correlator, and other existing hardware correlators p=16, and m=2. 3 The completeness of the real-time correlation function depends on the on the speed of the processor and the integration time of the experiment. An adjustable width scaling parameter that directly reduces the time resolution is available in the software and can be increased until the correlation always completes.
Pump co
A peristaltic integrated in inner diamete was connecte pump speed container con Figure 5 . Pum as normal to th pump from ap
In Figure 5a ) scaling facto lower time r digital clock curves for ea the unadjuste particles. Fo velocity estim blood flow. make a direc 
Finger S
A tourniquet sensitivity of 
TAL
ipid through p e probe was pl selected for th d to the RMD ue. Figure 5 The RMD DCSmon software performs a single exponential decay fit to a boxcar average over 13 successive points in the autocorrelation data and reports the decay constant in real time. Figure 6a) shows samples of four of the autocorrelation curves before, during and after the experiment for the 2 mm spacing. Figure 6b) shows the online reported fit results over the length of the three minute experiment with 10 second integration times for both the 2mm and 5mm spacing. The method is robust, and hand motion has a negligible effect. a) b) Figure 7 . a) Sample autocorrelation curves from the flow restriction experiment, before, during and after strangulation of a left-hand index finger as sampled at a 2 mm collection fiber spacing. b) Automatically generated decay constants from DCSmon correlation software, continuously sampled at ten second intervals during the strangulation experiment for both 2 mm and 5 mm collection spacings, recorded simultaneously. The start and release of the tourniquet restriction are shown on the plot at 20 s and 110 s, respectively.
The distance between the emission and collection fibers is proportional to the depth sampled. In tissue this can be important in sampling different types of tissue: i.e. capillary bed versus deep arteries. The semi-infinite slab model described above predicts different time constants for the autocorrelation data at different depths. For greater emitter and collector spacing, the decay in the autocorrelation signal should be faster in time. Figure 6b) shows the simultaneous results from 2 mm and 5 mm fiber depths. The 5 mm depth corresponds to a shorter decay constant (faster in time) and thus faster flow as expected. Overall the increase from just 60 s of blood flow restriction is over a factor of 20 in both cases.
DISCUSSION
The RMD blood perfusion monitor has demonstrated the ability to provide measurements of relative blood flow. Both the pump controlled intralipid flow and the strangulation experiments demonstrate that the single exponential decay constant is proportional t the rate of blood flow or the total blood perfusion. Since the derived autocorrelation theory depends on the scattering and absorption parameters of the media, absolution calibration of blood flow will most likely require a separate measurement. Experiments using diffuse reflectance spectroscopy (DRS) from a white light source for calibration are underway. The two channel monitor described above includes a white light source and a spectrometer for this purpose. Using a commercially available autocorrelator as a standard for the time dependence of the autocorrelation function required a modification to the calculation by approximately 8%, although the determination of the single exponential decay constant varies by only 3% for the RMD correlator at present.
CONCLUSION
Relative blood flow measurements using DCS techniques have been previously demonstrated. The need for multiple channels of monitoring and real-time feedback in a system with a reasonable cost for deployment in a clinical setting is thus far unmet. The RMD blood perfusion instrument offers the potential of a low cost method for monitoring perfusion of blood. The shape of the correlation curves can be matched when the appropriate scaling factor is applied. Relative blood flow and depth measurements indicate that the RMD perfusion monitor can rapidly detect blood perfusion changes in real time. The use of a PSOC system on a chip allowed rapid prototyping of the blood perfusion instrument and added 
