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RÉSUMÉ 
Dans ce mémoire, nous étudions les automates finis et déterminist es reconnais-
sant le langage Red(W, S) des mots réduits d 'un système de Coxet er (W, S). La 
construction d 'automates reconnaissant ce langage est un sujet bien connu depuis 
plusieurs années : Brink et Howlett (Brink et Howlett , 1993) const ruisent le pre-
mier tel automate en démontrant que les groupes de Coxeter sont automatiques. 
La technologie des petites racines utilisée par Brink et Howlett est reprise par 
Eriksson (Eriksson, 1994) pour définir l'automate canonique. En 2015, Hohlweg, 
adeau et Williams (Hohlweg et al., 2015) int roduisent une définition simple d 'un 
automate à par tir de la not ion d 'ombre de Garside. Une question est toujours sans 
reponse : peut-on t rouver une construction de l 'automate minimal reconnaissant 
Red(W, S) qui ut ilise les notions de petites racines ou d 'ombres de Garside? Cette 
question mot ive le propos de ce mémoire. Après un premier chapitre présentant les 
groupes de Coxeter , les petites racines et les ombres de Garside, nous définissons, 
dans le chapit re suivant , l 'automate n-canonique en ut ilisant une généralisation 
de la t echnologie des petites racines et des petits ensembles d 'inversions de Brink 
et Howlett. Nous montrons dans quels cas l'automate 0-canonique est minimal. 
La minimalité de l'automate 0-canonique n 'est toutefois pas vérifiée en général 
et le contre-exemple du groupe de type C2 illustre ce propos. Dans le t roisième 
chapitre, nous discutons de résultats plus récents en introduisant l' automate lié 
à une ombre de Garside. ous énonçons une conjecture de Hohlweg, adeau et 
Williams sur la minimalité de l'automate Aut8(W, S) lié à la plus petite ombre de 
Garside. Pour conclure, nous discutons, dans le dernier chapit re de ce mémoire, 
de problèmes ouverts motivant la minimalité de Aut .s (W, S) et de la structure 
automatique des systèmes de Coxeter. 
Mots clés : groupes de Coxeter , automates, automate minimal, mots réduits, ra-
cines, petites racines , ordre faible, ombres de Garside, éléments bas, automates 
multiplicateurs. 
I TRODUCTION 
Un groupe de Coxeter W est un groupe engendré par un ensemble d 'involutions 
S avec les relations (st)mst où s, tE Set m st est un entier non nul ; s'il n 'y a pas 
de relation entre s et t , on pose m st = oo, voir (Humphreys, 1990, Chapitre 5). 
On appelle le couple (W, S) un systèm e de Coxeter. Ces systèmes sont introduits 
en 1934, puis classifiés dans les cas finis en 1935, par Harold Scott MacDonald 
Coxeter , voir (Coxeter , 1935). D 'un point de vue algébrique et combinatoire, on 
considère, pour un groupe de Coxeter , la longueur de ses éléments. On note que 
chaque élément du groupe est une classe d 'équivalence de mots sur l 'alphabet 
S. Un mot de longueur minimale ·dans cette classe est appelé mot réduit et sa 
longueur est la longueur de l'élément qu 'il représente. À partir des générateurs 
d 'un groupe de Coxeter W , on construit le système de racines <I> et l'ensemble des 
racines simples 6. du groupe qui vivent dans un espace quadrat ique (V, B) où B 
est une forme bilinéaire. On exploite ici l'aspect plus géométrique des groupes de 
Coxeter. Dans ce cadre, l 'ensemble des petites racines .E est le plus petit ensemble 
tel que 6. Ç .E et que, pour s E Set a E .E tels que s(a) ~ 6. , on a s(a) E .E si 
et seulement si - 1 < B (a, as) < 0 (Bjorner et Brenti, 2005 , Chapitre 4). Dans 
leur travail sur la structure automatique des groupes de Coxeter , Brink et Howlett 
montrent le résultat suivant : 
Théorèm e ((Brink et Howlett, 1993)) . Le langage des mots réduits d 'un groupe 
de Coxeter W est reconnaissable par des automates finis et déterministes. 
Le but de ce mémoire est de présenter des constructions d 'automates reconnaissant 
le langage des mots réduits d 'un groupe de Coxeter et d 'en étudier la minimalité. 
-------·--
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Pour démontrer le précédent théorème, Brink et Howlett construisent un automate 
fini dont les états sont étiquetés par les petits ensembles d 'inversions. Toutefois , 
l'automate de Brink et Howlett ne reconnait qu 'un sous-ensemble du langage 
des mots réduits : le langage des plus petits représentants réduits pour l'ordre 
lexicographique. Eriksson (Eriksson, 1994) donne quant à lui la construction de 
l'automate canonique reconnaissant l'entièreté du langage des mots réduits en 
ut ilisant les mêmes technologies que Brink et Howlett. De notre côté, nous étudions 
une généralisation de ces automates : les automates n-canoniques. 
En 2015 , C. Hohlweg, P. Nadeau et . Williams (Hohlweg et al., 2015) montrent 
qu 'il est possible de construire des automates reconnaissant le langage des mots 
réduits en utilisant la structure des ombres de Garside. On dit que A Ç W est 
une ombre de Garside si A vérifie les trois conditions suivantes : 
SCA · 
- ) 
si x E A , alors tous les suffixes de x sont aussi dans A ; 
pour tout x, y E A, le supremum x V y de x et y pour l'ordre faible, s'il 
existe, est aussi élément de A. 
Il existe une projection 1fA : W ---+ A qui permet de construire les automates liés 
à une ombre de Garside, notés Au tA (W, S). 
Théorème ((Hohlweg et al., 2015 , Théorème 1.2)) . L 'automate AA(W, S) est 
fini et déterministe et reconnaît le langage des mots réduits pour toute ombre de 
Garside fini e A. 
On rappelle qu 'un des objectifs principaux de ce mémoire est d'étudier la mini-
malité de certains automates reconnaissant le langage des mots réduits . Myhill et 
Nerode (Nerode, 1958) montrent que l'automate minimal reconnaissant un lan-
gage donné est unique à changement des noms des états près. Notre objectif est 
de trouver une construction générale d 'un automate minimal reconnaissant le lan-
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gage des mots réduits en utilisant la théorie des ombres de Garside. Nous montrons 
qu 'il existe une plus petite ombre de Garside pour un système de Coxeter (W, S) 
et nous la notons S. Dyer et Hohlweg (Dyer et Hohlweg, 2015) montrent que 
S est finie pour tout système de Coxeter (W, S). Hohlweg, adeau et Williams 
(Hohlweg et al., 2015) énoncent alors la conjecture suivante : 
Conjecture ((Hohlweg et al. , 201 5, Conjecture 1) ). Soit S la plus petite ombre de 
Garside d'un système de Coxeter (W, S ), alors Aut3(W, S ) est l 'automate minimal 
reconnaissant le langage des mots réduits. 
Nous débutons ce mémoire en donnant les propriétés de base des groupes de Coxe-
ter pour ensuite, dans le deuxième chapit re, int roduire la construction de l 'au to-
mate n-canonique. Nous discutons de la minimalité de l 'automate 0-canonique, 
aussi simplement appelé automate canonique. Nous illustrons par la suite un 
contre-exemple à la minimalité de cet automate en étudiant l 'automat e canonique 
reconnai sant le langage des mots réduits du groupe de type 02 , Aut 0 (C2 , S) . 
Dans le t roisième chapit re, pour une ombre de Garside A , nou donnons quelques 
propriétés de la projection de Garside 1r A et nous construisons Ï'automate lié à 
A. ous étudions ensuite la minimalité de Auts(W, S ). Le quatrième chapitre 
porte quant à lui sur certains problèmes ouverts relatifs aux ombres de Garside et 
aux éléments n-bas (Dyer et Hohlweg, 2015) . La plupart des résultats et conjec-
tures énoncés dans ce chapit re sont présentés afin de mot iver la minimalité de 
Auts (W, S). Finalement , nous concluons ce mémoire en étudiant brièvement la 
structure automatiqu des groupes de Coxeter et, en particulier, les automates 
multiplicateurs. 
CHAPITRE I 
SYSTÈMES DE COXETER, THÉORIE DES AUTOMATES , 
SYSTÈME DE RACINES ET OMBRES DE GARSIDE 
Dans le premier chapit re de ce mémoire, nous discutons des notions préalables à la 
compréhension des concepts visités lors des chapitres suivants . ous débutons par 
une introduction aux systèmes de Coxeter pour ensuite discuter de la not ion de 
longueur et de mot réduit . Nous présentons par la suite l'ordre faible qui fournit un 
ordre partiel sur .les éléments d 'un groupe de Coxeter. Nous cont inuons en étudiant 
les notions de base de la théorie des automates qui sont nécessaires pour les 
constructions d 'automates discutées ultérieurement. ous présentons les concepts 
de base d 'une représentation géométrique d 'un syst ème de Coxeter afin de discuter 
des systèmes de racines et nous terminons ce chapit re par une introduction aux 
ombres de Garside. Pour les références générales sur les groupes de Coxeter , nous 
suggérons (Humphreys, 1990), (Bjorner et Brent i, 2005) et (Geck et Pfeiffer, 2000). 
1.1 Systèmes et graphes de Coxeter 
D éfinition 1.1.1. Soit S = { s 1 , . . . , sk } un ensemble d 'involut ions et W = ( S) 
le groupe engendré par les involutions de S . otons e l 'ident ité du groupe W. Le 
couple (W, S) est un système de Coxeter si v\1 = (S 1 (st )m•t = e) où mst = 1 
si s = t , mst E N2:: 2 U { oo} si s =1= t et m st = mts · Par convention, nous notons 
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m st = oo s'il n 'y a pas de relation entre s et t. S'il n 'y a pas de confusion possible 
quant à l'ensemble de générateurs S, nous référerons simplement au groupe de 
Coxeter W au lieu de (W , S) . De plus, on dit que (W , S ) est un systèm e de Coxeter 
fini si le groupe W est fini. 
Exempl.e 1.1.2. On note Dm le groupe diédral d 'ordre 2m , pour m E N2:3 U { oo }. 
Le groupe Dm est le groupe d 'isométries préservant le polygone à m côtés dans 
le plan JR2 . Grâce à leur simplicité, ces groupes permettent de bien comprendre 
certains concepts et représ ntent donc la majorité des exemples étudiés dans ce 
mémoire. Il existe une présentation par générateurs et relations du groupe diédral 
Dm d 'ordre 2m: 
En part iculier , les groupes diédraux sont des groupes de Coxeter . 
Exemple 1.1.3. Soit D 00 le groupe diédral d 'ordre m = oo. Ce groupe est le seul 
groupe diédral d 'ordre infini. Si m st = oo, ceci ignifie qu 'il n 'y a pas de relation 
ent re s et t. De ce fait , les éléments de D 00 sont des suites alternantes de s et de 
t de longueur qu lconque : ststst .. . ou tststststs .. . Par convent ion, l'ident ité e est 
de longueur 0. 
Afin de faciliter la notation des systèmes de Coxeter (W, S) , la prochaine définit ion 
fournit un encodage des systèmes de Coxeter dans un graphe non-orienté. 
D éfinition 1.1 .4 . Soit (W, S) un système de Coxeter , où 
W = (S 1 (st)mst = e p our s,t ES) . 
Le graphe de Coxeter de (W, S) , noté f w, est défini comme suit : 
(i) le sommets sont 'tiquetés par les éléments deS ; 
---------
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(ii) les arêtes non-orientées sont étiquetées par ffi st si m t 2:: 4. Si ffist = 2, on ne 
met pas d 'arête entre s et t . Si ffist = 3, il y a une arête entre s et t , mais 
on omet l 'étiquette. 
R emarque 1.1.5. Pour la suite de ce mémoire, nous ut ilisons le terme «arête 
oo » plutôt que « arête étiquetée par oo » afin d 'alléger le texte. 
Exemple 1.1.6. 1. Pour les systèmes de Coxeter (Dm, { s, t} ), le graphe de 
Coxeter fvm de type I2(m) est : 
2. Le groupe symétrique 6 n est représenté par le graphe de type An_1 
.• f-----tl.t---1·----- .. . ----
81 82 83 Sn-1 
où les si sont les t ransposit ions simples ( i i + 1). 
3. Le groupe infini de type An est représenté par le graphe cyclique à n + 1 
sommets: 
Sn+ 1 
R emarque 1.1.7. Dans ce mémoire, nous illustrons principalement les exemples 
sur les groupes diédraux et les groupes de types Â.2 et ë2 (voir figure 1.1 pour les 
graphes de Cox et er correspondants). 
7 
S3 
• m • A · 4· 4· s t sl S2 sl S2 S3 
J2(m) Â.2 62 
Figure 1.1 Les graphes de Coxeter principalement ut ilisés en exemple dans ce 
mémoire. 
Théorème 1.1. 8 (Classification des systèmes de Coxeter finis) . Les systèmes de 
Coxeter finis sont classifiés selon un nombre fini de familles. Les graphes connexes 
de ces familles sont tous illustrés à la figure 1. 2. 
E6: ••~~-~~!.-~·----· 
An: • • . ... -----
B n = Cn : ••t----4 --1·------·---- · · · ----e E7: -·~-·~-I~-·~-·~-· 
Dn : •• -1I---i. ___ · · · ----e &: -·~~-~~!~~-.-~·--~·----· 
H 3: e 5 e e F4: e e 4 e e 
H 4: e 5 e e e 
Figure 1. 2 Classification des systèmes d Coxeter finis : représentation par les 
familles de graphes de Coxeter 
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1.2 Longueur et mots réduits 
Soit (W, S) un système de Coxeter et prenons w = s1 · · · sk E W où si E S pour 
1 ::; i ::; k. On dit que s1 · · · sk est un mot pour w dans W. 
Définition 1.2.1. Soit (W, S) un système de Coxeter. 
(i) La longueur sur W est donnée par la fonction : 
e t--70 
w· =/= e t--7 f(w) = min{k EN 1 w = s1 · · · sk, si ES}. 
(ii) Soient w E W et s1, s2, ... , sk E S tels que w = s1s2 · · · sk · Alors s1 · · · sk est 
un mot réduit pour w si f( w) = k. 
(iii) Soient u , v , w E W. Le mot uv est une expression réduite de w si uv= w et 
f(w) = R(u) + R(v) . 
(iv) Soient u, v, w E W. On dit que u E W est un préfixe de w s'il existe 
s1, ... , si , .. . , sk E S tels que u = s1 ···si et w = s1 · · ·si · · · sk· De fa-
çon analogue, le mot v est un suffixe de w s'il existe s 1 , ... , Sj, ... , sk E S 
tels que v = Sj · · · sk et w = s1 · · · Sj · · · sk. Par convention, e est un suffixe 
et un préfixe de tout w E W. 
Le résultat suivant énumère quelques propriétés importantes de la fonction lon-
gueur sur W . 
Proposition 1.2 .2. La fonction longueur vérifie les propriétés suivantes : 
(i) R( w) = 1 si et seulement si w E S; 
(ii) R(w) = R(w- 1); 
(iii) R( ww') ::; R( w) + R( w') ; 
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(iv) /!(ww' ) ~ li!(w)- /!(w') l ; 
(v) /! (sw) = /!(w) ± 1 pour sE S. 
Corollaire 1.2.3 . S oit w = s1 · · · sk E W un m ot réduit, alors tous les préfixes et 
tous les suffixes de w sont réduits. 
D éfinition 1.2 .4. Soit w E W , on note D L(w) = {s E S 1 /!(sw) < /!(w )} 
l'ensemble des descentes à gauche de w. Re pectivement, on a l'ensemble des des-
centes à droite D R(w) = {sES 1 /!(ws ) < /! (w )} . Dans ce mémoire, nous ut ilisons 
seulement les ensembles de descentes à gauche. 
On remarque que l'étude des ensembles de descentes permet de déterminer quelles 
lettres il est possibl d'ajouter à un mot pour que le mot résultant soit encore un 
mot réduit . 
Pour continuer sur les applications de la fonction longueur , prenons (W, S) un 
système de Coxeter. Si W est fini, alors il existe forcément des éléments de longueur 
maximale. 
Proposit ion 1.2. 5 . Si W est fini, il existe un unique élément de longueur maxi-
m ale w0 . 
Toutes les démonstrations relatives à l 'élément de longueur maximale w0 sont 
faites dans (Geck et Pfeiffer , 2000 , §1.5). Puisque w0 est unique et que, par la 
proposit ion 1.2.2 (ii), on a /! (w) = /!(w- 1), on en déduit que w0 est une involut ion 
et donc que w0 = w01 . De plus, on montre que /!(ww0 ) = /!(w0w) = /!(w0 )- /!(w) 
pour tout w E ltV . La proposit ion suivante découle directement de cette dernière 
a sert ion. 
P rop osit ion 1.2.6. Soient w E W et w0 l 'élément de longueur maximale, alors 
tout mot réduit de w est un préfixe et un suffixe d 'un mot réduit de w0 . 
------ -~------------------
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1.3 Ordre faible 
Soit (W, S) un système de Coxeter. En ut ilisant les notions de mots réduits , de 
préfixes et de suffixes, on définit l'ordre faible à droite et à gauche de la façon 
suivante : 
Définition 1.3.1. Soient u , w E W , on note u :::; w s'il existe un mot réduit de 
u qui est un préfixe d 'un mot réduit de w. Respectivement , on note u :Sc w s'il 
existe un mot réduit de u qui est un suffixe d 'un mot réduit de w. 
Pour cette partie, nous nous référons à (Bjorner et Brenti , 2005, Chapitre 3). 
Notons que dans ce mémoire , nous utilisons seulement l 'ordre faible à droite (:::;). 
Cet ordre donne une orientation naturelle au graphe de Cayley de (W, S) : 
1. les sommets sont étiquetés par les éléments de W ; 
2. il y a une arrête w---+ w' si w' = ws et que w :::; ws pour sE S. 
Exemple 1.3.2 (Graphe de Cayley du groupe D 3 . ) . Le graphe de Cayley de 
(D3 , { s , t}) est illustré à la figure 1.3. 
sts = tst 
st ts 
s t 
e 
Figure 1.3 Graphe de Cayley du système (D3 , { s, t}) représentant l 'ordre faible. 
Nous avons précédemment introduit les ensembles de descentes (définit ion 1.2.4). 
Nous rappelons que l'étude des ensembles de descentes permet de déterminer pour 
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quels sES on a f (sw) = f (w) + 1 pour un mot réduit w E W . En particulier , on 
voit que si w admet un mot réduit qui commence par la lettre s (s :::; w) , alors 
on ne peut rajouter la lettre s devant et obtenir un mot réduit. Le lemme 1.3.3 
établit des liens entre l'ensemble de descent s et l 'ordre faible. 
Lemme 1.3.3. Soit u, v E W et sE S. Alors 
(i) s E DL(u) si et seulem ent sis :::; u; 
(ii) sisE DL(u) n D L( v), alors u:::; v si et seulem ent si su:::; sv; 
(iii) sis~ DL(u) et s ~ DL(v), alors u:::; v si et seulement si su:::; sv . 
Théorème 1.3.4. Soit W un groupe de Coxeter. L 'ordre faible sur W forme un 
semi-treillis complet pour l 'infimum. En particulier, pour X Ç W , 1\ X existe et 
est unique. 
Utilisant la structure de semi-treillis complet démontrée par Bjorner , on définit le 
supremum, s'il existe , d 'un sous-ensemble B en fonction de l'infimum : 
V B = (\ {w E W J x:::; w,Vx E B}. 
On dit que B est borné s'il existe w E W tel qu x:::; w pour tout x E B. 
Exemple 1.3.5. Si W est un groupe de Coxeter fini , alors tout sous-ensemble de 
W est borné par l'élément maximal w0 grâce à la proposition 1.2.6. 
1.4 Théorie des automates 
Soient (W, S) un système de Coxeter. Comment peut-on énumérer les mots réduits 
de W ? Une réponse à cette question se sit ue dans la t héorie de automates. 
Exemple 1.4.1. Pour le groupe D , on sait que le mots réduit ont de la forme 
sts.ts ... ou tstst ... avec un nombre de lettres quelconque. On lit clone tous les 
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mots réduits de D00 en suivant les arêtes du graphe suivant en débutant d 'un des 
deux sommets, dépendamment du mot qu 'on veut lire : 
t 
~ 
s 
On détermine un point de départ en rajoutant un sommet au graphe précédent et 
en complétant avec certaines arêtes : 
t y 
départ 
ous venons de construire un graphe dont l'ensemble des chemins nous fournit 
une énumération des mots réduits de D 00 . 
Avant de définir les automates , nous présentons les concept d 'alphabet , de mots 
et de langage. Un alphabet S est un ensemble d 'éléments appelés lettres. Un mot 
w de longueur k E N est une suite de longueur k, w = (a1 , a2 , a3 , · · · , ak) , t elle 
que ai E S pour tout i E [k]. Dans ce contexte, on utilise la notation condensée : 
w = a1a2a3 · · · ak· Le langage sur l'alphabet S est l'ensemble des mots , sans spé-
cificat ion sur la longueur , formés par les let t res de l 'alphabet S; on le note S*. 
On définit aussi une loi de composit ion « * », la concaténation, de sorte que pour 
deux mots u = 'U1 · · ·Un t v = V 1 · · · Vm , on au* v = uv = U 1 · ··Un VI ··· Vm· 
Dans ce mémoire, pour un système de Coxeter (W, S), nous considérons S comme 
alphabet . Le langage que nous étudions est le langage des mots réduits de W et 
nous le notons Red (W, S) . 
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Définition 1.4.2 . On dit que A est un automate s'il est la donnée d 'un 5-tuplets 
(S, Q,I , F, 6) OÙ: 
(i) S est un alphabet; 
(ii) Q st l'ensemble des états de notre automate ; 
(iii) I est l'ensemble des états initiaux ; 
(iv) F est l 'ensemble des états finaux ; 
(v) et 6 : Q x S ----1 Q st la fonction de transit ion partielle. 
Un automate est représenté par un graphe orienté où les états forment les sommets 
et les transitions forment et étiquettent les arêtes du graphe. Les états initiaux 
sont les états d 'où il est possibl de commenc r la lecture de mots et sont identifiés 
par une flèche entrante . Les états finaux sont les états où il est possible de terminer 
la lecture et sont identifiés par un double cercle. Habit uel! ment , les automates 
possèdent un état « Éch c ». Dans ce m'moire, une transit ion vers l 'état« Échec» 
st implement représenté par l'absence de transit ion, d 'où la nécessité d 'avoir une 
fonction de transition part ielle. 
Exemple 1.4.3. Soit S = {a, b} et S* le langage a socié. Un automate recon-
naissant S* est donné par : 
b 
a b 
a 
Dans cet automate, seul l 'état 1 est initial et les états 1 et 2 sont finaux. 
Définition 1.4.4. On dit qu 'un automate est déterministe si la fonct ion de tran-
sition 6 est bien définie. De plus, un automate est fini si on nombre d 'états est 
fini . 
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Exemple 1.4.5. 
Le langage de l 'exemple 1.4.3 est reconnaissable par des automates finis et 
déterministes. 
L'automate suivant n 'est pas déterministe car la fonction de t ransit ion 
n 'est pas bien définie pour les t ransit ions partant de l'état 2. En effet , une 
t ransit ion par a partant de l 'état 2 peut mener à l 'état 1 ou à l'état 2 : 
b 
a 
a 
Il est démont ré qu 'il n 'y a pas d 'automate fini et déterministe qui reconnaît 
le langage formé des mots du type anbn pour tout n E N. 
Il est important de savoir que dans ce mémoire, nous ne t raitons que des automates 
finis et déterministes . De plus, notons que pour un langage .C sur un certain 
alphabet avec un automate A reconnaissant .C , A reconnaît exactement les mots 
de .C , ni plus, ni moins. 
Définition 1.4.6. Soit .C un langage sur un alphabet S et soit A un automate 
reconnaissant .C . On dit que A est minimal s'il possède un nombre minimal d 'états. 
De plus, on dit que deux états de l'automate sont équivalents si le langage reconnu 
à part ir de chacun de ces états est le même. 
On peut donc déduire de la défini tion précédente que si un automate possède deux 
états équivalents , alors il n 'est pas minimal. 
Exemple 1.4. 7. On voit que l 'automate de l 'exemple 1.4.3 n 'est pas minimal. 
En effet, l'automate suivant reconnaît le même langage, mais possède seulement 
un état : 
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Théorèm e 1.4. 8. (Nerode, 1958) Pour un langage donné L reconnaissable par 
un automate fini et déterministe, l'automate fini et déterministe minimal recon-
naissant L est unique, à changement de nom des états près. 
Il est démontré que l'automate minimal est donné par l 'automate des résiduels. 
Comme les résidu ls n font pas part i du cœur d ce mémoire, ils ne seront pas 
abordés ici. Nous voulo~s trouver une construction faisant appel aux différentes 
technologies des groupes de Coxeter tell s que la géométrie des systèmes de racines 
et la combinatoire des mots réduits ; concepts que nous int roduisons plus tard dans 
ce chapitre. 
La proposition suivante illu t re bien l 'idée derrière la reconnaissance des mots 
réduits par un automate dans le cas d 'un groupe de Coxeter fini W. 
Proposit ion 1.4 .9. Lorsque W est fini, la construction du graphe de Cayley 
orienté par l'ordre faible donne un automate reconnaissant le langage des mots 
réduits de (W, S). 
Exemple 1.4 .10. Le graphe de l ' xempl 1.3.2 et représenté à la figure 1.3 est 
un automate reconnaissant Red('D3 , {s, t} ) . Il ne suffit que d 'ajouter les étiquettes 
aux arête orientées afin de représenter les transitions. Par exemple, l 'arête entre 
les sommets set st est étiquetée part dans l 'automate induit du graphe de Cayley 
de la figure 1.3. 
ous concluons cette section sur une reformulation du théorème de Brink et How-
lett (Brink t Howlett, 1993) qui ert d pilier à ce mémoire. 
Théorème 1.4.11. Soit (W, S) un système de Coxeter, alors Red(W, S) est re-
connaissable par des automates finis et déterministes. 
1 6  
1 . 5  R e p r é s e n t a t i o n  g é o m é t r i q u e  e t  s y s t è m e  d e  r a c i n e s  d ' u n  g r o u p e  
d e  C o x e t e r  
S o i e n t  ( W ,  S )  u n  s y s t è m e  d e  C o x e t e r ,  V  u n  J R - e s p a c e  v e c t o r i e l  d e  d i m e n s i o n  f i -
n i e  n  e t  B  :  V  x  V  - - 7  l R  u n e  f o r m e  b i l i n é a i r e  s y m é t r i q u e .  O n  a p p e l l e  l e  c o u p l e  
( V ,  B )  u n  e s p a c e  q u a d r a t i q u e  e t  Q  =  { v  E  V  1  B (  v ,  v )  =  0 }  l e  c ô n e  i s o t r o p e  
d e  ( V ,  B ) .  U n e  r e p r é s e n t a t i o n  g é o m é t r i q u e  d e  ( W ,  S )  e s t  u n e  r e p r é s e n t a t i o n  f i d è l e  
r . p :  W  Y  O B ( V )  d u  g r o u p e  W  d a n s  l e  g r o u p e  d e s  i s o m é t r i e s  d ' u n  e s p a c e  q u a d r a -
t i q u e  ( V ,  B )  q u i  e n v o i e  u n  é l é m e n t s  E  S  s u r  l a  r é f l e x i o n  d e  O B ( V )  d é t e r m i n é e  p a r  
l e  v e c t e u r  a
8  
E  V  \  Q  :  
(  )  
B ( v ,  Œ
8
)  
r . p ( s )  v )  : =  s ( v  = v - 2 B (  )  a
5
,  p o u r  v  E V .  
Œ s ,  Œ s  
U n  é l é m e n t  s  E  S  e s t  u n e  r é f l e x i o n  s i m p l e  e t  d o n c  u n e  a p p l i c a t i o n  l i n é a i r e  d e  V  
t e l l e  q u e  s
2  
=  l d v  e t  s ( a s )  =  - a
5
.  I l  e s t  i m p o r t a n t  d e  n o t e r  q u e ,  p o u r  t o u t  s y s t è m e  
d e  C o x e t e r  ( W ,  S ) ,  i l  e x i s t e  t o u j o u r s  u n e  r e p r é s e n t a t i o n  g é o m é t r i q u e  :  c ' e s t - à - d i r e  
q u e  p o u r  ( W ,  S ) ,  i l  e x i s t e  u n  e s p a c e  q u a d r a t i q u e  ( V ,  B )  e t  u n  m o r p h i s m e  d e  g r o u p e  
i n j e c t i f  < p :  W  Y  O B ( V )  t e l  q u e  r . p ( s ) ( v )  e s t  d é f i n i e  c o m m e  c i - h a u t  p o u r  t o u t  v  E V .  
E x e m p l e  1 . 5 . 1 .  S i  ( V ,  B )  e s t  u n e  e s p a c e  e u c l i d i e n ,  a l o r s  B  e s t  u n  p r o d u i t  s c a l a i r e  
e t  d o n c  l e  c ô n e  i s o t r o p e  d e  ( V ,  B )  e s t  Q  =  { 0 } .  D a n s  c e  c o n t e x t e ,  l e s  r é f l e x i o n s  s o n t  
e n t i è r e m e n t  d é t e r m i n é e s  p a r  l e u r  e s p a c e  d e  p o i n t s  f i x e s ,  c ' e s t - à - d i r e  l ' h y p e r p l a n  
( l R a s ) _ i  p e r p e n d i c u l a i r e  a u  v e c t e u r  a
5  
E x e m p l e  1 . 5 . 2 .  L e  g r o u p e  V
3  
e s t  l e  g r o u p e  d ' i s o m é t r i e s  p r é s e r v a n t  l e  t r i a n g l e .  
S o n  a c t i o n  s u r  l e  t r i a n g l e  e s t  i l l u s t r é e  à  l a  f i g u r e  1 . 4 .  D a n s  c e t  e x e m p l e ,  o n  v o i t  
q u e  l a  f o n c t i o n  i d e n t i t é  e t  l e s  s y m é t r i e s  s a ,  Sf 3  e t  s ' Y  p r é s e r v e n t  l e  t r i a n g l e .  D e  p l u s ,  
l e s  r o t a t i o n s  r
1  
e t  r
2
,  r o t a t i o n s  d e  
2
;  e t  
4
;  r e s p e c t i v e m e n t ,  p r é s e r v e n t  a u s s i  l e  
t r i a n g l e .  A i n s i ,  o n  a  
V 3  =  { e , S a , Sf 3 , S" ! , r l , r 2 }  
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où e est la fonction identité. On remarque que s7 = SaSf3 Sa = Sf3 SaSf3, que r 1 = SaSf3 
et que r 2 = Sf3 Sa. Finalement , on voit aussi que (sasf3 )3 = s; = e. On écrit alors 
B = r 1(A) ··· ... 
A 
Figure 1.4 Exemple du groupe diédral 'D3 . 
1. 5.1 Système de racines 
Soient (Till, S) un système de Coxeter et (V, B) un espace quadratique. Considérons 
la représentation géométrique <p : W Y 0 8 (V). Soit F Ç V , le cône de F est 
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l'espace engendré par les combinaisons linéaires posit ives des éléments de F : 
cone (F ) = {2:: av v 1 av ~ 0}. 
vEF 
Définition 1.5.3. Un système simple de (V, B) pour (W, S) est un sous-ensemble 
6. Ç V t el que 
(i) 6. est posit ivement linéairement indépendant : aucun vect eur de 6. ne peut 
s'écrire comme combinaison linéaire posit ive des autres vecteurs de 6. ; 
(ii) pour tout a,/3 E 6. , B(a ,fJ) E]- oo, -1] U {- cos(~) 1 k E .N~2 } ; 
(iii) B(a, a)= 1 pour tout a E 6. ; 
(iv) il existe une représentation géométrique r.p telle que r.p (S) = {sa 1 a E 6.}. 
Les éléments de 6. sont appelés racines simples. 
Pour un système de Coxeter (W, S), on note souvent 6. = { a 8 1 s E S} . On pose 
c1) = W (D. ) le système de racines de (W, S) associé à r.p. De ce fait, on définit le 
système de racines positives q> + = cone(D.) n c1) et le système de racines négatives 
q> - = _ q> + = cone( - 6. ) n c1). Ainsi, le système de racines est l'union disjointe du 
système de racines positives et du système de racines négatives : c1) = q> + U q> - . On 
réfère le lecteur à (Bjorner et Brent i, 2005, Chapitre 4) pour une démonstrat ion de 
cette dernière assert ion. On appelle les éléments de c1) les racines et les éléments 
de q>+ (respectivement q>-) les racines positives (respectivement négatives) . 
Par construction, 6. est une base de co ne( q> + ) . Ainsi, pour fJ E q> + , il existe une 
écriture unique : 
fJ = 2:: coeffa (fJ )a 
aELI. 
avec coeffa(/3) ~ 0 pour tout a E 6. et coeffa (/3) est le coefficient de a dans 
l'écriture de fJ . De ce fait , on a le résultat suivant : 
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Proposition 1.5.4 ((Brink, 1998, Proposit ion 2.1)) . Soit fJ E <I>, a E 6. et 
À= coeff.e (a). Si À > 0, alors À ~ 1. 
Afin de représenter le système de racines <I> d 'un système d Coxeter (W, S), on 
considère un hyperplan Hp de V qui intersecte chaque droite vectorielle dirigée par 
le vecteurs de <J>+ . On prend alors les points de <J> + n Hp comme des représentants 
des éléments de <J>+. Puisque l 'idée est semblable à la construction des espaces 
projectifs , on appelle cette représentation la représentation projective de <J> +. Dans 
la littérature on note souvent â le représentant projectif de a E <J>+. Dans ce 
mémoire, puisqu'il n 'y a pas de confusion possible, on n 'ut ilisera pas la notation 
avec le « chapeau » . Des exemples de représentation projective de système de 
Coxeter, sont illustrés dans les figures 1.5 (représentation partielle de groupe de 
type A2 , page 21) et 2.2 (le système (D , {s,t}) , page 35). On note aussi que le 
concept de « cône » pour un système de racines <I> est équivalent au concept de 
« fermeture convexe » dans sa représentation projective. 
Rappelons qu 'un des objectifs principaux de ce mémoire est l'étude et l'énuméra-
t ion des mots réduits d 'un système de Coxeter (W, S). La proposition 1.5.6 fournit 
une méthode pour calculer la longueur d 'un mot de W. Tout d 'abord , on définit 
les ensembles d 'inversions : 
Définition 1.5.5. Soit w E W, l'ensemble d'inversions à gauche de west : 
On note l' ensemble d'inversions à dr-oite de w, inv(w) := N(w- 1 ) . 
Proposition 1.5.6. Soit w, w' E W. Alors .e( w) = IN( w) 1. De plus, la fonction 
N: W -7 P (<I>+) est injective : si N(w) = N(w') alor w = w' . 
Ainsi, pour calculer la longueur d 'un élément w E W , il uffi.t d calculer son 
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ensemble d 'inversions. Le résultat suivant fournit les outils pour calculer , de façon 
récursive, l'ensemble d 'inversions d 'un élément de W. 
Proposition 1.5.7. Soit w E W et sES tels que sw est un mot réduit, alors 
N(sw) ={as} U s(N(w)). 
Pour (W, S) un système de Coxeter , la proposit ion 1.5.8 donne une précision sur 
les valeurs de la forme bilinéaire B appliquée à deux racines d 'un même ensemble 
d 'inversions. Nous avons besoin de cette proposition dans le deuxième chapit re de 
ce mémoire. 
P roposit ion 1.5 .8 . Soit w E W . Si a, fJ E N(w) , alors B(a,fJ) > -1. 
Pour une preuve de la proposit ion 1.5.8, on réfère le lecteur à (Dyer et Hohlweg, 
2015). 
Maintenant que nous avons discuté des systèmes de racines et des ensembles d'in-
versions, nous continuons notre discussion autour de l 'ordre faible. Nous énonçons 
quelques propriétés qui lient les not ions d'ordre faible, de supremum pour cet 
ordre et d 'ensembles d 'inversions. 
Proposition 1.5.9. Soientu , v E W , alors u:::; v si et seulement si N(u) Ç N(v). 
Deux résultats de Dyer (Dyer , 2011) (aussi dans (Dyer et Hohlweg, 2015) , propo-
sition 2.8 et remarque 2.9) nous aident dans le calcul du supremum d 'un ensemble 
borné. En premier lieu, on a 
N(V X)= corre( U N(x)) n <I>. 
x E X 
En deuxième lieu , cone(N(u) U N(v)) n Q -1- {0} si, et seulement si, uV v n 'existe 
pas. 
-- - -- - -------
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L'exemple suivant illustre explicitement le calcul de certains suprema dans le 
groupe de type À 2 . 
Exemple 1.5.10. Soit le système de Coxeter (À2 , { 81 , s2 , 83 } ) avec graphe de 
Coxeter L. . Calculons (a) 8182 V 8381 et (b) 8182 V 8183 . Considérons la représen-
tation projective de À2 . Attent ion : la figure 1.5 est une illustration incomplèt e 
de la représentation projective de À2 et n 'illustre que les racines dont nous avons 
besoin dans notre exemple. 
• 
e Œ1 + ~2 + Œ3 
2nJ + 0.2 n 3 
a l c----- --- Q- -------11) Œ2 
Figure 1.5 R pr ' s ntation proj ctive part ielle de À 2 et illustration du calcul des 
suprema. 
(a) On a N(8 182) = {a 1 , a 1 + a 2 } et N(838I) = {a 3 , a 1 + a 3}. Sur la figure 1.5 , 
conv(N(8182 ) U N(8381)) est représenté par la forme verte. Comme on a 
Q = IR(a1 + a 2 + a 3 ) , illu t ré par le point rouge, dans cone(N(8182)UN( 381)), 
(b) On voit que Q n'est pas dans conv(N(8182 ) U N(8183 )) , correspondant à la 
partie orang' e, donc 81 2 V 8183 exi te. Comme N(8 182) = { a 1 , a 1 +ad et 
Ainsi, on a: 
N(s1s2 V s1s3) = { a 1, a 1 + a2, a1 + a3 , 2al + a2 + a3 } 
= { a 1} U s1 ( { a2 , a3, a2 + a3 }) 
={ai} U s1( {a2} U s2( {a2 + a3, a3 } )) 
={a i} U s1( {a2} U s2( {a3} U s3( {a2} ))) 
= {a i} U s1( {a2} U s2( {a3} U s3(N(s2)))) 
= N(s1s2s3s2). 
1.5.2 Poset des racines et ordre de dominance 
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Soit (W, S) un système de Coxeter avec 6. un système simple et <I> = çp+ U çp- un 
système de racines . On débute par rappeler que pour tout (3 E çp+, il existe un 
w E W tel que w(/3) E 6. , car <I> = W(D.). On suggère le livre de Bjorner et Brenti 
(Bjorner et Brenti, 2005, Chapitre 4) comme référence générale au sujet du poset 
des racines et de l'ordre de dominance. · 
D éfinit ion 1.5.11. Soit (3 E <I>+, la profondeur de (3 est 
dp(/3) = min{k EN 1 w(/3) E 6. pour w E W avec .e(w) = k}. 
R em arque 1.5 .12. otons que la précédente définition diffère légèrement de 
celle de Bjorner et Brenti . Leur définit ion de la profondeur est relative à çp -
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comparativement à 6. dan notr ca . Il y a donc un décalag de 1 entre leur 
définition et celle présentée dans ce mémoire. 
Proposition 1.5.13 . Soient s E S et (3 E <J? + \ {as}· Alors dp(f3) 
seulement si (3 E 6.. De plus, dp vérifie : 
dp (f3 ) - 1 
dp( s((3 )) = dp (f3 ) 
si B ((3, as) > 0 
si B (f3, as) = 0 
dp ((3) + 1 si B ((3, as) < O. 
0 si et 
À l'aide de la profondeur , on définit un ordre partiel sur <J?+ et on construit ainsi 
le poset des racines. 
D éfinit ion 1.5.14 . (i) Soient 1, (3 E <J? +. On dit que (3 -jP 1 s' il existe un mot 
s1 · · · sk E W réduit tel que : 
1 = s1 · · · sk( f3 ) et dp (l) = k + dp ((3 ). 
Pour la représentation du poset des racines , on procède de la façon suivante : 
pour (3 , 1 E <J? +, on met une arête étiquetée par s E S entre les racines (3 et 
1 si 1 = s((3 ). 
(ii) Soient 11 , 12 = s(!I) E <J? + avec s E S , l 'arête entre 11 et 12 est dite courte 
si B(/1 , 12 ) E]- 1 0[. En d 'autres mots, l 'arête entre 11 et 12 est courte si le 
groupe engendré par s"f1 et s"f2 , Ws, 1 ,s,2 , est isomorphe à un groupe diédral 
fini. 
Exemple 1.5 .15 . Le poset des racines du groupe diédral V 3 avec S = { s , t} 
(de type 12(3)) et du groupe de type Â2 avec S = {s1 s2 , s3 } sont illustrés à la 
figure 1.6. 
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Figure 1.6 Poset des racines de D3 (à gauche) et du groupe de type A2 (à droite). 
Pour 1> un système de racines , on définit un deuxième ordre sur q> + : la dominance. 
Définition 1.5.16 ((Brink et Howlett, 1993, §2)) . Soient a, f3 E <[>+ , on dit que 
f3 domine a (a ::S f3) si et seulement si pour tout w E W , f3 E N(w) implique que 
a E N(w). 
Pour f3 E q>+, on pose Dom(/3) = {a E q>+ 1 a -< /3} l 'ensemble des racines 
positives strictement dominées par /3 . On note 1 Dom(/3) 1 = dp00 (/3 ) la profondeur 
infinie de f3. 
Définition 1.5.17. Soit a E <[> +, a est une petite racine si dp00 (a) = O. Autre-
ment dit , a est une petite racine si elle ne domine qu ell mêm . On note 
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l 'ensemble des petites racines. 
Remarque 1.5.18 . Il existe une deuxième définition équivalente de 2:; dans la 
littérature : dans (Bjorner et Brenti , 2005, §4.7), 2:; est l 'ensemble des petites 
racines s'il respecte les 2 conditions suivantes : 
1. D. ÇI;; 
2. si a E 2:; , s E Set B(a, as) E] - 1, 0[, alors s(a) E 2:;. 
On voit que cette définition fournit une méthode de construction récursive de 2:; , 
Proposition 1.5.19. Soienta,(3 E ~+)sE S etw E W. Les assertions suivantes 
sont vérifiées : 
(i) Si (3 -jP a et (3 tf: 2:; ) alors a tf: 2:; , 
(ii) Si B(a 5 , s(a)):::; -1 et as=/= a) alors a tf: 2:;, 
Pour la profondeur infinie, on a des propriétés semblables à celles de la proposi-
t ion 1.5. 13 sur la profondeur. 
Proposition 1.5.20 ((Dyer et Hohlweg, 2015 , Proposition 3.3)) . Soit s E S et 
(3 E ~+ avec (3 =/= a 5 • On a que dp00 (as) = 0 et 
dp ((3)- 1 
dp00 (s((3)) = dp00 ((3) 
En particulier) si W est fini) alors 2:; = ~+ . 
S't B(f3,as)~1 
S't B ((3, as) E] - 1, 1[ 
Nou avons précédemment discuté du poset des racine po itives (voir défini-
t ion 1.5.14). Il est légitime de se d mander s' il existe un façon simple de re-
connaître les petites racin à l'intérieur du poset. Le lemme suivant présente une 
condit ion pour qu 'une racine d ~ soit petite. 
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Lemme 1.5.21. Soit ry E <J?+, alors ry E ~ si, et seulement si, il existe a E 6. et 
une suite d 'arêtes courtes a = ry0 -<p ry1 -<p · · · -<p 'Yk = ry dans le po set des racines. 
Compte tenu de la définition de dp00 , on généralise le concept de petites racines : 
on note ~n ={a E <J? + 1 dp00 (cx) :::; n} l'ensemble des n-petites racines. Brink et 
Howlett , (Brink et Howlett, 1993), mont rent que ~ est fini et Eriksson (Eriksson, 
1994) généralise ce résultat pour les n-petites racines. Comme la preuve d'Eriksson 
utilise le « number game » , not ion qui n 'est pas étudiée dans ce mémoire, nous 
citons l'art icle de Fu (Fu, 2012, Corollaire 3.9) . 
Théorème 1.5.22. L 'ensemble des n-petites racines ~n est fini pour tout nE N. 
Remarque 1.5.23. 1. Notons que dans sa preuve, Fu montre que les en-
sembles Dn = {a E <J? + 1 dp00 (a) = n} sont finis. Ainsi , ~n = Uo~i~n Dn 
est une union finie d'ensembles finis et le résultat de Fu se transmet aux 
ensembles ~n. 
2. Les n-petites racines donnent une filtration de <[> + : pour tout n E N, on a 
~n-1 ç ~n et <[>+ = U n EN ~n · 
1.5.3 Sous-groupes paraboliques 
Soit (W, S) un système de Coxeter avec système simple 6. et système de racines 
<I> , on sait que W = ( S). On peut se demander si un sous-ensemble de S engendre 
aussi un système de Coxeter. En fait, pour tout I Ç S, si on pose Wr = ( I ), alors 
(Wr, I) est un système de Coxeter. On appelle Wr un sous-groupe parabolique 
standard de W. De plus, 6.1 = { Q 8 1 s E I} Ç 6. est un système simple pour 
(Wr,I) et dans ce contexte , <I>r = W1 (6.r) = <I> n Vect(6.r ) est un système de 
racines de (Wr, I) . Pour cette partie, on se réfère à (Humphreys, 1990). 
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Définition 1.5.24. Soient (W , S ) un système de Coxeter et I Ç S. L'ensemble 
W 1 = { w E W 1 .e( w s ) > .e( w), \:1 s E I} est appelé l 'ensemble des représentants de 
longueur minimale pour le cos et W 1 / W. 
En part iculier , de cette défini t ion, on mont re que pour w E W , il existe un unique 
u E W 1 et un unique v E W 1 tels que w = uv et tel que .e(w) = .e(u) + .e(v). En 
out re, u est l'unique mot de longueur minimale dans le coset wW1 . On obtient 
alors une bij ection naturelle entre W et W 1 x W 1 . Une démonstration de cette 
assert ion est faite dans (Humphreys, 1990, §1.10). 
En considérant la décomposition de W en W 1 x W 1 , on étudie les ensembles 
d 'inversions relatifs à cette décomposit ion des mots de W . 
Proposition 1.5.25. Soit I Ç S et W 1 = ( I ). Soit w E W et w = w1w1 son 
unique décomposition dans W = W 1 x W 1 . Alors N(w1 ) = N(w) n ~j où ~j est 
le système de racines positives du sous-groupe parabolique W1 . 
1.6 Ombres de Garside 
Pour l 'étude des ombres de Garside, nous référons le lecteur à l 'article de Dyer et 
Hohlweg (Dyer et Hohlweg, 2015). 
Définition 1.6.1. Soit B Ç W , on dit que B est une ombre de Garside si B 
vérifie les trois condit ions suivantes : 
(i) S ç B ; 
(ii) B est clos par suffixe (*); 
(iii) B est clos par le supremum (**) . 
(*) On dit que B Ç W est clos par suffixe si pour tout w E B , les suffixes de w 
sont au si dans B. (**) De plus, on dit que B est clos par le supremum si pour 
tout w 1 , w2 E B , on a que si w1 V w2 existe, alors w1 V w2 E B. 
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Exemple 1.6.2 . Soient B1 , B 2 Ç W deux ombres de Garside. Alors B 1 n B 2 est 
aussi une ombre de Garside. En effet, S Ç B1 , B2 et donc S Ç B 1 n B 2 . De plus, 
comme B 1 et B 2 sont clos par suffixe et clos par le supremum, alors B 1 n B2 l 'est 
auss1. 
En considérant l'exemple précédent , on construit la plus petite ombre de Garside 
en prenant l 'intersection de toutes les ombres de Garside de W et on la note S : 
S = n B. 
B C W 
B ombre 
de Garside 
Une propriét é majeure de S est découverte et démontrée par Dyer et Hohlweg 
(Dyer et Hohlweg, 2015 , Corollaire 1.2) : 
Théorèm e 1.6.3. Soit (W , S) un systèm e de Coxeter. Si S est fini, alors S est 
fini . 
Ce résultat est t rès important dans ce mémoire car il est indispensable dans notre 
recherche d 'une construction de l'automate minimal. La preuve de ce théorème 
fait appel à une multitude de lemmes et de proposit ions qui sortent du contexte de 
ce mémoire. C'est pourquoi la preuve du théorème 1.6.3 ne sera pas faite ici. On 
encourage toutefois le lecteur à lire l 'art icle de Dyer et Hohlweg (Dyer et Hohlweg, 
2015) pour toutes les informat ions nécessaires. 
En plus de la définition de S par les intersections d 'ombres de Garside, il existe 
une méthode récursive simple pour construire cet te ombre de Garside part iculière. 
On considère d 'abord S0 =SU {e}. On calcul ensuite les suprema (pour l 'ordre 
faible) de tous les couples possibles d 'éléments de S0 . On pose S0+1 = S1 l 'ensemble 
contenant tous les nouveaux éléments calculés et tous leurs suffixes. On répèt e ces 
deux dernières étapes avec §1 pour créer s2 et ainsi de suite avec tous les si 
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calculés dans le processus. La construction termine lorsqu 'on ne t rouve plus de 
nouvel élément . Puisque S est fini ; on sait que ce processus a un nombre fini 
- -d 'étapes. Finalement , S est l 'union de tous les Si calculés et par construction, il 
est clos par le supremum et clos par suffixe. Illustrons ceci par un exemple. 
Exemple 1.6.4. Soit (W, S) = (D3 , { s, t} ). Calculons Sen nous servant du graphe 
de Cayley orienté présenté dans l'exemple 1.3.2. 
(1) Posons S0 = SU {e} = {s, t , e}. On a 
• sVe = eVs = s; 
• tVe = e Vt = t; 
• sV t =tV s = sts = tst. 
(2) On pose donc S1 = {e, s , t,sts,ts,st}. Remarquons que e,s, t ,st et ts sont 
dans S1 car ils sont des suffixes de sts = tst. 
(3) On cont inue ensuite de calculer les suprema de chaque paire d 'éléments de 
s1 et si on trouve un nouvel élément de w n 'appartenant ni à 50, ni à s1, 
on le met dans un nouvel ensemble S2 . Ici, on voit qu 'on ne t rouvera pas de 
nouveaux éléments pour construire S2 et le processus arrête donc à S1. 
(4) On a alors S =SoU S1 = D3. 
Proposition 1.6.5. Si W est un groupe fini, alors S = W . 
Démonstration. Puisque tous les éléments de W sont des suffixes de l 'élément 
maximal w0 , il suffit de montrer que V S= w0 . Comme w0 est de longueur maxi-
male, alors il est l'unique élément de W tel que f(sw0 ) < f(w0 ) pour touts E S. 
Ainsi, il est le seul possédant tous les éléments de S comme préfixes . On conclut 
donc que V S = w0 et S = W comme voulu. D 
R emarque 1.6.6 . On déduit de la proposit ion précédente que si W est fini , alors 
S est l'unique ombre de Garside de W . En effet , une ombre de Garside est ·un 
sous-ensemble de W et S est la plus petite . 
CHAPITRE II 
AUTOMATE CA ONIQUE 
Soient (W, S) un système de Coxeter et w un élément de W . Comment savoir 
s1 une expression s1 . .. sk (si E S) est un mot réduit pour w? Est-il possible 
d 'énumérer , de façon efficace, tous les mots réduits d 'un système de Coxeter quel-
conque? Nous avons vu précédemment que la t héorie des automates nous fournit 
des outils afin de répondre à ces questions. C'est en 1993 que Brink et Howlett 
(Brink et Howlett , 1993) montrent que les groupes de Coxeter sont aut omatiques. 
Plus d 'informations au sujet de la structure automatique des groupes de Coxeter 
sont données au chapit re 4 §4.3. Pour y arriver , ils donnent la construction d 'un 
automate reconnaissant un sous-ensemble de Red (W, S) : l 'automate de Brink 
et Howlett reconnait l 'ensemble des mots réduits lexicographiquement minimaux 
pour un ordre total fixé sur S . Par exemple, dans le cas du système de Coxe-
ter (D3 , { s , t} ), si on pose s < t , on a sts = tst sont deux mots réduits, mais 
seul sts est reconnu par l 'automate de Brink et Howlett. Dans sa t hèse, Eriks-
son (Eriksson , 1994) propose un automate construit à part ir des petites racines de 
Brink et Howlett qui reconnait l 'ent ièreté de Red (W, S) . Cet automate est nommé 
automate canonique par Bjorner et Brenti (Bjorner et Brent i, 2005) . Une générali-
sation des petites racines , les n-petites racines (voir chapitre 1, définit ion 1.5. 17), 
sont int roduites dans (Edgar , 2009) et conduisent vers une défini t ion d 'automate 
n-canomque. 
31 
Dans ce chapitre, nous donnons la construction de l 'automate n-canonique à partir 
des n-petites racines et des n-petits ensembles d'inversions . ous discutons par la 
suite des cas où l 'automate 0-canonique, nommé simplement automate canonique, 
est minimal. Nous concluons ce chapit re en donnant l 'exemple de l'automate ca-
nonique dans le groupe de type C2 ; automate qui n 'est pas minimal. 
2.1 Automates n-canoniques 
Soit (W, S) un système de Coxeter. Comme nous l'avons vu dans l'exemple 1.4.1 , 
la théorie des automates donne des outils afin de résoudre le problème de recon-
naissance des mots réduits de (W, S). Par exemple, dans le cas où W est fini , le 
graphe de Cayley muni de l 'orientation induite par l 'ordre faib le forme un auto-
mate reconnaissant Red(W, S) (proposit ion 1.4.9 et exemple 1.4.10). Cependant, 
si W est infini , le graphe de Cayley possède une infinité de sommets et l 'auto-
mate correspondant a donc une infinité d'états. Comme notre but est d'obtenir 
un automate fini et déterministe, nous devons chercher d'autres solutions. 
On considère un système de racines <I> = 1>+ U 1>- et un système simple 6. dans un 
espace quadratique (V, B). Rappelons que L:n est l'ensemble des n-petites racines 
et que I: := I:0 est l'ensemble des petites racines. On sait que L:n est fini pour 
tout n (théorème 1.5.22). On rappelle aussi que l'ensemble d 'inversions de w E W 
est donné par N(w) = 1>+ n w(<I>-) (définit ion 1.5.5). 
Définition 2.1.1. (i) Soit n E N et w E W. Le n-petit ensemble d'inversions 
de west : 
(ii) On note An {L:n(w) 1 w E W, n E N} l'ensemble de tous les n-petits 
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ensembles d 'inversions pour nE N. 
R emarque 2.1.2. Lorsque W est fini , on sait que ~ <IJ+. Ainsi, 
~0 (w) = ~(w) = N(w) et L:n(w ) = L:(w) pour tout n 2: 0 car L:n(w) \ L:(w) = 0 
pour n 2: 1. 
En outre, An Ç P (L:n) par définit ion. On a donc le résultat suivant : 
Proposition 2.1.3 . Pour (W, S) un système de Coxeter, An est fini pour tout 
nE N . 
Exemple 2.1.4 . Prenons (W, S) = ('D3 , { s , t}) le système de Coxeter dont W 
est le groupe diédral d 'ordre 6. On sait que W = { e, s , t , st , t s, sts = t st} et que 
An = A0 pour n 2: 0 par la remarque 2.1.2. Calculons A0 : 
l::o(e) = 0; L:o(s) = N(s) = {as}; l::o(t) = {at}; L:o(st)s ={as, as + at}; 
l::o(ts) ={at , as + at}; l::o(sts) = l::o(tst) ={as, at , Œs + Œt}· 
Ainsi, 
Des exemples de calculs dans le cas où W est infini sont faits plus en détail dans 
l'exemple 2.1.8. 
D éfinition 2 .1.5. Soit n E N. L'automate n -canonique est la donnée du quin-
tuplet Autn(W, S) = (S, An, L:n(e) = 0, An, b'n) , où b'n est la fonction de t ransit ion 
part ielle donnée par 
otons que b'n(A , s) n 'est pas définie si as E A. 
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Remarque 2.1.6. Il est important de noter que la lecture des mots se fait de 
droite à gauche. Afin de construire le mot reconnu par une séquence de transit ions 
dans l 'automate, on rajoute la lettre (l 'étiquette) de la transition actuelle devant 
la lettre obtenue par la transit ion précédente. P ar exemple, dans la figure 2.1, en 
partant de l 'état init ial, on lit les lettres 8 1 , 8 2 et 8 3 dans cet ordre , mais le mot 
reconnu est 8 38 28 1 . Rappelons que si le mot west réduit, alors w- 1 est aussi réduit 
et donc le sens de lecture n 'a aucun effet sur le langage reconnu par l 'automate. 
Figure 2.1 Exemple de chemin dans l 'automate n-canonique qui reconnaît le mot 
838281. 
Théorème 2.1.7. L 'automate Autn(W, S) est fini et déterministe et reconnaît 
Red(W, S). 
Il est clair que le nombre d 'états est fini par la proposition 2.1.3. Avant de donner la 
démonstration complète de ce t héorème, nous pré entons l 'exemple des automates 
0 et 1-canoniques dans le cas du groupe de Coxeter infini V00 , puis nous énonçons 
un lemme nécessaire à sa démonstration. 
Comme nous l'avons vu précédemment (exemple 2.1.4) , An= A0 pour tout nE N 
si W est fini. Dans ce cas , Autn(W, S) = Aut0 (W, S) pour tout n. C'est pour-
quoi le prochain exemple porte sur le système de Coxeter infini le plus simple : 
(D00 , { 8, t} ). 
Exemple 2. 1.8 . Nous présentons ici la construction de l 'automate 0-canonique 
et 1-canonique du group infini V . Dans le système de Coxeter (D , {8, t} ), les 
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ensembles de 0-petites racines et de 1-petites racines sont : 
Les ensembles I:0 et I:1 sont représentés dans la figure 2.2. À l'aide de I:0 et I:1, on 
construit les ensemble d'états A0 et A1 de Aut0 ('D00 , { s , t}) et de Aut1 ('D00 , { s , t}) 
respectivement. On trouve : 
Ao = {I:o (e), .L:o(s) ={as}, .L:o(t) ={at}} et 
A1 = {I; l(e) , I:1(s) , I:1(t) , .L:1(st) ={as , s(at)} , .L:1(ts) ={at , t(as)} }. 
Construisons Aut0 ('D00 , {s,t}). En commençant à l'état 0 = I:(e), on a donc des 
transit ions par s et part vers les états I:0 (s) = {as} U 0 et .L:0 (t) = {at} U 0 
respectivement . De l'état I:o(s) ={as}, on ne peut avoir de transit ion pars car 
as E I:0 (s). On a de ce fait uniquement une transit ion part donnée par : 
I;o(s) ~ .L;o (ts) ={at} u (t(I:o(s)) n I:o) ={at} u ({t(as)} n I:o) 
= {at} = I:o ( t) . 
De façon analogue, on a une transition I:0 (t) ~ .L:0(s). L'automate Aut0 ('D00 , {s, t}) 
est représenté dans la figure 2.3. 
Passons maintenant à la construction de Aut1('D00 , {s , t} ). Comme A0 Ç A1, alors 
l'automate Aut1 ('D00 , { s , t}) a plus d 'états que Aut0 ('D00 , { s , t} ). On voit , à l'aide 
du calcul suivant, qu'il n 'y a pas de transition entre I:1 ( s) et I:1 ( t) , contrairement 
à Aut0 ('D00 , {s , t} ). De l'état I:1(s) = I:1 n N(s) ={as} , on a: 
I;l(ts) ={at} u (t(I:l(s)) n I:l) ={at} u (t({as}) n I;l) ={at} u {t(as)} 
= {at,t(as)} 
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qui est un nouvel état. Symétriquement, on a B1(st ) ={as, s(at )} . Pour la suite, 
on calcul de la même façon les t ransitions possibles à partir des deux nouveaux 
s 
états et on remarque que B1(st) ~ B1(ts); l 'automate Aut 1 (D00 , {s,t}) est aussi 
t 
illust ré à la figure 2.3. 
0 1 2 2 1 0 
Figure 2.2 Une représentation proj ective du système de racines de D 00 . Les 
profondeurs infinies des racines représentées sont indiquées par les nombres en 
bleu . On a donc B0 ={as, at}, B1 ={as, at, s(at), t(as)} et ainsi de suite. 
s 
Figure 2 .3 L'automate Aut0 (D00 , { s , t}) (à gauche) et l 'automate 
Aut1 (D00 , {s, t}) (à droite) . 
ous allons maintenant énoncer le lemme nécessaire à la démonstration du théo-
rème 2.1.7. 
Lemme 2. 1.9 . Soit sES et nE N. 
(i) Soit w E W. Alors s tt DL(w) si et seulement si as tt Bn(w). 
(ii) Si f(sw) > f(w) alors Bn(sw) = {as} u (s(Bn(w)) n Bn)· 
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Démonstration. (i) Pour sE S , on a as E 6. Ç En et donc : 
En effet , pour la dernière équivalence, si as fJ. N(w) , alors as fJ. En(w) par 
définit ion. Réciproquement , puisque as E 6. Ç En, si as fJ. En(w) , alors 
as fJ. N(w). 
(ii) On suppose que sw est une expression réduite et on a as E 6. Ç En. Donc, 
par la proposition 1.5.7, on a N(sw) ={as} U s(N(w)). Ainsi , 
Or , En(w) Ç N(w) et donc s(En(w)) Ç s(N(w)) . Ceci implique que 
Pour l'autre inclusion, il suffit de montrer que si /3 E En(sw) = N(sw)nEn et 
/3 "/=as, alors s(/3) E En, car s(/3) E N(w). Supposons par contradiction que 
dp00 (s(/3)) :::: n + 1. Alors, en vertu de la proposit ion 1.5.20, B(/3 , as) :::; - 1 
car dp00 (/3) :::; n. Or comme as , /3 E N(sw) , on a B(,B , as) > -1 par la 
proposition 1.5.8, d 'où la contradiction. 
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Démonstration du théorème 2. 1. 1. ous avons déjà vu que le nombre d 'états de 
Autn(W, S) est fini pour tout n. Le lemme 2.1.9(ii) , nous assure que les transi-
t ions sont bien définies et donc Autn(W, S) est fini et déterministe. Montrons que 
Autn(W, S) reconnaît Red(W, S). Si on prend w = s 1 · · · sk E W réduit , alors le 
chemin commençant à l 'état init ial 0 étiqueté par sk , sk-l , .. . , s1 arrête à l 'état 
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En(w). Ainsi, le mot réduit s 1 · · · sk est reconnu par Autn(W, S) . Il reste à montrer 
que l 'automate n-canonique reconnait seulement le langage Red(W, S) . Supposons 
qu 'il existe s 1 · · · sk un mot non réduit de W , mais reconnu par l 'automate. On 
sait alors qu 'il existe une suite de transitions étiquetées par sk , sk- l , . . . , s 1 par-
tant de l 'état init ial et t erminant à En(s1s2 · · · sk )· Or, comme s1 · · · sk n 'est pas 
réduit , alors il existe i E [k] minimal tel que .e(sk · · · Si+lsi ) < .e(sk · · · si+1). Donc 
Œsi E D L(si+1 · · · sk )· Par le lemme 2.1.9(i) , a 8 i E E(si+l · · · sk ) et il n 'y a donc 
pas 4e t ransit ion par si partant de E(si+l · · · sk )· Le mot s1 · · · sk ne peut alors 
pas être reconnu par l'automate, d 'où la contradiction. D 
2.2 Minimalité de l'automate canonique 
ous avons int roduit dans le premier chapit re la not ion d 'aut omate minimal : un 
automate est minimal si son nombre d 'ét at s est minimal. Dans l 'exemple 2.1.8, on 
voit , à l'aide de la figure 2. 3, que Aut 1 (D00 , {s, t} ) n 'est pas minimal. En effet , le 
langage reconnu par Aut 0 (D , {s, t} ) et par Aut1(D00 , {s, t}) est le même, mais 
Aut 1 (D , { s , t} ) a plus d 'états. Dans cet exemple, on remarque que les états E 1 ( t) 
et E 1 (ts ) sont des états équivalents , c'est-à-dire que le langage reconnu à partir de 
E (t) est le même que celui reconnu à part ir de E(ts ), et que, symétriquement , E 1 (s ) 
et E 1 ( st) le sont aussi. On peut donc en conclure que les automates n-canoniques 
ne sont généralement pas minimaux pour n 2:: 1. Mais qu 'en est-il de l 'automate 
canonique (0-canonique)? Pour conclure ce chapit re, nous montrons que l 'auto-
mate canonique est minimal pour certaines familles de systèmes de Coxeter. Nous 
énonçons une conjecture de Hohlweg, Nadeau et Williams (Hohlweg et al. , 2015) 
qui détermine une condit ion nécessaire et suffisante à la minimalité de l 'auto-
mate canonique et nous discuton du groupe de type C2 qui fourni un exemple 
d 'automate canonique non-minimal. 
Proposition 2.2.1. Si W est fini , alors Aut0 (W, S) est minimal. 
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Démonstration. Soient u et v deux mots réduits de W et supposons que L:(u) 
et L:(v) sont deux états équivalents dans Aut0 (W, S). Montrons que u = v . Par 
la proposit ion 1.2.5, puisque W est fini , il existe un unique élément de longueur 
maximale noté w0 . Comme .tous les mots de W sont des préfixes et des suffixes de 
w0 (proposition 1.2.6) , alors à partir de chaque état de Aut0 (W, S) , il existe un 
chemin commençant à cet état et terminant à I:(w0 ). De plus, on sait que pour tout 
sES, R(sw0) < .e(w0) par maximalité de .€(w0). Puisque w0 est l 'unique élément de 
W satisfaisant cette propriété, l 'état 2::( w0 ) est l 'unique état puits de l'automate. 
On pose (sk, ... , s 1) la suite de transitions de L:(u) à I:(w0 ) . Le mot s 1 · · · sk est 
donc reconnu à partir de l 'état L:(u). otons que , partant de l'état L:(u) , la suite 
(sk, . . . , s1) étiquette un unique chemin car Aut0 (W, S) est déterministe. De plus, 
s1 · · · sku = w0 est réduit car il est reconnu par Aut0 (W, S). Puisque L:(u) et L:(v) 
sont équivalents , le mot s 1 · · · sk est aussi reconnu à partir de l 'état L:(v) . 
Montrons que s 1 · · · skv = w0. Supposons que la suite de transitions (sk> .. . , s1 ) 
partant de L:(v) ne termine pas à I:(w0 ) . Il existe alors une suite (tn, ... , t 1) 
tel que la suite (sk> ... , s 1 , tn , ... , ti) débute à I:(v) et termine à I:(w0 ) . Le mot 
t 1 · · · tns1 · · · sk est alors reconnu à partir de l 'état L:(v) . Par hypothèse, L:(u) et 
I::( v) sont des états équivalents; le mot t 1 · · · tns1 · · · sk est reconnu à partir de 
I:(u). Ainsi, la suite (sk , ... , s 1 , tn, .. . , ti) étiquette alors un chemin partant de 
I:(u) . Compte tenu de l 'unicité du chemin étiqueté par la suite (sk, ... , si), ceci 
implique que la suite (tn , ... , t1 ) étiquette un chemin partant de l 'état L:(w0). Or, 
puisque l 'état L:(w0) est un état puits, il n 'y a aucune transition sortant de cet état 
et on a une contradiction. Ainsi, la suite (sk> ... , s 1) étiquette un chemin partant 
de I::(v) et terminant à l'état L:(w0). On a donc bien que s1 ... skv = w0. Alors 
s1 · · · sku = s 1 · · · skv = w0, ce qui implique que u =v dans W . D 
Pour discuter de minimalité de l 'automate canonique dans le cas où W n 'est pas 
fini , nous avons besoin de certaines caractérisations supplémentaires des racines. 
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Définition 2.2 .2. Soit (3 E <[>+. Posons (3 = .l:sES a a s avec as ::::: 0, son expression 
en terme des racin€s simples . 
(i) Le support d (3 st supp (/3) := { s E S 1 as > 0}. 
(ii) On dit que (3 est sphérique si le sous-groupe parabolique standard engendré 
par son support , noté Wsupp(.B), est fini. On note <I> ~h 1 'ensemble des racines 
sphériques. 
Exemple 2.2.3 . 1. Dans le système de Coxeter fini ( 6 4 , { s1 , s2 , s3 } ), la racine 
2. On remarque que si W est fini, alors <[>+ = <I>~11 . En effet , Wsupp (.8) ::;;; W 
pour tout (3 E <[>+ et tout sous-groupe d 'un groupe fini est fini . 
3. Dans (V00 , {s t} ), en prenant s(at) E <I>+, on a 
supp (s(at)) = supp (at + 2a s) = {s, t}. 
Donc W. upp(s(at)) = W s,t = D 00 . Ainsi, s(at) n 'est pas sphérique. 
Proposition 2.2 .4. Les racines sphériques sont touj ours petites : <I>~h Ç I:. 
Démonstration. Soit (3 E <I>;;,h. Pour I = supp (/3) Ç S , on a (3 = .l:tEI atat avec 
at > 0 et W 1 est fini. Donc pour tout t E I , dp00 ( t (/3 )) = dp00 (/3 ) par la proposition 
1. 5.20. otons que v(/3 ) E <I>1 pour tout v E W1, où <I>1 Ç <I> est le système de 
racines associé à W1 . Soit w = t 1 · · · tn E W1 tel que w(/3 ) E 6.1 avec ti E I pour 
1 ~ i ~ n. Alor 
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car w(f3 ) E !:::,.I Ç !:::,., D'où (3 E I: et donc <P~h Ç I: . D 
Le prochain résultat explicite une relation entre les petites racines , les racines 
sphériques et l'automate canonique. On rappelle tout d 'abord que West dit irré-
ductible si son graphe de Coxeter est connexe. 
Proposition 2.2.5 (Proposition 3.14, (Hohlweg et al. , 2015)) . Soit W irréduc-
tible. Si L; = <P~h ' alors Aut0 (W, S) est minimal. 
Démonstration. Soient I:(u) et L::(v) deux états équivalents dans Aut0(W, S) et 
s1 , . .. , sk E S. On sait que si s 1 · · · sku est réduit, alors s 1 · · · skv est aussi réduit. 
Montrons que I:(u) = L::(v) par contradiction. Supposons que I:(u) -=/:. L::(v) . On 
peut donc prendre a E I:(u) \ L::(v) (à changement de rôle de u et v près). Par 
hypothèse I: = <P~h > alors pour supp(a) = 1 Ç S , le groupe Wr est fini et a E <Pj. 
En utilisant la décomposition W = Wr x wr (voir chapitre 1, définition 1.5.24) , 
on écrit u = uru1 et v= vrvr. Soit w E Wr , wu est réduit si et seulement si wur 
est réduit car xui est réduit pour tout x E Wr. Donc, pour tout t 1 , ... , tk E J, 
t 1 · · · tku1 est réduit si et seulement si t 1 · · · tkvr est réduit. 
Comme Wr est fini , alors Aut0 (Wr , J) est minimal par la proposition 2.2 .1 . Donc 
L::(ui) 
L::(ui) 
L::(v1 ). Rappelons que les petits ensembles d 'inversions de Wr sont les 
I:(u) n <Pr grâce à la proposition 1.5.25 . Or a E <Pj et a E I:(u) par 
hypothèse et donc a E I:(u) n <P j = L:(ur). Ainsi on a a E L:(vr) Ç L:(v), ce qui 
contredit le fait que a E I:(u) \ I:(v). Donc L:(u) = L:(v) . D 
La réciproque de la proposition 2.2.5 est conjecturée par Hohlweg, adeau et 
Williams (Conjecture 2, (Hohlweg et al. , 2015)). Si cette conjecture s'avère être 
vraie, ceci donnerait une condition nécessaire et suffisante pour que l'automate 
canonique soit minimal. 
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Conjecture 2.2.6 (Conjecture 2, (Hohlweg et al. , 2015)) . Soit <.P~h l 'ensemble 
des racines sphériques, alors Aut0(W, S) est minimal si et seulement si~= <.P~h· 
La conjecture 2.2 .6 est vérifiée pour certaine famille de systèmes de Coxeter et 
nous présentons ce résultat dans le théorème suivant : 
Théorème 2.2.7 (Théorème 1.3, (Hohlweg et al. , 2015)) . Soit (W, S) un systèm e 
de Coxeter tel que W est irréductible. La conjecture 2. 2. 6 est vérifi ée dans les cas 
suivants : 
(i) W est fini; 
{ii) ffis t = 2 OU pour tout s =!= t 
(iii) le graphe de W (rw) est complet, c'est-à-dire que m st > 2 pour touts=!= t; 
(iv) W est de type A n ; 
(v) W est de rang 3. 
Afin de démontrer ce théorème, nous avons besoin de quelques lemmes concernant 
le support. Le dernier de ces lemmes est un lemme de Brink (Brink, 1998) donnant 
une propriété importante sur les supports des éléments de ~. 
Lemme 2.2.8. Soit {3 E <.!_) + tel que r supp(.B) possède un cycle et soit s E S tel 
que r supp(s(.B)) n'en possède pas. Alors s appartient au cycle de r supp(.B) et as ~ 
su pp( s(f3 )). 
Démonstration. Commençons par montrer que as ~ supp(s({3)). On sait que 
s({3) = {3 - 2B(a 5 ,{3)as E <.P+. En effet , puisque s(<P+ \ {as})=<.!_)+ \ {as} et 
que r supp(.B) possède un cycle alors {3 =/= as. On a donc deux possibilités pour 
supp(s(f3) ) : 
- si coeffa.(s(f3) ) > 0, alors supp(s(f3) ) = upp(f3); 
- si coeffa. (s(f3)) = 0, alors supp(s(f3)) = supp (f3) \ {as }· 
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Comme r supp(.B) =1= r supp(s(.B)) par hypothèse, alors le cas (i) est impossible et donc 
supp(s(,B)) = supp(,B) \ {as }· Par hypohèse, on sait que r supp(.B) possède un cycle 
et que r supp(s(.B)) n 'en possède pas. Puisque les deux graphes ne diffèrent que par 
le sommet s , on en conclut donc que s appart ient au cycle de r supp(.B)· D 
Lemme 2 .2.9 . Soit ,B E q? + tel que r supp(.B) possède une arête oo et soit s E S tel 
que r supp(s(.B)) n'en possède pas. Alors s est un sommet de l'arête oo de r supp(.B) et 
as tf. supp(s (,B)) . 
Démonstration. La preuve de ce lemme est ident ique à la preuve du lemme 2.2.8 
en échangeant le rôle du cycle par celui de l 'arête oo. D 
Lemme 2 .2 .10 (Lemme 4.1 , (Brink, 1998)) . Soit (W , S) un systèm e de Coxeter 
avec graphe de Coxeter r . Soit a E ~' alors le graphe de Coxeter du support de 
a , r supp(a), ne contient ni cycle, ni arête étiquetée par 00 . 
Démonstration . ous mont rons la contraposé de ce lemme : si le graphe r supp(a) 
contient un cycle ou une arête oo, alors a tf. ~ . 
On rappelle que pour x E 1?+, on exprime x= L.:'YE .C:. coeff 'Y (x)r, où coeff'Y (x) 2:: O. 
On rappelle aussi que pour a , ,B E q?+ , on a a :5p ,B dans le poset des racines 
s' il existe w E W tel que ,B = w(a) et que dp(,B) = f(w) + dp(a) (voir défini-
t ion 1.5.14). 
Soit a E q? + t el que r supp(a) possède un cycle ou une arête oo . Montrons que 
a tf. L: . Pour ce faire, nous considérons l 'ensemble suivant : 
X= {,8 E 1?+ 1 ,8 :5p a et r supp (,B) possède un cycle ou une arête oo }. 
On remarque que X n'est pas vide car a E X . On prend donc ,B E X tel que 
dp (,B) est minimale. En vertu de la proposit ion 1.5. 19 (i) , comme ,B :5p a , il suffit 
de mont rer que ,B tf. ~ . Puisque ,B tf. 6. , alors il existe s E S tel que as E supp(,B) 
---·- - ------- - -----
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et tel que s(/3 ) ---< p (3 . Ainsi, grâce à la proposition 1.5.19 (ii) , il suffit de montrer 
que B(as, s( /3 )) ::; -1. 
Avant de calculer B(as, s(/3 )), remarquons les faits suivants grâce aux lemmes 2.2.8 
et 2.2.9 : 
(a) On a coeff 'Y (s(/3)) B(1, as) ::; 0 pour t out 1 E supp(s(/3)). En effet , puisque 
1 E supp (s(/3)) Ç !':.. \ {a s}, on a B(r, a s) ::; O. De plus, grâce à la proposit ion 
1.5.4, coeff 'Y (s(/3)) 2: 1, car coeff 'Y (s(/3)) > 0 pour 1 E supp (s(/3)) . 
(b) Par minimalité de dp(/3), on sait que f supp (s(,B)) ne contient ni cycle, ni arête 
oo , car s appart ient au cycle de f supp(,B) dans le cas ou ce graphe possède un 
cycle ou, dans l 'autre cas , s est un sommet de l 'arête oo dans f supp (,B) · 
Calculons maintenant B (as, s ((3 )) dans le cas où r supp(,B) contient un cycle et dans 
le cas où r supp(.B) contient une arête oo : 
( 1) On sait que s fait partie du cycle par la remarque (b) ci-haut. Soient s1 , s2 E S 
les deux voisins de s dans le cycle. On a ms1s, ms2 s 2: 3 et donc 
(t ) 
pour i = 1, 2. En vertu de la proposit ion 1.5.4, on a coeffa. (s( /3 )) 2: 1 (t ), car 
' 
asi E supp (s(/3)) pour i = 1, 2. On a donc: 
B(s( /3 ), a s) = coeffa. 1 (s( /3 )) B(asll a s) + coeffa.2 (s( /3 )) B(as2 , a s) 
+ 2::.:: coeff 'Y (s(/3)) B(r , as) 
1 1 
< - - - -
2 2 
::; -1. 
'YE 6. 
'Y~Œs 1 ,as2 
(par la remarque (a) , (t ) et (t)) 
(2) Le cas où f supp(,B) possède une arête oo est très similaire au cas (1). Comme 
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s est un sommet de l 'arête oo par la remarque (b) ci-haut , on pose s' E S 
l 'autre sommet de l 'arête oo. On a donc mss' = oo et B(as, as') ::; - 1. De la 
même façon qu 'en (:j:) , on a coeffa:., (s(/3)) ~ 1. On a ainsi : 
B(s(/3), as) = B(coeffa:., (s( f3 ))as' + L coeff1 (s(f3))!, as) 
!El:::. 
! =la: s' 
= coeffa:., (s(/3)) B(a§' ' as) + L coeff1 (s(f3 )) B('y, as ) 
::; - 1. 
! El:::. 
T /=O: s' 
Dans les deux cas , on a B(s (/3) , as ) < -1, ce qui conclut la démonstration du 
lemme. D 
Maintenant que nous savons que le support d 'une petite racine ne peut contenir 
ni cycle, ni arête étiquetée par oo, nous démontrons le t héorème 2.2.7. 
Preuve du théorème 2.2. 7. Dans les cas (ii) à (iv) , nous montrons que :B = cl>~11 
et nous faisons appel à la proposit ion 2.2.5 pour conclure. 
(i) Le cas W fini a ét é discuté à la proposition 2.2.1. 
(ii) Si mst = 2 ou oo pour touts=/= t , on remarque que B(as , at) E {O}U]-oo, - 1] 
pour tout as, at E /:::,. ( t). Montrons que I; = !;:, = cl>~h. Pour la première 
égalité, 6. Ç I; par définition. Montrons que I; Ç 6.. 
Soit f3 E I; et posons dp(/3) = k. Nous allons montrer que k = 0 et donc que 
f3 E 6. . ous procédons par cont radiction ; supposons que k ~ 1. 
Puisque f3 E :B, le lemme 1.5. 21 affirme qu 'il existe 'Yo -<p ')'1 -<p · · · -<p 'Yk 
dans le poset des racines où ')'o E 6. , 'Yk = /3, 'Yi E :B et dp ('yi) ~ i pour 
tout 0 ::; i ::; k. En part iculier , ')'1 = s('y0 ) pour un cer tain s E S. L'objectif 
est maintenant de montrer que 'YI tf: :B et donc que k < 1, ce qui contredit 
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notre hypothèse (*) sur k. Par (t), il y a 2 possibilités : B(r0 , a 5 ) = 0 ou 
B(ro, as) :::; -1. Si B(ro, as) = 0, alors / 1 = s(ro) = 'Yo - 2 B(ro , asho = TO, 
ce qui est une contradiction car dp(r1) = 1 =!= 0 = dp(r0 ). Si B(r0 , as) :::; - 1, 
alors dp00 (r!) = dp00 (s(To)) = dp00 (ro)+1 > 0 par la proposition 1.5.20. Or, 
ceci est une contradiction car Tl E L.; et donc dp (Tl) = 0 par hypothèse. 
On a donc bien dp(,B) = 0, d 'où ,8 E /:::,.. De ce fait , on a L.; = /:::,. Ç <P~11 . 
Puisque <P~11 Ç L.; par la proposition 2.2.4, on a bien l'égalité L.; = <P~11 et on 
conclut par la proposition 2.2.5. 
(iii) Dans le cas ou rw est un graphe complet, on débute par montrer que 
m+ - u ;r) + 
'±' sph - '± s,t' 
s,tES 
ffi s t < OO 
où <P~t est le système de racines positives du groupe Ws,t = ( s, t ). Soit 
,8 E <P~11 , montrons que ,8 E <Ps,t pour certains s, t E S avec m st < oo. 
La pr mière étape est de montrer que 1 supp(,B) 1 :::; 2. Par contradiction, 
supposons q\le 1 supp(,B)I 2: 3. On remarque que rsupp(,B) est un sous-graphe 
complet du graphe complet rw. Ainsi , puisque 1 supp(,B) 1 2: 3, alors r supp(.B) 
contient un graphe complet à trois sommets. Or , en vertu de la classifica-
tion d s groupes de Coxeter finis (théorème 1.1.8 et voir figure 1.2) , W supp (,B) 
est un groupe infini et donc ,8 tf. <P~11 , d 'où la contradiction. Ainsi, si ,8 
est une racine sphérique, on a 1 supp(,B) 1 :::; 2. Nous avons maintenant deux 
cas à considérer: supp(,B) ={as} ou supp(,B) = {as,at} avec s , t ES. Si 
supp(,B) = {as}, alors ,8 E <P~s et m ss= 1. On a donc le résultat voulu. Si 
supp(,B) = {as, at} , alors ,8 E <P~t · De plus, puisque ,8 est sphérique, on sait 
que W supp(,B) = Ws,t est fini. Donc m t < oo et on a l 'inclusion voulue. Ceci 
prouve la premi ' re inclusion. 
Pour la deuxième inclusion, soit ,8 E U s,tES <P~t · On pose supp(,B) = {as , at } 
m s t <oo 
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avec s) t E S mst < oo et possiblement s = t. Alors W supp(,B) = Ws ,t ~ D m st 
est fini . Ceci conclut la preuve de la deuxième inclusion. 
Il reste à montrer que E Ç U s,tES <P~t· Tout d )abord) il est important de 
ffi st<OO 
rappeler que tout sous-graphe complet de r w possédant au moins 3 sommets 
possède au moins un cycle (<>). Soit a E E ) montrons par cont radiction que 
1 supp (a) l ~ 2. Supposons que 1 supp(a)l ~ 3. Alors f supp(a) est un sous-
graphe complet à au moins 3 sommets de f w et il possède donc un cycle par 
(<>).Ceci contredit le lemme 2.2.10) d )où 1 supp (a)l ~ 2. Si supp (a) ={as} 
avec s E S) alors a E <P~s et mss = 1. On a donc le résultat voulu. Si 
supp(a) = {as) a t} avec s) tE S) alors a E <P~t · De plus) puisque f supp(a) ne 
contient pas d'arête oo par le lemme 2.2.10) alors m s,t < oo. 
Ainsi) E Ç U s,tES <P~t = <P~11 et on conclut par les proposit ions 2.2.4 et 
m st<oo 
2.2.5. 
(iv) Soit W un groupe de type An ) n E N et !:, un système simple pour W . On 
remarque que fw est un cycle. Notons aussi que lorsqu )on enlève au moins 
un sommet au graphe An) le sous-graphe résultant est un produit de graphes 
An; avec l:i ni < n . En vertu du t héorème 1.1.8 sur la classification des 
groupes de Coxeter finis ) ces graphes représentent toujours des groupes finis. 
Montrons que E Ç <P~11 . Soit a E E ) par le lemme 2.2.10) on sait que supp(a) 
ne cont ient pas de cycle. Alors supp(a) Ç !:, , De ce fait ) W supp(a) est fini car 
il est un produit de groupes finis de type An;·On a donc E Ç <P~11 • L'autre 
inclusion résultant de la proposition 2.2.4) on conclut par la proposition 2.2.5. 
(v) Posons S = {s,t)u}. Le cas du graphe complet (iii) et le cas où mtu = oo 
et mst = 2 (ii) étant déjà démontrés) on peut donc supposer que msu = 2 et 
t  
3 : S m A t u 2 : 3  
s  u  
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M o n t r o n s  q u e  s i  m t u  =  o o  e t  m s t  2 : :  3 ,  a l o r s  o n  a  L . :  =  <I>~
11
. S i  m t u  =  o o  e t  
m s t  2 : :  3 ,  o n  a  <I>~
11 
=  < I > t , t  U  { a u } .  M o n t r o n s  q u e  L . :  Ç  <I>~
11
. S o i t  a  E  I . : ,  l e  
l e m m e  2 . 2 . 1 0  a f f i r m e  q u e  f s u p p ( a )  n e  p e u t  p a s  a v o i r  d ' a r ê t e  o o .  D o n c  a  E  < I > t , t  
o u  a =  a u .  D e  c e  f a i t ,  a  E  < I > t , t  U  { a u } =  <I>~h· L ' é g a l i t é  L . :  =  <I>~h e s t  d o n n é e  
p a r  l a  p r o p o s i t i o n  2 . 2 . 4  e t  o n  c o n c l u t  p a r  l a  p r o p o s i t i o n  2 . 2 . 5 .  
S i  m s t  =  3  e t  m t u  <  6 ,  a l o r s  W  e s t  f i n i  e n  v e r t u  d e  l a  c l a s s i f i c a t i o n  d e s  
s y s t è m e  d e  C o x e t e r  f i n i s  ( t h é o r è m e  1 . 1 . 8 )  e t  d o n c  L . :  =  <I>~
11 
=  < J ? + .  O n  
c o n c l u t  à  l ' a i d e  d e  l a  p r o p o s i t i o n  2 . 2 . 5  
I l  r e s t e  d e u x  c a s  à  v é r i f i e r  :  s i  m s t  =  3  e t  m t u  2 : :  6  o u  s i  m
5
t ,  m t u  2 : :  4 .  E n  
p a r t i c u l i e r ,  p a r  l e  t h é o r è m e  1 . 1 . 8  s u r  l a  c l a s s i f i c a t i o n  d e s  g r o u p e s  d e  C o x e t e r  
f i n i s ,  W  e s t  i n f i n i .  N o t o n s  q u e  m t u  e t  m
5
t  s o n t  d i f f é r e n t s  d e  o o  d a n s  l e s  d e u x  
s i t u a t i o n s ,  c a r  n o u s  a v o n s  v é r i f i é  c e s  c a s  p r é c é d e m m e n t .  
D a n s  l e s  d e u x  c a s  r e s t a n t s ,  o n  m o n t r e  q u e  L . ;  = / : .  <1?~
11 
e t  q u e  A u t
0
( Ti V,  S )  n ' e s t  
p a s  m i n i m a l .  
D é b u t o n s  p a r  p o s e r  k i  =  - 2  c o s (  7 f  /  i )  e t  p r e n o n s  l a  r a c i n e  :  
a : =  u s (  a t ) =  k m s t a S  + a t +  k m t u a u .  
M o n t r o n s  q u e  a  E  L . :  \  <1?~
11
. T o u t  d ' a b o r d ,  o n  a  B ( a
5
,  a t )  E ]  - 1 ,  1 [  e t  
B ( s ( a t ) ,  a u )  =  B ( a t ,  a u )  E ] - 1 ,  1 [ .  A i n s i ,  p a r  l a  p r o p o s i t i o n  1 . 5 . 2 0 ,  o n  a  :  
d p
0 0
( a t )  =  d p
0 0
( s ( a t ) )  =  d p
0 0
( u s ( a t ) )  =  d p
0 0
( a )  =  0  
e t  d o n c  a  E  
a l o r s  a  ~ < ! ?  ~h . 
P o u r  f i n i r ,  o n  v o i t  q u e  W s u p p ( a )  - W  e s t  u n  g r o u p e  i n f i n i ,  
--- ---------------------- ------------
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L'objectif est maintenant de montrer que l'automate canonique n 'est pas 
minimal en montrant qu'il existe deux états équivalents dans Aut 0 (W, S). 
Pour ce faire, nous considérons les états I: (us) et I: ( ust ) et nous mont rons 
que le langage reconnu à part ir de ces deux états est le même. 
On note que les mots us et ust sont des mots réduits . Les états I:( us ) 
et L:(ust) sont donc bien des états de Aut 0 (W, S). Après calcul, on t rouve 
I: ( us) = {as, au } -=1 L: ( ust) = {as , au, a }. En outre, on a l 'égalité suivante : 
DL(us ) = {s,u} = DL(ust) . Ceci implique que les seules t ransit ions qui 
sor tent des états L:(us) et L: (ust ) sont des transit ions par t . De plus, ces 
transit ions mènent respectivement aux états L:(tus) et L:(tust). Montrons 
que L: (tus) = L:(tust) et que, par le fait même, le langage reconnu à part ir 
des états L: (us) et L: (ust) est le même. On a: 
De façon similaire, on a L:(tust) = {at,t(a5 ),t(au),t(a)} n L: . En comparant 
les deux ensembles L: (tust ) et L:(tus) , on voit qu 'il suffit de montrer que 
t(a) ~ I; afin de prouver l 'égalité L: (tust ) = L: (tus ). Pour démontrer que 
t (a) ~ 2:: , on montre que B(at , a) ::; -1 et on ut ilise la proposit ion 1.5.20 
pour conclure que dp00 (t (a)) = dp00 (a) + 1 = 1. Après calcul, on t rouve: 
Or, pour les valeurs de kmst et de kmtu. considérées, on a k:n.t + k:ntv. - 2 ~ 2. 
En effet, si mst ~ 3 et mtu ~ 6, alors k:n.t ~ 1 et k:ntu. ~ 3. Dans le cas 
où km.t, kmtu. ~ 4, on a k:n.t, k:ntv. ~ 2. Donc -2 B( at, a) ~ 2 et ainsi, on a 
B(at, a) ::; -1. Alors t(a) ~ I: et on en conclut que L: (tus) = L: (tust) . L'au-
tomate Aut0 (W, S) possède donc deux états équivalents, L:(ust) et L: (us) , et 
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n'est pas minimal. Ceci conclut la preuve de la conjecture dans le cas où W 
est de rang 3. 
D 
Exemple 2 .2.11. L'automate canonique reconnaissant Red(A2 , { s 1 , s2 , s3 } ) est 
illustré à la figure 2.4. Les transitions par s 1 sont de couleur noire, celles par s2 
sont en bleu et celles par s3 sont en rouge . Par le théoreme 2.2.7, cette automate 
est minimal. 
Figure 2.4 L'automate canonique reconnaissant Red(A2 , {s1 , s2 , s3 } ). Note: On 
utilise la notation abrégée E(si1 , ... , sik) := 1 · · · k pour les états et si := 2 pour 
les transit ions. 
Dans le dernier cas de la démon tration du précédent théorème, nous avons vu 
que pour les groupes de Coxeter de rang 3, l'automate canonique est minimal si 
50 
seulement si E = w;ph. ous y avons aussi donner une description des graphes où 
E =/= <P~h· 
Exemple 2.2.12. Le groupe de type ë 2 (pour le graphe, voir figure 1.1) est le 
cas le plus simple pour lequel l'automate canonique n 'est pas minimal. L'auto-
mate Aut 0 ((\, { 8 1, 8 2 , 8 3}) est présenté à la figure 2.5. Les transitions par 8 1 sont 
illustrées en bleu, celles par 8 2 sont en rouge et celles par 8 3 sont en vert. otons 
que les transitions en noir ne font pas partie de Aut 0(ë2 , { 8 1 ,82,83}). On voit 
que l'état de couleur orangée, E(818 38 2) , est un état non-nécessaire dans cet auto-
mate. En effet, les états E(818 38 2) et E(838 1) sont équivalents . Pour éliminer l'état 
E(818 38 2) et ainsi construire l'automate minimal à partir de Aut0 (ë 2 , { 8 1 , 8 2 , 8 3 } ) , 
on doit trouver une façon de remplacer les transitions entrantes et sortantes de 
l'état E(818 3 8 2) : les quatre t ransitions entrantes par 1 et 3 en pointillés de cou-
leur peuvent être remplacées par les t ransitions en pointillés noir correspondantes. 
Par exemple, la t ransit ion par 1 de l'état (32) vers l'état (132) est éliminée de 
Aut0(ë2 , {s1 , 8 2 , s3} ) et remplacée par la transition de (32) vers (31) par 1. Voici 
tous les remplacements nécessaires afin d 'obtenir l'automate minimal reconnais-
sant Red ë 2, { s1 , 82 , 83} : 
a- (32) ~ (132) r--t (32) ~ (31) 
b- (12) ~ (132) f-t (12) ~ (31) 
c- (3213232) ~ (132) r--t (3213232) ~ (31) 
d- (1231212) ~ (132) f-t (1231212) ~ (31) 
e- (132) _; (213) r--t (31) _; (213) 
L'automate Aut0 (ë2 , {s1 , 8 2 , s3 } ) n'est donc pas minimal. L'automate minimal 
reconnaissant Red(ë2 , { 8 1 ,82 , s3 } ) est illustré à la figure 3.3 , page 64. 
---------------------------- -
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abrégée 
CHAPITRE III 
AUTOMATE LIÉ À UNE OMBRE DE GARSIDE 
Dans le chapitre précédent, nous avons introduit la notion d 'automates n-cano-
mques. ous avons vu que l'automate canonique n 'est pas minimal dans le cas du 
groupe de Coxeter de type C2 . Le but du présent chapitre est donc de présenter 
une construction combinatoire conj ecturale pour l'automate minimal reconnais-
sant Red(W, S) . Pour ce faire, nous exposons la construction des automates liés à 
une ombre de Garside (Hohlweg et al., 2015) et en donnons quelques exemples. 
On rappelle que Dyer et Hohlweg montrent que la plus petite ombre de Garside, S, 
est finie (voir théorème 1.6.3). Ensuite, nous énonçons la conj ecture de Hohlweg, 
Nadeau et Williams qui affirme que Aut 8(W, S) est l'automate minimal reconnais-
sant Red(W, S) . Pour motiver cette conjecture, nous définissons les morphismes 
d 'automates et nous mont rons que tout automate Aut 3 (W, S), pour une ombre 
de Garside B , se projette dans Auts(W, S). 
Les monoïdes Gaussiens et de Garside sont définis par Dehornoy et Paris (Dehor-
noy et Paris, 1998) dans l'étude des monoïdes de tresses et des groupes d'Art in-
Tits. Les notions de groupes Gaussiens et de Garside viennent respectivement des 
groupes de fractions de ces monoïdes. Ce n 'est que plus tard qu'on assiste à l'uni-
formisation de la nomenclature autour de ces structures : les groupes Gaussiens 
et de Garside définis dans (Dehornoy et Paris, 1998) sont maintenant simplement 
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appelés groupes de Garside. 
Dehornoy, Dyer et Hohlweg (Dehornoy et al., 2014) montrent que tous les mo-
noïdes d 'Art in-Tits ayant un nombre fini de générateurs possèdent une famille 
de Garside finie. Les ombres de Garside sont introduites par Dyer et Hohlweg 
(Dyer et Hohlweg, 2015) et forment des sous-ensembles du groupe W . Dans le 
chapitre 2, l 'automate canonique r connaissant Red (W, S) est construit grâce à la 
représentation géométrique du système (W, S). Quant à elles, les ombres de Gar-
side permettent une construction d 'automates reconnaissant Red (W, S) qui ne 
nécessite que les propriétés des groupes abstraits et de la combinatoires des mots 
de (W, S) . Dans ce chapit re, nous débutons par donner la défini t ion et quelques 
caractéristiques de la proj ection de Garside 1r. Nous continuons en élaborant la 
construction de l'automate lié à une ombre de Garside et nous explorons la mini-
malité de Aut s (W, S). 
3.1 Projection de Garside 
Soit (W, S) un système de Cox ter . On rappelle qu 'une ombre de Garside B est 
un sous-ensemble de W tel que S Ç B , B est clos par suffixe et clos par le 
supremum (voir définit ion 1.6.1 , chapit r 1). Rappelons aussi la notion d 'ordre 
faible (à droite) : soient w1 , w2 E W , on a w1 ::::; w 2 si un mot réduit de w1 est un 
préfixe d 'un mot réduit de w2 . 
La prochaine définit ion int roduit une fonction permettant de projeter un groupe 
de Coxeter sur une ombre de Garside. 
D éfinition 3.1.1. La projection de Garside 1r associée à une ombre de Garside 
54 
B est la fonction 
1rE : w -tB 
w 1--7 V {g E B 1 g ~ w }. 
On rappelle que le supremum d 'un sous-ensemble X Ç W borné est donné par : 
V X = f\ {gE W 1 x ~ g , \:lx E X} . 
Dans ce cas, l'ensemble du membre de droite de la précédente équation n 'est pas 
vide. Par le théorème 1.3.4, si le supremum existe, on a l 'unicité de celui-ci. Or, 
pour une ombre de Garside B , on sait que B est clos par le supremum et donc 
V B , s'il existe, appart ient à B . Puisque l 'ensemble {g E B 1 g ~ w} est borné 
par w, alors son supremum exist e et nE est donc bien définie. 
Proposition 3.1.2. La fon ction n8 restreinte à l 'ombre de Garside B agit comme 
l'identité sur B : ns iE =IdE. 
Démonstration. Soit g E B , alors n 8 (g) = V{w E B 1 w ~ g} . Or, g est un 
préfixe de lui-même, alors le supremum de l 'ensemble des préfixes de g dans B est 
bien g. Ainsi , nE(g) = g pour tout g E B. D 
Corollaire 3.1.3. Si W est fini, alors ns = nw = Idw . 
Démonstration. Ce résultat découle directement des proposit ion 1.6.5 et 3.1.2 D 
Les prochains résultats donnent quelques propriétés pert inentes de la projection 
n en lien avec l'ordre faible et les ensembles de descentes. Ces propriétés sont 
indispensables pour s'assurer que l'automate lié à une ombre de Garside, que 
nous définirons plus tard, reconnait bien le langage voulu. 
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Proposit ion 3 .1.4 (Proposit ion 2.5 , (Hohlweg et al. , 2015)) . Soient B une ombre 
de Garside de (W , S) et u , v E W. Alors n 8 vérifi e les résultats suivants : 
(i) na o na =na; 
(ii) 1r a ( u ) ~ u avec égalité si et seulem ent si u E B ; 
(iii) si u ~v, alors n 8 (u ) ~ n 8 (v) . 
Démonstration. Les assertions (i) et (ii) découlent directement de la définit ion de 
1r et de la proposit ion 3. 1.2. Pour (iii), si u ~ v. alors pour tout g E B tel que 
g ~ u , on a aussi g ~v . Donc par définition de n 8 , on a bien n 8 (u ) ~ n 8 (v) . D 
Soit w = s1 · · · sk E W tel que s1 · · · sk est réduit . On rappelle que l 'ensemble de 
descentes de w E W est D L(w) = {sES [.e(sw) < .e(w)}. L'étude du complément 
de DL (w) permet de déterminer less E S tels que ss1 · · · Sk = sw est d longueur 
k + 1 et donc les s pour lesquels sw est réduit . La prochaine proposition établit 
un lien entre la proj ection de Garside 1r et les ensembles de descentes. 
Proposition 3.1.5 (Proposit ion 2.6, (Hohlweg et al. , 2015)) . Soit B un e ombre 
de Garside de (W , S) et w E W. Alors DL (n8 (w)) = DL(w) et sn8 (w) ~ sw pour 
tout s E S . 
Dém onstration . Débutons par montrer que DL (n8 (w)) = D L(w) . Pour la pre-
mière inclusion, considérons t E DL(n 8 (w)). Par le lemme 1.3.3 et la proposi-
t ion 3.1.4(ii), on a t ~ n 8 (w ) ~ w. Ainsi , DL(n 8 (w )) Ç DL(w ). Pour l 'inclu-
sion inver e, on prend s E S tel que s ~ w . Comme S Ç B par définit ion , 
alors n 8 (s) = s par la proposit ion 3.1.4(ii). Donc s ~ n 8 (w) grâce à la proposi-
t ion 3.1.4(iii) et D L(w) Ç D L(na(w)) comme voulu . 
Montrons maintenant que sn 8 (w) ~ sw pour tout ES. Pour ce faire, on consi-
dère les deux cas suivants : s E D L(w) = DL(na(w)) ou s fj. D L(w) . Dans le 
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cas où s E DL(w), puisque 7rE(w) < w en vertu de la proposit ion 3.1.4(ii) et 
que sE DL(w) n DL(7rE(w)) , on conclut directement à l 'aide du lemme 1.3.3(ii). 
Dans le deuxième cas, on suppose que s rf. DL(w) . De la même façon , puisque 
7rE(w) ~ w, on as rf. DL (7rE(w)). On conclut donc par le lemme 1.3.3(iii) et ceci 
termine la preuve de la proposition. 
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La proposition suivante et le corollaire 3. 1. 7 énoncent des caractéristiques de la 
projection 1r lorsqu 'elle agit sur des mots ou des expressions réduites de W. Ces ré-
sultats sont indispensables pour construire la fonction de transit ion de l 'automate 
lié à une ombre de Garside. 
Proposition 3.1.6 (Proposition 2.8, (Hohlweg et al., 2015)) . Soit B une ombre 
de Garside de (W, S). Soient w E W et s E S tels que s rf. DL ( w). Alors 
1rE( sw) = 1rE (s1rE( w)) . 
Démonstration. On a S7rE(w) ~ sw par la proposition 3.1 .5. Ainsi, en vertu 
de la proposition 3.1.4(iii) , on a 7rB(S7rE(w)) ~ 7rE(sw). Il reste donc à mon-
trer que 7rE(sw) ~ 1rE(s1rE(w)). otons qu'il est équivalent de montrer que 
7rE(sw) ~ S7rE(w) . En effet , si 7rE(sw) < 1rE(s1rE(w)), comme on a 
1rE( s1rE ( w)) ~ s1rE ( w) par la proposition 3.1.4(ii) , alors on a bien 1rE ( sw) ~ s1rE ( w) 
par transitivité. En outre, en vertu de la proposition 3.1.4(i) et (iii), on a : 
7rE(sw) ~ S7rE(w) =?1rE o 7rE(sw) ~ 1rE(s1rB(w)) =? 7rE(sw) ~ 7rE(s7rE(w)). 
Ceci montre bien que 7rE(sw) ~ 7rE(s7rE(w)) si et seulement si 7rE(sw) ~ S7rE(w). 
Montrons donc que 7rE(sw) ~ s1rE(w). Commes rf. DL(w) par hypothèse, on sait 
que s E DL(sw) = DL(7rE(sw)) par la proposition 3.1.5. Puisque 7rE(sw) ~ sw , 
alors par le lemme 1.3.3(ii), on a S7rE(sw) ~ ssw =w. Or sE DL(7rE(sw)) , alors 
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s1rs(sw) est un suffixe de 1r8 (sw). Ainsi, s1r8 (sw) E B car B est clos par suffixe 
(définit ion 1.6.1). Ceci implique que 1r8 (s1r8 (sw)) = s1r8 (sw) ::; 1r8 (w) par la 
proposition 3.1.4(ii) et (iii). On multiplie alors les deux côtés de l'inégalité par s 
et on obtient le résultat voulu : 1r8 ( sw) ::; s1r 8 ( w) . D 
Corollaire 3 .1.7 (Corollaire 2.10, (Hohlweg et al. , 2015)) . Soit v E W et 
s1, ... , sk ES tels que sk · · · s1v est réduit . Alors 
Démonstration. On procède par récurrence sur k pour la première égalité. Si 
k = 1, on a sv réduit. Donc s tf_ D L( v) et on applique la proposition 3.1.6. Suppo-
sons que le résultat est vrai jusqu 'à k et montrons le cas k+ 1. Puisque sk+lsk · · · s 1 v 
est réduit, alors sk+l tf_ D L(sk · · · s1v) . On a donc 
par la proposition 3.1.6. On applique notre hypothèse de récurrence sur le membre 
de droite de la dernière équation et on obtient le résultat voulu : 
Pour la deuxième 'galité, on rappelle que 1r8 ( v) ::; v par la proposit ion 3.1.4(ii). 
Ainsi , sk· · ·S11rs(v)::; sk···s1v et sk ··· s11r8 (v) est réduit , car c'est un préfixe 
d'un mot réduit. On applique la première égalité en remplaçant v par 1r8 (v) : 
Ks(sk · · · s11rs(v)) = 7rs(sk+l1rB(sk1rB(- · · s21rs(s11rB o 1rs(v))))) 
= 1rs(Sk+l1rB(Sk1fB(- · · S21rs(S11rB(v))))) , 
car 1rs o 1rs = 1r8 par la proposition 3.1.4(i) . On a donc bien l'égalité voulue et 
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ceci conclut la démonstration . D 
Nous concluons cette discussion par une dernière caractéristique de la proj ection 
n. ous savons que si nous avons une ombre de Garside B , alors nB o nB = nB· 
Qu'arrive-t-il lorsque nous composons des proj ections agissant sur des ombres de 
Garside distinctes? La prochaine proposit ion donne une réponse à cet te question 
dans le cas où des ombres de Garside sont incluses les unes dans les autres. 
Proposition 3 .1.8 . Soient B , C deux ombres de Garside telles que B Ç C. Alors 
nB o ne= nB. 
Démonstration. Soit w E W , afin de montrer que nB(ne(w) ) = nB (w), on utilise 
la définit ion de la projection n pour voir qu 'il suffit de montrer que 
{gE B 1 g :::; ne (w )} ={gE B 1 g :::; w}. 
Pour l 'inclusion de gauche à droite, soit g E B tel que g :::; ne (w ). On sait que 
ne(w) :::; w par la proposit ion 3.1.4(ii) et donc g E { g E B 1 g :::; w}. Pour 
l'autre inclusion, on prend g E {g E B 1 g :::; w} et on montre que g :::; ne( w ). 
Puisque g E B et que B Ç C , alors la proposit ion 3.1.4(ii) et (iii) implique que 
g = ne(g) :::; ne(w ) . Ainsi, on a bien nB one = nB· D 
3.2 Automat e lié à une ombre de Garside et Aut s (W, S) 
Il est maintenant temps de donner la définit ion de l'automate lié à une ombre de 
Garside. Ces automates furent construits par Hohlweg, adeau et Williams (Hohl-
weg et al., 2015). L'objectif avec ces automates est de t rouver une construction 
combinatoire de l'automate minimal reconnaissant le langage des mot réduits d 'un 
groupe de Coxeter donné. 
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Définition 3.2.1. Soit B Ç W une ombre de Garside finie dans un système de 
Coxeter (W, S). L 'automate lié à B , noté Aut3 (W, S), est la donnée du quintuplet 
(S, Qs, {qe}, Qs , Ons) où Qs = {q9 1 gE B} et Ons est la fonction de transit ion 
partielle suivante : 
(qw , s) r-7 7rs(sw) si f(sw) > f(w). 
otons que puisque nous avons donné une construction exhaustive de l 'ombre de 
Garside S, les exemples d 'automates liés à une ombre de Garside présentés dans 
ce mémoire sont liés à S . De plus, comme le but est de mener vers l 'automate 
minimal, seul la connaissance de l 'ombre de Garside S est nécessaire. 
Exemple 3.2.2. Dans cet exemple, nous donnons la construction détaillée de 
Auts(D00 , {s , t} ). Débutons par construire Qs qui sera l 'ensemble des états de 
l'automate. On commenc par pos r Sa= SU {e} = {e, s, t}. On calcule ensuite 
les suprema de tous les coupl s d 'éléments de Sa : eV s = s, eVt =tet sVt n 'existe 
pas car cone(N(s) U N(t)) n Q =!= 0 (voir figur 3.1). Notons que w V w = w et que 
w1 Vw2 = w2 Vw1 pour tout w, w 1, w2 E W. On a donc S =Sa= {e, s, t}. Pour le 
calcul des transitions, on débute à l 'état init ial et on calcule toutes les transitions 
possibles pour chacun des états. On sait qu'il y a une transit ion partant de l 'état 
Qw pars si f(sw) > f(w) . Ainsi, de l'état Qe, on a des transit ions pars et t vers les 
états Qn -(s) = q5 et Qn -(t) = qt respectivement. Ayant calculé toutes les t ransit ions s . s 
possibles partant de Qe, on calcule maintenant celles partant de q 5 et de Qt· Pour 
l'état q5 , on a f(ss) < f(s) t f( ts) > f(s ). Donc on a seulement une transition 
par t vers l 'état Qns(ts) = qV{gESi g~t } = QV{e, t} = Qt· De façon analogue, on a 
une transition par s partant de l 'état Qt· L'automate résultant est présenté à la 
figure 3.2 . On remarque qu'il est exactement l'automate canonique calculé dans 
~----------------------------- --
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l'exemple 2. 1.8 et illustré à la figure 2.3. Il suffit d 'échanger 0 par qe, I;o(8) par q8 
et I;o(t) par qt. 
a s Q at 
1· • · 1 
conv(N(s) U N(t)) 
Figure 3.1 Représentation projective de 'D00 et illustration de 
cone(N(8) U N(t)) n Q =!= 0 
8 
t 
Figure 3.2 Aut.s{ D00 , { 8 , t}) 
Exemple 3.2.3. Pour l'exemple du groupe de type A2 , afin de simplifier la 
lecture de l'automate, nous notons les états et les générateurs par leur indice : 
qw := w , 8 1 := 1, 82 := 2 et 8 3 := 3. Pour ce groupe, nous trouvons : 
S = {e, 1, 2,3, 12, 21 , 13, 31 , 23 , 32, 121 , 232, 131 , 1232, 2131,3121}. 
Pour le calcul de S, on se réfère à la construction donnée au chapitre 1 (§ 1.6) et 
à l'exemple 1.5.10 pour les calculs de suprema. Il ne reste donc qu 'à calculer les 
transitions : 
(a) On a f(1e) > f (e) et donc une t ransition de e vers 7rs (1e) = 7rs(1). On obtient 
donc: 
1fs(1) = V {w ES 1 w ~ 1} = V {e, 1} = 1. 
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Les transit ions par 2 et 3 sont analogues. 
(b) Pour illustrer un exemple de calcul plus complexe, calculons les t ransitions à 
partir de 1232 : 
- Par 8 1 := 1 : On a que .t'( ll232) < .t' (1232) donc il n 'y a pas de t ransition 
étiquetée par 1 à partir de 1232. 
Par 8 2 := 2 : On a que .t'(21232) > .t' (1232). Alors on calcule : 
~8 (21232) = \/{2,21,212, 1, 12, 121} 
= 212 = 121. 
On a donc une transition de 1232 vers 121 étiquetée par 2. 
- Par 8 3 := 3 : On a que .t'(31232) > .t' (1232). Alors on calcule : 
~8 (31232) = \/{3 , 31 , 313 , 1, 13, 131} 
= 313 = 131. 
Ainsi, on a une transition de 1232 vers 131 par 3. 
Les autres calculs de transitions se font de la même façon et sont donc laissés 
au soin du lecteur . Comme cet automate est fini et déterministe, le calcul des 
t ransit ions doit finir à un certain moment. À la fin de ce processus, on retrouve 
exactement, à changement du nom de 'tats près , l'automate Aut0(A2, {81, 8 2 , 8 3 } ) 
de la figure 2.4. Grâce au t héorème 2.1.7, on sait que Auts(A2 , {81, 82 , 8 3}) recon-
nait bien Red( A2 , { 8 1, 8 2 , 8 3 }) et on conclut même que cet automate est minimal 
par le théorème 2.2.7. 
Maintenant que nous connaissons la construction d 'un automate lié à une ombre de 
Garside pour un système de Coxeter (W, S) , il reste à montrer que ces automates 
reconnaissent bel et bien Red(W, S). 
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Théorèm e 3.2 .4 (Théorème 1.2, (Hohlweg et al., 2015)) . Soit B une ombre de 
Garside fini e de (W, S). L'automate AutB(W, S) est un automate fini et détermi-
niste reconnaissant Red(W, S). 
Démonstration. Afin de prouver ce théorème, il faut montrer que seuls les mots 
réduits de (W, S) sont reconnus par AutB(W, S). Avant de commencer, considé-
rons s 1 , ... , sk E S quelconques. On définit récursivement Xj := 7rB(sjXj_r) pour 
alléger les notations. 
Soit la propriété suivante : 
Pour toute séquence de réflexions simples s1 , ... , sk E S, le mot sk · · · s1 est réduit 
si et seulement s 'il y a un chemin dans l 'automate AutB(W, S) débutant à l 'état 
qe dont les transitions sont étiquetés par s1 , ... , sk. L 'état où se termine le dit 
chemin est indexé par 1r B ( Sk · · · s1). 
Posons P (k) cette équivalence et procédons par récurrence sur k pour en démon-
trer les deux sens. Pour les cas initiaux, on sait que P(O) et P(1) sont vraies par 
définition de l'automate et d 'une ombre de Garside et ce, pour les deux sens de 
l'équivalence. Supposons que P est vraie jusqu'à k- 1 et démontrons P (k). 
Pour démontrer le premier sens de l 'équivalence, montrons que les étiquettes d 'un 
chemin dans l'automate forment bien un mot réduit. Supposons qu 'il y a un chemin 
dans AutB(W, S) dont les transitions sont étiquetées par s 1 , ... , sk de l 'état e à 
l'état Xk = 7rB(SkXk-l) : 
Par hypothèse de récurrence, on sait que le mot sk-l · · · s1 est réduit. Montrons que 
sk · · · s1 est réduit. Par le corollaire 3.1.7, on a 1fB(sk- l · · · s1 ) = xk-l· Puisqu'on 
a une transition de l 'état Xk- l vers l'état Xk par sk, alors sk tf. DL(xk_r) par défini-
t ion de l 'automate. En vertu de la proposit ion 3.1.5, on sait que 
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DL(xk-1) = DL(sk- 1 · · · s1) et donc sk tf. DL(sk-1 · · · s1) . On en déduit alors que 
sk · · · s 1 est réduit. Ceci termine la preuve du premier sens de l'équivalence. 
Montrons maintenant que pour tout mot réduit sk · · · s 1 E W , il existe un chemin 
étiqueté par s 1 , . . . , sk dans AutB(W, S). Nous allons en fait démontrer la contra-
posé de cette asser tion : supposons que s 1, ... , sk n 'étiquette pas un chemin dans 
Aut8 (W, S) et montrons que sk · · · s 1 n 'est pas réduit . On doit considérer 2 cas : 
celui où s 1 , . . . sk- 1 n'est pas un chemin dans l'automate et celui où s 1 , ... sk_1 est 
un chemin dans l'automate. Pour le premier cas, si s1 , . . . , sk- l n ' st pas un che-
min dans l 'automate, alors sk- 1 · · · s 1 n 'est pas un mot réduit de W par hypothèse 
de récurrence. Donc le mot sksk_1 · · · s 1 n'est pas réduit . Dan le deuxième cas, 
supposons que sk- 1 , ... , s1 est un chemin dans Aut 8 (W, S) se t erminant à xk_1 . 
Puisque s 1, ... , sk n'est pas un chemin dans l 'automate, alors, à l 'aide de la défini-
t ion de l 'automate, du corollaire 3.1.7 et de la proposit ion 3.1.5, on en déduit que 
sk E DL(xk- 1) = DL(7ïB(sk- 1 · · · s1)) = DL(sk- 1 ··· si). Ainsi, sksk- 1 · · · s1 n 'est 
pas réduit, ce qui conclut la preuve du deuxième sens de l 'équivalence P et donc 
la preuve du théorème. 0 
L'exemple 2.2.12 fournit un contre-exemple à la minimalité de l 'automate cano-
nique construit à l'aide de l 'ensemble des petites racines .B. ous avons identifié 
deux états équivalents et avons réussi à en élimin r un en modifiant certaines 
t ransitions. 
Exemple 3.2.5. Dans cet exemple, nous illustrons à la figure 3.3 le résultat 
final de la construction de Auts( C2, { s1 , s2 , s3} ) . On voit qu 'il s'agit en fait de 
la version modifiée de l 'exempl 2.2.12 (figure 2. 5). Cet automate est l 'automate 
minimal reconnai sant Red (C2, {s1, s2,s3}). 
Conjecture 3.2.6 ((Hohlw g et al., 2015) , Conj ecture 1). Soit (W, S) un sys-
tème de Coxeter et S la plus petite ombre de Garside. L 'automate Aut8(W, S) est 
l 'automate minimal reconnaissant le langage Red(W, S). 
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Figure 3.3 Auts( C2 , { s1 , s2 , s3}) 
Red(C2 , {s1 , s2 , s3} ). 
l 'automate minimal reconnaissant 
Le prochain énoncé vérifie la conjecture dans le cas où W est fini. 
Proposition 3.2. 7. Soit (W, S) un système de Coxeter fini. Alors Auts(W, S) 
est l'automate minimal reconnaissant Red(W, S). 
Démonstration. Puisque W est fini, on a donc S = W. Ainsi, la projection de 
Garside 1f§ agit comme l'identité sur W et les états de l 'automate sont étiquetés 
par les éléments de W . Les transit ions sont donc de la forme w ~ sw sis tf:. DL(w). 
De ce fait , la suite de la preuve est identique à celle de la proposit ion 2.2.1 en 
remplaçant Aut0 (W, S) par Aut8(W, S) et les états ~(w) par les états w. D 
Remarque 3 .2 .8. Pour un groupe de Coxeter fini W, la proposition précédente 
affirme que les états de l 'automate lié à S sont directement étiquetés par les mots 
réduits de W. Ainsi , on remarque que Auts(W S) est exactemeJ)t le graphe de 
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Cayley de W orienté par l'ordre faible. Ceci implique que dans le cas des groupes 
de Coxeter finis, le graphe de Cayley forme l'automate minimal reconnaissant 
Red (W, S). 
3.3 Morphismes d 'automates 
Outre le fait qu 'aucun contre-exemple à la conjecture 3.2.6 n 'ait été découvert , 
certains résult ats la motivent . Puisque la majorité de ces résultats concernent les 
éléments n-bas , ils seront discutés dans le chapit re 4. Nous concluons cependant 
ce chapit re par une première motivation : les morphismes d 'automates totalem ent 
surjectifs de l 'automate lié à n 'importe quelle ombre de Garside dans l'automate 
lié à s. 
Une des raisons qui nous porte à croire que Aut.s(W, S) est l'automate minimal 
reconnaissant Red(W, S) est l 'existence de morphismes d 'automates totalem ent 
surjectifs. En ffet , nous voyons qu 'il existe des project ions des automates liés à 
une ombre de Garside vus précédemment dans celui lié à S. Débutons par définir 
les morphismes d 'automates. 
D éfinition 3 .3.1. Soit A = (S, Q, {q0 }, F,o) et A' = (S, Q' , {qb }, F' ,o' ) deux 
automates finis et déterministes sur le même alphabet S . La fonction f : Q ~ Q' 
est un morphism e d 'automates si elle respecte les condit ions suivantes : 
(i) f(qo) = qb ; 
(ii) j (F ) Ç F' ; 
(iii) si ql ~ q2 est une transition dans A , alors f (q1 ) ~ f (q2 ) est une t ransit ion 
dans A' . 
On dit que f est totalem ent surjective si f est surjective si f - 1 (F' ) = F et si 
pour t9ute transit ion q~ ~ q; dan A', il existe q1, q2 E Q tels que f (ql) = q~ , 
f (q2 ) = q; et que q1 ~ q2 est une transit ion dans A. 
On dit alors que A' est un quotient de A. 
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R emarque 3.3 .2. On remarque que si f est un morphisme d 'automates entre 
A et A', alors le langage reconnu par A est inclus dans le langage reconnu par 
A' . Si f est totalement surjective, on a alors l 'égalité des langages reconnus par 
les deux automates. Pour cette raison, nous étudions seulement les morphismes 
totalement surj ectifs dans le but de réduire le nombre d'états d 'un automate, tout 
en conservant le langage reconnu. 
Le prochain résultat motive la conj ecture 3.2.6 sur la minimalité de Aut.s (W, S) . 
Proposit ion 3.3.3 . Soient B , C deux ombres de Garside telles que B Ç C. 
Alors la proj ection 1r8 est un morphisme totalement surjectif de Autc(W, S) dans 
Aut 8 (W, S ). En particulier, Aut 8(W, S) est un quotient de tous les automates liés 
à une ombre de Garside de (W, S) . 
Démonstration. Pour débuter, 1r8 : C --t B est surjective. En effet, soit w E B , 
alors w E C et 1r8 (w) = w par la proposit ion 3.1.4(ii). Montrons maintenant 
que 1r8 satisfait les condit ions pour être un morphisme d 'automates (voir défini-
t ion 3.3. 1). Comme les états sont de la forme qw par définit ion, notons que l 'action 
de 1r8 sur les états de l'automate est traduite par son action sur les indices de ces 
états ; ceci simplifie la notation. 
(i) Comme e E B , alors 1r8 (e) = e et la première condit ion est satisfaite. 
(ii) Pour la deuxième condit ion, il suffit de montrer que les états finaux de 
Autc(W, S) sont envoyés sur des états finaux de Aut 8 (W, S) par 1r8 . Or, 
puisque tous les états de Autc(W, S) et de Aut 8 (W, S) sont finaux et que 
1r8 est surjective, alors on a le résultat voulu. 
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(iii) Soit w ~ 1rc(sw) une transit ion de Autc(W, S) . Montrons que 
7rs(w) ~ 7rs(7rc(sw)) est une transition dans Aut8 (W, S). Tout d abord, 
en vertu de la proposition 3.1.8, on a 7rs(7rc(sw)) = 1r8 (sw). On doit 
donc montrer que 1r8 (w) ~ 1r8 (sw) est une transit ion dans Aut8 (W, S). 
Puisque w ~ ?rc(sw) est une transit ion de Autc(W, S), alors on sait que 
s ~ DL(w) = DL(1r8 (w)) en ut ilisant la définition de Autc(W, S) et la pro-
position 3. 1. 5. Ainsi , par définit ion, 1r8 (w) ~ 1r8 (s1r8 (w)) est une transition 
dans Auts(W, S). Or, grâce à la propo ition 3.1.6, on a 1r8 (s1r8 (w)) = 1r8 (sw) 
t ceci démontre bien la dernière condition. 
Afin de démontrer que 1r 8 e t totalement urjective, il reste à prouver que si a ~ b 
est une transit ion dans Aut8 (W, S) , alors il existe une t ransition a' ~ b' dans 
Autc (W, S) telle que 1r8 (a') =a et 1r8 (b' ) =b. Comme B Ç Cet que 1r8 l 8 = Id8 , 
alors il suffit de poser b' = b et a' = a. 
Ensuite, par définition, on sait que S est inclus dans toutes les ombres de Garside 
d'un système de Coxeter (W, S). On en déduit que Aut.s(W, S) est un quotient de 
tous les automates liés à une ombre de Garside. D 
Remarque 3.3.4. Nous savons maintenant que tous les automates liés à une 
ombre de Garside se projettent dans l 'automate lié à S. Ainsi, s'il est démontré 
que l'automate minimal se construit à partir d 'une ombre de Garside selon la 
construction de la définition 3.2 .1 ceci montrera directement la conjecture 3.2.6. 
CHAPITRE IV 
MINIMALITÉ DE L'AUTOMATE LIÉ À LA PLUS PETITE 
OMBRE DE GARSIDE, ÉLÉMENTS N-BAS ET STRUCTURE 
AUTOMATIQUE DES GROUPES DE COXETER 
Jusqu'ici, nous avons discuté des automates n-canoniques et des aut omates liés 
à une ombre de Garside en orientant nos efforts vers la découverte d 'une nou-
velle construction de l'automate minimal reconnaissant Red(W, S). Dans le théo-
rème 2.2.7, nous avons vu des cas dans lesquels Aut 0 (W, S) est minimal. Cepen-
dant, en se référant à l 'exemple 2.2.12 sur le groupe de type ë2 , on voit que 
l'automate canonique n 'est pas minimal en général. Dans le précédent chapitre, 
nous avons introduit les automates liés à une ombre de Garside et nous avons 
trouvé un candidat pour l'automate minimal : Auts (W, S). En effet , nous savons 
que si l'automate minimal est lié à une ombre de Garside, alors ce sera forcément 
Aut8(W, S) (voir remarque 3.3.4). 
Dans ce chapitre, nous continuons notre étude de la minimalité de Auts(W, S). 
otons que ce quatrième chapitre est un état de l'art des recherches et la plupart 
des énoncés sont des conjectures. ous discut ons des différentes idées qui nous 
portent à croire que Auts (W, S) est minimal, puis nous discutons de la struc-
ture aut omatique d 'un système de Coxeter (W, S). Celle-ci nécessite, en plus d 'un 
automate reconnaissant Red(W, S) , des automates multiplicateurs. 
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4.1 Éléments n-bas 
Pour continuer notre étude de la minimalité de Aut.s(W, S), on étudie la notion 
d'éléments n -bas. On rappelle que pour w E W , le n-petit ensemble d 'inversions 
de west Bn(w) =En n N(w) et que An est l'ensemble de tous les Bn(w) pour un 
n fixé et w E W . 
D éfinition 4.1.1. On dit que w E W est un élément n-bas si 
N(w) = cone(Bn(w)) n <P. 
On note Ln(W) , ou Ln lorsqu 'il n'y a pas de confusion possible, l'ensemble de 
tous les éléments n-bas de W. 
Dans les pages suivantes , nous notons cone(A) n <P := coneq,(A) afin d 'alléger la 
notation . 
On dit simplement que w E W est un élément bas si w est 0-bas et, sur le même 
ordre d'idées , on note L l'ensemble des éléments bas à la place de La. La notion 
d'éléments bas est introduite par Dehornoy, Dyer et Hohlweg (Dehornoy et al. , 
2014) et est étendue pour tout n E N par Hohlweg et Dyer (Dyer et Hohlweg, 
2015). 
Remarque 4.1.2 . Les éléments n-bas fournissent une filtration des éléments de 
W. En effet, on a 
avec La Ç L1 Ç · · · Ç Ln Ç · · ·. De plus, à l 'aide de la définition, on remarque 
que S Ç Ln pour tout nE N. 
Proposition 4.1.3. Soit (W, S) un système de Coxeter et nE N) alors la fonction 
Bn : Ln ---+ An définie par w 1---t Bn ( w) est injective. En particulier} l } ensemble Ln 
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est fini pour tout n. 
Démonstration. Soient w , w' E Ln tels que L:n(w) = L:n(w' ). On a 
N(w) = coneq,( L:n(w)) = cone\I?( L:n(w') ) = N (w' ). 
Or, puisque N est inj ective par la proposit ion 1.5.6, alors w = w' et on a bien 
l 'injectivité de L:n. Ensuite, on rappelle que An est fini pour tout n (voir proposi-
tion 2.1.3). Ainsi, comme L:n : Ln ---7 An est injective, alors Ln est fini pour tout 
n. 0 
Conjecture 4.1.4 ((Dyer et Hohlweg, 2015 , Conjecture 2)) . La fon ction 
L:n : Ln ---7 An est bij ective. 
Le prochain résultat détermine une certaine structure sur l'ensemble Ln, motivant 
ainsi la conjecture 4.1.6 présentée par la suite . 
Théorème 4.1.5. Soit (W , S) un systèm e de Coxeter. Alors : 
(i) Ln est clos par le supremum pour l 'ordre faible; 
(ii) l 'ensemble des élém ents bas L est une ombre de Garside finie de (W, S ). 
Conjecture 4.1.6 ((Dyer et Hohlweg, 2015, Conjecture 1)) . L 'ensemble Ln est 
une ombre de Garside pour tout n E N. 
Remarque 4.1. 7. Ious invitons le lecteur à lire (Dyer et Hohlweg, 2015) pour 
l 'ensemble des résultats concernant le lien entre les ombres de Garside et les en-
sembles d 'éléments n-bas . En part iculier , la conj ecture 4.1.6 est démontrée dans 
certains cas comme les groupes de Coxeter finis et les groupes de Coxeter affines 
dont les arêtes dans le graphe de Coxeter sont étiquetées par 3 ou oo . 
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4. 2 L'automate lié aux éléments n-bas : AutLn (W, S) 
On sait que Ln st clos par le supremum pour l 'ordre faible grâce au théorème 4. 1.5 
et que S Ç Ln par défini t ion (voir remarque 4.1.2). On peut donc étudier la 
projection 7rLn définie comme pour une ombre de Garside : 
w r-+ v {g E Ln 1 g ~ w}. 
Puisque Ln est clos par le supremum pour l'ordre faible, on sait alors que 7rLn est 
bien définie. On réfère le lecteur à la définit ion 3.1.1 pour plus de détails. 
La proposit ion suivante énonce quelques résultats relatifs à 'Tf Ln. 
Proposition 4 .2.1 ((Hohlweg et al., 2015, Proposition 3. 10 )) . Soit (W, S) un 
système de Coxeter et cosidérons Ln Ç W l'ensemble des éléments n- bas. A lors 
les énoncés suivants sont vérifiés : 
(i) la projection (voir § 3.1) 'Tf Ln est bien définie; 
(ii) la fonction 'lfn : An ---+ Ln définie par 7rn(~n(w)) := 7rLJw) est bien définie 
et est surjective; 
(iii) Si Ln est une ombre de Garside dans (W, S), alors la f onction 7rn est un mor-
phisme d'automates totalement surjectif de l 'autom ate n -canonique 
Autn(W, S) dan l'automate lié aux éléments n-bas AutLJW, S). En particu-
lier, 1r0 est un morphisme totalement surjectif de Aut 0 (W, S) dans 
Auh(W S). 
Exemple 4. 2. 2. En utilisant la proposit ion 4.2. 1, on trouve un lien fort entre 
Auto(W, S) et Auts(W, S) lorsque West fini. Pour ce faire, on débute par remar-
quer que, puisque W est fini , alors L = S = W et ~ = cp+. De plus, on voit que 
lAI= l { ~(w) 1 w E W}l = I{N(w) 1 w E W }l = IWI carN est injective. Ainsi, la 
72 
fonction 2:; = N: L = S = W -t A induit un morphisme bij ectif entre Aut 0 (W, S) 
et Auts(W, S) . 
Supposons que Ln est une ombre de Garside. En vertu de la proposit ion 4. 2.1 (iii), 
l'automate n-canonique Autn(W, S) se projet te, par le morphisme totalement sur-
jectif 1fn, dans l'automate lié aux éléments n-bas AutLn (W, S) pour tout n E N. 
De plus, l 'automate AutLJW, S) se projette dans Auts(W, S) par 7rs de façon 
totalement surj ective. De ce fait, si la conjecture 4. 1.6 est vérifiée, l'automate 
Aut8(W, S) est un quotient de tous les automates reconnaissant Red(W, S) étu-
diés dans ce mémoire. 
4. 3 St ructure automatique des groupes de Coxeter 
Ce qui permet l'étude de la reconnaissance du langage Red(W, S) est la structure 
automatique des groupes de Coxeter. Brink et Howlett mont rent dans (Brink et 
Howlett , 1993, §3) que, pour un système de Coxeter (W, S) où S est fini , alors le 
groupe W est automatique. 
D éfinition 4 .3.1. Soit W = ( S) un groupe engendré par un ensemble fini de 
générateurs ( 1 S 1 < oo). Une structure automatique sur W consiste en 1 'existence 
de deux automates, l' accepteur A et le multiplicateur M x où x E SU {e}, qui 
vérifient les condit ions suivantes : 
(i) A reconnait le langage des mots du groupe W; 
(ii) pour x E SU {e} et w1, w2 E W , M x reconnait le couple (w1, w2) si et 
seulement si w 1x = w2 dans W . 
On remarque que M e reconnait les égalités dans W. On dit que W est un groupe 
automatique s'il possède une structure automatique. Lorsque le groupe W est 
automatique, Epstein (Epstein et al. , 1992) donne une construction générale des 
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automates multiplicateurs M x, pour x E S , en fonction de l 'automate accepteur 
choisi A . On adapte ici cette con truction à un système de Coxeter (W, S) : 
les états sont les triplets (g1 , g2 , s) où g1 et g2 sont des états de A et s E 
Su {e} ; 
l'état initial est (g0 , g0 , e) où g0 est l 'état init ial de A ; 
les états finaux de M x sont les états de la forme (g1 , g2 , x) ; 
soient t 1, t2 E S U { e}, on a une transition de (g1 , g2, s) par ( t 1, t 2) vers 
l 'état (g 1t 1 , g2t2, t 1st2) si g1t1 t g2t 2 sont des états finaux dans A et si 
t 1st2 ES U {e}. 
On remarque tous le M x con truits à l 'aide de la précédente méthode ont la 
même forme. La seul différ ne st donnée par l 'ensemble des états finaux qui 
diffère pour chaqu x E SU { e}. En d'autres mots, pour un groupe automatique 
donné, cette méthode fournit un seul automate qui regroupe tous les automates 
multiplicateurs. L'exemple 4.3.2 et la figure 4.1 illustrent cette situation. 
4.3. 1 Les group s de Coxeter sont automatiques 
Pour un système d Coxeter (W, S), Brink et Howlett (Brink et Howlett , 1993, §3) , 
en plus de donner la construction d'un automate r connaissant un sous-ensemble 
de Red(W, S) , donnent aussi une construction d'automates multiplicateurs. Ils 
démontrent par le fait rn ~ rn qu 1 s groupes de Cox t r sont automatiques. Tou-
tefois, on rappelle que leur automate accepteur ne reconnaît pas tous les mots ré-
duits et il en va de m~me pour leurs automates multiplicateurs. ous avons étudié 
dans ce mémoire les constructions d s automat s n-canoniques et des automates 
liés à un ombre de Garside. Ces automates peuvent aussi servir d 'automates 
accepteurs pour la structure automatique d 'un groupe de Coxeter. 
Exemple 4.3.2. Dans le présent exempl , on considère le système de Coxeter 
(D00 , {s , t}) et on montre que D est automatique. Il nous faut alors construire 
--------------------- --- - - -----
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l'automate accepteur et les multiplicateurs. Pour l 'automate accepteur , on prend 
l'automate Aut8(V00 , {s, t}) illustré à la figure 3.2. Pour les automates multiplica-
teurs , on utilise la construction de Epstein et on trouve l'automate de la figure 4.1. 
On note que cet automate illustre tous les automates multiplicateurs de V 00 : M e, 
M s et M t· L'automate multiplicateur de M x, pour x E { e, s, t} , est donné par 
l'automate de la figure 4.1 en prenant les états dont le triplet se termine par x 
comme états finaux. Par exemple, l 'état (s , t , s) est un état final pour M s, mais 
pas pour M t· 
P roblème. Lors de recherches effectuées au printemps 2015 sur la structure auto-
matique des groupes de Coxeter , je me suis penché sur la construction d 'automates 
multiplicateurs pour tout système de Coxeter (W, S). Sans toutefois trouver de 
solution, j 'ai tenté d 'utiliser les technologies relatives aux ombres de Garside afin 
de trouver une construction des automates multiplicateurs. Comme on le voit dans 
(Epstein et al., 1992), il est possible de construire un automate qui regroupe tous 
les automates multiplicateurs. J 'ai donc orienté mes recherches vers la construc-
tion d 'un seul automate et non vers des constructions individuelles de chaque M x 
pour x E S. Certains problèmes sont à explorer : Est-il possible. de trouver une 
construction des automates multiplicateurs en ut ilisant les ombres de Garside? 
Si oui, pouvons-nous trouver des automates multiplicateurs minimaux avec ces 
constructions? Pour finir , pouvons-nous trouver des applications des automates 
multiplicateurs propres aux systèmes de Coxeter? 
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Figure 4 .1 Automate mult iplicateur de D00 . Par exemple, dans M t, afin de 
reconnaît re l couple (s, st ), on part de l'état init ial (e, e, e) en empruntant les 
t ransit ions indicé s par (e, s) et (s, t ) dans cet ordre. On se t rouve donc à l 'état 
(s, t , t), qui est un état final de M t· 
CONCLUSION 
Dans ce mémoire, nous avons étudié plusieurs constructions d'automates recon-
naissant le langage des mots réduits d'un système de Coxeter (W, S). ous avons 
débuté en discutant des n-petites racines et des n-petits ensembles d 'inversions 
qui fournissent les outils pour la construction de l 'automate n-canonique. Nous 
invitons le lecteur à lire la preuve de la finitude de I;n de Fu (Fu, 2012, corollaire 
3.9, théorème 3.8) pour compléter l 'étude de l 'automate n-canonique. Nous avons 
donné des condit ions pour la minimalité de Aut0 (W, S) dans le théorème 2.2.7 et 
nous avons illustré des exemples de l'automate canonique pour les groupes de types 
A2 et Ch. Puisque l'automate canonique n'est. pas minimal dans le cas du groupe de 
type C2 , nous avons abordé le sujet des ombres de Garside de (W, S). Les ombres 
de Garside, introduites par Dyer et Hohlweg (Dyer et Hohlweg, 2015) , apportent 
une approche combinatoire dans l'étude des groupes de Coxeter. Il fournissent 
aussi des outils aidant à la recherche d'une construction de l 'automate minimal 
reconnaissant Red(W, S). En utilisant la projection 1r pour induire une fonction 
de transit ion, nous avons donné la construction des automates liés à une ombre 
de Garside. Considérant la plus petite ombre de Garside S, nous avons énoncé la 
conj ecture de Hohlweg, Iadeau et Williams (Hohlweg et · al., 2015, conj ecture 1) 
sur la minimalité de Aut8(W, S). Le chapitre 3 de ce mémoire s'est conclu par 
la première motivation derrière la vérification de cette conjecture : l 'existence de 
morphismes d'automates totalement surjectifs de tous les automates liés à une 
ombre de Garside dans Aut8(W, S). Au début du chapitre 4, la conjecture 4.1.6 
de Dyer et Hohlweg sur les éléments n-bas (Dyer et Hohlweg, 2015, conjecture 1) 
a motivé la minimalité de Aut8(W, S), car si elle est vérifiée, alors Aut8(W, S) est 
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aussi un quotient de AutLn (W, S) pour tout nE N. ous avons conclu ce mémoire 
avec la présentation de la structure automatique d 'un groupe où nous avons posé 
la question suivante : 11 Est-il possible de trouver une construction des automates 
multiplicateurs utilisant les ombres de Garside 7 11 Il serait intéressant d 'étudier 
cette dernière question pour peut-être t rouver des automates mult iplicateurs mi-
nimaux. 
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