Abstract. We consider various applications of our characterization of the internally 4-connected binary matroids with no M (K3,3)-minor. In particular, we characterize the internally 4-connected members of those classes of binary matroids produced by excluding any collection of cycle and bond matroids of K3,3 and K5, as long as that collection contains either M (K3,3) or M * (K3,3). We also present polynomial-time algorithms for deciding membership of these classes, where the input consists of a matrix with entries from GF(2). In addition we characterize the maximum-sized simple binary matroids with no M (K3,3)-minor, for any particular rank, and we show that a binary matroid with no M (K3,3)-minor has a critical exponent over GF(2) of at most four.
Introduction
In a previous article we proved the following theorem. The Möbius matroids are single-element extensions of bond matroids of Möbius ladders. We will describe them in detail in Section 3.
This sequel explores various applications of Theorem 1.1. In Sections 1.1 to 1.4 we introduce these applications and state our main results. In Section 1.5 we discuss some techniques used to prove our theorems and we collect some conjectures motivated by the results in this paper.
1.1. Other classes. In Section 4 we characterize the internally 4-connected binary matroids with no minors in M, where M is some subset of {M (K 3,3 ), M (K 5 ), M * (K 3,3 ), M * (K 5 )} such that M contains either M (K 3,3 ) or M * (K 3,3 ). Thus we characterize the internally 4-connected members in twelve different families of binary matroids. Only the smallest of these classes has been characterized before: Qin and Zhou [20] have investigated the internally 4-connected binary matroids with no minors isomorphic to M (K 3,3 ), M (K 5 ), M * (K 3,3 ), or M * (K 5 ).
1.2.
Polynomial-time algorithms. In Section 5 we consider algorithmic consequences of Theorem 1.1. We present a polynomial-time algorithm for deciding if a binary matroid (represented by a matrix over GF (2) ) has a minor in M, where M is a subset of {M (K 3,3 ), M (K 5 ), M * (K 3,3 ), M * (K 5 )}, and M contains either M (K 3,3 ) or M * (K 3,3 ). We also consider oracle algorithms.
Algorithms for binary matroids. Seymour's [22] famous decomposition theorem for regular matroids easily leads to a characterization of internally 4-connected regular matroids, as stated in the next theorem.
Theorem 1.2. An internally 4-connected matroid is regular if and only if it is either graphic, cographic, or isomorphic to R 10 .
This in turn leads to a polynomial-time algorithm for deciding whether a matrix over GF (2) represents a regular matroid. The idea here is that given a matrix A, we can decompose M [A] into internally 4-connected components and then inspect each one to see if it is regular. The property of being regular is closed under 1-, 2-, and 3-sums, so M [A] is regular if and only if each of the internally 4-connected components is.
In Section 5 we develop analogous algorithms for recognizing the twelve classes of binary matroids described in Section 4. The main theorem of Section 5 is the following result. By using one of the results from the Graph Minors project of Robertson and Seymour [21] , and a theorem of Hliněný [8] , we can show that there is a polynomial-time algorithm to decide whether a binary matroid has a minor in any collection of the form N ∪ {M (K 3,3 )}, as long as the input is a matrix A over GF (2) such that M [A] is internally 4-connected (see Theorem 5.19) . However this result is existential, in contrast to the constructive proof of Theorem 1.3, which produces algorithms that could be implemented.
Oracle algorithms. Suppose that M is a matroid on the ground set E. When queried about a subset X ⊆ E a matroid oracle returns in unit time some information about X. That information is typically the rank of X, or an answer to the question 'Is X independent?'. These two oracles are known as the rank and independence oracles respectively.
An oracle algorithm is efficient if the number of calls it makes to the oracle is bounded by some fixed polynomial function of |E(M )|, for any matroid M , and all additional computation can also be done in polynomial time. It is easy to see that there is an efficient procedure for simulating a rank oracle using an independence oracle, and vice versa. That being the case, we will assume that any mention of an oracle refers to one of these models, without specifying which.
Using Theorem 1.2, and techniques invented by Truemper [24] , it is possible to construct an efficient oracle algorithm for deciding whether a matroid is regular (see [1, Section 7.4] and [25] ). In contrast to this, the algorithms of Theorem 1.3 do not extend to efficient oracle algorithms, as we now discuss. An example of Seymour's [23] shows that there is no efficient oracle algorithm for deciding whether a matroid is binary. This same example shows that if M is any collection of bond and cycle matroids of Kuratowski graphs, then there can be no efficient oracle algorithm that decides if a matroid is binary with no minor in M (see Proposition 5.20) . Thus we can expect no oracle analogue of Theorem 1.3.
On the other hand, the characterizations of Section 4 feature basic classes that are recognizable by efficient oracle algorithms. This reveals the curious fact that it is possible to have an efficient algorithm for deciding membership in a class of matroids when the input is guaranteed to be internally 4-connected, even if there is no efficient algorithm for deciding membership in the general case (see Propositions 5.20 and 5.21) . We summarize this phenomenon in the following corollary. Oracle algorithms are discussed more fully in Section 5.2.
1.3. Maximum-sized binary matroids with no M (K 3, 3 ). In Section 6 we use Theorem 1.1 to determine the maximum size of a simple rank-r binary matroid with no M (K 3,3 )-minor. Moreover, we characterize the matroids that obtain this upper bound. This completely resolves a question studied by Kung [14] . He showed that a simple rank-r binary matroid M without an M (K 3,3 )-minor has at most 10r elements. Theorem 6.3 shows that, in fact, |E(M )| ≤ 14r/3 − α(r), where α(r) assumes one of three values depending on the residue of r modulo 3. Moreover this bound is sharp. Any matroid meeting this bound can be obtained by starting with either PG(1, 2), PG(2, 2), or PG (3, 2) , and then repeatedly adding copies of PG(3, 2) via parallel connections.
1.4. Critical exponents. If M is a matroid then its characteristic polynomial, χ(M ; t) is a polynomial in the variable t. If M is loopless and representable over GF(q) then the "critical exponent" of M over q, denoted c(M ; q), is the smallest positive integer k such that χ(M ; q k ) = 0. In Section 7 we show that any loopless binary matroid with no M (K 3,3 )-minor has a critical exponent over GF (2) of at most four. Moreover, we characterize such matroids that have critical exponent equal to four: They are precisely those with a 3-connected component isomorphic to PG(3, 2) (see Theorem 7.2).
Kung [14] proves that if M is a simple binary matroid with no M (K 3,3 )-minor, then c(M ; 2) ≤ 10. Our result shows that c(M ; 2) ≤ 4, and that this bound cannot be improved.
Techniques and conjectures.
Techniques. In this section we briefly discuss some of the techniques used in the article, on the grounds that they may be of use in other applications.
The algorithm that we develop to decide whether a represented binary matroid has a particular minor is very similar to that used to decide if M [A] is regular (here A is a matrix over GF (2) ). However, the situation is complicated by the fact that the 3-sum of two binary matroids can have an M (K 3,3 )-minor (for example), even if the two terms of the sum do not. We overcome this obstacle by developing a more sophisticated technique for decomposing binary matroids into internally 4-connected components.
Suppose that A is a matrix over GF (2) and that M [A] is a 3-connected matroid. In Section 5.1 we describe a polynomial-time algorithm which, given A, computes a rooted binary tree, called a "decomposition tree" of M [A], each node of which is labeled with a binary matroid M i and a collection T i of pairwise disjoint triangles of M i . The essential idea is that if a node is labeled by the matroid M i , and M i can be expressed as a 3-sum, then the two children of that node are labeled with the terms of the 3-sum. However, we would like each triangle in T i to be completely contained in one of the two terms. This means that if a triangle in T i contains a point that could be assigned to either term of the 3-sum, then that point needs to be duplicated with a parallel point. Leaves of the decomposition tree are labeled with matroids that are internally 4-connected (up to parallel pairs). If M is a binary matroid and T is a collection of pairwise disjoint triangles of M then we let ∆(M ; T ) be the matroid produced by performing ∆-Y operations on each of the triangles in T . The algorithms of Theorem 1.3 depend upon the following lemma, which follows easily from the results in Section 5.1. Lemma 1.5. Suppose that M is a collection of internally 4-connected binary matroids such that each matroid in M has at least four elements, and no matroid in M contains both a triangle and a triad. Let M Υ be the set of matroids in M that contain at least one triad. Suppose that M is a 3-connected binary matroid and that there is a decomposition tree of M , the leaves of which are labeled (M 1 , T 1 ), . . . , (M p , T p ). Then M has a minor in M if and only if:
(Indeed Lemma 1.5 is true even if we replace M in statement (i) of theJust as intriguing is the possibility of extending the oracle-complexity results mentioned in Corollary 1. 4 . In what follows we restrict our attention to binary matroids. Seymour's [23] example shows that there is no efficient oracle algorithm for deciding whether a matroid is binary. Because of this example, one might expect that finding efficient oracle algorithms for recognizing classes of binary matroids is a hopeless task. But Corollary 1.4 makes it plausible that the difficulties may simply be due to degeneracies caused by low connectivity. Conjecture 1.9. There is an efficient oracle algorithm for deciding if an internally 4-connected matroid is binary. This is an ambitious conjecture. The next conjecture is somewhat more modest. Conjecture 1.10. Let M be a proper minor-closed class of binary matroids. There is an efficient oracle algorithm for deciding whether an internally 4-connected matroid belongs to M.
The matroids used by Seymour to construct his example are examples of "spikes". Spikes are a notorious source of difficulty in matroid theory. More generally, a spike-like flower of order n in a 3-connected matroid M is a partition (P 1 , . . . , P n ) of the ground set of M such that, for every proper subset J of {1, . . . , n} the partition
is an exact 3-separation of M ; and, for all distinct i and j in {1, . . . , n} we have r(P i ∪P j ) = r(P i )+r(P j )−1. A rank-n spike contains a spike-like flower of order n. We believe the existence of large spike-like flowers is at the heart of the difficulty of recognising binary matroids. This belief is encapsulated by the next conjecture, which is a strengthening of Conjecture 1.9. Conjecture 1.11. Let k be a fixed positive integer. There is an efficient oracle algorithm for deciding if a 3-connected matroid with no spike-like flower of order k is a binary matroid.
Indeed the hypothesis of 3-connectivity in Conjecture 1.11 could be removed modulo the annoying technicalities of stating what it means for a more general matroid to have a spike-like flower. In fact, it is probably not difficult to prove that Conjecture 1.11 follows from Conjecture 1.9. Similar comments could be made about an analogous generalization of Conjecture 1.10.
Preliminaries
Our reference for fundamental notions of matroid theory is Oxley [19] , and our notation follows that source, except that we denote the simple matroid associated with the matroid M by si(M ). We assume that the ground set of si(M ) is the set of parallel classes of M . A triangle of a matroid is a three-element circuit, and a triad is a three-element cocircuit. If M is a collection of binary matroids, then EX (M) is the family of binary matroids with no minors in M.
2.1. Connectivity. Let M be a matroid on the ground set E. The connectivity function of M , denoted by λ M , takes subsets of E to non-negative integers. For any subset X ⊆ E we define λ M (X) to be
We say that M is n-connected if it has no k-separations such that k < n. In addition M is internally 4-connected if it is 3-connected and whenever (X 1 , X 2 ) is a 3-separation, then min{|X 1 |, |X 2 |} = 3.
The next result is easily confirmed. 
Symmetric difference of matroids.
Suppose that M is a binary matroid. A cycle of M is a subset Z of E(M ) such that Z can be expressed as a (possibly empty) disjoint union of circuits of M . The symmetric difference of sets Z 1 and Z 2 is denoted by Z 1 △Z 2 . Binary matroids are characterized by the fact that the symmetric difference of any two cycles is another cycle. Let M 1 and M 2 be two binary matroids on the ground sets E 1 and E 2 respectively. Let Z be the collection
Let C be the minimal non-empty members of Z. Since symmetric difference is a commutative and associative operation, it follows that the symmetric difference of two members of Z is another member of Z. Thus the symmetric difference of two distinct members of C contains another member of C. From this it is easy to see that C obeys the circuit axioms for a matroid on the ground set E 1 △E 2 . We use M 1 △M 2 to denote this matroid. It is clear that M 1 △M 2 is a binary matroid, and that the cycles of M 1 △M 2 are the members of Z. 
Proof. Suppose that Z ⊆ E 1 − T is a cycle of M 1 . Then Z is the symmetric difference of Z and the empty set, so is therefore a cycle of M 1 △M 2 . On the other hand, if
However the fact that Z 2 is a cycle of M 2 , and 
. This is equivalent to Z 2 △Z 3 being a cycle of M 2 △M 3 which meets E 1 exactly in Z 1 ∩ E 2 . This is turn is equivalent to
Proposition 2.6. Suppose that M 1 and M 2 are binary matroids on the ground sets E 1 and E 2 respectively. Assume
, and hence contains a circuit of M 1 △M 2 . On the other hand, suppose that C is a circuit of
where Z 1 is a cycle of M 1 and Z 2 is a cycle of M 2 . There must be some circuit
Thus every circuit of M 1 △M 2 contains a circuit of M 2 /E 1 and we are done.
2.3.
The ∆-Y operation. Suppose that M is a binary matroid and assume that T = {a 1 , a 2 , a 3 } is a triangle of M . Let N be an isomorphic copy of
We say that N △M is produced from M by a ∆−Y operation on T , and we use ∆ T (M ) to denote the resulting matroid. To ensure that M and ∆ T (M ) have the same ground set we relabel a ′ i with a i in ∆ T (M ), for i = 1, 2, 3.
Proof. Suppose that ∆ T (M ) = N △M . Let a ′ be the element of E(N ) − T that is relabeled with a. Proposition 2.3 says that (N △M )/a ′ = (N/a ′ )△M . Note that N/a ′ consists of the triangle T with parallel elements added to both members of T −a. Suppose that {b, b ′ } is a parallel pair of N/a ′ , where b ∈ T . Let M + be obtained from M by adding x in parallel to b. Then {b, x} is a cycle of M + , so {b ′ , x} is a cycle of (N/a ′ )△M + . Hence either {b ′ , x} is a parallel pair, or both b ′ and x are loops in (N/a ′ )△M + . In either case Proposition 2.3 implies that
By using the same argument again we can show that (N/a ′ )△M is isomorphic to the symmetric difference of N |T and the matroid obtained from M by adding parallel elements to the members of T − a. Now the result follows easily from Proposition 2.4.
Proposition 2.11. Suppose that T is a triangle of the binary matroid
Proof. Let a be an element of T . Since a is not a coloop in M , nor a loop in ∆ T (M ) the result follows immediately from Proposition 2.10.
Matroid sums.
In this section we define matroid 1-, 2-, and 3-sums, following the route taken by Seymour [22] . 
The 2-sum of matroids M 1 and M 2 (not necessarily binary) can also be defined via the parallel connection. Suppose that M 1 and M 2 are matroids such that E(M 1 ) ∩ E(M 2 ) = {p}. We define the parallel connection of M 1 and M 2 , denoted by P (M 1 , M 2 ), so that the ground set of
are exactly the circuits of M 1 , the circuits of M 2 , and sets of the form (
is defined to be the 1-sum of M 1 and M 2 /p. Similarly, if p is a loop in M 2 then P (M 1 , M 2 ) is defined to be the 1-sum of M 1 /p and M 2 . We say that p is the basepoint of the parallel connection. Obviously
Suppose that M 1 and M 2 are binary matroids on the ground sets E 1 and E 2 respectively, where 
Next we list a number of results due to Seymour. 
is a 2-separation of M 1 then for some i ∈ {1, 2} we have that X i = {x, z}, where x ∈ E 1 − E 2 and z ∈ E 1 ∩ E 2 . Moreover x and z are parallel in M 1 . Proposition 2.17. Suppose that M 1 and M 2 are binary matroids on the ground sets E 1 and E 2 respectively, where
Proof. Suppose that r(M 1 ) < 3. Proposition 2.16 implies that M 1 can have no parallel class containing more than two elements. Thus |E 1 | ≤ 6, a contradiction as
and it is easy to see that this implies that M 1 ⊕ 3 M 2 has a coloop, a contradiction. Therefore It cannot be the case that f, g ∈ C 1 , for then the symmetric difference of C 1 and T would be a circuit contained in B 2 . Assume that f ∈ C 1 . Then Z 2 ∩ T , and thus Z 1 , contains f , but not g. This is impossible as Z 1 ⊆ T and f and g are parallel in M 1 . This contradiction shows that t = 2. Since neither C 1 nor C 2 can contain {f, g} we will assume that f ∈ C 1 and g ∈ C 2 . As neither C 1 nor C 2 is contained in T it follows that both meet B 2 − e.
Suppose that e is in neither C 1 nor C 2 . Then (C 1 − f ) ∪ {e, g} and C 2 are distinct circuits contained in B 2 ∪ g, a contradiction as B 2 is a basis of M 2 . Thus we will assume that e ∈ C 1 (the argument when e ∈ C 2 is identical). This implies that (C 1 − {e, f }) ∪ g is a circuit, so C 2 must be equal to (C 1 − {e, f }) ∪ g. But this is a contradiction, as C 1 and C 2 are disjoint.
We have shown that B 2 − e is independent in M 1 △M 2 . Let x be an element in E 2 − (B 2 ∪ T ). Then B 2 ∪ x contains a circuit C in M 2 . As B 2 meets T in e, and e is a loop in M 1 it is now easy to see that C − e is a cycle in Proof. Let T = {e, f, g}. Let C be a circuit of M 2 /e\f \g. There is a circuit C ′ ⊆ C ∪ e of M 2 such that C ′ − e = C. As e is a loop of M 1 it follows that C ′ − e = C is a cycle of M 1 △M 2 , and hence contains a circuit of M 1 △M 2 .
On the other hand, suppose that I is an independent set of M 2 /e\f \g. Then I ∪ e is independent in M 2 , and as T is coindependent in M 2 there is a basis B 2 of M 2 such that I ∪ e ⊆ B 2 and f, g / ∈ B 2 . Proposition 2.21 shows that B 2 − e, and hence I, is independent in M 1 △M 2 .
Suppose that X is some subset of E 2 − T . The previous arguments show that if X is dependent in M 2 /e\f \g then it is dependent in M 1 △M 2 , and if it is independent in M 2 /e\f \g, then it is independent in M 1 △M 2 . This completes the proof. 
has an M 0 -minor and M 0 contains at least one triad.
Proof. The hypotheses of the lemma imply that T contains a cocircuit in neither M 1 nor M 2 , and that
By relabeling if necessary we will assume the former.
Let (A, B) be a partition of
Assume that r N (T ) = 0 and suppose that there is a circuit C of N △M 2 that meets both E(N ) − T and
Then C ′ must meet T , for otherwise C ′ would be a cycle of N △M 2 that is properly contained in C. As every element of T is a loop in N it follows that C ′ comprises a single element in T , a contradiction. We deduce that λ N △M 2 (E(N ) − T ) = 0. As M 0 is internally 4-connected and E(M 0 ) ∩ (E 2 − T ) is non-empty it follows that E(N ) − T = ∅. Thus E(N ) = T and N consists of three loops. Proposition 2.6 implies that N △M 2 = M 2 /T , and as M 0 is a minor of M/A\B = N △M 2 it follows that M 2 has an M 0 -minor, a contradiction.
Next we assume that r N (T ) = 1. Since A is independent in M it must be independent in M 1 . There is a circuit C ′ ⊆ A ∪ T of M 1 such that C ′ meets both A and T . Clearly C ′ cannot meet T in three elements as T is a triangle of M 1 . Suppose that C ′ meets T in two elements. Then C ′ △T is a disjoint union of circuits of M 1 . Thus there is a circuit C ⊆ A ∪ T such that C meets T in exactly one element. Let this element be e, and suppose
, so e is a loop and {f, g} is a parallel pair in N .
We will assume that
It cannot be the case that e ∈ C ′ , as e is a loop of N . Similarly, C ′ cannot contain both f and g. Our assumption means that C ′ cannot contain precisely one of f and g. Therefore C ′ ⊆ E(N ) − T . But this implies that C ′ contains a circuit of N △M 2 which is properly contained in C, a contradiction. Therefore λ N △M 2 (E(N ) − T ) = 0, and this means that E(N ) − T is empty, contrary to hypothesis. Henceforth we will assume that {f, g} ⊆ cl N (E(N ) − T ).
Let B 1 be a basis of N such that f ∈ B 1 . We show that there is no cycle Z of N such that Z ⊆ B 1 ∪ T and Z meets B 1 − f . Suppose that Z is such a cycle and let C ⊆ Z be a circuit of N such that C ∩ (B 1 − f ) = ∅. As B 1 is independent in N it follows that C meets T − f . However C cannot contain e as it is a loop of N . Moreover C cannot contain {f, g} as it is a parallel pair in N . Thus
Since T is a coindependent triangle of M 2 it follows that there is a basis B 2 of M 2 such that B 2 ∩ T = {e}. The argument in the previous paragraph implies that if (
Let B be a basis of N △M 2 restricted to E(N ) − T . It cannot be the case that B contains a circuit C of N , for C would be a cycle in N △M 2 . Therefore B is independent in N , so
Proposition 2.21 shows that B 2 − e is a basis of
By combining Equations (1), (2) , and (3) we see that λ N △M 2 (E(N )−T ) ≤ 1. Proposition 2.1 now implies that E(N ) − T contains exactly one element, x. If x is not parallel to f and g in N then x is a loop or a coloop in N , and it is easy to see that it is therefore a loop or coloop in N △M 2 , which leads to a contradiction. Therefore {f, g, x} is a parallel class of N . Suppose that M + 2 is the matroid obtained from M 2 by adding an element x ′ in parallel to f . Now {f, x} and {f, x ′ } are cycles of N and M + 2 respectively. Thus {x, x ′ } is a cycle of N △M + 2 and therefore either {x, x ′ } is a parallel pair, or both x and x ′ are loops of N △M
Therefore we suppose that E(N ) − T = ∅. Proposition 2.22 tells us that N △M 2 is equal to M 2 /e\f \g. As M 0 is a minor of N △M 2 it follows that M 2 again has an M 0 -minor, contrary to hypothesis.
We must now consider the case that r N (T ) = 2. Suppose that E(N ) − T contains a circuit of size at most two in N . Then N \T contains a circuit of size at most two. Since T is a triangle in both N and M 2 it follows from Proposition 2.4 that the restriction of N △M 2 to E(N )−T contains a circuit of size at most two. This implies that M 0 has a circuit with at most two elements, a contradiction.
Next we similarly assume that E(N ) − T contains a cocircuit of size at most two in N . Then N/T contains a cocircuit of size at most two. However, T is coindependent in M 2 , which means that T comprises three loops in M 2 /(E(M 2 ) − T ). Now Proposition 2.6 says that N/T is equal to
Thus E(N ) − T contains a cocircuit of size at most two in N △M 2 . This implies that M 0 contains a cocircuit of size at most two, a contradiction.
We have shown that every circuit and cocircuit of N that is contained in E(N )−T has size at least three. As |E(N )−T | ≤ 3 it is now easy to see that either N is isomorphic to M (K 4 ), or r(N ) = 2 and N contains exactly three parallel classes, each one of size at most two. Suppose that N is isomorphic
by Proposition 2.7 (recall that we relabel the ground set of ∆ T (M 2 ) so that it contains T ). As T ⊆ E(M 0 ) and M 0 has no cocircuits of size less than three it follows that M 0 has at least one triad, as desired.
Finally we assume that every element in E(N )−T is parallel to an element of T in N , and that N contains no parallel class of more than two elements. By using the same arguments as before we see that we can replace every element in N that is parallel to an element in T with an element in M 2 that is parallel to the same member of T . Thus we can assume that E(N ) = T . Now it follows easily from Proposition 2.4 that N △M 2 is isomorphic to a minor of M 2 . Thus M 2 has an M 0 -minor, a contradiction. This completes the proof of the lemma.
Möbius matroids
In this chapter we describe the Möbius matroids in detail. 3.1. Triangular Möbius matroids. Let r be an integer exceeding two and let {e 1 , . . . , e r } be the standard basis in the vector space of dimension r over GF (2) . For 1 ≤ i ≤ r − 1 let a i be the sum of e i and e r , and for 1 ≤ i ≤ r − 2 let b i be the sum of e i and e i+1 . Let b r−1 be the sum of e 1 , e r−1 , and e r . The rank-r triangular Möbius matroid, denoted by ∆ r , is represented over GF(2) by the set {e 1 , . . . , e r , a 1 , . . . , a r−1 , b 1 , . . . , b r−1 }. Thus ∆ r has rank r and |E(∆ r )| = 3r − 2.
Figure 1: Mobius ladders.
Deleting e r from ∆ r produces a matroid isomorphic to the bond matroid of a cubic Möbius ladder. We say that a 1 , . . . , a r−1 and e 1 , . . . , e r−1 are the rim elements of ∆ r , and that b 1 , . . . , b r−1 are the spoke elements.
We note that ∆ 3 is isomorphic to F 7 , the Fano plane. The rank-4 triangular Möbius matroid is known to Zhou [30] as K 5 and to Kung [13] as C 10 . Moreover, ∆ r is known to Kingan and Lemos [12] as S 3r−2 . It is not difficult to see that if r ≥ 3 then ∆ r+1 has a minor isomorphic to ∆ r .
Triadic Möbius matroids.
Let r ≥ 4 be an even integer, and again let {e 1 , . . . , e r } be the standard basis of the vector space over GF(2) of dimension r. For 1 ≤ i ≤ r − 2 let c i be the sum of e i , e i+1 , and e r . Let c r−1 be the sum of e 1 , e r−1 , and e r . The rank-r triadic Möbius matroid, denoted by Υ r , is represented over GF(2) by the set {e 1 , . . . , e r , c 1 , . . . , c r−1 }. Thus Υ r has rank r and |E(Υ r )| = 2r − 1.
If r ≥ 4 is an even integer then Υ r \e r is isomorphic to the bond matroid of a quartic Möbius ladder. We say that e 1 , . . . , e r−1 are the rim elements of Υ r and c 1 , . . . , c r−1 are spoke elements.
The rank-4 triadic Möbius matroid is isomorphic to the Fano dual, F * 7 . The matroid T 12 is a self-dual binary matroid on 12 elements, introduced by Kingan [11] . Up to isomorphism there is a unique single-element deletion, and a unique single-element contraction of T 12 . These are denoted T 12 \e and T 12 /e respectively. The rank-6 triadic Möbius matroid is isomorphic to T 12 \e. The dual of Υ r is known to Kingan and Lemos [12] as F 2r−1 . If r ≥ 4 is an even integer then Υ r+2 has a minor isomorphic to Υ r .
Other classes of binary matroids
Recall that if M is a set of binary matroids, then EX (M) is the class of binary matroids that have no minors in M. Let M be a subset of the collection
with the property that M contains either M (K 3,3 ) or its dual. There are exactly twelve classes of binary matroids of the form EX (M). Theorem 1.1, and the famous graph-theoretical results of Hall [7] and Wagner [27] , lead to characterizations of the internally 4-connected matroids in each of these classes. In this section we state these characterizations. We start by restating Theorem 1.1 for completeness. Suppose that G 1 and G 2 are graphs, each of which contains a K n -subgraph, where n ∈ {1, 2, 3}. We say that the n-sum of G 1 and G 2 is the graph produced by deleting (possibly empty) sets of edges from both K n -subgraphs, and then identifying their vertices. We shall also say that the 0-sum of G 1 and G 2 is the disjoint union of the two graphs. (Note that if G 1 and G 2 are graphs, then the n-sum of G 1 and G 2 may be defined, even if the n-sum of M (G 1 ) and M (G 2 ) is not; for example, if G 1 ∼ = K 4 , then |E(M (G 1 ))| = 6, so the 3-sum of M (G 1 ) with another binary matroid is not defined.)
The next result is the well known decomposition theorem of Wagner [27] . If n ∈ {1, 2, 3} then a trivial n-sum of the graphs G 1 and G 2 is one in which the resulting sum is isomorphic to either G 1 or G 2 .
Lemma 4.7. If M is an internally 4-connected cographic matroid with no minor isomorphic to
Proof. Let G be the class of graphs obtained using 0-, 1-, 2-, and 3-sums, starting from the class of planar graphs and subgraphs of the cubic Möbius ladder CM 8 . Suppose that M = M * (G) has no minor isomorphic to M * (K 5 ). Then G has no K 5 -minor, so G ∈ G. We can assume that G has no isolated vertices, and it follows easily that G admits no non-trivial 0-, 1-, or 2-sums, as it is 3-connected. Therefore G can be obtained from planar graphs and subgraphs of CM 8 using 3-sums. The subgraphs of CM 8 have no triangles, so they cannot be involved in any 3-sums. Thus G is either a subgraph of CM 8 , or is obtained from planar graphs using 3-sums. Let G 0 be the set of graphs obtained using 3-sums, starting from planar graphs. As CM 8 has no internally 4-connected proper subgraphs we will be done if we can show that whenever H ∈ G 0 is non-planar and M (H) is internally 4-connected then H ∼ = K 3,3 .
We will prove this claim by induction on the parameter d(H), where if H ∈ G 0 then d(H) is the minimum number of 3-sums required to obtain H, starting from planar graphs.
Suppose that H ∈ G 0 is non-planar and that M (H) is internally 4-connected. The fact that H is non-planar implies that d(H) ≥ 1. Assume that d(H) = 1, so that H is the 3-sum of two planar graphs H 1 and H 2 along a triangle T . Since M (H) is internally 4-connected it follows easily that, relabeling if necessary, H 1 ∼ = K 4 and H is obtained from H 2 by replacing T with a triad.
Suppose that there is a planar embedding of H 2 in which T bounds a face. Then H is planar, a contradiction. Therefore deleting the three vertices in T disconnects H 2 . As M (H) is internally 4-connected it follows that H 2 −V (T ) has exactly two components, and neither of these components can contain more than three edges. Now it is easy to see that H is isomorphic to K 3,3 , as desired.
Suppose that claim holds for graphs H 0 ∈ G 0 with the property that H is non-planar and M (H 0 ) is internally 4-connected, and d(H 0 ) < k where k > 1. Now assume that H ∈ G 0 is non-planar and d(H) = k, and M (H) is internally 4-connected. Suppose that H is the 3-sum of H 1 and H 2 along the triangle T . As before we can argue that H 1 ∼ = K 4 and that H is obtained from H 2 by replacing T with a triad. Since d(H) > 1 it must be the case that H 2 is non-planar. As d(H 2 ) < d(H) we deduce that either H 2 ∼ = K 3,3 , or H 2 is not internally 4-connected. But K 3,3 has no triangles, so it must be the case that H 2 is not internally 4-connected. Now it easy to see that H is not internally 4-connected, a contradiction.
It is easy to check using a computer that ∆ 6 has an M * (K 5 )-minor, and therefore ∆ r has an M * (K 5 )-minor for all r ≥ 6. On the other hand ∆ r has no
The next theorems follow from these facts, and by applying Theorem 1.1, Lemma 4.7, and some simple computer checking. Hall [7] examined the 3-connected graphs with no K 3,3 -minor. The next result follows from his theorem, or alternatively by using Seymour's Splitter Theorem [22] to show that M * (K 5 ) is a splitter for the class of cographic matroids with no M * (K 3,3 )-minor (see [19, Proposition 11.2.12] ). The next theorems are easy consequences of results stated above. 
Lemma 4.10. If M is a 3-connected cographic matroid with no minor isomorphic to
M * (K 3,3 ) then either M = M * (G), where G is a planar graph, or M ∼ = M * (K 5 ).
Theorem 4.12. An internally 4-connected binary matroid M belongs to
EX (M (K 3,3 ), M (K 5 ), M * (K 5 )) ifEX (M (K 3,3 ), M * (K 3,3 ), M (K 5 ), M * (K 5 )) if
Polynomial-time algorithms
One of the most important applications of Seymour's decomposition theorem for regular matroids is an efficient algorithm for deciding whether a represented binary matroid is regular. This leads to a polynomial-time algorithm for deciding whether a matrix is totally unimodular.
In this section we show that our structural characterizations lead to polynomial-time algorithms for deciding membership in each of the twelve classes of binary matroids described in Section 4; at least as long as the input consists of a matrix over GF (2) . We will set aside consideration of oracle algorithms for the moment and return to them later. 5.1. Algorithms for binary matroids. For now we assume that a binary matroid on a ground set of size n is described by a matrix over GF(2) with n columns. We can assume that such a matrix has no more than n rows. If M is a rank-r binary matroid with no loops, then we can consider M as a multiset of points in the projective space P = PG(r − 1, 2). If X ⊆ E(M ), then X is represented by a multiset of points in P , and we use cl P (X) to denote the span of this set in P .
Proposition 5.2. Let M be a binary matroid of rank r, and let P = PG(r − 1, 2). Suppose that (X 1 , X 2 ) is an exact k-separation of M for some k ∈ {1, 2, 3} with the property that if k = 3 then |X 1 |, |X 2 | ≥ 4 and
, and for i = 1, 2 let M i be the binary matroid represented by the multiset
Proof. Note that by familiar properties of vector spaces
The result is obvious if k = 1. Suppose that k = 2 and that Z = {z}. A circuit of M 1 ⊕ 2 M 2 that is contained in either X 1 or X 2 is clearly a circuit of M . Suppose that C is a circuit of M 1 ⊕ 2 M 2 that meets both X 1 and X 2 . Then (C ∩ X i ) ∪ z is a circuit of P |(X 1 ∪ z) for i = 1, 2. It follows easily that the symmetric difference of (C ∩ X 1 ) ∪ z and (C ∩ X 2 ) ∪ z, which is to say C, is a circuit of P |(X 1 ∪ X 2 ) = M .
On the other hand a circuit C of M is clearly a circuit of
Suppose that C meets both X 1 and X 2 . Let M + be obtained from P |(X 1 ∪ X 2 ∪ z) by adding the element z ′ so that it is parallel to z. Then (X 1 ∪ z ′ , X 2 ∪ z) is an exact 2-separation of M + . Since C and {z, z ′ } are both circuits of M + it follows from [22, (2.4) ] that (C ∩ X 1 ) ∪ z is a circuit of M + . The same argument shows that (C ∩ X 2 ) ∪ z is also a circuit. Thus C is a circuit of
When k = 3 the result follows without difficulty from the proof of [22, (2.9) ].
The next result is an easy consequence of Proposition 5.2.
Corollary 5.3. There is a polynomial-time algorithm that, given a representation of a loopless binary matroid M and a partition
where M is the k-sum of binary matroids M 1 and M 2 for some k ∈ {1, 2, 3}, will output representations of M 1 and M 2 .
The central idea of Seymour's algorithm for recognizing regular matroids, and of our algorithms, is that a binary matroid can be decomposed into internally 4-connected components. We now make this idea more formal.
Suppose that M is a binary matroid such that si(M ) is 3-connected. Let T be a set of pairwise disjoint triangles in M . We recursively define a rooted tree, called a decomposition tree of (M, T ) (or just a decomposition tree of M ), denoted by Φ(M, T ). Each node is labeled with a matroid and a set of disjoint triangles of that matroid. Each node of Φ(M, T ) has indegree one, apart from the root, which has indegree zero. Moreover each node has outdegree either zero or two. Those vertices with outdegree zero are called leaves.
If si(M ) is internally 4-connected then Φ(M, T ) comprises a single node: the root, which is labeled (M, T ). If si(M ) is not internally 4-connected then there is an exact 3-separation (Y 1 , Y 2 ) of si(M ) such that |Y 1 |, |Y 2 | ≥ 4. This naturally induces a separation of M , as follows: Recall that the ground set of si(M ) is the set of parallel classes of M . Let (X 1 , X 2 ) be the partition of E(M ) defined so that x ∈ X 1 if and only if cl M ({x}) ∈ Y 1 . Thus (X 1 , X 2 ) is an exact 3-separation of M and |X 1 |, |X 2 | ≥ 4. We say that (X 1 , X 2 ) is induced by (Y 1 , Y 2 ). Let r = r(M ) and let T = cl P (X 1 ) ∩ cl P (X 2 ), where P = PG(r − 1, 2). Thus if M i = P |(X i ∪ T ) for i = 1, 2 then T is a triangle of both M 1 and M 2 , and M = M 1 ⊕ 3 M 2 , by Proposition 5.2.
We want each of the triangles in T to be contained in either X 1 or X 2 . If a triangle T ∈ T contains elements from both X 1 and X 2 , then, up to relabeling, T contains exactly one element of X 2 . We shift this element into X 1 , and add a parallel element to take its place in X 2 . More precisely: Suppose that T 1 , . . . , T p is the list of triangles in T that are contained in neither X 1 nor X 2 . We make the following assignments. Let M (0)
2 ) is an exact 3-separation of M (k) , and that the number of rank-one flats in both X
, and for i = 1, 2 let M T 1 ) , . . . , (M p , T p ) such that si(M i ) is internally 4-connected for all i ∈ {1, . . . , p}, and T i is a set of pairwise disjoint triangles in M i . Note that Φ(M, T ) need not be unique: rather it depends upon our choice of 3-separations.
Proposition 5.4. Suppose that M is a binary matroid such that si(M ) is 3-connected and that T is a set of disjoint triangles of M . Let n be the number of rank-one flats of M . Then the number of leaves in
Proof. The proof is by induction on n. If n ≤ 7 then si(M ) is internally 4-connected, so Φ(M, T ) has one leaf and we are done. Thus assume that n > 7 and that si(M ) is not internally 4-connected. Suppose that the children of M in Φ(M, T ) are labeled (M Proof. Let n = E(M ). We can assume that n ≥ 7. Note that |T | ≤ n/3. Proposition 5.4 implies that the number of leaves in any decomposition tree of M is at most n − 6. Thus Φ(M, T ) has at most n − 7 non-leaf vertices. It follows that if a node of Φ(M, T ) is labeled with (M i , T i ) then |T i | ≤ 4n/3− 7. Each triangle in T i contributes at most one extra element to the matroids which label the children of (M i , T i ). It follows that if (M j , T j ) is a node label then M j has at most n + (4n/3 − 7)(n − 7) elements. Proposition 5.1 and Corollary 5.3 imply the existence of a polynomial-time algorithm which finds the two terms of each decomposition along a 3-sum. Suppose that this algorithm runs in time bounded by n k for an n-element matroid, where k is a fixed constant. Clearly, given a representation of an n-element matroid, it is possible to construct a representation of the simplification of that matroid in time bounded by n 2 . It follows that there is an algorithm that constructs Φ(M, T ) in time bounded by (n − 7)(n + (4n/3 − 7)(n − 7)) k+2 . 
Proof. The proof is by induction on the number of vertices in Φ(M, T ).
If Φ(M, T ) has only one node then M i must be equal to M and the result is trivial. Suppose that Φ(M, T ) has more than one node, and suppose that the children of (M, T ) are labeled with (M Before we prove Lemma 5.10 we need to discuss some preliminary material. Suppose that M is a binary matroid and that T is a set of pairwise disjoint triangles of M . We define ∆(M ; T ) to be the matroid produced by performing ∆-Y operations on each of the triangles in T . Proposition 2.8 tells us that ∆(M ; T ) is well-defined.
The next result follows from repeated application of Proposition 2.18. . Therefore we will assume that e is not in a parallel pair in M (1) . Since e is in a parallel pair in M (0) we conclude that e is parallel to an element t of T 1 in M (0) . If p > 1 then Proposition 2.9 implies that {e, t} is a parallel pair in ∆ T 2 (M ). Using Proposition 2.8 we can apply the inductive hypothesis to M (p) = ∆(∆ T 2 (M ); T − {T 2 }) and conclude that the result holds. Therefore we will assume that p = 1. Note that {e, t} is a cycle of M . By analyzing the cycles of M (K 4 ) it is easy to see that (T 1 − t) ∪ e is a triangle of ∆ T 1 (M ). Let T 1 − t = {t 0 , t 1 }. Suppose that ∆ T 1 (M )/t 0 has an M 0 -minor. As {e, t 1 } is a parallel pair in ∆ T 1 (M )/t 0 it follows that ∆ T 1 (M )/t 0 \e has an M 0 -minor, and we are done. Therefore we will assume that ∆ T 1 (M )/t 0 has no minor isomorphic to M 0 , and (by the same argument), neither does ∆ T 1 (M )/t 1 .
If t 0 is in a series pair of ∆ T 1 (M ) then ∆ T 1 (M )/t 0 must have an M 0 -minor, contrary to our assumption. Therefore we assume that neither t 0 nor t 1 (by the same argument) is in a series pair in ∆ T 1 (M ). Propositions 2.9 and 2.11 imply that T 1 contains a cocircuit of ∆ T 1 (M ). Clearly neither t 0 nor t 1 is a coloop of ∆ T 1 (M ), so we conclude that either t is a coloop or T 1 is a triad in ∆ T 1 (M ). Suppose that the former holds. If there were a circuit of M which met T 1 in exactly t 0 or t 1 then we could find a circuit of ∆ T 1 (M ) which contained t. Therefore no such circuit exists. It follows that {t 0 , t 1 } is a series pair in M . As {e, t 0 , t 1 } is a triangle of M \t it follows that {t 0 , t 1 } is also a series pair in M \t, which is equal to ∆ T 1 (M )/t by Proposition 2.10. Thus {t 0 , t 1 } is a series pair of ∆ T 1 (M ), contrary to our conclusion. Therefore T 1 is a triad of ∆ T 1 (M ).
As M 0 contains no triangles we must delete an element of (T 1 − t) ∪ e from ∆ T 1 (M ) to obtain an M 0 -minor. If this element is e then we are done, so assume that it is t 0 (the case when it is t 1 is identical). But {t, t 1 } is a series pair of ∆ T 1 (M )\t 0 , so ∆ T 1 (M )\t 0 /t 1 , and hence ∆ T 1 (M )/t 1 has an M 0 -minor, contrary to our earlier conclusion. This completes the proof. Now we can prove our second partial converse to Proposition 5.6. Proof. Let T = {T 1 , . . . , T p }. Define M (0) to be M , and for i ∈ {1, . . . , p} let M (i) be ∆ T i (M (i−1) ). Thus M (p) = ∆(M ; T ). We start by showing that ∆(M ; T ) has an M 0 -minor. If this is not the case there is some i ∈ {1, . . . , p} such that M (i−1) has an M 0 -minor but M (i) does not. Since T i is a triangle of M (i−1) and M 0 has no triangles it follows that there is an element a ∈ T i such that M (i−1) \a has an M 0 -minor. But Proposition 2.10 says that
Therefore M (i) has an M 0 -minor, a contradiction. Suppose that the lemma is false. The argument in the previous paragraph shows that there is at least one node (M i , T i ) such that ∆(M i ; T i ) has an M 0 -minor. Suppose that (M i , T i ) has been chosen so that if (M j , T j ) is a descendant of (M i , T i ) then ∆(M j ; T j ) does not have an M 0 -minor. Since the lemma is false (M i , T i ) cannot be a leaf node, so it has two children. Let us suppose that they are labeled (M 
by Proposition 2.18. Let P = E(M + ) − E(M i ), so that every element in P is parallel to an element in E(M i ), and M + \P = M i . The method we use to construct the decomposition tree means that no triangle in T i contains an element of P . Repeated application of Proposition 2.3 implies that
T 2 ) has an M 0 -minor, by considering Equation (4) and applying Lemma 2.23 we see that ∆ T (∆(M + j ; T j )) has an M 0 -minor for some j ∈ {1, 2}. But
so we have a contradiction to our choice of (M i , T i ). This completes the proof of the lemma.
The next result is an analogue of Proposition 5.6. of N (i) where k < 3 and r N (i) (X j ) ≥ k for j = 1, 2. We will assume without loss of generality that X 1 contains at least two elements of
Hence we can assume that T i is contained in X 1 . Now r(N (i−1) ) = r(N (i) ) − 1 by Proposition 2.11. It follows from Proposition 2.3 that ∆ T (N (i−1) |X 1 ) = N (i) |X 1 . Therefore r N (i−1) (X 1 ) = r N (i) (X 1 ) − 1 by Proposition 2.11. Now we see that (X 1 , X 2 ) is a k-separation of N (i−1) for some k < 3. Moreover r N (i−1) (X 2 ) ≥ k, and r N (i−1) (X 1 ) ≥ 2 as X 1 contains a triangle of N (i−1) . This contradicts the fact that si (N (i−1) ) is 3-connected. We conclude that si(∆(M 
Now we can sketch our strategy for deciding whether a binary matroid contains a minor from a particular class. Suppose that M is a set of binary matroids, each of which is internally 4-connected, and none of which contains both a triad and a triangle. Let M Υ be the matroids in M which contain at least one triad. To decide whether a binary matroid M belongs to EX (M) we compute a decomposition tree Φ(M, ∅) of M (we can assume that si(M ) is 3-connected). We examine each of the leaves (M i , T i ) of the tree, and decide whether si(M i ) has a minor in M. If this is the case then M has a minor in M by Proposition 5.6, so we can stop. If no matroid si(M i ) has a minor in M, then we examine the matroid ∆(M i ; T i ) for each leaf (M i , T i ). If any of these matroids has a minor in M Υ , then so does M , by Corollary 5.12. On the other hand, it follows from Proposition 5.7 and Lemma 5.10 that if si(M i ) belongs to EX (M) and ∆(M i ; T i ) belongs to EX (M Υ ) for every leaf (M i , T i ), then M has no minor in M.
There are two tasks left to consider: For each leaf (M i , T i ) of the decomposition tree we must decide whether si(M i ) has a minor in M, and if this is not the case for any leaf we must decide whether ∆(M i ; T i ) has a minor in It follows immediately that we can also decide in polynomial time whether a binary matroid is cographic or planar graphic.
Proposition 5.14. There is a polynomial-time algorithm which, given a binary matroid M , will decide whether M is isomorphic to ∆ r for some integer r ≥ 3, or to Υ r for some even integer r ≥ 4.
Proof. We claim that it is possible to decide in polynomial time whether a graph is isomorphic to a Möbius ladder. To see this, we observe that the rim edges of a Möbius ladder are precisely those edges in a unique cycle of length four. Thus we can identify the rim edges in polynomial time and verify that they form a Hamiltonian cycle v 0 , . . . , v t . Let n = ⌊t/2⌋. If t is even and each remaining edge joins a vertex v i to v i+n , then the graph is a cubic Möbius ladder. If t is odd and each remaining edge joins a vertex v i to either v i+n or v i+n+1 , then the graph is a quartic Möbius ladder. This completes the proof of the claim.
If a binary matroid M is isomorphic to ∆ r then there is an element e ∈ E(M ) such that M \e is isomorphic to M * (CM 2r−2 ), the bond matroid of the cubic Möbius ladder CM 2r−2 . Thus to decide whether M ∼ = ∆ r , where r = r(M ), we consider each single-element deletion of M in turn and decide in polynomial time whether it is isomorphic to M * (CM 2r−2 ), using the algorithm of Proposition 5.13 and the claim in the previous paragraph. If M ∼ = Υ r then there is an element e ∈ (M ) such that M \e ∼ = M * (QM r−1 ), and e is in a circuit with the spoke elements of the quartic Möbius ladder. Thus a similar argument works in the case of the triadic Möbius matroids.
Next we consider the problem of identifying when ∆(M i ; T i ) has a minor in M Υ , where si(M i ) is an internally 4-connected matroid such that si(M i ) ∈ EX (M) and T i is a set of pairwise disjoint triangles of M i . 
Proof. Recall that we take the ground set of si(M ) to be the set of rank-one flats of M . Let T = cl M (T 1 ), so that T is a triangle of si(M ). By the hypotheses we know that r(si(M )) ≥ 3. Furthermore si(M ) is 3-connected, so T must be coindependent in si(M ). Therefore r * (si(M )) ≥ 3. Now Lemma 2.2 says that si(M ) has a minor isomorphic to M (K 4 ) in which T is a triangle. Therefore M has a minor M ′ isomorphic to the matroid produced from M (K 4 ) by adding parallel elements to the points in a triangle; and moreover T 1 and T 2 are triangles of M ′ .
It follows from Proposition 2.
Suppose that the members of T are T 1 , . . . , T p . Let M (0) = M , and for i ∈ {1, . . . , p}, let 3 ) has no triangles there is an element a ∈ T i such that Proof. Let G be a graph such that M = M * (G). We can assume that G contains no isolated vertices, and that furthermore, if e is a loop of M , then there is a connected component of G that contains only the single edge, e. Since M does not consist solely of loops there is a connected component G 0 of G such that G 0 contains more than one edge. Our assumption means that the minimum degree of G 0 is at least two. We shall say that a vertex of degree at least three in G 0 is a branch vertex and that a path between two distinct branch vertices is a branch. Thus a branch (along with all single-edge components of G) is a rank-one flat of M .
Suppose that T is a triangle of M . Then T is a minimal edge cut-set of G. Let T = {e 1 , e 2 , e 3 }. Note that no branch of G can contain more than one element of T . For i = 1, 2, 3 let l i be the branch of G that contains e i , and let L = {l 1 , l 2 , l 3 }. Then G 0 \L contains exactly two connected components. Let A and B be the edge sets of these two components.
Assume that both A and B are non-empty. We initially suppose that both A and B contain at least two branches. If A contains more than two branches then (A∪l 1 , B∪{l 2 , l 3 }) is a 3-separation of M that contradicts the fact that si(M ) is internally 4-connected. Therefore A (and by symmetry, B) contains exactly two branches. Thus si(M ) contains exactly seven elements. As si(M ) is cographic this means that r(si(M )) > 3. Now si(M ) is internally 4-connected, and therefore contains no series pairs or coloops. Therefore (si(M )) * is a simple graphic matroid with seven elements and rank at most three, a contradiction.
This means that without loss of generality we can assume that A contains precisely one branch. But if v is the end vertex of l 1 that is contained in the subgraph induced by A, then v must be incident with at least two branches in A, so we have a contradiction. Therefore we can assume that A is empty. As G 0 contains no vertices of degree one it follows that there is a degree-three vertex v T that is incident with l 1 , l 2 , and l 3 .
Suppose that the edge f is contained in l 1 but is distinct from e 1 . If we swap the labels on e 1 and f then the bond matroid of the resulting graph is
Therefore we can assume that every triangle in T consists of three edges incident with a degree-three vertex. It is clear that if we obtain G ′ from G by replacing each member of T with a triangle then M * (G ′ ) ∼ = ∆(M ; T ). Moreover if G is a planar graph then so is G ′ .
Recall from Section 3.1 that the ground set of ∆ r , the rank-r triangular Möbius matroid, is {e 1 , . . . , e r , a 1 , . . . , a r−1 , b 1 , . . . , b r−1 }. For i ∈ {1, . . . , r − 1} the elements e i and a i are rim elements, while b 1 , . . . , b r−1 are spoke elements and e r is the tip. The only triangles of ∆ r are sets of the form {a i , e i , e r } for 1 ≤ i ≤ r − 1, the sets {a i , a i+1 , b i } and {e i , e i+1 , b i } for 1 ≤ i ≤ r − 2, and the sets {a 1 , e r−1 , b r−1 } and {a r−1 , e 1 , b r−1 }. (i) There is a triangle T ∈ T such that cl M (T ) = {a i , e i , e r } for some
Proof. Remember that the ground set of si(M ) is the set of rank-one flats of M . We can assume that M has no loops. Suppose that there is a triangle T ∈ T such that cl M (T ) = {a i , e i , e r }. Let P be a set of elements such that M \P ∼ = si(M ), so that M \P = ∆ r . (We are abusing notation here: For example, e r is both an element of the ground set of M \P , and a rank-one flat of M .) We can assume that T is a triangle of M \P . Now Claim 4.6 of [16] implies that ∆ T (M \P ) has an M (K 3,3 )-minor. Therefore ∆ T (M )\P has an M (K 3,3 )-minor, and so does ∆ T (M ). Suppose that the members of T are T 1 , . . . , T p . Proposition 2.8 implies that we can assume T = T 1 . Let M (0) = M , and for i ∈ {1, . . . , p} let
does. Now we can obtain a contradiction exactly as in the proof of Proposition 5.15. Next we will assume that T 1 and T 2 are members of T such that cl M (T 1 ) = {a i , a i+1 , b i } and cl M (T 2 ) = {e i , e i+1 , b i }. Let P be a set of elements such that M \P = ∆ r . We can assume that T 1 is a triangle of M \P . Furthermore there is an element b ∈ P such that cl M ({b}) = b i . We can assume that T 2 = {e i , e i+1 , b} and that T 2 is a triangle of M \(P − b). Claim 4.7 of [16] This completes the "if" direction of the proof. To prove the "only if" direction we need to introduce a family of matroids derived from the triangular Möbius matroids. For any positive integer r let ∆ • r be obtained from ∆ r by adding a ′ i in parallel to a i and e ′ i in parallel to e i , for 1 ≤ i ≤ r − 1.
Claim 5.18. Suppose that N is a restriction of ∆ • r for some r ≥ 3 and that T is a set of pairwise disjoint triangles of M with the property that r M (T 1 ∪ T 2 ) > 2 for every pair of distinct triangles T 1 , T 2 ∈ T , and T does not satisfy conditions (i), (ii), or (iii) of Lemma 5.17. Then ∆(N ; T ) is a restriction of ∆ • s for some s ≥ 3.
Proof. Let T 1 , . . . , T p be the members of T . The proof is by induction on p. If T is empty then the result is trivial, so we will assume that p ≥ 1. Note that T 1 contains b i for some i ∈ {1, . . . , r − 1}, and that no other member of T contains b i . Lemma 4.8 of [16] says that ∆ T 1 (∆ • r ) is isomorphic to a restriction of ∆ • r+1 , and this isomorphism takes spoke elements other than b i to spoke elements. Since N is a restriction of ∆ • r it follows from Proposition 2.3 that ∆ T 1 (N ) is isomorphic to a restriction of ∆ • r+1 , where the isomorphism again takes spoke elements other than b i to spoke elements. Now it is easy to see that if we apply this isomorphism to {T 2 , . . . , T p } we obtain a collection of pairwise disjoint triangles of ∆ • r+1 that does not satisfy condition (i), (ii), or (iii) of the lemma. The claim now follows by induction.
We return to the proof of Lemma 5.17. Note that ∆ • r can be obtained from M by possibly adding and deleting parallel elements. Moreover, if T is a collection of pairwise disjoint triangles of M such that T does not satisfy condition (i), (ii), or (iii) of the lemma, then T is also a collection of pairwise disjoint triangles of ∆ Finally we can prove our main result.
There is an algorithm which, given a matrix A over GF(2) with n columns (and at most n rows), will decide whether M [A] has a minor in M, in time that is bounded by a polynomial function of n.
Proof. Clearly if we can decide membership in a class of matroids in polynomial time, then we can also decide membership in the dual class. Therefore we will always assume that M (K 3,3 ) ∈ M. Using Propositions 2.19 and 2.20 it is not difficult to see that it will suffice to construct a polynomial-time algorithm which will decide membership in
. By Proposition 5.5 we can construct a decomposition tree Φ(M, ∅) in polynomial-time. First let us assume that If there are distinct triangles We conclude this section by noting in the next theorem that there exists a polynomial-time algorithm for deciding membership in any class of the form EX (N ∪ {M (K 3,3 )}), where the input is a matrix A over GF (2) (K 3,3 ) ).
If M [A] is one of a finite number of fixed matroids, then clearly we can check in constant time whether it has a minor in N . If M [A] = M * (G) for some graph G, then, for every cographic matroid M * (H) in N , we can check in polynomial time whether G has a minor isomorphic to H, using results from the Graph Minors project of Robertson and Seymour [21] .
Finally we suppose that M [A] is a Möbius matroid. In this case we use Hliněný's [8] matroid analogue of Courcelle's [3] theorem for graphs. Hliněný's theorem states that any statement that can be expressed in MS M logic can be tested in polynomial time, when the input consists of a matroid of bounded branchwidth represented by a matrix over a fixed finite field. We do not define branchwidth here, but merely note that it is discussed in [8] , and that it is easy to see that Möbius matroids have branchwidth bounded by 4. Having a minor isomorphic to a fixed matroid is a statement that can be expressed in MS M logic. Therefore, in the case that M is a Möbius matroid, we can test in polynomial time whether M has any fixed minor. The result follows.
Oracle algorithms.
Up to this point we have assumed that all binary matroids are represented by matrices over GF (2) . In this section we will assume that a matroid M (not necessarily binary) is represented by an oracle. Suppose that B is a basis of the matroid M . Suppose that M is a subcollection of the family 3 ). If we wish to decide whether M has a minor in M, then we can construct a partial representation A of M , and run the algorithm of Theorem 1.3 upon the binary matroid M [I r(M ) |A]. If M is a binary matroid then this algorithm will return the correct answer. However if M is non-binary then we cannot be certain that this is the case. If the algorithm indicates that M [I r(M ) |A] has a minor in M then all we can be sure of is that either M has a minor in M, or M is non-binary. Similarly, if the algorithm decides that M [I r(M ) |A] has no minor in M then either M has no minor in M, or M is non-binary. Thus we can decide whether M has a minor in M ∪ {U 2,4 }, but we cannot decide which of these matroids it has as a minor.
In some sense this is the best we can hope for, as a famous example of Seymour's [23] shows: For r ≥ 3 let {e 1 , . . . , e r } be the standard basis of the vector space over GF(2) with dimension r. Let d be the sum of e 1 , . . . , e r , and for 1 ≤ i ≤ r let d i be the sum of d and e i . Let N r be the binary matroid represented by the set {e 1 , . . . , e r , d 1 , . . . , d r }. If H is a subset of E(N r ) such that |H ∩ {d 1 , . . . , d r }| is odd and |H ∩ {e i , d i }| = 1 for 1 ≤ i ≤ r, then H is a circuit-hyperplane of N r . Let N r (H) be the matroid obtained from N r by relaxing H. It is not difficult to prove by induction on r that N r has no minor in the set
is non-binary. In the worst case, an oracle algorithm will have to check each of the 2 r−1 candidate sets H to decide whether the matroid it is considering is isomorphic to N r , or N r (H). Therefore we have the following result.
There is no polynomial function p such that one can decide whether a matroid M belongs to EX (M) using at most p(|E(M )|) calls to an oracle.
We note that the binary matroid N r contains many 3-separations, and is therefore far from being internally 4-connected. If we restrict our attention to internally 4-connected matroids the situation changes dramatically. Seymour [23] shows that there is a polynomial p and an algorithm which, given a matroid M (not necessarily binary), will either output a graph G such that M = M (G), or decide that no such graph exists, using at most p(|E(M )|) calls to an oracle. Using a similar strategy to that in the proof of Proposition 5.14 we can show that it is possible to decide whether a matroid M is isomorphic to a Möbius matroid, using only a polynomial number of calls to an oracle. Since it is obviously possible to decide whether a matroid M is isomorphic to one of a finite number of sporadic matroids using a constant number of oracle calls, the next proposition follows from the results of Section 4.
There is a polynomial function p such that one can decide whether an internally 4-connected matroid M belongs to EX (M), using at most p(|E(M )|) calls to an oracle.
Maximum-sized binary matroids with no
Suppose that M is a family of matroids. We say that M ∈ M is a maximum-sized member of M if M is simple, and whenever M ′ ∈ M is a simple matroid with the same rank as M , then |E(M ′ )| ≤ |E(M )|.
Kung [14] investigated the maximum-sized members of EX (M (K 3,3 )), and showed that such a matroid M satisfies |E(M )| ≤ 10r(M ). We complete this programme by characterizing the maximum-sized members of EX (M (K 3,3 ) ). As a consequence, we show that if M is a rank-r maximum-sized member of EX (M (K 3,3 ) ), then |E(M )| = 14r/3 − α(r), where α(r) takes on the values 7, 11/3, and 19/3 according to the residue of r modulo 3.
Suppose that M ∈ EX (M (K 3,3 )) and that T is a triangle of M . We say that T is an allowable triangle of M if ∆ T (M ) has no M (K 3,3 )-minor.
Proof. Let M be a 3-connected member of EX (M (K 3,3 ) ). Let r = r(M ). Note that if M satisfies statement (i) or (ii), then r ≥ 2. Moreover, if r = 2, then |E(M )| = 3, so |E(M )| ≤ 4r − 5. Henceforth we assume that r ≥ 3. Suppose that M is internally 4-connected. Theorem 1.1 implies that M is either cographic, isomorphic to a Möbius matroid, or isomorphic to one of the sporadic matroids listed in Section 8.
Suppose that M is a sporadic matroid. There are no sporadic matroids with rank 3. If r > 4 then it is easily confirmed that |E(M )| ≤ 4r − 5. If r = 4 and M has an allowable triangle, then |E(M )| ≤ 11 (see Appendix C of [16] ), and therefore |E(M )| ≤ 4r − 5.
Suppose that M is a Möbius matroid. A rank-r triangular Möbius matroid contains 3r − 2 elements, and a rank-r triadic Möbius matroid has 2r − 1 elements. Since r ≥ 3 it follows that |E(M )| ≤ 4r − 5. Now assume that M is cographic. Suppose that G is a graph such that M = M * (G). As r ≥ 3, it follows that the minimum degree of G is at least three, because M is internally 4-connected. If v is a vertex of G with degree at least four, then let G + be a graph obtained from G by splitting v in such a way that G + has minimum degree at least three. Then r(M * (G)) = r(M * (G + )). It follows |E(M )| is no greater than the number of elements in a rank-r cographic matroid corresponding to a graph that is regular with degree three. Such a cographic matroid contains exactly 3r − 3 elements. It again follows that |E(M )| ≤ 4r − 5. Now we assume that the lemma is false, and that M is a counterexample with the smallest possible rank. The previous paragraphs imply that M is not internally 4-connected.
Let (X 1 , X 2 ) be an exact 3-separation of M such that |X i | ≥ 4 for i = 1, 2. By Proposition 2.14 there are binary matroids M 1 and M 2 on the ground sets X 1 ∪ T and X 2 ∪ T respectively such that T ∩ (X 1 ∪ X 2 ) = ∅ and M = M 1 ⊕ 3 M 2 . Assume that the ranks of M 1 and M 2 are r 1 and r 2 respectively. Since the 3-sum M 1 ⊕ 3 M 2 is defined, it follows that T does not contain a cocircuit in either M 1 or M 2 . Thus r i = r M (X i ) for i = 1, 2. Therefore r 1 + r 2 − r = 2. Because |E(M i )| ≥ 7 and every parallel pair of M i involves a member of T it follows that r i > 2 for i = 1, 2. Hence r 1 , r 2 < r. Proposition 2.16 says that si(M 1 ) and si(M 2 ) are 3-connected. Moreover M i (and hence si(M i )) has no M (K 3,3 )-minor for i = 1, 2 by Proposition 2.15. Therefore we can apply the lemma to si(M 1 ) and si(M 2 ) by our inductive assumption.
If T is not an allowable triangle of M i then ∆ T (M i ) has an M (K 3,3 )-minor, and therefore M has an M (K 3,3 )-minor by Proposition 2.17, a contradiction. Therefore T is an allowable triangle in both M 1 and M 2 . For i = 1, 2 let n i = |E(si(M i ))|. As the lemma holds for si(M 1 ) and si(M 2 ) we deduce that n i ≤ 4r i − 5 for i = 1, 2.
The only parallel classes of M i have size two, and contain an element of T . Note that no element in T can be in a parallel pair in both M 1 and M 2 , for that would imply that M = M 1 ⊕ 3 M 2 has a parallel pair. Let m be the number of elements in T that are in a parallel pair in either M 1 or M 2 . Then
Therefore M is not a counterexample to the lemma. This contradiction completes the proof.
For integers r ≥ 2 we recursively define the classes of rank-r matroids P r as follows:
and for r > 4 we define P r to be the set of all matroids obtained by taking the parallel connection of PG(3, 2) and a matroid in P r−3 along an arbitrary basepoint. Note that the members of P r are binary matroids for all r ≥ 2.
Proposition 6.2. Let r ≥ 2 be an integer, and suppose that M ∈ P r . Then M has no M (K 3,3 )-minor.
Proof. We assume that the result is false, and let M be a counterexample with smallest possible rank. The result is certainly true if r ≤ 4, so r > 4. Thus M is the parallel connection of PG(3, 2) and M 1 , where M 1 ∈ P r−3 . Suppose that the basepoint of the parallel connection is p. Let P be obtained from PG (3, 2) by adding an element p ′ in parallel to p. Then P (M 1 , PG(3, 2)) = M 1 ⊕ 2 P . Since P does not have an M (K 3,3 )-minor it follows from Proposition 2.20 that M 1 has an M (K 3,3 )-minor, contradicting our assumption on the rank of M .
Note that for each r ≥ 2 the matroids in P r have the same size. Let f (r) denote this common size. The precise value of f (r) depends on the residue class of r modulo 3, as shown in Table 1 .
Rank r
Size f (r) r = 3k 14k − 7 14r/3 − 7 r = 3k + 1 14k + 1 14r/3 − 11/3 r = 3k + 2 14k + 3 14r/3 − 19/3 Table 1 . The size of matroids in P r .
Define α(r) = 14r/3 − f (r) so that each member of P r has 14r/3 − α(r) elements and α(r) depends only on the value of r modulo 3. Now we can prove the main result of this section. Proof. We prove the "only if" direction first. Assume that M is a maximumsized member of EX (M (K 3,3 ) ) and that M does not belong to P r for any r ≥ 2. Let r = r(M ) and assume that no such counterexample exists with rank less than r. The theorem is easily seen to be true for matroids of rank at most four, so r > 4. Obviously M is at least as large as a member of P r , so |E(M )| ≥ 14r/3 − 7. As r > 4 we see that 14r/3 − 7 > 4r − 5, so M is not 3-connected by Lemma 6.1. Hence there is an exact k-separation (X 1 , X 2 ) of M , where k < 3. Suppose that k = 1. Then by Proposition 2.12 we see that M = M 1 ⊕M 2 , where M i = M |X i for i = 1, 2. Proposition 2.12 also implies that neither M 1 nor M 2 has an M (K 3,3 )-minor, and certainly both are simple. Suppose that r i = r(M i ) for i = 1, 2, so that r = r 1 +r 2 . Since M is simple r i > 0 and hence r i < r for i = 1, 2. Therefore we can apply our inductive hypothesis and conclude that |E(M i )| ≤ 14r i /3 − α(r i ) for i = 1, 2. Now
But α(r 1 )+α(r 2 ) > 7, regardless of the residue classes of r 1 and r 2 modulo 3, so |E(M )| < 14r/3 − 7, contradicting our earlier conclusion. Now we can assume that M is connected, and that k = 2. Then Proposition 2.13 says that M = M 1 ⊕ 2 M 2 , where the ground set of M i is X i ∪ p for i = 1, 2, and p / ∈ X 1 ∪ X 2 . Let r i = r(M i ) for i = 1, 2. As p is not a loop or coloop in M 1 or M 2 it follows from Proposition 2.4 that r i = r M (X i ) for i = 1, 2. Thus r 1 + r 2 − r = 1. As M has no parallel pairs it follows that r 1 , r 2 ≥ 2. Therefore r 1 , r 2 < r. Proposition 2.4 also implies that neither
The fact that M has no parallel pairs means that for all i ∈ {1, 2}, either M i is simple or M i contains no loops and exactly one parallel pair, which contains p. Suppose that both M 1 and M 2 are simple. Let M ′ 1 be obtained by adding an element in parallel to p. Then M ′ 1 ⊕ 2 M 2 is simple, and has no M (K 3,3 )-minor by Proposition 2.20. Moreover M ′ 1 ⊕ 2 M 2 has more elements than M = M 1 ⊕ 2 M 2 , a contradiction. Therefore either M 1 or M 2 contains a single parallel pair, and this pair contains p. It cannot be the case that both M 1 and M 2 contain a parallel pair, for then M would have a parallel pair.
Suppose that M 1 is simple, and that M ′ is a simple rank-
We can also assume that p is not a coloop of M ′ , as M ′ is not isomorphic to U r 1 , r 1 . Therefore M ′ ⊕ 2 M 2 is defined, and has no M (K 3,3 )-minor by Proposition 2.20. Moreover M ′ ⊕ 2 M 2 is simple and |E(M ′ ⊕ 2 M 2 )| > |E(M )|, a contradiction. Next we suppose that M 1 contains a single parallel pair. Assume that M ′ ∈ EX (M (K 3,3 ) ) is a simple rank-r 1 matroid and that |E(M ′ )| > |E(si(M 1 ))|. We can assume that the 2-sum of M ′ and M 2 along the basepoint p is defined. Let M ′′ be the matroid obtained from M ′ by adding p ′ in parallel to p. From our earlier discussion we see that p is not in a parallel pair in M 2 . It follows that
contains strictly more elements than M . In either case we have a contradiction, so si(M 1 ) is a maximum-sized member of EX (M (K 3,3 ) ). By the same argument, so is si(M 2 ).
The inductive hypothesis implies that si(M i ) ∈ P r i for i = 1, 2. We have already noted that p is not in a parallel pair in both M 1 and M 2 . From this we can deduce that |E(M )| ≤ |E(si(M 1 ))| + |E(si(M 2 ))| − 1. As M must be at least as large as a member of P r we deduce that 14r/3 − α(r) ≤ |E(si(M 1 ))| + |E(si(M 2 ))| − 1.
However, by our inductive assumption we see that |E(si(M i ))| ≤ 14r i /3 − α(r i ) for i = 1, 2. Therefore 14r/3 − α(r) ≤ 14/3(r 1 + r 2 ) − (α(r 1 ) + α(r 2 )) − 1 = 14/3(r + 1) − (α(r 1 ) + α(r 2 )) − 1.
This implies that α(r 1 ) + α(r 2 ) − α(r) ≤ 11/3. Combining this with the fact that r 1 + r 2 = r + 1, and examining the cases, we see that either r 1 or r 2 must be congruent to 1 modulo 3. Without loss of generality we will assume that r 1 ≡ 1 (mod 3). Since si(M 1 ) ∈ P r 1 this means that si(M 1 ) is obtained by taking the parallel connection of a collection of isomorphic copies of PG (3, 2) . It follows easily from Proposition 2.5 that the parallel connection is an associative operation, and M is the parallel connection of si(M 1 ) and a matroid from P r 2 . Therefore M belongs to P r , a contradiction.
To prove the other direction of the theorem we note that if M ∈ P r for some r ≥ 2 then M is simple and M ∈ EX (M (K 3,3 ) ) by Proposition 6.2. By the first part of the proof any maximum-sized rank-r member of EX (M (K 3,3 ) ) has the same size as M , and therefore M itself is maximumsized. This completes the proof.
Critical exponents
Suppose that M is a loopless GF(q)-representable matroid with rank r. Then M can be considered as a multiset of points in the projective space PG(r − 1, q). A linear functional is a linear function L : PG(r − 1, q) → GF(q). A tuple (L 1 , . . . , L k ) of linear functionals is said to distinguish M if for every element e ∈ E(M ) there is a functional L i such that L i (e) = 0. The critical exponent of M over q is the smallest integer k such that there is a k-tuple of linear functionals that distinguishes M . We use c(M ; q) to denote the critical exponent of M over q.
Equivalently, we can say that c(M ; q) is the smallest integer k such that there is a set of hyperplanes H 1 , . . . , H k in PG(r−1, q) such that H 1 ∩· · ·∩H k contains no points of E(M ). Finding c(M ; q) is known as the critical problem (see Kung [15] for an exposition). It is easy to see that if e is an element of the matroid M , then c(M \e; q) ≤ c(M ; q), for all possible q.
Kung [14] looked at the critical exponent over GF(2) of binary matroids with no M (K 3,3 )-minor. He showed that if M ∈ EX (M (K 3,3 ) ) is simple then c(M ; 2) ≤ 10. In this section we show that in fact c(M ; 2) ≤ 4, and that this bound can not be improved. In particular, we show that if M ∈ EX (M (K 3,3 ) ) is loopless and c(M ; 2) = 4, then M has a 3-connected component isomorphic to PG (3, 2) .
The critical exponent can be expressed in terms of the characteristic polynomial. Suppose that M is a matroid on the ground set E. Then the characteristic polynomial of M , denoted χ(M ; t), is defined by χ(M ; t) = A⊆E (−1) |A| t r(M )−r(A) .
Suppose that M is a loopless GF(q)-representable matroid with rank r. If M is embedded in PG(r − 1, q) then the number of k-tuples of functionals that distinguish M is precisely χ(M ; q k ). Therefore c(M ; q) is the least positive integer k such that χ(M ; q k ) is positive. We note that χ(M ; q k ) ≥ 0 for every GF(q)-representable matroid, and every positive integer k.
The characteristic polynomial of M is an evaluation of the Tutte polynomial. This is the two-variable polynomial defined by Finally we suppose that M is isomorphic to one of the matroids listed in Section 8. It known that every proper minor of PG (3, 2) has critical exponent at most three over GF (2) [15, Section 8.1]. Thus we will suppose that r(M ) ≥ 5. We start by noting that no point of T 12 is contained in the hyperplane defined by As every matroid in Section 8 can be produced from one of PG(3, 2), M a 5,12 , M 5,13 , T 12 , M 6,13 , M 7,15 , M 9,18 , or M 11,21 by deleting elements, the proof is complete.
Next we come to the main result of this section. (3, 2) ; or, (ii) M is not 3-connected, and can be constructed using 1-and 2-sums, starting from matroids, at least one of which is isomorphic to PG(3, 2).
Proof. Suppose that M is a minor-minimal counterexample to the theorem. Lemma 7.1 shows that M cannot be internally 4-connected. Assume that M is not connected, so that (X 1 , X 2 ) is a 1-separation of M . Then M can be expressed as M 1 ⊕ M 2 by Proposition 2.12. We note that both M 1 and M 2 are loopless, and neither has an M (K 3,3 )-minor. It is well known, an M (K 3,3 )-minor. Proposition 2.17 implies that ∆ T (M 1 ) is isomorphic to a minor of M , so M has an M (K 3,3 )-minor. This contradiction completes the proof.
Appendix I: Sporadic matroids
In this appendix we give matrix representations of the 18 sporadic matroids cited in Theorem 1.1. A sporadic matroid M is described by a matrix A such that [I r(M ) |A] represents M over GF(2). C 12 is isomorphic to the matroid produced by deleting a set of three collinear points from PG(3, 2). D 12 is isomorphic to the matroid produced by deleting a set of three non-collinear points from PG(3, 2). 
Appendix II: Computer checks
In this appendix we list all the facts which we have verified using the software package Macek. 
