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Qualitative clinical assessments of the recovery of awareness after severe brain injury 
require an assessor to differentiate purposeful behavior from spontaneous behavior. 
As many such behaviors are minimal and inconsistent, behavioral assessments are 
susceptible to diagnostic errors. Advanced neuroimaging tools can bypass behavioral 
responsiveness and reveal evidence of covert awareness and cognition within the brains 
of some patients, thus providing a means for more accurate diagnoses, more accurate 
prognoses, and, in some instances, facilitated communication. The majority of reports 
to date have employed the neuroimaging methods of functional magnetic resonance 
imaging, positron emission tomography, and electroencephalography (EEG). However, 
each neuroimaging method has its own advantages and disadvantages (e.g., signal 
resolution, accessibility, etc.). Here, we describe a burgeoning technique of non-invasive 
optical neuroimaging—functional near-infrared spectroscopy (fNIRS)—and review its 
potential to address the clinical challenges of prolonged disorders of consciousness. 
We also outline the potential for simultaneous EEG to complement the fNIRS signal and 
suggest the future directions of research that are required in order to realize its clinical 
potential.
Keywords: disorders of consciousness, functional near-infrared spectroscopy, electroencephalography, motor 
imagery, data fusion, brain–computer interface
iNTRODUCTiON
In the UK, every 3 minutes an individual is hospitalized due to a traumatic (e.g., fall, assault, motor 
vehicle accident) or non-traumatic (e.g., stroke, brain hemorrhage, anoxia) brain injury, equating 
to approximately 300,000 admissions per year.1 While many patients experience little or no long-
term effects, a significant number of patients will develop a prolonged disorder of consciousness 
(PDOC), such as a vegetative state or minimally conscious state. Patients in a vegetative state 
[also known as unresponsive wakefulness syndrome (1)] are clinically awake, with eyes open and 
preserved reflexes, yet appear to be unaware of their surroundings or of themselves [for a detailed 
1 https://www.headway.org.uk/about-brain-injury/further-information/statistics/.
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review of the PDOC states, please refer to Ref. (2)]. Patients in 
a minimally conscious state exhibit inconsistent but purpose-
ful evidence of awareness, such as visual pursuit and following 
verbal commands (3).
Partial or full recovery following severe brain injury can in 
many cases involve transitioning between each of these states 
(4). The progression is generally smooth (4) and therefore the 
difficulty lies in accurately determining and diagnosing a patient 
in a single state using qualitative clinical assessment methods. 
The need to accurately detect awareness remains a thorough 
subject of research as misdiagnoses can lead to inappropriate 
healthcare decisions (5). Standardized behavioral assessments 
are the current “gold standard” for detecting signs of awareness 
(6, 7). However, as clinicians must rely on observable behaviors 
to determine a patient’s level of awareness, it is possible that a 
significant proportion of patients can be misdiagnosed if they are 
unable to produce purposeful behaviors due to a motor impair-
ment. Indeed it has been estimated that 15% of patients (8) who 
meet the behavioral gold standard for vegetative state have a 
cognitive-motor dissociation (9) or covert awareness (10) that 
can only be detected with brain imaging.
In the first demonstration of covert command-following, 
Owen et al. asked a patient who fulfilled all clinical criteria for 
a diagnosis of vegetative state to undertake two motor imagery 
tasks in the functional magnetic resonance imaging (fMRI) scan-
ner; the first involved playing a game of tennis and the second, a 
spatial navigation task, involved imagining visiting the rooms of 
her house (11). As is seen in healthy individuals when completing 
the same tasks, significant activity was observed in the patient’s 
supplementary motor area (SMA) while imagining playing ten-
nis, and in the parahippocampal gyrus, the posterior parietal 
cortex, and the lateral premotor cortex (PMC) when imagining 
moving around her house. This brain imaging evidence of the 
patient following the commands indicated that she was aware, 
despite the fact that she was unable to demonstrate it with her 
behavior. Subsequently, by assigning each imagery task to a “yes” 
or “no” communication output, several patients have been able 
to answer a series of questions about themselves and their lives 
(12–15), hinting at the potential for brain–computer interfaces 
(BCIs) and assistive devices for this patient group. Here, a BCI is 
defined using the definition proposed by Wolpaw et al.: a device 
that “provides the brain with a new, non-muscular communica-
tion and control channel” [(16), p. 768]. In this context, a BCI 
serves to directly measure neural activity associated with the 
users’ intent and translate the recorded signals into correspond-
ing control signals for BCI applications.
Despite the success of fMRI in the field of PDOC, the technol-
ogy is limited because many patients’ reduced mobility requires 
them to be transported to advanced facilities that feature such 
equipment. Furthermore, fMRI systems are unsuitable for those 
with metallic implants, are highly sensitive to motion artifacts, 
and require patients to lay supine. A portable, inexpensive, and 
non-magnetic method for measuring the same hemodynamic 
response as measured by fMRI could be used to translate the 
successes of fMRI to the bedside.
The hemodynamic response is a collective term for the 
set of physiological responses that take place during the onset 
of neuronal activations. For example, the blood oxygenation 
level-dependent (BOLD) signal detected in fMRI systems are 
sensitive to changes in cerebral blood flow, cerebral metabolic 
rate of oxygen and cerebral blood volume (17). Increases in these 
elements during neural activation result in slight increases in the 
local magnetic resonance signal and thus small changes in the 
BOLD signal that can be detected by fMRI.
Functional near-infrared spectroscopy (fNIRS) is an alter-
native method to fMRI that similarly measures BOLD-like 
hemodynamic responses (18, 19). Furthermore, this method is 
portable, inexpensive, fast, non-invasive and has limited con-
traindications (18, 20, 21). Nevertheless, without sophisticated 
hardware and signal processing techniques, the technology offers 
significantly reduced spatial resolution, due to the diffuse nature 
of light propagation in tissue. fNIRS devices detect changes in 
the concentration of oxygenated ([HbO]) and deoxygenated 
([HbR]) hemoglobin molecules in the blood. fNIRS, like fMRI, 
is an “indirect” neuroimaging tool in the sense that it monitors 
hemodynamic responses to neural activations on the basis that 
neural activations are tightly coupled to vascular processes; 
a process known as neurovascular coupling. Based on these 
properties, fNIRS has been shown to have a broad spectrum of 
uses including studies of vision (20), hearing (22), speech (23), 
learning (24), emotion (25), and pain (26), and as such, recently 
has also begun demonstrating its use within the field of PDOC 
(27–29). Furthermore, as a component of neurovascular coupling 
relies on end to end asynchronous electrical signaling to drive 
neural activations, there is growing interest in simultaneous 
electroencephalography (EEG)-fNIRS—both of which share 
similar advantageous properties (e.g., portability, inexpensive, 
and non-invasive) (27).
In this review, we provide a basic overview of fNIRS and its 
instrumentation [for an in-depth review, please refer to Ref. (30)], 
followed by discussions of its use within the field of PDOC. We 
explore the current paradigms used to detect awareness and 
demonstrate how fNIRS both independently and when simulta-
neously combined with EEG can accurately monitor changes in 
neural activity. Next, we explore recent advances to improve the 
spatial resolution of the signal and methods to advance analysis 
of the hemodynamic response. Finally, we discuss the potential of 
fNIRS as a BCI to aid in communication and to improve accuracy 
of clinical diagnoses.
PRiNCiPLeS AND fNiRS 
iNSTRUMeNTATiON
Spectroscopy is based on the study of light signals. In the near-
infrared (NIR) range of light, with wavelengths between ~600 
and 900  nm, biological tissues are effectively transparent. The 
low molar absorptivity of lipids and water in this region enables 
light to effectively penetrate and be maximally absorbed by oxy-
genated (HbO) and deoxygenated (HbR) hemoglobin (31, 32). 
These primary light-absorbing compounds in tissue in the NIR 
range are called chromophores (31). Optical neuroimaging using 
fNIRS typically requires the use of a set of light-emitting diodes 
(light sources) on the scalp, and an equal or larger set of detectors, 
FigURe 1 | Banana shape profiles of the sampled functional near-infrared spectroscopy signal at multiple source-detector distances. A single source and detector 
constitute the simplest NIRS channel. Depending on the source-detector separation distance, and the subjects’ skull and scalp thicknesses, the light may or may 
not sufficiently penetrate the superficial layers to sample the deeper layers. A separation of 3 cm is commonly used, however, increasing this to 4 cm can increase 
the penetration depth of the light sampled tissues. Short separation channels are located within 1 cm of the source and can provide physiological (noise) data within 
the superficial layers. This activity can then be regressed from the long separation channel, resulting in a signal corresponding to activity solely within deep brain 
tissues. Figure adapted from Ref. (34). No permissions were required.
FigURe 2 | Light propagation paths through a medium. Depending on the 
wavelength of the emitted light, photons may either be absorbed by the 
medium, scatter to the extent that they are no longer detectable, scatter and 
yet be detected, or travel through the scattering medium in a straight-line 
(ballistic photon). For functional near-infrared spectroscopy devices, ballistic 
photon paths are highly unlikely to occur due to source and detectors being 
positioned on the surface of the head, and the light propagating directly into 
the brain. Figure adapted from Ref. (35). No permissions were required.
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depending on the number of source-detector channels required. 
NIR light of wavelengths specific to each biological chromophore 
will be absorbed primarily by that chromophore (HbO, HbR, and 
cytochrome c-oxidase). Scattered light then follows a trajectory 
back toward the surface of the scalp, in a characteristic “banana” 
shape, where it is captured and recorded by, for example, photo-
detectors (Figure 1) (33).
Absorption and scattering are the two main attenuating interac-
tions that take place between light and tissue (Figure 2). As light 
from a source penetrates through the layers of the head, specific 
wavelengths will be absorbed by the absorbing (chromophore) 
components within the different media. The photons that reach 
the detector on the scalp are primarily those that have scattered 
within the medium, and therefore have traveled a greater distance 
than the geometrical (straight-line) distance between the light 
source and detector. The measured intensity at multiple wave-
lengths is then used to separate the absorption due to different 
chromophores. Due to the scattering properties of light on route 
to the detector, the fNIRS signal has limited spatial resolution 
of the underlying chromophore concentrations with respect to 
its location in the head, but contains rich contrast (i.e., a small 
change in attenuation change will result in a large measured 
intensity change).
The depth within the skull that can be studied using fNIRS is 
largely dependent on the inter-optode distance or source-detector 
separation distance as it is also referred. As a general approxima-
tion, the penetration depth achievable is approximately a third to 
half the source-detector separation distance (21, 36). At greater 
source-detector separation distances, deeper penetration of 
light is achieved at the cost of poorly resolved images due to less 
light being captured by the detector (Figure 1). Diffuse optical 
tomography can improve this resolution by employing a large 
number of over-lapping measurements, each generating their 
own banana-like trajectory. Combining these signals allows a 
deeper three-dimensional reconstruction of the hemodynamic 
signals from the brain (37).
Hemodynamic signal integrity can be readily compromised 
by the effect of superficial layers on the detected signal. These 
4Rupawala et al. fNIRS for Disorders of Consciousness
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layers of tissue are assumed to have a constant attenuation effect 
on the light signal; however, there is a slight effect due to extrac-
erebral signal components (38). The attenuating layers in the head 
include the skin, scalp, skull, cerebrospinal fluid, gray matter and 
white matter, in addition to the chromophores within the blood. 
Of these however, the scalp and skull have been shown to be most 
significant (39). Traditionally, it was assumed that hemodynamic 
changes in the overlying tissue layers were uncorrelated with the 
changes in brain function. However, research has shown that the 
systemic physiological signals from superficial layers can expo-
nentially decay the light from the emitter (40); that is to say that 
NIRS measurements are inherently most sensitive (have largest 
magnitude) to tissue nearest the source and detector (40). Major 
contributors of physiological interference include heartbeat 
(1–1.5  Hz) (41), respiration (0.2–0.5  Hz) (42), low-frequency 
oscillations including Mayer waves (~0.1  Hz) (43), and task-
related changes in systemic physiology (44).
The mean scalp plus skull thickness in an adult human is typi-
cally 10–18 mm [average modeled values of ~7 mm for scalp and 
~6 mm for skull as reported by Ref. (39)]. Okada and Delpy showed 
that increasing the skull thickness from 4 to 10 mm would result 
in an 80% loss in NIR signal intensity (45). In contrast, Strangman 
et al. argued that the scalp consistently had a greater influence on 
NIRS brain sensitivity than skull (39). In addition, they looked at 
how source-detector separations could overcome this and found 
that as separations increased above 20 mm (mean sensitivity of 
0.06), the effect of the superficial layers became less influential, 
with near-maximal sensitivity to brain tissue being achieved at 
or above 45 mm (mean sensitivity of 0.19) (39). Other methods 
of effectively detecting absorption changes from deep brain tis-
sues while keeping a normal source-detector separation distance 
(e.g., 45 mm) include the use of independent component analysis 
(ICA) (46), principle component analysis (47), and model-based 
analysis such as the general linear model (GLM) (48).
With multiple-distance optodes (i.e., a short separation chan-
nel and long separation channel), some groups have shown this 
method to advance a GLM approach in eliminating superficial 
effects (49–51). In this approach, short separation detectors that 
are located in the activation area but have shorter source-detector 
separation distances (<10 mm) are more sensitive to activity in 
the superficial layers, whereas the signal received at the long 
separation detectors are sensitive to both the brain and superficial 
layers (Figure 1). Regressing out the short separation signal from 
the long separation signal effectively filters out the superficial 
component [see (44) for more information about how the data 
from the short separation channel is regressed from that of the 
long separation channel]. Other approaches to improve deep 
tissue spatial resolution with multiple-distance probes include 
the use of multi-distance probes along with ICA (52), and diffuse 
optical tomography (53). Alternatively, low processing options to 
eliminate physiological signals include low-pass filtering (only to 
eliminate cardiac oscillations) (54) and wavelet filtering (55).
According to a recent investigation by Pfeifer et al., the lack of 
a standardized signal processing method or guideline for fNIRS 
data is likely to cause novice users to employ data analysis tools 
provided by commercial companies (i.e., a “black box”) which are 
unlikely to take into account the parameters of the study (56) and 
may increase false positives or false negatives in the final published 
results (57). Indeed, Pfeifer et al. demonstrated statistical discrep-
ancies between a “black box” signal processing stream, and that of 
a relatively simple self-implemented signal processing stream that 
involved motion artifact removal and band-pass filtering of [HbO] 
and [HbR] data (56). With increasingly widespread use of NIRS 
devices across biomedical research, the field will clearly ben-
efit from standardization, as adopted in much of fMRI research 
(e.g., FMRIB Software Library and Statistical Parametric Mapping) 
(58–63). Furthermore, when using signal processing methods as 
provided by manufactures, it is paramount that the research team 
have an advanced understanding of every step to ensure that the 
data and conclusions are reliable and interpretable.
The three types of systems that are primarily used for NIR 
imaging are continuous wave (Figure  3A), frequency domain 
(Figure  3B) and time domain/resolved (Figure  3C). Of these, 
continuous wave devices are the most common instruments for 
measuring the fNIRS signal. These devices emit light at a constant 
intensity and measure changes in the intensity of the re-emerging 
(i.e., diffusely reflected) light, having passed through the tissues. 
To quantify chromophore concentrations from the recorded light 
intensities requires modeling of the medium through which the 
light has propagated. The earliest model is the Beer–Lambert law, 
proposed following work by the French mathematician Bouguer 
in the 1700s (please refer to discussions and citations in (64)). 
This type of spectroscopy represents a linear relationship between 
absorbance and concentration of an absorbing species, and as 
such has been widely used in colorimetric analysis, with similar 
principles applied to biological tissue. Biological tissue, such as the 
brain, is a highly scattering environment. To account for such scat-
tering of light, Delpy et al. developed the modified Beer–Lambert 
law (65, 66). This has been used widely in continuous wave devices 
as a means to derive concentration changes of each chromophore 
(HbO, HbR, and total hemoglobin, HbT). In order to gain absolute 
concentration values, as opposed to the changes in concentration 
of each chromophore, other methods of chromophore estimation 
include spatially resolved spectroscopy (67, 68), time-resolved 
spectroscopy (69), and phase-resolved spectroscopy (70) systems. 
The output values of these systems can be seen as approximations 
as several assumptions are used to determine the optical proper-
ties of the tissues (i.e., light scattering and absorption coefficients).
In addition to continuous wave measurements, two other 
diffuse optical measurements that have been developed include 
frequency domain and time domain fNIRS. In the former, light 
sources emit light continuously, like continuous wave-fNIRS; 
however, the amplitude is modulated at frequencies in the MHz 
range. The absorption and scattering properties of tissues are then 
obtained by recording the amplitude decay and phase shift (delay) 
of the detected signal with respect to the incident beam (43). In 
time-resolved fNIRS, short (picosecond) incident light pulses are 
introduced into tissues and as they penetrate through the various 
layers (i.e., skin, skull, cerebrospinal fluid, and brain) the signal 
is broadened and attenuated. As the photons leave the tissue, the 
recorded temporal distribution by the time domain system, and 
the shape of this distribution, provides information about tissue 
absorption and scattering. Advantages and disadvantages of these 
three systems are summarized in Table 1. From Table 1, we can 
FigURe 3 | Illustration of three different functional near-infrared spectroscopy techniques. The simplest and most commonly used method is continuous wave 
near-infrared imaging (top) (A), which measures changes in light intensity having passed through the tissue. Two other methods—frequency domain (bottom left)  
(B) and time domain (bottom right) (C)—are variations of this and provide increased information content (see text for further details). I0: incident light signal, I: 
detected light signal and ∅: phase shift. Figure adapted from Ref. (71). No permissions were required.
TABLe 1 | Advantages and disadvantages of the three commonly used functional near-infrared spectroscopy techniques.
Measurement type Advantages Disadvantages Reference
Continuous wave  ▪ High sampling rate
 ▪ Can be miniaturized—ease in portability
 ▪ Simple to use
 ▪ Low cost
 ▪ Low penetration depth—increased sensitivity to superficial layers
 ▪ Difficult to separate absorption and scattering
(71, 72)
Frequency domain  ▪ High sampling rate
 ▪ Relatively accurate separation of absorption and scattering
 ▪ Moderate penetration depth—sensitive to superficial layers (73, 74)
Time domain  ▪ High spatial resolution
 ▪ High penetration depth—mean time-of-flight and variance 
values can separate brain tissue from superficial layers
 ▪ Most accurate separation of absorption and scattering
 ▪ Low sampling rate—greater loss of photons
 ▪ Instrument size/weight is larger
 ▪ Stabilization/cooling required
 ▪ Costlier system as most advanced
 ▪ Can be more susceptible to noise—can impact the usefulness of 
studying variance values
(75, 76)
Table adapted from Ref. (21).
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see that while continuous wave fNIRS devices offer a cheap and 
portable method of rapidly capturing brain hemodynamic activity, 
their simplicity limits the spatial resolution and the penetration 
depth that can be achieved in comparison with frequency- and 
time-domain fNIRS systems.
MOTOR iMAgeRY PARADigMS  
wiTH fNiRS
Motor imagery is the imagined movement of the body while 
keeping the muscles still. Motor imagery tasks can provide prox-
ies of command-following for those patients who may be aware 
but unable to produce purposeful overt behaviors. However, 
motor imagery-BOLD activation is not always detectable in all 
participants; indeed, Fernández-Espejo et al. found no appropri-
ate activation in 20% of healthy participants in one study (77).
A variety of motor imagery paradigms have been examined for 
use with fNIRS (Table 2), the majority of which require activation 
of the hand and foot areas of the cortical homunculus. Motor 
imagery tasks can be divided into visual and kinesthetic tasks. In 
the former, the participant visualizes the movement while in the 
latter the participant imagines the feelings and sensations pro-
duced by the movement. Kinesthetic motor imagery is more often 
used as it has been shown to recruit more of the cortical motor 
system (78). Coyle et al. used a continuous wave-fNIRS system 
to demonstrate that when three healthy participants imagined 
squeezing a ball, their [HbO] increased reliably above that from 
rest in the C3 and C4 regions of the motor cortex (based on the 
EEG international 10-20 system), regions predominantly associ-
ated with hand movements (79). Interestingly, after averaging 
each participants’ data over 20 trials, hemodynamics following 
motor imagery activation could be prominently distinguished by 
TABLe 2 | Comprehensive list of functional near-infrared spectroscopy motor 
imagery studies, including those that have also been applied within a brain–
computer interface (BCI) setting.
Measurement type Channel 
density
wavelengths 
(nm)
Reference
Motor 
imagery
Time domain 4 760, 830 (80, 82)
Continuous wave 18 760, 850 (83)
Continuous wave 24 695, 830 (84)
Continuous wave 24 695, 830 (85)
Continuous wave 48 695, 830 (86)
Motor 
imagery-BCI
Time domain 4 760, 830 (87)a
Frequency domain 8 690, 830 (88)
Continuous wave 2 760, 880 (79)
Continuous wave 4 760, 870 (89, 90)
Continuous wave 16 760, 850 (27)a
Continuous wave 20 780, 805, 830 (91)
Continuous wave 24 695, 830 (92)
Continuous wave 24 695, 830 (93)
Continuous wave 24 695, 830 (92)
Continuous wave 24 695, 830 (94)
Continuous wave 24 695, 830 (95, 96)
Continuous wave 24 760, 830 (97)
Continuous wave 24 760, 850 (98)
Continuous wave 24 780, 805, 830 (99)
Continuous wave 31, 14 780, 805, 830 (100)
Continuous wave 34 760, 830 (101)
Continuous wave 40 760, 830 (102)
Continuous wave 45 780, 805, 830 (103)
Continuous wave 48 780, 805, 830 (104)
Continuous wave 50 780, 805, 830 (105)
Continuous wave 50 780, 805, 830 (106, 107)
Continuous wave 52 695, 830 (108)
Continuous wave 52 780, 830 (109)
Unknown 1 700, 880 (110)
Unknown 24 740, 808, 850 (111)
Included are the types of measurements being recorded, channel density, and the 
types of wavelengths being operated.
aIndicates studies that have been conducted on patients with prolonged disorder of 
consciousness or locked-in-syndrome (please refer to Table 3).
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by others (87% accuracy achieved when distinguishing between 
imagined right-wrist and left-wrist flexion) (91, 101).
To add to the hand tapping motor imagery paradigm, recently 
there has been significant interest in separating left and right foot 
tapping’s using fNIRS. When using a four-class motor imagery 
paradigm (left/right foot/hand) in a BCI setting, Batula et  al. 
achieved an average classification accuracy of approximately 
46% over three participants (chance =  25%; two participants 
had a classification accuracy over 50%) (93). Nevertheless, the 
authors suggested that improved performance could be achieved 
by utilizing more informative features or classifiers through a 
more detailed inspection of the activation patterns, or a better 
selection of motor tasks. However, from their confusion matrix, 
it can be seen that right foot was most frequently misclassified. 
This is not surprising as distinguishing between left and right foot 
using fNIRS is challenging as the foot motor areas are near or 
within the longitudinal fissure between brain hemispheres (112). 
Nevertheless, improvements to classification accuracies could be 
achieved by using a single “feet” or leg motor imagery task (113), 
or by providing feedback training to strengthen the participants 
motor imagery abilities (114).
Many of the NIRS systems currently employed in motor 
imagery research are continuous wave (Table 2), and so require 
extensive montage (source and detector layout) development and 
data processing. However, time domain-NIRS devices have the 
potential to enhance depth sensitivity as they record the arrival 
times of individual photons to build a distribution of times of 
flight (115, 116). Early work by Abdalmalak et  al. assessed the 
feasibility of time domain fNIRS to detect brain activity during 
motor imagery (80). Seven participants performed tennis-playing 
imagery of which four showed prominent activity in either the 
PMC alone or PMC and SMA, as detected by fMRI. During the 
task, increases in blood flow and volume in the PMC and/or 
SMA led to an increase in light absorption, and thus a decrease 
in the number of photons, N, reaching the detector and their 
mean time-of-flight, <t>. These changes in N and <t> precisely 
occurred during the onset of motor imagery and not during rest 
for the four participants that likewise showed fMRI activity. On 
a small scale, this study demonstrated good agreement between 
both imaging modalities, strengthening the argument for the use 
of fNIRS in motor imagery. However, in three of the seven healthy 
participants, who were demonstrably aware, no activity was 
detected by either imaging modality. While no method will be 
perfectly sensitive (77), it is clear that considerably greater levels 
of sensitivity are required before this method may be used clini-
cally. Therefore, the same authors tested 15 healthy participants 
with the same tennis-playing imagery task and instead evaluated 
the mean and variance, which have greater depth sensitivity, and 
report sensitivity values between 86 and 93% in the SMA and 
PMC, the highest being for <t> as the data are less influenced 
by noise (82). Furthermore, of the 15 participants that took 
part in the study, 93% generated responses that were detectable 
by fMRI and 87% by fNIRS, a considerable improvement over 
their earlier work (80) and a clear demonstration of the power 
of advances in physical and computational methods to improve 
detection of clinically meaningful information from fNIRS 
signals. These promising results also confirm that time domain 
eye from that of baseline prior to signal processing. Although 
this may indicate that such experimental paradigms can generate 
profound neuroactivational changes, it is important to note that 
their findings were based off a small cohort of three participants. 
Nevertheless, the authors were further able to show that, by solely 
studying HbO changes, motor imagery could be used to correctly 
classify a user’s intent ~80% of the time. Other types of motor 
imagery paradigms that have established significant hemody-
namic signal changes with fNIRS include tennis arm-swinging 
motion (80) and a finger tapping sequence (81).
Aside from these, of popular interest with fNIRS is the ability 
to differentiate activations from left- and right-hand movements 
whether that be tapping, gripping or flexing of the wrist. Sitaram 
et al. reported that fNIRS recordings of motor imagery for left- and 
right-hand tapping were similar to motor execution recordings, 
but smaller in magnitude (91). Nevertheless, from the data it was 
clear that the hemodynamic responses for left-hand and right-
hand motor imagery had distinct patterns that could be used by 
a classifier to discriminate between the two classes. As such, the 
researchers of this study were able to achieve approximately 89% 
accuracy using their classifier, with similar results being achieved 
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fNIRS is an alternative means of reducing scalp contamination 
and for enhancing the sensitivity to brain activity, and thus may 
be a well-suited tool for use on patients with PDOC. To the best 
of our knowledge, time domain fNIRS data have not yet been 
reported in patients with PDOC.
Research in patients with PDOC has, however, been accom-
plished using other fNIRS devices. Molteni et al. detected residual 
functional activity in two minimally conscious state patients 
using a commercially available NIRS device (although undefined 
in the manuscript) and a protocol that involved somatosensory, 
passive movement, and active movement stimulations (28). While 
somatosensory stimulation (using a vibrating pillow) elicited a 
weak response over the somatosensory cortex, passive movement 
stimulation (hand movement with the assistance of the experi-
menter) generated clearer hemodynamic responses (increase in 
HbO, decrease in HbR). Active movement tasks (self-performed 
hand opening and closing) generated the weakest hemodynamic 
response in the hand region of M1 in both patients; however, this 
was expected as the patients were unable to move their hands 
autonomously and showed no signs of engagement with the task. 
Furthermore, their T1-weighted MRI brain scans indicated the 
presence of severe atrophy that could have allowed for fluid accu-
mulation. An excess in cerebrospinal fluid would have increased 
the attenuation of the NIRS signal (see earlier discussions) thereby 
reducing the chance of a measurable response to the task. Overall, 
as a primary study, the authors were able to show that residual 
brain activity can be detected in patients with PDOC using fNIRS 
and favors the use of motor imagery as a means of overcoming the 
need for patients to execute movements, which may not always 
be possible.
In a study by Kempny et al., 16 patients (11 in a minimally con-
scious state and 5 in a vegetative state) performed a kinesthetic 
motor imagery task of squeezing a ball with their right-hand 
whilst being evaluated with continuous wave-fNIRS (27). In 
addition, healthy participants were asked to physically perform 
and kinesthetically imagine the same task in order to obtain 
patterns that could be used to validate responses in patients 
with PDOC. A typical fNIRS response to movement and motor 
imagery is an increase in the [HbO] accompanied by a less 
pronounced decrease in the [HbR] (117, 118). However, the 
groups in this study exhibited two types of responses during 
motor imagery; the typical responses and an inverted response 
(decrease in [HbO] and an increase in [HbR]). Furthermore, 
minimally conscious patients, in comparison with those in a 
vegetative state, more often exhibited a hemodynamic response 
that was similar to that of healthy participants. Fluctuations in 
hemodynamic patterns have been shown to depend on the loca-
tion of the probe and the difficulty of the task (106), highlight-
ing the importance of normative data from healthy individuals 
against which to compare a given patient’s response. Kempny 
et al. further identified that the greatest reduction in [HbO] was 
found on the right hemisphere of the head across all three groups 
during motor imagery (27). Regions of hemodynamic activation 
were in line with previous studies (118, 119), with greater activa-
tion observed on the ipsilateral side [see (95) for similar results]. 
While this may seem unusual as one would expect primarily 
activation of the contralateral areas during hand motor imagery, 
Batula et  al. demonstrated that this is not always the case, in 
particular when the left-hand is involved, which generated a 
more bilateral activational pattern during motor imagery (95), 
a pattern confirmed by fMRI (120, 121).
The above studies demonstrate the feasibility of fNIRS in the 
field of PDOC. However, there is much to do to ensure that the 
signals measured are sufficiently reliable and interpretable for 
use in clinical contexts. Below we suggest one potential means of 
achieving that goal.
SiMULTANeOUS eeg-fNiRS
One means of improving the sensitivity of fNIRS, while maintain-
ing portability, is to combine it with simultaneously acquired EEG. 
During neural activity, glucose and oxygen are rapidly consumed 
from the local capillary bed. This reduction in metabolites stimu-
lates the brain to increase local cerebral blood flow and cerebral 
blood volume. A number of models have been proposed that both 
physiologically and mathematically demonstrate the association 
between electrical and hemodynamic responses (122, 123), 
strengthening the existence of neurovascular coupling. This has 
led some to even study the phenomenon at the bedside, highlight-
ing the delay in the vascular response in comparison to neural 
activation during stimulus onset (124). As such, this reinforces 
the argument for the simultaneous use of fNIRS along with an 
electrophysiological method to better understand the underlying 
brain activity in patients with PDOC.
During neural activity, summation of ionic fluxes across 
large numbers of synchronously activated neurons (dipoles) 
can cause changes in electric fields that can be measured 
directly using EEG with high temporal resolution (millisecond 
timeframe). EEG passively measures scalp surface potentials 
and has been widely explored for identifying covertly aware 
patients (125) and monitoring rehabilitation success (126) 
within the field of PDOC [for a detailed overview of EEG, see 
Ref. (127)]. EEG shares many advantageous properties with 
fNIRS including its portability, low cost and non-invasiveness. 
Nevertheless, EEG is prone to blink artifacts, which can be 
readily eliminated with the use of computational tools such as 
ICA (128). Alternatively, and depending on the outcomes of the 
study, participants could close their eyes; however, this can cor-
rupt task-related signatures with physiological noise (129, 130). 
For example, Verleger reported that refraining from blinking 
lowered the amplitude of the characteristic P3 peak (a positive-
going component of an EEG signal) during an auditory task 
(130). In addition to ocular movements, the spatial resolution 
of EEG can be relatively poor. This is due to the spatial smearing 
of the EEG signal, through a process known as volume conduc-
tion (131), as each dipole exerts influence in nearly all direc-
tions and not just on the scalp immediately above the dipole. 
Computational tools, such as the use of spatial filters [e.g., the 
surface Laplacian (132)], offer a solution to improve the spatial 
resolution of the dataset. However, this can be further enhanced 
when EEG is used simultaneously with fNIRS, because the 
improved spatial resolution offered by fNIRS can provide some 
degree of information regarding the active source’s location, 
thus complementing EEG findings.
FigURe 4 | Schematic representation of a combined optode-electrode head 
probe. The electroencephalography (EEG) international 10-20 positioning 
system is used to form the base for 64 EEG electrodes. NIRS sources and 
detectors are then placed in close proximity to these electrodes to form 
corresponding channels of different lengths. An increase in the number of 
sources and detectors used results in an increase in channel complexity and 
an overall improvement in the resolution of the sampled tissue. Figure 
adapted from Ref. (100). No permissions were required.
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Demonstrating the link between brain hemodynamics and 
electrophysiology, Zama and Shimada reported a strong correla-
tion in healthy individuals between the magnitudes of the change 
in HbO in contralateral PMC and the EEG-detected readiness 
potential approximately 1,000 ms before movement onset (133). 
As both electrical and optical tools measure different aspects of 
brain activity and do not interfere with one another, there is also 
potential that simultaneously acquired EEG and NIRS data will 
contain complementary information about brain activity and/
or neurovascular function that cannot be observed when using 
these systems independently.
While EEG electrode positioning is commonly based on 
the International 10-20 and 10-10 positioning systems, there is 
no accepted standard for NIRS optode placement on the scalp, 
although attempts have been made to match the International 
10-20 system used in EEG (134). Low electrical impedance is 
desired for high-quality EEG because neural signals are small 
(microvolts) relative to background noise (135). This is achieved 
by using electrode pastes and gels. Improving optical coupling 
for fNIRS devices is achieved by increasing the efficiency of light 
transmission between the optode and the head. Light can be lost 
both at the source and the detector if air gaps are introduced (136); 
however, this loss can be minimized if optodes are positioned 
in direct contact with the scalp surface. During simultaneous 
use, electrode gels and pastes on the scalp for EEG recording 
can negatively impact the transmission of light for fNIRS. 
Giacometti and Diamond designed an EEG-fNIRS head probe 
that linked NIRS channels through EEG electrodes (137). Their 
head probe can stretch to fit a wide range of head sizes and 
account for head shape variability while maintaining contact 
pressure on the scalp. Furthermore, relative to other commercial 
products, their head probe was found to have improved accuracy 
(i.e., the sensor is placed on the location where it corresponds 
with the EEG 10-10 standardized system, 83.2%) and precision 
(i.e., the sensor is placed on the same location on a particular head 
every time, 39.5%). This design is, however, limited by the number 
of combined optode-electrodes that can be positioned on the scalp 
(Figure 4). Cooper et al. designed an integrated opto-electrode 
probe that housed both an EEG electrode and an optical fiber 
bundle (138). With this device, they observed a hemodynamic 
response during a finger-to-thumb opposition task alongside an 
EEG readiness potential. Open-source and commercial hardware 
is therefore available to promote research into simultaneous EEG-
fNIRS for detection of covert consciousness and cognition.
Simultaneous eeg-fNiRS in BCi 
Applications
The majority of EEG-fNIRS studies have been within the field 
of BCIs. BCIs are used for several applications including spell-
ing devices, environmental control, navigation in virtual reality, 
simple computer games, cursor control applications, and control 
of prostheses and robotic arms (139–142). The most commonly 
studied signals in BCI are those of EEG. Neuronal oscillations 
observed in EEG are categorized into five specific frequency 
bands: delta, <4 Hz; theta, 4–7 Hz; alpha, 8–12 Hz [also known 
as mu activity when recorded from sensorimotor areas (143)]; 
beta, 12–30 Hz, and gamma >30 Hz. A decrease in oscillatory 
activity in a specific frequency band is known as an event-related 
desynchronization, whereas a corresponding increase is called an 
event-related synchronization. Event-related desynchronization/
synchronization patterns are produced in motor imagery as a 
result of mu and beta frequency band activity within the EEG 
signal (144). There have been several applications of EEG-based 
BCI in the field of PDOC, rehabilitation, and for other condi-
tions resulting from a traumatic brain injury or motor impairing 
disease [for a detailed list of references, please refer to Ref. (145)].
In fNIRS BCI, features for classification are mostly extracted 
from hemodynamic signals (HbO, HbR, and HbT), such as 
peak amplitude, mean value, variance, slope, skewness, kurtosis, 
wavelet transform, and those from genetic algorithms (146). 
A combination of these then makes a training set that are used 
to train a classifier (supervised learning) before applying a test 
data set for it to detect brain-signal patterns (147). For a two-
class problem (i.e., left- and right-hand imagery) support vector 
machines (SVM) are greatly favored, as they attempt to maximize 
the distance between the separating hyperplane and the near-
est training points—or so-called support vectors (146). Other 
classifiers include linear discriminant analysis (LDA), artificial 
neural networks, and hidden Markov models (148). The classified 
signals are then sent to an external device to generate the desired 
response. In neurofeedback tasks, the response is a display of the 
accuracy of the users’ intent, based on their brain activity allow-
ing self-regulation of brain functions.
There has been a growing interest for the use of fNIRS BCI 
as a communications device for patients in a locked-in state. 
Locked-in-syndrome (LIS) is a condition in which patients are 
aware but have limited or no means to move or communicate 
(149). As a result, they share similar challenges as those diag-
nosed with PDOC (i.e., patients in an early minimally conscious 
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state are clinically aware but can lack the mobility to respond to 
commands). Naito et al. examined the ability of patients with 
LIS to communicate “yes” or “no” answers to several questions 
through either performing a mental calculation or by men-
tally singing (assigned “yes”), or by staying mentally relaxed 
(assigned “no”) (150). Frontal lobe activity was measured using 
a self-devised continuous wave-NIRS device, and the extracted 
amplitude and phase data were used in a discriminant analysis 
to classify the patients’ response. Of the 17 patients with LIS 
participating in the study, only 40% (i.e., n = 7) had significantly 
differentiating responses. From these seven patients, the aver-
age rate of correct detection of their intention was 80%. The 
limited applicability of this BCI in patients with LIS can be 
accounted for by the lack of specificity of optode placement, 
as well as the partial filtering applied to the dataset. A low pass 
filter with a cutoff frequency of 0.1 Hz was applied, and hence 
this may not have completely eliminated Mayer waves, which 
are known to readily corrupt the NIRS signal when sampled 
from the superficial layers (110).
Functional near-infrared spectroscopy is a relatively novel 
technique in the field of motor imagery-based BCIs, with EEG 
still viewed by many as the gold standard. Table 2 displays a list 
of several fNIRS motor imagery studies, with the majority being 
extended for use in BCI research. On the whole, there is wide-
spread use of continuous wave-fNIRS devices as these low-cost 
instruments are relatively easy to set up and use. The number of 
channels used for a study ranges between 1 and 52; however, this is 
dependent on the number of sources and detectors available for a 
particular device and the region of the head it is required to cover. 
Furthermore, those studies using less than 24 channels have gen-
erally been experimental for example to test novel probe or sensor 
designs. With respect to the type of wavelengths used, these range 
between 695 and 850 nm, all of which are within the acceptable 
limits to measure changes in the biological chromophores. More 
complex and costlier instruments such as time domain (see sec-
tion 3) and frequency domain fNIRS have had far less use within 
this research community. Koo et al. demonstrated the reliability 
of a hybrid (fNIRS and EEG) self-paced motor imagery-based 
BCI using a frequency domain NIRS system (88). Here, self-
paced motor imagery is where the onset of motor imagery is not 
known, and neither are the brain signals corresponding to the 
detected motor imagery (in cue-based motor imagery, the start 
or cue of the motor imagery is known, hence a BCI system can 
recognize the motor imagery from the participants brain signals). 
While a frequency domain system was used for the study, which 
aided in the hybrid BCI achieving true positive rates of 88% 
(i.e., the BCI well recognized the intentions of the participants), it 
was clear that no phase data was extracted and analyzed, and thus 
the instrument was analyzed as if it were a continuous wave sys-
tem. The majority of work using frequency domain systems has 
not yet extended beyond motor execution studies (i.e., tapping 
tasks), with those using the device either evaluating both time-
domain and frequency domain (phase) parameters (151), or fast 
optical signals (152, 153) [see Ref. (73, 154) for more information 
regarding fast optical signals and event-related optical signals].
Several research groups have opted for a hybrid BCI approach 
whereby NIRS features are used to support and complement 
EEG-based BCI. Fazli et  al. conducted motor execution and 
EEG-based, visual feedback controlled motor imagery tasks on 
14 healthy right-handed volunteers, requiring them to perform 
left- and right-hand gripping (98). Twenty-four fNIRS channels 
(8 sources and 16 detectors) and 37 EEG electrodes were used 
for data acquisition. The NIRS data were then low pass filtered 
(0.2 Hz) and baseline corrected before using the modified Beer–
Lambert law to calculate concentration changes of hemoglobin. 
Time-averaged concentration changes (HbO and HbR), using a 
sliding window, were then used as features for LDA classifica-
tion. EEG band-pass filtered coefficients in the alpha and beta 
bands were spatially filtered using a method known as common 
spatial patterns (155) before the LDA classifier was computed. 
The LDA results from EEG, [HbO], [HbR], and combinations 
of all three were fed into a meta-classifier before testing. On 
average for motor imagery, combining EEG with either [HbO], 
[HbR], or both, had a classification accuracy of approximately 
82%, statistically significant than the accuracies of the individual 
methods (EEG: ~78%, HbO: ~72%, HbR: 65%). However, it 
has recently been shown that both age and feedback can affect 
motor imagery patterns during simultaneous EEG-fNIRS data 
acquisition (83).
Use of a large number of fNIRS channels and/or EEG 
electrodes during simultaneous EEG-fNIRS acquisition can in 
some cases be suboptimal due to the high dimensionality of the 
data and the associated computational costs during classifica-
tion. One approach to dimensionality reduction is the widely 
used EEG spatial filtering method of common spatial patterns. 
Importantly, applying this method to fNIRS data will align the 
EEG and fNIRS processing streams, allowing for more meaning-
ful comparisons across modalities while improving classification 
accuracies when used simultaneously in BCI applications. The 
common spatial patterns method in multichannel EEG (155) 
efficiently reduces the number of features for classification to 
those that have highly discriminative properties between tasks. 
Conversely, in fNIRS, the majority of published studies have 
employed channel-wise HbO and HbR as features for classifica-
tion (89, 102). This high feature dimension space requires more 
trials and a longer training time to train the classifier—first 
introduced by Bellman as the “curse of dimensionality” (156). 
Furthermore, a high feature dimension may increase the com-
plexity and instability of the classifier. Zhang et al. evaluated a 
common spatial patterns algorithm on multichannel fNIRS data 
and found significant improvement in classification accuracy in 
both motor execution and motor imagery tasks relative to a con-
ventional high dimension feature space (average accuracy with 
180 feature dimensions—54%, average accuracy with 18 feature 
dimensions derived from common spatial patterns—74%) (111). 
A benefit of high density EEG is that the whole head coverage 
allows the researcher to confirm the physiological plausibility of 
the spatial pattern maps associated with each task—i.e., is the 
activity restricted to electrodes over contralateral sensorimotor 
cortices for hand imagery? The fNIRS probes used in the work 
by Zhang et  al. were positioned over the motor cortex as this 
region is primarily activated during a hand tapping task (111). 
While focusing on a small area of the scalp is beneficial from 
the perspective of statistical multiple-comparisons and data 
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dimensionality, it is not possible to ensure that the recorded 
hemodynamic changes are physiologically plausible, or whether 
they reflect a general amplification in blood flow across the 
entire brain. Therefore, future fNIRS research could extend 
toward greater scalp coverage so as to minimize the research gap 
and align the common spatial patterns methods of fNIRS with 
those of EEG, while aiming to balance the benefits against the 
increased preparation time and reduced portability and comfort 
of whole-head systems.
Recently, there has been interest into the use of a “few-
channel” approach for BCIs, based on previous research 
demonstrating focal neural activation in specific motor tasks. 
Ge et  al. demonstrated the accuracy of a few-channel BCI 
using EEG-fNIRS on participants conducting a left- and right-
hand gripping motor imagery task (100). To validate which 
few-channels to use for the BCI (i.e., feature extraction and 
classification steps), the initial paradigm was performed simul-
taneously using a 64-channel EEG electrode set and 52-chan-
nel fNIRS set. Of these 52-channels however, 31 (11 detectors 
and 11 sources) were placed over the sensorimotor cortices 
(C3-Cz-C4 in 10-20 nomenclature). From the 64 EEG and 31 
fNIRS channels, electrodes at positions C3, Cz, and C4 and 14 
fNIRS channels (6 sources and 6 detectors) centered around C3 
and C4, were used for the few-channel EEG-fNIRS BCI, as these 
showed distinct neural activity during both left and right motor 
imagery tasks [see Figure 3 in Ref. (100) for further information 
on the montage layout]. Following feature extraction, fusion of 
both EEG and fNIRS datasets, and classification using SVM, the 
researchers were able to demonstrate that few-channel EEG-
fNIRS had a significantly higher classification accuracy for 11 
out of 12 participants than either of the individual modalities 
(average classification accuracies: EEG—75%, fNIRS—57%, 
EEG-fNIRS—81%) (100).
In the validation step, source analysis for both the 64 EEG 
and 31 fNIRS channels was performed to localize the neural sig-
nals during the motor imagery task. Source analysis effectively 
attempts to solve the question of what brain tissues/areas are 
being probed by a given measurement. In EEG, source analysis 
involves estimating solutions to the ill-posed inverse problem. 
Due to the effects of volume conduction, sources (i.e., dipoles) 
all over the brain may contribute to a measured signal at the 
scalp. However, an infinite number of source configurations 
(i.e., radial and tangential) may generate a particular pattern 
of voltage at the scalp (127). Source analysis thus requires 
estimating the final surface voltage pattern and then working 
backward to determine which neural sources generated that 
voltage pattern. As a result of this, the inverse problem can be 
seen as a NP-hard (non-deterministic polynomial-time hard) 
problem, where no absolute answer is available. Nevertheless, 
several methods are available, based on certain assumptions, 
to obtain approximate solutions (157, 158). In fNIRS, the 
question for source analysis becomes more specific as we 
aim to understand the depth penetration of the instrument. 
Light propagation through scattering media, such as the head 
(heterogeneous structure) is inherently complex and as such 
mathematical models of this process (radiative transport equa-
tion and its diffusion equation) are difficult to solve analytically 
(74). Estimations can however be made by solving the diffusion 
equation for optically homogenous tissues with infinite, semi-
infinite, or slab boundary conditions (159, 160). Two types of 
numerical approaches can also be used to gain information 
about sensitivity and penetration depth in complex tissue: (1) 
approaches based on finite element and finite difference analysis 
or (2) Monte Carlo simulations of photon propagation through 
the tissue. The latter was used by Strangman et al. to highlight 
that an increase in source-detector separation increased sensi-
tives of higher level gray matter samples, however at the cost of 
exponentially decaying sensitivity in-depth penetration (161). 
Returning to the study of Ge et al., standardized low-resolution 
electrical tomographic analysis (158) was used to compute 
an inverse solution for the EEG motor imagery data, whereas 
digitized points and topographical maps of the changes in HbO, 
superimposed onto the surface of a standard three-dimensional 
head model, were used for the fNIRS data (100).
These methodological advances have ultimately aided efforts 
to improve BCI communication in patients with LIS at the bed-
side (162, 163). Most recently, Chaudhary et al. demonstrated that 
patients with LIS could be trained (using feedback) to directly 
communicate through their hemodynamic signatures “yes” 
and “no” answers to a number of individually tailored personal 
questions (163). Patients were specifically asked to think (not 
imagine) “yes” or “no” when answering the auditorily presented 
questions while data were recorded from frontocentral brain 
regions. In the training period, questions with known “yes” or 
“no” answers were presented. However, to add to the complex-
ity, the trained classifier was then tested using open questions 
(e.g., quality of life questions: “You have back pain”) to which 
only the patient could answer. Findings demonstrated that 
when most patients were instructed to answer “yes” there was 
an increase in oxygenation that was not followed by a decrease 
when providing a negative response. As such, the mean rela-
tive change in [HbO] across each of the channels was used as 
a feature to train the SVM classifier through a fivefold cross-
validation procedure. Overall, in three quarters of patients it 
was found that the correct response rate for feedback and open 
question sessions exceeded 75%. This study marks a huge leap in 
the capabilities of fNIRS BCI, especially when compared to the 
study a decade ago by Naito et al. (150). Furthermore, in many 
cases, it sets the stage for the use of simultaneous EEG-fNIRS 
BCI in patients with PDOC. Nevertheless, caution should be 
taken since these results were based off a small cohort of four 
patients. Additionally, the underlying neurocognitive mecha-
nism is unclear, as responses were not detected via a proxy men-
tal action (i.e., in motor imagery) but by apparent processing of 
the “correctness” of the statements—i.e., that they were indeed 
experiencing back pain, rather than that they were performing a 
mental behavior to signal that they were experiencing back pain. 
The lack of a clear neurocognitive model may impede its utility 
in a wider patient group.
This school of thought is opposed to the more widely used 
method of using proxy behaviors for communication—e.g., 
imagining playing tennis to answer “yes.” This approach 
importantly does not rely on unclear models of neurocogni-
tive processing but makes use of a clear signal of volitional 
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command-following. However, command-following places 
higher cognitive demands on the communicator as they must 
map the appropriate response onto an arbitrary behavior and 
produce that behavior. Conversely, the approach of Chaudhary 
et  al. (163) assumes that the communicator’s passive experi-
ence of the correctness of the statement is sufficient to provide 
the communicative output and is therefore a potentially more 
functional method for patients with limited cognitive resources 
as a result of brain injury.
In a recent comparison to the continuous wave device used 
by Chaudhary et  al. (163), which is prone to be increasingly 
sensitive to light absorption in superficial layers and thus 
less reliable at detecting brain activity, Abdalmalak et  al. (87) 
tested their previously designed four-channel time-resolved 
fNIRS system (80, 82), which enhances depth sensitivity by 
discriminating between early and late arriving photons (see pre-
vious discussions between continuous wave and time domain 
systems). With this technique, they detected motor imagery 
(imagining playing tennis) from a patient who was diagnosed 
with an acute form of locked-in-state. Furthermore, by using 
motor imagery as a proxy for communication and by analyzing 
the mean time-of-flight signals (converted to HbO and HbR and 
classified using SVM), they detected yes/no responses to a series 
of questions addressed to the same patient. The accuracy of the 
answers was confirmed by the patient’s residual eye-movement 
communication channel. While this method has the potential 
to be translated to patients with PDOC, postinjury functional 
reorganization of the brain may affect the choice of probe 
placement, and ischemia or hematoma can impede scattering 
and absorption of light. As such, structural imaging data would 
contribute significantly to increasing the accuracy of fNIRS BCI 
methods. Furthermore, it is necessary to take into account any 
medications or sedatives used by the patient, as some are known 
to cause hemodynamic fluctuations that could be misinterpreted 
as being task-related (164).
FROM COMMUNiCATiON TO ADvANCeS 
iN ReHABiLiTATiON
Improving diagnostic accuracy and establishing a means of 
communication between clinicians and patients has been a 
significant goal of the field of PDOC over the last two decades. 
However, there has also been significant research into potential 
therapies and treatments via pharmacological interventions and 
neuromodulation techniques, such as deep brain stimulation and 
spinal cord stimulation (165–167). fNIRS provides a non-invasive 
means of quantifying the neurophysiological and neurocognitive 
impact of these approaches.
Unlike deep brain stimulation where an electrode is 
implanted directly within the brain rupturing the safety of 
the blood–brain barrier to external pathogens, in spinal cord 
stimulation the electrode is implanted in the epidural space to 
stimulate the ascending transmission pathways and regulate the 
awareness circuit (e.g., the mesocircuit) (168, 169). This method 
has been applied to PDOC with some promising effects. Kanno 
et al. reported that 54% of patients (109 out of 201) in a veg-
etative state began demonstrating purposeful behaviors (170), 
whereas Yamamoto et  al. reported 70% of patients (7 out of 
10) recovered from the minimally conscious state (i.e., demon-
strated functional interactive communication and/or functional 
use of two different objects) following spinal cord stimula-
tion use (166). Spinal cord stimulation is known to enhance 
cerebral blood flow and increase cerebral glucose metabolism 
(166, 168, 171), stimulate neurotransmitter and neuromodulator 
release (171, 172), and excite nerve conduction and electrical 
activity within regions of the brain (168, 171). This multitude 
TABLe 3 | Summary of the current literature using functional near-infrared spectroscopy (fNIRS) in patients with prolonged disorder of consciousness (PDOC) or locked-
in-syndrome (LIS).
Diagnosis Number of patients Overview of main results Reference
PDOC 2—MCS  ▪ Functional activation (i.e., [HbO] and [HbR]) during passive and somatosensory stimulation
 ▪ Weak brain activations during active hand opening and closing
Molteni et al., 2013 (28)
PDOC 5—UWS/VS
11—MCS
 ▪ Hemispheric differences during motor imagery of squeezing a ball with the right hand
 ▪ Patients in a minimally conscious state shared fNIRS profiles similar to healthy participants
Kempny et al., 2016 (27)
PDOC 7—UWS/VS
2—MCS
 ▪ In eight of the nine patients, spinal cord stimulation for 30 s induced sustained cerebral blood 
volume changes in the prefrontal cortex (an area important in the consciousness system; 
measured through an increase in [HbT])
 ▪ An inter-stimulus interval of 2 min significantly improved amplitudes of the HbT across blocks
Zhang et al., 2018 (29)
LIS 40  ▪ The intentions of 23 patients were successfully detected (80% correctly identified) by 
assigning different mental tasks to “yes” and “no” responses
Naito et al., 2007 (150)
LIS 1  ▪ The responses to open sentences were detected by instructing the patient to think “yes” and 
“no” to several questions
 ▪ 72% of responses were correctly identified at the bedside
Gallegos-Ayala et al., 2014 (162)
LIS 4  ▪ Communication using open sentences was established by instructing the patient to think 
“yes” and “no” to several questions
 ▪ For three out of the four patients, classification accuracies exceeded 75%
Chaudhary et al., 2017 (163)
LIS 1  ▪ Without any prior training, tennis-playing motor imagery was used successfully by a patient 
as a proxy to communicate responses to three questions
 ▪ Results were confirmed by the patient’s residual eye-movement communication channel
 ▪ Responses were similar to that of healthy participants performing the same task
Abdalmalak et al., 2017 (87)
MCS, minimally conscious state; UWS, unresponsive wakefulness syndrome; VS, vegetative state.
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of effects may ultimately come together to enhance the recovery 
process of such patients.
Assessing brain responses during spinal cord stimulation 
in patients in a minimally conscious state has previously been 
achieved using EEG. Previous studies have shown significantly 
altered relative power and synchronization in the delta (1–4 Hz) 
and gamma (30–45  Hz) bands in the frontal areas following 
spinal cord stimulation (173), with gamma activity in the frontal 
cortex causing transient global effects (widespread connectivity 
and network alterations) and long-lasting local effects (local 
connectivity alternations that persist beyond stimulation) (174). 
The drawback with EEG, however, is that brain responses during 
spinal cord stimulation cannot be measured in real-time due to 
interference from the stimulator’s electrical field. fNIRS on the 
other hand is not limited by this issue.
Using an eight-channel fNIRS device (device type not speci-
fied in the manuscript), Zhang et al. provided insights into the 
mechanisms of spinal cord stimulation for PDOC, in addition 
to quantifying the neuromodulation effects of different stimula-
tion parameters (29). In the prefrontal cortices of eight patients 
with PDOC, the researchers found a characteristic profile of an 
increase in [HbT] when stimulation was switched on, followed 
by a gradual return to baseline after stimulation was switched 
off. No such meaningful profile was observed in the occipital 
cortex. Furthermore, in the prefrontal cortex, both patients in 
the minimally conscious state showed significant increases in 
HbT across blocks, while such a profile was only present in two 
out of the six patients in the vegetative state. These results hint 
that it may be possible to partially increase cerebral blood flow 
in patients with PDOC via spinal cord stimulation, and that 
fNIRS can be used as a real-time monitor of these physiological 
consequences. Continued use of fNIRS alongside explorative 
therapies for PDOC has potential to guide clinicians in tailor-
ing stimulation protocols to optimize desired physiological 
responses and ultimately increase the success of rehabilitation 
efforts.
CONCLUSiONS AND FUTURe 
PeRSPeCTiveS
Functional near-infrared spectroscopy is in its infancy relative to 
fMRI and EEG, which have an already substantial literature in the 
study of PDOC. However, fNIRS is attracting interest in PDOC 
research as it can provide moderate spatial and temporal resolu-
tion of brain data via a portable and non-invasive device (please 
refer to Table 3 for an overall summary of the literature using 
fNIRS in patients with PDOC or LIS). Therefore, it has potential 
to improve the accuracy of diagnoses and even provide access to 
communication devices for more patients than could be achieved 
with, for example, fMRI alone.
Following in the footsteps of fMRI and EEG research in PDOC, 
the majority of fNIRS research has focused on detecting covert 
command-following via sensorimotor activity during imagined 
actions. However, for clinical applications, fNIRS is so far insuf-
ficiently sensitive to detect task-relevant activation in single-
subject data. Furthermore, no fNIRS study has yet differentiated 
between vegetative and minimally conscious states, suggesting 
limited diagnostic utility so far. However, as the sensorimotor 
cortex is easily probed by scalp-based sensors, and often a target 
for other hemodynamic markers of covert command-following 
(i.e., fMRI), the PDOC field should commit to developing sensi-
tive fNIRS markers of motor imagery.
Due to the relative infancy of fNIRS, there remains significant 
work to do in terms of hardware, signal processing, and analyses, 
especially for those researchers and clinicians who are not experts 
in optical imaging. For example, the vast majority of fNIRS work 
in motor imagery has been conducted with less sensitive but sim-
pler continuous wave devices. Further research into the opera-
tions of more advanced fNIRS systems (e.g., high channel density 
frequency domain and time domain devices) and subsequent 
knowledge transfer to clinical and biomedical science users will 
enable greater resolution of clinically meaningful brain responses. 
Indeed, across the broad physical and computational sciences of 
optical imaging, there has been significant work in improving the 
sensitivity of the brain tissue sampled, the depth of the measure, 
and the tools and models used to examine light propagation 
and detection. Recent successes in combining fNIRS and EEG 
analyses for BCIs also indicate that the technology is reaching the 
standards required for clinical applicability in PDOC.
It is clear that for fNIRS to realize its potential in PDOC 
assessment, research teams must incorporate multidisciplinary 
expertise in cognition, clinical practice, physical sciences, and 
computational sciences. With principled paradigms for diagnos-
ing covert awareness in combination with state-of-the-art devices 
and algorithms for data modeling, and feature extraction/clas-
sification, fNIRS, and perhaps more so EEG-fNIRS, has great 
potential to improve diagnostic accuracy in PDOC and enable 
patients to communicate their true mental state to the outside 
world.
AUTHOR CONTRiBUTiONS
MR wrote the initial draft of the paper. MR and DC revised the 
draft. All the authors contributed to subsequent drafts.
FUNDiNg
MR gratefully acknowledges funding from EPSRC through a stu-
dentship from the Sci-Phy-4-Health Centre for Doctoral Training 
(EP/L016346/1).
ReFeReNCeS
1. Laureys S, Celesia G, Cohadon F, Lavrijsen J, Leon-Carrion J, Sannita W, 
et al. Unresponsive wakefulness syndrome: a new name for the vegetative 
state or apallic syndrome. BMC Med (2010) 8:68. doi:10.1186/1741- 
7015-8-68 
2. Laureys S, Owen AM, Schiff ND. Brain function in coma, vegetative 
state, and related disorders. Lancet Neurol (2004) 3:537–46. doi:10.1016/
S1474-4422(04)00852-X 
3. Giacino JT, Ashwal S, Childs N, Cranford R, Jennett B, Katz DI, et al. The 
minimally conscious state: definition and diagnostic criteria. Neurology 
(2002) 58:349–53. doi:10.1212/WNL.58.3.349 
13
Rupawala et al. fNIRS for Disorders of Consciousness
Frontiers in Neurology | www.frontiersin.org May 2018 | Volume 9 | Article 350
4. Gosseries O, Vanhaudenhuyse A, Bruno M-A, Demertzi A, Schnakers C, 
Boly M, et al. Disorders of consciousness: coma, vegetative and minimally 
conscious states. In: Cvetkovic D, Cosic I, editors. States of Consciousness. 
Berlin, Heidelberg: Springer (2011). p. 29–55.
5. Andrews K. Medical decision making in the vegetative state: withdrawal of 
nutrition and hydration. NeuroRehabilitation (2004) 19:299–304. 
6. Giacino JT, Kalmar K, Whyte J. The JFK coma recovery scale-revised: mea-
surement characteristics and diagnostic utility. Arch Phys Med Rehabil (2004) 
85:2020–9. doi:10.1016/j.apmr.2004.02.033 
7. Morrissey A-M, Gill-Thwaites H, Wilson B, Leonard R, McLellan L, Pundole A, 
et al. The role of the SMART and WHIM in behavioural assessment of disor-
ders of consciousness: clinical utility and scope for a symbiotic relationship. 
Neuropsychol Rehabil (2017):1–12. doi:10.1080/09602011.2017.1354769 
8. Kondziella D, Friberg CK, Frokjaer VG, Fabricius M, Møller K. Preserved 
consciousness in vegetative and minimal conscious states: systematic 
review and meta-analysis. J Neurol Neurosurg Psychiatry (2016) 87:485–92. 
doi:10.1136/jnnp-2015-310958 
9. Schiff ND. Cognitive motor dissociation following severe brain injuries. 
JAMA Neurol (2015) 72:1413–5. doi:10.1001/jamaneurol.2015.2899 
10. Fernández-Espejo D, Rossit S, Owen AM. A thalamocortical mechanism for 
the absence of overt motor behavior in covertly aware patients. JAMA Neurol 
(2015) 72:1442–50. doi:10.1001/jamaneurol.2015.2614 
11. Owen AM, Coleman MR, Boly M, Davis MH, Laureys S, Pickard JD. 
Detecting awareness in the vegetative state. Science (2006) 313:1402. 
doi:10.1126/science.1130197 
12. Monti MM, Vanhaudenhuyse A, Coleman MR, Boly M, Pickard JD, Tshibanda L, 
et  al. Willful modulation of brain activity in disorders of consciousness. 
N Engl J Med (2010) 362:579–89. doi:10.1056/NEJMoa0905370 
13. Fernández-Espejo D, Owen AM. Detecting awareness after severe brain 
injury. Nat Rev Neurosci (2013) 14:801–9. doi:10.1038/nrn3608 
14. Naci L, Owen A. Making every word count for nonresponsive patients. JAMA 
Neurol (2013) 70:1235–41. doi:10.1001/jamaneurol.2013.3686 
15. Bardin JC, Fins JJ, Katz DI, Hersh J, Heier LA, Tabelow K, et al. Dissociations 
between behavioural and functional magnetic resonance imaging-based 
evaluations of cognitive function after brain injury. Brain (2011) 134:769–82. 
doi:10.1093/brain/awr005 
16. Wolpaw JR, Birbaumer N, McFarland DJ, Pfurtscheller G, Vaughan TM. 
Brain-computer interfaces for communication and control. Clin Neurophysiol 
(2002) 113:767–91. doi:10.1016/S1388-2457(02)00057-3 
17. Buxton RB, Uludağ K, Dubowitz DJ, Liu TT. Modeling the hemodynamic 
response to brain activation. Neuroimage (2004) 23:S220–33. doi:10.1016/j.
neuroimage.2004.07.013 
18. Villringer A, Chance B. Non-invasive optical spectroscopy and imaging 
of human brain function. Trends Neurosci (1997) 20:435–42. doi:10.1016/
S0166-2236(97)01132-6 
19. Huppert TJ, Hoge RD, Diamond SG, Franceschini MA, Boas DA. A temporal 
comparison of BOLD, ASL, and NIRS hemodynamic responses to motor 
stimuli in adult humans. Neuroimage (2006) 29:368–82. doi:10.1016/j.
neuroimage.2005.08.065 
20. Gratton G, Corballis PM, Cho E, Fabiani M, Hood DC. Shades of gray matter: 
noninvasive optical images of human brain responses during visual stim-
ulation. Psychophysiology (1995) 32:505–9. doi:10.1111/j.1469-8986.1995.
tb02102.x 
21. Strangman G, Boas DA, Sutton JP. Non-invasive neuroimaging using 
near-infrared light. Biol Psychiatry (2002) 52:679–93. doi:10.1016/S0006- 
3223(02)01550-0 
22. Zaramella P, Freato F, Amigoni A, Salvadori S, Marangoni P, Suppjei A, 
et  al. Brain auditory activation measured by near-infrared spectroscopy 
(NIRS) in neonates. Pediatr Res (2001) 49:213–9. doi:10.1203/00006450- 
200102000-00014 
23. Cannestra AF, Wartenburger I, Obrig H, Villringer A, Toga AW. Functional 
assessment of Broca’s area using near infrared spectroscopy in humans. 
Neuroreport (2003) 14:1961–5. doi:10.1097/00001756-200310270-00016 
24. Leon-Carrion J, Izzetoglu M, Izzetoglu K, Martin-Rodriguez JF, Damas-
Lopez J, Barroso y Martin JM, et al. Efficient learning produces spontaneous 
neural repetition suppression in prefrontal cortex. Behav Brain Res (2010) 
208:502–8. doi:10.1016/j.bbr.2009.12.026 
25. Leon-Carrion J, Damas J, Izzetoglu K, Pourrezai K, Martin-Rodriguez JF, 
Barroso y Martin JM, et  al. Differential time course and intensity of PFC 
activation for men and women in response to emotional stimuli: a functional 
near-infrared spectroscopy (fNIRS) study. Neurosci Lett (2006) 403:90–5. 
doi:10.1016/j.neulet.2006.04.050 
26. Yucel MA, Aasted CM, Petkov MP, Borsook D, Boas DA, Becerra L. 
Specificity of hemodynamic brain responses to painful stimuli: a functional 
near-infrared spectroscopy study. Sci Rep (2015) 5:9469. doi:10.1038/
srep09469 
27. Kempny AM, James L, Yelden K, Duport S, Farmer S, Playford ED, et  al. 
Functional near infrared spectroscopy as a probe of brain function in 
people with prolonged disorders of consciousness. Neuroimage Clin (2016) 
12:312–9. doi:10.1016/j.nicl.2016.07.013 
28. Molteni E, Arrigoni F, Bardoni A, Galbiati S, Villa F, Colombo K, et  al. 
Bedside assessment of residual functional activation in minimally conscious 
state using NIRS and general linear models. Conf Proc IEEE Eng Med Biol Soc 
(2013) 2013:3551–4. doi:10.1109/EMBC.2013.6610309 
29. Zhang Y, Yang Y, Si J, Xia X, He J, Jiang T. Influence of inter-stimulus interval 
of spinal cord stimulation in patients with disorders of consciousness: a 
preliminary functional near-infrared spectroscopy study. Neuroimage Clin 
(2018) 17:1–9. doi:10.1016/j.nicl.2017.09.017 
30. Ferrari M, Quaresima V. A brief review on the history of human functional 
near-infrared spectroscopy (fNIRS) development and fields of application. 
Neuroimage (2012) 63:921–35. doi:10.1016/j.neuroimage.2012.03.049 
31. Jobsis FF. Noninvasive, infrared monitoring of cerebral and myocardial 
oxygen sufficiency and circulatory parameters. Science (1977) 198:1264–7. 
doi:10.1126/science.929199 
32. Ferrari M, Giannini I, Sideri G, Zanette E. Continuous non invasive monitor-
ing of human brain by near infrared spectroscopy. Adv Exp Med Biol (1985) 
191:873–82. doi:10.1007/978-1-4684-3291-6_88 
33. Gratton G, Maier JS, Fabiani M, Mantulin WW, Gratton E. Feasibility 
of intracranial near-infrared optical scanning. Psychophysiology (1994) 
31:211–5. doi:10.1111/j.1469-8986.1994.tb01043.x 
34. Davies DJ, Su Z, Clancy MT, Lucas SJE, Dehghani H, Logan A, et al. Near-
infrared spectroscopy in the monitoring of adult traumatic brain injury: a 
review. J Neurotrauma (2015) 32:933–41. doi:10.1089/neu.2014.3748 
35. León-Carrión J, León-Domínguez U. Functional near-infrared spectroscopy 
(fNIRS): principles and neuroscientific applications. In: Bright P, editor. 
Neuroimaging – Methods. InTech (2012). p. 47–74. Available from: https://
www.intechopen.com/books/neuroimaging-methods
36. Cui W, Kumar C, Chance B. Experimental study of migration depth for 
the photons measured at sample surface. Proc. SPIE 1431, Time-Resolved 
Spectroscopy and Imaging of Tissues. (Vol. 1431), Los Angeles, CA (1991). 
p. 1412–31.
37. Gervain J, Mehler J, Werker JF, Nelson CA, Csibra G, Lloyd-Fox S, et al. Near-
infrared spectroscopy: a report from the McDonnell infant methodology con-
sortium. Dev Cogn Neurosci (2011) 1:22–46. doi:10.1016/j.dcn.2010.07.004 
38. Kohl-Bareis M, Obrig H, Steinbrink J, Malak J, Uludag K, Villringer A. 
Noninvasive monitoring of cerebral blood flow by a dye bolus method: sepa-
ration of brain from skin and skull signals. J Biomed Opt (2002) 7:464–70. 
doi:10.1117/1.1482719 
39. Strangman GE, Zhang Q, Li Z. Scalp and skull influence on near infrared 
photon propagation in the Colin27 brain template. Neuroimage (2014) 
85:136–49. doi:10.1016/j.neuroimage.2013.04.090 
40. Boas DA, Dale AM, Franceschini MA. Diffuse optical imaging of brain 
activation: approaches to optimizing image sensitivity, resolution, and 
accuracy. Neuroimage (2004) 23:S275–88. doi:10.1016/j.neuroimage.2004. 
07.011 
41. Gratton G, Corballis PM. Removing the heart from the brain: compensation 
for the pulse artifact in the photon migration signal. Psychophysiology (1995) 
32:292–9. doi:10.1111/j.1469-8986.1995.tb02958.x 
42. Franceschini MA, Boas DA, Zourabian A, Diamond SG, Nadgir S, Lin DW, 
et  al. Near-infrared spiroximetry: noninvasive measurements of venous 
saturation in piglets and human subjects. J Appl Physiol (2002) 92:372–84. 
doi:10.1152/jappl.2002.92.1.372 
43. Obrig H, Neufang M, Wenzel R, Kohl M, Steinbrink J, Einhaupl K, et  al. 
Spontaneous low frequency oscillations of cerebral hemodynamics and meta-
bolism in human adults. Neuroimage (2000) 12:623–39. doi:10.1006/nimg. 
2000.0657 
44. Kirilina E, Jelzow A, Heine A, Niessing M, Wabnitz H, Bruhl R, et  al. 
The physiological origin of task-evoked systemic artefacts in functional 
14
Rupawala et al. fNIRS for Disorders of Consciousness
Frontiers in Neurology | www.frontiersin.org May 2018 | Volume 9 | Article 350
near infrared spectroscopy. Neuroimage (2012) 61:70–81. doi:10.1016/j.
neuroimage.2012.02.074 
45. Okada E, Delpy DT. Near-infrared light propagation in an adult head 
model. II. Effect of superficial tissue thickness on the sensitivity of the near- 
infrared spectroscopy signal. Appl Opt (2003) 42:2915–22. doi:10.1364/AO. 
42.002915 
46. Katura T, Sato H, Fuchino Y, Yoshida T, Atsumori H, Kiguchi M, et  al. 
Extracting task-related activation components from optical topography 
measurement using independent components analysis. J Biomed Opt (2008) 
13:54008. doi:10.1117/1.2981829 
47. Virtanen J, Noponen T, Merilainen P. Comparison of principal and 
independent component analysis in removing extracerebral interference 
from near-infrared spectroscopy signals. J Biomed Opt (2009) 14:54032. 
doi:10.1117/1.3253323 
48. Plichta MM, Heinzel S, Ehlis A-C, Pauli P, Fallgatter AJ. Model-based analysis 
of rapid event-related functional near-infrared spectroscopy (NIRS) data: a 
parametric validation study. Neuroimage (2007) 35:625–34. doi:10.1016/j.
neuroimage.2006.11.028 
49. Yücel MA, Selb J, Aasted CM, Petkov MP, Becerra L, Borsook D, et al. Short 
separation regression improves statistical significance and better localizes 
the hemodynamic response obtained by near-infrared spectroscopy for 
tasks with differing autonomic responses. Neurophotonics (2015) 2:35005. 
doi:10.1117/1.NPh.2.3.035005 
50. Gagnon L, Perdue K, Greve DN, Goldenholz D, Kaskhedikar G, Boas DA. 
Improved recovery of the hemodynamic response in diffuse optical imaging 
using short optode separations and state-space modeling. Neuroimage (2011) 
56:1362–71. doi:10.1016/j.neuroimage.2011.03.001 
51. Gagnon L, Cooper RJ, Yücel MA, Perdue KL, Greve DN, Boas DA. Short 
separation channel location impacts the performance of short channel 
regression in NIRS. Neuroimage (2012) 59:2518–28. doi:10.1016/j.
neuroimage.2011.08.095 
52. Funane T, Atsumori H, Katura T, Obata AN, Sato H, Tanikawa Y, et  al. 
Quantitative evaluation of deep and shallow tissue layers’ contribution to 
fNIRS signal using multi-distance optodes and independent component anal-
ysis. Neuroimage (2014) 85:150–65. doi:10.1016/j.neuroimage.2013.02.026 
53. Dehghani H, White BR, Zeff BW, Tizzard A, Culver JP. Depth sensitivity and 
image reconstruction analysis of dense imaging arrays for mapping brain 
function with diffuse optical tomography. Appl Opt (2009) 48:D137–43. 
doi:10.1364/AO.48.00D137 
54. Franceschini MA, Fantini S, Thompson JH, Culver JP, Boas DA. 
Hemodynamic evoked response of the sensorimotor cortex measured 
noninvasively with near-infrared optical imaging. Psychophysiology (2003) 
40:548–60. doi:10.1111/1469-8986.00057 
55. Lina J-M, Dehaes M, Matteau-Pelletier C, Lesage F. Complex wavelets applied 
to diffuse optical spectroscopy for brain activity detection. Opt Express (2008) 
16:1029–50. doi:10.1364/OE.16.001029 
56. Pfeifer MD, Scholkmann F, Labruyère R. Signal processing in functional 
near-infrared spectroscopy (fNIRS): methodological differences lead to 
different statistical results. Front Hum Neurosci (2018) 11:641. doi:10.3389/
fnhum.2017.00641 
57. Tachtsidis I, Scholkmann F. False positives and false negatives in functional 
near-infrared spectroscopy: issues, challenges, and the way forward. 
Neurophotonics (2016) 3:31405. doi:10.1117/1.NPh.3.3.031405 
58. Frackowiak RSJ, Friston KJ, Frith CD, Dolan RJ, Price CJ, Zeki S, et al., editors. 
Human Brain Function. 2nd ed. California, USA: Academic Press (2004).
59. Fristen KJ. Imaging cognitive anatomy. Trends Cogn Sci (1997) 1:21–7. 
doi:10.1016/S1364-6613(97)01001-2 
60. Smith SM, Jenkinson M, Woolrich MW, Beckmann CF, Behrens TEJ, 
Johansen-Berg H, et  al. Advances in functional and structural MR image 
analysis and implementation as FSL. Neuroimage (2004) 23:S208–19. 
doi:10.1016/j.neuroimage.2004.07.051 
61. Jenkinson M, Beckmann CF, Behrens TEJ, Woolrich MW, Smith SM. FSL. 
Neuroimage (2012) 62:782–90. doi:10.1016/j.neuroimage.2011.09.015 
62. Strother SC. Evaluating fMRI preprocessing pipelines. IEEE Eng Med Biol 
Mag (2006) 25:27–41. doi:10.1109/MEMB.2006.1607667 
63. Caballero-Gaudes C, Reynolds RC. Methods for cleaning the BOLD 
fMRI signal. Neuroimage (2017) 154:128–49. doi:10.1016/j.neuroimage. 
2016.12.018 
64. Maikala RV. Modified Beer's Law–historical perspectives and relevance in 
near-infrared monitoring of optical properties of human tissue. Int J Ind 
Ergon (2010) 40:125–34. doi:10.1016/j.ergon.2009.02.011
65. Delpy DT, Cope M, van der Zee P, Arridge S, Wray S, Wyatt J. Estimation of 
optical pathlength through tissue from direct time of flight measurement. 
Phys Med Biol (1988) 33:1433–42. doi:10.1088/0031-9155/33/12/008 
66. Patterson MS, Chance B, Wilson BC. Time resolved reflectance and transmit-
tance for the noninvasive measurement of tissue optical properties. Appl Opt 
(1989) 28:2331–6. doi:10.1364/AO.28.002331 
67. Suzuki S, Takasaki S, Ozaki T, Kobayashi Y. Tissue oxygenation monitor using 
NIR spatially resolved spectroscopy. Proc. SPIE 3597, Optical Tomography 
and Spectroscopy of Tissue III. (Vol. 3597), San Jose, CA (1999). p. 3511–97.
68. Matcher SJ, Kirkpatrick PJ, Nahid K, Cope M, Delpy DT. Absolute quan-
tification methods in tissue near-infrared spectroscopy. Proc. SPIE 2389, 
Optical Tomography, Photon Migration, and Spectroscopy of Tissue and Model 
Media: Theory, Human Studies, and Instrumentation. (Vol. 2389), San Jose, 
CA (1995). p. 2310–89.
69. Miwa M, Ueda Y, Chance B. Development of time-resolved spectroscopy 
system for quantitative noninvasive tissue measurement. Proc. SPIE 2389, 
Optical Tomography, Photon Migration, and Spectroscopy of Tissue and Model 
Media: Theory, Human Studies, and Instrumentation. (Vol. 2389), San Jose, 
CA (1995). p. 2388–9.
70. Duncan A, Whitlock TL, Cope M, Delpy DT. Multiwavelength, wideband, 
intensity-modulated optical spectrometer for near-infrared spectroscopy 
and imaging. Proc. SPIE 1888, Photon Migration and Imaging in Random 
Media and Tissues. (Vol. 1888), Los Angeles, CA (1993). p. 248–58.
71. Scholkmann F, Kleiser S, Metz AJ, Zimmermann R, Mata Pavia J, Wolf U, 
et  al. A review on continuous wave functional near-infrared spectroscopy 
and imaging instrumentation and methodology. Neuroimage (2014) 85:6–27. 
doi:10.1016/j.neuroimage.2013.05.004 
72. Siegel AM, Marota JJA, Boas DA. Design and evaluation of a continu-
ous-wave diffuse optical tomography system. Opt Express (1999) 4:287–98. 
doi:10.1364/OE.4.000287 
73. Gratton G, Fabiani M. Fast optical imaging of human brain function. Front 
Hum Neurosci (2010) 4:52. doi:10.3389/fnhum.2010.00052 
74. Pogue BW, Patterson MS. Frequency-domain optical absorption spectros-
copy of finite tissue volumes using diffusion theory. Phys Med Biol (1994) 
39:1157–80. doi:10.1088/0031-9155/39/7/008 
75. Chance B, Leigh JS, Miyake H, Smith DS, Nioka S, Greenfeld R, et  al. 
Comparison of time-resolved and -unresolved measurements of deoxyhe-
moglobin in brain. Proc Natl Acad Sci U S A (1988) 85:4971–5. doi:10.1073/
pnas.85.14.4971 
76. Torricelli A, Contini D, Pifferi A, Caffini M, Re R, Zucchelli L, et al. Time 
domain functional NIRS imaging for human brain mapping. Neuroimage 
(2014) 85:28–50. doi:10.1016/j.neuroimage.2013.05.106 
77. Fernández-Espejo D, Norton L, Owen AM. The clinical utility of fMRI for 
identifying covert awareness in the vegetative state: a comparison of sensi-
tivity between 3T and 1.5T. PLoS One (2014) 9:e95082. doi:10.1371/journal.
pone.0095082 
78. Guillot A, Collet C, Nguyen VA, Malouin F, Richards C, Doyon J. Brain 
activity during visual versus kinesthetic imagery: an fMRI study. Hum Brain 
Mapp (2009) 30:2157–72. doi:10.1002/hbm.20658 
79. Coyle SM, Ward TE, Markham CM. Brain-computer interface using a 
simplified functional near-infrared spectroscopy system. J Neural Eng (2007) 
4:219–26. doi:10.1088/1741-2560/4/3/007 
80. Abdalmalak A, Milej D, Diop M, Naci L, Owen AM, St Lawrence K. Assessing 
the feasibility of time-resolved fNIRS to detect brain activity during motor 
imagery. Proc. SPIE 9690, Clinical and Translational Neurophotonics; Neural 
Imaging and Sensing; and Optogenetics and Optical Manipulation, 969002. 
(Vol. 9690), San Francisco, CA (2016). 969002 p.
81. Iso N, Moriuchi T, Sagari A, Kitajima E, Iso F, Tanaka K, et al. Monitoring 
local regional hemodynamic signal changes during motor execution and 
motor imagery using near-infrared spectroscopy. Front Physiol (2015) 6:416. 
doi:10.3389/fphys.2015.00416 
82. Abdalmalak A, Milej D, Diop M, Shokouhi M, Naci L, Owen AM, et  al. 
Can time-resolved NIRS provide the sensitivity to detect brain activity 
during motor imagery consistently? Biomed Opt Express (2017) 8:2162–72. 
doi:10.1364/BOE.8.002162 
15
Rupawala et al. fNIRS for Disorders of Consciousness
Frontiers in Neurology | www.frontiersin.org May 2018 | Volume 9 | Article 350
83. Zich C, Debener S, Thoene A-K, Chen L-C, Kranczioch C. Simultaneous 
EEG-fNIRS reveals how age and feedback affect motor imagery signa-
tures. Neurobiol Aging (2016) 49:183–97. doi:10.1016/j.neurobiolaging. 
2016.10.011 
84. Wriessnegger SC, Kurzmann J, Neuper C. Spatio-temporal differences in 
brain oxygenation between movement execution and imagery: a multichan-
nel near-infrared spectroscopy study. Int J Psychophysiol (2008) 67:54–63. 
doi:10.1016/j.ijpsycho.2007.10.004 
85. Amemiya K, Ishizu T, Ayabe T, Kojima S. Effects of motor imagery on inter-
manual transfer: a near-infrared spectroscopy and behavioural study. Brain 
Res (2010) 1343:93–103. doi:10.1016/j.brainres.2010.04.048 
86. Kober SE, Wood G. Changes in hemodynamic signals accompanying motor 
imagery and motor execution of swallowing: a near-infrared spectroscopy 
study. Neuroimage (2014) 93:1–10. doi:10.1016/j.neuroimage.2014.02.019 
87. Abdalmalak A, Milej D, Norton L, Debicki DB, Gofton T, Diop M, et  al. 
Single-session communication with a locked-in patient by functional 
near-infrared spectroscopy. Neurophotonics (2017) 4:40501. doi:10.1117/1.
NPh.4.4.040501 
88. Koo B, Lee H-G, Nam Y, Kang H, Koh CS, Shin H-C, et al. A hybrid NIRS-
EEG system for self-paced brain computer interface with online motor 
imagery. J Neurosci Methods (2015) 244:26–32. doi:10.1016/j.jneumeth.2014. 
04.016 
89. Holper L, Wolf M. Single-trial classification of motor imagery differing in 
task complexity: a functional near-infrared spectroscopy study. J Neuroeng 
Rehabil (2011) 8:34. doi:10.1186/1743-0003-8-34 
90. Muehlemann T, Haensse D, Wolf M. Wireless miniaturized in-vivo near infra-
red imaging. Opt Express (2008) 16:10323–30. doi:10.1364/OE.16.010323 
91. Sitaram R, Zhang H, Guan C, Thulasidas M, Hoshi Y, Ishikawa A, et  al. 
Temporal classification of multichannel near-infrared spectroscopy signals 
of motor imagery for developing a brain-computer interface. Neuroimage 
(2007) 34:1416–27. doi:10.1016/j.neuroimage.2006.11.005 
92. Yin X, Xu B, Jiang C, Fu Y, Wang Z, Li H, et al. A hybrid BCI based on EEG 
and fNIRS signals improves the performance of decoding motor imagery 
of both force and speed of hand clenching. J Neural Eng (2015) 12:36004. 
doi:10.1088/1741-2560/12/3/036004 
93. Batula AM, Ayaz H, Kim YE. Evaluating a four-class motor-imagery-based 
optical brain-computer interface. Conf Proc IEEE Eng Med Biol Soc (2014) 
2014:2000–3. doi:10.1109/EMBC.2014.6944007 
94. Stangl M, Bauernfeind G, Kurzmann J, Scherer R, Neuper C. A hemodynamic 
brain-computer interface based on real-time classification of near infrared 
spectroscopy signals during motor imagery and mental arithmetic. J Near 
Infrared Spectrosc (2013) 21:157–71. doi:10.1255/jnirs.1048 
95. Batula AM, Mark JA, Kim YE, Ayaz H. Comparison of brain activation 
during motor imagery and motor movement using fNIRS. Comput Intell 
Neurosci (2017) 2017:5491296. doi:10.1155/2017/5491296 
96. Batula AM, Kim YE, Ayaz H. Virtual and actual humanoid robot control with 
four-class motor-imagery-based optical brain-computer interface. Biomed 
Res Int (2017) 2017:1463512. doi:10.1155/2017/1463512 
97. Qureshi NK, Naseer N, Noori FM, Nazeer H, Khan RA, Saleem S. 
Enhancing classification performance of functional near-infrared spectros-
copy- brain-computer interface using adaptive estimation of general linear 
model coefficients. Front Neurorobot (2017) 11:33. doi:10.3389/fnbot.2017. 
00033 
98. Fazli S, Mehnert J, Steinbrink J, Curio G, Villringer A, Müller K-R, et  al. 
Enhanced performance by a hybrid NIRS-EEG brain computer interface. 
Neuroimage (2012) 59:519–29. doi:10.1016/j.neuroimage.2011.07.084 
99. Thanh Hai N, Cuong NQ, Dang Khoa TQ, Van Toi V. Temporal hemodynamic 
classification of two hands tapping using functional near-infrared spectros-
copy. Front Hum Neurosci (2013) 7:516. doi:10.3389/fnhum.2013.00516 
100. Ge S, Yang Q, Wang R, Lin P, Gao J, Leng Y, et al. A brain-computer interface 
based on a few-channel EEG-fNIRS bimodal system. IEEE Access (2017) 
5:208–18. doi:10.1109/ACCESS.2016.2637409 
101. Naseer N, Hong K-S. Classification of functional near-infrared spectros-
copy signals corresponding to the right- and left-wrist motor imagery for 
development of a brain-computer interface. Neurosci Lett (2013) 553:84–9. 
doi:10.1016/j.neulet.2013.08.021 
102. Hong K-S, Naseer N, Kim Y-H. Classification of prefrontal and motor 
cortex signals for three-class fNIRS-BCI. Neurosci Lett (2015) 587:87–92. 
doi:10.1016/j.neulet.2014.12.029 
103. Abibullaev B, An J, Lee SH, Moon J II. Design and evaluation of action obser-
vation and motor imagery based BCIs using near-infrared spectroscopy. 
Measurement (2017) 98:250–61. doi:10.1016/j.measurement.2016.12.001 
104. Nagaoka T, Sakatani K, Awano T, Yokose N, Hoshino T, Murata Y, et  al. 
Development of a new rehabilitation system based on a brain-computer 
interface using near-infrared spectroscopy. Adv Exp Med Biol (2010) 
662:497–503. doi:10.1007/978-1-4419-1241-1_72 
105. Hwang H-J, Lim J-H, Kim D-W, Im C-H. Evaluation of various mental 
task combinations for near-infrared spectroscopy-based brain-computer 
interfaces. J Biomed Opt (2014) 19:77005. doi:10.1117/1.JBO.19.7.077005 
106. Mihara M, Miyai I, Hattori N, Hatakenaka M, Yagura H, Kawano T, et al. 
Neurofeedback using real-time near-infrared spectroscopy enhances motor 
imagery related cortical activation. PLoS One (2012) 7:e32234. doi:10.1371/
journal.pone.0032234 
107. Mihara M, Hattori N, Hatakenaka M, Yagura H, Kawano T, Hino T, et al. 
Near-infrared spectroscopy-mediated neurofeedback enhances efficacy of 
motor imagery-based training in poststroke victims. Stroke (2013) 44:1091–8. 
doi:10.1161/STROKEAHA.111.674507 
108. Kaiser V, Bauernfeind G, Kreilinger A, Kaufmann T, Kübler A, Neuper C, 
et al. Cortical effects of user training in a motor imagery based brain-com-
puter interface measured by fNIRS and EEG. Neuroimage (2014) 85:432–44. 
doi:10.1016/j.neuroimage.2013.04.097 
109. Kanoh S, Murayama Y-M, Miyamoto K, Yoshinobu T, Kawashima R. 
A NIRS-based brain-computer interface system during motor imagery: 
system development and online feedback training. Conf Proc IEEE Eng Med 
Biol Soc (2009) 2009:594–7. doi:10.1109/IEMBS.2009.5333710 
110. Coyle S, Ward T, Markham C. Physiological noise in near-infrared spectros-
copy: implications for optical brain computer interfacing. Conf Proc IEEE Eng 
Med Biol Soc (2004) 6:4540–3. doi:10.1109/IEMBS.2004.1404260 
111. Zhang S, Zheng Y, Wang D, Wang L, Ma J, Zhang J, et al. Application of a 
common spatial pattern-based algorithm for an fNIRS-based motor imagery 
brain-computer interface. Neurosci Lett (2017) 655:35–40. doi:10.1016/j.
neulet.2017.06.044 
112. Cheyne D, Kristeva R, Deecke L. Homuncular organization of human motor 
cortex as indicated by neuromagnetic recordings. Neurosci Lett (1991) 
122:17–20. doi:10.1016/0304-3940(91)90182-S 
113. Hsu W-C, Lin L-F, Chou C-W, Hsiao Y-T, Liu Y-H. EEG classification of 
imaginary lower limb stepping movements based on fuzzy support vector 
machine with kernel-induced membership function. Int J Fuzzy Syst (2017) 
19:566–79. doi:10.1007/s40815-016-0259-9 
114. Miller KJ, Schalk G, Fetz EE, den Nijs M, Ojemann JG, Rao RPN. Cortical 
activity during motor execution, motor imagery, and imagery-based 
online feedback. Proc Natl Acad Sci U S A (2010) 107:4430–5. doi:10.1073/
pnas.0913697107 
115. Diop M, St Lawrence K. Improving the depth sensitivity of time-resolved 
measurements by extracting the distribution of times-of-flight. Biomed Opt 
Express (2013) 4:447–59. doi:10.1364/BOE.4.000447 
116. Diop M, St Lawrence K. Deconvolution method for recovering the photon 
time-of-flight distribution from time-resolved measurements. Opt Lett 
(2012) 37:2358–60. doi:10.1364/OL.37.002358 
117. Sato T, Ito M, Suto T, Kameyama M, Suda M, Yamagishi Y, et al. Time courses 
of brain activation and their implications for function: a multichannel 
near-infrared spectroscopy study during finger tapping. Neurosci Res (2007) 
58:297–304. doi:10.1016/j.neures.2007.03.014 
118. Leff DR, Orihuela-Espina F, Elwell CE, Athanasiou T, Delpy DT, Darzi AW, 
et  al. Assessment of the cerebral cortex during motor task behaviours 
in adults: a systematic review of functional near infrared spectroscopy 
(fNIRS) studies. Neuroimage (2011) 54:2922–36. doi:10.1016/j.neuroimage. 
2010.10.058 
119. Wilson TW, Kurz MJ, Arpin DJ. Functional specialization within the supple-
mentary motor area: a fNIRS study of bimanual coordination. Neuroimage 
(2014) 85:445–50. doi:10.1016/j.neuroimage.2013.04.112 
120. Verstynen T, Diedrichsen J, Albert N, Aparicio P, Ivry RB. Ipsilateral motor 
cortex activity during unimanual hand movements relates to task complexity. 
J Neurophysiol (2005) 93:1209–22. doi:10.1152/jn.00720.2004 
121. Cramer SC, Finklestein SP, Schaechter JD, Bush G, Rosen BR. Activation 
of distinct motor cortex regions during ipsilateral and contralateral 
finger movements. J Neurophysiol (1999) 81:383–7. doi:10.1152/jn. 
1999.81.1.383 
16
Rupawala et al. fNIRS for Disorders of Consciousness
Frontiers in Neurology | www.frontiersin.org May 2018 | Volume 9 | Article 350
122. Huneau C, Benali H, Chabriat H. Investigating human neurovascular cou-
pling using functional neuroimaging: a critical review of dynamic models. 
Front Neurosci (2015) 9:467. doi:10.3389/fnins.2015.00467 
123. Croce P, Zappasodi F, Merla A, Chiarelli A. Exploiting neurovascular 
coupling: a Bayesian sequential Monte Carlo approach applied to simulated 
EEG fNIRS data. J Neural Eng (2017) 14:46029. doi:10.1088/1741-2552/
aa7321 
124. Jelzow A, Koch S, Wabnitz H, Steinbrink J, Obrig H, Macdonald R. Combined 
EEG and time-resolved NIRS to study neuro-vascular coupling in the adult 
brain. Biomedical Optics and 3-D Imaging, OSA Technical Digest (CD) 
(Optical Society of America, 2010) JMA63. Miami, FL (2010).
125. Cruse D, Chennu S, Chatelle C, Bekinschtein TA, Fernández-Espejo D, Pickard JD, 
et al. Bedside detection of awareness in the vegetative state: a cohort study. 
Lancet (2011) 378:2088–94. doi:10.1016/S0140-6736(11)61224-5 
126. O’Kelly J, James L, Palaniappan R, Taborin J, Fachner J, Magee WL. 
Neurophysiological and behavioral responses to music therapy in vege-
tative and minimally conscious states. Front Hum Neurosci (2013) 7:884. 
doi:10.3389/fnhum.2013.00884 
127. Jackson AF, Bolger DJ. The neurophysiological bases of EEG and EEG mea-
surement: a review for the rest of us. Psychophysiology (2014) 51:1061–71. 
doi:10.1111/psyp.12283 
128. Hoffmann S, Falkenstein M. The correction of eye blink artefacts in the 
EEG: a comparison of two prominent methods. PLoS One (2008) 3:e3004. 
doi:10.1371/journal.pone.0003004 
129. Li L. The differences among eyes-closed, eyes-open and attention states: an 
EEG study. 2010 6th International Conference on Wireless Communications 
Networking and Mobile Computing (WiCOM). Chengdu, China (2010). p. 1–4.
130. Verleger R. The instruction to refrain from blinking affects auditory P3 and 
N1 amplitudes. Electroencephalogr Clin Neurophysiol (1991) 78:240–51. 
doi:10.1016/0013-4694(91)90039-7 
131. van den Broek SP, Reinders F, Donderwinkel M, Peters MJ. Volume conduc-
tion effects in EEG and MEG. Electroencephalogr Clin Neurophysiol (1998) 
106:522–34. doi:10.1016/S0013-4694(97)00147-8 
132. Carvalhaes C, de Barros JA. The surface Laplacian technique in EEG: 
theory and methods. Int J Psychophysiol (2015) 97:174–88. doi:10.1016/j.
ijpsycho.2015.04.023 
133. Zama T, Shimada S. Simultaneous measurement of electroencephalography 
and near-infrared spectroscopy during voluntary motor preparation. Sci Rep 
(2015) 5:16438. doi:10.1038/srep16438 
134. Okamoto M, Dan H, Sakamoto K, Takeo K, Shimizu K, Kohno S, et al. Three-
dimensional probabilistic anatomical cranio-cerebral correlation via the 
international 10–20 system oriented for transcranial functional brain map-
ping. Neuroimage (2004) 21:99–111. doi:10.1016/j.neuroimage.2003.08.026 
135. Kappenman ES, Luck SJ. The effects of electrode impedance on data quality 
and statistical significance in ERP recordings. Psychophysiology (2010) 
47:888–904. doi:10.1111/j.1469-8986.2010.01009.x 
136. Noponen TEJ, Kotilahti K, Nissila I, Kajava T, Merilainen PT. Effects of 
improper source coupling in frequency-domain near-infrared spectroscopy. 
Phys Med Biol (2010) 55:2941–60. doi:10.1088/0031-9155/55/10/010 
137. Giacometti P, Diamond SG. Compliant head probe for positioning electroen-
cephalography electrodes and near-infrared spectroscopy optodes. J Biomed 
Opt (2013) 18:27005. doi:10.1117/1.JBO.18.2.027005 
138. Cooper RJ, Everdell NL, Enfield LC, Gibson AP, Worley A, Hebden JC. 
Design and evaluation of a probe for simultaneous EEG and near-infra-
red imaging of cortical activation. Phys Med Biol (2009) 54:2093–102. 
doi:10.1088/0031-9155/54/7/016 
139. Blankertz B, Dornhege G, Krauledat M, Muller K-R, Curio G. The non-in-
vasive Berlin brain-computer interface: fast acquisition of effective perfor-
mance in untrained subjects. Neuroimage (2007) 37:539–50. doi:10.1016/j.
neuroimage.2007.01.051 
140. Velliste M, Perel S, Spalding MC, Whitford AS, Schwartz AB. Cortical 
control of a prosthetic arm for self-feeding. Nature (2008) 453:1098–101. 
doi:10.1038/nature06996 
141. Sellers EW, Donchin E. A P300-based brain-computer interface: initial 
tests by ALS patients. Clin Neurophysiol (2006) 117:538–48. doi:10.1016/j.
clinph.2005.06.027 
142. Millan Jdel R, Renkens F, Mourino J, Gerstner W. Noninvasive brain-actuated 
control of a mobile robot by human EEG. IEEE Trans Biomed Eng (2004) 
51:1026–33. doi:10.1109/TBME.2004.827086 
143. Kropotov JD. Chapter 2.2 – alpha rhythms. In: Levy N, editor. Functional 
Neuromarkers for Psychiatry. San Diego: Academic Press (2016). p. 89–105.
144. Graimann B, Allison B, Pfurtscheller G. Brain-computer interfaces: a gentle 
introduction. In: Graimann B, Pfurtscheller G, Allison B, editors. Brain-
Computer Interfaces. The Frontiers Collection. Berlin, Heidelberg: Springer 
(2009). p. 1–27.
145. Mikołajewska E, Mikołajewski D. Non-invasive EEG-based brain-computer 
interfaces in patients with disorders of consciousness. Mil Med Res (2014) 
1:14. doi:10.1186/2054-9369-1-14 
146. Naseer N, Hong K-S. fNIRS-based brain-computer interfaces: a review. Front 
Hum Neurosci (2015) 9:3. doi:10.3389/fnhum.2015.00003 
147. Naseer N, Noori FM, Qureshi NK, Hong K-S. Determining optimal 
feature-combination for LDA classification of functional near-infrared 
spectroscopy signals in brain-computer interface application. Front Hum 
Neurosci (2016) 10:237. doi:10.3389/fnhum.2016.00237 
148. Naseer N, Qureshi NK, Noori FM, Hong K-S. Analysis of different classifi-
cation techniques for two-class functional near-infrared spectroscopy-based 
brain-computer interface. Comput Intell Neurosci (2016) 2016:5480760. 
doi:10.1155/2016/5480760 
149. Laureys S, Pellas F, Van Eeckhout P, Ghorbel S, Schnakers C, Perrin F, et al. The 
locked-in syndrome: what is it like to be conscious but paralyzed and voiceless? 
Prog Brain Res (2005) 150:495–511. doi:10.1016/S0079-6123(05)50034-7 
150. Naito M, Michioka Y, Ozawa K, Ito Y, Kiguchi M, Kanazawa T. A communi-
cation means for totally locked-in ALS patients based on changes in cerebral 
blood volume measured with near-infrared light. IEICE Trans Inf Syst (2007) 
E90–D:1028–37. doi:10.1093/ietisy/e90-d.7.1028 
151. Gratton G, Fabiani M, Friedman D, Franceschini MA, Fantini S, Corballis P, 
et  al. Rapid changes of optical parameters in the human brain during a 
tapping task. J Cogn Neurosci (1995) 7:446–56. doi:10.1162/jocn.1995. 
7.4.446 
152. Wolf M, Wolf U, Choi JH, Gupta R, Safonova LP, Paunescu LA, et  al. 
Functional frequency-domain near-infrared spectroscopy detects fast neuro-
nal signal in the motor cortex. Neuroimage (2002) 17:1868–75. doi:10.1006/
nimg.2002.1261 
153. Morren G, Wolf M, Lemmerling P, Wolf U, Choi JH, Gratton E, et al. Detection 
of fast neuronal signals in the motor cortex from functional near infrared 
spectroscopy measurements using independent component analysis. Med 
Biol Eng Comput (2004) 42:92–9. doi:10.1007/BF02351016 
154. Gratton G, Fabiani M. Chapter 15. Fast optical signals: principles, methods, 
and experimental results. 2nd ed. In: Frostig RD, editor. In  Vivo Optical 
Imaging of Brain Function. Boca Raton, FL: CRC Press/Taylor & Francis 
(2009), p. 435–60.
155. Blankertz B, Tomioka R, Lemm S, Kawanabe M, Müller K-R. Optimizing 
spatial filters for robust EEG single-trial analysis. IEEE Signal Process Mag 
(2008) 25:41–56. doi:10.1109/MSP.2008.4408441 
156. Bellman R. Dynamic Programming. Princeton: Princeton University Press 
(1957).
157. Hallez H, Vanrumste B, Grech R, Muscat J, De Clercq W, Vergult A, et al. 
Review on solving the forward problem in EEG source analysis. J Neuroeng 
Rehabil (2007) 4:46. doi:10.1186/1743-0003-4-46 
158. Grech R, Cassar T, Muscat J, Camilleri KP, Fabri SG, Zervakis M, et al. Review 
on solving the inverse problem in EEG source analysis. J Neuroeng Rehabil 
(2008) 5:25. doi:10.1186/1743-0003-5-25 
159. Arridge SR, Cope M, Delpy DT. The theoretical basis for the determination 
of optical pathlengths in tissue: temporal and frequency analysis. Phys Med 
Biol (1992) 37:1531–60. doi:10.1088/0031-9155/37/7/005 
160. Schweiger M, Arridge SR, Delpy DT. Application of the finite-element 
method for the forward and inverse models in optical tomography. J Math 
Imaging Vis (1993) 3:263–83. doi:10.1007/BF01248356 
161. Strangman GE, Li Z, Zhang Q. Depth sensitivity and source-detector sepa-
rations for near infrared spectroscopy based on the Colin27 brain template. 
PLoS One (2013) 8:e66319. doi:10.1371/journal.pone.0066319 
162. Gallegos-Ayala G, Furdea A, Takano K, Ruf CA, Flor H, Birbaumer N. 
Brain communication in a completely locked-in patient using bedside 
near-infrared spectroscopy. Neurology (2014) 82:1930–2. doi:10.1212/
WNL.0000000000000449 
163. Chaudhary U, Xia B, Silvoni S, Cohen LG, Birbaumer N. Brain-computer 
interface-based communication in the completely locked-in state. PLoS Biol 
(2017) 15:e1002593. doi:10.1371/journal.pbio.1002593 
17
Rupawala et al. fNIRS for Disorders of Consciousness
Frontiers in Neurology | www.frontiersin.org May 2018 | Volume 9 | Article 350
164. Yeom S-K, Won D-O, Chi SI, Seo K-S, Kim HJ, Müller K-R, et al. Spatio-
temporal dynamics of multimodal EEG-fNIRS signals in the loss and 
recovery of consciousness under sedation using midazolam and propofol. 
PLoS One (2017) 12:e0187743. doi:10.1371/journal.pone.0187743 
165. Schiff ND, Giacino JT, Kalmar K, Victor JD, Baker K, Gerber M, et  al. 
Behavioural improvements with thalamic stimulation after severe traumatic 
brain injury. Nature (2007) 448:600–3. doi:10.1038/nature06041 
166. Yamamoto T, Katayama Y, Obuchi T, Kobayashi K, Oshima H, Fukaya C. 
Spinal cord stimulation for treatment of patients in the minimally conscious 
state. Neurol Med Chir (2012) 52:475–81. doi:10.2176/nmc.52.475 
167. Yamamoto T, Katayama Y, Obuchi T, Kobayashi K, Oshima H, Fukaya C. 
Deep brain stimulation and spinal cord stimulation for vegetative state 
and minimally conscious state. World Neurosurg (2013) 80:S30.e1–9. 
doi:10.1016/j.wneu.2012.04.010 
168. Della Pepa GM, Fukaya C, La Rocca G, Zhong J, Visocchi M. Neuromodulation 
of vegetative state through spinal cord stimulation: where are we now and 
where are we going? Stereotact Funct Neurosurg (2013) 91:275–87. doi:10.1159/ 
000348271 
169. Schiff ND. Recovery of consciousness after brain injury: a mesocircuit 
hypothesis. Trends Neurosci (2010) 33:1–9. doi:10.1016/j.tins.2009.11.002 
170. Kanno T, Morita I, Yamaguchi S, Yokoyama T, Kamei Y, Anil SM, et al. Dorsal 
column stimulation in persistent vegetative state. Neuromodulation (2009) 
12:33–8. doi:10.1111/j.1525-1403.2009.00185.x 
171. Visocchi M, Della Pepa GM, Esposito G, Tufo T, Zhang W, Li S, et al. Spinal 
cord stimulation and cerebral hemodynamics: updated mechanism and 
therapeutic implications. Stereotact Funct Neurosurg (2011) 89:263–74. 
doi:10.1159/000329357 
172. Georgiopoulos M, Katsakiori P, Kefalopoulou Z, Ellul J, Chroni E, 
Constantoyannis C. Vegetative state and minimally conscious state: a 
review of the therapeutic interventions. Stereotact Funct Neurosurg (2010) 
88:199–207. doi:10.1159/000314354 
173. Bai Y, Xia X, Li X, Wang Y, Yang Y, Liu Y, et al. Spinal cord stimulation mod-
ulates frontal delta and gamma in patients of minimally consciousness state. 
Neuroscience (2017) 346:247–54. doi:10.1016/j.neuroscience.2017.01.036 
174. Bai Y, Xia X, Liang Z, Wang Y, Yang Y, He J, et al. Frontal connectivity in 
EEG gamma (30–45 Hz) respond to spinal cord stimulation in minimally 
conscious state patients. Front Cell Neurosci (2017) 11:177. doi:10.3389/
fncel.2017.00177 
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be 
construed as a potential conflict of interest.
Copyright © 2018 Rupawala, Dehghani, Lucas, Tino and Cruse. This is an open- 
access article distributed under the terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or reproduction in other forums is permitted, 
provided the original author(s) and the copyright owner are credited and that the 
original publication in this journal is cited, in accordance with accepted academic 
practice. No use, distribution or reproduction is permitted which does not comply 
with these terms.
