Abstract-In this paper, the noise of 3D computed tomography (CT) image reconstruction using QR-Decomposition is analyzed. There are several types of image noise that can interfere with the interpretation of an image. Here, the noise introduced by the reconstruction process is studied. In this analysis, condition numbers are calculated with different CT model parameters, three dimensional (3D) CT image reconstruction with simulated and real data are performed, image noise analysis is performed through various image quality parameters and the condition number of the linear system is related with the image quality parameters. Results show the condition number's dependence on the CT model. Image reconstructions with simulated data show errors significantly below the condition number theoretical bound and image reconstructions with real data show that quality improvements depend strongly on the condition number. This allows a reduction on the number of projections without compromising image quality and places this reconstruction method as a strong candidate for low-dose 3D CT imaging reconstruction.
I. INTRODUCTION
T HE QR-Decomposition algorithm is classified as a modelbased (MB) method [1] . MB reconstruction algorithms allow a detailed mathematical description of the physical processes involved in tomographic systems [2] , [3] . This advantage can reduce image artifacts and noise and leads toward dose reduction in CT. Model-based iterative reconstruction (MBIR) method is often considered as a general designation for all MB methods [4] . MBIR algorithms arise a large size optimization problem as well as a careful choice of an optimization function along with an iterative search of the solution in which each step involves two matrix vector products. The QR-Decomposition algorithm takes advantage of the benefits of the MB approach, but only requires a matrix vector product and backward substitution for the image reconstruction. It could be broadly labeled as a model-based direct reconstruction (MBDiR). QR decomposition process can be computed a priori and it is only necessary to compute them once. MB methods describe the CT as a linear system of equations , therefore reconstruction problem becomes a linear system where the right hand side ( ) corresponds to a vector containing the transmission data (projections) measured by the detectors, the unknowns ( ) correspond to the 3D image reconstructed, and the matrix ( ) describes the CT. The matrix must be rectangular, representing an overdetermined system, in order to use the QR-Decomposition algorithm. This limitation has an effect on the number of unknowns, that is the number of elements the reconstructed image will have, regarding the number of equations, that is the number of measurements present on a projection (view) times the number of total projections. High-resolution images require certain number of image elements that must be considered during the design of matrix . The filtered back-projection (FBP) algorithm does not have this limitation, in the sense that it has no inherent restriction in the number of elements its reconstructed images can have. The design of matrix for the QR-Decomposition approach has two alternatives to increase the number of elements of its reconstructed image: on one hand, increasing the number of projections, which will have an impact in the patient dose, and on the other hand increasing the number of measurements present on a projection. In this work we present an analysis of the impact of these alternatives in the reconstructed image quality.
A theoretical upper bound of the error that will occur in the reconstruction can be established based on the condition number of the linear system. This bound is defined by the compatibility between the matrix ( ) and the right hand side (CT data, ) of the linear system. In this work we study the relation between this error bound, the reconstructed image quality and the parameters of the CT system. QR decomposition can perform image reconstructions with good quality while using a low number of projections, becoming a candidate for low dose image reconstruction.
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reconstruction with the proposition of a model matrix has been treated with the SVD. Specifically, for local CT image reconstruction [5] [6], single photon emission tomography [7] - [10] , and fluorescent x-ray computed tomography [11] . Moreover, these problems tend to be ill-conditioned and, if the data includes noise, the solution includes large oscillation due to the illconditioned problem and regularization may be considered. The QR-Decomposition has been used to perform a regularization of the SVD solution [12] [13] and requires fewer computations than SVD. We have explored fill-in reduction strategies and exploited CT model features (like symmetries), in order to perform a QR-Decomposition over sparse matrices up to 14745600 rows and 592704 columns derived from the CT model. The paper is organized as follows. In Section II, model based image reconstruction is introduced. Measurements and figures of merit are considered in Section III. In Section IV, results of the analysis of reconstructions are presented. Finally, the concluding remarks are exposed in Section V.
II. MODEL BASED IMAGE RECONSTRUCTION
The matrix models the CT system response in 3D. In a system consisting of views (projections) measured with a flatpanel divided into detectors and a field of view (FOV) divided into voxels, the CT system matrix . Each element represents the attenuation on the -th beam caused by the -th voxel. The attenuation is computed as the volume of the intersection between a beam and a voxel. The beam corresponds with the x-ray beam from the source to a detector in a particular view . In addition, each element is corrected by the cone-beam factor (explained in detail in [14] , [15] ).
A. QR-Decomposition Algorithm
The QR-Decomposition is a factorization of a matrix in two matrices and , where , is orthogonal and is upper triangular. Provided that our aim is to solve a linear system of equations (1) this factorization is used to obtain an equivalent linear system, easier to solve by means of a backward substitution process.
The QR-Decomposition is performed through a series of orthogonal transformations. The repeated application of these transformations is normwise backward stable, so it is the QR-Decomposition [16] . There are two orthogonal transformations used in the QR-Decomposition: Householder reflections and Givens rotations, both with excellent numerical properties. We performed the factorization with Givens rotations because, if is large and sparse, they are the best suitable transformation in order to manage the fill-in [17] .
3D MB reconstruction is done by the resolution of system (1), which will be overdetermined ( ). In this case, our aim is to find (2) where denotes the minimization of the of the vector . The problem equivalent to (2), obtained using the QR-Decomposition, is
and (the reconstructed image) is obtained by means of a backward substitution process, which is equivalent to the solution of a least squares fitting of (2) [18] .
B. The Condition Number
The condition number is an estimator of the sensitivity of a system to perturbations. The definition (4) of the condition number ( ) usually for a square matrix (4) can be extended to a rectangular matrix [18] , [19] , [20] , where and are the largest and smallest singular values of respectively. Since the QR-Decomposition preserves the 2-norm, the condition number of matrix can be computed using the factor [21] (which has to be computed for the image reconstruction).
Considering the dimensions of (and its upper triangular form), its singular values can be obtained in a reasonable time using standard techniques.
By means of this extension, the condition number of the CT model matrix can be computed and the relative error of the system can be bounded by (6): (6) If has a low condition number, then low values of imply low values of and it is said that the system is well-conditioned. If the condition number is high, then low values of do not imply low values of and it is said that the system is ill-conditioned. In other words, the solution of an ill-conditioned system is more sensitive to perturbations in .
III. MATERIALS AND METHODS

A. Real CT Measurements
Experimental measurements have been conducted with an Albira CT [22] . This scanner is a trimodal PET/SPECT/CT. The CT subsystem is a cone beam CT that uses a microfocus x-ray source with a focal spot size of m and a CMOS flat-panel with an active area of mm that consists of a pixelated array sensors. The distance from the x-ray source to the isocenter is 290 mm and to the flat-panel is 425 mm. This geometry leads to a magnification factor of 1.46, allows a transaxial FOV of about 80 mm in diameter, and an axial FOV of 65 mm. The phantom used for measurements consists on a polymethylmethacrylate (PMMA) cylinder of 50 mm height and 55 mm in diameter and contains cylinders of different materials. The center of each cylinder is 16 mm off the axis and are 8 mm in diameter (see Fig. 1 ). Aside of the container cylinder of PMMA, the rest of cylinders are of air, polytetrafluoroethylene (PTFE or Teflon), polyethylene (PE) and polyoxymethylene (POM). These materials model regions inside the human body: air regions inside the body, PMMA for soft tissue, PTFE for soft bone, PE for adipose tissue and POM for organs tissue.
Data measurement consisted of 400 projections of the previously described phantom. For measurement configuration, the tube voltage was fixed to 40 kV, and 0.5 mm aluminium filter was used to absorb the lower-energy x-ray photons.
B. Simulated CT Measurements
A 3D simulated image phantom ( ), also usded in [23] and geometrically similar to Fig. 1 , was generated with the expected CT values (depending on the material) in each cylinder. The measurement ( ) is simulated as the product of the simulated image phantom and the system matrix. Then, the simulated is perturbed with several and is used for reconstruction. The model represented by matrix is an approximation. Certain simplifications were assumed to model the CT system, such as monoenergetic x-ray beams or a punctual x-ray source. The image obtained as a solution of the system , is used to compute the relative error due to the perturbation . Since the size of is known the relative error and the condition number can be related.
All CT configurations have been generated with the geometry of the Albira CT and therefore can be used for reconstruction with this CT data. The FOV volume is divided into cubic voxels and each voxel will be an element of the reconstructed image.
In this work, we have evaluated the effect of detector size and number of projections on the condition number of the system matrix and the reconstructed image. Different CT configurations have been generated with cubic voxels with an edge length of 1.28 mm and varying the other parameters as follows:
• Detector size: due to computational complexity, the number of simulated detectors must be a rebinning of the number of physical detectors. The flat panel area is divided into square detectors from (1.28 mm detector edge length) to (0.4 mm detector edge length) in steps of detectors.
• Number of projections: the number of views of the CT measurement along 360 degrees is set from 80 to 300 in steps of 20 projections. For each combination of these parameters, ten are randomly generated as a random gaussian distribution to form a set of perturbed measurements. Ten sets are generated with ranging from 1% to 10% in steps of 1%. Then, the relative error in each reconstructed image is computed and averaged among a set to obtain its mean relative error. This perturbation accounts for both physical processes disregarded in the model and finite precision errors or noise in the detection panel.
C. Figures of Merit
Considering simulated CT measurements, the image quality of the reconstructed image has been evaluated using the relative error (RE).
(7)
Considering real CT measurements, the image quality has been evaluated over five volume of interest (VOI) defined by each phantom insert and the PMMA cylinder. Cylindrical VOIs, centered in each insert, with 6 mm of diameter and 20 mm of height were chosen. For each VOI, a CT number ( ) is computed as the averaged pixel value among the VOI pixels according to (8) and a standard deviation ( ) as the standard deviation of the pixel values among the VOI pixels according to (9) : (8) (9) where is the number of pixels in the VOI and is the value of each pixel.
The following image quality indicators have been used:
• Coefficient of variation (CV): is a measure of the differences between pixel values in a VOI. CV is divided by in order to obtain a dimensionless measure.
• Contrast recovery coefficient (CRC): is a measure of contrast between a VOI and the PMMA background.
where represents the CT number of PMMA background, and represents the CT numbers of the materials in the insert and PMMA background, obtained from [24] .
• Contrast to noise ratio (CNR) [25] : is a measure of the relation between contrast and noise of a VOI and the PMMA background. (12) where and represent the CT number and the standard deviation of PMMA background, respectively.
IV. RESULTS
This paper shows the impact of the number of projections, and the size of the detectors on the condition number of matrix of the CT system and therefore in the noise of reconstructed CT images using the QR-Decomposition method. The optimal values of these two parameters in order to produce well-conditioned models have a linear dependence with the modeled voxel size. Cubic voxels of 1.28 mm edge length were used in the reconstructions of this work. Similar results were obtained with voxel edges from 2.13 mm to 0.91 mm.
A. Model Configuration Influence on the Condition Number
The number of projections, and the size of the detectors for the CT system have a strong influence on the condition number of the resulting system matrix. Figs. 2 and 3 show the condition number of the system matrix for different configurations, from ill-conditioned to well-conditioned situations. In Fig. 2 is reflected that increasing the number of projections from 100 to 400 with detectors of 0.8 mm produces a condition number comparable to that obtained with the reduction of the detector size from 0.8 mm to 0.4 mm with 100 projections.
Increasing the number of projections and decreasing the detector size produce a growth on the number of equations of the model. As the number of equations grows the condition number tends to stabilize. In this case (with a voxel size of 1.28 mm) the condition number stabilizes around (see Figs. 2 and  3) . Although, the condition number is reduced by the number of projections and the detector size, it decreases faster to its limit as the detector size is reduced.
B. Simulated CT Measurements
The relation between the condition number and the RE of the system is shown in (6) , but this relation may not be tight. In a previous work, authors estimated the condition number, assuming this bound was tight, leading to optimistic condition numbers. Fig. 2 shows the evolution of the condition number while the number of projections increases. These two curves can be identified in Fig. 4 for detector sizes of 0.8 mm and 0.4 mm respectively. The REs measured tend to the perturbation size , although (6) and Figs. 2 and 3 suggest higher RE values. Similar results were found in all generated .
For a perturbation size of and a RE , simulated reconstructions with detector sizes below 0.53 mm and 100 projections or more have obtained lower RE. In fact, simulated reconstruction sets obtained a RE smaller than with detector sizes below 0.53 mm and 100 projections or more. This suggests that detector sizes below 0.53 mm and 100 projections can produce images affected by a relatively low degree of error without the need of increasing the number of projections as increases.
C. Real CT Measurements
Data measured with Albira CT of a phantom which models human tissues have been rebined by grouping real detector mea- surements into modeled detectors of sizes 0.8 mm and 0.4 mm. The same phantom has been measured along 360 degrees considering 400, 200, and 100 projections. There are 6 compatible model configurations used in the simulated reconstruction compatibles with this data. Transversal slices of 3D reconstructions of these 6 models are shown in Fig. 6 . The 0.4 mm size modeled detectors mitigate the effect of the information loss as detector pixel size is reduced, and leave the reconstruction algorithm as the main source of noise. Image quality measurements were performed in phantom VOIs. Results show different levels of relation with the condition number of models.
Regarding CV, the best results have been obtained with the smallest detector sizes. It must be highlighted here that the behavior of the CV with the increase in the number of projections. There is a notable improvement increasing the number of projections from 100 to 200 and a stabilization from 200 to 400 (see Fig. 7 ). In the case of air (see Figs. 8 and 2 ) the CV and the condition number have similar behavior regardless of the number of projections. The small improvement in CV results from 200 to 400 projections is due to the small improvement on the condition number. Although, the notable improvement in CV results from 100 to 200 projections is due to the incompleteness of the CT model. As showed in [26] , with lower number of projections, the CV caused by system modeling error increases and becomes the main source of CV. With 200 projections or more the CV caused by system modeling error is small compared to other errors such as accumulated round-off error (caused by intermediate calculations with floating point precision), numerical stability errors during the system matrix decomposition or noise in CT flat panel measurement.
Furthermore, special mention should be made of the CV of air (see Fig. 8 ). CV values of air are ten times larger than the rest of VOIs. This is caused by low values of , which are around 0.05. Although, values of are between 0.02 and 0.008, which are similar to the other VOIs as PMMA. As for CRC, the best results have been obtained with the smallest detector sizes. However, differences between models are lower than 1%, regardless of the CT number of VOIs (see Fig. 9 ). With such varying conditions, as from 100 to 400 projections or detector sizes from 0.8 mm to 0.4 mm, QR-Decomposition reconstruction produces images with stable contrast relations.
Regarding CNR, the best results have been obtained with the improvement of both number of projections and detector size. Although this parameter obtains the highest improvements as the number of projections increases (around 15%) also improves with the decreasing of the detector size (between 2% and 8%, see Fig. 10 ). The same reason as in CV, incompleteness of the CT model relates this parameter with the number of projections. 
V. CONCLUSIONS
In this work a MBDiR algorithm is used to reconstruct CT images. The parameters of the CT model influence the condition number of the matrix used to reconstruct 3D images. The parameter that has the greatest influence on the condition number is the detector size. The reconstruction of simulated data showed that the improvement of the condition number of the system has an impact on the RE of the reconstructed images beyond the theoretical bound of (6) .
Image quality measurements of reconstructed images using the same CT models with data from Albira CT showed that:
• CRC of VOIs remains constant (around 1% of variation) regardless of the parameters chosen (size of modeled detectors between 0.8 mm and 0.4 mm and number of projections between 100 an 400).
• CV of VOIs improves mainly with the number of projections from 100 to 200 and for more than 200 projections, major improvement is related to detector size.
• CNR of VOIs improves with the combination of number of projections and the size of the detectors. The relation between the CNR and the number of projections is due to the incompleteness of the CT model. CRC stability and CV improvement as detector size decreases, enables a potential reduction on the number of projections used for the image reconstruction. This reduction on the number of projections implies the reduction of radiation dose received by the patient.
The reason of grouping physical detectors in larger modeled detectors and disregard physical processes in the CT model is the ease of computational complexity. Improvements on the decomposition of the system matrix will allow to model smaller detectors that will imply better condition numbers and produce reconstructed images with better quality parameters without the need of a large number of projections. For these reasons we propose the 3D image reconstruction using QR-Decomposition as a promising candidate for CT low-dose imaging.
