By means of Mawhin's continuation theorem of the coincidence degree theory, some criteria are established for the existence of a Tperiodic solution for a kind of fourth-order functional differential equation with two deviating arguments of the following form
Introduction
In (Gaines & Mawhin, 1977) , Gaines and Mawhin introduced continuation theorems and applied to the existence of solutions of ordinary differential equations. Hence by using the continuation theorem of coincidence degree theory, many authors studied the problem of the existence of periodic solutions for some types of delay differential equations with deviating arguments in the literature, for examples, see (Alzabut & Tunç, 2012; Ezeilo, 1974; Liu & Huang, 2006a,b; Lu & Ge, 2002 , 2003 Lu et al., 2004; Wang & Cheng, 1999; Wu et al., 2006; Xiao & Liu, 2006) , and the references cited therein. Besides it is worthmentioning that there are few results on the same topic for third-order delay differential equations, for examples, see (Abou-El-Ela et al., 2011; Chukwu, 1978; Gui & Ge, 2005; Gui, 2006; Te . jumo . la & Tchegnani, 2000; Zhu, 1992) .
In (Wu et al., 2006) , Wu, Xiao and Zhang established new results on the existence of T -periodic solutions for the Rayleigh equation with two deviating arguments of the form x(t) + f (x(t),ẋ(t)) + g 1 (t, x(t − τ 1 (t))) + g 2 (t, x(t − τ 2 (t))) = p(t), where τ 1 , τ 2 , p : R → R and f, g 1 , g 2 : R × R → R are continuous functions, f (x, 0) = 0; τ 1 , τ 2 and p are T -periodic, g 1 and g 2 are T -periodic in their first argument and T > 0.
The main objective of this paper is to establish criteria to guarantee the existence of a unique periodic solution to fourth-order nonlinear delay differential equation with two deviating arguments of the following form x (4) (t) + f ( ... x (t)) + ψ(ẍ(t)) + g(x(t))ẋ(t) + h 1 (t, x(t − τ 1 (t))) + h 2 (t, x(t − τ 2 (t))) = p(t),
(1.1) where f, ψ, g, τ 1 and τ 2 are continuous functions defined on R, and h 1 , h 2 are continuous functions defined on R 2 ; τ 1 , τ 2 and p are T -periodic; h 1 and h 2 are T -periodic in their first argument and T > 0.
By applying continuation theorem of the coincidence degree theory, we obtain a new result, which complement previously known result. An illustrative example is given in section 4.
Preliminaries
For simplicity, we use the following symbols throughout this paper.
Let X and Y be two Banach spaces defined by:
for all t ∈ R} and Y = {y|y ∈ C(R, R), y(t + T ) = y(t) for all t ∈ R}, with the norms
and for x ∈ D(L)
Also N : X → Y be a nonlinear operator with
It is easy to get that KerL = R and ImL = {y|y ∈ Y, T 0 y(s)ds = 0}. Therefore, ImL is closed in Y and dim(KerL)= codim(ImL) =1. It follows that the operator L is a Fredholm operator with index zero.
Define the projections P : X → KerL and
respectively, ImP = KerL = R and KerQ = ImL. Set the operator
Then, L P has a unique continuous inverse operator L −1 P on ImL defined by
Therefore, it is easy to see from (2.2) and (2.3) that N is L-compact onΩ where Ω is an open bounded subset in X.
In view of (2.1) and (2.2) the operator equation
is equivalent to the following equation
(2.3)
In the following, to state our main result, we recall Mawhin's continuation theorem of the coincidence degree theory formulated in (Gaines & Mawhin, 1977) , which our study is based upon. 
Then the equation Lx
Lemma 2.1. Assume that the following conditions are satisfied:
(ii) If the following hypotheses hold:
(H 1 ) One of the following conditions holds
(H 2 ) There exists a constant e > 0 such that
If x(t) is a T-periodic solution of (2.4), then
Then (1.1) has at least one T-periodic solution.
Proof of (ii): Let x(t) be a T -periodic solution of (2.4). Then by integrating (2.4) from 0 to T we get
which implies that there exists t 1 ∈ R such that
Next we show that the following claim is true.
Claim: If x(t) is a T -periodic solution of (2.4), then there exists a constant t 2 ∈ R such that
(2.10)
Proof. Assume by the way of contradiction, that (2.11) does not hold. Then
which together with (H 1 ), (H 2 ) and (2.10) imply that one of the following four relations holds:
(2.13)
(2.14)
(2.15)
Suppose that (2.13) holds, in view of (H 1 )(1), (H 1 )(2), (H 2 )(1) and (H 2 )(2) we consider four cases as follows: (1) and (H 1 )(1) hold, according to (2.13) we obtain
which contradicts (2.10). This contradiction implies that (2.11) holds. (1) and (H 1 )(2) hold, according to (2.13) we obtain
which contradicts (2.10). This contradiction implies that (2.11) holds. (2) and (H 1 )(1) hold, according to (2.13) we obtain
which contradicts (2.10). This contradiction implies that (2.11) holds. (2) and (H 1 )(2) hold, according to (2.13) we obtain
which contradicts (2.10). This contradiction implies that (2.11) holds.
If (2.14) (or (2.15), or (2.16)) holds, using the methods similarly to those used in Case I -Case IV, we can show that (2.11) holds. This completes the proof of the Claim.
Let t 2 = mT + t 0 , where t 0 ∈ [0, T ] and m is an integer, then from (2.11) and for any t ∈ [t 0 , t 0 + T ] we get
Also since x(t) is a T -periodic solution
By combining the above two inequalities we obtain
Using the inequality of Schwarz , we get
The proof of condition (ii) in Lemma 2.1 is complete.
Proof of (iii): Let x(t) be a solution of (1.1). Multiplying both sides of (1.1) by x (4) (t) and then integrating it over [0, T ], we have
Then we get
Then from (2.5) we obtain
By using the inequality of Schwarz we have Therefore, implies that by using the inequality of Schwarz
(2.21) Since x(t) is a T -periodic function for t ∈ [0, T ], we have
Therefore, implies that by using the inequality of Schwarz
(2.23)
(2.25) By substituting from (2.26) in (2.24) we obtain 
This implies that
(2.31) By substituting from (2.32) in (2.25), (2.28) and (2.30) we find
(2.32)
(2.33)
(2.34) The proof of condition (iii) in Lemma 2.1 is complete.
Proof of (iv): Suppose that x 1 (t) and x 2 (t) are two T -periodic solutions of (1.1), then we have
Then we obtain
Thus by integrating (2.36) from 0 to T , we get
since x 1 (t) and x 2 (t) are two T -periodic solutions. Therefore by using the integral mean-value theorem, it follows that there exists a constant γ ∈ [0, T ] such that
From (H 1 ) and (2.37) we obtain
Since z(t) = x 1 (t)−x 2 (t) is a continuous function in R, it follows that there exists a constant ξ ∈ R such that z(ξ) = 0.
Let η = nT +γ, whereγ ∈ [0, T ] and n is an integer. Then Combining these two inequalities, we get
Multiplying both sides of (2.36) by z (4) (t) and then integrating it over [0, T ] it follows
From (i) we obtain
To prove condition (a) of Theorem 2.1 we assume that for any λ ∈ [0, 1] and any x = x(t) in the domain of L is which also belongs to ∂Ω, we must have Lx = λN x. For otherwise in view of (2.4).
Let x(t) be a T -periodic solution of (2.4), multiplying both sides of (2.4) by x (4) (t) and then integrating it from 0 to T , we get
for any x ∈ ∂Ω∩KerL = ∂Ω∩R, then x is a constant with
So condition (b) of Theorem 2.1 is also satisfied.
Furthermore define a continuous function H(x, µ) by
in view of (3.1) we get xH(x, µ) < 0 for all µ ∈ [0, 1] and x ∈ ∂Ω ∩ KerL.
Thus H(x, µ) is a homotopic transformation. Hence by using the homotopy invariance theorem we have deg{QN x, Ω ∩ KerL, 0} = deg{−x, Ω ∩ KerL, 0} = deg{−x, Ω ∩ R, 0} = 0, so condition (c) of Theorem 2.1 is satisfied.
Case(ii): If (H 2 )(2) holds. Since
for any x ∈ ∂Ω∩KerL = ∂Ω∩R, then x is a constant with 
in view of (3.2) we get xH(x, µ) > 0 for all µ ∈ [0, 1] and x ∈ ∂Ω ∩ KerL.
Thus H(x, µ) is a homotopic transformation. Hence by using the homotopy invariance theorem we have
So condition (c) of Theorem 2.1 is also satisfied. In view of all calculations above, we conclude that (1.1) has at least one T -periodic solution. This completes the proof of Theorem 3.1.
An Illustrative Example
In this section, we give an example to illustrate the main result obtained in the previous section. .
We can get e = 3 5 , (e is an arbitrary positive constant). Thus, it is straightforward to realize that all conditions of Lemma 2.1 hold.
Hence by Theorem 3.1, equation (4.1) has at least one π-periodic solution.
