Abstract. We prove that for a general Calderón-Zygmund operator T the numbers
Introduction, notation and useful results
The purpose of this note is to present another nice property of the A p weights. In particular, the numbers, T L p (w)→L p (w) , converge to the norm of the operator in the usual unweighted L p (dx) space, as the A p norm of the weight goes to 1. This means that if the A p norm of w is close to 1, w is almost the constant weight 1. Furthermore, we can find the rate of convergence and prove that is sharp.
We will denote by Q a cube in R n and by c an absolute constant that may depend on the dimension. Also w will denote a function from R n → (0, +∞ 
Actually by the proof of Theorem 1, it follows that
for all A p weights, w, with characteristic [w] A p ≤ 1 + δ < 2, and c is a constant that depends on the dimension and p. We will start the proof in section 2 and finish it in section 3. In section 4, we will discuss sharpness, and we will show that the Hilbert transform behaves exactly like 1 + c √ δ, for p = 2. As a consequence, the martingale transform is of the same order, and the Riesz projection P + is of the order 1 + cδ. In this sense, the Riesz projection goes faster to its L 2 norm than the Hilbert transform. Moreover, using the ideas of [2] , one can show that 1+C √ δ is the estimate from below for the second order Riesz transforms R 2 k . Then automatically, it is the right estimate from below for the first order Riesz transforms as well. The detailed proof of that has certain important points of difference in comparison with the present paper, and will be published separately. In addition, Theorem 1 proves that T L p (w)→L p (w) is Hölder continuous at w = constant, with exponent 1 2 . We need some more results before the proof of the main theorem.
The space of BM O functions in R n consists of locally integrable functions f such that the norm f * = sup λf is bounded by the number 2 for example (see, e.g., [1] ).
In the following, (X, M, μ) and (Y, N , ν) will denote measure spaces. Suppose T is an operator of a class of functions on X into a class of functions on Y . T is called a sublinear operator if it satisfies the following properties:
iii) For any scalar k, we have |T (kf )| = |k||T f|, μ almost everywhere. Let p, q ≥ 1 be two real numbers. We say that T is of type (p, q) if T is defined for all functions f in L p (X, M, μ) and there exists a positive number, K, independent of f such that
Let μ 0 , μ 1 be two measures for (X, M). If we define the measure μ = μ 0 + μ 1 , then μ 0 , μ 1 are each absolutely continuous with respect to μ. Thus, by the RadonNikodym theorem, there exists two functions, α 0 , α 1 , such that for any E ∈ M,
where j = 0, 1. In the following we will assume that α 0 , α 1 are never zero. This is equivalent to asserting that the sets of measure zero with respect to μ j , j = 0, 1, are the same as the sets of measure zero with respect to μ. Thus, in the various measure spaces that we will consider, the equivalence classes of functions will be the same.
Let 0 ≤ s ≤ 1, and define the measure μ s on X by
for each E ∈ M. Also assume that we have two measures ν 0 , ν 1 on N , and define the measures ν r , for 0 ≤ r ≤ 1, just as we did for μ s above. Given any real numbers 1 ≤ p 0 , p 1 , q 0 , q 1 and any 0 ≤ t ≤ 1, we define p t , q t , s(t), r(t) as follows:
We have the following theorem by [6] .
Theorem 2. Suppose that T is a sublinear operator satisfying
The following result was proved in [5] .
Theorem 3. If the A ∞ norm of a weight w is small, i.e. [w]
A ∞ ≤ 1 + δ < 2, then the function f = log w and any cube Q satisfy
We will give a rough idea for A 2 , since for A ∞ it is similar. We will show that for any A 2 weight w,
Indeed, for any real number x we have that 2 + x 2 ≤ e x + e −x . Now apply it with x = log( w w Q ) and get
Hence,
By the Hölder inequality, we have f :
Now using the well known inequality
we get exactly what we want. For a general A ∞ weight the proof follows the same lines. See [5] for more details. We will now use the above results to prove our main theorem.
Main theorem
We will denote by L the σ-algebra of Lebesgue measurable subsets of R n .
Theorem 4. Suppose that T is a linear operator on R n , such that for any
where F is an increasing positive function. Then 
and the right hand side goes to γ as t → 0 + or equivalently as δ → 0 + . In other words, lim sup
This is not the end of the proof of Theorem 4; we continue the proof in the next section.
Remark 5. It follows that lim sup
whenever T is a sublinear operator that satisfies the assumptions of Theorem 4.
Remark 6. Consider any Calderón-Zygmund operator T . By [3] we know that
for any A p weight w. This means that we can apply Theorem 4 for 1 < p < ∞ and
Continuity
In this section we will show
which finishes the proof of the main theorem. Let us assume that p = 2 and that T L p (dx)→L p (dx) = 1, for convenience. Note that other p's can be treated in the same way. So far we have proven that (1) lim sup
and that
Let M φ denote the operator of multiplication by φ. To finish the proof of the continuity at w = 1, one needs to show that lim inf [ 
cannot happen for a weight w whose A 2 norm is sufficiently close to 1. Suppose this is true, and we get a contradiction. There exists a sequence of weights w n , [w n ] A 2 ≤ 1 + ε n , ε n → 0 such that for any bounded function with compact support f one has
Without loss of generality we fix
where Q is a cube containing supp f . We want to show the following:
→ 0, and 2) there exists a subsequence {n k } such that w n k → 1 almost everywhere in Q. Clearly 2) is implied by 1). Suppose 1) is proved. Then noticing that 1) implies
and passing to a subsequence, we conclude that
Now we apply Fatou's lemma in inequality (3),
and by virtue of w
for τ > 0. Now we let Q expand to R n . This is true for any f bounded with compact support, and so T L 2 →L 2 ≤ 1 − τ . This gives a contradiction to our assumption that T L 2 →L 2 = 1.
All that remains is showing 1), which follows from the following lemma.
Proof. We start with
By the Cauchy-Schwarz inequality, w
Note that last inequality is by our normalization assumption. Plugging this into the previous inequality, we prove the lemma.
Sharpness
In the following we are going to consider the Hilbert transform, H, the Riesz projection P + , and weights in A 2 on the circle. We are going to show that Theorem 4 is sharp for the Hilbert transform and that it is not sharp for the Riesz projection. This result is interesting because these two operators, H and P + , are very closely related, i.e.
But as we shall see they do not behave in the same way.
We start with a weight w ∈ A 2 such that [w] A 2 = 1 + δ, where δ > 0 is really close to 0. We know that there exists an outer function h such that w = |h| 2 . Outer means that h = e u+i u , where u denotes the harmonic conjugate of the function u. We did all this in order to be able to claim that we can choose our function h satisfying
Let f ± denote the analytic and anti-analytic parts of a bounded function f on the circle. Now the space BM O can be written as the direct sum of the BM OA and BM OA spaces, the BM O analytic and the BM O anti-analytic spaces, respectively. Without loss of generality we can assume that
where . 2 is the norm in the Hardy space H 2 . This last supremum is exactly equal to sup 
These spaces are called the future and the past spaces (the terminology comes from the probability, where w plays the role of the spectral density of a stationary stochastic process; see, e.g., [7] and the literature cited therein). The next step is to find the angle θ of these two spaces in L 2 (w). This is exactly
.
If we write down just one of these inner products, we see the following:
The first two functions that appear in the integrand are analytic since they are products of analytic functions. Note that since the function φ − is anti-analytic, the function φ − is analytic. Also their H 2 norm is ≤ 1. This means that the supremum is exactly equal to
Therefore, the cos θ is exactly of the order √ δ. This means that sin θ − 1 is of the order δ. Now, all that remains is an easy problem. We are given that the cosine of the angle of two directions is of the order √ δ, and we would like to find the order of sup u+v u−v over all vectors u that have the first direction and v that have the second direction. Using the theorem of cosines, we can see that the order of this supremum must be 1 + c √ δ. Thus
Remark 8. It follows that the L 2 (w) norm of the operator P + is exactly of the order 1 + cδ, for some weights w ∈ A 2 , such that w A 2 − 1 δ if and only if Korey's estimate of the square root of δ in Theorem 3 is sharp for A 2 weights of A 2 norm ≤ 1 + δ.
Remark 9. In [7] , a complete description of completely regular stationary processes was given. The setting is different, since [7] describes all matrix weights W such that the spaces X 0 = span{z k C : k < 0}, X n = span{z k C : k ≥ n} are asymptotically (as n → ∞) orthogonal to each other,
as n → ∞. But we can fix n to be zero, W to be a scalar weight, and see that as the A 2 norm of the weight goes to 1, the norm of the operator P + goes to 1. However, the order of this convergence is worse than δ, which is the sharp order of P + L 2 (w)→L 2 (w) − 1. If one works through the estimates of [7] , one gets P + L 2 (w)→L 2 (w) ≤ 1+cδ 1 2 . In other words, the estimate for the cosine of the angle between the past and the future is ≤ Cδ , and for certain weights, it cannot go faster to 1 than this square root.
