Abstract. The thermodynamical properties of a generalized Dicke model are calculated and related with the critical properties of its energy spectrum, namely the quantum phase transitions (QPT) and excited state quantum phase transitions (ESQPT). The thermal properties are calculated both in the canonical and the microcanonical ensembles. The latter deduction allows for an explicit description of the relation between thermal and energy spectrum properties. While in an isolated system the subspaces with different pseudo spin are disconnected, and the whole energy spectrum is accesible, in the thermal ensamble the situation is radically different. The multiplicity of the lowest energy states for each pseudo spin completely dominates the thermal behavior, making the set of degenerate states with the smallest pseudo spin at a given energy the only ones playing a role in the thermal properties, making the positive energy states thermally inaccesible. Their quantum phase transitions, from a normal to a superradiant phase, are closely associated with the thermal transition. The other critical phenomena, the ESQPTs occurring at excited energies, have no manifestation in the thermodynamics, although their effects could be seen in finite sizes corrections. A new superradiant phase is found, which only exists in the generalized model, and can be relevant in finite size systems.
Introduction
The description of non-equilibrium dynamics and thermalization in isolated quantum many-body systems has received renewed interest during the last years thanks mainly to the development of novel and powerful numerical approaches to study these problems, as well as, to the advance in sophisticated experimental techniques to control quantum systems with many degrees of freedom [1, 2, 3] . While the connection between thermodynamics and statistical physics is clear in the context of microscopic laws governed by classical mechanics, for quantum mechanics is not the case because of the difficulties in defining important concepts like chaos, integrability and analytic solvability. We lack a complete framework able to explain how equilibrium and thermal states described by the ensembles of statistical mechanics arise from a microscopic description, and how a quantum phase transition (QPT) and its dynamics could be interpreted from the thermodynamic point of view.
Furthermore, in the case of many particles and degrees of freedom, the techniques developed to deal with the zero temperature case cannot easily be extended for solving finite temperature problems [4] . At zero temperature, quantum systems occupy only the ground-state. However, with finite temperature, a quantum system has enough thermal energy to occupy excited states. Therefore, in order to study finite temperature problems in quantum many-body systems the information of their spectra is significant. This leads us to relate the point of view of statistical ensambles, where the temperature plays an important role, with the perspective of isolated systems, where the spectrum is relevant.
One interesting feature of the spectrum in quantum many-body systems is the excited-state quantum phase transition (ESQPT). An ESQPT is a singularity in the density of states which takes place along the energy spectrum for fixed values of the Hamiltonian parameters [5] and has a strong semi-classical connection [6, 7] . The ESQPTs have been studied in several nuclear physics models [8] and it has been suggested they could have important effects in decoherence [9] and the temporal evolution of quantum quenches [10, 11] . The relationship between the ground state QPTs and ESQPTs is not completely clear, neither are the dynamical properties of the latter, so these issues are open to current research.
The aim of this work is to relate some critical features of the quantum spectrum in atom-field systems, specifically the QPT and ESQPT, with their thermodynamics. We study these features in a generalized Dicke model, including the Dicke and TavisCummings Hamiltonians [13, 12] , which describe a system of N two-level atoms interacting with a single monochromatic electromagnetic radiation mode within a cavity. In the language of quantum computing and quantum information, they also describe a set of N qubits from quantum dots, Bose-Einstein condensates in optical lattices, and circuit QED [14, 15, 16, 17, 18, 19] interacting through a bosonic mode.
Both Hamiltonians are paradigmatic examples of quantum collective behavior in quantum optics. While the Dicke Hamiltonian is non-integrable, the Tavis-Cummings Hamiltonian is its integrable version due the rotating-wave approximation (RWA). The Dicke model is interesting not only because its experimental realizations, but also thanks to its critical phenomena: the superradiant thermal phase transition [20] , the wellknown superradiant QPT, related with quantum chaos and entanglement [21] , and the presence of (dynamic and static) ESQPTs [22, 23, 24, 25] . The Dicke model is a suited toy model to explore the connection between thermodynamics and the spectrum of quantum systems. In order to address both Hamiltonians at once, and at the same time to have the possibility to go from integrability to non-integrability, we put together the Dicke and Tavis-Cummings Hamiltonians in one expression introducing a control parameter. We call it the generalized Dicke Hamiltonian.
Originally, the thermodynamic analysis for the Tavis-Cummings model was presented by K. Hepp and E. H. Lieb in 1973 [20] . Their method was simplified trough the Laplace's integral method and extended for the multimode case by Wang and Hioe [26, 27] . Later, the counter-rotating terms were included in [28, 29] . In the following years, several authors developed different methods and approaches to study the thermodynamics of the Dicke model [31, 30, 32, 33, 34, 35, 36, 37, 38, 39] . All these approaches rely on the canonical ensemble. The only analysis in the microcanonical ensamble we are aware of, presents some partial results employing non-normalized Gaussian distributions [40] .
In this work, we calculate the thermodynamic properties of the generalized Dicke model. After a review of the well-known procedure to calculate the canonical partition function employing the Laplace's integral method, used as reference, we make the calculation in the micro-canonical ensemble, building a natural link between the thermodynamics and the properties of the quantum spectrum.
As the generalized Dicke Hamiltonian commutes with the total pseudo spin operator J 2 , the Hamiltonian is block-diagonal in subspaces labeled with j running from 0 to N /2, where j(j + 1) is the eigenvalue of the total pseudo spin operator. In the last years most of the studies about the Dicke model and its QPT have been restricted to the symmetric representation i. e. the subspace with maximum pseudo-spin sector j M = N /2, where the ground-state lies. Nevertheless, in order to describe the thermodynamic properties of the full spectrum it is necessary to include all the j sectors. As mentioned above, a satisfactory framework for this is still missing, so we employ a semi-classical approach to calculate the microcanonical ensamble.
This article is organized as follows. In section 2 we calculate the thermodynamics of the generalized Dicke model in the canonical ensemble. The results of this section are recovered in section 3, but from a microcanonical approach. In order to obtain the number of states for a given energy, a semi-classical approximation to the ground-state energies and to the density of states is obtained for each sector 0 ≤ j ≤ N /2. Likewise, the thermodynamical limit of the multiplicities Y (N , j) is discussed and obtained. Finally, we give our conclusions. Besides, we present several Appendixes with a detailed discussion of the calculations and other considerations about the thermal phases.
Canonical thermodynamics of generalized Dicke model
In this section, we calculate the thermodynamics of the generalized Dicke model following the traditional procedure for calculating the canonical partition function [26, 27, 28, 29] . The generalized Dicke Hamiltonian is,
With δ ∈ [0, 1]. When δ = 0 we recover the integrable Tavis-Cummings Hamiltonian [12] , meanwhile when δ = 1 we have the non-integrable Dicke Hamiltonian [13] . The pseudo-spin collective operators are defined in terms of the Pauli operators as
. With this we can write the Hamiltonian as,
We want to calculate the canonical partition function,
with β = 1/k B T , being k B the Boltzmann's constant. In order to obtain the trace, we chose Glauber coherent states for the field part and single pseudo-spin states for the atomic sector,
We calculate the canonical partition function as
The result is (for details see Appendix A)
where α √ N = u + + iu − , and, for convenience, we have defined new functions
with
The free energy F, entropy S, and energy U per particle are 
Employing the variables u ± and expanding the Newton binomial we have the final expression,
2.1.2. Collective pseudo-spin operators. Now, we find an expression for the thermal average of the collective pseudo-spin operators J µ with µ = x, y, z. In this case, the operator does not affect the photon trace, only the atomic one, so we come back a few steps in order to calculate it. We start from the photon trace,
Using that J µ = 1 2 N σ µ , we see it is possible to reorder the index to obtain the following expression
The final result is (for details see Appendix B)
Solving the canonical partition function
The form of the partition function is specially suitable for using the steepest descents method or Laplace's integral method [41] to calculate it. This method consists in approximating the exponential integrand by a gaussian function around the global maximum of the function φ δ (u + , u − )
To ensure that this point corresponds to a maximum, and consequently that the Laplace's method around this point can be used to approximate the partition function, the conditions D(0, 0) > 0 and
< 0 must hold simultaneously. Since γ − ≥ γ + , these conditions are satisfied if and only if
The previous condition defines, consequently, the normal phase region in the parametersTemperature (δ − γ − T ) space. Observe that, for γ < γ + the previous condition is satisfied for any value of the temperature, whereas for γ > γ + the condition defines a range β ∈ [0, β
, ∞] in terms of Temperature) for the normal phase, where
Using the Laplace's method around the point (u + , u − ) = (0, 0) gives
where O δ (N ) is a function of order N 0 which is negligible in the thermodynamic limit
The free energy per particle is
We calculate the partition function's first derivative, 1 βZ δ
to obtain the entropy per particle
Therefore the energy per particle is
Also, we can calculate the heat capacity, which is
Similarly, by using the Laplace's method, after both integrations, the thermal average of the photon number is
and the thermal average of the collective pseudo-spin operator is
Finally, as we are interested on the energy diagram, we can express entropy in terms of energy. We note that
Then
If we define
we finally have
Next, we calculate the remaining cases. 
The transition between the normal and the first superradiant phase is given by the critical temperature defined in Eq. (28) . In the region γ It is important to emphasize what happens when we have the Tavis-Cummings case (δ = 0) and the Dicke case (δ = 1). This is reflected on the critical values of the coupling γ ± . In the first case, with δ = 0 we have γ + = γ − then, only the normal and the superradiant phase with γ 0 = √ ω 0 ω exist. The integrable Tavis-Cummings case is the only one which has this feature. For every other value of δ, which corresponds to non-integrable cases, there are two superradiant phases which can be distinguished. As δ tends to 1 the critical value for the second superradiant goes to infinity, making this phase unobservable. Therefore, again we have only two phases, the normal and the superradiant phases, the latter marked, at T = 0, by
The partition function in the first superradiant phase is calculated by the Laplace's integral method expanding the integrand around (±u 
we obtain the partition function after integration of the approximate gaussian function
where
, which gives a negligible contribution in the thermodynamic limit. Then, the free energy is,
We calculate the partition function's first derivative in the superradiant phase to obtain the entropy per particle
and from here, the energy per particle
By deriving implicitly (42) , it is straightforward to obtain the following expression for the heat capacity
Regarding the thermal average of the photon number we note that the first integral, u − = 0, is different from zero only when k = l, so the average is
Finally, for the collective atomic operators we have
With these expressions and those corresponding to the normal phase, in Fig. 2 we show the density plots in the temperature vs. coupling space for the thermal averages of the most important observables, i. e., internal energy, photon number, relative population and heat capacity. In order to write the entropy in terms of the energy, we note that
Then we have
So, the entropy is If we define
we have the same functional form for the entropy as in the normal phase 
Phase Diagram in energy space
First, we take the limits T → 0 (β → ∞) and T → ∞ (β → 0) over the expressions we have already found. In the limit T → 0 the energy becomes
We note that, for δ = 0, 1, we recover in a straightforward way the well-known Quantum Phase Transition (QPT) of the Dicke and Tavis-Cummings models. At the same limit, the thermal averages of the photon number and pseudo-spin collective operators are
On the other hand, in the limit of infinite temperature we have 
In this limit, the atomic space is saturated and the energy has an upper limit U δ = 0.
Finally, we note that, at the critical temperature, the energy takes the value
Then, in the space of U δ we have a critical energy as a function of γ which separates the normal from the superradiant phase.
In Fig. 3 we show the phase diagram in the U δ vs.γ space. The region where the saddle points (u + , u − ) = (0, ±u m − ) of function φ δ appear is also indicated. Even if the emergence of these saddle points has no consequences in the thermodynamics of the model, they can be linked to a singular behavior of the models's density of states as it will be discussed in the following section.
Before closing this section, let us discuss an expression for the entropy as a function of the energy. Above it was shown that the entropy can be put at the same form regardless of the phase
where we have used the identity arctanh(x) = 1 2
, and the function E δ is given by
for the superradiant phase
In Fig. 4 it is shown the functional behavior of the entropy per particle as a function of the scaled energy variable E δ . We will reproduce this result and give a simple meaning to the function E δ in the next section, where the thermodynamics of the model is obtained from a microcanonical approach.
Micro-canonical thermodynamics
In the microcanonical ensemble, a complete thermodynamic representation is given in terms of the entropy
where Ω(E, N ) is the number of states for a given energy E and number of atoms N . k B is the Boltzmann constant. For a system of N distinguishable two-level atoms we have 2 N states distributed over all the subspaces of total pseudo-spin identified through j. Each subspace, j, has a number of states given by the multiplicity Y (N , j). We calculate Ω(E, N ) through the following formula,
where ν(E, N , j)∆E is the number of states in the energy interval [E, E + ∆E], for the pseudo-spin j. For each j we approximate ν(E, N , j) by means of the semi-classical Density of States (SDoS) obtained by integration of the available phase-space volume, which is the semiclassical leading order of the Gutzwiller-trace formula [42, 24, 6] . In order to calculate the thermodynamics of the generalized Dicke model, in addition to the density of states (DoS) for given j and energy, ν(E, N , j), we have to estimate the multiplicity Y (N , j) which gives the number of different ways that a set of N spin 1/2 systems can couple to a total pseudospin j. We focus, first, on the former quantity. Even if, as we will demonstrate, the thermodynamics of the model is entirely dominated by the multiplicity Y (N , j) and the dependence on ν(E, N , j) is completely diluted in the thermodynamical limit, for the sake of completeness and for future reference for finite size studies, we will give entire expression for the DoS using a semiclassical approximation.
It can be seen (see Appendix D) that the quantum density of states
with E j n the quantum spectrum for a given j, can be semiclassically approximated (h = 1) by
This expresion defines the semiclassical density of states (SDoS) we study here. In the SDoS appear H cl,j (z, α), which is the expectation value of the generalized Dicke Hamiltonian in Glauber (|α ) and Bloch (|z, j ) coherent states for the photonic and atomic parts respectively [24] 
The variables q ± and j z ,φ are canonical variables related with the Glauber and Bloch coherent parameters through
The variables q ± can take any real value, whereas the Bloch variables are restricted to the intervals φ ∈ [0, 2π) and j z ∈ [−j, j]. The Hamiltonian written in these variables is
Lowest energies for each j
The previous Hamiltonian is clearly only lower bounded H cl,j ∈ [E gs j (γ, δ), ∞). To obtain the semiclassical lowest energy E gs j (γ, δ) for each j, we calculate its derivatives and make
By solving this set of equations, we obtain the semiclassical lowest energies (for details see Appendix E)
where we have used the definitions
The corresponding values of the canonical variables that minimize the energy are given by where q m + is defined by
From the coordinate values that minimize the energy (82), it is clear that the lowest energy states for γ < γ j,+ correspond to states with zero photons [ α|a † a|α = (q 2 + + q 2 − )/2 = 0], whereas the lowest energy states for the cases γ > γ j,+ have a mean number of photons different to zero given by α|a † a|α = (q m + ) 2 /2. Therefore, γ j,+ is a critical coupling that separates, for a given j, the normal and superradiant phases.
In Fig.5 we plot the semiclassical lowest energy for every j (j = 0, 1, ..., N /2) for two different number of atoms. Every curve is colored in red when γ < γ j,+ and in blue for γ > γ j,+ . Observe that, for a given coupling, the minimal energy increases as j decreases, making the maximal pseudo-spin j = N /2, the global ground state
global minima (ground state)
2) (0, 0, −j, arbitrary) −jω o saddle point 3) (0, 0, +j, arbitrary)
jω o local maximum
jω o local maximum Table 1 . Classification of the extremal points of semiclassical Hamiltonian H cl,j for the different intervals in the parameter γ. The arbitrariness of variable φ in several extremal points comes from the fact that these points are the north and south poles of the Bloch sphere, where the value of the azimuthal angle φ is completely irrelevant.
It is interesting to find the other extremal points of the semiclassical Hamiltonian H cl,j (see Appendix E) because, as we will see below, they signal the energy values where a singular behaviour of the density of states is observed. The complete classification of these points is given in Table 1 , where we can identify, for every j three different intervals for the coupling γ, a) γ < γ j,+ , b) γ j,+ ≤ γ < γ j,− and c) γ j,− ≤ γ, where γ j,− , defined above (81), clearly satifies γ j.− ≥ γ j,+ .
Quantum and thermal phase transtions
Before calculating the density of states, some interesting preliminary relations between the previous results for the lowest energies at each j and the thermodynamics of the model, can be established. First, for a given coupling, the global minimal energy (84) is equal to the internal energy at T = 0 (64) found in the canonical ensemble calculation of the previous section. For the other pseudospins, similar QPTs are observed, but at larger coupling values, which are given by γ = γ j,+ = N 2j γ + (81). The energies where these QPTs occur are given by E = −jω 0 (80). Combining these latter two expressions, we obtain a curve in the space E vs. γ, where the QP T s for the ground-states occur for every pseudospin j
This curve is the same we found before (70), in the canonical thermodynamical approach, for the internal energy evaluated at the critical temperature. Therefore, the critical energy which separates the different phases in the thermodynamical space is formed by the aggregation of the individual QP T s of each pseudospin j. We can conclude that the thermodynamic meaning of the QP T s is the thermal superradiant phase transition, when all the pseudo spin subspaces are properly included in the analysis. This relation between the QP T s and the thermal phase transitions can be visualized in Fig. 6 , where we reproduce the thermodynamical phase diagram using only the information of the lowest energies for each pseudo-spin sector j.
In the following sections, the previous observations will be put in more solid grounds. In order to that, a simple observation is important. Note that for a given energy E < 0 not all the pseudo-spins are available, only the largest pseudos-spins that satisfies E ≥ E gs j can participate at that given energy. In the case E > 0, the previous condition is satisfied for every j, making this energy region, as it will be shown below, thermodynamically inaccessible in accord with the cannonical ensemble result of Fig.3. 
Semi-classical Density of States
Following the Appendix A of reference [24] , the q ± integral of the SDoS (D.17) can be easily performed to obtain for the generalized Dicke model, the following expression up to the integration of the atomic classical variables The dependence on E of the previous integral, comes from the bounds of the atomic classical variables j z and φ. A detailed analysis (see Appendix F) allows to determine these bounds for the different regimes in coupling and energy space. The different energy regimes are defined by the extremal energies of the semiclassical Hamiltonian H cl,j shown in Table 1 . In reference [23] equivalent expressions to the SDoS, shown below, were obtained, using an inverse Laplace transformation to the partition function to obtain them.
For γ < γ j,+ , two different energy regimes exist, one for −jω o ≤ E < +jω o and a second one for +jω o ≤ E, at these large energies the whole Bloch sphere becomes available. The SDoS is ω 2j
where j = E ω 0 j and we have used the following definitions
For γ j,+ ≤ γ < γ j,− , the normal to superradiant QPT has already occurred, and a new energy regime appears, which is defined by the interval E + j,e ≤ E < −jω o . The other two intervals are the same as in the previous case (−jω o ≤ E < +jω o and +jω o ≤ E). The SDoS is
Finally, for γ j,− ≤ γ a new intertwined energy interval appears, yielding four
The energies separating two contiguous energy intervals define the so called ExcitedState Quantum Phase Transitions (ESQPTs), because at these energies critical changes in the properties of the SDoS and in the topology of the available phase space (see Fig.7 ) are observed. For γ < γ j,+ only one ESQPT is observed at E = jω 0 . For γ j,+ ≤ γ < γ j,− , two ESQPTs are present, one at E = −jω 0 , called dynamical [24] , and other at the same energy as before E = jω 0 , which was called static. For the last case γ j,− ≤ γ, in addition to the two previous ESQPTs, a third ESQPT at critical energy E = E − j,e , occurs. In Fig.7 the SDoS for every pseudospin, j = 1, 2, ..., N /2, are plotted for three different couplings (γ < γ + , γ + < γ < γ − , and γ − < γ). The colors of the curves indicate the different energy regimes in the SDoS. The number of colors in the curves gives the number of ESQPTs in the corresponding SDoS: a) two colors (blue and black) one ESQPT, b) three colors (red, blue and black) two ESQPTs and c) four colors (red, orange, blue and black) three ESQPTs. Observe that, for the last case (γ − < γ), the three kind of SDoS are obtained when the pseudo-spin j is varied, 3-ESQPTs SDoS for large j, 2-ESQPTs SDoS for intermediate j and 1-ESQPT SDoS for small j. It is interesting to observe (see Fig.6 ) that the region in the energy vs coupling space corresponding to E − j,e ≤ E ≤ −jω o (the orange part of the SDoS curves) coincides with the region where the function φ δ (u + , u − ) of the canonical ensemble present two saddle points at (u + , u − ) = (0, ±u m − ), i.e. the region we have, already identified as the second superradiant phase that could be relevant in the finite size (N < ∞) case.
With this, we have obtained the first necessary ingredient in order to calculate the number of states Ω(E, N ). Aside from finding the thermal meaning of the QPT, we have deduced the SDoS for each pseudo-spin ν(E, N , j). While the SDoS results are interesting by themselves, we will show below that their contribution, including their critical properties (the ESQPTs), are completely negligible in the thermodynamic limit. However, they could give rise to physical manifestations when finite number corrections are considered. In the next section we study the properties of the multiplicities Y (N , j), whose properties allow to justify the previous assertions.
Multiplicities
Now, we explore the behavior of the multiplicities Y (N , j), we will show that its thermodynamical (N → ∞) properties completely determine the behavior of the number of states for a given energy, and consequently the entropy of the system. We consider a set of N distinguishable particles or qubits, then the degeneracy of each pseudospin j, the number of physically distinguishable states, is given by [43, 4] 
It is interesting to observe that, if we consider a set of N bosons, only the completely symmetric representation of the collective pseudospin, which corresponds to the maximum value of j = N /2, has to be considered. Consequently, the number of states is given by N + 1, and the entropy goes zero in the thermodynamic limit giving no thermodynamic observables [37] .
In Fig. 8 we plot the multiplicities as a function of z ≡ 2j/N ∈ [0, 1], for different number of two-level atoms N .
We can observe that there is a dominant pseudospin whose ratio 2j/N goes to zero as N → ∞. The multiplicities represent the statistical weight for a given j-sector and, as we are interested on thermal observables, we want to know the behavior of Y (N , j) in the thermodynamical limit. In order to do so we employ the Stirling approximation ln (Y ) ln (2j + 1) + 1 + N ln N + (93) Solid lines depict the logarithm of approximated Y (j, z) for N = 1000, 900, 800, ..., 100 (from upper to lower curve respectively), the dashed red curves depict the exact results.
Neglecting terms of order less than N , we finally have,
In the thermodynamical limit, the multiplicity is a monotone decreasing function of the variable z (see Fig.9 ), whose maximum value, at z = 0 (corresponding to lowest j = 0 pseudospin), is Y (N , 0) = 2 N . Furthermore, in the same limit, all the multiplicities of the larger pseudo-spins z + = 2(j + ∆j)/N (with , ∆j > 0) are negligible respect to the multiplicity of the given pseudospin
Therefore, since the SDoS calculated before grows linearly with j, for a fixed energy E the number of states will be entirely dominated by the multiplicity of the lowest pseudo-spin compatible with that energy. From the study of the lowest energy for every j, we know that, for any coupling, the minimal energy of the pseudo-spin j increases as j decreases (as it can be seen in Fig. 5) . Consequently, for a given coupling and energy (E < 0) only the largest pseudo-spins (those that satisfy E gs j ≤ E) are available and the multiplicity of the smallest one, j m , determines the thermodynamics of the system. Then, in the thermodynamic limit, the leading contribution to the number of states for a given energy E is given by the multiplicity
where Y (N , z m ) is the multiplicity (95) of the smallest j-pseudospin available for the energy E. The smallest pseudo-spin compatible with a given energy E < 0, can be obtained by solving, for j, the equation
where E gs j (γ, δ) is the lowest energy for given j, Eq.(80). The solution, j m (E), to the previous equation is given and discussed in the following subsection.
Entropy
With the results of the previous subsections, we have all the necessary ingredients to calculate the thermodynamics of the generalized Dicke model from a microcanonical ensemble approach. As it was discussed before, the number of states for a given energy E, and consequently the entropy is determined, in the thermodynamic limit, by the multiplicity of the minimal pseudo-spin z m = 2j m /N , compatible with E
where z m is given by the solution of E 
for the normal phase (γ < γ + or γ ≥ γ + with E ≥ E
QP T j
).
For the case γ ≥ γ + with E < E
(the already identified superradiant phase) the equation E gs j (γ, δ) = E becomes
whose solution is given by
for the superradiant phase (γ ≥ γ + with E < E
) .
The minimal pseudospin z m is equal to the function E δ (72) defined in the canonical ensemble approach to express the entropy as a function of the energy. Gathering all the previous results, is very easy to prove that the entropy from the microcanonical approach is exactly the same obtained previously from the canonical ensemble. The entropy per particle is given by
which is equal to the canonical result of Eq.(71) remembering that z m = E δ and that the internal energy U δ = E. Therefore, we have solved the thermodynamics of the generalized Dicke model in the micro-canonical ensemble. Let us discuss briefly the case E ≥ 0. As the lowest energies for every j satisfy E gs j ≤ 0, all the pseudo-spins are available for these energy values. Therefore, for E ≥ 0 the number of states is approximated by the multiplicity of the smallest pseudospin j = 0, which, as it was noted before, is approximated by Ω(E ≥ 0, N Y (N , 0) = 2 N . This multiplicity is equal to the dimension of the atomic subspace and independent on energy, consequently the entropy becomes constant for E > 0 and, since ∂S/∂E = 1/T = 0, this energy region is unreachable at finite temperature. The same result obtained previously from the canonical ensemble approach to the thermodynamics. Previously, in [40] , a gaussian approximation to the micro-canonical ensemble was used to study the Dicke Hamiltonian. There it was concluded that the internal energy U = 0 is another thermal phase transition. From our results is clear, however, that U = 0 is simply the infinite temperature limit.
Critical temperature and internal energy
Other thermodynamical observables can be obtained form the microcanonical approach. We calculate the temperature from the entropy,
where the derivative of z m is
for the normal phase
with = 2E/(ω o N ). Then, the temperature as a function of the energy is,
for the normal phase (102) By evaluating the temperature at the critical energy, c , we obtain the critical temperature, which separates the normal and superradiant thermal phases
We have recovered the critical temperature of the finite-temperature super radiant phase transition obtained previously from the canonical ensemble. Besides, as it was already mentioned, we observe that for ≥ 0 the derivative dzm d = 0, consequently, β → 0 and this energy range is unavailable for finite temperatures.
Finally, from (102) we can recover the internal energy in the micro canonical ensemble. For example, in the normal phase the energy is
which agrees with our calculations in the canonical ensemble. Before concluding, let us discuss the critical properties of the generalized Dicke energy spectrum and their relation with the thermodynamical critical phenomena, under the light of our microcanonical results. As it was shown, the thermodynamical properties of the model are entirely given by the properties of the lowest energy state at each pseudospin j. Particularly, the thermal phase transition line between the normal and superradiant phase, is the aggregated of the QPTs of each pseudospin j = 0, .., N /2. On the other hand, the other critical phenomena observed in the energy spectrum, the so called ESQPTs, since they occur at energies larger than the minimal energy of each pseudo-spin j have no effect or manifestation in the thermal properties. One of them, the called static ESQPT occuring at energy E = ω 0 j, belongs to a forbidden thermodynamic energy region ( E ≥ 0). The other two ESQPTs, the one occurring at E = −ω o j and that at E = E − j,e , even if they are in an energy range thermally available, their contributions to the thermodynamics are negligible, and their effects disappear completely in the thermodynamical limit. Nonetheless, it would be interesting to determine whether the ESQPTs have any effect or manifestation in the finite size corrections to the thermodynamical (N → ∞) limit, which goes beyond scope of the present contribution. Other interesting topic in the study of the finite size corrections, would be the comparison between a canonical and a microcanonical approach. In the thermodynamical limit, this work has explicitly shown that both descriptions give exactly the same results.
Conclusions
We have solved the thermodynamics of the generalized Dicke model both in the canonical and, for the first time, in the microcanonical ensemble. In order to calculate the microcanonical ensemble we employed a semi-classical approximation for the Density of States.
We showed results for all the relevant observables, which let us in a simple way recover the results for interesting temperature limits, T → 0, T → ∞ and T → T c . We have demonstrated that the results for both ensembles agree in the thermodynamical limit, and, in this way we linked the point of view of the canonical statistical ensambles and the perspective of isolated quantum systems. Besides, we obtained expression for the semiclassical DoS for the extended Dicke model. All of these calculations could help to study problems with a tunable parameter between an integrable system (TavisCummings) and a non-integrable one (Dicke) .
Like the Dicke and Tavis-Cummings models, the generalized Dicke model studied here exhibits only two thermal phases in the thermodynamical limit, a normal and a superradiant phase. However, unlike the Dicke or Tavis-Cummings models, we identify a region which potentially could give rise to a second superradiant phase. However, this second superradiant phase cannot be an equilibrium state. From the thermodynamic point of view, it corresponds to a saddle point, i. e. a non stable phase. From the semi-classical point of view, it is not the minimum of the classical energy surface. The minimum corresponds to the first superradiant phase. The second superradiant phase could have observable effects only in the finite size case.
We connected in a simple way the thermal phase transition in the generalized Dicke model with the QPTs of the lowest energy states of each subspace of pseudospin j, by calculating, for each subspace, their degeneracies and semi-classical lowest energies and densities of states. We found that the curve in the energy-coupling space where the QPT for each subspace j takes place reproduces the curve of the critical energy corresponding to the critical temperature in the phase diagram, i.e., to the thermal phase transition. Then, the superradiant QPT is the thermal superradiant phase transition. So, we have related these critical phenomena in the spectrum with its thermal counterpart.
The excited states of every j are thermodynamically inaccessible, and the thermodynamical properties of the model are entirely given by the lowest energy states of each pseudospin j. Consequently the critical phenomena observed in the excited energy spectrum, the so called ESQPTs, have no effect and manifestation in the thermal properties. However they could be of interest in a finite size study of the model [44] .
The region of positive energies was also shown to be thermally inaccesible.
The formalism presented here is immediately applicable to other systems formed by a set of N identical few level atoms whose Hamiltonians are expressed in terms of collective operators satisfying a given algebra. Example of this is the Lipkin-MeshkovGlick model whose Hamiltonian is expressed in terms of SU (2) operators. We hope the formalism presented here could help to understand the relationship between the critical properties of the quantum spectrum with the thermal critical phenomena. Also, this approach could help the developing of techniques to study finite temperature problems in isolated quantum many-body systems.
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Appendix A. Calculation of the partition function
In this appendix we calculate the canonical partition function, Eq.(5),
Following [26, 28] the field trace is,
Then, we arrange the sum taking advantage of the independence between the atoms,
where,
In order to calculate the atomic trace we find the eigenstates and egenvalues of h δ . In the σ z basis we have,
The eigenvalue equation is,
The eigenvalues λ δ,± (α) are,
and the eigenstates,
Then, evaluating the trace for the atomic sector in this new basis we have,
We introduce the function χ δ (α), defined through
in order to express (A.9) as
In order to calculate the partition function, we write α √ N = u + + iu − and the integral in terms of these scaled variables u + and u − 14) where the functions φ δ (α) and χ δ (α) become 15) and
Appendix B. Calculation of observable averages
As the Pauli operator σ l µ only acts over one of the spins we can separate that expectation value from the rest.
For all the spins k = l the expectation values are solved in the same way than in Appendiz A. Now we need to pay attention to σ µ e −β h (α) . In order to evaluate it we need to look at the form of the Pauli matrices in the basis u δ,± i. e. we are interested on evaluating the following expression,
Writing the Pauli matrices using the Kronecker delta as,
and employing the eigenvectors |λ ± in Eqn. A.8 expressed in the z basis, after multiplying the matrices we have,
Now, we evaluate the matrix elements realizing we have the same element for all ,
Therefore, the expression of the thermal averages for J µ is, using Eqn. B.1,
Which is finally,
And in the u
then, in this way it is possible to write the exponential eq. D.2 in terms of the eigenstates of the Hamiltonian
and it can be observed we have the trace of the evolution operator multiplied by a phase
Given that the trace of the evolution operator eq. D.4 is independent of the basis, we can rewrite it in terms of the coherent state basis
where |α represents a coherent state associated to the field, |z represents a coherent state associated to the pseudo-spin, |α, z = |z ⊗ |α , and the differentials are
Expanding the exponential eq. D.5 in a Taylor series,
where we have used the normalization of the coherent states α, z|α, z = 1. If we assume τ << 1, we approximate eq. D.6 by the first two terms and obtain the leading order semi-classical approximation
Replacing eq. D.7 in eq. D.5, we obtain
If we write equation eq. D.8 in canonical variables, we have an interesting interpretation. The complex numbers α and z in terms of canonical variables (quadratures for α and a projection over the Bloch sphere for z), Eq.(78), are
where bc =h, and θ and φ are the zenith and azimuthal angles of the Bloch sphere.
To express the differentials in terms of these variables we need the determinant of the Jacobian matrix,
.
For the bosonic variables it is easy
The calculation for the spin variables is not straightforward. However, if we know how they are projected over the Bloch sphere whose axes are given by j x = j cos φ sin θ, j y = j sin φ sin θ, and j z = j cos θ, then it is easy to obtain the real (X) and imaginary (Y ) parts of z in terms of the canonical variables j z y φ
With this we have
Substituting eq. D.12 in eq. D.13 in order to calculate the determinant of the Jacobian matrix, we have
We note that |z| 2 = tan
. Therefore, eq. D.14 is simplified to
In the limit j → ∞ we obtain
Finally, replacing the results eq. D.11 and eq. D.16 in eq. D.8 we obtain
This equation represents the lowest order semiclassical approximation to the density of sates.
On the other hand, from (E.6) and (E.7) it is easy to find
In order the two Eqs.(E.10) and (E.11) hold for arbitrary δ we have the following possibilities:
(i) q [24] .
For the second of the latter possibilities, by substituting (E.6) in ∂ jz H cl = 0, we obtain (j z /j) = −(γ j,+ /γ) 2 , where
Then, by substituting this result in (E.6), we obtain q m + . The resulting extremal points are
Since −j ≤ j z ≤ j, the previous point is valid if and only if γ ≥ γ j,+ . By evaluating the Hamiltonian at these points we obtain the energy
For the third of the previously enumerated possibilities, by substituting (E.7) in ∂ jz H cl = 0, we obtain (j z /j) = −(γ j,− /γ) 2 . Then, we substitute this result back in (E.7) to obtain q m − . Giving the following extremal points (q
Which is a valid point, provided that γ ≥ γ j,− . The energy of this extremal points is obtained by evaluating the Hamiltonian, the result is
Clearly, as δ ∈ [0, 1] it is easy to see that γ j,+ ≤ γ j,− . We summarize our findings as follows (see equally Table 1 of the main text) (i) For γ < γ j,+ , the energies of the extremal points in ascending order are −jω o (ground-state) and +jω o (local maximum).
(ii) For γ j,+ ≤ γ < γ j,− , the energies of the extremal points in ascending order are E + j,e (ground state), −jω o (saddle point) and +jω o (local maximum).
(iii) For γ j,− ≤ γ, the energies of the extremal points in ascending order are E + j,e (ground state), E − j,e (saddle point), −jω o (local maximum) and +jω o (local maximum).
Appendix F. Bounds for the atomic semiclassical variables
We derive in this appendix analytic expressions for the SDoS, which are determined by the bounds of variables j z and φ. We follow closely the Appendix A of Ref. [24] . In this reference, the study was limited to the maximal pseudospin case j = N /2 with critical coupling given by γ c = γ + = √ ωω o /(1 + δ). In order to extend the results of that reference to every pseudospin, the following simple substitution has to be made γ c → γ j,+ = γ + N 2j
. In the above mentioned appendix, it was demonstrated that, after integration of the bosonic variables, Clearly, if g j (y, j ) < 0 the condition is satisfied for every φ ∈ [0, 2π), whereas if g j (y, j ) > 1 the condition is never fulfilled. For 0 ≤ g j (y, j ) ≤ 1 the condition is fulfilled for two intervals of φ, [−φ l , φ l ] and [π − φ l , π + φ l ], with φ l = arccos g j (y, j ) .
(F.3) Therefore, to determine the bounds of the variables φ and y = j z /j, it is necessary to study the behavior of function g j (y, j ) in the interval y ∈ [−1, 1] for different couplings and energies.
The different behaviors of function g j (y, j ) are classified according to three couplings intervals [0, γ j,+ ), [γ j,+ , γ j,− ) and [γ j,− , ∞). For each of these coupling intervals, different energy regimes can be identified. In figure F1 a graphical summary of the behavior of function g j (y, j ) is presented. Three different coupling were selected representing the three coupling intervals mentioned above. Appendix F.1. γ < γ j,+
For the first coupling, γ = 0.8γ j,+ ∈ [0, γ j,+ ), the function g j (y, j ) takes values below to 1 only for j ≥ −1. In the energy interval −1 ≤ j < 1 [blue lines in panel a) of Fig.F1 ], the function is less than 0 (implying that φ can take values from 0 to 2π) only for −1 ≤ y ≤ y 0+ , where y 0+ is the largest root of g j (y, j ) = 0, whose roots are given by arccos g j (y, j )dy.
For j > 1 [black lines in panel a) of Fig.F1 ], the function g j (y, j ) < 0 for all y ∈ [−1, 1], consequently neither φ nor j z are limited (the whole Bloch sphere become available). Hence, the density of states is 2πων δ (E, N , j) = dj z dφ = 2j2π = 4πj. Appendix F.2. γ j,+ ≤ γ < γ j,− In this case, corresponding to panel b) of Fig.F1 (γ = 1.8γ j,+ ) , the two energy intervals of the previous case { j ∈ [−1, 1) and j ∈ [1, ∞) } remain together the corresponding expressions for the density of states. But a new energy interval appears j+ ≤ j < −1. For this energy interval, the function g j (y, j ) [red lines in panel b) of Fig. F1 ] takes values less than 1 and greater than 0, in the interval y 1− ≤ y ≤ y 1+ , with the roots y 1± defined above. Consequently, the angle φ is bounded as explained before Eq. (F.3) . Hence, the density of states for this energy interval is 2πων δ (E, N , j) = dj z dφ = 4j arccos g j (y, j )dy + 2πj(y 0+ − y 0− ).
