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Madre TeresaAbstract
La tesi illustra i principali fondamenti della Teoria dei Giochi, una branca della
Matematica che analizza situazioni di con
itto tra due o pi u individui e vi ricerca
soluzioni competitive o cooperative mediante specici modelli. Saranno intro-
dotte alcune denizioni basilari, necessarie per comprendere a pieno gli esempi
successivi. Per i problemi di natura con
ittuale, come sar a spiegato in seguito,
l'equilibrio di Nash giocher a il ruolo fondamentale nello sviluppo della soluzione.
L'approccio iniziale verr a esteso a strategie miste, giochi dinamici e casi di com-
plessit a crescente. Per concludere, verranno proposte alcune applicazioni relative
al mondo delle Telecomunicazioni, modellando situazioni di con
itto simili a ci o
che succede nei sistemi reali.Indice
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iiIntroduzione
Lo scopo di questa tesi e quello di illustrare i principali fondamenti della Teoria dei
Giochi. Quando parliamo di gioco nella vita quotidiana, si pu o subito pensare,
ad esempio, ad un gioco di societ a, da tavolo, di carte oppure ad un videogioco.
Il signicato pi u profondo della parola gioco  e descritto matematicamente dai
modelli studiati e sviluppati dalla Teoria dei Giochi.
La Teoria dei Giochi [TdG]  e una branca della Matematica che analizza
situazioni di con
itto e ne ricerca soluzioni competitive o cooperative mediante
specici modelli, fornendo validi strumenti per lo studio delle decisioni individua-
li, in situazioni in cui vi sono interazioni tra due o pi u soggetti [17]. Le decisioni
di un soggetto possono in
uire sui risultati conseguibili da parte di un rivale,
nalizzate al massimo guadagno del soggetto stesso.
Oltre allo studio di giochi intesi nel senso comune del termine, la TdG si
applica prevalentemente a giochi creati articialmente.
Grazie alle metodologie sviluppate dalla TdG, un modello di gioco pu o es-
sere studiato per trovarne la soluzione ottima, ossia quella sequenza di azioni
che, in una determinata situazione, porterebbe un giocatore alla massima utilit a
percepibile.
Cenni storici
Le prime rudimentali nozioni di TdG nacquero nel XVIII secolo, ma il vero e pro-
prio sviluppo della teoria ebbe inizio nel 1920, con il lavoro dei matematici  Emile
Borel (1871-1956) e John von Neumann (1903-1957) [1, 2]. Un evento particolar-
mente signicativo durante lo sviluppo della teoria, fu la pubblicazione del libro
scritto da von Neumann e Morgenstern, Theory of games and economic behavior
(1944), il quale apr  un orizzonte verso nuove teorie [3]. Agli albori degli anni '50,
John F. Nash svilupp o un concetto chiave della teoria (equilibrio di Nash) ed ini-
zi o lo studio della negoziazione tra pi u soggetti [4, 5, 7, 6]. Subito dopo il lavoro
di Nash, i modelli della TdG iniziarono ad essere utilizzati nell'economia e nelle
scienze politiche [9], mentre gli psicologi iniziarono a studiare il comportamento
dei soggetti umani nelle situazioni di con
itto [10]. Negli anni '70, la TdG venne
utilizzata come strumento nello studio della biologia evoluzionistica [11, 12]. In
seguito, i suoi metodi arrivarono a dominare l'intera teoria microeconomica [13]
e le scienze comportamentali [14]. Nel 1994, John C. Harsanyi (1920-2000), John
F. Nash (1928-) e Reinhard Selten (1930-) vinsero il premio Nobel per le scienze
economiche, grazie alle loro scoperte nel campo della TdG.
1INTRODUZIONE
Proprio per il suo vastissimo campo di applicabilit a, al giorno d'oggi la TdG
sta guadagnando l'attenzione di diverse discipline (scientiche e non) che richie-
dono una particolare formulazione matematica applicabile a situazioni di con
itto
e problemi decisionali. Ad esempio, in [9] la TdG  e stata applicata alla politica,
in [10, 14] alla psicologia e alle scienze sociali, in [11, 12] alla biologia ed ecologia,
mentre in [13] all'economia.
In questa trattazione, vedremo qualche esempio di applicazione generale ed,
entrando un po' pi u nel campo ingegneristico, alle moderne reti wireless [21, 22].
Sommario dei capitoli successivi
Nel primo capitolo della tesi vedremo le principali notazioni e denizioni utilizzate
nel resto della trattazione. Classicheremo le varie tipologie di gioco, denendo
inne il modello matematico nella sua forma pi u generale.
Nel secondo capitolo porremo la nostra attenzione principalmente sui giochi
statici. Deniremo l'equilibrio di Nash e cosa esso rappresenti nel modello di un
gioco. In particolare, vedremo che il suddetto equilibrio non sempre esister a. In-
trodurremo, inne, l'aleatoriet a nel sistema e vedremo cosa implichi nella ricerca
dell'Equilibrio di Nash.
Nel terzo capitolo daremo qualche cenno ai giochi dinamici. In particolare,
vedremo giochi dinamici ad informazione perfetta e la loro rappresentazione in
forma estesa. Segue il metodo di \Induzione a Ritroso" per trovare un equilibrio
di Nash in un gioco dinamico.
Nell'ultimo capitolo vedremo alcuni esempi applicativi della TdG, in partico-
lare nelle Telecomunicazioni. Vedremo situazioni congruenti con i modelli visti
nei capitoli precedenti, proponendo un'analisi e relativa soluzione.
Seguono, inne, le conclusioni e gli sviluppi futuri.
2Capitolo 1
Denizioni e Propriet a
In questo capitolo parleremo della TdG nel senso pi u generale, introducendo
le principali notazioni, le diverse classicazioni, le terminologie ed il modello
matematico adottato nello studio delle situazioni di con
itto.
1.1 Terminologia, notazione e classicazione
Un gioco strategico  e un modello di interazione tra due o pi u soggetti investiti
di poteri decisionali [17]. Deniamo questo genere di soggetti come giocatori
(spesso viene anche adottato il termine di decisori). Ogni giocatore ha, a sua
disposizione, un insieme di azioni (o strategie) ordinabili secondo un criterio di
preferenza. Per compiere un'azione, il giocatore eettua una mossa. Ad ogni
strategia corrisponde un utilit a (o payo), che caratterizza numericamente la
preferenza del giocatore: spesso numeri pi u elevati corrispondono a risultati pi u
graditi [17]. La caratterizzazione di un payo  e arbitraria in senso cardinale (il
valore numerico non  e rilevante), ma importante in senso ordinale: ad esempio,
per ogni coppia di strategie a e b, il giocatore preferisce a rispetto a b se e solo
se u(a) > u(b); in simboli, a  b , u(a) > u(b) [21, 17].
Il modello descrive l'interazione tra i giocatori assumendo che ogni giocatore
possa essere in
uenzato dalle azioni di tutti i giocatori (sia le sue che quelle degli
altri).
Possiamo, quindi, individuare due importanti classi di giochi:
 Giochi non cooperativi, nei quali i giocatori non possono stipulare ac-
cordi vincolanti tra loro, indipendentemente dai loro obiettivi. I giochi
non cooperativi vengono anche chiamati, in maniera del tutto equivalente,
giochi competitivi [18];
 Giochi cooperativi, in cui i giocatori perseguono un ne comune, almeno
per la durata del gioco, tendendo ad associarsi per migliorare il proprio
protto [18].
Per creare un con
itto, e quindi applicare i risultati della TdG,  e necessario
che i giocatori siano almeno due (in giochi non cooperativi).
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Un'altra importante classicazione pu o essere fatta sulla base dell'informazione
disponibile ai giocatori.
Gli Scacchi. Gli Scacchi sono un gioco da tavolo di strategia che vede
opposti due avversari, detti Bianco e Nero, sulla base del colore dei pezzi con
cui giocano. L'obiettivo del gioco  e dare scacco matto, ovvero attaccare il re
avversario senza che esso abbia la possibilit a di sfuggirvi.
Figura 1.1: Gioco degli Scacchi.
La Morra Cinese. La Morra Cinese  e un gioco di mano popolare, a due
giocatori, conosciuto anche come Sasso, Carta, Forbice (oppure Rock, Paper,
Scissors). I due giocatori tengono la mano chiusa a pugno e, dopo un tempo
prestabilito, ogni giocatore cambia immediatamente il pugno in una delle tre
possibili forme: sasso, carta o forbice. Lo scopo  e sconggere l'avversario sce-
gliendo una forma in grado di battere quella dell'altro, secondo le seguenti regole:
il sasso spezza le forbici, le forbici tagliano la carta, la carta avvolge il sasso. Se
i due giocatori scelgono la stessa forma, il gioco nisce in parit a.
Figura 1.2: La Morra Cinese.1.1. TERMINOLOGIA, NOTAZIONE E CLASSIFICAZIONE 5
L'espressione Rock-Paper-Scissors (spesso abbreviata in RPS) viene utilizza-
ta anche nel contesto di wargames1 e videogiochi strategici per indicare un certo
tipo di relazione fra diversi generi di armamenti. La relazione RPS vale quando
ogni tipo di unit a risulta forte contro certi tipi di unit a nemiche e, contempora-
neamente, debole contro altri. Nei giochi di simulazione bellica, la logica RPS  e
in parte legata alla ricerca del \realismo". Ad esempio, in un gioco di simulazione
bellica medievale, un'arma come una catapulta pu o colpire rovinosamente (ma
lentamente) solo a distanza: risulterebbe, quindi, alla merc e di unit a capaci di
avvicinarsi rapidamente ad essa.
La Scopa e lo Scopone. La Scopa  e un gioco di carte italiano e, tradizio-
nalmente, si gioca con un mazzo di 40 carte suddivise nei quattro semi: Spade,
Coppe, Bastoni e Denari. Lo Scopone  e una variante della Scopa e si gioca esclu-
sivamente in 4 giocatori, tipicamente a coppie. Nella fase iniziale, il mazziere
distribuisce 9 carte a ciascun giocatore, mettendo le rimanenti 4 sul tavolo, op-
pure decide di distribuire tutte le carte, conteggiandone 10 per ognuno. Questa
seconda variante viene chiamata Scopone Scientico, in quanto si riduce la com-
ponente aleatoria della prima giocata. Lo scopo del gioco  e vincere totalizzando
un punteggio superiore a quello degli avversari. Il calcolo del punteggio nale  e
leggermente complesso ed esula dallo scopo di questa tesi.
Figura 1.3: Carte da Scopa.
Nell'ampia classe dei giochi, distinguiamo tre categorie [18]:
 Giochi ad informazione perfetta, se tutti gli individui sono a conoscen-
za delle possibili azioni e delle utilit a percepibili da ogni soggetto per ogni
singola mossa eseguita da esso;
 Giochi ad informazione completa, se gli individui possiedono tutte le
informazioni sul contesto e sulle decisioni prese degli avversari, ma non
necessariamente su tutte le loro possibili azioni;
 Giochi ad informazione imperfetta, se almeno un individuo non possie-
de alcuna informazione sulle possibili azioni e sulle utilit a percepibili dagli
avversari.
1Il wargame (\Gioco di guerra")  e una categoria di gioco strategico, che generalmente rico-
struisce eventi militari storici o immaginari. Nella sua forma tradizionale,  e un gioco da tavolo
composto da un certo numero di pedine (o miniature) rappresentanti le varie forze in campo, e
dalle regole necessarie al combattimento [20].6 CAPITOLO 1. DEFINIZIONI E PROPRIET A
Riportando gli esempi sopra citati, il gioco degli Scacchi  e ad informazione
perfetta: difatti, i giocatori sono sempre informati sull'ultima mossa dell'avver-
sario; la Morra Cinese  e un gioco ad informazione completa: i giocatori hanno
tutte le informazioni sul contesto e sulle decisioni dell'avversario, ma non cono-
scono la strategia che sceglier a quest'ultimo; lo Scopone, inne,  e un gioco ad
informazione imperfetta: ogni giocatore non conosce le carte che hanno in mano
gli altri giocatori, quindi l'informazione che ha  e solo parziale. Se l'obiettivo  e
la vittoria, un giocatore di Scopone giocher a seguendo la sua strategia, possibil-
mente la migliore per lui ed il suo compagno, in base all'informazione che ha e
che riuscir a a trarre proseguendo nel gioco.
Informazione perfetta o completa?
Sebbene la dierenza sia sottile, nei giochi ad informazione perfetta ogni indi-
viduo conosce preventivamente tutte le mosse eseguite dagli altri; nei giochi ad
informazione completa si richiede, ad esempio, di decidere simultaneamente la
propria mossa, in segreto, per poi giocarla contemporaneamente, senza poter
valutare gli eetti della mossa avversaria durante l'elaborazione della propria
strategia.
I giochi a informazione perfetta sono sequenziali, ovvero a turni. In questo mo-
do, la mossa di un giocatore pu o essere eettivamente basata su una conoscenza
completa del contesto (incluse tutte le mosse avversarie rilevanti).
Un gioco a informazione perfetta  e un gioco a informazione completa, ma non
 e vero il contrario [18, 19].
Un'ulteriore classicazione pu o essere fatta secondo la tempistica delle azioni
[18].
 Giochi statici, in cui i giocatori operano scelte simultanee (oppure scelte
prive di informazioni sulle strategie avversarie);
 Giochi dinamici, nei quali le scelte dei giocatori avvengono in maniera
sequenziale: si dice che il tempo ha \eetto strategico".
Combinando tra loro le varie classicazioni, otteniamo diverse tipologie di
gioco.
Per semplicit a, d'ora in avanti tratteremo solo giochi non cooperativi a
due giocatori. In particolare, porremo la nostra attenzione sui giochi statici,
dando qualche breve cenno per quelli dinamici.
1.2 Il modello matematico
In questa sezione vedremo, nel dettaglio, come descrivere un gioco tramite un
modello matematico. Faremo delle opportune ipotesi di lavoro, in modo da poter
lavorare con un modello matematicamente trattabile; sebbene, in linea di prin-
cipio, il modello sar a semplice, vedremo che risulter a essere un utile strumento
per analizzare diverse situazioni di con
itto.1.2. IL MODELLO MATEMATICO 7
1.2.1 Ipotesi del modello
Le due fondamentali ipotesi che facciamo (e che, da in questo momento in poi, ri-
terremo sempre valide)  e che entrambi i soggetti siano razionali ed intelligenti.
Con il termine razionale intendiamo una persona in grado di ordinare le sue
preferenze su un insieme di risultati, e che queste preferenze soddisno un insieme
di assiomi (o credenze) per lo pi u ragionevoli dal suo punto di vista.
Il termine intelligente, invece, serve ad indicare la capacit a logica di saper
riconoscere le azioni necessarie per massimizzare il proprio protto.
Conseguentemente, la soluzione di un gioco  e una descrizione sistematica dei
risultati che possono emergere in un determinato modello, compatibili con le
ipotesi di intelligenza e razionalit a dei giocatori [17, 19].
1.2.2 Descrizione matematica
Denizione 1.1. Un gioco strategico  e composto da:
 un insieme nito N di giocatori, N = (g1;:::;gn);
 per ogni giocatore gi, un insieme nito di strategie Si;
 per ogni giocatore, un insieme Pi di preferenze, Pi  S1  :::  Sn = S.
Nella denizione pi u generale di gioco strategico [17], il numero dei giocatori
 e pari alla cardinalit a di N, indicata con n. Ogni giocatore gi pu o scegliere la
propria strategia da un insieme di azioni Si.
Supponiamo che ciascun giocatore scelga una strategia si 2 Si. Deniamo
prolo una combinazione di strategie s = (si)i2[1;:::;n] = (s1;s2;:::;sn) alla
quale corrisponde un risultato (o payo) [17].
Il payo  e un numero reale che esprime il valore del risultato ottenuto, ed
 e denito in relazione alle preferenze di ciascun giocatore: payo elevato implica
preferenza.
La relazione di preferenza associata all'i-esimo giocatore, pu o essere espressa
attraverso una funzione di utilit a ui (o pi u comunemente chiamata funzione
di payo), che tipicamente fa corrispondere valori pi u elevati a risultati pi u
graditi. La funzione ui  e una funzione di pi u variabili a valori scalari reali (quindi,
ordinabili secondo una relazione d'ordine):
ui : S1  S2  :::  Sn  ! R
Possiamo, dunque, intuire che l'obiettivo di ogni giocatore sar a quello di mas-
simizzare la propria funzione di utilit a. Fondamentalmente,  e come se ciascun
giocatore si chiedesse: \Qual  e la migliore scelta che posso fare, sapendo che ogni
altro individuo giocher a seguendo gli stessi princ pi?"
Non  e detto che la scelta migliore sia migliore in senso assoluto, ma con il
termine \migliore" intendiamo la strategia che massimizzi il proprio payo, a
prescindere dalle strategie scelte dagli avversari.8 CAPITOLO 1. DEFINIZIONI E PROPRIET A
Ciascun individuo ha un proprio ordine di preferenze sull'insieme S dei pos-
sibili risultati (in base all'ipotesi di razionalit a), ossia delle conseguenze che si
vericherebbero allorquando ciascun giocatore compia una determinata azione.
Il fatto che le preferenze del decisore siano denite su S e non sul proprio in-
sieme Si,  e proprio quello che distingue un gioco da un problema decisionale in
condizioni di rischio: l'interazione con gli altri giocatori non  e trascurabile2 [19].
Per concludere la notazione sui proli, deniamo il prolo degli avversari
di gi:
s i = (s1;s2;:::;si 1;si+1;:::;sn)
Il pedice \ i" rappresenta la totalit a dei giocatori meno il giocatore gi.
In generale, le funzioni di utilit a sono n. La domanda che a questo punto ci
poniamo  e: esiste un prolo di strategie s tale per cui ogni giocatore massimizzi
la propria utilit a?
John F. Nash, in [4], cerc o di dare una risposta a questa domanda, formulando
il concetto chiave di equilibrio di Nash.
2La dierenza tra proli e preferenze potrebbe sembrare sottile, in realt a  e ben denita.
Un prolo  e una generica combinazione di strategie, ognuna delle quali  e la scelta di ciascun
giocatore; una preferenza  e una combinazione di strategie che soddisfa una particolare relazione
d'ordine. In altre parole, i proli descrivono tutte le scelte di tutti i giocatori, mentre le
preferenze descrivono i payo di ciascun giocatore.Capitolo 2
Giochi Statici
In questo capitolo svilupperemo il concetto pi u importante della TdG: l'equilibrio
di Nash. Vedremo che esso ricoprir a un ruolo fondamentale nell'analisi di un gioco
strategico, in particolare fornir a notevoli implicazioni nella ricerca della soluzione
ottima per ogni singolo giocatore [17].
La tipologia di gioco pi u interessante della TdG, trova posto nella categoria
dei giochi statici. Come gi a detto precedentemente, i giochi statici sono giochi
in cui ogni individuo opera la propria scelta simultaneamente agli altri [18]. La
Morra Cinese  e un esempio di gioco statico.
Per descrivere matematicamente il modello di un gioco statico, utilizzeremo
la rappresentazione in forma strategica (o forma normale). Grazie a questa
forma, potremo modellare il gioco per mezzo di una bimatrice (o matrice dei
payo), la quale conterr a tutte le possibili combinazioni di strategie e, per ogni
coppia di strategie, il corrispondente payo. Sebbene questo approccio possa
essere molto utile per sviluppare calcoli, non  e vantaggioso per descrivere giochi
sequenziali [17].
2.1 Strategie Pure
In questa sezione aronteremo il modello di gioco statico, supponendo che ogni
giocatore scelga deterministicamente la propria strategia.
Una strategia pura (o deterministica) descrive la scelta che far a un giocatore
in qualsiasi situazione si trovi ad arontare. Seguendo la notazione sviluppata
nel capitolo precedente, Si  e l'insieme di strategie pure del giocatore gi.
2.1.1 Equilibrio di Nash in Strategie Pure
Denizione 2.1. Un prolo di strategie s  e un Equilibrio di Nash in stra-
tegie pure [EN] se
ui(s)  ui(s;s
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La funzione ui  e la stessa, sia a sinistra che a destra dell'operatore, pertanto
abbiamo a che fare con un confronto tra due proli relativi allo stesso giocatore.













Come possiamo desumere direttamente dalla denizione matematica di EN,
se gi giocasse una qualunque strategia a sua disposizione diversa da s
i, mentre
tutti gli altri giocassero la strategia s 2 s
 i, potrebbe solo peggiorare il pro-
prio payo o, al pi u lasciarlo invariato. Quindi, se i giocatori raggiungessero
un EN, nessuno potrebbe migliorare il proprio risultato pensando di cambiare
unilateralmente la propria strategia. Poich e questo vale per tutti i giocatori, de-
duciamo che se esistesse un EN e fosse unico, esso rappresenterebbe la soluzione
del gioco, in quanto nessuno dei giocatori avrebbe alcun incentivo ad allontanarsi
dall'equilibrio.
Il contributo pi u importante dato da John F. Nash alla TdG,  e l'invenzione
(e successiva dimostrazione matematica dell'esistenza) di questo equilibrio [4].
Tuttavia, non  e detto che l'equilibrio sia unico: in particolare, nei giochi in cui
gli individui adottano esclusivamente strategie pure, un equilibrio di Nash pu o
non esistere.
Vediamo, ora, uno degli esempi classici della TdG.
Esempio 2.1 (Il Dilemma del Prigioniero [17]). Due sospetti vengono arre-
stati e tenuti in due celle separate. Le autorit a hanno solo qualche indizio contro
di loro, ma non hanno alcuna prova per il crimine compiuto. L'unica maniera
per incastrarli denitivamente  e che uno di loro incolpi l'altro. Se entrambi non
parleranno, saranno solo accusati di un crimine minore, rimanendo in prigione
solo un anno. Se uno (e solo uno) di loro parler a accusando l'altro, sar a subi-
to libero, lasciando l'altro in carcere per quattro anni. Se entrambi parleranno,
ambedue rimarranno in prigione per tre anni.
La situazione pu o essere modellata come un gioco strategico, in particolare
come un gioco statico ad informazione completa.
Giocatori: i due sospetti;
Strategie: ogni giocatore pu o decidere se Tacere (T) o Parlare (P), quindi
S1 = fT;Pg
S2 = fT;Pg
Preferenze: le azioni sono 2 per entrambi i giocatori. Pertanto, le preferenze
sono 4. Indichiamo con P1 e P2 l'insieme di preferenze rispettivamente del primo
e del secondo sospetto. Secondo l'ipotesi di razionalit a dei giocatori, ordiniamo
le preferenze dalla migliore alla peggiore1:
P1 = f(P;T);(T;T);(P;P);(T;P)g
P2 = f(T;P);(T;T);(P;P);(P;T)g
1le coppie sono ordinate in modo che la la preferenza (x;y) sia denita come x 2 S1 e y 2 S2.2.1. STRATEGIE PURE 11
Scegliamo le funzioni di utilit a in modo che rispecchino l'ordine delle prefe-
renze. Per il primo sospetto scegliamo una funzione u1 tale per cui
u1(P;T) > u1(T;T) > u1(P;P) > u1(T;P)
In particolare, ad ogni prolo assegniamo, arbitrariamente, il rispettivo payo





Per quanto riguarda il secondo sospetto, il ragionamento  e analogo. Per compat-
tezza, rappresentiamo il modello del gioco in forma normale:
Sospetto 2
T P
Sospetto 1 T  1; 1  4;0
P 0; 4  3; 3
Tabella 2.1: Il Dilemma del Prigioniero.
In questa bimatrice, le righe corrispondono alle due possibili azioni del primo
sospetto, mentre le colonne alle due possibili del secondo. Le coppie di valori
nelle caselle corrispondono ai payo dei singoli sospetti.
Ad esempio, supponiamo che venga scelto il prolo (T,P). Ci o signica che:
 il primo sospetto sceglie T, mentre il secondo sceglie P;
 il payo  e ( 4;0), ovvero u1(T;P) =  4, u2(T;P) = 0.
Ponendo la nostra attenzione sulla matrice dei payo, il \Dilemma del Prigio-
niero" modella una situazione nella quale entrambi i giocatori guadagnerebbero
se collaborassero tra di loro: difatti, ciascun sospetto preferirebbe che entrambi
scegliessero di tacere piuttosto che parlare. In un gioco non cooperativo, per o,
ogni giocatore vorrebbe trarne il massimo protto, pertanto avrebbe un incentivo
nel parlare qualsiasi sia la scelta dell'altro.
Qual  e, dunque, la scelta migliore per entrambi?
Analizziamo i proli del gioco, cercando un possibile EN.
 (T;T) non  e un EN. Infatti, se il secondo sospetto scegliesse di tacere, il
payo del primo sospetto aumenterebbe se decidesse di parlare. Possiamo
rendercene conto \ssando" la prima colonna della bimatrice ed osservando
il primo valore nelle caselle (infatti passerebbe da  1 a 0, dunque non
soddisferebbe la disuguaglianza nella denizione di EN);12 CAPITOLO 2. GIOCHI STATICI
 (P;T) non  e un EN. Se il primo sospetto scegliesse di parlare ed il secondo di
tacere, quest'ultimo ridurrebbe il suo payo; infatti, \ssando" la seconda
riga e cambiando colonna, il secondo valore passerebbe da  3 a  4;
 (T;P) non  e un EN. Possiamo seguire lo stesso ragionamento del punto
precedente, in maniera duale;
 (P;P)  e un EN, ed  e l'unico: dal punto di vista del singolo sospetto,  e la mi-
gliore scelta che possa fare, in quanto non potrebbe pentirsi d'averlo scelto.
In altre parole, non avrebbe alcun incentivo nel cambiare unilateralmente
la propria scelta, poich e lo porterebbe solo a peggiorare il proprio payo.
Vediamo un altro esempio nel quale entrambi i giocatori preferirebbero coo-
perare piuttosto che non cooperare.
Esempio 2.2 (Battaglia dei Sessi [17]). Una giovane coppia vorrebbe andare
ad un concerto. Ne sono disponibili due: uno di Bach (B) ed uno di Stravinsky
(S). Lui vorrebbe assistere a quello di Bach, mentre lei a quello di Stravinsky.
Entrambi, per o, scelgono senza sapere cosa decider a l'altro, ma preferirebbero
andare assieme allo stesso concerto, piuttosto che stare da soli in due luoghi
separati.






Tabella 2.2: La Battaglia dei Sessi.
In questo gioco esistono due EN: (B;B), (S;S). Deduciamo, quindi, che
entrambi preferirebbero andare al concerto di Bach oppure a quello di Stravinsky;
per come abbiamo modellato il gioco, l'obiettivo comune e stare entrambi assieme,
da non confondere con quello che in realt a ciascuno di loro vorrebbe fare.
Per concludere,  e opportuno fare una breve ri
essione sul signicato profondo
di EN.
Abbiamo visto, infatti, come esso rappresenti una situazione nella quale nes-
sun giocatore avrebbe interesse a cambiare unilateralmente la propria strategia,
in quanto lo porterebbe solamente a peggiorare il proprio payo. L'EN rappre-
senta, quindi, la situazione nella quale la totalit a dei giocatori si viene a trovare
se ogni componente del gruppo fa ci o che  e meglio per s e, cio e mira a massimiz-
zare il proprio protto a prescindere dalle scelte degli avversari. Tuttavia, non
 e detto che l'EN sia la soluzione migliore per tutti. Infatti, se  e vero che in un
EN il singolo giocatore non pu o aumentare il proprio guadagno cambiando solo
la propria strategia, non  e aatto detto che un gruppo di giocatori, o, al limite
tutti, non possano aumentare il proprio protto allontanandosi congiuntamente
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2.1.2 Funzione di Miglior Risposta
Per trovare gli equilibri in un gioco nito, possiamo sempre applicare la denizio-
ne di EN ad ogni prolo di strategie. Ci o pu o essere ragionevole se ogni giocatore
ha a disposizione solo un insieme ristretto di azioni. In giochi pi u complessi,  e
pi u conveniente calcolare gli EN con le funzioni di miglior risposta (BRF -
Best Response Functions) [17].
Consideriamo l'i-esimo giocatore, gi. Per ogni azione degli altri giocatori, g i,
le strategie di gi conducono a varie utilit a. Siamo interessati alle migliori azioni
di gi, ovvero quelle che, data la scelta di un altro giocatore, rendono il payo di
gi il pi u alto possibile. Nella \Battaglia dei Sessi", ad esempio, B  e la migliore
scelta del primo giocatore, se anche il secondo scegliesse B; S  e la migliore scelta
del primo giocatore se anche il secondo scegliesse S. In particolare, in questo
gioco, il primo giocatore ha solo una migliore azione per ogni azione del secondo
giocatore [17].
Deniamo con Bi(s i) l'insieme delle migliori azioni di gi, dove s i  e il pro-
lo di strategie degli avversari. Dunque, nella \Battaglia dei Sessi", abbiamo





Bi(s i) = fb s 2 Si : ui(b s;s i)  ui(s;s i);8s 2 Sig
Notiamo che nella denizione di Bi(s i) non  e aatto detto che l'insieme
contenga un solo elemento: ci o signica che potremmo trovare pi u di una miglior
risposta ad ogni azione degli altri giocatori. Pertanto, ogni azione b si intrapresa da
gi,  e considerata la miglior risposta di gi ad ogni strategia scelta dagli avversari
[17].
Chiamiamo Bi la funzione di miglior risposta dell'i-esimo giocatore.
Utilizzare la BRF per trovare gli EN
Abbiamo visto che un EN  e un prolo di strategie rispetto al quale nessun gio-
catore ha interesse ad essere l'unico a cambiare la propria strategia. Utilizzando
la terminologia appena sviluppata, possiamo denire un EN come un prolo di
strategie, nel quale l'azione di ogni giocatore  e una migliore risposta alle azioni
degli altri giocatori [17].
Proposizione 2.1. Il prolo s  e un EN di un gioco strategico con preferenze
ordinabili se e solo se l'azione di ogni giocatore  e una migliore risposta alle azioni
degli altri giocatori. In simboli,
s
i 2 Bi(s
 i); 8gi 2 N;i = 1;:::;n
Se ogni giocatore gi ha una sola miglior risposta per ogni prolo s i, possiamo
scrivere la suddetta condizione sotto forma di equazione.
In questo caso, per ogni giocatore gi e per ogni prolo s i, denotiamo il singolo
elemento di Bi(s i) con bi(s i). Dunque,




 i); 8gi 2 N
 e un sistema di n equazioni in n incognite s
i, dove n  e il numero di giocatori [17].







Quindi, in un gioco a due giocatori, nel quale ogni giocatore ha una singola miglior
risposta per ogni azione dell'avversario, la coppia (s
1;s
2)  e un EN se e solo se
l'azione s
1  e la miglior risposta del primo giocatore all'azione s
2 del secondo
e, contemporaneamente, l'azione s
2  e la miglior risposta del secondo giocatore
all'azione s
1 del primo.
Gracamente, possiamo annotare la miglior risposta con il simbolo  sugli
elementi della bimatrice [17].
Esempio 2.3. La seguente bimatrice descrive un gioco non cooperativo a due
giocatori. Le azioni di g1 sono S1 = fT;M;Bg mentre le azioni di g2 sono




T 1;2 2;1 1;0
M 2;1 0;1 0;0
B 0;1 0;0 1;2
Tabella 2.3: Esempio di calcolo della BRF.
Per calcolare le migliori risposte di g1, ad esempio, \ssiamo" una colonna
e troviamo il pi u grande payo disponibile sulle righe, concentrandoci sui primi
elementi nelle caselle. In maniera del tutto analoga, per calcolare le migliori
risposte di g2, \ssiamo" una riga e troviamo il pi u grande payo disponibile
sulle colonne, ponendo la nostra attenzione sui secondi elementi nelle caselle.
In questo esempio, notiamo che per ogni colonna esiste almeno una miglior
risposta di g1 alle azioni di g2, mentre per ogni riga esiste almeno una miglior
risposta di g2 alle azioni di g1.
Per la proposizione precedente, quindi, le caselle con entrambi i payo segnati
da asterischi sono EN. In questo caso, (M;L) e (B;R) sono gli EN del gioco.
Ricordiamo ancora una volta che, in via del tutto generale, non  e detto che
esistano caselle con entrambi i payo segnati dal simbolo , proprio perch e non
 e detto che esista l'EN in strategie pure.
Il seguente esempio dimostra tale aermazione.2.2. STRATEGIE MISTE 15
Esempio 2.4 (Matching Pennies [17]). Due giocatori hanno una moneta
ciascuno e scelgono, simultaneamente, se mostrare all'altro Testa (T) o Croce
(C) con la propria moneta. Se mostrassero entrambi lo stesso lato della moneta,
il secondo giocatore pagherebbe il primo con 1 $; se, invece, mostrassero due
lati diversi, sar a il primo giocatore a pagare il secondo con 1 $. L'obiettivo dei
giocatori  e vincere pi u denaro possibile.






Tabella 2.4: Matching Pennies.
Nella rappresentazione matriciale sono marcate le migliori risposte di cia-
scun giocatore. Non esiste, dunque, alcuna casella con due migliori risposte
contemporanee: difatti, in questo gioco, non esiste alcun EN in strategie pure.
2.2 Strategie Miste
In questa sezione parleremo di giochi (non cooperativi) che coinvolgono strategie
miste. Estenderemo la nozione di Equilibrio di Nash, analizzando modelli di
gioco nei quali ciascun giocatore sceglier a la propria strategia seguendo una legge
probabilistica.
In un gioco strategico, una strategia mista (o probabilistica) i  e una di-
stribuzione di probabilit a denita sull'insieme delle possibili strategie pure del
giocatore i. Denotiamo con i(s) la probabilit a che i assegna alla strategia




Una strategia pura s pu o essere vista come caso particolare di strategia mista
i, con i(s) = 1 [21].
Denotiamo con i l'insieme delle strategie miste relative al giocatore i-
esimo. Analogamente al caso di strategie pure, deniamo il prolo di strategie
miste:
 = (1;2;:::;n)16 CAPITOLO 2. GIOCHI STATICI
La funzione di utilit a attesa (o payo atteso) di gi  e la somma dei payo





dove s = (s; i).
Prima di vedere qualche esempio, estendiamo il concetto di relazione d'ordine
tra le preferenze di ciascun giocatore, nei giochi in cui gli individui adottano
strategie miste.
2.2.1 Assioma di Indipendenza
Nei giochi in cui sono coinvolte strategie miste,  e necessario ridenire il concetto
di \relazione d'ordine" delle preferenze, in modo da garantire l'ipotesi di raziona-
lit a introdotta all'inizio della trattazione. Von Neumann e Morgenstern estesero
questo concetto, sviluppando quello che in letteratura viene chiamato \Assioma
di Indipendenza" [3].
Assioma 2.1 (di Indipendenza). Per ogni strategia p;q;r 2 Si e a 2 [0;1],
p  q se e solo se ap + (1   a)r  aq + (1   a)r.
L'assioma di indipendenza  e spesso violato quando i giocatori sono umani.
Vediamo un esempio [21].
Supponiamo di voler trasmettere un video in streaming. Fissata la velocit a di
connessione, sono possibili tre esiti distinti: video ad alta qualit a, video a bassa
qualit a, nessun video.
Supponiamo di dover scegliere una tra le seguenti due opzioni:
A. La connessione garantisce un video ad alta qualit a con probabilit a 0.49 e
nessun video con probabilit a 0.51;
B. La connessione garantisce un video a bassa qualit a con probabilit a 0.98 e
nessun video con probabilit a 0.02;
Quale delle due opzioni converrebbe scegliere?
Supponiamo, inoltre, di dover scegliere una tra le seguenti due opzioni:
C. La connessione garantisce un video ad alta qualit a con probabilit a 0.001 e
nessun video con probabilit a 0.999;
D. La connessione garantisce un video a bassa qualit a con probabilit a 0.002 e
nessun video con probabilit a 0.998;
Ancora una volta, quale delle due opzioni converrebbe scegliere?
In alcuni studi sperimentali [16], molti giocatori preferirebbero scegliere B
rispetto ad A, e C rispetto a D: queste scelte, per o, violerebbero l'assioma. La
scelta di B rispetto ad A, in combinazione con l'assioma stesso, implica che  e
preferibile avere, quasi con certezza, un video a bassa qualit a, anzich e avere un2.2. STRATEGIE MISTE 17
video ad alta qualit a con probabilit a 1
2. Ma la scelta di C rispetto a D implica
esattamente il contrario. Questa contraddizione  e chiamata Paradosso di Allais
[15].
Il principale problema che sorge nella percezione delle due coppie di opzioni,
si deve alla presenza di un guadagno certo nella prima. Questo altera signi-
cativamente il comportamento dei soggetti umani. La certezza, infatti, risulta
sempre assai preferita da coloro che sono avversi al rischio.
L'assioma, tuttavia, sembrerebbe una ragionevole regola di decisione. Sorge,
dunque, una domanda: come pu o, un agente programmabile, violare l'assioma
simulando il comportamento umano? Come si comporterebbe un programma se
dovesse prendere una decisione?
Ai ni della trattazione e per motivi analitici, stabiliamo che l'assioma di
indipendenza sia sempre vericato. Quindi, il giocatore gi sceglier a di assegnare
la probabilit a i;p anzich e i;q, se e solo se la prima lo condurr a ad un payo
atteso pi u elevato. In simboli:







2.2.2 Equilibrio di Nash in Strategie Miste
Denizione 2.2. Un prolo di strategie  2   e un Equilibrio di Nash in
strategie miste [EN] se
ui()  ui(;








La denizione (2.2) generalizza la nozione di EN data precedentemente. L'im-
portanza delle strategie miste  e ulteriormente raorzata dal Teorema di Nash [4,
5]. Questo teorema  e un risultato di notevole interesse nell'intera teoria.
Teorema 2.1 (Nash). Ogni gioco nito in forma strategica ammette almeno un
Equilibrio di Nash in strategie miste.
Il Teorema di Nash non descrive un metodo per trovare un EN.  E comunque
un risultato considerevole, in quanto fornisce una condizione suciente anch e
un gioco abbia almeno un EN in strategie miste: difatti,  e suciente che il gioco
sia nito, ovvero
jNj < +1 ; jSij < +1 ; 8i = 1:::n
Ci o non entra in contraddizione con quanto detto per un EN in strategie
pure: se il gioco  e nito, un EN in strategie pure pu o non esistere, ma secondo il
Teorema (2.1), esiste sempre almeno un EN in strategie miste.18 CAPITOLO 2. GIOCHI STATICI
Per chiarire il concetto, riprendiamo il problema riportato nell'esempio 2.4.
Abbiamo dimostrato che il gioco \Matching Pennies" non possiede alcun EN in
strategie pure. Supponiamo, ora, che g1 scelga T con una probabilit a p, e che g2
scelga T con una probabilit a q (conseguentemente, g1 sceglier a C con probabilit a
1   p, mentre g2 sceglier a C con probabilit a 1   q). In simboli,
1(T) = p ; 2(T) = q
Calcoliamo le funzioni di payo atteso:
u1(p;q) = ( 1)  pq + 1  p(1   q) + 1  (1   p)q + ( 1)  (1   p)(1   q) =
=  4pq + 2p + 2q   1
u2(p;q) = 1  pq + ( 1)  p(1   q) + ( 1)  (1   p)q + 1  (1   p)(1   q) =
= 4pq   2p   2q + 1
Poich e l'obiettivo di ciascun giocatore  e quello di massimizzare la propria vincita,
proviamo a massimizzare, ad esempio, u1(p;q). Calcoliamo entrambe le derivate
parziali e poniamo il gradiente uguale a zero, in modo da trovarne gli eventuali
punti critici:
ru1 = 0 ()

@pu1 =  4q + 2 = 0





















Ci o signica che, se p = 1
2 e q = 1
2, g1 si aspetta di vincere 0 $. Studiamo la





Poich e le derivate parziali (prime) sono continue (o equivalentemente, u1  e di










il cui determinante  e
det(H1) =  16
Ci o implica che H1  e indenita. Concludiamo dicendo che il punto ( 1
2; 1
2)  e di
sella per u1. Possiamo seguire lo stesso ragionamento per u2(p;q).2.2. STRATEGIE MISTE 19
Figura 2.1: Punto di Sella per \Matching Pennies".
Le soluzioni dell'equazione u1(p;q) = 0 sono
S =

(p;q) : p =
1
2
8 q 2 [0;1] ; q =
1
2
8 p 2 [0;1]

Questo  e un notevole risultato, in quanto, in questo esempio, ci permette di
aermare che la miglior strategia per entrambi i giocatori,  e quella di scegliere
le proprie azioni con probabilit a 1
2.
Difatti, se g1 scegliesse p = 1
4 e g2 scegliesse q = 1
2, la situazione non
cambierebbe, in quanto, al tentativo di \sbilanciare" il gioco da parte di g1,
si contrappone la scelta di g2.
Conseguentemente, le strategie miste 1 = 1
2 e 2 = 1
2 costituiscono un EN
per il gioco in esame.
Ottimo Paretiano
In un gioco strategico, un metodo per identicare l'EN desiderato  e quello di
confrontare i proli di strategie seguendo il principio di ottimalit a di Pareto
[22]. Prima di introdurre questo concetto, deniamo la Superiorit a di Pareto.
Denizione 2.3 (Superiorit a di Pareto). Il prolo di strategie  s  e Pareto-
Superiore al prolo s se
ui( s; s i)  ui(s;s i); 8 gi 2 N ; 8s 2 Si
con uguaglianza stretta per al pi u un giocatore.
In altre parole, il prolo di strategie  s  e Pareto-Superiore al prolo s se il payo
del giocatore i pu o essere incrementato cambiando da s a  s, senza diminuire il
payo degli altri giocatori. Il prolo s  e denito Pareto-Inferiore al prolo
di strategie  s. Per raggiungere il prolo  s, gli altri giocatori potrebbero dover
cambiare le proprie strategie simultaneamente.20 CAPITOLO 2. GIOCHI STATICI
Denizione 2.4 (Ottimo di Pareto). Il prolo di strategie so  e Pareto-
Ottimale (o Pareto-Eciente, o Ottimo Paretiano) [OP] se non esistono altri
proli di strategie che siano Pareto-Superiori a so.
In un prolo di strategie Pareto-Ottimale, nessuno pu o aumentare il proprio
payo a meno di diminuire quello di almeno un giocatore. Non  e detto che un
Ottimo Paretiano sia un EN.
Un gioco pu o avere pi u di un prolo che sia Pareto-Ottimale; l'insieme di
questi proli  e chiamato Frontiera di Pareto [22].
A titolo di esempio, nel \Dilemma del Prigioniero", il prolo (P;P)  e un
EN, ma non un  e OP; i proli (T;T), (T;P) e (P;T) sono OP ma non EN. In
\Matching Pennies", adottando strategie pure, non esiste un EN ma ogni prolo
 e OP.Capitolo 3
Giochi Dinamici
La rappresentazione di un gioco in forma normale spesso assume che i giocatori
eseguano le proprie mosse simultaneamente, senza conoscere quello che sceglie-
ranno i loro avversari. Questa  e un'assunzione ragionevole in alcune tipologie di
gioco, come ad esempio \Il Dilemma del Prigioniero". Ad ogni modo, in molte
altre situazioni, i giocatori possono avere un tipo di interazione sequenziale: ci o
signica che un giocatore  e condizionato dalla scelta eettuata dal giocatore pre-
cedente. La classe di giochi appartenenti a questa categoria prende il nome di
giochi dinamici.
Per questa tipologia di gioco, a dierenza dei giochi statici,  e conveniente
utilizzare la rappresentazione in forma estesa. Essa, infatti, descrive il gioco
mediante un albero. Ogni nodo interno, chiamato nodo decisionale, costitui-
sce il complesso delle scelte eettuate in precedenza.
La prima mossa del gioco viene eettuata partendo dalla radice; si scorre, poi,
lungo un percorso determinato dalle scelte dei giocatori, giungendo ad un nodo
terminale (chiamato anche foglia), al quale sono associati i payo dei singoli
giocatori. I rami, inne, sono messi in relazione con le decisioni prese dai gio-
catori stessi. Ogni nodo decisionale, dunque, descrive in maniera compatta la







C D E F
Figura 3.1: Esempio di gioco dinamico rappresentato in forma estesa.
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3.1 Giochi Dinamici ad Informazione Perfetta
Denizione 3.1. Un gioco dinamico ad informazione perfetta  e composto
da:
 un insieme nito N di giocatori, N = (g1;:::;gn);
 per ogni giocatore gi, un insieme di azioni Ai;
 una sequenza di azioni intraprese dai giocatori, h (chiamata anche storia
del gioco);
 per ogni giocatore gi, un insieme Pi di preferenze, denite sulla storia
passata del gioco.
Nella rappresentazione di un gioco dinamico in forma estesa, ad ogni nodo
corrisponde univocamente una storia ed un giocatore [17].
Denizione 3.2. La strategia di gi  e una funzione Si che ad ogni storia h
assegna un'azione appartenente all'insieme di azioni possibili dopo h stesso, Ai(h)
[17].
In via del tutto generale, Ai(h)  Ai.
La denizione (3.2)  e decisamente diversa dalla nozione di strategia data
precedentemente per i giochi statici.
Un prolo di strategie s 2 i=1:::nSi determina completamente la storia del
gioco. Il gioco si conclude quando si giunge ad un nodo terminale, o in maniera
equivalente, quando la storia  e completamente determinata [17].
Esempio 3.1 (North-South-West-East). Consideriamo il seguente gioco
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Figura 3.2: Rappresentazione in forma estesa dell'esempio NSWE.3.1. GIOCHI DINAMICI AD INFORMAZIONE PERFETTA 23
Giocatori: g1 e g2.
Azioni: A1 = fN;Sg, A2 = fE;Wg.
Primo passo: la storia del gioco ancora non esiste, quindi h = ;. Supponiamo
che g1 scelga per primo: poich e h = ;, A1(;) = A1, il che implica S1 = A1.
Dunque g1 ha due strategie:
S1 = fN;Sg
le quali possono \costruire" due storie distinte: h = fNg oppure h = fSg. Sup-
poniamo che g1 scelga N.
Secondo passo: la mossa successiva spetta a g2, il quale sceglier a la propria
azione sapendo che g1 ha optato per N.
Le possibili strategie di g2 sono quattro, poich e dipendono dalla totalit a delle
possibili storie (in questo caso, g2 ha due azioni per ogni possibile storia):
S2 = fEE;EW;WE;WWg
(ssata una strategia, ad esempio EW, si legge: \Scegli E se g1 sceglie N;
scegli W se g1 sceglie S."). Per completezza, rappresentiamo il gioco dinamico
in forma strategica.
g2
EE EW WE WW
g1
N 5;1 5;1 0;0 0;0
S 3;3 1;5 3;3 1;5
Tabella 3.1: Rappresentazione in forma strategica dell'esempio NSWE.
Nelle caselle della bimatrice sono rappresentati i payo dei singoli giocatori
secondo le due funzioni di utilit a, u1 e u2.




La rappresentazione di un gioco dinamico in forma strategica non  e molto
conveniente: infatti, sembra che nelle caselle ci siano payo ripetuti, il che po-
trebbe creare un po' di confusione. Per questo motivo, per un gioco dinamico,  e
preferibile adottare la rappresentazione in forma estesa.24 CAPITOLO 3. GIOCHI DINAMICI
3.1.1 Equilibrio di Nash nei Giochi Dinamici
In questa sezione applichiamo la denizione generale di EN (2.1) alla categoria
di giochi dinamici, adattando la notazione al contesto.
Denizione 3.3. Un Equilibrio di Nash in strategie pure [EN] per un
gioco dinamico  e un particolare prolo s tale per cui
ui(s)  ui(s;s








In particolare, vediamo che la denizione generale di EN non entra in contrad-
dizione con quanto detto per i giochi statici. Vediamo un interessante risultato,
noto come Teorema di Zermelo-Kuhn[8].
Teorema 3.1 (Zermelo-Kuhn). Un gioco nito ad informazione perfetta ha
un equilibrio di Nash in strategie pure.
Secondo il suddetto Teorema, condizione suciente (ma non necessaria) per
garantire un EN in strategie pure,  e che un gioco sia nito, ad informazione
perfetta e rappresentabile in forma estesa. Conseguentemente, un gioco dinamico
ad informazione perfetta, ammette almeno un EN in strategie pure.
Tale equilibrio pu o essere trovato attraverso il procedimento noto come in-
duzione a ritroso.
3.1.2 Induzione A Ritroso
Per applicare il metodo di induzione a ritroso e conseguentemente, trovare
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Figura 3.3: Induzione a ritroso nell'esempio NSWE.
In questo gioco, g2  e a conoscenza del fatto che sar a lui stesso ad avere l'ultima
mossa. Per ogni possibile storia, quindi, pu o predire la sua scelta migliore.
Ad esempio, se la storia  e h = fSg, allora g2  e incentivato a scegliere W, in
quanto questa mossa lo conduce ad un payo pi u elevato; per lo stesso motivo, se3.1. GIOCHI DINAMICI AD INFORMAZIONE PERFETTA 25
g1 sceglie N, g2 sceglie E. In maniera del tutto analoga, g1 si comporta seguendo
lo stesso principio: preferisce scegliere N piuttosto che S.
Nella rappresentazione in forma estesa (3.3), i rami che rappresentano le mi-
gliori scelte di ciascun giocatore (ovvero quelle che lo conducono ad un payo
pi u elevato), sono evidenziati con una linea pi u spessa.
Il termine \a ritroso" deriva dal fatto che il metodo si applica inizialmente ai
nodi terminali, risalendo l'albero e giungendo inne alla radice.
Procediamo dapprima analizzando le azioni di g2, calcolandone le migliori
scelte e risalendo poi al livello precedente; ripetiamo il metodo in maniera analoga
per g1, giungendo inne alla radice dell'albero.
Il percorso composto dalle scelte migliori che collega la radice ad una foglia,
descrive il prolo che costituisce un EN.
Pertanto, il prolo s = (N;E)  e un EN del gioco (ed  e anche l'unico).Capitolo 4
Applicazioni
In questo capitolo vedremo alcune situazioni relative al mondo delle Telecomu-
nicazioni, nelle quali  e possibile costruire un modello di gioco per studiare una
situazione di con
itto e trovarne una soluzione. In particolare, applicheremo i
risultati della TdG alle reti di comunicazione wireless [21, 22].
4.1 Routing - Forwarder's Dilemma
Supponiamo che due utenti, p1 e p2, vogliano trasmettere un pacchetto dati
rispettivamente verso dst1 e dst2, utilizzando l'altro utente come \inoltratore".
Supponiamo, inoltre, che la comunicazione tra un utente ed il suo rispettivo
ricevitore sia possibile solo se l'altro utente accetti di inoltrare i pacchetti.
Lo scopo di ciascun utente  e riuscire a stabilire una comunicazione con il
proprio ricevitore.
Se p1 inoltra il pacchetto di p2, il costo d'inoltro  e pari ad una quantit a ssata
C, 0 < C  1, la quale rappresenta l'energia ed il costo computazionale speso
da p1 per l'azione d'inoltro. Cos  facendo, p1 abilita la comunicazione tra p2 e
dst2, la quale porta p2 ad ottenere il massimo benecio. Assumiamo che il gioco
sia simmetrico, in modo che il ragionamento si possa applicare a p2 in maniera
perfettamente duale.
Il dilemma  e il seguente: p1  e tentato di scartare il pacchetto che dovrebbe
inoltrare, poich e questa scelta eviterebbe un dispendio di risorse; ma se p2 ragio-
nasse nello stesso modo, allora anche il pacchetto che p1 vorrebbe inviare a dst1
verrebbe scartato. Conseguentemente, nessuno trarrebbe alcun benecio.
Questo semplice modello  e utilizzato per studiare l'instradamento di pacchet-
ti in una rete di comunicazione (routing), appartenenti alla classe di problemi
arontati al livello 3 della pila protocollare ISO-OSI (Network Layer) [24].
Modelliamo tale situazione come un gioco strategico. In particolare, il For-
warder's Dilemma  e una rivisitazione del \Dilemma del Prigioniero": pu o es-
sere dunque modellato come un gioco statico non cooperativo ad informazione
completa.






Figura 4.1: Forwarder's Dilemma.
Giocatori: i due utenti, p1 e p2;
Strategie: ogni utente pu o decidere se Inoltrare (Forward - F) o Scartare (Drop
- D) il pacchetto, quindi
S1 = fF;Dg
S2 = fF;Dg
Preferenze: entrambi gli utenti preferiscono risparmiare risorse piuttosto che
spenderle per inoltrare un pacchetto che non  e il loro.
P1 = f(D;F);(F;F);(D;D);(F;D)g
P2 = f(F;D);(F;F);(D;D);(D;F)g




F 1   C;1   C  C;1
D 1; C 0;0
Tabella 4.1: Forwarder's Dilemma.
Per l'analisi della soluzione, valgono le stesse considerazioni del \Dilemma del
Prigioniero" (2.1), pertanto l'unico EN in strategie pure  e (D;D).28 CAPITOLO 4. APPLICAZIONI
4.2 Medium Access Control - Multiple Access
Game
In questo esempio introduciamo il problema dell'accesso al mezzo di trasmissione.
La questione  e ampiamente studiata in Telecomunicazioni [24], in quanto il mezzo
di trasmissione rappresenta l'\oggetto conteso" tra due o pi u utenti per eettuare
una comunicazione. Questo problema appartiene alla classe di quelli arontati
al livello 2 della pila protocollare ISO-OSI (Data Link Layer) [24].
Questa situazione  e modellata secondo il gioco \Hawk-Dove" [17].
Supponiamo che due utenti, p1 e p2 vogliano accedere ad un canale di comuni-
cazione wireless condiviso per inviare pacchetti dati ai loro ricevitori, rispettiva-
mente re1 e re2. Supponiamo che, in un intervallo di tempo prestabilito, ciascun
utente abbia un pacchetto da trasmettere e possa decidere se accedere al canale
per spedirlo o attendere. Assumiamo che p1, p2, re1 e re2 si trovino l'uno alla
portata dell'altro, in modo che le trasmissioni interferiscano tra loro.
Se p1 trasmette il proprio pacchetto, il costo d'invio  e pari a C, 0 < C  1;
se p2 decide di attendere nello stesso intervallo di tempo in cui p1 trasmette, il
pacchetto viene inviato con successo, altrimenti si verica una collisione. Se la
collisione non si presenta, p1 trae il massimo benecio dalla trasmissione.
In una rete di comunicazione wireless, questa circostanza si verica facilmente
quando si attua il protocollo Slotted ALOHA [24].
p1 p2 canale
A W
Figura 4.2: Accesso al canale nel Multiple Access Game.
p1 p2 canale
A A
Figura 4.3: Collisione nel Multiple Access Game.
Modelliamo tale situazione come un gioco strategico. In particolare, il Multi-
ple Access Game pu o essere modellato come un gioco statico non cooperativo ad
informazione completa.
Giocatori: i due utenti, p1 e p2;
Strategie: ogni utente pu o decidere se Accedere (Access - A) al mezzo per
trasmettere, o Aspettare (Wait - W), quindi
S1 = fA;Wg
S2 = fA;Wg4.2. MEDIUM ACCESS CONTROL - MULTIPLE ACCESS GAME 29








W 0;0 0;1   C
A 1   C;0  C; C
Tabella 4.2: Multiple Access Game in forma strategica.





Per una migliore visualizzazione, riportiamo i risultati delle BRF nella bimatrice,




W 0;0 0;1   C
A 1   C;0  C; C
Tabella 4.3: Multiple Access Game in forma strategica (BRF).
Pertanto, in questo modello esistono due EN in strategie pure: (0;1   C) e
(1   C;0). Ci o signica che se un utente decide di trasmettere, l'altro non si
pente se sceglie di attendere: difatti, il vericarsi di una collisione non giova a
nessuno dei due.30 CAPITOLO 4. APPLICAZIONI
Variante - MAG Dinamico
Supponiamo di avere una situazione nella quale la sequenzialit a delle azioni sia
necessaria. L'utente p1 decide per primo.
p1
p2
( C; C) (1   C;0)
p2
(0;1   C) (0;0)
A W
A W A W
Figura 4.4: Medium Access Game dinamico.
Poich e il gioco  e nito, ad informazione perfetta e rappresentabile in forma estesa,
vale il Teorema di Zermelo-Kuhn (3.1): il gioco ammette almeno un EN.
Secondo il procedimento di induzione a ritroso (3.1.2), il prolo s = (A;W)  e
un EN.4.3. POWER CONTROL - JAMMING GAME 31
4.3 Power Control - Jamming Game
In una rete di comunicazione,  e possibile che due o pi u utenti interferiscano
tra loro accedendo contemporaneamente allo stesso canale. Questo esempio fa
riferimento alle tematiche arontate al livello 1 della pila protocollare ISO-OSI
(Physical Layer) [24].
Supponiamo che l'utente p1 voglia inviare un pacchetto dati al ricevitore re1
in ogni intervallo temporale. Assumiamo che il mezzo di trasmissione wireless
sia diviso in due canali, x ed y, secondo il principio FDMA (Frequency Division
Multiple Access) [24].
L'obiettivo dell'utente malintenzionato p2  e quello di prevenire una corretta
trasmissione da parte di p1, trasmettendo allo stesso istante e nello stesso ca-
nale. Nelle comunicazioni wireless, questo fenomeno viene chiamato jamming
(disturbo).
L'obiettivo di p1  e quello di riuscire a trasmettere un pacchetto con successo,
nonostante la presenza di p2.
Supponiamo che p1 e re1 siano sincronizzati, il che signica che re1  e abilitato
a ricevere sempre un pacchetto, a meno che p1 non sia disturbato da p2.
p1 p2
x
p 1   q
y
q 1   p
Figura 4.5: Jamming Game.
Modelliamo tale situazione come un gioco strategico. In particolare, il Jam-
ming Game  e una rivisitazione del gioco \Matching Pennies": pu o essere dunque
modellato come un gioco statico non cooperativo ad informazione imperfetta.
Giocatori: i due utenti, p1 e p2;
Strategie: p1 pu o decidere se trasmettere sul canale x con probabilit a p oppure
sul canale y con probabilit a 1   p; analogamente, p2 pu o decidere se disturbare
sul canale x con probabilit a q oppure sul canale y con probabilit a 1   q.
1 = fp;1   pg
2 = fq;1   qg32 CAPITOLO 4. APPLICAZIONI






Tabella 4.4: Jamming Game.
Calcoliamo i payo attesi, u1 e u2:
u1(p;q) =  4pq + 2p + 2q   1
u2(p;q) = 4pq   2p   2q + 1
Seguendo lo stesso ragionamento per il gioco \Matching Pennies" (2.4), l'unico















Argomentazione analoga per p2.
Pertanto, l'unico EN in strategie miste  e il prolo  = (1
2; 1
2).Conclusioni
La TdG  e una disciplina decisamente aascinante. In questa trattazione abbiamo
visto solo la \punta dell'iceberg", semplicandone alcuni concetti senza per o
perdere la generalit a che questa teoria ha da orire. La popolarit a della TdG
nel campo delle Telecomunicazioni (e non solo), la rende un utile strumento per
studiare quelli che vengono chiamati \trade-o ingegneristici" ovvero particolari
situazioni di con
itto nelle quali  e necessario adottare un compromesso. Grazie
alla TdG, in via del tutto teorica,  e possibile trovare il compromesso ottimo tra
due o pi u variabili in gioco. Ad esempio, in [24], nella fase di progettazione di
un quantizzatore uniforme, potrebbe essere lecito chiedersi: \Dato uno specico
SNR, qual  e il miglior compromesso tra la tensione di saturazione, vsat, ed il
numero di bit, b?"
Il campo di applicazione  e vasto e questo rende la teoria un utile strumen-
to per approcciarsi a problemi di tipo decisionale. Tuttavia, questa disciplina
non rappresenta lo strumento universale per eccellenza, proprio perch e fa uso di
ipotesi restrittive che ne limitano il campo di applicabilit a.
Sviluppi futuri
L'attenzione rivolta alla TdG sta crescendo in maniera esponenziale, in particola-
re nelle Telecomunicazioni. L'interesse a risolvere problemi di natura con
ittuale,
porta la TdG ad occupare uno dei ruoli pi u importanti nello studio di diverse
problematiche, come ad esempio il routing, il QoS (Quality of Service) ed il TCP
Congestion Control [24]. Altre interessanti applicazioni si possono trovare in [23].
Citiamo alcune questioni emergenti, in cui la TdG potrebbe essere un utile
strumento per approcciarsi al problema:
 Reti Intelligenti (Cognitive Radio): le reti \intelligenti" sono partico-
lari reti di comunicazione atte a far fronte al problema dell'inecienza dello
spettro wireless. In questo particolare contesto,  e necessario che i nodi della
rete si adattino dinamicamente all'ambiente, apprendendo dagli esiti delle
decisioni passate [26]. Nelle future reti wireless ci si aspetta un adattamen-
to pi u sosticato di quello attuale, integrando l'abilit a di apprendimento, in
modo da risolvere problemi complessi come l'utilizzo eciente dello spettro
wireless [27].
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 Cooperazione nei Sistemi Wireless: nelle reti di comunicazione wire-
less, le comunicazioni cooperative trovano un notevole interesse. La TdG
potrebbe essere un valido ausilio per comprendere al meglio alcune tipologie
di problemi che coinvolgono cooperazione e negoziazione, come il problema
dell'accesso dinamico nello spettro wireless [28]. Una soluzione a questo
problema potrebbe essere quella di concedere agli utenti il potere di nego-
ziazione, in modo da utilizzare lo spettro in maniera dinamica, basandosi
sull'eettiva disponibilit a del canale [29].
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