Abstract. Using the free graded Lie algebras we introduce a natural subcomlex of the Loday's complex of a Leibniz algebra.
Introduction
Let h be a Leibniz algebra and let CL * (h) be the chain complex constructed by Loday [1] . In this note we introduce a natural subcomplex L(h, 1) * of CL * (h). This subcomplex I find in [2001] [2002] and all material below, except the introduction was written in 2002 during my stay in Nantes, where I was invited by Vincent Franjou.
The aim was to construct a chain complex which computes the Quillen derived functors of the left adjoint functor to the inclusion Lie Algebras ⊂ Leibniz Algebras.
My conjecture says that the complex L(h, 1) * does the job.
During 2004-2006, I had several discussion with Jean-Luis Loday, after moving in Leicester I worked with my student Michael Robinson and then with Christina Vespa, trying to find a proof of my conjecture, but we did not succeeded.
Definition of the subcomplex
We are working over a field K of characteristic zero. A Leibniz algebra h is a vector space equipped with a bilinear operation
satisfying the Leibniz identity {x, {y, z}} = {{x, y}, z} − {{x, z}, y}.
It is clear that Lie algebras are Leibniz algebras for which the antisymmetry condition {x, y} + {y, x} = 0 holds.
We refer the reader to [2] , [4] and [3] for more on Leibniz algebras, Leibniz homology and Leibniz representations.
For any Leibniz algebra h we let h Lie be the quotient of h by the relation {x, y} + {y, x} = 0. In this way one obtains the functor (−) Lie : Leibniz algebras → Lie algebras which is the left adjoint of the inclusion functor Lie algebras ⊂ Leibniz algebras.
For Leibniz algebras we have Leibniz homology introduced by Jean-Louis Loday in [1] , see also [2] . For a Lie algebra h, the Leibniz homology (denoted by HL * (h)) is defined as the homology of the complex CL * (h). By definition CL n (h) = h ⊗n , while the Loday boundary is given by
The boundary map h → K in the complex is the zero map.
Let us recall that a graded Lie algebra is a graded vector space g := n∈Z g n equipped with a bilinear map
satisfying the following equations
Here x, y, z denotes homogeneous elements and we assume that x ∈ g |x| . If A * is a graded associative algebra then it can be considered also as a graded Lie algebra by [x, y] := xy − (−1) |x||y| yx.
Let V be a vector space. We let T (V, 1) denote the tensor algebra on V , where V is concentrated in the degree 1. In other words
where S 2 denotes the second symmetric power. The vector space L(V, 1) n is spanned by the elements of the form
We let i n : L(V, 1) n ⊂ T (V, 1) n = V ⊗n be the inclusion. The main observation of this note is the fact that if h is a Leibniz algebra, then L(h, 1) * is closed under Loday boundary map, and therefore L(h, 1) * is a subcomplex of CL * (h). In other words one has the following Proposition 2.1. Let h be a Leibniz algebra. Then
In order to describe the induced boundary map δ :
where
is the linear map given by
We give the proof of Proposition 2.1 and Proposition 2.2 in Section 4.
As a corollary we get for any Leibniz algebra g a chain complex
The first nontrivial boundary maps are given by
We let Lie n (h), n ≥ 1 be the homology of the complex L(h, 1) * . 
A generalization of Wigner's identity
In this section V denotes a graded vector space and ⊗ denotes the tensor product of graded vector spaces. Any linear map D : V → V has an extension as a linear map
In particular D 0 (1) = 0. Moreover D n (ω) = nω, provided D = Id. Here ω ∈ T n (V ). Let us recall that T (V ) is a graded Hopf algebra with following coproduct:
We let µ be the multiplication map T (V ) ⊗ T (V ) → T (V ) and we let L(V ) be the Lie subalgebra of T (V ) generated by V . Let
be the map given by
Let us observe that Proposition 3.1 for D = Id is a result of [5] . The proof in our setup is completely similar to one given in loc.cit.
Proof. The result is obvious for n = 1 and therefore we can use the induction on n. For an element ω of T n (V ) we use the notation
We have also
Thus the result is a direct consequence of Proposition 3.1. ✷
Proof of Propositions 2.1 and 2.2
In this section we let
We will prove the following
Since i k is injective for all k, this implies both Propositions 2.1 and 2.2. We start with general remarks. Let g be a Lie algebra and let V be a left gmodule. For x ∈ V and g ∈ g we let {x, g} be the result of the action of g on x. It is well known that g acts also on V ⊗n by
Lemma 4.2. One has the following identity:
Proof. For n = 2 we have
and Lemma follows by the induction. Let h be a Leibniz algebra. Since {x, {y, z} + {y, z}} = 0, it follows that the Lie algebra g := h Lie acts on h via {x,ȳ} := {x, y}. Hereȳ denotes the class of y ∈ h in g. Let us observe that f (x, y) = {x, y} defies a g-linear map f : h ⊗ h → h. Thus f n is also a g-linear map and as a consequence δ = p n • f n • i n+1 is also a g-linear.
Lemma 4.4. For any x ∈ h and ω ∈ L(h, 1) n−1 one has
Proof. We have
We let D : h → h be the map given by D(v) = {v, x}. Since
and Lemma is a direct consequence of Corollary 3.2.
✷ For a linear map D : V → V we letD n : V ⊗n → V ⊗n be the map given bỹ
Lemma 4.5. For any ω ∈ L(V, 1) n , n ≥ 2 and any linear map D : V → V one has
Proof. We work by induction. If n = 2 we havẽ
If n > 2 then we may assume that ω = [x, τ ], where τ ∈ L(V, 1) n−1 . Thus ω = x ⊗ τ − (−1) |τ | τ ⊗ x and therefore we havẽ
thanks to the induction assumption. Here for any x ∈ V we let j 2 (x) : V ⊗n−1 → V ⊗n be the map given by y 1 ⊗ · · · y n−1 → ⊗y 1 ⊗ x ⊗ · · · ⊗ y n−1 . ✷ The following lemma is an immediate consequence of the definitions (compare also with formula (10.6.3.1) of [1] ). Lemma 4.6. For any x ∈ h and ω ∈ V ⊗n one has 
