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We develop the formalism of fermionic matrix product states (fMPS) and show how irreducible
fMPS fall in two different classes, related to the different types of simple Z2 graded algebras, which
are physically distinguished by the absence or presence of Majorana edge modes. The local structure
of fMPS with Majorana edge modes also implies that there is always a two-fold degeneracy in the
entanglement spectrum. Using the fMPS formalism we make explicit the correspondence between
the Z8 classification of time-reversal invariant spinless superconductors and the modulo 8 periodicity
in the representation theory of real Clifford algebras. Studying fMPS with general on-site unitary
and anti-unitary symmetries allows us to define invariants that label symmetry-protected phases
of interacting fermions. The behavior of these invariants under stacking of fMPS is derived, which
reveals the group structure of such interacting phases. We also consider spatial symmetries and
show how the invariant phase factor in the partition function of reflection symmetric phases on an
unorientable manifold appears in the fMPS framework.
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I. INTRODUCTION
Tensor network states form a natural ansatz for the
ground state of gapped local Hamiltonians because of
their local entanglement structure. In one spatial dimen-
sion, it can even be proven that every ground state of such
a Hamiltonian can be approximated by a tensor network
state to arbitrary precision [1]. Such one-dimensional
tensor networks, called matrix product states (MPS),
thus capture the relevant subspace in which the low en-
ergy physics of gapped local systems takes place. For
this reason, MPS are not only useful to describe model-
dependent microscopic properties of quantum many-
body systems, but also for universal properties associated
to an entire family of Hamiltonians in the same quan-
tum phase. It was realized that the universal proper-
ties that are stable under renormalization and manifest
themselves in the far infrared field theory descriptions
of the system are encoded in the entanglement proper-
ties of the MPS [2]. This insight has lead to a complete
classification of bosonic quantum phases in one spatial
dimension using tensor networks [3–6]. Although we will
stick to one-dimensional systems in this work, we note
for completeness that similar techniques applied to two-
dimensional tensor network states have lead to a system-
atic understanding of the entanglement structure in non-
chiral topological order and the properties of the associ-
ated superselection sectors [7–9]. Also two-dimensional
symmetry-protected phases [10, 11] and chiral phases
[12–14] can be described using the tensor network lan-
guage.
Extending the class of systems under consideration
to also include fermionic degrees of freedom allows for
a greater variety of quantum phases. For example,
fermionic systems can have Majorana edge modes when
defined on a lattice with boundary [15]. A complete clas-
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2sification of quantum phases for free fermion systems,
known as the periodic table for topological insulators
and superconductors, has been established through the
use of tools such as Anderson localization and K-theory
[16, 17]. However, when interactions are taken into ac-
count the classification can change drastically [18]. Re-
cently it has been claimed that interacting symmetry-
protected fermionic phases can be classified using cobor-
dism theory [19, 20]. In one spatial dimension, the clas-
sification of interacting fermionic systems was considered
in [21]. Building upon this work, we develop a tensor net-
work approach towards symmetric fermionic phases. As
a first step, in sections III and IV we construct tensor net-
works that can carry fermionic degrees of freedom using
the mathematical formalism of super vector spaces. We
note that there already exist equivalent fermionic tensor
network constructions in the literature using fermionic
mode operators or Grassmann numbers [22–26], but for
our purposes we find it more convenient to adopt the lan-
guage of super vector spaces. Furthermore, these propos-
als are aimed towards two-dimensional tensor networks,
as one-dimensional fermion systems are typically mapped
to spin systems using the Jordan-Wigner transformation
in numerical studies. However, the intrinsically fermionic
formalism has several advantages. For example, periodic
or antiperiodic boundary conditions are automatically
incorporated and fermionic parent Hamiltonians can be
constructed in a systematic way (see section V).
In section IV we identify two distinct classes of irre-
ducible fermionic matrix product states (fMPS), which
are characterised by the presence or absence of Majorana
zero modes at the ends of open chains. Both classes or ir-
reducible fMPS are shown to be the unique ground state
or their associated fermionic parent Hamiltonian with pe-
riodic boundary conditions in section V. The physical dis-
tinction between both types of fMPS has a clear signature
in the algebraic structure of the local tensors constructing
the fMPS and is related to the possible types of simple Z2
graded algebras over C. This local tensor structure has a
profound influence on the entanglement spectrum since
it implies that Majorana edge modes are alway accom-
panied by a two-fold degeneracy of the Schmidt values,
as we show in section VI. In section VII we include time-
reversal symmetry, in the form of complex conjugation,
and observe that the local structure of the fMPS tensors
also provides an explicit link between the Z8 classifica-
tion of time reversal symmetric spinless superconductors
[18] and the 8-fold periodicity in the representations of
real Clifford algebras. Using the fundamental theorem
of MPS in section VIII enables us to go beyond just
time reversal and study general on-site unitary and anti-
unitary symmetries by identifying invariants associated
to the possible symmetric phases. Similar to the bosonic
case, these invariants are obtained by studying the en-
tanglement degrees of freedom in the ground state wave
function. In this way we recover the classification de-
rived in Ref. [21], i.e. without Majorana edge modes a
one-dimensional fermionic topological phase protected by
the symmetry group G is characterized by H2(G,U(1)),
while a fermionic symmetry protected phase with Majo-
rana modes can only occur when G = G˜×{I, P} and cor-
responds to an element of H2(G˜, U(1)) and H1(G˜,Z2).
Sections VI, VII, VIIIA and VIII B are largely covered
by Ref. [21] but we revisit them using the fMPS formal-
ism to make this work self-contained. In section VIIIC it
is explained how the fMPS formalism is a natural frame-
work for calculating the group structure of fermionic sym-
metric phases by studying the behavior of the invariants
under stacking, which was not considered in Ref. [21].
In section IX we show that our method is not restricted
to on-site symmetries and also recovers the Z8 group
structure of reflection symmetric phases. This result re-
lies heavily on the intrinsically fermionic nature of our
formalism. To obtain the correct group structure we use
the recently proposed method of partial reflection [27, 28]
and show that it fits comfortably within the tensor net-
work language.
Since the fMPS formalism is an extension of bosonic
matrix product states, we first review some basic facts
about them in section II.
II. BOSONIC MATRIX PRODUCT STATES
A matrix product state (MPS) is defined in the Hilbert
spaceH1⊗H2⊗· · ·⊗HN of a one dimensional lattice ofN
finite-dimensional bosonic degrees of freedom. A general
state is defined by the array of coefficients Ci1,i2,...,iN
with respect to the product basis |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |iN 〉.
To construct a MPS one associates a rank three array
Ai[j]αβ to every site j, where the index i is associated
with the basis |i〉 of the local physical Hilbert space Hj
and the so-called virtual indices α and β are of dimension
Dj and Dj+1 respectively. We also denote by Ai[j] the
Dj × Dj+1 matrix obtained by fixing the index i. The
MPS is then defined as
|ψ〉 =
∑
{ij}
tr
(
Ai1 [1]Ai2 [2] . . . AiN [N ]
) |i1〉|i2〉 . . . |iN 〉 .
(1)
When all local Hilbert spaces Hj ≡ Cd with constant
physical dimension d, we can associate the same Aiαβ to
every site in order to obtain translation invariant states
1. The dimension D of the virtual indices is than in-
dependent of the links and is referred to as the bond
dimension. From the definition (1) it is clear that the
resulting MPS is invariant under a similarity transforma-
tion of the matrices Ai, i.e. if we replace the d matrices
Ai with XAiX−1 then the resulting state |ψ〉 remains
1 A translation invariant MPS is not necessarily of this form and
can for example have an additional matrix B in the trace that
commutes with all of the Ai. For an irreducible MPS (see below),
such a B naturally satisfies B ∼ 1, but in the case of fermionic
MPS, a non-trivial B can arise.
3the same. For this reason we call such a transformation
of the tensor A a gauge transformation.
MPS of this form can be brought into a canonical form
[29, 30]. In discussing this canonical form we will follow
the presentation of Ref. [31]. Let us consider the situation
where we decompose the identity on the virtual indices
as a sum of two projectors P and P⊥ = 1− P , where P
corresponds to the orthogonal projector onto an invariant
subspace of the matrices Ai, i.e.
AiP = PAiP (2)
P⊥Ai = P⊥AiP⊥ . (3)
Using these relations one sees that the MPS
|ψ〉 =
∑
{ij}
tr
(
Ai1Ai2 . . . AiN
) |i1〉|i2〉 . . . |iN 〉 (4)
can equivalently be constructed by replacing the matrices
Ai with Aˆi, where
Aˆi = PAiP + P⊥AiP⊥ ≡ Ai1 ⊕Ai2 . (5)
We can now apply the same argument to further decom-
pose the Ai1 and Ai2 blocks under the presence of possible
invariant subspaces. After a finite number of iterations
we can write the matrices as
Aˆi =
r⊕
k=1
Aik , (6)
where none of the blocks Aik contains an invariant sub-
space. This form of the matrices implies that we can de-
compose |ψ〉 as a sum of multiple MPS: |ψ〉 = ∑rk=1 |ψ〉k,
where |ψ〉k is a MPS constructed from the matrices Aik.
The existence of the canonical form implies that with-
out loss of generality we can restrict to matrices Aˆi that
span a semisimple algebra. If the Ai span a simple D×D
matrix algebra we see that the corresponding MPS is irre-
ducible, i.e. it cannot be decomposed as a sum of multiple
MPS. This class of irreducible MPS is commonly refered
to as injective MPS because they satisfy the property
that there exists a p ∈ N, such that for all q > p we have
that
(
Ai1Ai2 . . . Aiq
)
αβ
, interpreted as a map from α, β
to i1, i2, . . . , iq, is injective.
To every such MPS we can also associate a so-called
parent Hamiltonian [29]. It consists of a sum of local
terms acting on q > p neighbouring sites. To define the
local terms we again consider the map
(
Ai1Ai2 . . . Aiq
)
αβ
.
The local Hamiltonian terms are then projectors onto the
space orthogonal to the image of this map. Because the
image is D2 dimensional and the total physical space cor-
responding to q site is dq, this space orthogonal to the
image is alway non-zero for large enough q. By construc-
tion, the parent Hamiltonian of a MPS is frustration free
and has the MPS as its ground state. If the MPS is irre-
ducible, one can even show that the parent Hamiltonian
is gapped and that its ground state is unique. If the MPS
is reducible, i.e. |ψ〉 = ∑rk=1 |ψ〉k, then every state |ψ〉k
is by itself a ground state of the parent Hamiltonian.
III. SUPER VECTOR SPACES
To construct fermionic matrix product states we will
make use of super vector spaces. In this section we in-
troduce the relevant concepts and present the notation
to be used in following sections. A super vector space V
has a natural direct sum decomposition
V = V 0 ⊕ V 1 , (7)
where we refer to vectors in V 0(V 1) as even (odd) parity
vectors. Vectors that have a definite parity are called
homogeneous. We denote the parity of a homogeneous
basis state |i〉 by |i| ∈ {0, 1}. The tensor product of two
homogeneous vectors |i〉 and |j〉 is again a homogeneous
vector, and its parity is given by |i|+ |j| mod 2. In other
words, V and the associated operation of taking tensor
products is Z2 graded. We will denote the graded tensor
product as
|i〉 ⊗g |j〉 ∈ V ⊗g V . (8)
The key relation between super vector spaces and
fermionic degrees of freedom is the following canonical
graded tensor product isomorphism
F :V ⊗g W →W ⊗g V
|i〉 ⊗g |j〉 → (−1)|i||j||j〉 ⊗g |i〉 (9)
The canonical isomorphism F is the crucial ingredient of
super vector spaces and it shows why even (odd) parity
vectors can be interpreted as having even (odd) fermion
number.
The dual space V ∗, defined via its linear action on
V , has a canonical basis 〈i| satisfying 〈i|j〉 = δi,j that
inherits the Z2 grading of V . In particular, the definition
of F has a natural extension to also include the action
on the relevant dual spaces. For example, if we replace
V with its dual space V ∗, then F acts as
F :V ∗ ⊗g W →W ⊗g V ∗
〈i| ⊗g |j〉 → (−1)|i||j||j〉 ⊗g 〈i| , (10)
and similarly for the other cases V ⊗g W ∗ and V ∗ ⊗g
W ∗. We will often refer to F as fermionic reordering and
use the notation F very loosely, i.e. every isomorphism
between graded tensor products of super vector spaces
that corresponds to multiple applications of F as defined
above will actually be denoted with the same symbol, and
clearly the precise order of such subsequent applications
is irrelevant.
A tensor in V ∗ ⊗g V can be mapped to C by using
the natural action of the dual space. We denote this
homomorphism as a contraction C
C : V ∗ ⊗g V → C : 〈ψ| ⊗g |φ〉 → 〈ψ|φ〉 , (11)
and in particular C(〈j| ⊗g |i〉) = δi,j . Applying the con-
traction of V ∗ and V in a more general tensor product in-
volving several super vector spaces requires that we first
4apply F so as to isolate V ∗ ⊗g V . Still denoting this
combined reordering and contraction as C, we obtain for
example the famous supertrace
C(|i〉 ⊗g 〈j|) = (−1)|i||j|C(〈j| ⊗g |i〉) = (−1)|i|δi,j . (12)
To obtain the normal trace, we need to include the
fermion parity operator
∑
k(−1)|k| |k〉 ⊗g 〈k| so that we
indeed obtain
C(
∑
k
(−1)|k| |k〉⊗g〈k|⊗g|i〉⊗g〈j|) = (−1)|i|C(|i〉⊗g〈j|) = δi,j .
(13)
The contraction map also defines the canonical isomor-
phism (V ⊗g W )∗ ' W ∗ ⊗g V ∗, as indeed we have
C(〈j′| ⊗g 〈i′| ⊗g |i〉 ⊗g |j〉 = δi′,iδj′,j .
The grading of the super vector space V carries over
to the algebra of (anti-)linear operators acting on V , as
linear operators on V are naturally represented as tensors
in V ⊗g V ∗ as
M =
∑
i,j
Mij |i〉 ⊗g 〈j| ∈ V ⊗g V ∗ . (14)
The algebra of operators on V thus becomes a superal-
gebra, whose homogenous elements are represented by
tensors M with a well defined parity, henceforth denoted
as |M|, i.e. |i| + |j| mod 2 = |M| is equal for all contri-
butions to the sum (14). The algebra multiplication rule
· is obtained by applying the contraction map C, which
involves the fermionic reordering F . For the algebra of
operators on V ⊗g W , this results in the multiplication
rule
(M⊗g N) · (O⊗g P) = (−1)|N||O|(M ·O)⊗g (N ·P) , (15)
with M,O ∈ V ⊗g V ∗ and N,P ∈W ⊗g W ∗.
IV. FERMIONIC MATRIX PRODUCT STATES
In this section we introduce the general formalism of
fermionic matrix product states (fMPS). We obtain two
distinct classes, one leading to even parity states with pe-
riodic boundary conditions, and one to odd parity states.
But firstly, we introduce the general notion of fermionic
tensor networks using super vector spaces.
A. Fermionic tensor networks
We start by providing a more abstract definition of
the bosonic MPS. We therefore promote the rank three
arrays Aiα,β to tensors
A[j] =
∑
i,α,β
A[j]iα,β |α)j−1⊗|i〉j⊗(β|j ∈ V j⊗Hj⊗(V j+1)∗ ,
(16)
where round bras and kets correspond to the basis of the
virtual spaces V j ' CDj (and its duals). The MPS |ψ〉
from Eq. (1) is then obtained as
|ψ〉 = Cv(A[1]⊗ A[2]⊗ · · · ⊗ A[N ]) (17)
where Cv denotes the contraction of all the virtual in-
dices and the different tensor product orders are trivially
isomorphic in the bosonic case (reordering does not in-
troduce signs).
A natural definition of a fMPS follows from this con-
struction by starting from tensors A[j] ∈ V j ⊗g Hj ⊗g
(V j+1)∗ where both the physical Hilbert space Hj and
the virtual spaces V j are super vector spaces. The fMPS
is then obtained as
|ψ〉 = Cv(A[1]⊗g A[2]⊗g · · · ⊗g A[N ]) (18)
where the contraction Cv over the virtual indices now
involves the fermionic reordering isomorphism F . This
construction extends to fermionic tensor networks in gen-
eral. If all of the individual tensors have a well defined
parity |A[j]|, then so does the resulting state and a differ-
ent initial order of the tensors in the graded tensor prod-
uct will at most result in a global sign difference of the
state. In particular, if at most one of the tensors is odd,
the definition of the fermionic tensor network is indepen-
dent of the order of the individual tensors. As the ability
to manipulate tensor networks locally is of paramount
importance both for numerical as well as theoretical ap-
plications, we will always impose this constraint as a con-
sistency condition.
As an illustration, let us define following fermionic ten-
sors
C =
∑
αβγ
Cαβγ |α)|β)(γ|
D =
∑
λκ
Dλκ|λ)(κ|
Suppose we wish to contract the β index of C with the κ
index of D. As explained above, we first take the graded
tensor product of C and D:
C ⊗g D =
∑
αβγλκ
CαβγDλκ|α)|β)(γ| ⊗g |λ)(κ| .
Next, we bring the κ bra next to the β ket using fermionic
reordering
F(C⊗gD) =
∑
αβγλκ
CαβγDλκ(−1)|κ|(|λ|+|γ|+|β|)|α)(κ| |β)(γ| |λ) .
If the tensors C and D are even, this is equivalent to
F(C⊗gD) =
∑
αβγλκ
CαβγDλκ(−1)|κ|+|κ||α||α)(κ| |β)(γ| |λ) .
Now we apply the contraction to obtain the final tensor:
F ≡
∑
αγλ
∑
β
CαβγDλβ(−1)|β|+|β||α|
 |α)(γ| |λ) .
5Note that also in the definition of the contracted tensor
F we have to include an internal ordering. Different in-
ternal orderings give additional minus signs to the tensor
components. It therefore only makes sense to compare
tensors that have the same internal ordering. Let us now
use this formalism to study the two different classes of
fMPS.
B. Even parity states
To build translation invariant fMPS on chains of every
length, we start from even tensors A =
∑
iαβ A
i
α,β |α)⊗g
|i〉⊗g(β|. As in the bosonic case, we will denote by Ai the
matrices obtained by fixing the superscript i in the array
Aiα,β . Evenness of the tensors requires these matrices to
take the following form
Ai =
(
Bi 0
0 Ci
)
if |i| = 0
Ai =
(
0 Di
F i 0
)
if |i| = 1 ,
(19)
in a standard basis of the virtual space where |α| = 0 for
α = 1, . . . , De and |α| = 1 for α = De+1, . . . , De+Do =
D. Note that De and Do can be different.
By the chosen internal order of the tensors A, the contraction of the virtual indices on the bonds 1 to N − 1 is
trivial and gives rise to
|ψ〉e = CN
∑
{i}
∑
αβ
(
Ai1Ai2 . . . AiN
)
αβ
|α)N |i1〉|i2〉 . . . |iN 〉(β|N
 .
where no minus signs have been generated and only the virtual index on bond N remains to be contracted. Using
that all tensors are even, we can apply fermionic reordering to obtain
|ψ〉e = CN
∑
{i}
∑
αβ
(
Ai1Ai2 . . . AiN
)
αβ
(−1)|β|(β| |α)|i1〉|i2〉 . . . |iN 〉
 ,
where we can apply the contraction trivially in order to
obtain
|ψ〉e =
∑
{i}
tr
(PAi1Ai2 . . . AiN ) |i1〉|i2〉 . . . |iN 〉 . (20)
Here, we introduced the parity matrix P
P =
(
1 0
0 −1
)
(21)
which has the defining property
PAi = (−1)|i|AiP , (22)
because we started from even tensors A. The resulting
fMPS |ψ〉e, being the contraction of these even tensors,
has even fermion parity, as indicated by the subscript.
One sees that the coefficients of the fMPS satisfy
tr
(PAi1e Ai2e . . . AiNe ) = (−1)|i1| tr (PAi2e Ai3e . . . Ai1e ) ,
which is indeed the correct behaviour for translationally
invariant fermionic states with even fermion parity, as
shown in appendix A.
C. Odd parity states
Because the fMPS tensors A are even, a fMPS with
odd fermion parity is obtained by adding one additional
tensor with odd parity and no physical component to the
tensor network. We choose Y =
∑
α,β Yα,β |α)N ⊗g (β|1
with Yα,β = 0 if |α| + |β| mod 2 = 0. Evaluating
|ψ〉o = Cv (Y ⊗g A[1]⊗g A[2]⊗g · · · ⊗g A[N ]) using the
same steps as in the previous subsection results in
|ψ〉o =
∑
{i}
tr
(
Y Ai1Ai2 . . . AiN
) |i1〉|i2〉 . . . |iN 〉 . (23)
If we require this state to be invariant under translations
then, as shown in appendix A, it should hold that
tr
(
Y Ai1Ai2 . . . AiN
)
= tr
(
Y Ai2Ai3 . . . Ai1
)
,
implying that Y has to commute with all Ai. To sat-
isfy these requirements we choose De = Do and take the
tensors to be of the form
Ai =
(
Bi 0
0 Bi
)
= 1⊗Bi if |i| = 0
Ai =
(
0 Bi
−Bi 0
)
= y ⊗Bi if |i| = 1 ,
(24a)
with
y =
(
0 1
−1 0
)
. (24b)
The odd matrix commuting with Ai is then simply
Y =
(
0 1
−1 0
)
= y ⊗ 1 . (24c)
6We will comment on the generality of this choice in the
next section.
Let us now look at what happens when we define the
fMPS with odd fermion parity on a chain with open
boundary conditions. We will do this by looking at a
particular example, namely the Kitaev chain for spinless
fermions, which is described by the Hamiltonian [15]
HKitaev = −i
N∑
j=1
γ2jγ2j+1 , (25)
where
γ2j−1 = −i(aj − a†j) (26)
γ2j = aj + a
†
j (27)
are Majorana operators satisfying γ†j = γj and {γj , γk} =
2δjk. We can easily obtain the exact fMPS description of
the ground state with periodic boundary conditions by
applying the projectors
Pj =
1
2
(1+ iγ2jγ2j+1) =
1
2
(
1− (a†j + aj)(a†j+1 − aj+1)
)
(28)
to an arbitrary state with odd fermion parity (acting with
these projectors on an even parity state gives zero). The
matrices of the fMPS ground state are:
A0 =
(
1 0
0 1
)
(29)
A1 = Y = y =
(
0 1
−1 0
)
, (30)
which is indeed a special case of the general structure
given in equations (24). Starting from the expression∑
{i}
(
Ai1Ai2 . . . AiN
)
αβ
|α)|i1〉|i2〉 . . . |iN 〉(β| (31)
we can now obtain four ground states on a chain with
open boundary conditions by closing the virtual indices
at the boundaries with either (0| (|0)) or (1| (|1)). How-
ever, because of the special structure of the tensor, the
two states with even fermion parity, obtained by closing
the virtual indices diagonally with either (0| ⊗g |0) or
(1| ⊗g |1) are equal. Also the two odd parity states ob-
tained by closing off-diagonally with (0|⊗g |1) or (1|⊗g |0)
are equal up to a minus sign. So on a chain with open
boundary conditions we have only two different ground
states, one with even and one with odd parity. The in-
formation about which ground state we pick is shared
between the two edges; i.e. it is encoded in the way the
fMPS was closed, either diagonally or off-diagonally. Be-
cause there is no local way to detect this difference, there
is no local term that can be added to the Hamiltonian to
split the degeneracy for large system sizes. This is the
fMPS manifestation of the appearance of Majorana edge
modes [15].
D. Irreducibility
At this point the structure of the tensors we used to
construct fMPS with odd parity (24) can be seen as a
special case of the structure of tensors for even parity
fMPS (19). Furthermore, interpreting the matrices Ai
as those specifying a bosonic MPS, the existence of a
matrix Y commuting with all Ai in the case of the odd
parity states would point towards a reducible representa-
tion and hence symmetry breaking. We therefore need to
redevelop the concept of irreducibility for fMPS from the
ground up, using the notion of invariant subspaces. We
thus start from the matrices Ai with the general structure
of Eq. (IVB), whose defining signature is the existence
of the parity matrix P = P−1 satisfying Eq. (22). If the
matrices Ai have a non-trivial invariant subspace with
corresponding orthogonal projector P satisfying
AiP = PAiP
then necessarily
PAiPP = PPAiPP
and thus
AiPPP = PPPAiPPP
so that Q = PPP is also an orthogonal projector onto
an invariant subspace. If P was already associated to
an irreducible invariant subspace (containing no smaller
non-trivial invariant subspaces), then either Q = P or
PQ = QP = 0. Otherwise, the intersection of the invari-
ant subspaces of Q and P would be an invariant subspace
of its own, thus leading to a contradiction.
The case Q = P corresponds to [P,P] = 0 and allows
one to decompose the invariant subspace (and its orthog-
onal complement) into an even and odd part using the
projectors P± = (1 ± P)/2 as P = P+PP+ + P−PP−.
Consequently, we can replace Ai by Aˆi = PAiP +
P⊥AiP⊥ where both PAiP and P⊥AiP⊥ individually
have the structure of Eq. (22) and thus correspond to
even fermionic tensors specifying a fMPS.
If the matrices Ai have no more non-trivial invari-
ant subspaces satisfying [P,P] = 0, we can try to
reduce them further using invariant subspaces where
PQ = QP = 0. Note, firstly, that P + Q is an in-
variant subspace projector that does commute with P
and thus, by the previous assumption, is equal to the
identity. This imposes the following structure on P and
Q = P⊥ = 1− P = PPP
P =
1
2
[
1 U
U† 1
]
, Q =
1
2
[
1 −U
−U† 1
]
, (32)
where idempotence requires UU† = U†U = 1. Hence,
this is only possible ifDe = Do and U is a unitary matrix.
7This implies the matrices Ai are of the following form
Ai =
(
Bi 0
0 U†BiU
)
if |i| = 0
Ai =
(
0 Bi
U†BiU† 0
)
if |i| = 1 .
(33)
An even-parity gauge transform of the form 1 ⊕ iU will
map this to the standard form of Eq. (24), which we will
employ for the remainder of the discussion.
So why, despite the presence of non-trivial invariant
subspaces, is this fMPS irreducible? So far, our ir-
reducibility discussion has not distinghuished between
fermionic MPS or bosonic MPS with a Z2 symmetry.
In the bosonic case, the latter form can be further re-
duced using P and P⊥ into two MPS, which will be ir-
reducible if the Bi span a simple matrix algebra of di-
mension De = Do = D/2. These individual MPS break
the Z2 symmetry. The even and odd superposition on
the periodic chain are obtained by closing the MPS with
either the identity or with Y . In the fermionic case, the
new matrices obtained by reducing Ai with P and P⊥
do not make sense as fermionic tensors, as they do not
have well defined parity. Indeed, fermion parity cannot
be broken. On the periodic chain, we can again try to
create the symmetric and antisymmetric linear combina-
tions corresponding to even and odd fermion parity. To
close the fMPS, we also have to start at the level of the
fermionic tensors, where we can thus try to add either
the identity or the non-trivial element Y, giving rise to
the two states Cv(A⊗gN ) and Cv(Y ⊗ A⊗gN ). However,
unlike in the bosonic case, upon applying the fermionic
contraction and reordering, the first state evaluates to
zero because an extra factor P is introduced at the level
of the matrices, as discussed in Section IVB. So only the
odd parity state survives as a translation invariant state.
We thus want to conclude that fermionic tensors A
associated with the matrices Ai = y|i| ⊗ Bi define an
irreducible fMPS if the Bi span a simple D/2×D/2 di-
mensional matrix algebra. However, this is not sufficient
as there is an extra condition hidden in the fact that Ai
also doesn’t have an invariant subspace that commutes
with P. Suppose indeed that Ai = y|i| ⊗ Bi has a non-
trivial invariant subspace AiP = PAiP with P of the
form
P =
[
Pe 0
0 Po
]
, (34)
and Po = 1D/2 − Pe. The condition AiP = PAiP then
implies that
BiPe = PeB
iPe,∀|i| = 0, BiPo = PoBiPo,∀|i| = 0,
BiPe = PoB
iPe,∀|i| = 1, BiPo = PeBiPo,∀|i| = 1.
(35)
This type of invariant subspace is consistent with the
requirement that the matrices Bi span a simple D/2 ×
D/2 matrix algebra. However, when properties (35) hold
we can conclude that the even subalgebra, spanned by
Bi1 . . . Bip with p ∈ N and ∑pj=1 |ij | = 0 mod 2 has Pe
and Po as non-trivial invariant subspaces. A sufficient
condition for the odd parity fMPS to be irreducible is
thus that the even subalgebra spanned by y|i|⊗Bi should
be a simple D/2 × D/2 matrix algebra. This is also a
necessary condition, as an irreducible algebra Bi with
a reducible even subalgebra automatically leads to the
existence of a Pe and Po = P⊥e and thus to an invariant
subspace projector P satisfying [P,P] for the Ai. The
physical reason for excluding this case is that the above
structure of the Bis, in combination with the fact that
the resulting state has an odd fermion parity and thus
an odd number of Bi factors with |i| = 1 automatically
makes the state zero, as can readily be verified.
In summary, an fMPS is irreducible in the following
two cases. In the standard basis where P = 1De⊕−1Do ,
the matrices Ai either
• take the form of Eq. (19) and span a simple D×D
matrix algebra; the center is trivial and resulting
translation invariant fMPS on the periodic chain
have even fermion parity.
• take the form of Eq. (33), which can be gauge trans-
formed into the canonical form of Eq. (24) where
Ai = y|i|⊗Bi, and the even subalgebra of the Bi is
a simple D/2×D/2 matrix algebra. The resulting
translation invariant fMPS on a periodic chain has
odd fermion parity.
The above two notions of irreducibility for even and odd
parity fMPS correspond to the two possibilities for simple
Z2 graded algebras [21, 32]. An even simple Z2 graded
algebra is simple as an ungraded algebra, which implies
that its center consists only of multiples of the identity.
An odd simple Z2 graded algebra A = A0 ⊕ A1, where
A0 consists of the even parity elements and A1 of the odd
parity elements, has the property that A0 is simple and
A1 = YA0, with Y an odd element satisfying Y 2 ∝ 1.
The graded center of an odd simple algebra consists only
of multiples of 1 and Y . So we see that the bosonic
statement of irreducibility:
A MPS is irreducible ⇔ Ai span a simple algebra
has an elegant generalization to the fermionic case:
A fMPS is irreducible ⇔ Ai span a simple Z2 graded
algebra
The two types of simple Z2 graded algebras, which are
called even and odd type, correspond to fMPS with even
or odd fermion parity respectively under periodic bound-
ary conditions. For this reason we henceforth refer to
these two types of irreducible fMPS as even algebra and
odd algebra fMPS respectively. As explained in the previ-
ous section, odd algebra fMPS have the physical property
of Majorana edge modes on a chain with open boundary
conditions.
8E. Z2 group structure
Taking the graded tensor product of two fMPS with
odd fermion parity under periodic boundary conditions
obviously gives an fMPS with even fermion parity. In
the previous section we related the global fermion par-
ity of the fMPS to the type of simple Z2 graded algebra
spanned by the matrices Ai. In this section we calculate
how the type of simple graded algebra changes under the
graded tensor product of two odd fMPS. We start by tak-
ing the graded tensor product of two fMPS tensors, and
applying the fermionic reordering to obtain the tensor of
the new fMPS:
F
∑
iαβ
Aiαβ |α)|i〉(β|
⊗g
∑
jγδ
A′jγδ|γ)|j〉(δ|

=
∑
ijαβγδ
AiαβA
′j
γδF (|α)|i〉(β| ⊗g |γ)|j〉(δ|)
=
∑
ijαβγδ
AiαβA
′j
γδ(−1)|γ||i||α)|γ)|i〉|j〉(δ|(β|
From this we see that the tensor components of the fMPS
describing the graded tensor product of the individual
fMPS are
Aij(αγ)(βδ) = A
i
αβA
′j
γδ(−1)|γ||i| (36)
As the tensor product of two simple matrix algebras over
C again forms a simple algebra, it is sufficient to start
from the matrices Ai = y|i|, i.e. those of the Kitaev chain
(29). We also use a relabeling (permutation) for the vir-
tual bases of the new fMPS tensors in which the even
parity states come before the odd parity states, i.e. so
that the parity matrix P takes the standard form. We
thus obtain:
A00 =1⊗ 1, A11 =1⊗ y
A01 =y ⊗ z, A10 =y ⊗ x ,
with y =
(
0 1
−1 0
)
, z =
(
1 0
0 −1
)
and x =
(
0 1
1 0
)
. The
Kitaev chain fMPS with periodic boundary conditions
also contains an additional matrix y in the trace defin-
ing the coefficients. The reordered graded tensor product
F (y ⊗g y) expressed in the new basis given is by −z⊗ y.
As the total fermion parity of the tensor product of two
odd chains is even, the final fermion contraction induces
an extra factor P = z ⊗ 1. We thus see that the coeffi-
cients of the new fMPS are of the form
tr
(
(1⊗ y)Ai1j1Ai2j2 . . . AiN jN )
≡ −tr (iΛAi1j1Ai2j2 . . . AiN jN ) . (37)
The matrices Aij are of the form y|i|+|j|⊗Bi,j where the
even subalgebra of the B matrices is spanned by 1 and
y and is thus reducible. This implies the existence of a
parity preserving projector Q = (1 + iy)/2 ⊕ (1 − iy)/2
and its complement Q⊥ = (1 − iy)/2 ⊕ (1 + iy)/2. The
non-trivial closure iΛ = −1⊗y makes this state nonzero.
The following gauge transform makes this form explicit
1√
2
0 −i 0 i0 1 0 1i 0 −i 0
1 0 1 0

and transforms the matrices into
A00 =1⊕ 1, A11 =(−iz)⊕ (−iz),
A01 =(−ix)⊕ (ix), A10 =(y)⊕ (−y),
P = z ⊕ z, iΛ =(iz)⊕ (iz) = iP .
Although the two individual fMPS tensors in the direct
sum decomposition have a different sign in case of odd
|i|, this sign is irrelevant as the odd matrices appear an
even number of times. Hence, up to a global factor −2i,
the tensor product of two Kitaev chain fMPS takes the
standard form of an even fMPS [Eq. (19)] with matrices
A00 =1, A11 =(−iz),
A01 =− ix, A10 =y.
These matrices clearly span an even simple Z2 graded
algebra. However, we notice that under time reversal for
spinless fermions the matrices of the new fMPS transform
as
A¯ij = yTAijy (38)
−iP = yT (iP) y , (39)
which implies that there will be Kramers pairs at the
ends of an open chain because the global action of time
reversal on the chain gets intertwined to an action of y
on the virtual indices at the ends and y2 = −1 [18, 33].
We come back to this point in more detail in section VII.
V. PARENT HAMILTONIAN AND GROUND
STATE UNIQUENESS
In section II we explained how every bosonic MPS has
a parent Hamiltonian associated to it. We show that this
construction carries over directly to the fMPS framework
and that the resulting parent Hamiltonian, both for even
and odd algebra fMPS, has a unique ground state on a
closed chain with periodic boundary conditions. The par-
ent Hamiltonian construction is most cleanly expressed
using fermionic tensors, such that the resulting Hamilto-
nian terms are fermionic operators by construction. The
reason for this is that the framework of fermionic ten-
sor networks was set up in such a way (the use of even
tensors and at most one odd tensor) that applying the
fermionic reordering isomorphism F before contracting
the tensors, as well as the order in which the various
contractions are evaluated, has no effect on the outcome.
9This is precisely what warrants the validity of the popular
graphical notation used for bosonic tensor networks, and
is thus still valid in the current fermionic context. Even
at the level of a single tensor we can apply F in order to
choose a different internal ordering with respect to which
the tensor coefficients are defined. This information is
not encoded in the graphical notation, but does again
not influence the end result, if the tensor coefficients are
correctly transformed when going from one particular or-
dering to another. As such, boxes in the graphical tensor
network notation do not denote a single tensor A, but
the whole equivalence class [A] of tensors related by the
reordering isomorphism F .
We first construct the parent Hamiltonian for the case
of an irreducible even algebra fMPS and start by blocking
the physical sites such that the tensors become injective
at the single site level, i.e. Aiα,β as a map from the D
2-
dimensional space corresponding to α and β to the d-
dimensional space of i is injective. If (A+)iα,β denotes
the Moore-Penrose pseudo-inverse of Aiα,β , interpreted
as matrix with rows i and columns α, β, then it actually
is a left inverse, i.e.∑
i
(A+)iα,βA
i
α′,β′ = δα,α′δβ,β′ (40)
Generically, the left inverse is not unique, but the Moore-
Penrose pseudo-inverse is singled out by the condition
that, acting on the right, it gives rise to a hermitian pro-
jector ∑
α,β
Aiα,β(A
+)i
′
α,β = (P1)i,i′ (41)
We now lift this definition to a fermionic tensor A+ as
A+ =
∑
i,α,β
(−1)|α|(A+)iα,β |β)⊗g 〈i| ⊗g (α|. (42)
The reason for the additional sign (−1)|α| becomes clear when we contract A+⊗g A over the physical index and use
a fermionic reordering to obtain
C(A+ ⊗g A) = C
( ∑
i,α,α′,β,β′
(−1)|α|(A+)iα,βAiα′,β′ |β)⊗g 〈i| ⊗g (α| ⊗g |α′)⊗g |i〉 ⊗g (β′|
)
F→ C( ∑
i,α,α′,β,β′
(A+)iα,βA
i
α′,β′ |α′)⊗g (α| ⊗g |β)⊗g 〈i| ⊗g |i〉 ⊗g (β′|
)
= (
∑
α
|α)(α|)⊗g (
∑
β
|β)(β|) = 1.
Hence, A+ is a left inverse of A, i.e. in any tensor network
diagram, we can cancel A+ and A when contracted along
the physical index.
However, upon applying several neighbouring A+ to
the MPS, we cannot simply contract the inner virtual
degrees of freedom, as we will get supertraces (as dis-
cussed in Section III) which are not merely traces of the
identity. This is resolved by simply inserting additional
parity uperators when concatenating A+ tensors. Con-
sider hereto the MPS tensor A2 of a two-site block, which
is defined by contracting a single bond between two MPS
tensors A⊗g A
A2 = C(A⊗g A) =
∑
α,β,γ,i,j
Aiα,βA
j
β,γ |α)|i〉|j〉(γ|. (43)
By constructing a left inverse A(−1)2 of A2 as
A
(−1)
2 = C
(
A+ ⊗g (
∑
β
(−1)|β||β)(β|)⊗g A+
)
=
∑
i,j,α,β,γ
(−1)|α|(A+)iα,β(A+)jβ,γ
|γ)⊗g 〈j| ⊗g 〈i| ⊗g (α|
A A
A+ A+
= = D
FIG. 1. Stability of the injectivity property under contraction
of tensors. The figure represents C(A(−1)2 ⊗g A2) = D1 ⊗g
1, with D the bond dimension. The black dot represents
the matrix
∑
α(−1)α|α)(α|. The arrows in the diagrammatic
notation denote which indices correspond to bra’s and which
indices correspond to kets in the corresponding super vector
spaces.
one can show stability of the injectivity property under
contraction of tensors. This is illustrated in figure 1 using
a diagrammatic notation.
A different left inverse
A+2 =
∑
i,j,α,β,γ
(−1)|α|(A+2 )i,jα,γ |γ)⊗g 〈j|⊗g 〈i|⊗g (α|. (44)
can be constructed from the pseudo-inverse (A+2 )
i,j
α,γ of
the coefficients (A2)i,jα,γ =
∑
β A
i
α,βA
j
β,γ , interpreted as
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matrix with rows (i, j) and columns (α, β). While A(−1)2
can be used to prove the ground state uniqueness (see be-
low), we need to use A+2 in the construction of the parent
Hamiltonian, in order to obtain a hermitian operator. By
contracting A2 ⊗g A+2 along the virtual bonds α and γ,
we obtain the orthogonal projector P2 onto the physical
support on two sites as
P2 = C(A2 ⊗g A+2 ) (45)
=
∑
i,i′,j,j′,α,γ
(A2)
i′j′
α,γ(A
+
2 )
ij
α,γ |i′〉 |j′〉 〈j| 〈i| .
The extra factor (−1)|α| was cancelled by the factor
picked up from reordering the (α| before contracting it
with |α). The resulting fermion operator P2 is a hermi-
tian projector, as can be verified from the properties of
the pseudo-inverse (A+2 )
i,j
α,γ . The parent Hamiltonian is
then simply
H =
N∑
i=1
(1− P2)i , (46)
where (1− P2)i acts on two consecutive sites i and i+ 1
mod N . It clearly annihilates the fMPS. Vice versa, when
showing uniqueness, we use that the ground subspace of
the local terms is of the form C(A⊗gA⊗X) with X an arbi-
trary tensor with well-defined parity (we try even and odd
seperately) on the other sites. That the intersection of
all these local ground states only contains the translation
invariant even parity fMPS containing only A tensors fol-
lows from proving the intersection and closure property
from Ref. [7]. These proofs can be completely expressed
in terms of tensor network diagrams of the type shown
in figure 1 (using the left inverse A(−1)2 ) and are therefore
equally valid for the bosonic and fermionic case.
For the odd algebra Ai = y|i| ⊗Bi, we first block sites
to the point where Bia,b with |i| = 0 provides an injec-
tive mapping from the (D/2)2 dimensional space labeled
by a and b to the de-dimensional space of |i| = 0, and
separately for Bia,b with |i| = 1 2. We here used the
notation α = (|α|, a) where a = 1, . . . D/2 spans the
space in which the matrices B live and does not carry
any information of the parity. Let us denote B+ as the
pseudo-inverse of B in the two parity sectors individually,
i.e.
∑
|i|=0(B
+)ia,bB
i
a′,b′ = δa,a′δb,b′ and similarly for the
sum over |i| = 1, whereas ∑a,bBia,b(B+)i′a,b is a hermi-
tian projector in the block corresponding to |i| = |i′| = 0,
as well as when restricted to the block |i| = |i′| = 1. The
Moore-Read pseudo-inverse of A can than be verified to
be given by (A+)iα,β =
1
2 (y
|i|)|α|,|β|(B+)ia,b. It indeed
satisfies∑
α,β
Aiα,β(A
+)i
′
α,β =
∑
α,β
1
2
(y|i|)|α|,|β|(y|i
′|)|α|,|β|Bia,b(B
+)i
′
a,b
= δ|i|,|i′|
∑
a,b
Bia,b(B
+)i
′
a,b
= (P1)i,i′
with P1 a hermitian projector. Note that the restriction
to |i| = |i′| follows from the y part in A and A+. Acting
on the left, by evaluating the sum over |i| = 0 and |i| = 1
separately, it results in∑
i
(A+)iα′,β′A
i
α,β
=
1
2
[δ|α|,|β|δ|α′|,|β′| + y|α|,|β|y|α′|,|β′|]δa,a′δb,b′
=
1
2
[δ|α|,|α′|δ|β|,|β′| + y|α|,|α′|y|β|,|β′|]δa,a′δb,b′
Again defining the fermionic tensor A+ using Eq. (42), we obtain
C(A+ ⊗g A) F→
∑
α,β,α′,β′
1
2
[δ|α|,|α′|δ|β|,|β′| + y|α|,|α′|y|β|,|β′|]δa,a′δb,b′ |α′)(α| ⊗g |β)(β′|
=
1
2
[1⊗g 1− Y ⊗g Y] ,
where the minus sign in the second term originates from y = −yT .
Hence, A+ acts as a left pseudo-inverse onto the subspace
where the tensor is injective. As in the even algebra
2 Note that under blocking two sites n times, we have d(n)e =
(d
(n−1)
e )
2 + (d
(n−1)
o )
2 and d(n)o = 2d
(n−1)
e d
(n−1)
o , so that the
ratio x(n) = d(n)e /d
(n)
o = x
(n−1)/2 + 1/2x(n−1) converges to 1
and thus d(n)e,o → d(n)/2 = d2n/2.
case, we obtain a left pseudo-inverse A(−1)2 on two sites
by combining A+ ⊗g A+ with a parity operator on the
internal virtual bond. The latter gives rise to a normal
trace, so that we obtain
C(A−12 ⊗g A2) ∼1⊗g tr(1)⊗g 1− Y ⊗g tr(Y)⊗g 1
− 1⊗g tr(Y)⊗g Y + Y ⊗g tr(YY)⊗g Y
∼1⊗g 1− Y ⊗g Y,
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i.e. the left inverse property is stable under blocking. The
parent Hamiltonian is constructed in the same way as in
the even case using the pseudo-inverse A+2 . Let us make
the explicit exercise for the fermionic MPS representing
the Kitaev chain, with tensor Ai = y|i| and thus B0 =
B1 = 1. On a single site, this tensor already satisfies
the injectivity condition, so no extra blocking is needed.
We obtain B002 = B012 = B102 = −B112 = 1. The pseudo-
inverse B+2 is constructed using the parts of even and odd
|i|+|j| separately, so we obtain (B+2 )00 = −(B+2 )11 = 1/2
for the even part and (B+2 )
01 = (B+2 )
10 = 1/2 for the
odd part. We then find (A+2 )
00 = −(A+2 )11 = 1/4 and
(A+2 )
01 = (A+2 )
10 = y/4. The projector onto the physical
support on two sites is then given by
P2 =
1
2
(|00〉−|11〉)(〈00|−〈11|)+ 1
2
(|01〉+|10〉)(〈01|+〈10|)
and by rewriting it in terms of creation and annihilation
operators, we obtain the projector Pj defined for the Ki-
taev Hamiltonian in Eq. (28), up to a constant.
To prove uniqueness of the ground state, we recycle the
intersection and closure property of Z2-injective MPS, as
discussed in Ref. [7]. These are proven diagrammatically
and are thus equally valid in the fermionic case. The
only difference is in the final conclusion. We find again
that the most general fermionic tensor that can be used
to close the fMPS with periodic boundary conditions is a
two-dimensional linear combination, namely of 1 and Y.
However, when investigating the linear independence of
these two closures, the first one turns out to give rise to
a zero state, as already discussed in the previous section.
So we end up with a unique ground state for the parent
Hamiltonian (46) corresponding to the closure Y, and
thus to a state with odd fermion parity.
Let us now discuss the odd algebra fMPS case in more
physical terms. To recapitulate, after evaluating the con-
traction of the virtual bonds, the odd algebra fMPS takes
the form
|ψ〉 =
∑
{ij}
tr
(
Y Ai1Ai2 . . . AiN
) |i1〉|i2〉 . . . |iN 〉 , (47)
with Y = y ⊗ 1 and Ai = y|i| ⊗Bi. In the bosonic case,
the state
|ϕ〉 =
∑
{ij}
tr
(
Ai1Ai2 . . . AiN
) |i1〉|i2〉 . . . |iN 〉 . (48)
would be another ground state. However, if we close
the fMPS with an fermionic identity
∑
α |α)N (α|1 and
evaluate the virtual contractions, we pick up an addi-
tional matrix P which renders the state zero, as dis-
cussed above. Vice versa, we can try to obtain the state
|ϕ〉 as a fermionic state with even fermion parity. This
requires that we start from a fermionic tensor network
that is closed with an extra
∑
α(−1)|α||α)N (α|1 factor.
However, this factor is not in the center and can there-
fore not be moved to other positions. Indeed, an even
fermionic state |ϕ〉 is not translation invariant (see ap-
pendix A) and the position of this factor will be detected
by the parent Hamiltonian and cost energy. Hence, |ϕ〉 is
not a ground state of the parent Hamiltonian. We note,
however, that |ϕ〉 is invariant under TAP (see appendix
A for the definition of TAP ). Hence, |ϕ〉 would be the
ground state of the Hamiltonian obtained after inserting
a pi-flux. Indeed, Majorana chains on a ring change their
ground state parity under insertion of a pi-flux, which is
the characterizing topological bulk response.
VI. ENTANGLEMENT SPECTRUM AND
MAJORANA MODES
It was shown in Ref. [34] that within the mean-field
BCS description of superconductors the presence of Ma-
jorana zero modes leads to a two-fold degeneracy in the
entanglement spectrum of the ground state wave func-
tion. We will use the fMPS description of Majorana
chains to show why this remains true beyond the mean-
field approximation. We note that the two-fold degener-
acy in the entanglement spectrum of interacting Majo-
rana chains was also discussed in Ref. [33]. Let us first
define the transfer matrix
E(αγ)(βδ) =
∑
i
AiαβA¯
i
γδ , (49)
which is aD2×D2 matrix. It is an important object since
it appears in every calculation of expectation values with
(f)MPS. Normalization of the (f)MPS implies that the
largest eigenvalue of E has norm one. If the Ai span a
simple D × D matrix algebra, one can show that this
largest eigenvalue is unique and that the associated left
and right fixed points are positive matrices. Given this
fact, one can always perform a gauge transformation such
that one of the two fixed points, say the left fixed point,
is the identity matrix and the other, right, fixed point
a positive diagonal matrix [29, 30]. For an odd algebra
fMPS the matrices are of the form Ai = y|i|⊗Bi. Let us
first consider
E′(αγ)(βδ) =
∑
i
BiαβB¯
i
γδ . (50)
If the odd algebra fMPS is irreducible then we can work
in the gauge described above such that the (D/2)2 ×
(D/2)2 matrix E′ has a unique left fixed point given by
the identity and a unique right fixed point given by a
diagonal positive matrix Λ. The fixed points of the full
transfer matrix E will of course not be unique since Ai =
y|i|⊗Bi do not span a simple matrix algebra. As it turns
out, the eigenspace corresponding to eigenvalue 1 is two-
dimensional. Using Λ we can easily find two orthogonal
right fixed points of E:
Re = 1⊗ Λ (51)
Ro = y ⊗ Λ . (52)
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Similarly, two orthogonal left fixed points of E are given
by
Le = 1⊗ 1 (53)
Lo = y ⊗ 1 . (54)
Let us now consider an odd algebra fMPS defined on a
chain of length N with open boundaries
|ψ〉 =
∑
{i}
vTLA
i1Ai2 . . . AiN vR |i1〉|i2〉 . . . |iN 〉 , (55)
where vL and vR are two D-dimensional vectors used to
close the virtual indices on the boundary. The Hermitian
conjugate of |ψ〉 is given by
〈ψ| =
∑
{i}
v¯TL A¯
i1A¯i2 . . . A¯iN v¯R 〈iN | . . . 〈i2|〈i1| . (56)
We will now divide the chain in two, where the first N/2
sites are in subsystem A and the N/2 sites on the right
constitute subsystem B.
The reduced density matrix of subsystem A is then defined as 3
ρA ≡
∑
i1...iN/2,i
′
1...i
′
N/2
( ∑
iN/2+1...iN
(vTLA
i1 . . . AiN/2AiN/2+1 . . . AiN vR)
(v¯TL A¯
i′1 . . . A¯i
′
N/2A¯iN/2+1 . . . A¯iN v¯R)
)
|i1〉 . . . |iN/2〉〈i′N/2| . . . 〈i′1| . (57)
In the expression for ρA we recognize N/2 times the application of E to vR ⊗ v¯R. Since vR has a well-defined fermion
parity, vR ⊗ v¯R is even such that for N going to infinity we get
lim
N→∞
∑
βδ
(
EN/2
)
(αγ)(βδ)
(vR)β(v¯R)δ = 1⊗ Λ = Re . (58)
Because we are only interested in this limit we can rewrite the reduced density matrix of subsystem A as
ρA =
∑
i1...iN/2,i
′
1...i
′
N/2
(∑
αβ
(vTLA
i1 . . . AiN/2)α(Re)αβ(v¯
T
L A¯
i′1 . . . A¯i
′
N/2)β
)
|i1〉 . . . |iN/2〉〈i′N/2| . . . 〈i′1| . (59)
Using the fact that the spectra of AB and BA for two matrices A and B are the same, we see that the eigenvalues of
ρA are the same as the eigenvalues of the matrix
Eαβ =
∑
γ
 ∑
i1...iN/2
(vTLA
i1 . . . AiN/2)γ(v¯
T
L A¯
i1 . . . A¯iN/2)α
 (Re)γβ , (60)
where we again recognize multiple applications of the transfer matrix.
Using
lim
N→∞
∑
κλ
(vTL )κ(v¯
T
L )λ
(
EN/2
)
(κλ)(γα)
= (1⊗1)γα = (Le)γα
(61)
we find that in the large N limit
spec(ρA) = spec(LTe Re) . (62)
Since LTe Re = 1⊗Λ, we indeed see that the entanglement
spectrum is two-fold degenerate.
3 ρA is a positive matrix obtained from tracing out the degrees
of freedom in region B, starting from |ψ〉〈ψ|. Note that in this
fermionic setting, tracing is not obtained by simply contracting
using C, as the latter gives rise to the supertrace as discussed
in Section III. Instead, we first have to apply the corresponding
parity operator.
VII. TIME REVERSAL SYMMETRY AND THE
Z8 CLASSIFICATION
In section IVE we saw that the graded tensor product
of two Kitaev chains is non-trivial when time reversal is
included because of the appearance of Kramers pairs at
the ends of open chains. To recapitulate, we showed that
the tensors describing the graded tensor product of the
ground states of two Kitaev chains satisfy
A¯ij = T −1AijT , (63)
with T = y and P = z. This relation will also hold
for the tensors describing the ground state of n Kitaev
chains, but with different expressions for T . Just as in the
MPS description of symmetry-protected phases in spin
chains, we can extract discrete invariants from T . For
an even algebra fMPS these invariants are κ ∈ {0, 1} and
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µ ∈ {0, 1}, defined via
T T¯ = (−1)κ1 (64)
T P = (−1)µPT . (65)
The first requirement stems from the fact that time rever-
sal for spinless fermions squares to the identity. Because
time reversal is anti-unitary (−1)κ cannot be absorbed
in a redefinition of T . The invariant µ denotes whether
T has even or odd fermion parity. So for n = 2 we see
that κ = µ = 1.
For an odd algebra fMPS we have to define different
invariants. Let us for example consider the case n = 1,
i.e. a single Kitaev chain described by the matrices A0 =
1 and A1 = y. We easily see that
A¯i = Ai , (66)
so T = 1. However, for an odd algebra fMPS the graded
algebra spanned by the Ai has a graded center consisting
of multiples of 1 and Y (= y). So we could equivalently
choose T = y. Since y2 = −1 this ambiguity makes
the invariants as defined for an even algebra fMPS ill-
defined for an odd algebra fMPS. However, we can use
this ambiguity to always make T even, i.e. of the two
choices for T given by Te and To = Y Te we always pick
Te and then define κ as
TeT¯e = (−1)κ1 . (67)
To define the µ invariant we note that for the odd algebra
fMPS with periodic boundary conditions to be invariant
under time reversal it should hold that:
T Y¯ = (−1)µY T . (68)
Note that we could change µ by redefining Y → iY . For
this reason equation (68) should be considered together
with the requirement Y 2 = −1 for µ to be a true invari-
ant. So we see that µ = κ = 0 for n = 1. The invari-
ants obtained for the even and odd algebra fMPS give
rise eight different possibilities, implying that there are
eight different spinless superconductors under the pro-
tection of time reversal. In the remainder of this section
we will study these invariants for the tensors describing
the graded tensor product of n copies of the Kitaev chain
ground state. In this way we obtain the group structure
of time reversal symmetric fMPS under stacking. Let us
start with n = 3.
n = 3
The matrices of the fMPS ground state of 3 copies of
the Kitaev chain are
A = 1⊗ 1 B = 1⊗ y C = −iz ⊗ x D = −iz ⊗ z
E = y ⊗ x F = y ⊗ z G = −ix⊗ 1 H = −ix⊗ y
(69)
The extra matrix in the trace expression for the fMPS
coefficients (23) becomes
F(y ⊗g i1) = ix⊗ y = −H . (70)
As expected, these matrices span an odd graded alge-
bra because its graded center contains the odd element
H. However, these matrices do not take on the standard
form y|i| ⊗ Ai for an odd graded algebra. To make the
odd algebra structure explicit we note that the fMPS co-
efficients are fully determined by the following properties
of the traceless matrices:
A2 = H2 = 1 (71)
B2 = C2 = D2 = E2 = F 2 = G2 = −1 (72)
[B,G] = [C,F ] = [D,E] = 0 (73)
[A,X] = [H,X] = 0 ∀X ∈ {A,B, . . . ,H} , (74)
and all other elements anti-commuting with each other.
We can use a different representation of this algebra by
choosing the matrices
A = 1⊗ 1 B = 1⊗ y C = 1⊗ iz D = 1⊗ ix
E = y ⊗ x F = y ⊗ z G = y ⊗ iy H = y ⊗ i1 , (75)
which are of the standard form y|i| ⊗ Ai. Indeed, these
representations are related by the following gauge trans-
formation
G =
[
1 0
0 −y
]
×
(
1⊗ 1√
2
[
1 1
−1 1
])
.
We will not do this step for the other cases below since it
is not required to find the invariants associated to time
reversal. One can now easily check that the even virtual
time reversal action is of the form
Te = z ⊗ y , (76)
implying that for n = 3
TeT¯e = −1 and T Y¯ = −Y T , (77)
with Y = y ⊗ 1.
n = 4
We can obtain the fMPS tensor for the ground state
of four copies of the Kitaev chain by taking the graded
tensor product of the tensors corresponding to the n = 2
case. In this way we find the matrices
1⊗ 1 −i1⊗ z −iy ⊗ y y ⊗ x
−iz ⊗ z −z ⊗ 1 −x⊗ x −ix⊗ y
−ix⊗ 1 −x⊗ z −z ⊗ y −iz ⊗ x
y ⊗ z −iy ⊗ 1 −i1⊗ x 1⊗ y
(78)
These span an even simple graded algebra and the virtual
time reversal action is
T = z ⊗ y . (79)
So the invariants are
T T¯ = −1 and T P = PT (80)
n = 5
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For n = 5 we combine the tensors of the n = 2 and
n = 3 case and find following matrices
1⊗ 1⊗ 1 −iy ⊗ y ⊗ 1 −i1⊗ z ⊗ 1 y ⊗ x⊗ 1
−iz ⊗ z ⊗ x −x⊗ x⊗ x −z ⊗ 1⊗ x −ix⊗ y ⊗ x
y ⊗ z ⊗ x −i1⊗ x⊗ x −iy ⊗ 1⊗ x 1⊗ y ⊗ x
−ix⊗ 1⊗ 1 −z ⊗ y ⊗ 1 −x⊗ z ⊗ 1 −iz ⊗ x⊗ 1 ,
(81)
and all elements obtained by right multiplication with
1⊗ 1⊗ y. We thus find that the even virtual symmetry
action Te and the central odd element Y are given by
Te = z ⊗ y ⊗ 1 (82)
Y = x⊗ z ⊗ y . (83)
So the invariants are given by
TeT¯e = −1 and T Y¯ = Y T . (84)
n = 6
By combining the matrices of n = 2 and n = 4 we find
that the matrices for n = 6 are generated by following
elements
−ix⊗ 1⊗ 1 −iz ⊗ z ⊗ z
−i1⊗ 1⊗ z y ⊗ x⊗ 1
−iy ⊗ z ⊗ y i1⊗ z ⊗ 1
(85)
We thus see that the virtual time reversal symmetry ac-
tion T is given by
T = y ⊗ x⊗ y , (86)
leading to the invariants
T T¯ = 1 and T P = −PT . (87)
n = 7
Taking the graded tensor product of n = 1 and n = 6
we find that the matrices of the ground state fMPS of
seven copies of the Kitaev chain are generated by
−ix⊗ 1⊗ 1⊗ 1 y ⊗ x⊗ 1⊗ 1
−i1⊗ 1⊗ 1⊗ z −iy ⊗ z ⊗ z ⊗ y
y ⊗ z ⊗ x⊗ 1 i1⊗ 1⊗ z ⊗ 1
1⊗ 1⊗ y ⊗ z
(88)
The even virtual time reversal action and odd central
element corresponding to this odd graded simple algebra
are
Te = z ⊗ y ⊗ x⊗ y (89)
Y = x⊗ y ⊗ 1⊗ 1 , (90)
giving the invariants
TeT¯e = 1 and T Y¯ = −Y T . (91)
n = 8
For n = 8 we find by combining n = 4 and n = 4 that
the fMPS matrices are generated by
iz ⊗ z ⊗ 1⊗ z i1⊗ z ⊗ z ⊗ 1
ix⊗ 1⊗ 1⊗ 1 iy ⊗ y ⊗ 1⊗ 1
i1⊗ 1⊗ 1⊗ z i1⊗ 1⊗ z ⊗ 1
iy ⊗ z ⊗ 1⊗ y iy ⊗ x⊗ y ⊗ 1 .
(92)
We thus see that
T = z ⊗ 1⊗ y ⊗ y , (93)
such that
T T¯ = 1 and T P = PT . (94)
So for n = 8 we obtain an even algebra fMPS with κ =
µ = 0. From this we conclude that taking eight copies
of the Kitaev chain ground state results in a trivial time
reversal symmetric state, implying that the time reversal
invariant one-dimensional spinless superconductors form
a Z8 group under stacking [18, 21, 33].
In section IVD we mentioned that any odd algebra
fMPS can be gauge transformed into the form Ai =
y|i| ⊗ Bi and is thus trivially time-reversal invariant
(Te = 1 and thus κ = 0) if all the matrices Bi are real.
The Kitaev fMPS, which has Bi = 1, was the simplest
starting point to generate the Z8 group of time-reversal
invariant fMPS by stacking. However, also if Bi is real
for |i| = 0 and purely imaginary for |i| = 1 we obtain
a state that is trivially time-reversal invariant. This is
most easily observed by writing Aj = (iy)|j| ⊗ Cj with
all the Cj real and performing a unitary gauge transform
u⊗ 1 to a different standard form Aj = x|j| ⊗ Cj where
all the matrices are again completely real. The simplest
case is obtained with Cj = 1, which would provide an
equally simple starting point (i.e. fMPS with D = 2) to
build the Z8 group table. We therefore dub this fMPS
the type 2 Majorana chain (and refer to the original Ki-
taev chain as the type 1 Majorana chain). In this type
2 standard form Ai = x|i| ⊗ Ci, the odd central element
is given by ix, where the imaginary factor is included to
have (ix)2 = −1. As mentioned above, this was required
in order to obtain µ as an invariant. With Te = 1, we
thus obtain
TeT¯e = 1 and T (ix) = −ixT . (95)
and thus κ = 0 and µ = 1. We can now do the same
steps as for the type 1 (Kitaev) chain and calculate the
invariants for n′ copies of the type 2 chain. The result
of these calculations, together with the invariants for n
copies of the Kitaev chain are presented in Table I, where
 ∈ {0, 1} denotes whether n copies of the Kitaev chain
ground state correspond to an even or odd algebra fMPS.
The matrices that build up the ground state of n Ki-
taev chains form a representation of the real Clifford al-
gebra Cln,0. This can easily be seen by explicitly identi-
fying the anti-commuting generators that square to −1,
as explicitly denoted in Table II. If we consider n′ type
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# Type 1 (Kitaev) chains (A1 = y)  κ µ # Type 2 chains (A1 = x)
n = 1 1 0 0 n′ = 7
n = 2 0 1 1 n′ = 6
n = 3 1 1 1 n′ = 5
n = 4 0 1 0 n′ = 4
n = 5 1 1 0 n′ = 3
n = 6 0 0 1 n′ = 2
n = 7 1 0 1 n′ = 1
n = 8 0 0 0 n′ = 8
TABLE I. Invariants for n copies of the type 1 or n′ copies of the type 2 Majorana chain.  denotes the simple Z2 graded
algebra type of the fMPS tensor. κ and µ are related to time reversal.
2 chains one can similarly check that the ground state
matrices correspond to the real Clifford algebra Cl0,n′ .
Using following relations
Clp+1,q+1 ' Clp,q ⊗ R(2) (96)
Clp+8,q ' Clp,q+8 ' Clp,q ⊗ R(16) , (97)
where R(n) denotes the algebra of real n by n matrices,
one can then give an alternative explanation for the mod
8 periodicity under stacking. It also shows the equiva-
lence of n = 7 and n′ = 1.
VIII. GENERAL ON-SITE SYMMETRIES
After having studied time-reversal for spinless fermions
in the previous section we will now turn to general on-site
symmetries. The goal is to find the invariants and group
structure of symmetric phases. For fermionic systems the
on-site symmetry group G always contains the central Z2
subgroup {I, P}, where I is the trivial group element and
P is fermion parity. We denote the on-site symmetry rep-
resentation as U(g). Note that U(g)P = PU(g),∀g ∈ G.
Acting with the symmetry on the MPS should leave it
invariant, possibly up to a phase. The fundamental theo-
rem of MPS [30, 31, 35] can also be used in the fermionic
case and states that two MPS are the same for every
length of the lattice on which they are defined iff their
tensors are related by a gauge transformation. Con-
cretely, this implies that the invariance of a MPS under a
unitary on-site symmetry is translated into the following
local tensor relation:∑
j
U(g)ijA
j = eiθ(g)V (g)−1AiV (g) . (98)
For an anti-unitary symmetry we get a similar condition:∑
j
U(g)ijA¯
j = eiθ(g)V (g)−1AiV (g) . (99)
In appendix B we show that without loss of generality
one can assume that V (g) has a well-defined parity, i.e.
PV (g)P = ±V (g).
A. Classification
We start by considering unitary on-site symmetries,
and treat the case of even and odd algebra fMPS sepa-
rately.
Even algebra:
For an even algebra fMPS one can show using similar
techniques as in the bosonic case [35] that the virtual
symmetry matrices V (g) should satisfy
V (g)P = (−1)µ(g)PV (g) (100)
V (g)V (h) = ω(g, h)V (gh) , (101)
with ω(g, h) ∈ C and µ(g) ∈ {0, 1} a homomorphism
from G to Z2 with the restriction that µ(P ) = 0. Note
that (−1)µ(g) is incorporated in ω(g, h) but we treat it
on a separate level because it has a distinguished phys-
ical meaning, namely, it is the sign picked up by the
fMPS with periodic boundary conditions under the sym-
metry action. Stated otherwise, on a ring with periodic
boundary conditions the system transforms according the
one-dimensional representation given by µ(g). It also has
a distinct role in the group structure under stacking of
phases as we will explain later on.
Associativity of the product of virtual symmetry ma-
trices implies that ω(g, h) satisfies
ω(g, h)ω(gh, k) = ω(g, hk)ω(h, k) , (102)
which means it is a 2-cocycle. Note that every V (g) is
only defined up to a complex number β(g), implying that
ω(g, h) has the same ambiguity:
ω(g, h)→ ω(g, h)β(g)β(h)
β(gh)
, (103)
where the ratio of betas appearing in the redefinition
of ω is called a coboundary. So just as in the bosonic
case, symmetric even algebra fMPS are classified by the
different classes of ω(g, h) under the above equivalence
relation. Mathematically, these classes are described
by the second cohomology group H2(G,C∗), or, since
H2(G,R+) is trivial, by H2(G,U(1)).
Odd algebra:
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n = 1 y Cl1,0
n = 2 iz, ix Cl2,0
n = 3 1⊗ y, 1⊗ iz, y ⊗ x Cl3,0
n = 4 i1⊗ z, iy ⊗ y, z ⊗ y, i1⊗ x Cl4,0
n = 5 i1⊗ z ⊗ 1, y ⊗ x⊗ 1, 1⊗ y ⊗ x Cl5,0
iz ⊗ x⊗ 1, 1⊗ y ⊗ z
n = 6 iy ⊗ z ⊗ y, ix⊗ 1⊗ 1, iz ⊗ 1⊗ 1 Cl6,0
y ⊗ x⊗ 1, y ⊗ z ⊗ x, y ⊗ z ⊗ z
n = 7 ix⊗ 1⊗ 1⊗ 1, y ⊗ z ⊗ x⊗ 1, y ⊗ x⊗ 1⊗ 1,iy ⊗ z ⊗ z ⊗ y Cl7,0
iz ⊗ x⊗ z ⊗ z, iz ⊗ x⊗ z ⊗ z, z ⊗ x⊗ y ⊗ 1
n = 8 iy ⊗ z ⊗ 1⊗ y, iy ⊗ x⊗ y ⊗ 1, iy ⊗ y ⊗ 1⊗ 1, ix⊗ 1⊗ 1⊗ 1 Cl8,0
y ⊗ z ⊗ 1⊗ x, y ⊗ x⊗ x⊗ 1, y ⊗ x⊗ z ⊗ 1, y ⊗ z ⊗ 1⊗ z
TABLE II. Anti-commuting generators that square to −1 for n copies of the Kitaev chain, thus providing a representation of
the real Clifford algebra Cln,0.
In an odd algebra fMPS the parity of V (g) is ambigu-
ous since we can always multiply V (g) by Y , which com-
mutes with all the fMPS tensors. We make use of this
freedom to make V (g) = Ve(g) even for all g ∈ G. How-
ever, for an odd fMPS with periodic boundary conditions
(23) to be invariant under the symmetry action we see
that V (g) has to commute or anti-commute with Y . This
implies following properties of V (g):
V (g)Y = (−1)µ(g)Y V (g) (104)
Ve(g)Ve(h) = ω(g, h)Ve(gh) . (105)
Here, µ(g) ∈ {0, 1} is again a homomorphism from G to
Z2, but this time it is not included in ω and we have
µ(P ) = 1. It has the same physical meaning as in the
even algebra case, i.e. it is the one dimensional repre-
sentation under which the fMPS with periodic boundary
conditions transforms. ω(g, h) ∈ C again has to satisfy
equation (102) and has the same ambiguity (103) under
multiplication of V (g) by a complex number.
The fact that µ(P ) = 1 has a big implication. Suppose
that g2 = P . Then Ve(g)2 = ω(g, g)P. But PY = −Y P,
which is inconsistent with the fact that Ve(g) should com-
mute or anti-commute with Y . In general, we can multi-
ply all group elements with µ(g) = −1 with P . Because P
commutes with everything the redefined group elements
all have µ(g) = 0 and form a subgroup of G. This im-
plies that G ' G˜× {I, P} [21]. So systems with particle
number conservation cannot be written as an odd algebra
fMPS, or physically, these systems cannot have Majorana
edge modes. We give an alternative proof of this fact,
based directly on the algebraic structure of the fMPS
tensors, in appendix C. We can also conclude that sym-
metric odd algebra fMPS are classified by H2(G˜, U(1))
and H1(G˜,Z2), where H1 denotes the homomorphism µ
[21].
B. Anti-unitary symmetries
To incorporate anti-unitary symmetries we now intro-
duce a new homomorphism γ : G→ Z2, where γ denotes
whether g is unitary or anti-unitary. A straightforward
generalization shows that the virtual symmetry matrices
now have to satisfy
V (g)bV (h)eγ(g) = ω(g, h)V (gh) , (106)
where we introduced the notation
bXeγ(g) =
{
X if γ(g) = 0
X¯ if γ(g) = 1
. (107)
The complex numbers, or, without loss of generality,
phases ω(g, h) have the following property due to asso-
ciativity
ω(g, h)ω(gh, k) = ω(g, hk)bω(h, k)eγ(g) , (108)
and are again ambiguous under a redefinition of V (g)
with scalars β(g):
ω(g, h)→ ω(g, h)β(g)bβ(h)e
γ(g)
β(gh)
. (109)
So for non-trivial γ, symmetric fMPS are character-
ized by the homomorphism µ(g) and classes of ω(g, h)
satisfying (108) under the equivalence relation given in
Eq. (109). One can show using similar arguments as
above that, if µ(P ) = 1, then G ' G˜ × {I, P} also for
non-trivial γ. This implies for example that Majorana
edge states also do not appear in systems where T 2 = P .
We conclude the classification with a comment on the
role of the phase factors eiθ(g) in equations (98, 99).
These phase factors have to satisfy
eiθ(g)beiθ(h)eγ(g) = eiθ(gh) . (110)
However, they are not stable under a redefinition of the
unit cell, i.e. under blocking of n MPS tensors the new
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phase factors become einθ(g). So for quantum phases that
do not require strict translational symmetry on the orig-
inal lattice, which is the case we concentrate on, no addi-
tional invariants can be derived from these phase factors.
C. Group structure
We now look at the group structure of phases protected
by on-site symmetries under stacking. We start with the
stacking of two even algebra fMPS.
Even - even:
If we take the graded tensor product of two even fMPS,
each symmetric under the symmetry group G and with
respective virtual symmetry actions V1(g) and V2(g),
then the virtual symmetry of the new fMPS is given by
V˜ (g) = V1(g) ⊗g V2(g). If a representative cocycle for
V1(g) is given by ω1(g, h) and for V2(g) by ω2(g, h), then
we see that multiplication of the new virtual symmetry
action is given by
V˜ (g)bV˜ (h)eγ(g) = (V1(g)⊗g V2(g))
(
bV1(h)eγ(g) ⊗g bV2(h)eγ(g)
)
(111)
= (−1)µ1(h)µ2(g)ω1(g, h)ω2(g, h) (V1(gh)⊗g V2(gh)) , (112)
where µ1(2)(g) denotes the parity of V1(2)(g).
So the symmetry-protected phase of the stacked fMPS is
captured by following algebraic data:
µ˜ee(g) = µ1(g) + µ2(g) mod 2 (113)
ω˜ee(g, h) = (−1)µ1(h)µ2(g)ω1(g, h)ω2(g, h) . (114)
Note that this expression is symmetric since µ1(h)µ2(g)+
µ2(h)µ1(g) = µ1(gh)µ2(gh) + µ1(g)µ2(g) + µ1(h)µ2(h)
can be absorbed by a redefinition of the virtual symmetry
actions.
Even - odd:
To expose the behaviour of the invariants under stack-
ing of an even and odd algebra fMPS we first note that
the virtual symmetry action for an odd algebra fMPS
takes the form
Ve(g) = 1⊗ V ′(g) if µ(g) = 0 (115)
Ve(g) = z ⊗ V ′(g) if µ(g) = 1 . (116)
The virtual symmetry of the stacked fMPS is again the
graded tensor product of V1e(g) = zµ1(g) ⊗ V ′1(g) and
V2(g), corresponding to the odd and even algebra fMPS
respectively. This graded tensor product takes on the
parity of V2(g). However, the stacked fMPS is again of
odd algebra type so to expose the invariants all virtual
symmetry actions should be even. To accomplish this
we multiply all V1e(g)⊗g V2(g) for which µ2(g) = 1 with
Y ⊗g 1, the odd central element of the tensors of the
stacked fMPS. This leads to the following expression for
the even virtual symmetry actions of the stacked fMPS:
V˜e(g) = z
µ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g) (117)
We can now extract the new µ˜ invariant
V˜e(g)Y =
(
zµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g)
)
(y ⊗ 1⊗g 1)
= (−1)µ2(g)zµ1(g)yµ2(g)y ⊗ V ′1(g)⊗g V2(g)
= (−1)µ1(g)+µ2(g)yzµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g)
= (−1)µ1(g)+µ2(g)Y V˜e(g) (118)
In a similar way we can obtain a representative 2-cocycle for the stacked fMPS:
V˜e(g)V˜e(h) =
(
zµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g)
)(
zµ1(h)yµ2(h) ⊗ bV ′1(h)eγ(g) ⊗g bV2(h)eγ(g)
)
(119)
= (−1)µ2(h)µ2(g)zµ1(g)yµ2(g)zµ1(h)yµ2(h) ⊗ V ′1(g)bV ′1(h)eγ(g) ⊗g V ′2(g)bV ′2(h)eγ(g) (120)
= (−1)µ2(g)(µ1(h)+µ2(h))ω1(g, h)ω2(g, h) (121)
zµ1(g)+µ1(h)yµ2(g)+µ2(h) ⊗ V ′1(gh)⊗g V ′2(gh) (122)
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Using the fact that µ1 and µ2 are homomorphisms, and that y2 = −1 we find
V˜e(g)V˜e(h) =(−1)µ2(g)(µ1(h)+µ2(h))ω1(g, h)ω2(g, h)iµ2(g)+µ2(h)−µ2(gh) (123)
zµ1(gh)yµ2(gh) ⊗ V ′1(gh)⊗g V ′2(gh) (124)
So, putting everything together, we conclude that the
stacked odd algebra fMPS has invariants described by
the data
µ˜eo(g) = µe(g) + µo(g) mod 2 (125)
ω˜eo(g, h) = (−1)µe(g)µo(h)ωe(g, h)ωo(g, h) , (126)
where we replaced the subscripts 1 and 2 with o and e to
denote the odd and even fMPS that are being stacked.
Odd - odd:
Before we derive the behaviour of the invariants in
symmetric odd algebra fMPS under stacking we first
make a few observations. Since U(g)P = PU(g) we have
U(g) =
(
U0(g) 0
0 U1(g)
)
and we can write the local con-
dition for the fMPS to be invariant under the symmetry
as
∑
j:|j|=|i|
(
U |i|(g)
)
ij
(
y|j| ⊗ bBjeγ(g)
)
=
(
zµ(g) ⊗ V ′(g)−1
)(
y|i| ⊗Bi
)(
zµ(g) ⊗ V ′(g)
)
(127)
= (−1)|i|µ(g) (1⊗ V ′(g)−1) (y|i| ⊗Bi) (1⊗ V ′(g)) (128)
From this we see that ∑
j:|j|=|i|
(
U |i|(g)
)
ij
bBjeγ(g) = (−1)|i|µ(g)V ′(g)−1BiV ′(g) (129)
In section IVE we also learned that the fMPS tensors for the stacked state take the form
A˜ij = 1⊗Bi1 ⊗Bj2 if |i| = |j| = 0
A˜ij = −ix⊗Bi1 ⊗Bj2 if |i| = 0 and |j| = 1
A˜ij = y ⊗Bi1 ⊗Bj2 if |i| = 1 and |j| = 0
A˜ij = −iz ⊗Bi1 ⊗Bj2 if |i| = |j| = 1 .
(130)
Combining this expression for the fMPS tensors with equation (129) one sees that the virtual symmetry actions of
the stacked even algebra fMPS are
V˜ (g) = xµ1(g)y[µ2(g)+γ(g)] ⊗ V ′1(g)⊗ V ′2(g) , (131)
where [·] ∈ {0, 1} denotes modulo 2. The parity of this matrix is µ1(g) + µ2(g) + γ(g) mod 2.
Multiplication of these virtual symmetry actions also gives us a representative 2-cocycle and we see that the
invariants of the stacked fMPS are described by
µ˜oo(g) = µ1(g) + µ2(g) + γ(g) mod 2 (132)
ω˜oo(g, h) = (−1)µ1(h)(µ2(g)+γ(g))i[µ2(g)+γ(g)]+[µ2(h)+γ(h)]−[µ2(gh)+γ(gh)]ω1(g, h)ω2(g, h) (133)
We note that this expression at first sight does not look
symmetric in µ1 and µ2. However, the symmetry can be
understood from the fact that the stacked fMPS tensors
of |ψ〉1 ⊗g |ψ〉2 and |ψ〉2 ⊗g |ψ〉1 are related by a unitary
gauge tranformation U = u⊗ 1⊗ 1, where u transforms
−ix into y and vice versa. The virtual symmetry ma-
trices then transform as UV˜ (g)U†, if γ(g) = 0 and as
UV˜ (g)UT if γ(g) = 1, effectively interchanging µ1 and
µ2 and possibly adding some phase factors to the V˜ (g).
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IX. REFLECTION SYMMETRY
Up to now we have studied the classification and group
structure of on-site unitary and anti-unitary symmetries.
In this last section we study a spatial symmetry, namely
reflection symmetry. To perform a spatial reflection we
need to contract the tensors in a different order. For this
we first reorder the left and right virtual modes in a single
fMPS tensor, resulting in:∑
iαβ
Aiαβ |α)|i〉(β| →
∑
iαβ
Aiαβ(−1)|i||α|+|β|(β| |i〉|α) (134)
Because the roles of virtual bras and kets are switched,
the contraction of the virtual bonds in the fMPS is of the
form C(|α)⊗g (α|), i.e. a supertrace, and an extra factor
P is picked up on every bond. Alternatively, we can
interchange the bras and the kets between subsequent
fMPS tensors in order to recover normal fMPS tensors
where the left virtual mode is a ket and the right virtual
mode is a bra. This yields the same sign factor, and we
thus obtain:∑
iαβ
Aiαβ(−1)|i||α||β)|i〉(α| =
∑
iαβ
Aiβα(−1)|i||β||α)|i〉(β|
(135)
Apart from this change in contraction order, reflec-
tion can additionally involve an onsite unitary UR, with
URP = PUR. If the transformed fMPS tensors represents
the same state then we know they should be related to
the original tensors via a gauge transformation R. So the
local condition for a reflection symmetric fMPS becomes∑
j
(UR)ij
(
Aj
)T P |j| = RAiR−1 (136)
In the remainder of this section we will study the situ-
ation where U2R = P . The case U
2
R = 1 can be worked
out similarly. If we apply reflection twice then we get
following condition:
PiiA
i = (−1)|i|µ(R)P |i|(R−1TR)Ai(R−1RT )P |i| ,
(137)
where µ(R) ∈ {0, 1} denotes the parity of R, i.e. RP =
(−1)µ(R)PR. Using Pii = (−1)|i| and P |i|AiP |i| =
PAiP = (−1)|i|Ai, Eq. (137) can be rewritten as
P
µ(R)
ii A
i = (R−1TR)Ai(R−1RT ) . (138)
A. Classification
To extract the discrete invariants that label different
reflection symmetric phases we again consider the cases
of even and odd graded algebras separately.
Even algebra:
If µ(R) = 0 then we see from equation (138) that
R = αRT , (139)
with α ∈ C. However, by taking the transpose of this
expression one learns that α2 = 1. So we obtain the in-
variant ρ ∈ {0, 1}, which denotes whetherR is symmetric
or anti-symmetric:
R = (−1)ρRT . (140)
If µ(R) = 1 then equation (138) implies that
R = αRTP . (141)
Again taking the transpose of this expression we can ob-
tain a similar condition on R:
R = −α−1RTP . (142)
So for µ(R) = 1 the invariant ρ carries the following
information about R:
R = (−1)ρiRTP . (143)
In total we thus obtain four possible reflection symmetric
phases in even algebra fMPS, labeled by the invariants
µ(R) and ρ.
Odd algebra:
For an odd algebra fMPS we can choose R ≡ Re in
equation (136) to be even, i.e. µ(R) = 0. Just as in
the even algebra case this gives rise to an invariant ρ1 ∈
{0, 1}:
Re = (−1)ρ1RTe . (144)
However, Ro ≡ ReY can also serve as R in equation
(136). Because Ro is odd, we can define a second invari-
ant ρ2 ∈ {0, 1} by doing the same steps as in the even
algebra case above:
Ro = (−1)ρ2iRTo P (145)
One can check that the conditions on Re and Ro are
independent and imply that Re is of the form
Re =
(
(−1)ρ1+ρ2i 0
0 1
)
⊗R′ with R′T = (−1)ρ1R′ .
(146)
We thus again obtain four possibilities labeled by ρ1 and
ρ2, leading to a total of 8 different reflection symmet-
ric phases. Note that Re does not commute or anti-
commute with Y . This is also not required because reflec-
tion symmetry cannot be defined on a chain with periodic
boundary conditions. If we would have used a different
convention to define the odd gauge transformation, i.e.
R′o ≡ YRe, then we would obtain an equivalent invariant
ρ′2, which is related to ρ2 via ρ′2 = ρ2 + 1 mod 2.
B. Partial reflection
To expose the group structure of the eight reflection
symmetric phases we will use a different approach than
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in section VIII. It was argued in Refs. [19, 36–41] that
the phase of the partition function of reflection symmet-
ric phases on an unorientable spacetime is an invariant.
It was shown in Refs. [27, 28] that this invariant phase on
RP 2 can be obtained from the ground state wave func-
tion. The approach is similar to the bosonic case [42, 43],
and is based on the calculation of the ground state expec-
tation value of a non-local operator Rpart, called partial
reflection.
We focus on the Kitaev chain described by Hamilto-
nian (25). This Hamiltonian has reflection symmetry
given by
aj → ia−j (147)
So we see that
UR =
(
1 0
0 i
)
, (148)
and U2R = P . The MPS tensors of the Kitaev chain
ground state satisfy Eq. (136), with
R ≡ Re =
(
eipi/4 0
0 e−ipi/4
)
(149)
To define the partial reflection operator we divide up the
chain with periodic boundary conditions into two con-
nected intervals I1 and I2 of length N1 and N2. Partial
reflection then acts as normal reflection, but only on one
of the two intervals, which we take to be I1.
To apply Rpart in the fMPS formalism we first perform
step (134) and (135) on the MPS tensors in I1, together
with the on-site unitary UR. Note that we can only inter-
change virtual kets and bras between subsequent tensors
[i.e. Eq. (135)] in the bulk of I1 but not at the end points.
Using Eq. (136) this gives the following concatenated ten-
sor corresponding to I1:
∑
i1,...,iN1
(ReAiN1 . . . Ai1R−1e )αβ (−1)|α|(α| |iN1〉 . . . |i1〉|β) .
(150)
For I2 we have the usual concatenated tensor∑
iN1+1,...,iN1+N2
(
AiN1+1 . . . AiN1+N2 y
)
αβ
|α)|iN1+1〉 . . . |iN1+N2〉(β| . (151)
To obtain the total wavefunction we have to contract the virtual α and β indices. The final expression for Rpart|ψ〉
is then
Rpart|ψ〉 =
∑
i1...iN1+N2
∑
αβ
(ReAiN1 . . . Ai1R−1e )αβ (AiN1+1 . . . AiN1+N2 y)αβ (−1)|β|(|α|+|β|)|iN1〉 . . . |i1〉|iN1+1〉 . . . |iN1+N2〉
(152)
To calculate the expectation value we note that 〈ψ| is given by
〈ψ| =
∑
i1...iN1+N2
tr
(
A¯iN1 . . . A¯i1A¯iN1+1 . . . A¯iN1+N2 y
) 〈iN1+N2 | . . . 〈iN1+1|〈i1| . . . 〈iN1 | (153)
We introduce following graphical notation for the transfer
matrix (note that without arrows, the graphical notation
denotes the tensor components):
i
α β
γ δ
=
∑
i
AiγδA¯
i
αβ =
1
2 (1γδ1αβ + yγδyαβ)
, (154)
where the normalization factor 1/2 has been inserted to
ensure that the transfer matrix is a projector (which is
the fMPS manifestation of the fixed point character of the
model). With this notation we can represent 〈ψ|Rpart|ψ〉
as
R R−1
y
yα αβ β
1
2
(155)
The global factor 1/2 comes from the normalization of
|ψ〉 and the black square denotes the non-local sign
(−1)|β|(|α|+|β|).
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Putting everything together we easily obtain following result
〈ψ|Rpart|ψ〉 = 1
8
(
tr(yy)tr(RR−1yT yT ) + tr(yy)tr(RyR−1zyT )) = 1 + i
2
=
eipi/4√
2
. (156)
This agrees with the previous studies of reflection sym-
metric phases on RP 2. We see that in order to obtain a
trivial phase factor one needs eight copies of the Majo-
rana chain, which shows that reflection symmetric phases
in one spatial dimension form a Z8 group.
X. DISCUSSION
We have shown that the formalism of fermionic
matrix product states captures all phases of interacting
fermions in one dimension, both for general on-site and
spatial symmetries. All universal information about
the quantum phase, including the presence or absence
of Majorana zero modes, can be extracted in a local
fashion from the tensor building up the ground state
wave function. This local encoding of the information
allows for a straightforward analysis of the group
structure of symmetric phases under stacking. An
advantage of the framework is that it provides a physical
interpretation for the invariants labeling the different
phases, both in terms of the entanglement spectrum and
quantum numbers of the ground state without or with a
background gauge field. The latter case can be studied
analogously to the bosonic case [44].
Fermionic tensor network states, and particularly
fermionic MPOs, can also be used to describe topo-
logical phases in higher dimensions [12–14, 45–53]. In
this way the observations made in this work should be
relevant for a systematic understanding of how universal
topological properties of two and three-dimensional
systems, such as the binding of Majorana modes to
symmetry defects, are connected to the entanglement
structure of the ground state wave function. We hope
that this work may pave the way to a more detailed un-
derstanding of higher dimensional topological fermionic
tensor networks.
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Appendix A: Translation symmetry for fermionic
systems
At the single particle level, the translation operator TP
with periodic boundary conditions is defined as
TPajT
−1
P = aj+1 (A1)
Translation with a pi-flux inserted through the system,
or equivalently, with anti-periodic boundary conditions
is defined as
TAPajT
−1
AP = aj+1 for j 6= N (A2)
TAPaNT
−1
AP = −a1 , (A3)
where N is the number of sites in the system. One obvi-
ously has
TNP = 1 (A4)
TNAP = −1 , (A5)
so the eigenvalues eik of TP have momenta k = 2piN n with
n ∈ {0, 1, . . . , N − 1} while those of TAP have momenta
k = piN (2n+1) with n ∈ {0, 1, . . . , N−1}. We would now
like to implement TP and TAP on states in the fermionic
many-body Hilbert space.
We start with a general even state |ψe〉:
|ψ〉e =
1∑
{i}=0
ψei1i2...iN |i1〉1|i2〉2 . . . |iN 〉N ∈ H1 ⊗H2 ⊗ · · · ⊗ HN , (A6)
where
∑N
j=1 |ij | = 0 mod 2. Applying TP on |ψ〉e gives following state:
TP |ψ〉e =
1∑
{i}=0
ψei1i2...iN |i1〉2|i2〉3 . . . |iN 〉1 ∈ H2 ⊗H3 ⊗ · · · ⊗ H1 (A7)
To compare TP |ψ〉e with |ψ〉e with need to use the fermionic tensor product isomorphism to map the translated state
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into the same Hilbert space as the original state. Using the fact that
∑N−1
j=1 |ij | = |iN | mod 2 we find
F (TP |ψ〉e) =
1∑
{i}=0
ψei1i2...iN (−1)|iN ||iN 〉1|i1〉2 . . . |iN−1〉N ∈ H1 ⊗H2 ⊗ · · · ⊗ HN
=
1∑
{i}=0
ψei2i3...i1(−1)|i1||i1〉1|i2〉2 . . . |iN 〉N (A8)
So the condition that |ψ〉e is an eigenstate of TP becomes
F (TP |ψ〉e) = eik|ψ〉e ⇒ ψei1i2...iN = e−ikψei2i3...i1(−1)|i1|
(A9)
Similarly, one can check that the condition for |ψ〉e to be
an eigenstate of TAP is
F (TAP |ψ〉e) = eik|ψ〉e ⇒ ψei1i2...iN = e−ikψei2i3...i1
(A10)
For odd states |ψ〉o, i.e. states with
∑N
j=1 |ij | = 1 mod
2, we find
F (TP |ψ〉o) = eik|ψ〉o ⇒ ψoi1i2...iN = e−ikψei2i3...i1
(A11)
F (TAP |ψ〉o) = eik|ψ〉o ⇒ ψoi1i2...iN = e−ikψoi2i3...i1(−1)|i1|
(A12)
We close this appendix by noting that for the classifica-
tion of topological phases we consider in the main text,
strict translational symmetry is not required. However,
if one was to incorporate translational symmetry in the
classification the number of phases would (at least) dou-
ble because the fMPS tensors can be even or odd. We
always assumed the fMPS tensors to be even, which can
be done by a redefinition of the unit cell and blocking
two tensors.
Appendix B: Parity of gauge transformations
Gauge transformations correspond to different choices
of basis in the virtual spaces of the tensor network. For
fermionic tensor networks where the virtual spaces also
have a Z2 grading, it is only sensible to work with a
basis where the grading is explicit, and thus where P
takes the standard form 1De ⊕ 1Do before and after the
transformation. In particular, we require that Ai and
its gauge transformed version A′i = MAiM−1 are even
tensors with respect to the same P, so we have that
PMAiM−1P = MPAiPM−1 (B1)
This relation implies that
PM = MPX−1 , (B2)
where X is an invertible matrix in the center of the alge-
bra spanned by the tensors Ai.
If the graded algebra is of even type this implies that
PM = ±MP , (B3)
so the gauge transformation M has a well-defined par-
ity. Note that an odd invertible matrix M (which inter-
changes the even and the odd basis vectors of the virtual
space) can only exist if De = Do.
If Ai span an odd algebra then we have
PM = MP(α1+ βY )−1 , (B4)
with α 6= ±iβ. We split upM into its even and odd part,
M = Me +Mo, and obtain from the equation above
(1− α)Me = +βMoY (B5)
(1 + α)Mo = −βMeY (B6)
We first consider some special cases. If α = 1, then
the above equations imply that β = 0 and Mo = 0. If
α = −1, then β = 0 and Me = 0. So in both cases M
has a well-defined parity. We exclude α = ±1 and β = 0
in the following steps. From equations (B5) and (B6) we
find that
Me =
β
1− αMoY =
1 + α
β
MoY , (B7)
which implies that α2 + β2 = 1. We can now write M as
M = Mo
(
1±
√
1 + α
1− αY
)
≡MoX , (B8)
where X is invertible. Because X is in the center of the
odd algebra spanned by Ai, the gauge transformationMo
also relates A′i to Ai:
A′i = MoAiM−1o . (B9)
This shows that also in the case where Ai span an odd
algebra we can without loss of generality restrict to gauge
transformations that have a well-defined parity.
Appendix C: Majorana modes and
superconductivity
In this appendix we show that the structure of the ten-
sors in an odd algebra fMPS is incompatible with a U(1)
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charge conservation symmetry. This implies that Ma-
jorana edge modes can only appear in superconductors.
The local condition for the fMPS to be symmetric under
the global U(1) symmetry is
∑
j
U(θ)ijA
j = eipθ V (θ)AiV (θ)† , (C1)
with p ∈ Z. We also assume that the fMPS is irreducible.
If we write U(θ) = exp(iqθ) and V (θ) = exp(iQθ) and
take the derivative of the above equation with respect to
θ evaluated at θ = 0, then we get
∑
j
(q − p1)ij Aj = [Q,Ai] . (C2)
We continue to work in the basis for the local physical
Hilbert space in which q is diagonal. Because U(1) cor-
responds to charge conservation, q is of the form
q =

e1
. . .
er
o1
. . .
os

with r + s = d , (C3)
where d is the dimension of the local Hilbert space and
ei, the eigenvalues of states with even fermion parity, are
even integers, while oi are odd integers corresponding
to eigenstates with odd fermion parity. Without loss of
generality, we take Q to be an even matrix:
Q =
(
Q1 0
0 Q2
)
(C4)
We recall that the tensors of an odd algebra fMPS take
the form
(
Bi 0
0 Bi
)
if |i| = 0 (C5)(
0 Ci
−Ci 0
)
if |i| = 1 (C6)
From this we see that equation (C2) is equivalent to
[Q1, B
i] = [Q2, B
i] = (ei − p)Bi
{Q1, Ci} = {Q2, Ci}
Q1C
i − CiQ2 = (oi − p)Ci , (C7)
which implies that [Q1 − Q2, Bi] = {Q1 − Q2, Ci} =
0. However, because of the irreducibility of the fMPS
we know that products of Bi and Ci span a full D/2 ×
D/2 matrix algebra, where D is the bond dimension of
the fMPS. This allows us to conclude that Q1 = Q2.
Therefore, equations (C7) reduce to
[Q1, B
i] = (ei − p)Bi
[Q1, C
i] = (oi − p)Ci (C8)
We now work in the basis in which Q1 takes following
diagonal form
Q1 =

λe1
. . .
λet
λo1
. . .
λou

with t+u = D/2 ,
(C9)
where λei ∈ 2Z and λoi ∈ 2Z+1. In this basis, equations
(C8) can be written as
(λj − λk)Bijk = (ei − p)Bijk (C10)
(λj − λk)Cijk = (oi − p)Cijk (C11)
If p is even, this implies that the Bi are block diago-
nal and the Ci are block off-diagonal. If p is odd, then
the Bi are block off-diagonal and the Ci are block di-
agonal. The situations with p odd and p even clearly
become equivalent after blocking two tensors. However,
this structure of the Bi and Ci is in contradiction with
the irreducibility of the fMPS, which requires the even
subalgebra spanned by the fMPS matrices to be simple
(see section IVD). If the fMPS were not irreducible we
could write it as a sum of multiple irreducible fMPS, each
of which should have U(1) charge symmetry (because
U(1) is continuous and connected it cannot permute the
different irreducible fMPS), thus again leading to a con-
tradiction. This shows that fMPS with an odd algebra
structure cannot have charge conservation. Since fMPS
represent the ground state of gapped local Hamiltonians,
this does not exclude the possibility of having Majorana
edge modes in gapless systems with particle number con-
servation. Indeed, explicit examples of such systems have
been constructed in the literature [54–57].
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