A one-dimensional photochemical model for cloud-topped boundary layers is developed which includes detailed descriptions of gas-phase and aqueous-phase chemistry, and of the radiation field in and below cloud. 
INTRODUCTION
This paper describes an attempt to simulate the chemical evolution of the atmosphere over Bakersfield, California, during an extended wintertime stagnation episode with low stratus. We focus our attention on the oxidation of SO2 to sulfate, and on the concomitant production of acidity. The city of Bakersfield experiences severe sulfate pollution in winter; sulfate aerosol concentrations as high as 1600 neq m -3 (24-hour ave[age) have been measured [Duckworth and Crowe, 1979] . Bakersfield is located at the southern end of the San Joaquin Valley, in a region of major oil recovery operations which emit large amounts of SO2. The ventilation of the San Joaquin Valley is often restricted in the wintertime because of a strong subsidence inversion based a few hundred meters above the valley floor. Such high-inversion stagnation episodes can persist uninterrupted for a week or more and are usually accompanied by extensive fog or stratus [Holets and 
MODEL DESCRIPTION
The transport of pollutants is simulated with a one-dimensional dynamical model for the cloud-topped boundary layer. Gas-phase chemistry is modeled with the detailed photochemical smog mechanism of Lurmann et al. [ 1986] , and aqueous-phase chemistry is modeled with an updated version of the Jacob [1986] mechanism. The radiation intensifies in and below cloud are computed by solution to the equation of radiative transfer for a Miescattering plane-parallel atmosphere. Computation of gas-droplet transfer fluxes accounts for gas-phase, interfacial, and aqueousphase resistances to mass transport [Schwartz and Freiberg, 1981; Jacob, 1986] . In this section we discuss the original and casespecific components of the model. Detailed discussions of the gas-phase chemistry and gas-droplet transfer components can be found in the original references.
Many chemical species of importance to the simulation are rapidly exchanged between the gas phase, the .cloud droplets, and the below-cloud aerosol. To facilitate the presentation we make extensive use of a nomenclature based on oxidation states (Table  1) (JMWH). Such an entrainment velocity is within the range observed in stratus clouds . The air entrained into the boundary layer from the top is assumed to contain background pollutant concentrations, taken when available from measurements at mountain sites above the valley (Table 2) . Deposition velocities are fixed at 1 cm s -• for all oxidants (e.g., 03, NO2, PAN) and water-soluble gases (e.g., HNO3, NH3, SO2, RCOOH,
RCHO, ROOH), and at 0.1 cm s -• for (SO42-, NO•, S(IV)-, NHI)
aerosol . Other species (e.g., NO, alkanes, alkenes) are not removed by deposition. The model domain is a 40 km x 40 km region defined by the four National Acid Precipitation Assessment Program (NAPAP) grid boxes encompassing Bakersfield and the immediately surrounding area (Figure 1 ). The domain is assumed to be well mixed horizontally and not ventilated by advection. The assumption of horizontal mixing has some justification since horizontal transport in the valley during stagnation episodes is contributed mostly by small-scale eddies and katabatic flows near the mountain slopes, which are diffusive rather than advective on a 40-kin spatial scale [Reible, 1982] . The size of the model domain accounts for appropriate horizontal diffusion of pollutants emitted from the city of Bakersfield and from the oil fields immediately to the north; it excludes the town of Wasco where measured aerosol concentrations during the stagnation episode were significantly lower than at Bakersfield (JMWH). 
Aqueous-Phase Chemical Mechanism
Additions and modifications to the Jacob [ 1986] mechanism are listed in Table 3 [1986] mechanism because they play a negligible role in the model chemistry. The aqueous-phase chemistry of NO3 is also ignored in view of evidence that the solubility of NO 3 in water is low [Mozurkewich, 1986] .
Redox reactions of dissolved trace metals can play important roles in the oxidation of S(IV) and in the odd hydrogen budget . Our simulation of aqueous-phase transition metal chemistry draws heavily from the work of Graedel et al.
Fe(OH)3 is chemically inert. The fraction of precipitated Fe(III) is computed from the equilibria in Table 3 . Manganese(III) should be mainly present as the hydroxy complex Mn(OH) 2+, whose reactivity differs substantially from that of Mn •+ [Davies, 1969] . When available, reaction rate constants specific to Mn(OH) 2+ are used in the mechanism.
Oxidation of S(IV) by Fe(III) and Mn(II) can be an important source of S(VI) at the concentration and pH ranges found in clouds . By comparison, oxidation by Cu(II) is negligibly slow at pH < 7 [Conklin and Hoffmann, 1988b] The choice of mechanism for the S(IV) + Fe(III) reaction has two important implications for computing S(VI) production rates. First, the sulfate yield differs depending on the mechanism. Second, the radical mechanism reduces Fe(III) while the nonradical mechanism does not. If the radical mechanism is correct, then Fe(II) must be reoxidized by a separate route in order to sustain the S(IV) + Fe(III) reaction. In the standard simulation we assume that both the S(IV) + Fe(III) and the S(IV) + Mn(II) reactions follow the nonradical mechanism. A sensitivity calculation will be conducted using the radical mechanism. Gas-droplet transfer fluxes are computed for a monodisperse cloud with droplet radius of 10 gm, and mass accommodation coefficients he = 0.1 for all soluble species. The assumption of he = 0.1 yields accurate fluxes as long as the actual value of he ranges between 0.05 and 1 [Jacob, 1986] . Recent measurements indicate that mass accomodation coefficients of highly soluble species fall within this range, namely, heso2 = 0.11 and heH202 = 0.18 on clean water droplets [Worsnop et al., 1989 ], heHO2 > 0.2 on aqueous (NHn)2SOn aerosol [Mozurkewich et al., 1987] , and heOH = 1 on ice and H2SOn surfaces [Gershenzon et al., 1986] . Accommodation coefficients for less soluble species such as 03 may be much lower [Tang and Lee, 1987] , but these species equilibrate rapidly between the gas and droplet phases so accurate computation of transfer fluxes is less important [Chameides, 1984; •988].
Radiation Field
Calculation of photolysis rates requires solution to the equation of radiative transfer for an atmosphere containing a cloud layer. Most previous photochemical models have avoided this difficulty by assuming arbitrary correction factors which were applied to the clear-sky photolysis rate constants [Chameides and Davis, 1982; Graedel and Goldberg, 1983; Schwartz, 1984; Jacob, 1986; McElroy, 1986a; Graedel et al., 1986] . One exception is Chang et al. [1987] , who computed the radiation field in the cloudy atmosphere using the delta-Eddington approximation [Joseph et al., 1976] . We present here a more comprehensive method of solving for the radiation field in an inhomogeneous, Mie-scattering, plane-parallel atmosphere (simulating a stratus cloud). The technique is based on the multi-stream method of Feautrier [1964] Read 2.7(3) as 2.7x103. Reaction rates are first-order in each of the species on the left-hand of the reaction equation, to the exclusion of other species. Species above the reaction sign are reactants which do not enter into the rate expression, generally because they are involved in a non limiting step of the overall reaction. Estimated values are flagged with an asterisk. Unknown activation energies are estimated as described by Jacob (1986). Read 2. (7) • The value for GLYXA+OH is assumed. (Table 2) . A matching concentration of a chemically inert cation, e.g., Na +, is assumed. The species CI-, C1, and CI• are not transported separately in the model because (1) they are in rapid equilibrium with each other and (2) the contributions of C1 and CI• to total chlorine are small.
• Derived from Olson and Hoffmann [1988a] data for GMBS + HSO• = GBDS (K=1.45x104 M) and GDBS + OH---> GMBS

Ammonium-S(IV) aerosol is formed in the model by evaporation of cloud droplets containing HMS, HAMS, GMBS, and GDBS. The assumption that S(IV)-carbonyl ammonium salts
Computational Procedure
The results presented below are from 72-hour simulations beginning on January 3, 1984 at 0000 local time, which is defined as the onset of the stagnation episode. Initial concentrations (Table  2) 
ni,i+• (t) = ni,i+i (t) + n:,i+• (t) (3b)
The system of coupled equations (2) for M1 species and layers is integrated using an implicit finite difference method [Richtmeyer, 1957] , with time steps of 15 min in the daytime and 1 hour at night. Radiation intensities are recalculated at 30-rrdn intervals. We established in test simulations that these time steps are sufficiently small to ensure stable and accurate solutions. 
Odd Hydrogen Chemistry
We show in Figure 10 the vertical distributions of gas-phase OH, HO2, and HNO4 concentrations at noon on model day 3. The OH concentrations are comparable to the clean air value computed by Logan eta/. [1981] for that latitude and season, but the HO2 concentrations are 2 orders of magnitude lower because of the high NO levels. The most abundant odd hydrogen species is HNO4, whose formation is favored by the combination of high NO•, levels and low temperatures. In cloud, HNO• is scavenged and decomposes to HNO2 and 02 in the aqueous phase [Park and Lee, 1987] . This aqueous-phase sink is faster than gas-phase thermal decomposition so that HNO• concentrations are a factor of 3 lower in the cloud than below. By contrast, OH and HO 2 concentrations are higher in the cloud because of the stronger radiation intensifies (which enhance odd hydrogen production). Figure 11 summarizes the cycling of odd hydrogen species in the cloud. We find that scavenging by cloud droplets contributes only a minor sink to the budgets of gas-phase OH and HO2. This We conducted a sensitivity calculation in which the radical mechanism for the S(IV) + Fe(III) reaction was assumed, i.e., Figure 15 . The concentrations of S(VI) are much lower than with the nonradical mechanism; by contrast, S(IV) accumulates to high levels. The S(IV) + Fe(III) reaction by the radical mechanism is the main sink for Fe(III), and is therefore selfinhibiting because of Fe(III) depletion (Figure 14b) . The rate of the S(IV) + Fe(III) reaction is limited by the rate of Fe(II) oxidation, which is slow due to the scarcity of radical oxidants. At night the production of S(VI) is insignificant, so that cloud water pH is maintained at a relatively high level (-5.0) which allows efficient production of HMS. After 3 model days, HMS contributes 70% of total aerosol sulfur (in equivalent units).
stoichiometry (R1) was replaced by stoichiometry (R2) in the chemistry code. The simulated S(IV) and S(VI) concentrations are shown in
Although the nonradical and radical mechanisms predict very different S(VI) concentrations, one cannot discriminate between the two on the basis of S(VI) aerosol concentration measurements, because S(IV) was not preserved in the aerosol samples and therefore could have been oxidized to S(VI) during the interval between sample collection and analysis. A more reliable diagnostic is the measured S(IV)/S(VI) equivalent ratio in cloud water, since S(IV) was preserved in cloud water samples immediately upon collection (JMWH). The measured S(IV)/S(VI) ratios in the stratus clouds sampled at McKittrick were always less than 0.2, and in Bakersfield fog water they were less than 0.5 in 80% of the samples [Jacob, 1985] . These observations lend support to the non-radical mechanism.
S(IV) + OH
Aqueous-phase oxidation of S(IV) by OH initiates a chain reaction propagated by reactions of S(IV) with the radicals SO•, SO•, and CI• [McElroy, 1986b]. A major uncertainty in assessing the chain length under atmospheric conditions is that the reactivity of HMS with the radical intermediates is unknown. We have assumed here that the S(IV)-carbonyl adducts do not react with SO•, SO•, or CI•, so that only HSO• is involved in chain propagation.
The main steps of the reaction sequence, and their rates, are listed in Table 5 It appears from Table 6 Concentrations are in units of neq m -3.
' Expected value + uncertainty; the uncertainty on the measured value of (ALK) is large because the individual uncertainties on the measurements of (S(VI)), (N(V)), and (N(-III)) are compounded (see JMWH).
b As compared to 30% in the standard simulation. 
Cloud Water pH
The cloud water pH at night is controlled by a balance between the reaction S(IV) + Fe(III) (which is the main source of acidity) and NH3 emission. Because the rate of the S(IV) + Fe(III) reaction is strongly dependent on cloud water pH, a steady state pH is approached where the rate of acid production equals the rate of NH 3 emission. An approximate analytical expression for this steady state can be obtained using a simplified box model with the following assumptions: (1) the cloud is of uniform composition, (2) transport within the boundary layer is rapid, and (3) SO2 levels are controlled by emission and deposition. The balance between 
Vd [ The lower pH values in the daytime than at night are due to additional acid input from the photochemical gas-phase reactions NOz + OH and SOz + OH. We plot in Figure 18 the gas-phase acid production rate integrated over the depth of the boundary layer, in the standard simulation, as a function of time of day; the diurnal variation of this rate essentially follows that of the OH concentration. As long as NH3 emissions (superimposed on Figure 18 for comparison) exceed the gas-phase acid production rate, the cloud water pH can still be described approximately by a steady state between the reaction S(IV) + Fe(III) and the available excess NH3. This steady state pH decreases as the morning progresses and NH3 is increasingly depleted by the growing acid input. Eventually at midday the gas-phase acid production rate exceeds the rate of NH3 emissions, and acidity accumulates in the boundary layer, causing a rapid pH drop, particularly in the bottom portion of the cloud where the liquid water content is lowest (Figure 9 ). This regime of excess acid production is maintained only for about 2 hours, until 1330 local time; at that time the cloud water pH has reached its minimum value and begins to rise again in response to the excess input of NH3. By late afternoon the cloud water pH is back at a value approaching the nighttime steady state.
From the above discussion it appears that extremely high acidities in the Bakersfield atmosphere may be attained only during the daytime hours when gas-phase acid production by the reactions NO2 + OH and SO2 + OH exceeds NH3 emissions. The cloud water acidities predicted by the model in the daytime are more sensitive to model conditions than at night, as shown in Table 6 ; changes in emissions of NH3, SO2, or NO,, directly alter the magnitude of the excess acidity and thus have a strong effect on cloud water pH. Variations in cloud liquid water content also affect pH in the daytime by changing the amount of water into which the excess acidity is dissolved. The radiation field plays an important role in determining the daytime acid production rates because the OH concentrations scale almost linearly to the radiation intensifies. Accurate representation of the radiation field in and below cloud is therefore a critical element in the simulation of acid production in polluted cloudy boundary layers.
CONCLUSIONS
We have developed a detailed photochemical model which simulates successfully the main features of the chemical evolution observed during a wintertime stagnation episode with low stratus in Bakersfield, California. A remarkable feature of the observations is the close balance maintained at all times between total atmospheric concentrations of acids and bases. We argue that this balance is evidence that the production of H2SO4 (the principal contributor to the acidity) proceeds by an aqueous-phase SO2 oxidation mechanism whose rate is inversely dependent on droplet acidity. The only mechanism in the model that provides a source of sulfate consistent with the observed sulfate accumulation pat- The inverse dependence of aqueous-phase SO 2 oxidation on cloud water acidity implies that sulfate production in the Bakersfield atmosphere (and in similar highly polluted environments) should be largely independent of SO2 emissions and increase linearly with NH3 emissions. Extremely high cloud water acidities (pH < 3) are unlikely to occur in such environments as a result of aqueous-phase SO2 oxidation. High acidities may, however, be attained by other mechanisms, e.g., photochemical gas-phase acid production by the reactions NO2 + OH and SO2 + OH. The factor Qex is approximately 2 for the combination of droplet sizes and wavelengths considered here and does not vary much over the wavelength range 300-600 nm, as shown in Table A1 . The single scattering albedo co describes which fraction of extinction events results in scattering rather than absorption. For the visible wavelengths, water does not absorb significantly, less than 1 event in 10s; and thus co may be approximated as unity for clouds of modest optical depth.
tern is the S(IV) + Fe(III) reaction, assuming that this reaction proceeds by a non radical mechanism in which Fe(III) acts as a catalyst for the autoxidation of S(IV). A radical mechanism for the S(IV) + Fe(III) reaction with Fe(ii) and SO• as immediate products is found to quench S(IV) oxidation because of depletion of
The phase function P(cos0) defines the probability that scattered light will be deflected by an angle 0 from its incident direction. The value of P is normalized such that integration over all solid angles (4n sr) is unity. Table A1 ). Thus the cloud in the Bakersfield simulation has a renofinalized extinction optical depth tex* equal to approximately 2 rather than 4. In the following we assume that all optical parameters have been renormalized and drop the asterisk notation.
A4. Solution of the Equation of Radiative Transfer
We present in this paper a new method of solving for anisotropic scattering by separating the even and odd parts of the radiation field and by solving the pair of differential equations that couple them. The equation of radiative transfer is solved for all orders of scattering in its integro differential form [Chandrasekhar, 1960] 
We solve for j(x,it) and h0:,it) at a discrete set of angle points (itk, k=l,K) and over a discrete grid of optical depth (xi, i=I,N). The set of angle points are chosen to be the Gaussian quadrature points (itk) with associated weights (al) over the interval 0 < It < 1. Then the integrals over the cosine of the zenith angle in equations (A20) and (A21) are approximated by Gaussian quadrature, e.g., The NKxNK system of linear equations is efficiently solved as a block tri-digonal system of equations with KxK blocks [Feautrier, 1964] . Results from the forward pass through the system can be saved and used to recompute the solution for a different right-hand side at negligible increase in computation (i.e., different solar zen- Table A1 and the ground reflectivity is assumed to be 0.1 (LambertJan). Ozone absorption is included at 310 nm and determines the strong falloff with zenith angle at this wavelength.
