We consider a stationary regularly varying time series which can be expressed as a function of a geometrically ergodic Markov chain. We obtain practical conditions for the weak convergence of weighted versions of the multivariate tail empirical process. These conditions include the so-called geometric drift or Foster-Lyapunov condition and can be easily checked for most usual time series models with a Markovian structure. We illustrate these conditions on several models and statistical applications.
Introduction
Let {X j , j ∈ Z} be a stationary, regularly varying univariate time series with marginal distribution function F and tail index α. This means that for each integer h ≥ 0, there exists a non zero Radon measure ν 0,h onR h+1 \ {0} such that ν 0,h (R h+1 \ R h+1 ) = 0 and lim t→∞ P((X 0 , . . . , X h ) ∈ tA) P(X 0 > t) = ν 0,h (A) , for all relatively compact sets A ∈R h+1 \ {0}h + 1 satisfying ν 0,h (∂A) = 0. The measure ν 0,h , called the exponent measure of (X 0 , . . . , X h ), is homogeneous with index −α, i.e. ν 0,h (tA) = t −α ν 0,h (A). This definition implies that ν 0,h ((1, ∞) × R h ) = 1. The purpose of this paper is to investigate statistical tools appropriate for the estimation of extremal quantities which can be derived from these exponent measures. The most important tool is the tail empirical process which we define now.
Let X i,j , i ≤ j, denote the vector (X i , . . . , X j ). Let {u n } be an increasing sequence such that lim n→∞F (u n ) = lim n→∞ 1 nF (u n ) = 0 .
We define the (upper quadrant) tail empirical distribution (TED) functionM n bỹ
In statistical applications, it is often useful to consider a weighted version of the tail empirical process (TEP). For a measurable function ψ defined on R h+1 , define, for v ∈ (0, ∞),M 
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The investigation of the asymptotic behaviour of M n has a long and well known story and no longer necessitates any justification. See [Roo09] for references in the i.i.d. and weakly dependent univariate case. Naturally, when dealing with weakly dependent time series, some form of mixing conition is needed. The most convenient is absolute regularity or β-mixing, which allows to easily apply the blocking method. Many but not all time series models can be β-mixing under not too stringent conditions such as innovations with an absolutely continuous distribution. Notable exceptions come from integer valued time series or more generally, time series with a discrete valued input. It also excludes all long memory times series which require ad-hoc methods. See e.g. [KS11] . It is not the purpose of this paper to discuss these models.
In standard statistical problems, the β-mixing condition with a certain rate and moment conditions suffice to derive asymptotic distributions. But in extreme value theory for dependent data, further conditions are necessary. The most important one is the so-called anticlustering condition, introduced by [Smi92] as a sufficient condition for the extremal index of a time series to be positive. In the univariate case, it reads lim m→∞ lim sup n→∞ rn j=m P(X 0 > u n , X j > u n ) P(X 0 > u n ) = 0 , (
where r n is an increasing sequence such that r n P(X > u n ) → 0. Unfortunately, (1.3) is not implied by any temporal weak dependence condition, and is notably difficult to check. It has been checked in the literature by ad-hoc methods for several models. We refer to [Roo09] for examples and further references. See also Section 3. Needless to say, only the simplest models have been investigated, and more complex time series such as threshold models remain to be studied in an extreme value context. In the case of Markov chains, or functions of Markov chains, it was first (implicitly) proved by [RRSS06] that the so-called Foster-Lyapunov or geometric drift condition implies the anticlustering condition (1.3). It was later used by [MW13] to obtain large deviations and weak convergence to stable laws for heavy tailed functions of Markov chains. Let us mention, though we will not use this property here that the drift condition can also be used to check the asymptotic negligibility of small jumps in the case 1 ≤ α < 2. It is well-known from the theory of Markov chains that this drift condition and irreducibility together imply β-mixing with geometric decay of the β-mixing coefficients. This in turn allows to applying the blocking technique, without any significant restriction on the number of order statistics involved in the definition of the extreme value statistics.
The main purpose of this paper is to show that the geometric drift condition can be used to prove weighted versions of the anticlustering condition, and ultimately to prove functional central limit theorems for the weighted, multivariate versions of the tail empirical process introduced above. We only consider finite dimensional tail empirical processes, that is, we do not study the full theory of cluster functionals developed in a general context by [DR10] . Such a theory is beyond the scope of the present paper. Still, our main result provides a tool for the investigation of extreme value statistics of all the time series which can be expressed as functions of irreducible, geometrically ergodic Markov chains.
The paper is organized as follows. In Section 2 we state our assumptions, including the geometric drift condition, and main result on weak convergence of the weighted tail empirical process of a function of a geometrically ergodic Markov chain. In Section 3, we illustrate the efficiency of our assumptions by studying two models, and also provide a counterexample which shows that geometric ergodicity, if not necessary, cannot be easily dispensed with. In Section 4, we illustrate our main theorem with some standard and lessstandard statistical applications. The proof of the main result is in Section 5. The most important (and original) ingredient is, as already mentioned, to prove that the geometric drift condition implies a weighted anticlustering condition. This anticlustering condition (and the other assumptions) allow to apply the very general results of [DR10] .
Weak convergence of the tail empirical process
Our context is a slight extension of the one in [MW13] . We now assume that {X j , j ∈ N} is a function of a stationary Markov chain {Y j , j ∈ N}, defined on a probability space (Ω, F , P), with values in a measurable space (E, E). That is, there exists a measurable real valued function g such that X j = g(Y j ).
Assumption 1.
• The Markov chain {Y j , j ∈ Z} is strictly stationary under P.
• The sequence {X j , j ∈ Z} defined by X j = g(Y j ) is regularly varying with tail index α > 0.
• There exist a measurable function V : E → [1, ∞), γ ∈ (0, 1), x 0 ≥ 1 and b > 0 such that for all y ∈ E,
• There exist an integer m ≥ 1 and for all x ≥ x 0 , there exists a probability measure ν on (E, E) and ǫ > 0 such that, for all y ∈ {V ≤ x} and all measurable sets B ∈ E,
• There exist q ∈ (0, α/2) and a constant c such that
We will comment on these conditions in Section 2.1. We define formally the limiting covariances whose existence will be guaranteed by the assumptions of the theorem. In order to avoid trivialities, we assume that
Theorem 2.1. Let 1 hold and assume moreover that there exists η > 0 such that
Let s 0 > 0 be fixed.
• The process M ψ n converges weakly in ℓ ∞ ([s 0 1, ∞)) to a centered Gaussian process M ψ with covariance function C ψ defined in (2.5).
• If ψ : R h+1 → R is such that
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n converges weakly to a centered Gaussian process M ψ with covariance function C ψ defined in (2.6).
Comments
(C1) Under 1, it is well known that the chain {Y j } is irreducible and geometrically ergodic. This implies that the chain {Y j } and the sequence {X j } are β-mixing and there exists c > 1 such that β n = O(e −cn ); see [Bra05, Theorem 3.7] . This is a very strong requirement, however, it is satisfied by many usual time series models, under standard conditions. See Section 3. Moreover, the geometric drift condition has the following consequences.
• Let the stationary distribution of the chain {Y j } be denoted by π. Then the drift condition implies that π(V ) < ∞.
• It was proved in [MW13] 
It holds for instance if Y 0 takes values in R d , is regularly varying with index α and
In order to prove Theorem 2.1, we will use a weighted form of the classical anticlustering condition mentioned above. Precisely, for sequences {u n } and {r n }, we will say that Condition S(u n , r n , ψ) holds if for every pair v, w ∈ (0, ∞),
In Lemma 5.3, we will prove that 1 and condition (2.8) on the function ψ imply this weighted anti-clustering condition. The proof of this result is rather straightforward but lengthy and we postpone it to Section 5. Here, to illustrate it, we prove that S(u n , r n , ψ) implies that the series in (2.6) is summable.
Lemma 2.2. Assume that the sequence {X j } is regularly varying. Assume moreover that (2.8) and S(u n , r n , ψ) hold, then, for all v, w ∈ (0, ∞), the series
Proof. Fix positive integers R > L ≥ 1 and set
Then, by regular variation, (2.8) and since 2q < α,
This yields that for every ǫ > 0, for large enough L and all R ≥ L, 
Two models and a counterexample
The convergence of the tail empirical process has been considered in the literature under mixing assumptions and additional conditions which have been checked for a few specific models such as solutions of stochastic recurrence equations (including GARCH processes) and linear processes. See e.g. [Dre00] , [Dre03] and [DM09] . Our main result provides a simple condition for functions of geometrically ergodic Markov chains which include many usual time series models. In the following two subsections, we will prove that the assumptions of Theorem 2.1 hold (and are easily checked) for two models which have not been considered (or not fully investigated) in the earlier literature. In Section 3.3, we will illustrate on a counterexample the fact that the geomtric drift condition, though not necessary, cannot be innocuously dispensed with.
AR(p) with regularly varying innovations
Convergence of the tail empirical processes of exceedances for infinite order moving averages has been obtained in the case of finite variance innovation; for infinite variance innovations it was proved only in the case of an AR(1) process in [Dre03] . We next show that 1 holds for general causal invertible AR(p) models.
Corollary 3.1. Assume that {X j , j ∈ Z} is an AR(p) model
that satisfies the following conditions:
• the innovations {ε j , j ∈ Z} are i.i.d. and regularly varying with index α;
• the innovations have a density f ε not vanishing in a neighbourhood of zero;
• the spectral radius of the matrix
is smaller than 1.
•
Then 1 holds.
Proof. The AR(p) process can be embedded into an R p -valued vector-autoregressive Markov chain
Since the spectral radius of Σ is smaller than 1, the stationary solution to (3.1) exists and is given by
Since the innovation {ε j } is regularly varying, the chain {Y j } is also regularly varying with index α. The AR(p) process is recovered by taking X j = g(Y j ) with g(y) = g(y 1 , . . . , y p ) = y 1 and {X j , j ∈ Z} is also regularly varying. Hence, the first two items of Assumption 1 are fulfilled. Due to the assumption on the innovations density, the chain is an irreducible and aperiodic T -chain (see e.g. [FT85] ). Thus, by [MT09, Theorem 6.0.1], all compact sets are small sets.
We now check the drift condition (2.1). Let λ be the spectral radius of the matrix Σ. Fix ǫ such that γ = λ + ǫ < 1. Then there exists a norm · Σ on R p such that the matrix norm of Σ with respect to this norm is at most γ, that is q ≤ x q + y q . If q > 1, then for every η ∈ (0, 1), there exists a constant C q such that for all x, y ≥ 0,
and c q = (1 + η) and C q as above if q > 1. This yields
where λ q = c q γ q is smaller than 1 if q ≤ 1 or can be made smaller than 1 by choosing an appropriately small η if q > 1 and
Since all compact sets are small, this yields (2.1). Furthermore, |g(y)| q ≤ cV q (y) and by regular variation,
Hence, Assumption 1 holds for all q < α. Conditions (2.3) and (2.4) hold, see Comment (C2).
Threshold ARCH
Corollary 3.2. Let ξ ∈ R. Assume that {X j } is T-ARCH model
• the innovations have a density f Z not vanishing in a neighbourhood of zero and bounded;
• the Lyapunov exponent
where p = P(Z 1 < 0), is strictly negative;
Proof. Under the stated conditions, the Markov chain {X j } is an irreducible and aperiodic T -chain; see [Cli07] . Since the Lyapunov exponent is negative, [Cli07, Theorem 2.2] implies that the stationary distribution exists and the chain is geometrically ergodic. The stationary distribution is regularly varying and the index of regular variation of X 1 is obtained by solving
see again [Cli07] . To check the drift condition, let q < α. Set V (x) = 1 + |x| q . Using (3.2) we have
Finally, since we have here V (x) = 1 + |x| q , Condition (2.4) holds by regular variation.
A Counterexample
The geometric drift condition is not a necessary condition for the conclusions of Theorem 2.1 to hold, but when it does not hold, it is easy to build counterexamples of non geometrically ergodic Markov chains which exhibit a highly non standard behaviour of their tail empirical process.
Let {Z j , j ∈ Z} be a sequence of i.i.d. positive integer valued random variables with regularly varying right tail with index β > 1. Define the Markov chain {X j , j ≥ 0} by the following recursion:
Since β > 1, the chain admits a stationary distribution π on N given by
To avoid confusion, we will denote the distributions functions of Z 0 and X 0 (when the initial distribution is π) by F Z and F X , respectively. The tailF X of the stationary distribution is then regularly varying with index α = β − 1, since it is given bȳ
Assuming for simplicity that P(Z 0 = n) > 0 for all n ≥ 1, this chain is irreducible and aperiodic and the state 1 is a recurrent atom. The distribution of the return time τ 1 to the atom 1, when the chains starts from 1 is the distribution of Z 0 . Hence the chain is not geometrically ergodic since under the assumption on
Moreover, the extremal index of the chain is 0, by an application of [Roo88, Theorem 3.2 and Eq. 4.2].
Let {u n } be a scaling sequence and define the usual univariate tail empirical distribution function byT
and T n (s) = E|T n (s)] =F X (u n s)/F X (u n ). Let {a n } be a scaling sequence such that lim n→∞ nP(Z 0 > a n ) = 1. Proposition 3.3.
• If lim n→∞ nF Z (u n ) = 0, then lim n→∞ P(T n (s) = 0) = 0.
• If β ∈ (1, 2) and lim n→∞ nF Z (u n ) = ∞, then there exists a β-stable random variable Λ such that for every s > 0, a
Remark 3.4.
• In the standard situation (for example, under the geometric drift condition), a non degenerate limit is expected if
it may happen simultaneously that nF X (u n ) → ∞ and nF Z (u n ) → 0. The appropriate threshold is determined by the distribution of Z 0 and not by the stationary distribution of the chain.
• In the case 1 < β < 2, a −1 n nF X (u n ) =F X (u n )/F X (a n ) → ∞, thus the tail empirical distribution is consistent, but since the limiting distribution of the TEP does not depend on s, it might be useless for inference.
Statistical applications
In statistical applications the presence of the sequence {u n } is not desirable. Let k be an intermediate sequence and let the sequence {u n } be defined by u n = F ← (1−k/n) where F ← is the left continuous generalized inverse of F . If F is continuous, then k = nF (u n ). Given a sample X 1 , . . . , X n , let X n:1 , . . . , X n:n be the increasing order statistics of the sample. In statistical applications, the sequence u n is replaced by X n:n−k , the k + 1 largest observation in the sample. In this section, we will give the asymptotic covariances in terms of the tail process {Y j , j ∈ Z} or spectral tail process {Θ j , j ∈ Z}, introduced by [BS09] . The regular variation of the time series {X j , j ∈ Z} is equivalent to the existence of these processes defined as follows:
Then |Y 0 | is a standard Pareto random variable with tail index α, independent of the sequence {Θ j , j ∈ Z}. The tail process provides in some cases convenient expressions of the asymptotic limits of the estimates, though in any case, these variances must be estimated.
Bias issues. When studying estimators, a bias term appears. In extreme value statistics, dealing with the bias means being able to make a suitable choice of the number k of order statistics that are used. Such a choice is always theoretically possible (see conditions (4.4), (4.14) and (4.8) below). The practical issue of a data-driven choice of k is not adressed here.
Convergence of order statistics
Consider the univariate TED and the univariate TEP
By Theorem 2.1, G n converges weakly to the Gaussian process G defined by 
Moreover, the convergence holds jointly with that of M ψ n to M ψ for any function ψ satisfying the assumption of Theorem 2.1.
The proof is a standard application of Theorem 2.1 and Vervaat's Lemma and is omitted (see e.g. [Roo09] ; [KS11] .) The autocovariance function C of the process G is given by (2.5):
In the language of [DM09] , the sequence of coefficients {c j } is the extremogram of {X j } related to the sets (v, ∞), (w, ∞). Using the tail process {Y j } or the spectral tail process {Θ j }, the coefficient c j can be represented as
This yields
In particular, if the sequence {X j } is extremally independent, which means that all the exponent measures ν 0,j are concentrated on the axes, then Θ j = 0 for j = 0 and the limiting distribution in (4.5) is normal with mean zero and variance α −2 .
Counterexample, continued. We now investigate the order statistics for the counterexample of Section 3.3. Consider the case β > 2 and lim n→∞ nF Z (u n ) = ∞. An application of Vervaat's Lemma (see the argument in [Roo09] or [KS11] ) yields
whereT n , T n are defined in (4.1), and T (s) = s −α , whith α = β − 1, the tail index of the stationary distribution. A Taylor expansion yields
Under suitable regularity conditions which ensure that T ′ n converges uniformly in the neighbourhood of 1, we have
(1) or equivalently,
(1) .
The limiting distribution is normal with variance 2α
n X n:n−j converges weakly to one single Fréchet distribution with tail index β.
Hill estimator
The classical Hill estimator of γ = 1/α is defined aŝ
log + X n:n−j+1 X n:n−k .
Under the conditions ensuring that X n:n−k /u n → P = 1, the order statistics appearing in the definitoin of the estimator are all positive with probability tending to 1, thus the estimator is well defined. 1 + 2
This result provides the asymptotic normality of the Hill estimator for all irreducible Markov chains that satisfy the geometric drift condition. The proof is again a standard application of Theorem 2.1 and is omitted. The expression for the limiting variance is justified in Section 5.5. In the case of an extremally independent time series where Θ j = 0 for j = 0, the variance is simply α −2 as in the case of an i.i.d. sequence.
Estimation of the extremal index
Set A h = {x 0 ∨ · · · ∨ x h > 1} and consider
By conditioning on the last index j ≤ h such that X j > x, we can express this limit in terms of the spectral tail process:
It has been proved in [BS09] that the anticlustering condition (1.3) implies that the righttail extremal index θ + of the sequence {X i } is positive, and moreover,
Since the drift condition (2.1) implies the anticlustering condition, we obtain
Then a natural estimator of θ + (h) can be defined bŷ
This yields, applying the homogeneity of the measure ν 0,h ,
In order to prove the convergence, we need an additional condition to deal with the bias term in (4.7b). For s > 0, define
Since the function s → P(X 0 ∨ · · · ∨ X h > u n s)/F (u n ) is monotone and its limit is continuous, the convergence is also uniform on [s 0 , ∞] for every s 0 > 0. Therefore, we assume that the intermediate sequence k is chosen in such a way that 
Proof. Since the present assumptions subsume those of Corollary 4.1, X n:n−k /u n p → 1 and
, and the convergence holds jointly. Condition (4.8) implies that the bias term in (4.7b) is asymptotically vanishing. The result follows.
Note that we are not estimating the extremal index, but only the quantity θ + (h) which converges to it as h → ∞. Therefore, it is not devoid of interest; and for practical purposes, h is necessarily finite. Moreover, we can improve on this approximation. Since
is closer to its limit θ + (as h → ∞) than its Cesaro mean. Therefore, it is probably a better idea to estimate this quantity rather than θ + (h). This is indeed the case for certain models, as noted by [Hsi93, Example C]. Since by definitioñ
an estimator ofθ + (h) is defined bỹ
This estimator was considered by [Hsi93] under ad-hoc summabiliy assumption for the covariances of the indicators in the definition of the estimator which is implied by the anticlustering condition, hence by the drift condition. It can be similarly proved that under suitable bias conditions on k, √ k(θ n (h) − θ + (h)) converges weakly to a centered Gaussian distribution which can be expressed as M h (1, . . . , 1, ∞) − {hθ + (h) − (h − 1)θ + (h − 1)}G(1).
Estimation of the cluster index
In a very similar way, with maxima replaced by sums, we can obtain the limiting distribution for an estimator of the cluster index. For A h = {x 0 + · · · + x h > 1} we consider
It is shown in [MW14] that the drift condition (2.1) implies that
In order to prove the convergence, we need an additional condition. For s > 0, define
We assume that the intermediate sequence k is chosen in such a way that The proof is similar to the proof of Corollary 4.3 and is omitted.
Conditional tail expectation
If the tail index of the time series {X j } is α > 1, then the following limit exists:
The quantity above is the conditional tail expectation and when h = 0 it is being used (under the name expected shortfall) as a risk measure, a coherent alternative to the popular value-at-risk. In the case of bivariate i.i.d. vectors with the same distribution as (X, Y ), statistical procedures for estimating
, were developed in [CEdHZ15] . The limit (4.10) yields the approximation
If p ≈ 1/n, this becomes an extrapolation problem, related to the estimation of extreme quantiles. ifα n is an estimator of the right tail index α of the marginal distribution, then an estimator of the quantile of order p is given by
The rationale for this estimator is the approximation
and the convergence X n:n−k /F
We will focus here on the asymptotic distribution ofĈ n (h) − CTE(h) suitably normalized. The application to the limiting distribution of
straightforward, given additional ad-hoc bias assumptions. Definê
(4.12) Regular variation and α > 1 imply
We shall assume that
If (4.4) holds then we can apply Corollary 4.1. In particular, X n:n−k /u n p → 1. As usual, the term in (4.15b) is a bias term which vanishes thanks to (4.14). If α > 2, applying Theorem 2.1, the term in (4.15a) has a Gaussian limit which can be expressed as M ψ h (1) with ψ(x) = x. The last terms converges to −α −1 (α + 1)G(1).
Corollary 4.5. Under the assumptions of Theorem 2.1 and if moreover (4.4) and (4.14) hold,
Proofs
5.1 Proof of Condition S(u n , r n , ψ)
As mentioned in Section 2.1, the main ingredient of the proof is Condition S(u n , r n , ψ). In order to prove that it is implied by the drift condition (2.1), we recall some consequences of the geometric drift condition. Under condition (2.2), the chain {Y j } can be embedded into an extended Markov chain {(Y j , B j )} such that the latter chain possesses an atom A, that isP (s, ·) =P (t, ·) for every s, t ∈ A, whereP is the transition kernel of the extended chain. This existence is due to the Nummelin splitting technique (see [MT09, Chapter 5 
]).
Denote by E A the expectation conditionally to (Y 0 , B 0 ) ∈ A and let τ A be the first return time to A of the chain {(Y j , B j ), j ≥ 0}. Note that τ A is a stopping time with restect to the extended chain, but not with respect to the chain {Y j }. We assume that the extended chain is defined on the orginal probability space (Ω, F , P) and that the extended chain is stationary under P. Then, there exist κ > 1 and a constant ℵ such that for all y ∈ E,
By Jensen's inequality, this implies that for all q 1 ≤ q, there exists κ 1 ∈ (1, κ) such that 
Since V ≥ 1, the inequality (5.1) integrated with respect to the stationary distribution implies that E[κ τ A ] < ∞. For q ≥ 0 and 0 < s < t ≤ ∞ define
and Q n (s, t) = Q n (s) − Q n (t).
Lemma 5.1. Let 1 holds. For every s 0 > 0, there exists a constant ℵ such that for
Proof. Let the left hand side of (5.4) be denoted by S n (s, t). Splitting the expectation between {|X h | ≤ u n } and {|X h | > u n } yields
Applying the bound (5.2) and Jensen's inequality (since q 2 ≤ q), we obtain
By the Markov property and the bound (5.2) (and noting that q 2 ≤ q − q 1 ), we obtain
Iterating the drift condition (2.1) (and since V ≥ 1), we obtain that
Lemma 5.2. If 1 holds, r nF (u n ) = o(1), and q 1 + q 2 ≤ q < α, then
Proof. Let the left handside of (5.5) be denoted R n . Then, by the strong Markov property,
By classical regenerative arguments, Kac's formula (5.3) and regular variation, we obtain as n → ∞,
This yields, applying again the drift condition, Condition (2.4) and Jensen's inequailty,
Lemma 5.3. Let 1 and (2.8) hold and r nF (u n ) = o(1). Then Condition S(u n , r n , ψ) holds.
Proof. By assumption (2.8), and for every v, w ∈ (0, ∞), there exists ǫ > 0 such that for j ≥ h,
For all i, i ′ , we can write
Thus, we can restrict the sum in (5.6) to the set of indices (i 1 , i 2 , i 3 , i 4 ) such that i 1 = i 2 and i 3 = i 4 and since h is fixed, there is no loss of generality in restricting further to the cases i 1 = i 2 = i 3 = i 4 = 0. For an integer L > 0, splitting the sum at τ A and applying Lemmas 5.1 and 5.2, we obtain, with q 1 + q 2 ≤ q,
This proves that S(u n , r n , ψ) holds since Q n is asymptotically locally uniformly bounded by (2.4).
Adapting Drees and Rootzen 2010
The proof of Theorem 2.1 consists in applying [DR10, Theorem 2.8]. We introduce new assumptions. Let {r n } be an intermediate sequence, that is r n → ∞ and r n /n → 0, and {u n } be a scaling sequence, that is u n → ∞. The sequence {r n } is the size of blocks in the blocking method.
Theorem 5.4. Let {X j , j ∈ Z} be a strictly stationary regularly varying sequence with a continuous marginal distribution function F , {u n } be a scaling sequence and {r n } be an intermediate sequence such that Condition S(u n , r n , ψ) holds. Assume that the sequence {X j , j ∈ Z} is absolutely regular (i.e. beta-mixing) with coefficients {β n , n ≥ 1} and there exists a sequence {ℓ n } such that
Assume that there exists δ, η > 0 such that
(5.9)
Then, for each s 0 > 0, the process M ψ n converges weakly to the centered Gaussian process M ψ with covariance function C ψ defined in (2.6).
Proof of Theorem 5.4. We will check the assumptions of [DR10, Theorem 2.8], that is, conditions (B1), (B2), (C1), (C2), (C3), (D1), (D2'), (D3), (D5) and (D6') therein.
• Conditions (B1) and (B2) hold by stationarity and Condition (5.7).
• Lemmas 5.5 and 5.6 imply (C2) and (C3) and hence the finite dimensional convergence. Since the functionals we consider are sums, condition (C1) is straightforward given the conditions on l n .
• Condition (D1) (finiteness of the envelope function) holds and the bound (5.12) implies (D2').
• Lemma 5.7 implies (D3).
• As shown in [DR10, Example 3.8], conditions (D5) and (D6') hold for finite dimensional sets of parameters.
We now state and prove the needed lemmas. For conciseness, set, for v, ∈ (0, ∞),
Lemma 5.5. If Conditions S(u n , r n , ψ) and (5.9) hold, then the series
Proof. The first statement was already proved in Lemma 2.2. For a fixed integer L, we have
The terms with products of expectations are negligible since by regular variation the normalization which makes these terms convergent isF 2 (u n ). Thus we only deal with the main terms. Fix an integer L > h. Then, by stationarity,
By Condition S(u n , r n , ψ), for every ǫ > 0, we can choose L such that lim sup
By regular variation and (5.9), we have
Since we have proved that the series
Since ǫ is arbitrary, this concludes the proof.
Lemma 5.6. If Conditions S(u n , r n , ψ) (5.8) and (5.9) hold then for all ǫ > 0 and all
Proof. By monotonicity, the second statement is equivalent to the first one with v = Write
Let δ ∈ (0, 1) be as in (5.8). Using the elementary bound
we obtain
Using Hölder's inequality with p = (2 + δ)/2 and q = (2 + δ)/δ yields
This bound, (5.8) and (5.9) prove that lim sup n→∞ R n = 0. Splitting the sum in j in R * n at i + L where L is an arbitrary integer, and using (5.11) we obtain
Altogether, we have proved that lim sup n→∞ Z n (v, ǫ) ≤ η for every η > 0. This concludes the proof. 
ψ n,i (s 0 1) .
Thus Lemma 5.6 implies that
Then ρ is a metric on [0, ∞] \ {0} and
Lemma 5.7. If Conditions S(u n , r n , ψ) and (5.9) hold then, for s 0 > 0,
For every integer L >, by stationarity we have
By Hölder inequality and stationarity we have
(5.14)
Gathering (5.13) and (5.14) proves Lemma 5.7.
Proof of Theorem 2.1
The proof of Theorem 2.1 consists in showing that 1, (2.7) and (2.8) imply the conditions of Theorem 5.4.
• Under 1, the chain {Y j } is irreducible and geometrically ergodic. This implies that the chain {Y j } and the sequence {X j } are β-mixing and there exists c > 1 such that β n = O(e −cn ); see [Bra05, Theorem 3.7] . Hence Condition (5.7) holds if we set l n = c −1 log(n) and r n = log 1+η (n) for an arbitrarily small η > 0.
• Condition (2.7) and the choice r n = log 1+η (n) imply
(5.15)
• Lemma 5.3 shows that 1, (2.8) and (5.15) imply Condition S(u n , r n , ψ)L
• Condition (5.9) follows from regular variation and (2.8). Indeed, for v ∈ [0, ∞)\{0}, we have lim sup
All these integrals are finite since by assumption, q i (2 + δ) < α for δ small enough.
Proof of Proposition 3.3
Let N n be the number of returns to the state 1 before time n, that is
Set also T −1 = −∞, T 0 = X 0 and T n = X 0 − 1 + Z 1 + · · · + Z n for n ≥ 1. Then, {N n } is the counting proess associated to the delayed renewal process {T n }. That is, for n, k ≥ 0,
, we have N n /n → λ a.s. With this notation, we have, for every s > 0,
+ is a correcting term accounting for the possibly incomplete last portion of the path. Since ζ n = O P (1), it does not play any role in the asymptotics.
• Consider the case lim n→∞ nF Z (u n ) = 0. Then, for an integer m > λ, This proves our first claim.
We proceed with the case lim n→∞ nF Z (u n ) = ∞. Using (3.4) and (5.16) we have n j=0
{½ {X j >uns} − P(X 0 > u n s)} = The regular variation ofF and the conditions nF Z (u n ) → ∞ and nF Z (a n ) → 1 imply that u n /a n → 0. Define h(x) = x F Z (x). The function h is regularly varying at infinity with index 1 − β/2 > 0 and thus lim n→∞ u n nF Z (u n ) a n = lim n→∞ u n F Z (u n ) a n F Z (a n ) = lim n→∞ h(u n ) h(a n ) = 0 . • Consider now the case β > 2. In that case, Vervaat's Lemma implies that (N n − λn)/ √ n converges weakly to a gaussian distribution. Thus, (5.17) combined with
Next, we apply the Lindeberg central limit theorem for triangular arrays of independent random variables to prove that 1 u n nF Z (u n ) We conclude that the Lindeberg central limit theorem holds. Convergence of the finite dimensional distribution is done along the same lines and tightness with respect to the J 1 topology on (0, ∞) is proved by applying [Bil99, Theorem 13.5]. Note now that γ(s, t) = γ(t, s) and γ(s, t) = sγ(1, t/s), so that 
Variance of the Hill estimator

