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1. Introduction
Consider the fractional-order integro-differential equation of the form
Dqy(x) = f (x)+
∫ x
a
k1(x, t)y(t)dt +
∫ b
a
k2(x, t)y(t)dt, (1.1)
m− 1 < q ≤ m, a < x < b, andm ∈ N,with the nonlocal boundary conditions
m∑
j=1
(
γijy(j−1)(a)+ ηijy(j−1)(b)
)+ λi ∫ b
a
Hi(t)y(t)dt = di, i = 1, 2, . . . ,m (1.2)
where Dq denotes a differential operator with fractional order q, f (x) and ki(x, t) (i = 1, 2) are holomorphic functions,
Hi(t) is a continuous function, γij, ηij, λi, and di (i = 1, 2, . . . ,m) are constants and y(x) is a function of class C (a class
of functions that are piecewise continuous on J ′ = (0,∞) and integrable on any finite subinterval J = [0,∞)). In
this paper we develop a fractional differential transform method (FDTM) for solving (1.1) along with (1.2). The concept
of the differential transform method was first proposed in [1], and then applied for solving differential equations and
systems of differential equations in [2]. Arikoglu used this method for solving fractional differential equations [3]. Since
the solution of fractional integro-differential equations is a new subject in mathematics, there are only a few techniques for
solving fractional integro-differential equations. Themost commonly usedmethods are theAdomiandecompositionmethod
(ADM) [4,5], the collocation method [6], and the FDTM [7]. The ADM is an analytical technique that evaluates the solution
in terms of series. The collocation method is a numerical technique and the FDTM is a method that Arikoglu and Ozkol
developed for solving linear and nonlinear integro-differential equations of fractional order. This method solves problems
numerically with high accuracy while constructing semi-analytic solutions in the polynomial forms.
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2. Analysis of the differential transformmethod
The differential transform of the kth derivative of the function f (x) is defined by
F(k) = 1
k!
(
dkf (x)
dxk
)
x=x0
(2.1)
and the differential inverse transform of F(k) is defined as
f (x) =
∞∑
k=0
F(k)(x− x0)k. (2.2)
From (2.1) and (2.2) we get
f (x) =
∞∑
k=0
(x− x0)k
k!
(
dkf (x)
dxk
)
x=x0
, (2.3)
which implies that the differential transform is derived from Taylor series expansion, but the method does not evaluate
derivatives symbolically. However, the corresponding derivatives are calculated recursively, and are defined by the
transformed equations of the original functions. In practice, the function f (x) is expressed by
f (x) =
n∑
k=0
F(k)(x− x0)k, (2.4)
so the differential transform method is a numerical method based on Taylor series expansion, which constructs a solution
in terms of polynomials [8].
3. Riemann–Liouville and Caputo fractional derivatives
There are various types of definition for the fractional derivative of order q > 0; the most commonly used definitions
among various definitions of fractional derivatives of order q > 0 are the Riemann–Liouville and Caputo formulas, ones
which use fractional integrations and derivatives of the whole order. The difference between the two definitions is in the
order of evaluation. Riemann–Liouville fractional integration of order q is defined as
Jqx0 f (x) =
1
Γ (q)
∫ x
x0
(x− t)q−1f (t)dt, q > 0, x > 0. (3.1)
The following equations define Riemann–Liouville and Caputo fractional derivatives of order q, respectively:
Dqx0 f (x) =
dm
dxm
[Jm−qx0 f (x)] (3.2)
Dq∗x0 f (x) = Jm−qx0
[
dm
dxm
f (x)
]
, (3.3)
wherem− 1 ≤ q < m and m ∈ N. From (3.1) and (3.2), we have
Dqx0 f (x) =
1
Γ (m− q)
dm
dxm
∫ x
x0
(x− t)m−q−1f (t)dt, x > x0. (3.4)
4. The fractional differential transformmethod (FDTM)
Let us expand the analytic function f (x) as the fractional power series
f (x) =
∞∑
k=0
F(k)(x− x0) kα , (4.1)
where α is the order of the fraction and F(k) is the fractional differential transform of f (x). In order to avoid fractional
initial and boundary conditions, we define the fractional derivative in the Caputo sense. The relation between the
Riemann–Liouville and Caputo operators is given by
Dq∗x0 f (x) = Dqx0
[
f (x)−
m−1∑
k=0
1
k! (x− x0)
kf (k)(x0)
]
. (4.2)
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Replacing f (t) by
f (t)−
m−1∑
k=0
1
k! (x− x0)
kf (k)(x0) (4.3)
in (3.4) and using (4.2), we obtain the fractional derivative in the Caputo sense as
Dq∗x0 f (x) =
1
Γ (m− q)
dm
dxm
∫ x
x0
f (t)−
m−1∑
k=0
1
k! (t − x0)kf (k)(x0)
(x− t)1+q−m dt. (4.4)
Since the initial conditions are implemented by the integer-order derivative, the transformations of the initial conditions
for k = 0, 1, . . . , (αq− 1) are defined by
F(k) =

0,
k
α
6∈ Z+
1
( k
α
)!
(
d
k
α
dx
k
α
f (x)
)
x=x0
,
k
α
∈ Z+,
(4.5)
where q is the order of the corresponding fractional equation [9].
By the following proposition we recall properties of the FDT from [7,3].
Proposition 4.1. Suppose that F(k), G(k) and H(K) are differential transformations of the functions f (x), g(x) and h(x)
respectively; then we have
1. If f (x) = g(x)± h(x), then F(k) = G(k)± H(k),
2. If f (x) = g(x)h(x), then F(k) =∑kl=0 G(l)H(k− l),
3. If f (x) = (x− x0)p, then F(k) = δ(k− αp) =
{
1 if k = αp
0 if k 6= αp,
4. If f (x) = Dq∗x0g(x), then F(k) = Γ (q+1+
k
α )
Γ (1+ kα )
G(k+ αq),
5. If f (x) = ∫ xx0 g(t)dt, then F(k) = αG(k−α)k , k ≥ α,
6. If f (x) = g(x) ∫ xx0 h(t)dt, then F(k) = α∑kk1=α H(k1−α)k1 G(k− k1), k ≥ α.
5. Application of the FDTM to (1.1) and (1.2)
Consider the fractional-order integro-differential equation (1.1) with the nonlocal boundary conditions (1.2), where
we assumed that the functions ki(x, t), (i = 1, 2) and f (x) are holomorphic and y(x) is a function of class C; hence
ki(x, t), (i = 1, 2) can be approximated by separable functions. Therefore one can write
ki(x, t) =
n∑
j=0
uij(x)vij(t), (i = 1, 2)
and then∫ b
a
ki(x, t)y(t)dt =
n∑
j=0
∫ b
a
uij(x)vij(t)y(t)dt =
n∑
j=0
uij(x)
∫ b
a
vij(t)y(t)dt. (5.1)
By using Proposition 4.1, Eq. (1.1) is transformed to the following recurrence relation:
Y (k+ αq) = Γ (1+
k
α
)
Γ (1+ q+ k
α
)
(
F(k)+ R(k)+
n∑
j=0
U2j(k)
∫ b
a
v2j(t)y(t)dt
)
, k = 0, 1, . . . ,N, (5.2)
where N is an arbitrary natural number, R(k) is the transformation of
∫ x
a k1(x, t)y(t)dt , and Y (0) = y(a), Y (α) =
y′(a), . . . , Y ((m− 1)α) = y(m−1)(a)
(m−1)! are the unknowns to be determined. If we set
βj =
∫ b
a
v2j(t)y(t)dt, (5.3)
then (5.2) implies that
Y (k+ αq) = L(k)
(
A(k)+
n∑
j=0
U2j(k)βj
)
, k = 0, 1, . . . ,N, (5.4)
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where
L(k) = Γ (1+
k
α
)
Γ (1+ q+ k
α
)
, A(k) = F(k)+ R(k). (5.5)
By using inverse transformation on both sides of (5.4), y(x) is obtained as
y(x) =
αq+N∑
k=0
Y (k)(x− a) kα =
m−1∑
k=0
y(k)
k! (x− a)
k +
N∑
k=0
(
A(k)+
n∑
j=0
U2j(k)βj
)
L(k)(x− a) αq+kα . (5.6)
Substituting y(x) in the boundary conditions, we obtain for i = 1, 2, . . . ,m
y(a)
[
γi1 + ηi1 + λi
∫ b
a
Hi(t)dt
]
+ y′(a)
[
γi2 + (b− a)ηi1 + ηi2 + λi
∫ b
a
Hi(t)(t − a)dt
]
+ · · ·
+ y(m−1)(a)
[
γim + ηi1 (b− a)
(m−1)
(m− 1)! + ηi2
(b− a)(m−2)
(m− 2)! + ηi3
(b− a)(m−3)
(m− 3)! + · · ·
+ ηim−1(b− a)+ ηim + λi
∫ b
a
Hi(t)
(t − a)(m−1)
(m− 1)! dt
]
+β0
[
ηi1
N∑
k=0
U20(k)L(k)(b− a) αq+kα + ηi2
N∑
k=0
(
αq+ k
α
)
U20(k)L(k)(b− a) αq+kα −1 + · · ·
+ ηim
N∑
k=0
(
αq+ k
α
)(
αq+ k
α
− 1
)(
αq+ k
α
−m+ 2
)
U20(k)L(k)(b− a) αq+kα −m+1
+ λi
∫ b
a
Hi(t)
N∑
k=0
U20(k)L(k)(t − a) αq+kα dt
]
+β1
[
ηi1
N∑
k=0
U21(k)L(k)(b− a) αq+kα + ηi2
N∑
k=0
(
αq+ k
α
)
U21(k)L(k)(b− a) αq+kα −1 + · · ·
+ ηim
N∑
k=0
(
αq+ k
α
)(
αq+ k
α
− 1
)
. . .
(
αq+ k
α
−m+ 2
)
U21(k)L(k)(b− a) αq+kα −m+1
+ λi
∫ b
a
Hi(t)
N∑
k=0
U21(k)L(k)(t − a) αq+kα dt
]
+ · · ·
+βn
[
ηi1
N∑
k=0
U2n(k)L(k)(b− a) αq+kα + ηi2
N∑
k=0
(
αq+ k
α
)
U2n(k)L(k)(b− a) αq+kα −1 + · · ·
+ ηim
N∑
k=0
(
αq+ k
α
)(
αq+ k
α
− 1
)
. . .
(
αq+ k
α
−m− 2
)
U2n(k)L(k)(b− a) αq+kα −m+1
+ λi
∫ b
a
Hi(t)
N∑
k=0
U2n(k)L(k)(t − a) αq+kα dt
]
= −
(
ηi1
N∑
k=0
L(k)A(k)(b− a) αq+kα + ηi2
N∑
k=0
(
αq+ k
α
)
L(k)A(k)(b− a) αq+kα −1 + · · ·
+ ηim
N∑
k=0
(
αq+ k
α
)(
αq+ k
α
− 1
)
. . .
(
αq+ k
α
−m+ 2
)
L(k)A(k)(b− a) αq+kα −m+1
+ λi
∫ b
a
Hi(t)
N∑
k=0
A(k)L(k)(t − a) αq+kα
)
+ di. (5.7)
On the other hand, we have
βj =
∫ b
a
v2j(t)y(t)dt.
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Substituting y(x) from (5.6) and rearranging the terms, for j = 0, 1, 2, . . . , n yields
βj
(∫ b
a
v2j(t)
N∑
k=0
U2j(k)L(k)(t − a) αq+kα dt − 1
)
+
n∑
l=0
l6=j
(
βl
∫ b
a
v2j(t)
N∑
k=0
L(k)U2l(k)(t − a) αq+kα dt
)
= −
∫ b
a
v2j(t)
(
m−1∑
k=0
y(k)(a)
k! (t − a)
k +
N∑
k=0
A(k)L(k)(t − a) αq+kα
)
dt. (5.8)
From (5.7), we havem equations withm+ n+ 1 unknowns
y(a), y′(a), . . . , y(m−1)(a), β0, β1, . . . , βn
and from (5.8), n+ 1 equations withm+ n+ 1 unknowns
y(a), y′(a), . . . , y(m−1)(a), β0, β1, . . . , βn.
Thus (5.7) and (5.8) give usm+ n+ 1 simultaneous equations withm+ n+ 1 unknowns of the form
zi1y(a)+ zi2y′(a)+ · · · + zimy(m−1)(a)+ zim+1β0 + zim+2β1 + · · · + zim+n+1βn = θi, (5.9)
i = 1, 2, . . . ,m,m+ 1, . . . ,m+ n+ 1,
which are solved for unknown values and then y(x) is computed from (5.6).
Here θi is a candidate of the right-hand side after arranging Eqs. (5.7) and (5.8) in terms of
y(a), y′(a), . . . , y(m−1)(a), β0, β1, . . . , βn.
6. Numerical examples
In this section we present some numerical results.
Example 1. Consider the following linear fractional integro-differential equation with the given nonlocal condition
D
1
2 y(x) = −x2 e
x
3
y(x)− 1
2
x2 + 1
Γ ( 32 )
x
1
2 + ex
∫ x
0
ty(t)dt +
∫ 1
0
x2y(t)dt, (6.1)
y(0)+ y(1)− 3
∫ 1
0
ty(t)dt = 0, (6.2)
where the order of fraction is α = 2. If we set β0 =
∫ 1
0 y(t)dt , then Eq. (6.1) is transformed to the recurrence relation
Y (k+ 1) = Γ (1+
k
2 )
Γ ( 32 + k2 )
(
−1
3
k∑
n=0
n∑
j=0
δ(j− 4)E(n− j)Y (k− n)− 1
2
δ(k− 4)+ 1
Γ ( 32 )
δ(k− 1)
+ 2
k∑
j=2
1
j
j−2∑
m=0
δ(m− 2)Y (j−m− 2)E(k− j)+ δ(k− 4)β0
)
,
where E(k) denotes the transformation of ex that can be expressed by using Eq. (4.5) as follows:
E(k) =

0,
k
α
6∈ Z+
1
( k
α
)! ,
k
α
∈ Z+.
(6.3)
Thus we have
L(k) = Γ (1+
k
2 )
Γ ( 32 + k2 )
, U20(k) = δ(k− 4),
and
A(k) = −1
3
k∑
n=0
n∑
j=0
δ(j− 4)E(n− j)Y (k− n)− 1
2
δ(k− 4)+ 1
Γ ( 32 )
δ(k− 1)
+ 2
k∑
j=2
1
j
j−2∑
m=0
δ(m− 2)Y (j−m− 2)E(k− j).
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Table 1
Numerical results of Example 1.
x Exact y(x) Approximate y(x) Abs. Err. y(x)
0 0 9.6658000E−7 9.6658000E−7
0.1 0.1 9.9999041E−2 9.5892751E−7
0.2 0.2 1.9999907E−1 9.2362752E−7
0.3 0.3 2.9999915E−1 8.4970770E−7
0.4 0.4 3.9999926E−1 7.3108853E−7
0.5 0.5 4.9999943E−1 5.6546588E−7
0.6 0.6 5.9999964E−1 3.5394371E−7
0.7 0.7 6.9999989E−1 1.0030085E−7
0.8 0.8 8.0000019E−1 1.9065415E−7
0.9 0.9 9.0000051E−1 5.1619462E−7
1 1 1.0000008 8.8091549E−7
Now, we solve the system
1
2
y(0)+ 2
3Γ ( 72 )
β0 +
N∑
k=0
k− 1
5+ kL(k)A(k) = 0,
y(0)+
(
4
7Γ ( 72 )
− 1
)
β0 +
N∑
k=0
2
3+ kL(k)A(k) = 0, (6.4)
and obtain the following approximation for Y (0) = y(0) and β0.
For N = 20,
Y (0) = y(0) = −0.96658× 10−6,
and
β0 = 0.5+ 4.2× 10−6.
The exact values of y(0) and β0 are 0 and 0.5, respectively, and the exact solution is y(x) = x.
By using (5.6) for N = 20, the approximate solution is
y(x) = −0.96658× 10−6 + x+ 0.24306× 10−5x 52 − 0.831× 10−7x 72 − 0.36933× 10−7x 92
− 0.16178× 10−6x5 − 0.11192× 10−7x 112 − 0.10295× 10−6x6 − 0.25827× 10−8x 132
+ 0.157× 10−6x7 + 0.37576× 10−7x 152 − 0.10389× 10−7x8 + 0.64758× 10−7x 172
+ 0.89992× 10−8x9 + 0.13509× 10−7x 192 + 0.73501× 10−7x10 + · · · .
Table 1 shows the exact and approximate values of y(x) along with the absolute errors (Abs. Err. y(x)) for x = 0(0.1)1.
Example 2. Consider the following fractional integro-differential equation
D
5
4 y(x) = (cos x− sin x)y(x)+ f (x)+
∫ x
0
sin ty(t)dt (6.5)
with the nonlocal conditions
y(0)+ y(1)+
(
e+ 1
e+ 2
)
y′(0)+ 1
2
y′(1)−
∫ 1
0
ty(t)dt = 0,
2y(0)+ 2y(1)+
(
e
e+ 1
)
y′(0)− y′(1) = 0, (6.6)
and choose f (x) = 83 x
3
4
Γ ( 34 )
−2 cos(x)−2x sin(x)+x2 sin(x)+2 so that the exact solution of (6.5) and (6.5) would be y(x) = x2.
By using Proposition 4.1, Eq. (6.5) is transformed to the following recurrence relation
Y (k+ 5) = Γ (1+
k
4 )
Γ ( 94 + k4 )
 k∑l=0 S(l)Y (k− l)+ F(k)+
4
k−4∑
l=0
D(l)Y (k− 4− l)
k
 (6.7)
such that
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Table 2
Numerical results of Example 2.
x Exact y(x) Approximate y(x) Abs. Err. y(x)
0 0 2.9447000E−7 2.9447000E−7
0.1 0.01 1.0000194E−2 1.9435910E−7
0.2 0.04 3.9999889E−2 1.1055112E−7
0.3 0.09 8.8999937E−2 6.3194930E−7
0.4 0.16 1.5999862E−1 1.3766851E−6
0.5 0.25 2.4999765E−1 2.3466606E−6
0.6 0.36 3.5999646E−1 3.5376503E−6
0.7 0.49 4.8999506E−1 4.9381286E−6
0.8 0.64 6.3999347E−1 6.5281676E−6
0.9 0.81 8.0999172E−1 8.2784163E−6
1 1 9.9998985E−1 1.0149168E−5
S(k) =

0,
k
4
6∈ Z+
cos( kpi8 )− sin( kpi8 )
( k4 )!
,
k
4
∈ Z+,
(6.8)
and
D(k) =

0,
k
4
6∈ Z+
sin( kpi8 )
( k4 )!
,
k
4
∈ Z+.
(6.9)
By solving the following system, we get the values of Y (0) = y(0) and Y (4) = y′(0):
− 2y(0)+
(
e+ 1
e+ 2 −
7
6
)
y′(0)+
N∑
k=0
(
1+ 5+ k
8
− 32
13+ k
)
A(k)L(k) = 0,
4y(0)+
(
e
e+ 1 + 1
)
y′(0)+
N∑
k=0
(
2− 5+ k
4
)
A(k)L(k) = 0; (6.10)
for N = 30, we obtain the following approximation:
Y (0) = y(0) = 0.294472× 10−6,
and
Y (4) = y′(0) = −0.127964× 10−6.
By using (6.8), we calculate y(x) for N = 30 as
y(x) = 0.29447× 10−6 − 0.12796× 10−6x+ 0.25990× 10−6x 54 + 0.99999x2 − 0.16571× 10−6x 94
+ 0.88607× 10−7x 52 − 0.23831× 10−5x 134 − 0.93280× 10−7x 72 + 0.17754× 10−7x 154
+ 0.1716× 10−5x 174 − 0.35889× 10−6x 92 − 0.26854× 10−7x 194 + 0.24539× 10−8x5
+ 0.3218× 10−6x 214 + 0.51203× 10−6x 112 − 0.33534× 10−7x 234 − 0.48810× 10−8x6
− 0.17322× 10−6x 254 − 0.67336× 10−7x 132 + 0.8618× 10−7x 274 − 0.11207× 10−8x7
− 0.12477× 10−7x 294 − 0.52817× 10−7x 304 + · · · .
Table 2 shows the exact and approximate values of y(x) along with the absolute errors (Abs. Err. y(x)) for x = 0(0.1)1.
Example 3. Consider the following linear fractional integro-differential equation with the given nonlocal condition
D
1
3 y(x) = 3
2
x
2
3
Γ ( 23 )
− 1+ ex2 − x2ex2 +
∫ x
0
x2exty(t)dt (6.11)
y(0)+ 2y(1)+ 3
∫ 1
0
ty(t)dt = 3, (6.12)
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Table 3
Numerical results of Example 3.
x Exact y(x) Approximate y(x) Abs. Err. y(x)
0 0 1.4247000E−5 1.4247000E−5
0.1 0.1 1.0001125E−1 1.1250884E−5
0.2 0.2 2.0000828E−1 8.2823401E−6
0.3 0.3 3.0000537E−1 5.3691039E−6
0.4 0.4 4.0000253E−1 2.5271732E−6
0.5 0.5 4.9999975E−1 2.4902001E−7
0.6 0.6 5.9999700E−1 2.9990116E−6
0.7 0.7 6.9999419E−1 5.8130970E−6
0.8 0.8 7.9999115E−1 8.8544467E−6
0.9 0.9 8.9998761E−1 1.2387193E−5
1 1 9.9998319E−1 1.6811000E−5
with exact solution y(x) = x. We have
k(x, t) ≈
M∑
i=0
x2+it i
i! . (6.13)
By using Proposition 4.1, Eq. (6.11) is transformed to the following recurrence relation
Y (k+ 1) = Γ (1+
k
3 )
Γ ( 43 + k3 )
(
3
2Γ ( 23 )
δ(k− 2)− δ(k)+ E1(k)−
k∑
k1=0
δ(k1 − 6)
× E1(k− k1)+ 3
k∑
k1=3
1
k1
Y (k1 − 3)δ(k− k1 − 6)+ 3
k∑
k1=3
k1−3∑
k2=0
×
M∑
k3=1
1
k1
Y (k1 − k2 − 3)
(
1
k3!δ(k2 − 3k3)δ(k− k1 − 3(k3 + 2))
))
(6.14)
where E1(k) denotes to the transformation of ex
2
that can be expressed by using Eq. (4.5) as follows:
E1(k) =

0,
k
2α
6∈ Z+
1
( k2α )!
,
k
2α
∈ Z+.
(6.15)
Thus we have L(k) = Γ (1+ k3 )
Γ ( 43+ k3 )
and
A(k) =
(
3
2Γ ( 23 )
δ(k− 2)− δ(k)+ E1(k)−
k∑
k1=0
δ(k1 − 6)E1(k− k1)
+ 3
k∑
k1=3
1
k1
Y (k1 − 3)δ(k− k1 − 6)+ 3
k∑
k1=3
k1−3∑
k2=0
M∑
k3=1
× 1
k1
Y (k1 − k2 − 3)
(
1
k3!δ(k2 − 3k3)δ(k− k1 − 3(k3 + 2))
))
. (6.16)
By solving the following equation we get the value of Y (0) = y(0):
9
2
y(0)+
N∑
k=0
(
2k+ 23
7+ k
)
L(k)A(k) = 3. (6.17)
For N = 20 andM = 3, we have y(0) = 0.14247× 10−4.
By using (5.6) for N = 20, the approximate solution is
y(x) = 1.4247× 10−5 + 9.9997× 10−1x+ 0.92308× 10−5x 103 − 0.89711× 10−5x 133
+ 3.9941× 10−6x 163 − 5.3118× 10−6x 193 .
Table 3 shows the exact and approximate values of y(x) along with the absolute errors (Abs. Err. y(x)) for x = 0(0.1)1.
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7. Conclusion
We have described the FDTM for solving fractional integro-differential equations with nonlocal boundary conditions,
and demonstrated that the method for these types of equations is simpler to apply in comparison with the other existing
methods. From the numerical examples, the method seems to be promising for linear problems.
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