Abstract-In the setting of quasi-static multiple-input multipleoutput channels, we consider the high signal-to-noise ratio (SNR) asymptotic complexity required by the sphere decoding (SD) algorithm for decoding a large class of full-rate linear space-time codes. With SD complexity having random fluctuations induced by the random channel, noise, and codeword realizations, the introduced SD complexity exponent manages to concisely describe the computational reserves required by the SD algorithm to achieve arbitrarily close to optimal decoding performance. Bounds and exact expressions for the SD complexity exponent are obtained for the decoding of large families of codes with arbitrary performance characteristics. For the particular example of decoding the recently introduced threaded cyclic-division-algebra-based codes-the only currently known explicit designs that are uniformly optimal with respect to the diversity multiplexing tradeoff-the SD complexity exponent is shown to take a particularly concise form as a nonmonotonic function of the multiplexing gain. To date, the SD complexity exponent also describes the minimum known complexity of any decoder that can provably achieve a gap to maximum likelihood performance that vanishes in the high SNR limit.
implementation will have to declare computational outages that inevitably increase the overall probability of decoding error. This naturally raises the intriguing question of how large computational reserves are actually required for near ML performance.
While this question is hard to answer in general, or even ask in a rigorously meaningful way, we show herein that by following [6] and considering the decoding of sequences of codes in the high signal-to-noise ratio (SNR) limit, not only can the question be made rigorous: It also admits surprisingly simple explicit and general answers. Drawing from the diversity multiplexing tradeoff (DMT)-which has also previously been used to assess the reliability of reduced complexity decoders [7] [8] [9] -we introduce the SD complexity exponent as a measure of complexity of the SD algorithm. This complexity measure naturally takes into account the dependence of the SD complexity on the codeword density and the codebook size, as well as on the SNR and the fading characteristics of the wireless channel. Similar to previous work on the DMT relating the code rate and probability of decoding error, it is seen that also the complexity, although hard to characterize at any finite SNR, has mathematically tractable characterizations in the high SNR asymptote. These characterizations in turn yield valuable insights into the behavior of the algorithm. This same analytical approach may also be extended to cover other decoding methods including deterministic, statistical and soft-decision decoding methods found in recent work such as [5] and [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] .
The SD algorithm is a branch-and-bound search [4] over a regular tree and like most other works on SD complexity [2] , [4] , [10] [11] [12] we view the number of visited nodes as the complexity of the algorithm. 1 To identify an appropriate scale of interest for complexity in the DMT setting, it is useful to note that in order to achieve a multiplexing gain of , the code must in the high SNR limit have rate of bits 2 per channel use where denotes the SNR. Consequently, the cardinality of the codebook is , where is the codeword length and where denotes equality in the SNR exponent (cf., [6] and Section I-B). In the worst case, as will be shown later, the sphere decoder is in essence forced to perform a complete search over the entire codebook, and its complexity is in this case . However, although feasible, this event is also highly improbable. Thus, in order to quantify the probability that the sphere decoder visits a large number of nodes , we introduce a (complexity) rate-function over such that . The function captures the decay-rate of the probability that the complexity exceeds a given SNR-dependent threshold . This decay-rate should be contrasted with the minimum probability of decoding error, which vanishes in the high SNR limit as , where is the diversity gain of the code under ML decoding. We can thus judiciously argue that for any such that , the probability that the complexity exceeds is at high SNR insignificant in comparison to the overall probability of error of the decoder. In other words, for such that , imposing a run-time limit of on the complexity of the algorithm-and declaring a decoding outage whenever this limit is not met-would cause a vanishing degradation in terms of the overall error probability at high SNR. This motivates us to deviate from the traditional worst-case complexity measure that fails to meaningfully describe the effective complexity, and to define the SD complexity exponent as the infimum of all for which . In essence, represents the minimum computational reserves required for achieving DMT optimal performance using the SD algorithm. The main topic of this study is to give closed-form expressions, and bounds, for the SD complexity exponent when decoding different classes of full-rate linear codes, to be described later, including the codes proposed in [13] [14] [15] [16] [17] [18] .
Most prior works on SD complexity have considered (coherent) uncoded spatial multiplexing (SM), and asymptotic results in terms of the signal space dimension (see, e.g., [10] , [11] , [19] , and [20] ). A notable exception is [21] , which incorporates space-time codes into the SD complexity analysis of a multiple-symbol differentially encoded MIMO system, and gives results that are asymptotic in the transmission block length. Our present work is most closely related to [12] , which considers the SD complexity tail distribution for coherent SM with a fixed signal space dimension. However, unlike [12] , we also incorporate the space-time codes into the analysis, as well as the SNR scalings of the rates of these codes mandated by the DMT. We also take our analysis one step further by coupling the complexity tail distribution to the DMT performance of the code in order to obtain the SD complexity exponent.
A. Outline and Contributions
The general definition of the SD complexity exponent is given in Definition 1, and Theorem 1 then describes how SD and the time-out policies to be employed can guarantee a gap to ML that vanishes with increasing SNR. However, before proceeding with the statement of these results, we first consider the code-channel system, describe the basic workings of the SD algorithm, and handle different pertinent aspects that are necessary for the exposition that follows.
Following the definition of the SD complexity exponent, Theorem 2 gives, in the form of an optimization problem, a general upper bound on the SD complexity exponent when decoding any full-rate code with multiplexing gain and diversity . An explicit closed-form expression for is then given in Theorem 3 for all DMT optimal full-rate codes. The bound is already useful in itself in that it establishes that Fig. 1 . SD complexity exponent c(r) for decoding threaded minimum delay DMT optimal codes with n = T = n for n = 2; . . . ; 6. The SD complexity exponent is illustrated by the bold lines. The same exponent also serves as an upper bound to the SD complexity exponent when decoding any minimum delay DMT optimal full-rate linear code. The thin lines show the quadratic function given by r(n 0 r) which provides the exact complexity exponent at integer multiplexing gains.
the SD complexity exponent is much lower than the worst-case SNR exponent associated with a full search of the codebook. However, in the interest of also establishing the tightness of this bound, Lemma 2 provides easy-to-check sufficient conditions on the generator matrix of the code lattice, which guarantee the tightness of in the most general setting. Building on this, Theorem 4 establishes that, given any full-rate design of arbitrary DMT performance, there is always at least one nonrandom SD column ordering [3] , [4] for which , i.e., for which the exact can be explicitly calculated from the result of Theorem 2. Theorem 5 goes one step further and establishes the exact SD complexity exponent, given any threaded code design and the natural column ordering, to be , while Theorem 6 provides an explicit expression for for any DMT optimal threaded code design. Surprisingly, this simple expression (see Fig. 1 ) can also serve as an upper bound on for any full-rate code, irrespective of the fading statistics. Finally, and along a different path, Theorem 7 establishes for any 2 2 approximately universal code [22] , irrespective of its specific structure, thus identifying the exact even for possibly undiscovered code structural designs, as long as these designs are approximately universal, i.e., as long as they achieve DMT optimality for all fading statistics. Such codes include the well known Golden code as well as the new family of fast-decodable codes, on which we will elaborate later on. Some general discussions of these results are then provided in Section V.
The SD complexity exponent for decoding the class of fullrate threaded DMT optimal codes with minimum delay, i.e., for which , where denotes the number of transmit antennas, is shown 3 in Fig. 1 for . The results shown in the figure apply to codes such as those presented in [13] [14] [15] [16] [17] [18] . Before proving the aforementioned results, it is worth commenting on the somewhat counterintuitive result suggested by the SD complexity exponent in Fig. 1 . Namely, while initially increases as a function of the multiplexing gain , it then decreases as approaches its maximum value . The initial increase can easily be explained by the fact that the cardinality (and density) of the codebook increases as a function of .
However, the decrease at high multiplexing gains can be understood in light of the coupling of the complexity with the overall probability of error: In short, at high multiplexing gains, the error probability is also higher and this implies that the decoder may time out for a larger set of problem instances without seriously affecting the overall performance, leading to an overall reduction in decoding complexity. Pushing the code-decoder pair toward the maximal data rate does, therefore, not imply that the decoding complexity is maximized. This effect is discussed further in Section V-A, in terms of information-theoretic outages.
B. Notation
We let , , and denote the set of integer, real, and complex numbers, respectively, and and the set of vectors and matrices over . Vectors are denoted by lowercase bold letters , and matrices are denoted by uppercase bold letters . We use and to denote the transpose and Hermitian (conjugate) transpose of vectors and matrices, and to denote the matrix to vector operation whereby the columns of the argument are stacked on top of each other. We use to denote the identity matrix, and use to denote the zero vector or matrix where the dimensions are given by the context in which is used. Deviating slightly from standard usage, we refer to a tall matrix , where as unitary if . For , we use and to denote the real and imaginary parts of . For , we use to denote the floor operation defined as the largest integer smaller than or equal to , to denote the ceil operation defined as the smallest integer larger than or equal to , and we let . We let denote the ordered (structurally) nonzero singular values [23] of a matrix where . We will on occasion use to denote the largest singular value when the dimension of is not explicit. We make no notational difference between random variables and their realizations. We will use the notation to label the stochastic event within the brackets.
Finally, in order to simplify notation, we will make use of the (and , , , ) notation for equalities (and inequalities) in the SNR exponent (cf., [6] ). Specifically, we write and to denote and when and simultaneously hold. The definition of and follows after replacing by and by in the above expressions.
II. CHANNEL MODEL AND SPACE-TIME CODES
We consider the standard block Rayleigh fading quasi-static point-to-point MIMO channel model with coherence-time given by (1) where , , and denote the transmitted space-time block codeword, the block of received signals, and additive spatially and temporally white Gaussian noise, respectively. The channel gains are assumed to be i.i.d. circularly symmetric complex Gaussian 4 (i.e., Rayleigh fading) and constant over the duration of the transmission (i.e., quasi-static Rayleigh fading). We shall assume throughout that . The transmitted codewords are assumed to be drawn uniformly from a codebook and we assume that (2) so that the parameter takes on the interpretation of an average SNR. Note also here that one use of (1) is viewed as uses of the wireless channel in the definition of the data rate.
We shall herein restrict our attention to full-rate (complex) linear dispersive codes [24] , [25] of the form (3) where are constellation symbols drawn from a finite alphabet , where is a set of linearly independent dispersion matrices, and is a parameter regulating the transmit power. The notion of full-rate implies that each codeword carries constellation symbols. 4 We will further make the additional assumption that belongs in the class of QAM-like alphabets of the form (4) where is a parameter regulating the size of the constellation. 5 We will use to denote the extended (infinite) constellation obtained by letting in (4) , and note that is nothing but the set of Gaussian integers. QAM constellations will in general also include a translation and scaling of the underlying lattice . However, as including such a translation would not affect the results obtained herein, and as the scaling can easily be included in the dispersion matrices or , we omit these variations and concentrate on (4) in the interest of notational simplicity.
The channel model in (1) may also be equivalently expressed in a vectorized form according to (5) where , , , and denotes the Kronecker product [26] . We shall mainly work with (5) rather than (1) directly. In the vectorized form, the codewords are given by for , and where the full-rank matrix (6) is referred to as the generator matrix of the code. The linear codes are lattice codes [25] as the codewords constitute a subset of the (complex) lattice . The parameters and are, as noted, chosen in order to satisfy given transmit power and rate constraints. In particular, in order to ensure a multiplexing gain of (7) or equivalently a rate of , it must hold that , which by (2) and (4) implies that . The code structure described previously includes the codes proposed in [13] [14] [15] [16] and [18] , as well as the QAM-based codes of [17] , as special cases. Finally, we will throughout, with slight abuse of terminology but still in line with [13] [14] [15] [16] [17] [18] , use the term code when referring to the whole family of codes that is generated by a single generator matrix for different multiplexing gains and SNRs, and trust that no confusion should follow by this usage.
III. DECODING
The coherent ML decoder for (1) is well known to be (8) The resulting diversity gain of the code, under ML decoding, is correspondingly given by (cf., [6] ) (9) where the notation accentuates the dependence of the diversity on the multiplexing gain .
One of the main features of the linear codes, as was noted in Section I, is that their lattice structure allows for efficient-optimal and near-optimal-solutions to (8) using the SD algorithm. Using the linearity of the map from to , we obtain [cf., (5)] (10) where the code-channel generator matrix is given by (11) We can thus, instead of solving (8) directly, equivalently obtain an estimate of through (12) where (12) is an optimization problem suitable for the sphere decoder, and then easily recover from .
A. Sphere Decoder
The SD algorithm solves (12) by a branch-and-bound search on a regular tree. Detailed descriptions of the algorithm are found in [1] and the semi-tutorial papers [2] [3] [4] , and most implementation issues will not be repeated herein. However, in order to make our results precise and to introduce notation, we need to review some of the key ideas as they apply to (12) .
By the rotational invariance of the Euclidean norm, it follows that (12) is equivalent to (13) where is the thin QR-decomposition of (i.e., is unitary and is upper triangular) and where . The sphere decoder solves (13) by enumerating symbol vectors within a given sphere of radius , i.e., that satisfy (14) The set of vectors that satisfy (14) is found by recursively enumerating partial symbol vectors for . Specifically, if is the vector containing the last components of , a necessary condition for (14) to be satisfied is given by (15) where denotes the last components of , and where denotes the lower right corner of . The enumeration of partial symbol vectors is equivalent to the traversal of a regular tree with layers-one per symbol , where is the th component of -and children per node [4] . There is a one-to-one correspondence between the nodes at layer (the layers are enumerated with the root node corresponding to ) and the partial vectors . We say that a node is visited by the sphere decoder if and only if the corresponding partial vector satisfies (15), i.e., there is a bijection between the visited nodes at layer and the set (16) The total number of visited nodes is given by (17) where is the number of visited nodes at layer . Following [2] , [4] , and [10] [11] [12] , we let be the complexity of the algorithm. Note however that as the total number of flops required for evaluating the bound in (15) may be upper and lower bounded by constants that are independent of [19] our results relating to the SD complexity exponent would not change if we instead considered to be the number of flops spent by the decoder.
B. Search Radius
The description of the sphere decoder is not complete without specifying how the search radius is selected. In the interest of obtaining the SD complexity exponent, we may argue that any reasonable choice of a fixed (nonrandom) search radius should satisfy (18) To see this, it is sufficient to note that the metric in (13) satisfies for the transmitted vector . Thus, if , the transmitted symbol vector is excluded from the search, resulting in a decoding error. By considering a radius that grows slowly with SNR, say , it can be shown that (19) for , i.e., by selecting , the probability of excluding the transmitted vector will (for increasing ) vanish faster than the probability of error and cause vanishing degradation of the overall probability of error. At the same time, if the radius does not tend to infinity with increasing , it will follow that is bounded away from zero. This implies a nonvanishing probability of error and a resulting diversity gain of zero, which is clearly undesirable. Thus, as the complexity exponent is not affected by the particular choice of , we shall unless otherwise stated in the following for simplicity assume that , with in order to ensure vanishing degradation to the overall probability of error. This said, the derived SD complexity exponent would be the same if we considered adaptive radius updates as used in the Schnorr-Euchner implementation [2] , [3] . This may be shown by following the argument in [11] , and we give a proof of this statement in the present setting in Appendix B-D.
C. Decoding Complexity
The sphere decoder complexity, or equivalently the number of visited nodes , is as stated a random variable with a distribution that depends on a number of parameters, e.g., the system dimensions , , and , the SNR , the multiplexing gain , the generator matrix , and the search radius . This is well known and follows by the randomness of the bound in (15) . Naturally, this randomness must be considered when properly analyzing the sphere decoder complexity, unless one resorts to a worst-case analysis. However, we argue that the worst-case analysis is unnecessarily pessimistic.
In order to illustrate one of the key problems with focusing on the worst-case complexity, consider the event that and . In this case, it is easily seen that (14) and (15) are always satisfied. As a consequence, the complexity of the sphere decoder would be equal to where we have used that to obtain the size of in (4). The worst-case complexity is therefore comparable to that of a full search over as . However, there is also no point in decoding when as all codewords would yield the same ML metric which in turn implies a high probability of error. Essentially, the same argument, for opting out of decoding, can be made whenever the MIMO channel is in information-theoretic outage [6] . In this case, it follows by Fano's inequality that the probability of decoding error will be bounded away from zero. In fact, for a code with a diversity gain of , any set of channel matrices for which , may be neglected by the decoder with vanishing degradation of the overall probability of error. However, rather than identifying and excluding a set of bad channel matrices directly, a more pragmatic approach is to impose a run-time constraint on the decoder and ensure that this constraint is such that the probability of it being violated is insignificant in relation to the probability of error. This leads to the following measure of the decoding complexity, which we will use throughout.
Definition 1:
Let (20) where is the number of nodes visited by the sphere decoder [cf., (17) ]. The SD complexity exponent is then given by (21) where [cf., (9)] is the diversity gain of the code at multiplexing gain .
D. Vanishing Gap to the ML Performance
In order to illustrate the operational significance of , we recall that in addition to the instances where the ML decoder makes an incorrect decision, a time-limited sphere decoder can additionally make decoding errors when the search radius is selected too small, i.e., when [cf., (16) ], or when the run-time limit of becomes active, i.e., when . These extra errors cause a gap to ML performance which can be quantified as describing the ratio between the probability of error of the timelimited sphere decoder and the ML decoder. With respect to we then have the following.
Theorem 1:
A sphere decoder with a computational constraint activated at visited nodes allows for a vanishing gap to ML performance for all , i.e.,
The above simply states that, for any , it is possible to design a decoder based on the SD algorithm that achieves a vanishing SNR gap to the ML decoder, at a worst-case complexity of . To see this, apply the union bound to get where the second and third terms tend to zero with increasing as the numerator tends to zero at a faster rate than the denominator [cf., (19) and (21)]. This immediately translates to a vanishing SNR gap to the ML decoder at high SNR. In short, the probabilities of the events that the search space is empty or that the complexity of the run-time-unconstrained sphere decoder exceeds are insignificant in comparison to the probability of ML decoding errors.
Furthermore, one cannot in general time-limit the sphere decoder to for some and expect an arbitrary small gap to ML performance. Specifically, one can show [cf., (68)] that for any , and as a result, it follows 6 for that implying that any attempt to significantly reduce the complexity below will be at the expense of the vanishing SNR gap to ML decoding.
IV. SPHERE DECODER COMPLEXITY EXPONENT
We proceed to establish upper and lower bounds on the SD complexity exponent, in essence through the application of a principle (dating back to Gauss) which states that the number of integer lattice points within a (large) set is well approximated by the volume of the set [27] , [28] . Thus, in order to approximate the number of nodes at layer of the search tree, i.e., the size of defined in (16), we are primarily concerned with the volume of , where is the elliptical set given by [cf., (16) ] (23) The use of the volume principle for assessing the sphere decoder complexity was previously used in [2] , [12] , and [29] although its prior use in the communications literature is limited to the case of lattice decoding (i.e., where the constellation boundary constraint imposed by is ignored by the decoder). Herein, we have to take the constellation boundary into account to obtain tight bounds on the SD complexity exponent.
The upper and lower bounds presented in this section are essentially obtained in three main steps: 1) the volume principle is used to obtain an expression for the number of visited nodes at layer in terms of the singular values of ; 2) the singular values of for are related to the singular values of the channel matrix ; and 3) the theory of large deviations is used similar to [6] to identify random events likely to cause an atypically large decoding complexity. Establishing the upper bound on turns out to be easier mathematically. The reason for this is primarily in the second step where the interlacing property of singular values of submatrices [23] can be used to lower bound the singular values of by the singular values of , to yield results that are universally applicable for 7 Note here that what we formally show is that under the basic technical conditions of Lemma 2, one cannot time-limit the decoder to for any x < c(r). The same statement naturally holds whenever 9(x) is strictly decreasing in x.
any full-rank generator matrix (cf., Theorem 2). Although the interlacing property gives both upper and lower bounds on the singular values of , the upper bounds are unfortunately not sufficient for establishing tight lower bounds on . We are, therefore, forced to develop tighter bounds that depend on some technical assumptions on (cf., Lemma 2). While these conditions are, at least in principle, easily verified for any given code design, they are generally hard to verify for arbitrary classes of codes. Nevertheless, for some important classes discussed in Section IV-D, we are able to conclude that the upper bound on is tight, thereby establishing exactly. The derivation of the upper bound on is given in the following sections, while the derivation of the lower bound, which is similar in spirit to the upper bound but complicated by some technical details, is primarily given in Appendix B, and discussed in Section IV-D.
A. Volume Principle
As noted, we begin by establishing bounds on in terms of the singular values of the matrix in (15), the sphere radius , and the constellation size . To this end, consider the following lemma, which corresponds to rigorous applications of the volume principle discussed previously. The proof of the lemma is given in Appendix A.
Lemma 1:
Let be the ellipsoidal set given by (24) where and . Let be the hypercube given by (25) Then, the number of integer points contained in the intersection of and is upper bounded as (26) and the number of integer points contained in is lower bounded by (27) where , denote the singular values of . Although Lemma 1 is phrased in terms of real-valued quantities, it is easily applied to complex valued sets by considering each complex dimension as two real-valued dimensions. In particular, the expression in (14) is equivalent to where and By noting that if is the singular value decomposition (SVD) [23] of , then is an SVD of , it follows that the singular values of are the same as those of albeit with a multiplicity of 2. Thus, applying (26) in Lemma 1 to [cf., (16) ] yields an upper bound on the number of nodes visited at layer , which is given as (28) where , denote the singular values of . Here, in essence, the additive term accounts for edge effects in the volume approximation, the first term in the minimum accounts for the size of the search sphere, and the second term in the minimum accounts for the constellation boundary.
The lower bound in (27) will be used later in order to assess the tightness of the upper bound on developed next. The reason for providing a lower bound on and not is that we cannot a priori rule out that in (24) is such that , a case which if not ruled out would lead to the trivial lower bound .
B. Singular Value Bounds
The interlacing theorem of singular values of submatrices (cf., [23, Th. 7 and an upper bound on the number of nodes visited by the sphere decoder at layer according to (31) In order to bound the probability that the right-hand side of (31) is atypically large in the high SNR regime, it is useful to consider the SNR-dependent parameterization of the singular values (or eigenvalues) of introduced in [6] , i.e., SNR-dependent random variables , for , defined by (32) Note that by this definition, . The variables, for , are referred to as the singularity levels of as they give an indication of how close to singular the channel is in relation to the inverse SNR . As , , and , it holds that where (
By (31) , it follows that (34) However, as the SNR exponent on the right-hand side of (34) is non-decreasing in , it must for the total number of visited nodes hold that or, for any given , it must hold that (35) provided is sufficiently large.
Consider now the set [cf., (33) and (35) (37) for . The value of the bound in (37) is that the right-hand side is readily computed using large deviation theory [30] .
C. Large Deviations
A sequence of random vectors parameterized by is said to satisfy the large deviation principle [30] 
, it holds that (38) and if for every closed set , it holds that (39) Although not stated formally, one of the central results of [6] is that the sequence of random variables given by [cf. (32) ] satisfies the large deviation principle with rate function (see the proof of Theorem 4 in [6] ) (40) if , and otherwise. This observation was key in establishing the DMT in [6] .
By combining (37) with (39) , and noting that is a closed set, it follows that (41) for any . As for all , it follows that is non-decreasing and it can additionally be verified that is left-continuous, i.e., which implies that (42) From (42), it follows that the complexity exponent is upper bounded by , where (43) and where the last equality follows as is non-decreasing. Further, by the left-continuity of , it follows that the supremum on the right is attained, i.e., the supremum can be replaced by a maximum.
Note however that the condition is satisfied if and only if there exist an such that .
Thus, in (43) could alternatively be obtained as the solution to a constrained maximization problem according to
where (44b) follows from the constraint , and (44c) and (44d) follows from . It is straightforward to show that the optimal in (44) must be such that (44b) is satisfied with equality. By further noting that the sum in (44b) contains only distinct terms, each with multiplicity , it can be seen that where we have also used the full-rate assumption that . We summarize the above in the following theorem.
Theorem 2:
The SD complexity exponent of decoding any full-rate linear code with multiplexing gain and diversity is upper bounded as where
The upper bound given by Theorem 2 can naturally be computed given explicit values for the multiplexing gain and diversity gain 7 . However, it is also possible in some cases to give general solutions as a function of when the DMT curve of the code is known explicitly. In particular, DMT optimal codes such as those presented in [13] [14] [15] [16] [17] [18] have a diversity gain of at any integer multiplexing gain [6] . In this case, it is straightforward to verify that an 8 optimal in (45) is given by and 8 Note that Theorem 2 does not assume a diversity optimal code.
To see this, note that the objective function in (45a) is symmetric with respect to permutations of the set of for . As the sum in the diversity constraint (45b) places more weight on than on , for , it is optimal to increase until the term in (45a) containing saturates (i.e., when ), then to increase etcetera, until the constraint is satisfied with equality. This yields the aforementioned solution. Note also that are the same singularity levels that give the typical outages in [6] , (cf., Section V-A). Inserting the optimal solution into (45a) yields which is a remarkably simple upper bound on the SD complexity exponent of decoding any DMT optimal code at an integer multiplexing gain . For a DMT optimal code at a possibly non-integer value of , let be the integer such that , i.e., . The optimal solution is in this case given by and Substituting the above solution back into (45a) yields We summarize the above in the following theorem.
Theorem 3:
The SD complexity exponent of decoding any DMT optimal full-rate linear code with integer multiplexing gain is upper bounded as (46) For general where , the SD complexity exponent is upper bounded as where (47) The function in (47) is a piecewise linear function in , although slightly more involved than the set of straight lines describing the optimal DMT . For , the function in (47) coincides with the curve for shown in Fig. 1 .
D. Establishing the Exact SD Complexity Exponent
We now turn to specific cases where we can exactly establish the SD complexity exponent by establishing that the upper bound is in fact tight. To this end, we begin with the following lemma, which provides a sufficient condition for , i.e., for the tightness of the upper bound. The proof of Lemma 2 is similar in spirit to the proof of Theorem 2, although riddled with technical details, and therefore relegated to Appendix B. In essence, the condition posed in (48) implies that there are certain orientations of the right singular vectors of the channel (in relation to the code generated by ) for which the lower bound in (29) is sufficiently tight. Details are provided in Appendix B, and some additional discussions of (48) and the general applicability of the lemma can be found in Section V. However, we first apply Lemma 2 to find in some very important special cases. To this end, it is useful to first note that permuting the columns of , i.e., replacing with , where is a permutation matrix, does not change the code . Instead, the effect such a permutation would have is that it would change the order in which the symbols in are enumerated by the sphere decoder described in Section III-A (cf. [3, Sec. IV]). In the present context, the first columns of , i.e., , may differ from those of . Thus, we see that (48) depends not only on the code itself, but also on the order in which the constituent symbols are enumerated by the sphere decoder (cf., [3] and [4] where the topic of column ordering is discussed in detail).
In the context of Lemma 2, it can be seen that has rank for any unitary due to the full-rank assumption on . One can, therefore, select linearly independent columns, or equivalently, find a permutation matrix such that has full rank. Using a similar argument, we can recursively construct a (single) for which there are for satisfying by constructing from by removing a column, selecting the appropriate columns from , and starting the recursion with an arbitrary . Interpreting the above in light of Theorem 2 and Lemma 2, we can thus establish that for any full-rate linear code design, as defined in Theorem 2 and given in Theorem 3 for DMT optimal codes is the tightest upper bound on the SD complexity exponent that can possibly hold under arbitrary column orderings. This is formalized in the following.
Theorem 4:
Given any full-rate linear code achieving diversity , there is always at least one column ordering for which . However, while Theorem 4 is useful in the sense that it tells us that one could not improve upon the tightness of without introducing further assumptions regarding the particular code design considered, it is obviously not of practical interest to use the worst possible column ordering. Therefore, we turn our attention to the important class of threaded codes [31] for which we will show that the natural column ordering implies .
1) Threaded Codes:
The class of threaded code designs is of particular interest, as it includes full-rate codes that perform very well in a variety of settings. The threaded algebraic space-time codes [31] , codes constructed from cyclic division algebras (CDAs) [32] , [33] , and specifically modified CDA codes [15] [16] [17] [18] that were shown (cf., [16] ) to achieve the entire DMT, are prime examples. The CDA-based threaded designs are also the only currently known explicit constructions capable of achieving the DMT for all values of and simultaneously over all . All these codes have a common threaded structure. Specifically, an threaded code is built from component codes mapped cyclically in threads (or layers) to the codewords . For example, in the special case of , the thread structure is given by where the numbers 1, 2, 3, 4 indicate the thread to which a particular entry of belongs. In general, symbol in thread is mapped to where and where denotes the modulo operation. For example, in the case of perfect codes [17] , [18] which also employ a threaded structure, the code follows from . . . . . .
where are full-rank diagonal matrices incorporating a properly chosen thread-separating scalar , where is a (unitary) full-rank generator matrix for the component code of each thread, where are the constellation symbols of thread , and where denotes the matrix to vector operation obtained by stacking the elements of according to their thread (cf., the column based stacking of the operation). Regarding the cost of decoding by such codes, we note that the corresponding generator matrix is related to through a permutation of the rows [cf., (49) ] in such a way that the th block of contains exactly one nonzero row which itself is one of the rows of . Consequently, has rank and contains exactly nonzero rows. This holds for any and . Now, let be a unitary matrix with the property that any rows of are linearly independent. Such matrices can clearly be constructed, and an example is the matrix that contains the first discrete Fourier transform vectors of length . Let be the matrix containing only the nonzero rows of , and let be the full-rank matrix consisting of the rows of matching the nonzero rows of . It follows that . . . . . .
is full rank as both and are full rank and square matrices. Note also that the same argument can be made regardless of the ordering of the threads, and for any other code with a threaded structure, provided the symbols in are grouped into layers as in (49) . This is stated in the following.
Theorem 5:
The SD complexity exponent, given any threaded code with that is decoded with the natural column ordering or under any other threat-wise grouping, is where is given in Theorem 2. Consequently directly from Theorems 3 and 5, we have the following result for DMT optimal threaded codes.
Theorem 6: SD with thread-wise grouping of any DMT optimal threaded code with , achieves DMT optimality with an SD complexity exponent of (50) which, for integer values of , simplifies to (51) We briefly note that as expected the complexity increases with increasing for any fixed which is quite natural as the size of the codebook and the signal space dimension increase. One can, however, also note that is independent of the number of receive antennas (provided ). This is specific to the DMT optimal behavior and threaded structure of the codes, and may be explained by the fact that even though the channel quality generally improves by adding receive antennas-thus generally reducing complexity-the same improvement also occurs in the error probability performance of the code, and these two effects cancel each other in the SD complexity exponent.
2) 2 2 Approximately Universal Codes:
We here go one step further and identify a class of codes for which we can state, without limitations on the actual code structure, that for any column ordering. This class of codes includes the well known class of fast decodable codes, which will be discussed later on. In particular, we establish this for the class of all 2 2 approximately universal codes, i.e., all minimum delay codes that can achieve DMT optimality over the 2 channel irrespective of fading statistics [22] . This is accomplished, albeit only for the specific case of , by proving that (48) follows from the so called nonvanishing determinant (NVD) condition [33] which is well known to be a necessary and sufficient condition for approximate universality. We consequently have the following theorem, proven in Appendix D. As the NVD property does not depend on the ordering of the columns of , it also follows that the conclusion of Theorem 7 holds irrespective of the (channel dependent or independent) column ordering.
V. IMPLICATIONS AND DISCUSSIONS

A. Decoding Complexity and Information-Theoretic Outages
We recall that the claim of Theorem 2 may be expressed in terms of the function [cf., (45a)] (52) which provides a conditional, asymptotic, upper bound on the SD complexity according to in terms of the multiplexing gain and the singularity level . The final upper bound in (45) is then given as the worst-case over all singularity levels that occur with a probability that is larger than or equal to the probability of error, given asymptotically by the diversity gain of the code. The characterization of the DMT in [6] relies on the asymptotic probability of outages at high SNR, i.e., the probability that the i.i.d. Rayleigh fading AWGN channel given by with a power constraint cannot support an asymptotic data rate of . As was shown in [6] , this occurs when the singularity levels belong to the outage set , and the diversity of the outage event is given by the most likely set of singularity levels that satisfy this condition, i.e.,
, where is given in (40) . If we restrict attention to the set of singularity levels whose probability of occurring does not vanish exponentially fast, i.e., for which or equivalently , we can, for DMT optimal codes, 9 make an interesting connection between the decoding complexity and information-theoretic outages. In particular, as , it follows that if and only if 10 To be precise, we are assuming here that we are working with approximately universal codes for which it is known that errors are only likely when the channel is in outage [22] . All explicitly constructed full-rate DMT-optimal codes known to date are also approximately universal.
. We can thus, for DMT optimal codes, equivalently express (45) according to (53a) (53b) (53c) which may be interpreted as the worst-case complexity (bound) over all channels that are not in outage. This significantly strengthens the connection between channel and decoding outages, touched upon in Section III-C.
The concept is illustrated for in Fig. 2 , where is plotted as a function of over . In this case,
. Note also here that we know by Theorem 7 that . Singularity levels that are in the outage region are shown in a darker shade. It can be seen that increasing the multiplexing gain increases the codeword density and codebook size and consequently broadens the set of singularity levels that can potentially lead to higher complexity. However, increasing the multiplexing gain also reduces the set of channels that support the data rate, thus limiting the set of singularity levels for which the decoder needs to be applied, leading to an overall reduction in the SD complexity exponent as approaches its maximum value.
Further, the connection to information-theoretic outages allows for an intuitive explanation of the result of Theorem 6, and in particular (51) . To this end, it is illustrative to consider a heuristic argument involving low-rank channel matrices . As noted in [6] , the typical outages at integer multiplexing gains are caused by channels that are close to the set of rank matrices, i.e., that have small singular values. If we, for the purpose of illustration, assume that has rank , it follows that for , and , has rank and, consequently, a null-space of dimension . This implies that the lower right block of is 10 identically equal to zero, and the sphere decoder pruning criteria become totally ineffective up to and including layer . As the size of is for , we see that the number of nodes searched at layer of the SD search tree is [cf., (51) ]. In order to ensure close to optimal performance, the sphere decoder must be able to decode for channels, where singular values are close to zero. However, channels with even more singular values close to zero occur with a probability that is small in relation to the outage probability or the probability of ML decoder error, and can thus be safely ignored by the decoder.
B. Complexity Bound That Holds for All Fading Statistics
It is perfectly conceivable that the SD complexity may rise under specific codes and under specific fading statistics that tend to regularly introduce channel instances that are difficult to decode for. A natural question is then whether one can bound the complexity, irrespective of the code and of the statistical characterization of the channel. Considering Theorem 2, and the proof of this theorem, we can see that the i.i.d. Rayleigh fading assumption only enters through the rate function . Consequently, we may directly restate Theorem 2 for other fading distributions after updating (45b) and (45c) with the appropriate rate-function . Some relevant examples of rate functions for other fading distributions are given in [34] .
Further, regardless of which applies, the upper bound in Theorem 2 is non-decreasing in and maximized when corresponds to the outage exponent. In this case, is, again, given by (53), which does not explicitly depend the fading distribution other than through the assumption that vanishes exponentially fast, an assumption that holds for all reasonable distributions. This implies that the SD complexity exponent is universally upper bounded as (cf., Theorem 3) for any full-rate code and statistical characterization of the channel. This is also clearly the tightest upper bound that can hold for all (full-rate) codes and fading statistics.
C. Fast Decodable Codes
In [35] [36] [37] , a family of DMT optimal (and approximately universal) space-time codes called fast decodable codes [38] were constructed. The SD complexity exponent (and also its upper bound) provides an interesting approach for comparing the complexity of decoding regular codes and fast decodable codes. Before doing so, it should be noted that these fast decodable codes are not, strictly speaking, of the form in (3) as the real and imaginary part of each constituent symbol is dispersed separately. Nevertheless, the fast decodable codes may be decoded by an equivalent real-valued sphere decoder that performs a search over a tree with layers and branches per node, and we can compare the reported worst-case complexity of this real-valued sphere decoder to the complexity of the complex-valued sphere decoder considered herein.
The fast decodable codes have the appealing property that the upper right 4 4 block of the real-valued [cf., (13)] is always a diagonal matrix, regardless of the particular realization of . While the regular real-valued sphere decoder for a 2 2 full-rate code would perform a (bounded) search over the entire tree, it is sufficient for the fast decodable codes to (without loss of optimality) perform a search over only the four first layers, and extend each node at layer 4 to a valid codeword through a faster, linear, ML decoding. This simplified version of the real-valued sphere decoder can be viewed as a search over a regular tree where each node has children up to layer 4, but only one child per node for the four remaining layers. Consequently, the worst-case number of nodes visited by the simplified sphere decoder is as opposed to for the regular real-valued sphere decoder (cf., [38] ). Thus, fast decodability implies a reduction by a factor of 2 in the worst-case SNR exponent, which is significant at high SNR.
However, this worst-case SNR exponent of the simplified SD algorithm should be viewed in light of the SD complexity exponent induced by any 2 2 approximately universal code as given by Theorem 7, i.e.,
. The worst-case SNR exponent of the regular sphere decoder and of the simplified sphere decoder, and the SD complexity exponent are shown in Fig. 3 . For multiplexing gains lower than or equal to 1, the SD complexity exponent and the worst-case SNR exponent of the simplified sphere decoder actually coincide, while the SD complexity exponent is strictly lower for multiplexing gains higher than one. The interpretation is that a run-time constrained sphere decoder will yield asymptotic ML performance for any 2 2 approximately universal code at a complexity that is comparable to the reported worst-case complexity of the fast decodable codes at low multiplexing gains, and significantly better at high multiplexing gains. Thus, in a sense, all approximately universal codes are fast decodable at high SNR. However, we hasten to add that the fast decodable structure can naturally still be desirable in many cases of practical interest.
D. Applicability of Lemma 2
Finally, we discuss the application of Lemma 2 to codes not considered herein. To this end, note that for any given generator matrix of some code not covered by Section IV-D, it should be clear that if (48) holds, then Lemma 2 could be used to establish that . This said, we also wish to caution the reader that (48) only represents a sufficient condition for . It does not necessarily follow that if (48) is not true. In other words, the question of if there are code designs that improve upon the bound is not answered in the positive by finding code designs for which (48) does not hold.
As for testing (48) , it should also be noted that one does not have to restrict the search for to the set of unitary matrices. Any full-rank matrix can be factored, e.g., by the QR decomposition, as , where has rank and where is unitary. Hence, as is full rank, it follows that is rank deficient if and only if (48) fails to hold. Hence, the statement of Lemma 2 could be phrased in terms of the existence of any , not necessarily unitary. Further, let where denotes the determinant, and note that is a polynomial in the elements of . It can thus be seen that if for some , i.e., is not the zero polynomial, it follows that the set of for which has zero Lebesgue measure. It is then a straightforward extension to show that (48) holds either never or almost always with respect to the set of unitary matrices over the Stiefel manifold (i.e., the set of all unitary matrices) endowed with the Haar (uniform) measure. This suggests a rather interesting conceptual method for verifying (48) . Given a specific generator matrix, one could at least in theory test the condition of Lemma 2 by selecting (or ) uniformly at random, and the condition of Lemma 2 would be proven with probability one if true. However, finite precision computations will limit the practical applicability of such an approach, although symbolic computations could potentially be a way to test a specific code design.
VI. CONCLUSION
The work addressed the open question of identifying the computational cost of near-ML SD. In the high-SNR high-rate regime, the introduced SD complexity exponent asymptotically described this cost, concisely revealing the cost's natural dependences to the codeword density, the codebook size, as well as to the SNR, dimensions, and fading characteristics of the wireless channel. This exponent currently sets the bar with respect to the computational reserves required for decoding with arbitrarily close to ML performance, and the clear challenge is now to identify transceivers with a lesser complexity exponent that can still guarantee a vanishing ML gap.
The simplicity of the provided complexity guarantees can offer insight into designing robust encoders, decoders, and time-out policies, as well as guidelines for network planning in settings where rate, reliability, and computational complexity are principal intertwined concerns. Such guarantees can apply toward substantial savings in energy, processing power, and hardware. Fig. 4 . Illustration of the proof of (26) in Lemma 1 in the case of n = 2.
The lemma provides an upper bound on the number of integer points within the shaded area, corresponding to the intersection of the ellipsoid and the constellation boundary.
APPENDIX A PROOF OF LEMMA 1
In the following, we provide a proof of Lemma 1, starting with the upper bound in (26) and then establishing the lower bound in (27) . To this end, note that the length of the th semiaxis of , denoted , is given by Let be the smallest orthotope (box), aligned with and containing , i.e., is an orthotope with side lengths (see Fig. 4 ). Let be a hypercube with side length , centered at the origin and aligned with (see Fig. 4 ). As the diagonal of is , it follows that , regardless of the orientation of . Let be given by and note that as and . As and are aligned, it follows that is also an orthotope. Let denote the side lengths of and note that . The mean value theorem [28] states that for any convex body (or set)
, it holds that
where denotes the unit cube in , i.e., the volume of the set equals the average number of integer points in the set when perturbed by a uniform random perturbation over the unit cube [28] . This statement is a rigorous version of the intuitive notion that the number of integer points in may be approximated by its volume, and it can be used to obtain a nonrandom upper bound on the number of integer points in . To this end, let be the orthotope, aligned with and centered around , with side lengths (see Fig. 4 ). By construction, it follows that for any . It, therefore, follows by (54) that where As , the upper bound in (26) follows. In order to establish the lower bound in (27) , we may redefine to be the orthotope, aligned with the semiaxes of and with the same center, having side lengths for . Now, by construction which implies that . Let be another orthotope, aligned with and with side lengths . It follows that for any
. By reasoning similar to what is used in the proof of the upper bound [cf., (54)], it follows that which establish the lower bound in (27) .
APPENDIX B PROOF OF LEMMA 2
Let be an optimal point of (45) and let be the largest integer for which [cf., (45a)] (55) Note that we can without loss of generality assume that as otherwise [cf., (45a)] and would be a trivial statement. It follows that for and we may also without loss of generality assume that for as the objective in (45) does not increase in beyond . The goal will be to show that layer of the sphere decoder contains close to nodes with a probability that is large with respect to the probability of decoding error . To this end, let be the SVD of , where and where . Let denote the last columns of (corresponding to the largest singular values) and let be the random vector of singularity levels given by (32) . Now, consider the set of conditions (or events) given by (56a) for some given (small) (56b) for some given (56c) and (56d) Note also that by choosing sufficiently small, we may without loss of generality assume that implies that for all . The following proof is structured as follows: First, in Appendixes B-A and B-B, it is established that (56) represent sufficient conditions for the number of nodes visited in layer to be close to . Then, in Appendix B-C, it is established that the set of conditions in (56) are simultaneously satisfied with a probability that is large with respect to the probability of error.
A) Constellation Boundary: We begin by proving that, given (56), the constellation boundary may be ignored, i.e., that may be replaced by in (16) without changing the result, thus making the lower bound (27) where we recall that is the power scaling and , and where the last inequality is implied by (56a) and . As and by (56c) it follows that By (57), (56d), and since , it follows that given that is sufficiently large. This implies that . Thus, any integer point that satisfies the sphere constraint must also belong to the constellation, and we can proceed using (27) to lower bound the complexity.
B) Singular Value Bounds:
We proceed to provide bounds on the singular values of in order to lower bound the number of nodes visited in layer . However, as stated previously, the interlacing theorem is, unlike in the derivation of the upper bound, not sufficient for our purposes. Instead, we consider the following lemma, proven in Appendix C. 
given that is sufficiently small. Further, as for where by the condition for in (55), it follows that the lower bound in (62) tends to infinity with increasing provided that is small, and we may conclude that (63) where the last inequality holds, again, provided is small.
Combining (27) where the last equality follows due to the optimality of in (45), and we then obtain from (64) that given that is sufficiently large and that is small. However, as can be chosen arbitrarily small, it is concluded that (56) represents sufficient conditions under which the number of nodes visited is arbitrarily close to the upper bound of given by Theorem 2. C) Probabilities: We now turn to the probability that the conditions imposed by (56) are simultaneously satisfied. The events in (56) are independent. 11 As (56) imply , it follows that given that is sufficiently large.
The assumption made in Lemma 2, i.e., condition (48), guarantees that for some . However, by the continuity of singular values [23] , it follows for sufficiently small [cf., (56b)] that , which implies as is independent of . The same is true for , i.e., . It may also be shown that converges to a strictly positive limit 12 and that therefore . It follows that 12 The independence of and follows by the i.i.d. Rayleigh assumption on , which make the singular values and singular vectors of independent [39] . 13 This is provided that r > 0 in which case the subset of the constellation defined by contains an asymptotically deterministic and strictly positive fraction of the full constellation (cf., the proof of Lemma 1 in [9] ). When r = 0, the statement that c(r) is tight is trivial as c(0) = 0.
The probability of may again be assessed by using large deviation techniques as in [6] . In particular, it is noted that the condition imposed by [cf., (56a)] specifies an open set of admissible . Applying (38) and (40) yields (67) where the second inequality follows from (45b) and the feasibility of . Thus (68) By the definition of the SD complexity exponent [cf., (21) ], it follows by (68) that . As the bound holds for arbitrarily small , it follows that , establishing the tightness of (45) and Lemma 2.
D) Extension to Adaptive Radius Updates:
The derivations above make the assumption that the search radius is a nonrandom function of that satisfies . It is thus natural to ask if the SD complexity exponent could potentially be improved by choosing adaptively based on the problem data and , as is done when using, e.g., the Schnorr-Euchner SD algorithm implementation [2] , [3] . However, we will show here that it cannot, and therefore that the assumption of a nonadaptive radius is made without loss of generality. The argument is similar to the one in [11] .
To this end, we note that even if is adaptively chosen, it cannot be chosen smaller than the distance to the closest codeword, i.e., the (square root of the) minimum metric in (13), because otherwise no codeword will be chosen by the search. As was already argued in Section III-B, the distance to the transmitted codeword is and can be made arbitrarily close to one by appropriately choosing . Consequently, whenever the transmitted codeword is the ML decision, i.e., yields the minimum metric in (13), we could use where as an (arbitrarily likely) probabilistic lower bound on an adaptive search radius in the proof of the lower bounds on the complexity [e.g., in (63)] and obtain the same SNR exponents in these bounds.
Thus, to complete the argument, we must only rule out the possibility that the probability that yields the minimum metric in (13) under the conditions of imposed in (56) is small, as the lower bound is derived explicitly under . To this end, assume that it is false, i.e., that for any (fixed and SNR independent)
. In this case, we could lower bound the error probability of the ML decoder according to [cf., (67)] which would violate the definition of as the diversity order of the ML decoder. Consequently, at sufficiently high SNR, it must hold that for any . We can thus choose such that, under , it follows that and with arbitrary high probability, implying that where is the minimum metric in (13) . In other words, there is some for which
Completing the proof of Lemma 2 with in place of (as throughout the search) proves that under (48) also if we allow for SD implementations that adaptively choose and update the search radius . Finally, it should be noted that what is shown here is not that adaptively choosing the search radius cannot reduce complexity-it does-but only that this reduction is not significant enough to reduce the complexity exponent. In what follows, we will consider the singular values of in order to establish the lemma. To this end, we will make use of two results due to Weyl and Stewart. For a modern proof of Theorem 8, see, e.g., [23 Let be the unnormalized extended codebook corresponding to the unnormalized lattice points , i.e., where . A space-time code is said to satisfy the NVD condition if [41] (73)
i.e., if there are no nonzero unnormalized (difference) codewords with arbitrarily small determinants. The proof of the theorem draws from the well-known fact that the NVD condition is a necessary condition for achieving approximate universality, and divides the problem into a few (exhaustive) cases where either the condition in Lemma 2 is shown to hold, or the NVD property is shown to be violated, thus eliminating the possibility of NVD codes that would violate the rank condition in Lemma . First of all, let us note that the case where is trivially satisfied as is full rank, i.e., the matrix is full rank for any unitary . We can thus restrict attention to the case of and consider the rank of (74) where . In the cases where the NVD property is shown to not hold, it is sufficient to consider nonzero (unnormalized) codewords of the form where , and , and where . The (unnormalized) codewords in matrix form are in this case given by and we have . All codewords discussed in what follows are assumed to have this structure.
We will now consider different cases depending on the rank of and . However, as it is straightforward to see that has zero determinant (for any ) if either or , the cases that need consideration are those when the rank of both and is equal to one (case a), when the rank of both and is equal to two (case b), and when the rank or either or is equal to one and the rank of the other is equal to two (case c).
A) Case a: Consider the case where the rank of both and is one, i.e., where and . If and are not linearly dependent, the condition in (74) is satisfied for any such that and , and we can thus restrict attention to the case where and are linearly dependent. Here, we may without loss of generality assume that by absorbing any complex scalars into and . Note however that given any , we can always find a point , where such that 13 . For any such it follows that (cf., [23, Th. 7.3 .10])
i.e., the maximal singular value of can be made arbitrarily small. However, this violates the assumed NVD property of the 14 Since is the projection of the 2-D Gaussian integer lattice onto a 1-D space, one can also view the statement as an application of Dirichlet's box principle (cf., [8] ). In general, the problem of finding nonzero integer vectors that are approximately orthogonal to a given vector is known as approximate integer relations, and is related to simultaneous Diophantine approximations [42] .
code as a small maximal singular value implies a small determinant, and concludes case a.
B) Case b:
When and are full rank we can always find a vector such that and are linearly independent (thus satisfying the condition of Lemma 2) unless and are linearly dependent, i.e., when for some . However, in this case, we have that for any which implies that the columns of are linearly dependent, and the rank of is zero. This concludes case b.
C) Case c: In this case, we may assume that has rank one and has rank two (the opposite case is handled equivalently). Here, as both the set of for which and where is linearly dependent of have zero measure, we may pick such that and such that is linearly independent of , thus satisfying the conditions of Lemma 2. This concludes the proof of Theorem 7.
