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Розглядаються складові елементи математичної моделі задачі призначення обчислюва-
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Ряд наукових і технічних задач, зок-
рема задачі математичного моделювання 
розподілених фізичних систем, зводяться 
до великих розріджених систем алебраїч-
них або диференціальних рівнянь. Алго-
ритми обробки та розв’язання таких сис-
тем рівнянь суттєво використовують вла-
стивість розрідженості вхідної системи.  
  
Постановка проблеми 
Потреби предметної області, до за-
дач якої застосовують методи обчислюва-
льної динаміки рідин, включають 
розв’язання задач великої розмірності для 
площинних та просторових областей 
складних геометричних форм. Велика 
розмірність задач приводить до необхід-
ності мати значні обчислювальні потуж-
ності для їх розв’язання. Сучаснними на-
прямками розв’язання цієї проблеми є ви-
конання розподілених обчислень на апа-
ратній основі багатоядерних комп’ю-
терних систем, використання графічних 
процесорів, або набору комп’ютерів, 
об’єднаних у розподілену обчислювальну 
систему. Актуальною науковою задачею є 
організація ефективного використання 
цих обчислювальних ресурсів. У даній 
статті розглядається ця задача в контексті 
прикладної задачі обчислювальної гідро-
динаміки. 
 
Аналіз досліджень і публікацій 
В якості модельної використано гід-
родинамічну задачу, розглянуту у статті 
[1]. Залежно від специфіки досліджувано-
го технічного об’єкту, розмірність задачі 
може бути такою, що зробить неможли-
вим її розв’язання за прийнятний час на 
однопроцесорній системі. Система різни-
цевих рівнянь, до якої зводиться згадана 
задача, безперечно може бути віднесена 
до розріджених, оскільки, незалежно від 
загальної розмірності задачі, кожне з рів-
нянь цієї системи має фіксовану кількість 
доданків – від 1 до 12. 
Для обробки та розв’язання таких 
систем рівнянь розробляються спеціальні 
алгоритми та структури даних, які суттєво 
використовують властивість розрідженос-
ті вхідної системи. Наприклад, для збері-
гання даних про розріджені матриці пер-
шого порядку – координатний формат, 
формат «стиснення розрідженого рядка» 
(CSR), формати, що використовують па-
терни розрідженості, та інші [2].  
Чисельні методи розв’язання розрі-
джених систем рівнянь загалом поділяють 
на прямі та ітераційні. Прямі методи, як 
наприклад метод Гауса розв’язання сис-
тем лінійних рівнянь, LU-факторизація та 
інші, отримують точний розв’язок систе-
ми рівнянь на основі обмеженої кількості 
операцій, яку можна визначити наперед. 
Ітераційні методи дозволяють за рахунок 
повторного виконання однотипних обчи-
слень отримати послідовні наближення до 
точного розв’язку системи. У нескладних 
практичних застосуваннях часто надають 
перевагу прямим методам через їх стій-
кість та передбачуваність їх поведінки. 
Однак при збільшенні розміру систем, які 
необхідно розв’язувати, прямі методи 
стають неефективними через явище, яке 
для випадку лінійних систем отримало 
назву «заповнення розрідженої матриці» 
[3, 4]. При лінійному комбінуванні рядків 
матриці в ході прямого ходу метода Гау-
са, виконанні факторизації, тощо, пере-
творення матриці системи призводить до 
того, що матриця поступово стає все 
менш розрідженою. Але структури даних, 
в яких зберігалися коефіцієнти системи, 
початково були пристосовані до особли-
востей вхідної розрідженої системи, і то-
му нових даних, отриманих після її пере-
творення, зберігати не можуть; отже, в 
ході виконання алгоритму перетворення 
ці структури даних доводиться піддавати 
змінам, і обсяг їх при цьому суттєво зрос-
тає. 
Тому для розв’язання розріджених 
систем рівнянь великої розмірності акти-
вно використовуються ітераційні методи, 
зокрема, градієнтні методи, методи, осно-
вані на підпросторах Крилова у поєднанні 
з методами неповної факторизації [5], а 
також багатосіткові методи, перевагою 
яких є добра масштабованість [6, 7].  
Недоліком ітераційних методів по-
шуку розв’язку є те, що для довільних 
систем рівнянь збіжність послідовності 
отримуваних наближень до точного 
розв’язку системи не гарантована. Однак, 
якщо збіжності процесу вдається досягти, 
то для великих систем потреби у ресурсах 
для застосування ітераційних методів ви-
являються меншими, ніж для застосуван-
ня прямих методів. Крім того, ітераційні 
методи позбавлені недоліків типу запов-
нення розріджених інформаційних струк-
тур, оскільки ітераційні методи, на відмі-
ну від прямих, не змінюють структуру та 
коефіцієнти системи; вони вико-
ристовують ці дані тільки в режимі «для 
читання», в контексті обчислення 
нев’язок, наприклад, знаходження 
векторно-матричного добутку. 
 
Ціль статті  
Ціль статті полягає у розгляді скла-
дових частин математичної моделі задачі 
про призначення на вузли мережі обчис-
лювальних робіт з чисельного розв’язання 
системи алгебраїчних та диференціальних 
рівнянь, породжених математичною мо-
деллю руху рідини. Метою вказаної ма-
тематичної моделі є оптимізація викорис-




Розглянемо процес чисельного 
розв’язання двовимірної гідродинамічної 
задачі [1], використовуючи опис руху рі-
дини рівняннями Нав’є-Стокса у наступ-





























































































U yx                       (3) 
де ),( yxUU xx  та ),( yxUU yy   – компо-
ненти вектора швидкості за координатами 
x та y відповідно; P = P(x,y) – тиск;  – 
в’язкість рідини;  – щільність рідини. 
Для компактності запису введемо 
позначення 
;),(),( yxfyxU x   ),().( yxgyxU y   .    (4) 
З урахуванням позначень (4) запи-
шемо різницеву схему для системи (1)–(3) 







































































































































jiji ggff  , ,            (7) 
де jijiji Pgf ,,, ,, – значення функцій ),,( yxf  
),(,),( yxPyxg  в точці розрахункової сітки 
з номером (i, j) ;  0x та  0 y   – кроки 
розрахункової сітки за координатами x та 
y відповідно. У рівняннях системи  (5)–(7) 
використано порядок індексів, що відпо-
відає алфавітному розташуванню змінних 
(перший індекс відповідає координаті x, 
другий – координаті y). 
В результаті простих математичних 






































































































2   jixjix gvgv  ;            (9) 
0,1,,,1   jixjixjiyjiy ggff .    (10) 
 
Для виконання базових оцінок роз-
глянемо найпростішу задачу про потік 
рідини у каналі прямокутного перерізу 
без перешкод. Нехай бокові стінки каналу 
паралельні осі координат Ох, вхідний та 
вихідний перерізи паралельні осі коорди-
нат Оу. Введемо обчислювальну сітку, що 
має xN  вузлів вздовж осі Ох та yN  вузлів 
вздовж осі Оу. (Рис. 1.) 
 
Рис. 1. Нумерація вузлів сітки у прямоку-
тній області.  
 
Граничні умови задачі мають такий 
вигляд: 
1)  для вхідного перерізу:  
,1, constPP ji   ,0i  1..0  yNj ;    (11) 
2)  для вихідного перерізу:  
,2, constPP ji   ,0i  1..0  yNj ;    (12) 
3)  для верхньої (за зображенням 
рис. 1) бокової стінки:   
,0, jif   1..0  xNi , 1 yNj       (13) 
(умова прилипання); 
,0, jig   1..0  xNi , 1 yNj       (14) 
(умова нерозривності рідини біля стінки); 
4)  для нижньої (за зображенням 
рис. 1) бокової стінки:  
,0, jif   1..0  xNi , 0j          (15) 
(умова прилипання); 
,0, jig   1..0  xNi , 0j          (16) 
(умова нерозривності рідини біля стінки). 
З міркувань можливості реалізації 
наведених скінченно-різницевих співвід-
ношень для решітки, зображеної на рис. 1, 
можна отримати такі висновки: 
1. Співвідношення (8) та (9), що міс-
тять другі різниці величин за координат-
ними напрямками Ох та Оу, можуть бути 
записані тільки у внутрішніх вузлах реші-
тки, і тому кожне з них породжує 
  22  yx NN  рівнянь щодо невідомих 
величин системи. 
2. Співвідношення (10) містить пе-
рші різниці  величин за координатними 
напрямками Ох та Оу, і воно може бути 
записане у всіх вузлах решітки, окрім ву-
злів верхньої бокової границі та правого 
перерізу. Тому співвідношення (10) поро-
джує   11  yx NN  рівнянь щодо невідо-
мих величин системи; 
3. Кожне з співвідношень (11) та 
(12) породжує по yN  рівнянь щодо неві-
домих величин системи; 
4. Кожне з співвідношень (13) – (16) 
породжує по xN  рівнянь щодо невідомих 
величин системи; 
5. Загальна кількість рівнянь, поро-
джених співвідношеннями (8) – (16), до-
рівнює 









.93324  yxyxyx NNNNNN    (17) 
Величниа (17) менша за кількість 
невідомих величин системи  yxNN3 . Це 
може свідчити про можливість існування 
сімейств розв’язків, що задовольняють 
заданим умовам. Для виділення одного з 
цих розв’язків можна доповнити систему 
додатковими співвідношеннями; напри-
клад, задати в ряді точок умови  
,0, jig      kjiji ,,   .           (18) 
Розглянемо задачу розподілу обчис-
лювальних задач між хостами при уточ-
ненні розв’язку системи рівнянь (8) – (16), 
(18). Можна виділити наступні причини, 
що мотивують до організації розподіле-
них обчислень: 
- велика розмірність задачі, що може 
бути умовою для отримання розв’язків з 
достатньою (з погляду замовника) точніс-
тю наближення до реального процесу, або 
навіть необхідною умовою адекватності 
моделі; 
- необхідність підтримувати збері-
гання чисел із великою кількістю значу-
щих цифр (велика розрядність значень 
змінних), що може бути умовою збіжності 
ітераційного процесу з огляду на можливі 
ефекти втрати значень при роботі з слаб-
ко визначеними системами рівнянь; 
- можливість розпаралелювання 
операцій обчислення окремих арифмети-
чних виразів у складі системи рівнянь при 
поточних значеннях змінних; 
- можливість розпаралелювання 
окремих операцій чисельного методу, що 
застосовується. 
Обсяг обчислювальних операцій при 
розв’язанні задачі може бути оцінений на 
основі даних, наведених у табл. 1. 
 
Таблиця 1 
Кількість арифметичних операцій, 
необхідних для розрахунку лівих частин 







(8) 30 28 
(9) 30 28 
(10) 9 7 
(11)–(17) 1 0 
  
Припустимо, що уточнення 
розв’язку ведеться чисельним методом 
найшвидшого спуску. Застосування цього 
чисельного методу включає в себе почер-
гове повторення двох етапів. 
На першому етапі ітераційного 
процесу визначаємо вектор градієнта фу-
нкції нев’язки системи рівнянь (8) – (16), 
(18), на основі якого можна визначити  
оптимальний напрямок руху для застосу-
вання на другому етапі. 
Компонентами вектора градієнта 
нев’язки є частинні похідні нев’язки за 
компонентами вектора невідомих величин 
системи. Кількість цих змінних дорівнює  
yxNN3 , тому цю нев’язку необхідно б бу-
ло розрахувати yxNN3  разів. (Вважаємо, 
що значення нев’язки у базовій точці да-
ної ітерації уже відоме, оскільки воно бу-
ло знайдене на другому етапі попередньої 
ітерації. Скорочення кількості змінних на 
підставі граничних умов поки не будемо 
брати до уваги, вважаючи, що кількість 
граничних точок задачі значно менша за 
кількість внутрішніх точок розрахункової 
області, а також беручи до уваги, що в 
інших задачах граничні умови можуть 
мати і більш складну форму.) Однак цей 
обсяг розрахунків можна суттєво змен-
шити, врахувавши, що при зміні значення 
однієї з невідомих змінних змінюється 
нев’язка лише кількох рівнянь системи, 
до яких ця змінна входить.  
Якщо розподіл навантаження між 
обчислювальними вузлами виконано 
шляхом поділу рівнянь на групи та роз-
поділу груп рівнянь між вузлами, то доці-
льним підходом буде наступний: або од-
норазово передати алгоритм визначення 
кроків за змінними на кожен обчислюва-
льний вузол, або ж на початку першого 
етапу кожної ітерації передати на кожен 
вузол дані про поточний базовий вектор 
та вектор кроків; кожен вузол самостійно 
обчислює нев’язки, що відповідають ви-
конанню кроку за кожною із змінних, і 
передає отримані вектори нев’язок на ке-
руючий вузол. 
Більш доцільним з погляду органі-
зації операцій першого етапу виглядає 
розподіл рівнянь між обчислювальними 
вузлами на основі визначених груп змін-
них. Тобто, на кожному обчислювально-
му вузлі будуть зберігатися і оброблятися 
відомості про всі рівняння, що містять 
змінні, які входять до «сфери відповіда-
льності» даного вузла. Недоліком цього 
підходу є деяка надмірність, що виявля-
ється у двох аспектах.  
Введемо наступні позначення: 
V – множина змінних системи (8) – 
(16), (18); 
iV  – підмножина змінних системи 
(8) – (16), (18), що є сферою відповідаль-
ності (за змінними) i-го обчислювального 







;    ji VVji :, . 
iE  – множина рівнянь системи (8) – 
(16), (18), які містять змінні, що входять 
до множини iV ; 
iW  – множина змінних, що входять 
до рівнянь множини  iE . 
Перший аспект надмірності полягає 
в тому, що  ji EEji :, , тобто сумар-
на кількість рівнянь, що будуть зберігати-
ся і оброблятися на обчислювальних вуз-
лах, більша, ніж кількість рівнянь системи 
(8) – (16), (18), оскільки деякі рівняння 
будуть повторно зберігатися на різних 
обчислювальних вузлах.  
Другий аспект надмірності полягає в 
тому, що для виконання першого етапу 
ітераційного процесу кожен (і-й) обчис-
лювальний вузол повинен отримати інфо-
рмацію про значення змінних з множини 
iW . З системи  (8) – (16), (18) видно, що 
ii VW  ; внаслідок цього інформацію про 
поточні значення змінних та кроки пошу-
ку необхідно буде розсилати з командно-
го центру на обчислювальні вузли з част-
ковим її дублюванням.  
Метою другого етапу є знаходжен-
ня оптимальної величини переміщення у 
попередньо визначеному оптимальному 
напрямку. Цей етап, в свою чергу, також 
має форму пошукового ітераційного про-
цесу: за певним алгоритмом обирається 
крок переміщення, проводиться розраху-
нок координат нової точки і визначення 
відповідної нев’язки, після чого крок ко-
ригується. Процес повторюється, доки не 
буде знайдено локальний оптимум функ-
ції нев’язки. Очевидно, немає сенсу змі-
нювати розподіл рівнянь між вузлами при 
переході від першого до другого етапу, 
тому все сказане вище про надмірність на 
першому етапі залишається вірним і для 
другого. При цьому обчислювальне нава-
нтаження з пошуку оптимального кроку 
можна розпаралелити ціною деякої над-
мірності операцій, випробовуючи одноча-
сно два або більше різних кроки з однієї 
базової точки. 
Таким чином, елементами матема-
тичної моделі призначення обчислюваль-
них робіт для задачі, що розглядається, 
будуть відомості про операції на вузлах, 
про операції обміну даними між вузлами, 
часові характеристики виконання окре-
мих операцій, включаючи імовірнісні ха-
рактеристики, пов’язані з контекстом ро-
боти обчислювальних вузлів та каналів 
зв’язку, а також згадані вище параметри 
обчислювальної задачі – розмірність, роз-
рядність, необхідну точність розв’язків.  
 
Висновки 
В статті розглянуто складові елеме-
нти математичної моделі задачі призна-
чення обчислювальних завдань з матема-
тичного моделювання течії рідини на вуз-
ли розподіленої обчислювальної системи. 
Використання цієї моделі дозволяє опти-
мізувати використання обчислювальних 
ресурсів. 
Можливим та необхідним напрям-
ком подальших досліджень є деталізація 
запропонованої математичної моделі з 
урахуванням трьох можливих варіантів 
організації обміну даними між вузлами, а 
також властивостей каналів обміну дани-
ми «клієнт-клієнт», «клієнт-сервер», 
«сервер-сервер» та обчислювальних по-
тужностей кожного з них:  
1. Однорангова мережа клієнтів, всі 
обмінюються інформацією з усіма. (Не-
обхідно розробити оптимальний алгоритм 
колективного прийняття рішень клієнта-
ми в умовах неповноти інформації на ко-
жному з вузлів.) 
2. Один командний сервер, який 
збирає дані з усіх клієнтів, приймає рі-
шення про подальші дії та видає клієнтам 
відповідні команди; 
3. Група командних серверів, які 
розв’язують цю задачу колективно. (Не-
обхідно знайти оптимальну структуру по-
єднання командних серверів між собою та 
з клієнтами, та розробити оптимальний 
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