Abstract-A number of recent successful models of face recognition posit only two layers, an input layer consisting of a lattice of spatial filters and a single subsequent stage by which those descriptor values are mapped directly onto an object representation layer by standard matching methods such as stochastic optimization. Is this approach sufficient for modeling human object recognition? We tested whether a highly efficient version of such a two-layer model would manifest effects similar to those shown by humans when given the task of recognizing images of objects that had been employed in a series of psychophysical experiments. System accuracy was quite high overall, but was qualitatively different from that evidenced by humans in object recognition tasks. The discrepancy between the system's performance and human performance is likely to be revealed by all models that map filter values directly onto object units. These results suggest that human object recognition (as opposed to face recognition) may be difficult to approximate by models that do not posit hidden units for explicit representation of intermediate entities such as edges, viewpoint invariant classifiers, axes, shocks and object parts.
INTRODUCTION
Recently several successful face recognition systems have been developed that map the output of a retinotopic array of Gabor filters directly onto a similar array of 'representation' units, without activating any intermediate representations (Lades et al., 1993; King and Xu, 1994; Phillips, 1994; Weiss and Edelman, 1995) . At first glance, it may seem that because face recognition (i.e. determining whose face it is) is a relatively difficult task compared to object recognition, a successful face recognizer would be a good candidate for an object recognizer.' I
We tested whether one such system, the Face Recognition System (FRS) proposed
by Lades et al. (1993) , would yield the qualitative pattern of effects well documented in several human object recognition experiments. Although the tests were run against *Author to whom correspondence should be addressed. only this single model, the implications are most likely characteristic of the class of models that attempt to achieve object recognition directly from the output of a lattice of low level descriptors, (e.g. Poggio and Edelman, 1990; Turk and Pentland, 1991; Edelman and Bulthoff, 1992) . In the discussion we consider the generality of the results, and suggest some of the additional characteristics that might be required to extend two-stage networks so that they might better model the psychophysical data presented here. It is undecided-indeed, it may be an implementational optionwhether these additions can be incorporated as modifications of the input layer, the positing of additional layers, or both.
In noting that the FRS does not activate any intermediate representations, we mean that it does not posit units that, broadly speaking, would represent the results of perceptual organization.
Thus, edges representing orientation and depth discontinuities, viewpoint-invariant properties, parts or various manifestations of parts such as 'shocks' (cf. Kimia et al., 1995) are not made explicitly by the FRS and other two-stage models. All that is activated are units performing a Gabor filtering of the luminance array, at various scales and orientations. The model assumes a deformable template, in that it performs a similarity calculation between the values of the units in an (original) stored image and these same units in a probe image, after deformation to find an optimal match. Although there is some belief that faces and objects are represented differently, it has never been established just how these representations might differ. To the extent that the FRS might have some merit as a face recognizer, but not as an object recognizer, we have some computational basis for understanding the differences in the representation of faces and objects. l.l. Why the Lades et al. Face Recognition System? Our selection of the FRS was motivated by six considerations.
The system was:
1) successful at recognizing faces, 2) successful at modeling certain aspects of human face recognition data, 3) a good representation of some of the early cortical neural coding of shape, 4) a complete and maximally efficient basis set for the representation of any image, 5) designed to use a widely accepted method for matching, and 6) available.
To elaborate: 1. The FRS works. In fact, it performs remarkably well, recognizing at over 95% accuracy, translated, depth-rotated and moderately distorted faces from a gallery of hundreds of faces (Lades et al., 1993) . 2. The similarity values derived from the model show extremely high correlations with psychophysical data from face recognition experiments (Kalocsai et al., 1994) .
