The currently accepted paradigm for the primary T cell response is that effector T cells commit to autonomous developmental programs. This concept is based on several experiments that have demonstrated that the dynamics of a T cell response is largely determined shortly after antigen exposure and that T cell dynamics do not depend on the level and duration of antigen stimulation. Another experimental study has also shown that T cell responses are robust to variations in antigen-specific precursor frequency.
T cell responses are robust to variations in antigen-specific precursor frequency. Various mathematical models have corroborated the first result that programmed T cell responses are insensitive to the level of antigen stimulation. However, this paper proposes that programmed responses do not entirely explain the robustness of T cell dynamics to variations in precursor frequency. This work studies the hypothesis that the dynamics of a T cell response may also be governed by a feedback loop involving adaptive regulatory cells rather than by intrinsic developmental programs.
We formulate two mathematical models based on T cell developmental programs. In one model, effector cells undergo a fixed number of divisions before dying. In the second model, effector cells live for a fixed time during which they may divide. The study of these models suggests that developmental programs are not sufficiently robust as they produce an immune response that directly scales with precursor frequencies. Consequently, we derive a third model based on the principle that adaptive regulatory T cells develop in the course of an immune response and suppress effector cells. Our simulations show that this feedback mechanism responds robustly over a range of at least four orders of magnitude of precursor frequencies.
We conclude that the proliferation program paradigm does not entirely capture the observed robustness of T cell responses to variations in precursor frequency. We propose an alternative mechanism by which the primary T cell response is governed by an emergent group dynamic and not by individual T cell programs.
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Introduction
In many ways, the adaptive immune response works like a controlled explosion. This can be demonstrated, e.g., by the rapid, yet transient T cell response to a viral infection. Prior to such a response, thousands of potentially-reactive T cells wait in lymph nodes until stimulated by specific signals. Upon stimulation, these cells unleash their latent capacity to proliferate until they stop dividing and undergo apoptosis or enter dormancy as memory cells.
What triggers the initial T cell expansion and what triggers the ensuing contraction? Clearly, both phases must occur in a healthy response. The T cell population must expand quickly and adequately to eliminate the invading pathogen. It must also contract to a normal, resting state to reduce the chance of collateral damage to healthy cells. In recent years, several conjectures have been made to address these issues. The various approaches are predominantly based on the notion of a T cell program.
This novel concept is based on several experimental studies that have demonstrated that the dynamics of a T cell response is largely determined shortly after initial antigen exposure (Kaech and Ahmed, 2001; Mercado et al., 2000; Razvi et al., 1995; Renno et al., 1999; Stipdonk et al., 2003; Yang et al., 1998) . One of the implications of early programming is that immune dynamics are highly insensitive to the nature of antigen stimulation, a phenomenon that has also been observed experimentally.
An additional study by Badovinac et al. has shown that T cell dynamics are also robust to variations in the precursor frequency of antigen-specific naïve T cells. In particular, their experiments showed that a 10,000-fold difference in antigen-specific naïve T cell concentrations only led to a 13-fold higher peak in the effector response (Badovinac et al., 2007) .
In this paper, we construct mathematical models of two types of T cell proliferation programs: cell division-based programs and time-based programs. We examine the characteristics of both types of programs and argue why neither version can entirely explain the inherent robustness of a normal T cell response with respect to variations in precursor frequency. As an alternative regulatory mechanism, we consider adaptive regulatory T cells, also known as antigen-induced regulatory T cells (iTregs), and devise an extended mathematical model incorporating iTregs to show how they may play a crucial role in inducing a timely and robust contraction of the T cell response. Our hypothesis is that T cell responses are not exclusively, or even primarily, regulated by autonomous programs within each T cell. Rather, they result from the dynamics of several immune cells that interact based on relatively simple rules.
The structure of the paper is as follows: In Section 2, we review several papers discussing experimental results and mathematical models pertaining to the concept of a T cell proliferation program. In Section 3, we outline the basic modeling assumptions for the three models in this paper and compare them to existing models. Then in Section 3.1, we develop a delay differential equation (DDE) model for the cell division-based program. In Section 3.2, we develop a partial differential equation (PDE) model for the time-based program. In Section 3.3, we develop a DDE model for the interaction between effectors and iTregs. In Sections 4.1 and 4.2, we present the results of the cell division-based and time-based programs. In Section 4.3, we provide an argument about why the autonomous program paradigm cannot fully explain the robustness of the T cell response to variations in precursor frequency. In Section 4.4, we provide an argument based on medical and modeling literature supporting a model involving iTregs, and in Section 4.5, we discuss the results of the iTreg model. In Section 5, we provide a closing discussion and propose several possibilities for future work.
Background on T cell programs
We review several works on programmed T cell responses, which are then used as a basis for our first two mathematical models. In a key experimental work, Mercado et al. demonstrated that the kinetics of CD8+ T cell expansion and contraction are determined within the first day of infection (Mercado et al., 2000) . They tested their hypothesis by infecting mice with L. monocytogenes and showed that the size of CD8+ T cell responses are similar for nearly a 1000-fold range of doses. In another study of CD8+ T cell expansion, Kaech et al. showed that upon antigenic stimulation, naïve CD8+ T cells divide at least 7-10 times and differentiate into functional effector and memory cells even if antigen is removed (Kaech and Ahmed, 2001) . They hypothesized that this developmental program is initiated in parent cells and is passed on to daughter cells independently of antigenic stimulation. They suggested that the initial round of 7-10 divisions comprises a "minimal developmental program," and that effector cells may continue dividing under further stimulation.
An alternative experimental approach by van Stipdonk et al. also focused on CD8+ T cell stimulation (Stipdonk et al., 2001) . They showed that naïve CD8+ T cells become activated after only 2 hours of exposure to mature antigen presenting cells (APCs). After activation, these T cells divided and differentiated into effector and eventually memory cells without a need for further antigenic stimulation. By comparing T cell stimulation in vivo and in vitro, they found that in both cases T cell expansion rates were nearly identical at every measured time point. In addition, naïve T cells were primed in vivo and then pulled out to expand overnight in vitro and vice versa. In both cases, cells successfully divided and differentiated into functional effectors. These results show that T cells can carry out their proliferation programs independently and without the aid of accessory cells or other factors. In a subsequent paper, they observed that naïve CD8+ T cells that have been stimulated for 20 h were able to carry out extensive proliferation and cytotoxic activity, characteristic of a fully developed immune response (Stipdonk et al., 2003) . They proposed that the fate of a T cell response is governed by a "cell-instrinsic developmental program" that is set even before the first cell division takes place.
A couple of mathematical models of the T cell proliferation program have been developed in parallel to these experiments. Antia et al. devised a mathematical model to investigate whether the program is completely specified by the initial encounter with antigen or whether it can be subsequently modified by the amount of antigen present (Antia et al., 2003) . They considered two scenarios, a "strict program" in which activated T cells follow a fixed program of expansion, contraction, and differentiation, and an alternative paradigm in which stimulated T cells undergo a short period of antigen-dependent expansion (up to 2.5 days after the original infection or 1.1 days after stimulation) before entering an antigen-independent program. In both cases, the antigen-independent program can be either modeled as a function of time after activation or a function of the number of T cell divisions. Their results favor the second paradigm in which the T cell population briefly expands in response to the amount of antigen present before committing to a fixed program.
We point out that the antigen-dependent and antigen-independent parts of the model from Antia et al. (2003) occur in the opposite order of the more common notion that a developmental program precedes antigen-dependent proliferation as suggested in Kaech and Ahmed (2001) . Furthermore, the time windows for antigen-dependent expansion in Antia et al. (2003) do not agree with the recent experimental results discussed above. In particular, the model from Antia et al. (2003) considers two scenarios: one in which individually stimulated T cells each undergo antigen-dependent proliferation for 1.1 days prior to beginning the antigen-independent program, and one in which the entire population of available T cells undergoes 2.5 days of antigen-dependent expansion before collectively entering the proliferation program. On the contrary, the experiments of van Stipdonk et al. propose a 20 hour "programming" period (Stipdonk et al., 2003) , during which no cell divisions take place (Stipdonk et al., 2001 (Stipdonk et al., , 2003 Veiga-Fernandes et al., 2000) . In addition, the experiments of Mercado et al. show that nearly all potentiallyreactive T cells are stimulated within 24 hours (Mercado et al., 2000) , also before any cell divisions have taken place. Hence, the current experimental evidence supports the notion that T cells typically enter a proliferation program shortly after stimulation, even before undergoing one round of cell division. Thus, in this paper, we only address the scenario in which a minimal developmental program precedes a period of antigen-dependent proliferation.
In a more recent work, Wodarz and Thomsen developed a mathematical model in which activated T cells undergo a fixed number of divisions before differentiating into effectors and then into memory cells (Wodarz and Thomsen, 2005) . If infection persists, memory cells recycle back into the effector state and enter another round of divisions, repeating the program as many times as necessary. The purpose of the study by Wodarz and Thomsen was to find the optimal fixed program that could respond effectively to a wide variety of infections. They concluded that the 7-10 divisions observed experimentally represented such an optimum.
Several experimental studies have also focused on the contraction of the T cell response and nearly all researchers propose a mechanism of apoptosis, or programmed cell death. For example, Razvi et al. tested various possible scenarios in vivo and concluded that apoptosis of effector CD8+ T cells in lymph nodes is a principal mediator of T cell contraction (Razvi et al., 1995) . They observed that the rate of apoptosis increases in two phases with an early rise at day 3 after infection and a much larger jump at day 11, which coincides with the beginning of T cell contraction. They also concluded that a deprivation of growth factor is not the major cause of apoptosis. A different mechanism must trigger apoptosis, and hence terminate the T cell response. Yang et al. (1998) infected mice with staphylococcal enterotoxin B (SEB) to study the activation and apoptotic death of naïve CD4+ T cells. Like Razvi et al. (1995) , they observed that the rate of apoptosis peaks at the height of the T cell response, indicating that a large number of T cells commit apoptosis approximately at the same time, terminating T cell expansion. They concluded that apoptosis is programmed into T cells and that it is executed after a certain delay following activation. In a similar set up, Renno et al. likewise infected mice with SEB to study programmed cell death in CD4+ T cells (Renno et al., 1999) . They concluded that apoptosis takes place after a fixed number of cell divisions rather than after a fixed time. Although these papers differ in their proposed mechanisms, they both postulate more or less intrinsic programs that execute after a certain time has elapsed or after a certain number of cell divisions.
The two mathematical modeling papers discussed above implicitly include contraction programs. In particular, Antia et al. study both time-based and cell division-based programs (Antia et al., 2003) , and Wodarz and Thomsen also include both types by default, since for a strict program in which cells undergo a fixed number of divisions, the time and cell division-based programs end up being identical (Wodarz and Thomsen, 2005) .
All together the experimental and mathematical modeling papers propose a general paradigm for T cell expansion, which can be stated as follows: Upon stimulation, T cells enter a minimal developmental program of about 7-10 divisions that is followed by a period of antigen-dependent proliferation that terminates after a certain time or after a certain number of cell divisions.
Methods
We present three mathematical models for T cell expansion and contraction that we refer to as the cell division-based program, the time-based program, and the iTreg model. In all three models, activated naïve T cells automatically undergo a minimal developmental program. After the minimal developmental program, each of the three models account for different possibilities for further T cell development. The first two models are based on the idea that activated T cells carry a built-in apoptotic mechanism that executes at a certain time or after a certain number of divisions to guarantee a timely end of the proliferation process. In the third model, activated T cells do not possess an inherent apoptotic mechanism, but are shut down based on a simple feedback loop.
For the cell division-based program, effector cells may undergo additional divisions upon antigen stimulation up to a fixed number of divisions. Upon attaining this maximum, effector cells inevitably die without further proliferation. For the time-based program, effector cells live for a fixed time after activation and may divide during this period. These models are in the same spirit as the mathematical models of Antia et al. (2003) and Wodarz and Thomsen (2005) , which consider alternative versions of possible T cell programs.
The T cell program presented in Antia et al. (2003) is a fusion of both division-based and time-based programs, because T cells pass through a fixed time window of proliferation at a programmed rate that is followed by a fixed time window of contraction at a programmed rate. In this case, the division-based and time-based mechanisms are indistinguishable since counting the number of divisions is equivalent to measuring time. In our models, we isolate the two mechanisms of cellular control and study them separately.
In the model of Wodarz and Thomsen (2005) , T cells cannot undergo variable periods of antigen-dependent proliferation after activation, but must recycle through the full program of divisions upon further stimulation. In such a model, immune responses will tend to jump from small to medium to large as antigen levels increase rather than follow a more gradual increase as observed in our models.
The iTreg model assumes that T cell development depends on feedback from the T cell population itself rather than relying on intrinsic developmental programs. Proliferating effector cells generate the self-regulating feedback by occasionally producing iTregs that suppress effector activity. No individual T cell possesses an internal mechanism to induce a change in behavior from expansion to contraction.
The experimental studies discussed in Section 1 show that the T cell program applies to both CD4+ and CD8+ T cells. Hence, in this paper, we consider one T cell population that includes both CD4+ and CD8+ T cells. This approach allows us to study the general pattern of contraction and expansion of the T cell response without making the modeling equations too complex. Thus, the mathematical models in this paper track concentrations of antigen presenting cells (APCs), T cells, and eventually adaptive regulatory T cells (iTregs).
For additional simplicity, the models only focus on the dynamics of these cells in the lymph node. This is a sensible approach because apart from the initial influx of mature APCs from the site of infection, nearly all subsequent dynamics take place primarily in the lymph node. Indeed, an experimental study shows that the T cell behaviors of interest, namely activation, division, and migration between the lymph node and tissue, only occur for T cells in the lymph node and not for those in the periphery (Harris et al., 2002) .
Cell division-based program
The T cell response begins when APCs mature and migrate from a site of infection, typically in the peripheral tissue, into the draining lymph node. The mature APCs then activate naïve (or memory) T cells that begin to proliferate and eventually emigrate back to the original site of infection. We model this process in four steps (illustrated in Fig. 1 ):
1. APCs mature, present relevant target antigen, and migrate from the site of infection to the draining lymph node. 2. In the lymph node, APCs activate naïve T cells that enter a minimal developmental program of m cell divisions. 3. T cells that have completed the minimal developmental program become effector cells that can divide in an antigen-dependent manner (i.e., upon further interaction with APCs) up to n additional times. 4. Effector cells that divided the maximum number of times stop dividing.
The cell division-based program is formulated as a system of DDEs as follows:
(1)
. . . Here, A 0 is the concentration of APCs at the site of infection, and A 1 is the concentration of APCs that have matured, started to present target antigen, and migrated to the lymph node. Also, T 0 is the concentration of naïve T cells in the lymph node, and T i+1 is the concentration of effector cells that undergone i antigen-dependent divisions after the minimal developmental program. We measure concentration in units of k/µL, i.e., thousands of cells per microliter (of lymphatic fluid). The first equation in (1) pertains to APCs waiting at the site of infection. These cells are supplied at a constant rate, s A , and die at a proportional rate, d 0 . Thus, without stimulation, the population remains at its equilibrium level, s A /d 0 . The time-dependent coefficient a(t) denotes the rate of stimulation of APCs as a function of time. Although we do not explicitly model the antigen-generation process, the function a(t) can be seen as being proportional to the antigen concentration at the site of infection.
The second equation in (1) pertains to APCs that have matured, started to present relevant antigen, and migrated to the lymph node. The model accounts for the maturation, presentation of antigen, and migration of APCs as one collective event. APCs that only undergo one or two, but not all three processes, are not pertinent to the dynamics of the model since they cannot stimulate relevant T cells. The first term of the equation corresponds to the rate at which these APCs enter the lymph node. The second term is the natural death rate of this population.
The first equation in (2) pertains to naïve T cells. The population is replenished at a constant rate, s T , and dies at a proportional rate, δ 0 . Without stimulation, the population remains at its equilibrium level, s T /δ 0 . The third term in this equation is the rate of stimulation of naïve T cells by mature APCs. The bilinear form of this term follows the law of mass action where k is the proportionality constant (or kinetic coefficient).
The second equation in (2) pertains to newly differentiated effector cells that have just finished the minimal developmental program of m divisions. The first term gives the rate at which activated naïve T cells enter the first effector state, T 1 . This term corresponds to the final term of the previous equation for T 0 (t), except that it has an additional coefficient of 2 m and it depends on cell concentrations at time t − σ . The coefficient 2 m accounts for the increase in population of naïve T cells after m divisions, and the time delay, σ , is the duration of the minimal developmental program. This term accounts for newly proliferated effector cells that appear in the T 1 population σ time units after activation from T 0 . The second term is the rate at which T 1 cells are stimulated by mature APCs for further division. It is based on the law of mass action and is thus of the same form as the final term of the equation for T 0 (t). This term exists in the equation only if the number of possible antigen-dependent divisions, n is not 0. Finally, as shown by the last term, T 1 cells continuously die at rate δ 1 .
For i = 2, . . . , n, the equations for T i (t) are analogous to the equation for T 1 (t), except that these cells only divide once after stimulation. Hence, the coefficient of the first term is 2, and the time delay is ρ, which is the duration of a single division. As before, the second term is the rate at which these cells become stimulated for further division, and the final term is the death rate. Note that we use the same death rate, δ 1 , for all effector cells.
The final equation in (2) pertains to cells that have undergone the maximum number of possible antigen-dependent divisions. These cells do not divide anymore and can only die at rate δ 1 . We note that in this model we assume that the system begins with APCs that are waiting in the tissue and naïve T cells that are waiting in the lymph node. The model only considers activation of naïve T cells, because memory cells interact differently with APCs (see Belz et al., 2007) .
Parameter estimates
The parameter estimates in this section are summarized in Table 1 . These estimates represent base values, but we experiment with various parameter ranges in the simulations.
The initial cell concentrations are obtained from a study by Catron et al. in which they simulated a hypothetical, spherical, skin-draining lymph node of radius 1 mm (Catron et al., 2004) . In their paper, they considered a slice of about 1/500 of the total volume and estimated that the slice contains about 1600 T cells and 100 dendritic cells (DCs) (Catron et al., 2004) . Such a slice would have a volume of (4π/3)(0.1 cm) 3 /500 = 8.4 × 10 −3 µL, yielding T cell and DC concentrations of approximately 200k/µL and 10k/µL, respectively.
We would like to estimate the subset of T cells in the lymph node that are reactive to a particular antigen. Using the estimate from Catron et al. (2004) that about 1/5,000 naïve T cells are LCMV-specific, we estimate that the concentration of antigen-specific naïve T cells in the lymph node is (200/5000)k/µL = 0.04k/µL. An alternative estimate is provided in Blattman et al. (2002) , which states that approximately 1/100,000 naïve T cells are LCMV-specific. This discrepancy might result because more than one clone is responding causing different papers to estimate diverse precursor frequencies. However, in our paper, we are not concerned with a precise estimate for this value, and in our parameter sensitivity analyses, we vary the naïve T cell concentrations over a 10,000-fold range, a range which includes both estimates.
Since we are setting initial conditions for DDEs, we are interested in the history of cell concentrations before time 0, specifically on the time interval [−σ, 0]. We make the assumption that the system was at steady state before an infection and write T 0 (t) = 0.04 for t ≤ 0.
Since DCs are the primary APCs that stimulate T cells (Janeway et al., 2005, p . 319), we assume that our estimate of the DC concentration is also a good estimate of the APC concentration. We do not know how many APCs reside in a tissue that drains into a particular lymph node, but we assume that it is of the same order of magnitude as the number of APCs in the lymph node. Hence, we estimate that the initial concentration of APCs at the site of infection before time 0 is 10k/µL, i.e., A 0 (t) = 10 for t ≤ 0. We assume that all other cell concentrations start at 0.
Next, we estimate the death and supply rates of naïve T cells and immature APCs. Since we are dealing with a closed system, we recognize that cells may leave the system due to random circulation or emigration. For convenience, we incorporate these cases into the death rates. T cells are supplied at a rate of approximately 3% per day at steady state (Mohri et al., 2001) , so it follows that the death rate is also around 3% per day. Proliferation is less significant at about 0.3% to 0.4% per day (Mohri et al., 2001 ). This gives a death rate, δ 0 , of − log(100% − 3%) = 0.03/day and a steady state supply rate, s T , of δ 0 T 0 (0) = 0.0012k/µL day −1 for naïve T cells. Not having explicit references for the turnover rates of immature APCs in tissue, we assume they are similar to those of naïve T cells, so we set d 0 = 0.03 and
The half-life during T cell contraction is 41 hours, so we estimate an effector death rate of Boer et al., 2003) . Furthermore, the level of antigen presentation following the third day after infection decays with a half-life of around 19 h and 20.4 h (Belz et al., 2007) . Hence, using a half-life of 20 h, we obtain a mature APC death rate of d 1 = (ln 2)/20 h −1 ≈ 0.8 day −1 . We note that these APCs might not actually be dying. Instead, they might be turning over surface molecules and discarding old antigen in the process, but for our purposes, these APCs can be considered dead.
To calculate the kinetic coefficient, k, we use the estimate that in the lymph node slice, one T cell and one DC will have 0.20 ± 0.06 interactions per hour, or 4.8 ± 1.4 interactions per day. Assuming that DCs represent the majority of APCs that stimulate T cells, we obtain an estimate of the kinetic coefficient k 0 = 4.8 cell −1 day −1 (Catron et al., 2004) . Recalling that the lymph node slice has a volume of 8.4 × 10 −3 µL, we obtain the unit conversion
It is unlikely that every antigen-specific T cell-APC interaction leads to T cell stimulation, so we set the probability of stimulation as p = 0.5, and use the estimate k = pk 0 = 20 (k/µL) −1 day −1 for the kinetic coefficient. For the minimal developmental program, we estimate that each T cell initially undergoes m = 7 divisions (Kaech and Ahmed, 2001) . Following the minimal developmental program, T cells may undergo up to n additional antigen-dependent divisions. We consider the cases when n = 3 (maximal 1,000-fold expansion), n = 10 (maximal 100,000-fold expansion), and n = 16 (maximal 10 million-fold expansion). The first estimate, n = 3, corresponds to a program that permits between 7-10 divisions (Wodarz and Thomsen, 2005) . The second estimate, n = 10, corresponds to a program that allows the T cell population to expand up to five orders of magnitude (Boer et al., 2001) . The third estimate, n = 16, corresponds to a program that allows T cells to undergo as many as 23 divisions, which is the maximum number of divisions human T cells can undergo in vitro before reaching senescence, a state of growth arrest (Effros and Pawelec, 1997) .
For the time delays, the duration of one division is between 6 to 12 hours (i.e., 2 to 4 times per day) (Janeway et al., 2005, p. 19) . In addition, the T cell population doubles approximately every 8 hours during expansion (Boer et al., 2003) . We use the intermediate value of ρ = 8 hours, or 1/3 day. The minimal developmental program consists of m divisions, but the first division does not occur until 24 hours after stimulation (Stipdonk et al., 2001; Veiga-Fernandes et al., 2000) . Hence, we set the duration of the minimal developmental program to be σ = 1+(m−1)ρ to account for the fact that the first division takes one day while subsequent divisions take ρ days. Using the estimates ρ = 1/3 and m = 7, we obtain σ = 3 days.
For the antigen function a(t), we assume that it starts at 0, stays positive for some time, and eventually returns to 0. For simplicity, we start by setting a(t) = c1 [0,b] where b, c > 0, a choice a(t) that is convenient in spite of the discontinuities. Later, when we move to numerical simulations, we switch to a continuous function with support on (0, b). To generate a smooth version of a(t), we let
and set
where b, c > 0. The variable t is defined such that mature APCs begin appearing in the lymph node at t = 0, although the infection may have begun slightly earlier. According to Belz et al. (2007) , during a primary response, antigen-presentation begins in the lymph node about 1 day after infection and persists up to 12 days after infection, which is 1-2 days after viral clearance from the site of infection. Hence, we estimate that the duration of antigen availability, b, is about 10 days. Not having a good estimate for the level of APC stimulation, we typically set c = 1, which means that about 60% of available APCs mature per day at the peak of antigen availability. (See Fig. 2 for graphs of the smooth versions of a(t) for b = 3 and b = 10 when c = 1.) All parameter estimates are summarized in Table 1 . We use these estimates as base values, but experiment with various parameter ranges in the simulations. 
Time-based program
In the time-based proliferation program, effector cells live τ units of time before committing a programmed cell death. During their life span, they can undergo division cycles. In the time-based program, apoptosis is triggered by a "death" clock and not by a sequence of events. We model this process in four steps. The first two steps are identical to those of the cell division program.
1. APCs mature, present relevant target antigen, and migrate from the site of infection to the draining lymph node. 2. In the lymph node, APCs activate naïve T cells that enter a minimal developmental program of m cell divisions. 3. T cells that have completed the minimal developmental program become effector cells that can divide in an antigen-dependent manner (i.e., upon further interaction with APCs). 4. Effector cells that have lived τ units of time commit apoptosis.
The time-based program is formulated as the following system of PDEs (illustrated in Fig. 3 ): and
Here, A 0 , A 1 , and T 0 are concentrations of immature APCs, mature APCs, and naïve T cells, T 1/2 (w, t) is the population density of newly activated T cells that have spent w units of time in the minimal developmental program, T 1 (x, t) is the population density of effector cells that have lived for x units of time as effectors, and T 2 (x, y, t) is the population density of dividing effector cells that have lived as effectors for x units of time and are at time y of the division process. The boundary conditions for (5) are
The variables T 1/2 (w, t), T 1 (x, t), and T 2 (x, y, t) are defined on the intervals (6) is the rate at which naïve T cells become stimulated by mature APCs.
The second equation in (5) pertains to effector cells, T 1 (x, t). The state variable x ∈ [0, τ ] denotes the amount of time a cell has spent in the effector state. The first term on the right-hand side of the equation is the rate of stimulation of effector cells for further division. These stimulated effector cells exit the effector state and enter the dividing state for ρ units of time to complete a division cycle. This term is multiplied by an indicator function, because cells that begin dividing after x = τ − ρ will not finish the division process before the apoptosis clock expires at x = τ . To keep numerics simple, we do not allow such cells to enter the dividing state. The boundary condition for T 1 (0, t) in (6) is the rate that newly activated T cells complete the minimal developmental program and reenter the system as effectors after having expanded 2 m -fold. The final equation in (5) pertains to dividing effector cells, T 2 (x, y, t). As before, the state variable x ∈ [0, τ ] denotes the amount of time a cell has spent in the effector state, and y ∈ [0, ρ] denotes the cell's position in the division cycle. The boundary condition for T 2 (x, 0, t) in (6) is the rate that effector cells get stimulated for further division. The boundary condition for T 2 (0, y, t) is set to 0, because cells that have just entered the effector state have not yet completed part of the division process.
All parameters in this model are identical to those listed in Table 1 , except for τ , which is new to this model. To estimate τ , we note that Yang et al. (1998) reports two increases in the apoptosis rate over the course of an immune response: the first peak occurs at day 3 and the second at day 11. The first peak corresponds to the time most cells finish the minimal developmental program, and the second peak corresponds to the time most cells begin apoptosis at the end of the T cell response. Hence, we obtain the estimate τ = 11 − 3 = 8. Also, in Boer et al. (2003) , it is estimated that there is a T cell peak on day 8 after infection, which approximately corresponds to day 7 after antigen appears in the lymph node. Using our estimate that most cells complete the minimal developmental program on day 4, we obtain the estimate τ = 7 − 4 = 3. We use both estimates in our simulations.
Adaptive regulatory T cell model
In this model, we propose that iTregs generated from responding effector cells induce a timely contraction of the immune response. In the iTreg model, T cell responses begin in the same way as in the previous two models that were based on developmental programs. Accordingly, newly activated effectors follow the same minimal developmental program. However, contraction initiates differently, since it is mediated by suppression via iTregs and not by a preprogrammed number of divisions or a given life time. We model this process in five steps (illustrated in Fig. 4 ):
1. APCs mature, present relevant target antigen, and migrate from the site of infection to the draining lymph node. 2. In the lymph node, APCs activate naïve T cells that enter a minimal developmental program of m cell divisions. 3. T cells that have completed the minimal developmental program become effector cells that keep dividing in an antigen-dependent manner as long as they are not suppressed by iTregs. 4. Effector cells differentiate into iTregs at a constant rate. 5. The iTregs suppress effector cells upon interaction. Fig. 1 . In the fourth step, effector cells differentiate into iTregs at rate r. In the fifth step, iTregs suppress effector cells. Although not indicated, each cell in the diagram has a natural death rate according to its kind.
Both CD4+ and CD8+ iTregs differentiate from nonregulatory T cells during a primary response (Cantor et al., 1976; Walker et al., 2005) . Although current evidence is unclear about the role of iTregs in maintaining long-term self-tolerance (Sakaguchi et al., 2008) , we propose the alternative role that iTregs limit the expansion and duration of a T cell response. It has been hypothesized that iTregs may differentiate from naïve or memory T cell populations (Walker et al., 2005) . However, current evidence does not preclude the possibility that iTregs could differentiate from effector cells. Indeed, the iTreg state may represent a further level of effector differentiation, much like the memory state. In this case, a fraction effector cells would differentiate continually into iTregs rather than memory cells. This possibility is supported by the observation that iTregs possess some characteristics of memory cells, such as shortened telomere length (Walker et al., 2005) . Nonetheless, the feedback mechanism in this model applies as long as effector cells induce the production of iTregs, even if not by direct differentiation. For example, effectors cells may recruit iTregs from some subset of the T cell population, such as the memory pool, and thus effectively replace themselves with cells having suppressive capability.
The model is formulated as the following system of DDEs:
Here, A 0 is the concentration of APCs at the site of infection, A 1 is the concentration of APCs that have matured, started to present target antigen, and migrated to the lymph node, T 0 is the concentration of naïve T cells in the lymph node, T 1 is the concentration of effector cells, and T R is the concentration of iTregs.
The first three equations for APCs and naïve T cells are identical to those in the models from Sections 3.1 and 3.2. The first two terms of the equation for T 1 (t) are identical to the first two terms of the corresponding equation in (2) for the cell division based-program. The third term in this equation is the rate that cells that have just finished dividing reenter the effector cell population. Since we are not counting the number of divisions a cell has undertaken, we do not need to have more than one variable for the effector cell population. The fourth term is the rate that effector cells exit the population through death at rate δ 1 or differentiation into iTregs at rate r. The final term is the rate that effector cells are suppressed by iTregs. We assume that the rate of iTreg-effector interactions follow the same mass action law as APC-T cell interactions. Note that there is no limit on the number of effector cell divisions or on the duration of the proliferation. The only regulatory mechanism is suppression by iTregs.
The final equation in (7) pertains to iTregs. The first term is the rate at which effector cells differentiate into iTregs, and the second term is the rate at which iTregs die. We assume that iTregs have the same death rate as effector cells.
Although we assume iTregs cause effector cells to "die," that is, to exit the system, we recognize that in reality, effector cells might not die from interacting with an iTreg. Instead, some cells might turn into memory cells and others might even migrate away from the lymph node and carry out effector functions in the periphery before dying as suggested in Kim et al. (2007) . For the purposes of the model, however, suppressed cells are irrelevant to the dynamics, so we consider them as dead.
Results

Cell division-based program
Since the equations in (1) are relatively simple, we can solve them using integrating factors to obtain
and
Note that we are using the equilibrium relation A 0 (0) = s A /d 0 . Also, to make the derivation more valid, we should define a continuous function a ε (t) that is 0 for t ≤ 0 and t ≥ b, is c for t ∈ [1 + ε, 10 − ε], and is piecewise linear in between. Then we can consider a ε (t) for small ε > 0 rather than using a(t). For brevity, we omit these details.
Equations (8)- (9) imply that the concentrations of APCs over time are proportional to the initial/equilibrium concentration of immature APCs. The dependence of the mature APCs, A 1 (t), on c is more complicated, but there is, more or less, a saturating dependence of the Michaelis-Menten form. The leading coefficient, c/(d 0 + c), has a very small Michaelis constant of d 0 = 0.03, so it saturates very quickly. On the other hand, the coefficient, c/(d 0 − d 1 + c) , of the second term of the expression has a negative "Michaelis constant" of about −0.8, which means that it saturates for c much greater than 0.8 and has a sign change around 0.8. Note that the second term has a well-defined limit even if the denominator d 0 − d 1 + c = 0, because of the exponential factor. The dependence on b is also complicated, but because the top expression of (9) decays quickly, there is also a saturating dependence, i.e., very long b's do not add much to APC dynamics, at least for an acute stimulation. For turnover rates, we assume that the turnover, d 0 , of immature APCs is low, and hence insignificant, since this rate is dominated by other parameters. The turnover, d 1 , of mature APCs mostly affects the rate of decay of the mature APC concentration after the peak of antigen-presentation. All together, these parameters influence the dynamics of mature APC concentrations, which in turn directly affect the stimulation levels of T cells.
Due to the sequential nature of the cell division-based program, we can find explicit expressions for all variables. However, because of the complexity of these expressions, and to keep our investigation fruitful, we switch to numerical simulations using the DDE solver "dde23" in Matlab. At this point, we also switch to the continuous version of a(t) given by (3).
Before proceeding to numerical simulations, we observe that the T cell dynamics given by (2) scales with respect to the precursor concentration, T 0 (0). We can see this by nondimensionalizing the T cell populations by T 0 (0). Hence, from now on, we consider the relative T cell expansion level, T total (t)/T 0 (0), rather than the total T cell population, T total (t), which is given by
Note that (2) and Fig. 1 imply that stimulated T cells leave the system during the division process and return ρ time units later. Hence, the total T cell concentration is not only the sum of T cell populations given by T i (t), but also the populations that are undergoing division, which are given by the integrals in the above expression.
To characterize T cell dynamics, we measure the maximum level of the relative expansion and the time of peak. As mentioned above, due to scaling, the relative expansion and the time of peak are independent of the precursor concentration, so we do not need to vary this parameter.
First, we fix m = 7 and examine the dependence of T cell dynamics on the maximum number, n, of antigen-dependent cell divisions after the minimal developmental program. We use the parameters listed in Table 1 except that we vary n from 0 to 30. See Fig. 5 for plots of the maximum expansion level and the time of peak versus n.
We measure the expansion level in terms of population doublings, which are given by log 2 (max(T total /T 0 (0))).
As apparent from Fig. 5(a) , each increase in n roughly leads to one more population doubling until the curve starts to saturate at around n = 17 or 18. From this point, the T cell population does not double much more than 24 times, no matter how many additional antigen-dependent divisions are permitted. We fit a linear regression to the first 17 points, which correspond to n = 0 to 16. Note that n = 16 is the highest estimate for n in Table 1 , so the relation is almost linear for reasonable values of n. Furthermore, the slope of the line is 0.9436, meaning that after each increase in n, about 92% of the responding effector cells undergo one additional division. (We obtain this estimate because 2 0.9436 − 1 = 92%.) In addition, the y-intercept is 6.9974, meaning that about 99.8% of naïve T cells respond to the stimulus and enter the minimal developmental program of 7 divisions. This estimate agrees very closely with the number obtained from the numerical solution of T 0 (t).
In Fig. 5(b) , we see that the dependence of the time of peak on n is also almost linear, at least for n between 0 and 16. As in Fig. 5(a) , the linear regression is fit to the first 17 points. The slope of 0.4104 indicates that effector cells continue expanding for about 0.4104 days longer for each increase in n. This extension in expansion time is slightly longer than the duration ρ = 1/3 day of one division. Furthermore, the time of peak at n = 0 is 4.0773 days, which is close to the y-intercept 3.8692 of the linear fit. Hence, most cells complete the minimal developmental program around 4 days after the beginning of antigen-presentation in the lymph node, which means that most naïve T cells take about 1 day for stimulation by APCs followed by σ = 3 days to complete the minimal developmental program. This result is in agreement with (Mercado et al., 2000) , which states that nearly all potentially-reactive T cells are stimulated within 24 hours of infection.
Next, we look at the dependence of T cell dynamics on c, the parameter corresponding to the level of antigen-presentation in a(t). Again, we use the parameters listed in Table 1 and vary c from 0.1 to 3. The maximum expansion level and the time of peak versus c are plotted in Fig. 6 . We use all three values (3, 10, and 16) of n and draw three curves in each plot.
As we can see in Fig. 6 (a) and (b), T cell dynamics saturate very quickly in relation to c, so much so that the period doubling level is almost constant from as low as c = 0.1 to as high as c = 3. It might seem slightly peculiar that the peak expansion increases slightly for low values of c and then decreases again for high values. This happens because for high c values, almost all available APCs are recruited shortly after infection, vacating the pool of immature APCs at the site of infection. Thus, once the mature APCs arrive in the lymph node, they die at rate d 1 = 0.8/day and are not quickly replenished. By continuity, the size of the T cell peak must go to 0 as c decreases, but the drop is very steep. The two extra points shown in the curves for n = 3 correspond to c = 0.001 and c = 0.01. These values correspond to roughly 0.1% and 1% of APCs getting stimulated per day. Hence, even very low stimulation levels result in nearly saturated T cell dynamics.
The next issue we explore is the dependence of T cell dynamics on the duration of antigen availability at the site of infection, b. Using the parameters listed in Table 1 , we vary b from 1 to 15 days. The plots of the maximum expansion level and the time of peak versus b are shown in Fig. 7 .
This figure shows that as before T cell dynamics eventually saturate as b increases, but not as quickly as for c. Hence, the duration of antigen availability is more important than the antigen level. These results make sense, because if an antigen is available longer, effector cells will continue to divide for longer in an antigen-dependent manner.
Although we use three estimates for the maximal length of antigen-dependent proliferation, the true number probably lies between n = 3 and n = 10 (1,000-fold and 100,000-fold expansion) rather than at the high end. The large estimate of n = 16 (10 million-fold expansion) comes from observations in vitro (Effros and Pawelec, 1997 ), but does not seem typical of T cell expansion in vivo (Boer et al., 2001 ). Thus, we will focus on the behavior of the bottom two curves in Fig. 7(a) and not on the top one.
The results shown in Fig. 5(b) implied that the minimal time to completion of the minimal developmental program is around 4 days. Hence, even if effector cells were able to complete dividing, emigrate to the site of infection, and decimate infected cells immediately, antigen would still be presented in the lymph node for at least 4 days while T cells undergo the initial activation process. A minimal activation period for a primary T cell response is a fairly standard concept. Indeed, Belz et al. report from their study with influenza virus that cytotoxic activity was not detectable in mice until 5 days after the primary infection (Belz et al., 2007) . These results are in a striking agreement with the results from the mathematical model, since Belz et al. count the number of days after infection, while in their experiments antigen does not appear in the lymph node until day 1 (Belz et al., 2007) . On the other hand, we define time 0 as the time APCs begin arriving in the lymph node, so there is approximately a one day difference in the definitions of the initial time. The time discrepancy between antigen availability at the site of infection and presentation in the lymph node might be due to the travel time of APCs from the tissue to the draining lymph node. Catron et al. estimate that after a dendritic cell matures it takes about 18 hours for it to detach and appear in the lymph node (Catron et al., 2004) .
Concerning the duration of antigen availability, Belz et al. observe that ablation of antigen presentation on day 3 severely inhibited the expansion of the primary T cell response, whereas antigen ablation from day 5 onward had no significant effect (Belz et al., 2007) . These observations also coincide well with the mathematical modeling results shown in Fig. 7(a) , since for n = 3 and n = 10, T cell expansion levels start to saturate around b = 4 days.
These numbers show that the results pertaining to the T cell proliferation program from Kaech and Ahmed (2001) , Mercado et al. (2000) , and Stipdonk et al. (2001) agree with independent experiments on antigen presentation from Belz et al. (2007) . The turning point of 5 days after infection (t = 4 days in our model) when the T cell response begins to approach a maximal saturation level is probably strongly related to the time required for most cells to complete the minimal developmental program. It seems that stimulating newly activated T cells even briefly after the minimal developmental program is enough to drive them to nearly full potential expansion. In most cases involving a primary T cell response, it is likely that b will be high enough to saturate T cell expansion, which probably explains why most T cell responses in vivo seem to follow a fixed program. On the other hand, if the immune response eliminates pathogens within 5 days after infection, clearance was probably not mediated by the primary T cell response anyway.
In an unexpected yet interesting way, the findings in this section agree with the model of Antia et al. (2003) , although for different reasons. Recall that in Antia et al. (2003) , newly activated T cells undergo antigen-dependent proliferation for up to 2.5 days after infection to tune the resulting T cell response. The results from Belz et al. (2007) and the simulation data shown in Fig. 7 also indicate that antigen availability during the 3-4 days following infection is critical to determining the size of the resulting response. In this mathematical model, there is no antigen-dependent expansion prior to the minimal developmental program. Instead, the critical period of 3 or so days after infection represents the time during which most T cells are undergoing an initial activation. The presence of antigen during this period affects whether T cells will complete the minimal number of divisions and stop or whether they will further divide before contracting.
To close the discussion of the cell division-based program, Fig. 8 shows the time evolution of various cell populations when n = 10 and the rest of the parameters are taken from Table 1 .
Notice from Fig. 8(a) that nearly all available naïve T cells are recruited within a day of antigen presentation, a result corroborated by the experimental data of Mercado et al. (2000) . In addition, the effector cell population peaks at day 7.87, near the estimate of Boer et al. (2003) that the T cell peak occurs around day 8 after infection. Also, notice from Fig. 8(b) that the mature APC concentration peaks at day 2.5, which is close to the experimental measurement of a peak at day 2.2 in Belz et al. (2007) .
1 These results demonstrate a strong correspondence between the mathematical model and the experimental data. 
Time-based program
As in the case of the cell division-based program, we can see by nondimensionalizing the populations that T cell dynamics scale with respect to the precursor concentration, T 0 (0). We thus consider the relative T cell expansion level, T total /T 0 (0), where
This expression is obtained by integrating over the two population densities, T 1 (x, t) and T 2 (x, y, t), for effector cells.
As before, we characterize T cell dynamics based on the maximum expansion level and on the peak time. First, we fix the parameters listed in Table 1 and vary τ from 1/3 to 8 days. See Fig. 9 for plots of the expansion level and the peak time versus the lifespan, τ , of effector cells.
Analogously to the cell division-based program, each increase in τ by 1 leads to approximately 3 more populations doublings, since each cell division takes 1/3 of a day. The estimated y-intercept of about 7 corresponds to the number of divisions in the minimal developmental program. Also, as in the cell division-based program, the increase in expansion levels saturates, in this case around τ = 3 days. See Fig. 9(a) . In contrast to the cell division-based program, the time of the T cell peak depends linearly on τ without saturating. This linear dependence happens because effector cells live τ units of time after completing the minimal developmental program regardless of whether they are dividing or not. The slope of the linear regression is about 1, because one added day of T cell life postpones the beginning of contraction by one day. In addition, the y-intercept of about 3.9 days corresponds to the duration of the minimal developmental program. See Fig. 9(b) .
Next, we look at the dependence of the T cell dynamics on c, the parameter corresponding the level of antigen presentation in a(t). See Fig. 10 for plots of the maximum expansion level and the time of peak versus c. We plot curves for τ = 3 and τ = 8 days. As in the cell division-based program, T cell dynamics saturate quickly with respect to c, so much so that the expansion level is almost constant from as low as c = 0.1. See Fig. 10(a) . The time of peak is almost independent of c and depends far more directly on τ as discussed in the preceding paragraph. See Fig. 10(b) . Next, we look at the dependence of T cell dynamics on b, the duration of antigen availability at the site of infection. We vary b from 1 to 15 days. See Fig. 11 for plots of the maximum expansion level and the time of peak versus b.
As in the cell division-based program, T cell dynamics saturates as b increases, although not as quickly as for c. Indeed, as before, the expansion levels start saturating around b = 4. See Fig. 11(a) . Again, the time of peak is almost independent of b and depends more directly on τ . See Fig. 11(b) . To close the discussion of the time-based program, Fig. 12 shows graphs of the time evolution of T cell populations for τ = 3 and τ = 8, where the remaining parameters are taken from Table 1 . As shown in Fig. 12 , the T cell response ramps up in much the same way as in the cell division-based program 8(a). However, in the time-based program, effector cells linger until the end of their lifespan, τ , even if they are not dividing. Once the lifespan of most effectors is reached at approximately t = τ + 4 (see the linear regression in Fig. 9(b) ), the response contracts rapidly.
We note that the dramatic drops observed in Fig. 12 do not reflect the more gradual contractions observed in real life. One likely cause of this discrepancy is that the lifespans of effector cells are probably not all the same, but are distributed over a wide range of values. We could incorporate this variability to obtain a more accurate model, but as will be discussed in Section 4.3, this adjustment is not important or even relevant for the main point of this paper.
In conclusion, T cell dynamics of the time-based program are similar to those of the cell division-based program, especially for low values of τ . The main difference between both programs is that in the time-based program, effector cells can linger around for longer without dividing when τ is large.
Is the autonomous program paradigm complete?
The paradigm that T cells follow an autonomous development and differentiation program has one automatic strength. It sets a firm restriction on the duration and expansion of the T cell response, guaranteeing that T cells will not proliferate excessively. But can it guarantee robustness with respect to precursor frequency?
Autonomous programs must scale with respect to the T cell precursor frequency as shown in Sections 3.1 and 3.2. For example, if a lymph node begins with 10 times as many reactive precursors as estimated, it will give rise to a response that is fully 10 times higher. This may be a little excessive, although it will probably still do the job. More significantly, if a lymph node begins with 1/10 or 1/100 times as many precursors, the resulting immune response will scale similarly, a potentially serious shortcoming. Furthermore, the results of Badovinac et al. show that a 10,000-fold difference in precursor frequencies drastically reduces to a 13-fold difference in peak effector levels during a T cell response (Badovinac et al., 2007) .
An alternative possible feedback is early antigen elimination. However, as discussed in Section 4.1 and shown in Belz et al. (2007) , T cell-mediated clearance does not begin earlier than 5 days after infection, and hence antigen elimination that occurs faster than 5 days probably involves immune agents other than T cells. On the other hand, antigenic stimulation that elicits T cell intervention most likely lingers for at least 5 days, and as seen in Fig. 7 , T cell expansion has saturated by then.
In short, the paradigm of cell division-based and time-based programs of T cell expansion and contraction have several strengths: they guarantee a foolproof and timely endings of T cell proliferation, and the saturating phenomena discussed in Sections 3.1 and 3.2 render the response robust with respect to certain key parameters, in particular to the level and the duration of antigen availability during infection. However, one fundamental problem still remains: the dynamics of autonomous programs scale with respect to precursor frequencies.
Before proposing an alternative hypothesis, we put forward two central questions: What internal mechanisms induce an effector cell to die after a certain number of divisions or after a certain amount of time and can these mechanisms be reversed? The answer to the first question is answered by several papers proposing that programmed cell death is induced by Fas-FasL interaction and certain apoptosis genes expressed within the cell (Razvi et al., 1995; Renno et al., 1999; Yang et al., 1998) . The answer to the second question has also been well demonstrated, at least in principle. Indeed, T cells can be expanded in vitro well beyond normally observed proliferation levels up to senescence (i.e., the Hayflick Limit) (Effros and Pawelec, 1997) . This result implies that there are means of inhibiting apoptosis and allowing T cells to continue dividing. If there were an intrinsic contraction program in each cell, it should also be observable in vitro in the same way as the initial proliferation program. The discrepancy between T cell behavior in vivo and in vitro strongly suggests that they respond to an external signal to induce the contraction process, albeit an external signal that seems to be almost always present during a normal immune response in vivo.
Taking a step back, let us consider what we expect to observe in most T cell responses. A variety of sources (e.g. Boer et al., 2003; Mercado et al., 2000; Yang et al., 1998) , report similar magnitudes and timings of T cell peaks under a variety of stimulatory conditions. In addition, T cell dynamics appear to behave robustly with respect to a wide range parameters, presumably including initial naïve T cell concentrations. This highly uniform behavior may look like a "program," but perhaps it could be instead that a simple feedback network is set up so that T cell dynamics consistently end up entrained into a highly stable and robust attractor, such as a fixed point, regardless of initial conditions.
The basis for an adaptive regulatory T cell-mediated contraction
Since programmed responses do not seem to be sufficiently robust with respect to precursor frequencies, we consider a simple alternative based on negative feedback. The next model incorporates the notion of adaptive regulatory T cells (iTregs). Like thymusderived, naturally-occurring regulatory T cells (nTregs), these cells are stimulated in an antigen-specific manner and suppress immune cells in an antigen-nonspecific manner (Taams et al., 2002; Walker et al., 2003 Walker et al., , 2005 . The main difference between iTregs and nTregs is, however, that iTregs do not emerge from the thymus, but are generated from nonregulatory T cells in the periphery (Taams et al., 2002; Walker et al., 2003 Walker et al., , 2005 .
Suppression of immune cells by iTregs primarily functions by cell contact rather than by cytokines (Walker et al., 2003) . Furthermore, iTregs can appear in a cell culture of originally nonregulatory T cells within 10 days of persistent stimulation (Walker et al., 2005) . This period of less than 10 days for iTreg generation implies that iTregs differentiate from effectors during the course of a normal primary immune response, which generally peaks 8 to 9 days after the initial stimulation (Boer et al., 2003) . These observations suggest that iTregs may play a key role in a primary T cell response and that suppression by iTregs might even be the central mechanism that induces T cell contraction.
Along this line, the experiments of Haribhai et al. show that conventional and regulatory T cells expand and contract together during a primary immune response (Haribhai et al., 2007) . From these results, they propose that regulatory T cells play a key role in regulating the primary immune response. However, they conclude that nTregs, and not iTregs, play the primary role in this regulation. In a similar manner, a mathematical model we published the same year proposed that foreign-reactive nTregs exist and serve to induce a timely contraction of the primary T cell response (Kim et al., 2007) . On the other hand, we also commented that robust behavior is highly dependent on the initial conditions. In particular, the system requires a narrow balance between the reactivities of the responding effector and of the regulatory T cells (Kim et al., 2007) . Even though initial conditions may be chosen to make the immune response robust, any explanation relying heavily on initial conditions must also describe how these conditions could be set prior to the immunogenic challenge. According to Kim et al. (2007) , an nTreg-induced contraction of the primary T cell response is, for this reason, hard to explain.
Several other mathematical models have been developed for naturally occurring regulatory T cells (Burroughs et al., 2006; Carneiro et al., 2005; León et al., 2000 León et al., , 2001 León et al., , 2003 León et al., , 2004 León et al., , 2007a León et al., , 2007b and adaptive regulatory T cells (Fouchet and Regoes, 2008) , but these papers focus on the function of regulatory T cells in inducing and maintaining immune tolerance to certain targets. In this paper, we do not address how regulatory T cells induce tolerance, but in how they govern the dynamics of a primary immune response against infection.
The adaptive regulatory T cell model
Due to the negative feedback from iTregs in (7), T cell dynamics do not scale with respect to precursor frequencies as in the other two models. Thus, it is informative to look at the total effector cell population, given by
Figure 13 displays log-log plots of the maximum expansion level and time of peak versus the initial naïve T cell concentration, T 0 (0), which is varied from 4 × 10 −4 to 4k/µL, a range 100 times lower and 100 times higher than the estimated value in Table 1 . As shown in Fig. 13(a) , the simulated data fits a power law of exponent 0.3004, meaning that the expansion roughly scales to the cubed root of the initial naïve cell concentration. In other words, to obtain a T cell response that is 10 times higher (or lower) than normal, the system would need to start with a reactive precursor concentration that is 1,000 times higher (or lower) than normal, an event that probably rarely happens in real life. Hence, the dynamics of the feedback loop automatically compensates for a shortage or abundance of precursors. As shown in Fig. 13(b) , the running time of the "program" also increases or decreases based on where the system starts. From these results, we see that the simple feedback between conventional and regulatory T cells provides a more flexible response than a built-in program.
As in Figs. 5 and 9, it is also convenient to express the relative level of expansion in terms of population doublings. We show a plot of population doublings versus the log of the initial T cell concentration in Fig. 14. As discussed above, this plot also shows that the iTreg model compensates for an abundance or shortage of precursors by inducing a fewer or greater number of cell divisions.
Returning to the more standard sensitivity analyses conducted for the program-based models, we see in Figs. 15 and 16 that the dynamics of the iTreg model exhibits similar saturating behavior with respect to the level and to the duration of antigen stimulation, given by c and b, respectively.
From the simulations in Fig. 13 , the ratio of T cell peaks from the minimum to the maximum precursor concentrations (4 × 10 −4 to 4k/µL) is 16.01, which is near the experimental result from Badovinac et al. (2007) that a 10,000-fold difference in precursor frequencies only resulted in a 13-fold difference in T cell expansion levels. This ratio depends in part on the parameter r, the rate at which effector T cells differentiate into iTregs, and as shown in Fig. 17 , the ratio falls between 15 and 20 for values of r ranging from approximately 10 −3.5 to 10 −1.5 . Hence, the ratio falls near the experimentally observed value of 13 for a wide range of values of r. Figure 18 shows the time evolution of the effector and iTreg populations when r = 0.01/day and all other parameters are taken from Table 1. The figure indicates that the iTreg concentration peaks around the same time as the T cell response, but lingers a while longer ensuring a full contraction of the T cell population. In this example, the naïve T cell population begins at 0.04k/µL and peaks at 482k/µL, corresponding to an expansion level of 13.6 divisions on average. Figure 19 (a) displays phase portraits of the iTreg versus the effector population for initial naïve cell concentrations of 0.0004, 0.004, 0.04, 0.4, and 4k/µL. The five curves correspond to population doublings of 18.4, 15.9, 13.6, 11.3, and 9 .1, respectively, showing that every 10-fold increase or decrease in precursor concentrations corresponds to approximately 2.2 fewer or 2.2 additional divisions that adjust the difference. Thus, larger initial conditions lead to larger T cell responses, but not at the level of sensitivity exhibited by the two program-based models. All phase portraits exhibit similar shapes and return to 
Fig. 17
The effect of the parameter r, representing the rate at which effector cells differentiate into iTregs, on the ratios between T cell peaks for precursor concentrations of 4 and 4 × 10 −4 k/µL. the resting state in a timely fashion. The phase portraits give dynamics up to 20 days as in Fig. 18 . Figure 19 (b) shows similar phase portraits as in Fig. 19(a) , except that the duration, b, of antigen presentation is set to 1,000 days so that antigen is chronically presented. As shown in this figure, the effector and iTreg populations spiral in to a stable fixed point. Elongated, teardrop shapes of the phase portraits form as a result of the rapid increase in the level of antigen presentation by mature APCs over the first few days after infection before decaying to a steady level several days later. (See Fig. 8b for a sense of mature APC behavior, but note that this figure corresponds to b = 10 rather than to b = 1, 000.) The brief burst of mature APC levels in the lymph node allows the effector concentration to expand rapidly for a brief time before being pulled back into the stable fixed point.
Discussion
The main purpose of this paper is to examine several existing models and propose a new mathematical model for the primary T cell response. The model is based on a simple feedback loop between effectors and iTregs that have differentiated during the course of the immune response. We also put forward the possibility that the accepted paradigm of a T cell proliferation program followed by programmed cell death does not entirely explain the robustness of the T cell response to precursor frequency as observed in Badovinac et al. (2007) .
The theory of the T cell developmental program states that stimulated naïve T cells undergo several rounds of antigen-independent division, followed by a period of antigendependent proliferation that is terminated by programmed cell death. Programmed cell death limits the extent of T cell proliferation either by constraining the maximum number of divisions a cell can undergo or by initiating apoptosis at a certain time. The death program can also be a hybrid version of the two programs, since the scaling argument in Section 4.3 still applies for any signal that is induced internally in each cell rather than by external stimulation. Hence, this possibility does not affect the main argument of the paper.
The paradigm of T cell developmental programs was primarily formulated around a series of experimental studies investigating T cell expansion (Kaech and Ahmed, 2001; Mercado et al., 2000; Stipdonk et al., 2001 Stipdonk et al., , 2003 and contraction (Razvi et al., 1995; Renno et al., 1999; Yang et al., 1998) . These experiments observed that T cell responses exhibit very similar dynamics for a broad range of antigen presentation levels and durations. These observations led experimentalists to conclude that T cells must follow a mostly antigen-independent developmental program. Although some parts of the program might be antigen dependent, the key transitions (such as the duration of the minimal developmental program and the initiation of contraction) are antigen-independent. Based on these results, two mathematical models were developed to analyze the dynamics of T cell developmental programs (Antia et al., 2003; Wodarz and Thomsen, 2005) .
On the other hand, as shown in this work, both developmental approaches imply that the resulting dynamics scale directly with respect to precursor frequencies. This feature provides the main thrust of the argument of the paper. We would like to stress that this direct scaling is not a particular consequence of our formulations of developmental programs in Sections 3.1 and 3.2. It is an integral consequence of the developmental program paradigm.
If the paradigm of developmental programs were true, the high sensitivity of the T cell dynamics (i.e., directly scaled to the precursor frequencies of reactive naïve T cells) would have to be explained. Since naïve T cells are generated with random antigen specificities (at least with regard to nonself antigen), it is expected that antigen-specific precursor frequencies will be highly variable, particularly within a specific lymph node.
One way of circumventing this difficulty is that limited availability of resources prevents T cells from proliferating excessively. A couple of likely candidates of limited resources are positive growth signal, such as IL-2, and available space on antigen presenting cells. Indeed, the limited availability of these resources are typically thought of as possible control mechanisms, but is this a sufficiently good explanation for controlling the primary T cell response? The experiments of van Stipdonk et al. discussed in Section 1 demonstrate that naïve T cells can proliferate and differentiate in the absence of exogenous IL-2, meaning that they produce whatever is needed in an autocrine loop (Stipdonk et al., 2001) . Furthermore, the experiments of Mercado et al. indicate that nearly all potentially-reactive T cells become activated within 24 hours of infection (Mercado et al., 2000) , meaning that there are enough APCs to satisfy every T cell. In any case, we recognize that the limited resource hypothesis is plausible. Yet, as discussed, the limiting factor might not be a lack of positive growth signal or space on APCs.
An appealing alternative is considered by Allan et al. (2004) . This paper considers four distinct mechanisms for T cell regulation, and most of the scenarios serve to render the T cell response insensitive to the nature of antigen stimulation, a stated goal of the paper. As a result, these mechanisms do not necessarily lead to robustness with respect to precursor frequency (an issue which is not studied in Allan et al., 2004) . We examined the models proposed in Allan et al. (2004) and concluded that, as presented, they are not robust with respect to precursor frequency. On the other hand, the model in which T cells regulate each other via contact interactions can be made robust by choosing parameters that are different from those in Allan et al. (2004) . With the original choice of parameters, this model predicts a power law relation with exponent 0.79 between antigen-specific naïve T cell concentrations and the heights of T cell peaks. Hence, a 10,000-fold difference between precursor frequencies reduces to a 1,445-fold difference between T cell peaks, almost a 10-fold reduction from direct scaling. A different choice of parameters (on which we do not elaborate here), can be made to render this model more robust with respect to precursor frequency. It is important to note that our hypothesis of iTreg-induced T cell contraction can work in conjunction with such a mechanism. Focused experimental studies are needed to differentiate between the two possibilities. In particular, one could examine whether de novo generated Tregs contribute significantly to T cell contraction in vivo.
In summary, we propose an alternative hypothesis to the T cell program paradigm that primary T cell expansion may be controlled by the appearance of adaptive regulatory T cells later in the immune response. The resulting behavior would be governed by emergent group dynamics rather than by autonomous programs. Our study shows that this approach produces a primary T cell response that is robust to antigen stimulation and precursor frequency. In particular, the maximal number of cells no longer scales with the precursor frequencies. At the same time, our simulations predict that the number of cell divisions in such a complex response still falls within the experimentally observed range, namely between 9 to 20 divisions (approximately between 10 3 to 10 6 -fold expansions). When it comes to future work, there are several possible directions. In this paper, one of our main goals was to suggest a potential role of adaptive regulatory cells. Our next step will be to consider the contributions of CD4+ and CD8+ T cells separately.
In addition, the other possible control mechanisms mentioned above and our iTreg model fall into the general category of resource competition models. Each model most likely produces dynamics that could be distinguished experimentally. For example, the mechanisms involving competition for growth signal or APC space might give rise to T cell dynamics that first increase linearly and then saturate with respect to precursor concentrations, the mechanism involving contact-dependent suppression between T cells could result in logistic-like dynamics that are largely independent of precursor frequency (although that is not what was obtained in Allan et al., 2004) , and as shown in the paper, the iTreg model results in dynamics that are fairly robust, yet influenced by variations in precursor concentration. A thorough consideration of various competition models is a direction for future work.
One of our model assumptions is that the primary role of regulatory cells is to suppress primed T cells. This assumption is supported by the experimental results of Sakaguchi et al. (1995) . Other experiments have also shown that regulatory cells can suppress dendritic cells (Chang et al., 2002) . Hence, we plan to consider the case where regulatory cells suppress APCs as well.
According to Belz et al. (2007) , stimulated memory cells can kill APCs, which would provide more rapidly acting feedback loop than the generation of iTregs. We could consider this alternative feedback control system to see how it compares to the iTreg model for primary immune responses.
In the current model, we only consider the lymph node compartment and exclude the dynamics of T cell migration and target elimination in the peripheral tissue. We could extend the model to include a tissue compartment. Indeed, as observed in the mathematical model of Kim et al. (2007) , the T cell response may operate in a two-phase cycle during which T cells start by proliferating in the lymph node and then suddenly and collectively emigrating to the tissue.
It is likely that more than one scheme functions to ensure a timely T cell contraction. For example, iTreg-induced contraction and a cell division-based program might work simultaneously and whichever scheme initiates first mediates the contraction. A multifaceted contraction signal could work to make T cell dynamics even more stable than what was considered in this paper. Finally, the behavior shown in Fig. 19 suggests that the iTreg model could be further simplified, perhaps into only two differential equations, and analyzed for fixed points and stability.
