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SYK$model$$=$1D$many$body$QM$with$maximal$chaos
3.1 Definition
The SYK model is defined as having a Hamiltonian
H =
X
ijk`
Jijk` 
i j k `, (18)
where Jijk` ar drawn from a normal distribution. The operators obey the anticommutation
relations
{ i, j} =  ij. (19)
3.2 Initial Calculations
3.3 Large N Limit
3.4 Supersymmetry
The discussion of the supersymmetric models comes from reference [1]. In the supersym-
metric generalization, the Hamiltonian is written in terms of the supercharge
Q = i
X
i<j<k
Cijk 
i j k, (20)
where Cijk are now drawn from a Gaussian with mean 0 and variance 2J/N2. Because the
 operators are antisymmetric, the other components of C may be chosen so that C is also
antisymmetric. In this case
Q =
i
6
X
ijk
Cijk 
i j k, (21)
with the indices no longer necessarily ordered.
The Hamiltonian is defined as
H = Q2 =  
X
i<j<k
Cijk 
i j k
X
`<m<n
C`mn 
` m n. (22)
For those terms where (i, j, k) = (`,m, n), the sum becomesX
i<j<k
C2ijk 
i j k i j k =
1
8
X
i<j<k
C2ijk (23)
Eventually5 the Hamiltonian becomes
H = E0 +
X
i<j<k<`
Jijk` 
i j kk `, (24)
5I’m not able to derive this. What am I missing?
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random$couplings N$majorana variables
⌃(⌧   ⌧ 0) and we can write the full two point function, and the definition of ⌃ as
1
G(!)
=  i!   ⌃(!) , ⌃(⌧) = J2 [G(⌧)]q 1 (2.6)
Notice that the first equation is written in frequency space while the second in the original
(Euclidean) time coordinate. Here we have assumed translation symmetry. The possible
values of the frequency depend on whether we are at   = 1, where it is continuous, or
at finite   where we have ! = 2⇡  (n +
1
2). When we talk about zero temperature, we are
imagining taking the large N limit first and then the zero temperature limit.
As a side comment, note that we could consider a model with a Hamiltonian which is
a sum of terms with various q’s, and with random couplings with their own variance Jq.
The large N equations for such models would be very similar except that the right hand
side of (2.6) would be replaced by ⌃ =
P
q J
2
q [G(⌧)]
q 1. But we did not find any good use
for this.
2.3 The conformal limit
At strong coupling, the first equation in (2.6) can be approximated by ignoring the first
term on the right hand side. It is convenient to write these approximate equations asZ
d⌧ 0G(⌧, ⌧ 0)⌃(⌧ 0, ⌧ 00) =   (⌧   ⌧ 00) , ⌃(⌧, ⌧ 0) = J2 [G(⌧, ⌧ 0)]q 1 (2.7)
Written in this form, they are invariant under reparametrizations,
G(⌧, ⌧ 0)! [f 0(⌧)f 0(⌧ 0)] G(f(⌧), f(⌧ 0)) , ⌃(⌧, ⌧ 0)! [f 0(⌧)f 0(⌧ 0)] (q 1)⌃(f(⌧), f(⌧ 0))
(2.8)
provided that   = 1/q.
We can then use an ansatz of the form
Gc(⌧) =
b
|⌧ |2  sgn(⌧), or Gc(⌧) = b
"
⇡
  sin ⇡⌧ 
#2 
sgn(⌧) (2.9)
where we have given also the finite temperature version, which follows from (2.8) with
f(⌧) = tan ⌧⇡  . We can determine b by inserting these expressions into the simplified
equations and obtain
J2bq⇡ =
✓
1
2
  
◆
tan ⇡  ,   =
1
q
(2.10)
We will use   and 1/q interchangeably below. To derive the first equation here, it is
convenient to use the Fourier transformZ 1
 1
d⌧ei!⌧
sgn(⌧)
|⌧ |2  = i 2
1 2 p⇡ (1  )
 (12 + )
|!|2  1sgn(w) (2.11)
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1 Introduction: Schwarzian QM
In the past few years it has been recognized that holographic CFTs at finite temperature
exhibit characteristics of many body quantum chaos [1, 2, 3, 4, 5]. The SYK model is
a soluble many body quantum system with a well-controlled large N limit that exhibits
maximal chaos and other characteristics that indicate it has a holographic dual given by a 2D
gravity theory on AdS2 [2, 6, 7, 8, 9, 10, 11]. The Schwarzian theory describes the quantum
dynamics of a single 1D degree of freedom f(⌧) and forms the theoretical gateway between
the microscopic SYK model and the dual 2D dilaton gravity theory [12, 13, 14, 15, 16].
In this paper we will study the finite temperature correlation functions in the 1D quan-
tum mechanical theory described by the action
S[f ] =  C
Z  
0
d⌧
✓ 
f, ⌧
 
+
2⇡2
 2
f 02
◆
(1.1)
=  C
Z  
0
d⌧
 
F, ⌧
 
, F ⌘ tan
✓
⇡f(⌧)
 
◆
, (1.2)
where C is the coupling constant of the zero-temperature theory. We will set C = 1/2 from
here on out, unless explicitly stated. Here f(⌧ +  ) = f(⌧) +   runs over the space Di↵(S1)
of di↵eomorphisms on the thermal circle, and
 
f, ⌧
 
=
f 000
f 0
  3
2
✓
f 00
f 0
◆2
(1.3)
denotes the Schwarzian derivative.
The action S[f ] is invariant under SL(2,R) Mo¨bius transformations that act on F via
F ! aF + b
cF + d
. (1.4)
The model possesses a corresponding set of conserved charges `a that generate the sl(2,R)
algebra [`a, `b] = i✏abc`c and commute with the Hamiltonian H. In fact, as reviewed in
section 2, the Hamiltonian H is found to be equal to the SL(2,R) Casimir, H = 12`a`a. The
energy spectrum and dynamics are thus uniquely determined by the SL(2,R) symmetry.
The Schwarzian theory is integrable and expected to be exactly soluble at any value of the
inverse temperature  . In the following, we will label the energy eigenvalues E in terms of
the SL(2,R) spin j =  12 + ik via
E(k) =  j(j + 1) = 1
4
+ k2. (1.5)
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 in(t2) out(t1) = e
ih¯e (t2 t1)@1@2 out(t1) in(t2)
t˜0   t0 ' 1
 
e (t t0 tr)
S2D =
Z
d2x
p g  (R + ⇤) + Smatter
S3D =
Z
d3x
p g (R + ⇤) + Smatter
1
Figure 2: In (a) we see the full AdS2 space. In (b) we cut it o↵ at the location of a
boundary curve. In (c) we choose a more general boundary curve. The full geometry of
the cutout space does depend on the choice of the boundary curve. On the other hand,
the geometry of this cutout region remains the same if we displace it or rotate it by an
SL(2) transformation of the original AdS2 space.
We see that t(u) or t˜(u) produce exactly the same cutout shape. Therefore the full set of
di↵erent interior geometries is given by the set of all functions t(u) up to the above SL(2)
transformations. (Or modded out by these SL(2) transformations (2.5)).
It is worth noting that we can also look at the asymptotic symmetries of AdS2. They
are generated by reparametrizations of the asymptotic form
⇣t = "(t), ⇣z = z"0(t) (2.6)
These will map one boundary curve into another. In fact, (2.6) sends the curve t(u) = u
to t(u) = u+ "(u).
If we insert these geometries into the action (2.3) the Gauss-Bonnet theorem implies
that we always get the same action, namely the extremal entropy. Thus we have a set of
exact zero modes parametrized by t(u) (up to the SL(2) identification (2.5)).
Notice that, near the boundary, the geometries are indistinguishable, we need to go
through the bulk in order to distinguish them. In fact, this is the realization of the full
reparametrization symmetry that we expect in this problem. In other words, we expect
that SL(2) is enhanced to a full Virasoro like symmetry, which in this case, are just the
reparametrization symmetries. However, the reparametrization symmetry is spontaneously
broken by AdS2. It is broken to SL(2, R). The zero modes are characterized by the
functions t(u). These can be viewed as Goldstone bosons. Except that here we consider
them in the Euclidean problem. We can call these zero modes “boundary gravitons”.
They are similar to the ones that appear in three dimensions. An important di↵erence
with the three dimensional case is that, here, these modes have precisely zero action in the
confromal limit, there is no local conformal invariant action we can write down for them.
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If we mod out by the overall SL(2,R) symmetry, the partition sum
Z( ) =
Z
M
Df e S[f ] (1.6)
reduces to an integral over the infinite dimensional quotient space
M = Di↵(S1)/SL(2,R). (1.7)
This spaceM equals the coadjoint orbit of the identity element 1 2 Di↵(S1), which is known
to be a symplectic manifold that upon quantization gives rise to the identity representation
of the Virasoro group Di↵(S1), i.e. the identity module of the Virasoro algebra [17, 18, 19].
We choose the functional measure dµ(f) to be the one derived from the symplectic form on
M, which as shown in [20, 21, 23] takes the form Df =Q⌧ df/f 0.
The fact that the spaceM is a symplectic manifold was exploited in [23] to show that
the partition function Z is one-loop exact and given by
Z( ) =
⇣⇡
 
⌘3/2
e⇡
2/  =
Z 1
0
dµ(k) e  E(k) (1.8)
with E(k) as in (1.5) and where the integration measure is given in terms of k by
dµ(k) = dk2 sinh(2⇡k). (1.9)
This exact result for the spectral density
⇢(E) = sinh
 
2⇡
p
E   1/4  (1.10)
is further indication that the Schwarzian theory is completely soluble. In this paper we will
show that this is indeed the case.
For our analysis we will make use of the more detailed property that the space M in
(1.7) is not just any phase space, but forms the quantizable coadjoint orbit space that gives
rise to the identity module of the Virasoro algebra. As we will show in section 3, this
observation implies that the correlation functions of the Schwarzian theory
⌦O1 ...On↵ = 1
Z
Z
M
Df e S[f ]O1 ...On = 1
Z
Tr
 
e  H O1 ...On
 
(1.11)
can be obtained by taking a suitable large c limit of well-studied correlation functions of an
exactly soluble 2D CFT with Virasoro symmetry. In subsequent sections, we will then use
this relation to explicitly compute the correlation functions of a natural class of SL(2,R)
invariant observables Oi. We will now first summarize our main results.
3
which, up to the irrelevant constant B2-contribution, coincides with the Hamiltonian (2.3)
for the Schwarzian model at zero temperature. We can use this correspondence to derive
the exact formula for the spectral measure (1.10) of the Schwarzian theory quoted in the
introduction. Starting from Comtet’s result (2.14) and using that cos(2⇡B) diverges as
B ! i1, we deduce that (up to an irrelevant overall normalization)
dµ(k) = dk2 sinh(2⇡k). (2.16)
3 Partition function: a 2D Perspective
In this section we will study the path integral formulation of the Schwarzian theory at finite
temperature. In particular, we will use its relationship to the group Di↵(S1) to reformulate
1D Schwarzian QM as a suitable large c limit of 2D Virasoro CFT.3
The partition function of the Schwarzian is defined as the integral
Z( ) =
Z Df
SL(2,R)
e S[f ] (3.1)
over invertible functions f , satisfying the periodicity and monotonicity constraints f(⌧+ ) =
f(⌧) +   and f 0(⌧) > 0. The space of functions with these properties specifies the group
Di↵(S1) of di↵eomorphisms of the circle, also known as the Virasoro group.
The SL(2,R) quotient in (3.1) indicates that the functional integral runs over the infinite
dime sional quotient space
M = Di↵(S1)/ (2,R) (3.2)
of di↵eomorphisms modulo the group of Mo¨bius transformations (2.7) acting on F =tan(⇡f  ).
This space M is called the coadjoint orbit of the identity element 1 2 Di↵(S1), which is
known to be a symplectic manifold [17, 18]. Its symplectic form takes the following form
! =
Z 2⇡
0
dx

df 0 ^ df 00
f 02
  df ^ df 0
 
. (3.3)
This observation was used by Stanford and Witten [23] to evaluate the functional integral
with the help of the Duistermaat-Heckman (DH) formula [30].
The DH formula applies to any integral over a symplectic manifold of the schematic form
I =
Z
dpdq e H(p,q) (3.4)
3Related ideas are formulated in [22].
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Figure 2: The spectrum of states in the Schwarzian theory arises from the CFT spectrum of states
with co formal dimension   = c 124 +b(E  14), in the limit b! 0. The operators in the Schwarzian
ar all light CFT operators with conformal dimension   = `b.
The second formula has a clear physical significance. The large c limit sends q˜ ! 0, which
turns the operator q˜L0 into a projection operator on the lowest energy state in the given
channel. Combining (3.11), (3.16) and (3.19) we obtain that
Z( ) =
Z 1
0
dµ(k) e  E(k), dµ(k) = dk2 sinh(2⇡k), (3.20)
reproducing the result obtained in [23].
While the explicit formula (3.20) for the spectral density is not a new result, our deriva-
tion provides a new and useful perspective on the Schwarzian theory. Specifically, it indicates
that the 1D model arises as a special c ! 1 limit of 2D Virasoro CFT, in which we only
keep the states with conformal dimensions   close to the threshold  c =
c
24 (Figure 2).
The above modular bootstrap argument identifies a natural spectral density on the space
of Virasoro representations, given by the modular S-matrix element SP0 [32]. This spectral
density is not a specific property of a particular 2D CFT, but a universal measure analogous
to the Plancherel measure on the space of continuous series representations of SL(2,R). This
measure is defined for any value of the central charge c. We have shown that, after taking
the large c limit while zooming in close to  c =
c 1
24 , it coincides with the exact spectral
density of the Schwarzian theory. In the following sections we will generalize this observation
with the aim of studying correlation functions.
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Stanford,(Witten
If we mod out by the overall SL(2,R) symmetry, the partition sum
Z( ) =
Z
M
Df e S[f ] (1.6)
reduces to an integral over the infinite dimensional quotient space
M = Di↵(S1)/SL(2,R). (1.7)
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of the Virasoro group Di↵(S1), i.e. the identity module of the Virasoro algebra [17, 18, 19].
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the partition function Z is one-loop exact and given by
Z( ) =
⇣⇡
 
⌘3/2
e⇡
2/  =
Z 1
0
dµ(k) e  E(k) (1.8)
with E(k) as in (1.5) and where the integration measure is given in terms of k by
dµ(k) = dk2 sinh(2⇡k). (1.9)
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⇢(E) = sinh
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2⇡
p
E   1/4  (1.10)
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1.1 Overview of results
We will study the correlation functions of the following bi-local operators
O`(⌧1, ⌧2) ⌘
 p
f 0(⌧1)f 0(⌧2)
 
⇡ sin
⇡
  [f(⌧1)  f(⌧2)]
!2`
. (1.12)
We can think of this expression as the two-point function O`(⌧1, ⌧2) = hO(⌧1)O(⌧2)iCFT of
some 1D ‘matter CFT’ at finite temperature coupled to the Schwarzian theory, or equiv-
alently, as the boundary-to-boundary propagator of a bulk matter field coupled to the 2D
dilaton-gravity theory in a classical black hole background.
The bi-local operator (1.12) is invariant under the SL(2,R) transformations (1.4). This
in particular implies that O` commutes with the Hamiltonian H of the Schwarzian theory
[H,O`(⌧1, ⌧2)] = 0. (1.13)
So the bi-local operators are diagonal between energy eigenstates. We will see that the time-
ordered correlation functions of O`(⌧1, ⌧2) indeed only depend on the time-di↵erence ⌧2  ⌧1.
Below we will give the explicit formulas for the correlation function with one and two
insertions of the bi-local operator O`. We will call these the two-point and four-point func-
tions, since they depend on two and four di↵erent times ⌧i, respectively. In the holographic
dual theory they correspond to the AdS2 gravity amplitude with one and two boundary-to-
boundary propagators. Our eventual interest is to compute the out-of-time ordered (OTO)
four point function, which exhibits maximal Lyapunov behavior and contains the gravita-
tional scattering amplitudes of the bulk theory as an identifiable subfactor.
Two-point function
The two-point function at finite temperature is defined by the functional integral with
a single insertion of the bi-local operator
⌦O`(⌧1, ⌧2) ↵ = 1
Z
Z
Df e S[f ]O`(⌧1, ⌧2) = ⌧2 ⌧1` (1.14)
Here we introduced a diagrammatic notation that will be useful below.
The two-point function of the Schwarzian theory at zero temperature was obtained in
[21]. As we will show in section 4, the generalization of their result to finite temperature is
given by a double integral over intermediate SL(2,R) representation labels k1 and k2
⌦O`(⌧1, ⌧2)↵ = Z 2Y
i=1
dµ(ki) A2(ki, `, ⌧i). (1.15)
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We will call the integrand the ‘momentum space amplitude’. In section 4 we will obtain the
following explicit formu a for A2(ki, `, ⌧i)
A2(ki, `, ⌧ ) = e (⌧2 ⌧1)k21 (  ⌧2+⌧1)k22  (`± ik1 ± ik2)
 (2`)
, (1.16)
where  (x ± y ± z) is short-hand for the product of four gamma functions with all four
choices of signs. In the following sections, we will derive the above result from the relation
between the Schwarzian theory and 2D Virasoro CFT, by taking a suitable large c limit
of known results in the latter. We will also perform a number of non-trivial checks on the
result. In particular, it reduces to the zero-temperature result of [21] in the limit   !1.
Propagators and vertices
From the above expression for the two-point function, we can extract the following com-
binatoric algorithm, analogous to the Feynman rules, for computing time-ordered correlation
functions of bi-local operators in the Schwarzian theory. We remark that these rules are still
non-perturbative in the Schwarzian theory and merely represent a convenient packaging of
the exact amplitudes.
We represent the momentum space amplitude A2(ki, `, ⌧i) diagrammatically as
A2(ki, `, ⌧i) =
k1
⌧2 ⌧1
k2
` (1.17)
The thermal circle factorizes into two propagators, one with ‘momentum’ k1 and one with
‘momentum’ k2. The Feynman rule for the propagator and vertices read
⌧1⌧2
k
= e  k2 (⌧2 ⌧1) ,
k2
k1
` =  `(k1, k2) . (1.18)
The propagator with momentum k represents the phase factor between ⌧1 and ⌧2 of an
energy eigenstate with energy E = k2. Each vertex corresponds to a factor
 `(k1, k2) =
s
 (`± ik1 ± ik2)
 (2`)
. (1.19)
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This vertex factor represents the matrix element of each endpoint of the bi-local operator
between the corresponding two energy eigenstates.
Time ordered 4-point function
The time-ordered 4-point function comes in di↵erent types, depending on the ordering
of the four di↵erent times. The simplest ord ring is
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵ =
⌧3
⌧2
⌧4
⌧1`1
`2
(1.20)
w re w ssume that the four imes ar cyclically ordered via ⌧1 < ⌧2 < ⌧3 < ⌧4. This
ordering ensures that the l gs of the two bi-local operators do not cross each other. This
time-ordered 4-point function is given by a triple integral over intermediate momenta
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵ = Z 3Y
i=1
dµ(ki) A4
 
ki, `i, ⌧i
 
. (1.21)
The momentum amplitude is represented by the diagram
A4
 
ki, `i, ⌧i
 
= ksks
`1
`2
k1
k4
(1.22)
Here we took into account the aforementioned result (1.13) that the bi-local operators com-
mute with the Hamiltonian, so that the same energy eigenstate (labeled by the momentum
variable ks) appears on both sides of each bi-local operator.
Applying the Feynman rules formulated above, we find that the momentum amplitude
of the time-ordered four point function reads
A4
 
ki, `i, ⌧i
 
= e k
2
1(⌧2 ⌧1) k24(⌧4 ⌧3) k2s(  ⌧2+⌧3 ⌧4+⌧1)  `1(k1, ks)
2 `2(ks, k4)
2. (1.23)
In section 4, we will explicitly compute the four-point function from the relationship between
the Schwarzian and 2D CFT and confirm that this is indeed the correct result.1
1Note that the amplitude (1.23) factorizes into a product of two 2-point amplitudes
A4
 
ki, `i, ⌧i
 
= e k
2
s A2
 
k1, ks, `1, ⌧21
  A2 k4, ks, `2, ⌧43  (1.24)
and thus indeed only depends on t two time di↵er nces ⌧21 = ⌧2   ⌧1 and ⌧43 = ⌧4   ⌧3, as dictated by
equation (1.13).
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OTO 4-point function
Finally we will turn to our main interest, the out-of-time-ordered 4-point function [2].
We will diagrammatically repres nt the OTO 4-point function as
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵OTO =
⌧2
⌧3
`2 `1
⌧4
⌧1
(1.25)
where in spite of t eir ne geo etric ordering along the circle, we in fact assume that the
four time instances continue to be ordered according to ⌧1 < ⌧2 < ⌧3 < ⌧4. Operationally, we
defi e the OTO correlation fu ction via analytic continuation starting from the time ordered
correlation function with t e ordering ⌧1 < ⌧3 < ⌧2 < ⌧4 as indicated by the above diagram.
Since for this configur tio , the legs of the bi-local ope ators do in fact cross, the resulting
time ordered 4-point function di↵ers from the analytic continuation of the uncrossed 4-point
function (1.23).
In section 5, we will show that the OTO correlation function can be expressed as an
integral over four momentum variables
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵OTO = Z 4Y
i=1
dµ(ki) AOTO4
 
ki, `i, ⌧i
 
, (1.26)
where the momentum space amplitude is represented by the following diagram (to avoid
clutter, we again suppressed the times ⌧i labeling the end points of the bi-local operators)
AOTO4
 
ki, `i, ⌧i
 
= kskt
`2 `1
k1
k4
(1.27)
Note that we now have four di↵erent momentum variables ki. The correlation function ill
indeed depend o ll four time di↵erences ⌧i+1   ⌧i.
The final answer for the momentum amplitude of the OTO 4-point function reads
AOTO4
 
ki, `i, ⌧i
 
= e k
2
1(⌧2 ⌧1) k2t (⌧3 ⌧2) k24(⌧4 ⌧3) k2s(  ⌧4+⌧1) (1.28)
⇥  `1(k1, ks) `2(ks, k4) `1(k1, kt) `2(kt, k4)⇥Rkskt
⇥
k4
k1
`2
`1
⇤
.
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Note that we now have four di↵erent momentum variables ki. The correlation function will
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The final answer for the momentum amplitude of the OTO 4-point function reads
AOTO4
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= e k
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Twobpoi t'function
Fourbpoint'function
OTO'fourbpoint'function
We will call the integrand the ‘momentum space amplitude’. In section 4 we will obtain the
following explicit formula for A2(ki, `, ⌧i)
A2(ki, `, ⌧i) = e (⌧2 ⌧1)k21 (  ⌧2+⌧1)k22  (`± ik1 ± ik2)
 (2`)
, (1.16)
where  (x ± y ± z) is short-hand for the product of four gamma functions with all four
choices of signs. In the following sections, we will derive the above result from the relation
between the Schwarzian theory and 2D Virasoro CFT, by taking a suitable large c limit
of known results in the latter. We will also perform a number of non-trivial checks on the
result. In particular, it reduces to the zero-temperature result of [21] in the limit   !1.
Propagators and vertices
From the above expression for the two-point function, we can extract the following com-
binatoric algorithm, analogous to the Feynman rules, for computing time-ordered correlation
functions of bi-local operators in the Schwarzian theory. We remark that these rules are still
non-perturbative in the Schwarzian theory and merely represent a convenient packaging of
the exact amplitudes.
We represent the momentum space amplitude A2(ki, `, ⌧i) diagrammatically as
A2(ki, `, ⌧i) =
k1
⌧2 ⌧1
k2
` (1.17)
The thermal circle factorizes into two propagators, one with ‘momentum’ k1 and one with
‘momentum’ k2. The Feynman rule for the propagator and vertices read
⌧1⌧2
k
= e  k2 (⌧2 ⌧1) ,
k2
k1
` =  `(k1, k2) . (1.18)
The propagator with momentum k represents the phase factor between ⌧1 and ⌧2 of an
energy eigenstate with energy E = k2. Each vertex corresponds to a factor
 `(k1, k2) =
s
 (`± ik1 ± ik2)
 (2`)
. (1.19)
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X1
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(a) Generic curve with fixed length
X2
X1
C2
C1
O C
(b) Piece-wise arcs with fixed total
length
Figure 5: (a) Geometric illustration of the minimization problem we need to solve. The
total length of the curve is fixed to be L. The “string” connects X1 and X2 tends to
pull the two points closer, while the other term of the action prefers the curve to enclose
a larger area. (b) For a fixed distance D(X1, X2) between X1 and X2, the joint of two
arcs maximizes the area enclosed by the curve. Then the entropy is determined by the
minimum of action as a function of D(X1, X2).
The geometric interpretation greatly simplifies the problem. Since the second term
only depends on the position of two points X1, X2 on the curve, the minimization of
action I(t) can be considered as a two-step process. Firstly, we maximize the area A for
a given position of X1, X2. Secondly, we change the distance between X1, X2 to minimize
the action. In the first step, when X1, X2 are fixed, we are varying two curves, one with
the fixed length of ⌧2   ⌧1 =  2   2⌧ and the other with fixed length  2 + 2⌧ . Obviously,
maximizing the area requires each of them to be an arc, as shown in Fig. 5(b). For a
given distance D(X1, X2) between the two points, the shape of each arc is completely
determined, so that the minimized action I(t) = minD I(D) is now determined by one
parameterD = D(X1, X2). The second step is thus a one-parameter minimization problem
which can be easily studied analytically and numerically.
In principle, the geometric minimization problem can be worked out for arbitrary L
and  . However, the geometric interpretation that relates the Eq. (55) to Eq. (61) is only
valid if the curve in the hyperbolic disk is close to the conformal boundary. Beyond this
limit, the Schwarzian action and the area term are not equivalent, and there are subleading
corrections which must be accounted for. A su cient condition for the curve to be close
to the boundary is   . 1L ⌧ 1. In this limit the “string tension”   is su ciently weak
such that the curve is not deformed too much.
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This vertex factor represents the matrix element of each endpoint of the bi-local operator
between the corresponding two energy eigenstates.
Time ordered 4-point function
The time-ordered 4-point function comes in di↵erent types, depending on the ordering
of the four di↵erent times. The simplest ordering is
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵ =
⌧3
⌧2
⌧4
⌧1`1
`2
(1.20)
where we assume that the four times are cyclically ordered via ⌧1 < ⌧2 < ⌧3 < ⌧4. This
ordering ensures that the legs of the two bi-local operators do not cross each other. This
time-ordered 4-point function is given by a triple integral over intermediate momenta
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵ = Z 3Y
i=1
dµ(ki) A4
 
ki, `i, ⌧i
 
. (1.21)
The momentum amplitude is represented by the diagram
A4
 
ki, `i, ⌧i
 
= ksks
`1
`2
k1
k4
(1.22)
Here we took into account the aforementioned result (1.13) that the bi-local operators com-
mute with the Hamiltonian, so that the same energy eigenstate (labeled by the momentum
variable ks) appears on both sides of each bi-local operator.
Applying the Feynman rules formulated above, we find that the momentum amplitude
of the time-ordered four point function reads
A4
 
ki, `i, ⌧i
 
= e k
2
1(⌧2 ⌧1) k24(⌧4 ⌧3) k2s(  ⌧2+⌧3 ⌧4+⌧1)  `1(k1, ks)
2 `2(ks, k4)
2. (1.23)
In section 4, we will explicitly compute the four-point function from the relationship between
the Schwarzian and 2D CFT and confirm that this is indeed the correct result.1
1Note that the amplitude (1.23) factorizes into a product of two 2-point amplitudes
A4
 
ki, `i, ⌧i
 
= e k
2
s A2
 
k1, ks, `1, ⌧21
  A2 k4, ks, `2, ⌧43  (1.24)
and thus indeed only depends on the two time di↵erences ⌧21 = ⌧2   ⌧1 and ⌧43 = ⌧4   ⌧3, as dictated by
equation (1.13).
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OTO 4-point function
Finally we will turn to our main interest, the out-of-time-ordered 4-point function [2].
We will diagrammatically represent the OTO 4-point function as
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵OTO =
⌧2
⌧3
`2 `1
⌧4
⌧1
(1.25)
where in spite of their new geometric ordering along the circle, we in fact assume that the
four time instances continue to be ordered according to ⌧1 < ⌧2 < ⌧3 < ⌧4. Operationally, we
define the OTO correlation function via analytic continuation starting from the time ordered
correlation function with the ordering ⌧1 < ⌧3 < ⌧2 < ⌧4 as indicated by the above diagram.
Since for this configuration, the legs of the bi-local operators do in fact cross, the resulting
time ordered 4-point function di↵ers from the analytic continuation of the uncrossed 4-point
function (1.23).
In section 5, we will show that the OTO correlation function can be expressed as an
integral over four momentum variables
⌦O`1(⌧1, ⌧2)O`2(⌧3, ⌧4)↵OTO = Z 4Y
i=1
dµ(ki) AOTO4
 
ki, `i, ⌧i
 
, (1.26)
where the momentum space amplitude is represented by the following diagram (to avoid
clutter, we again suppressed the times ⌧i labeling the end points of the bi-local operators)
AOTO4
 
ki, `i, ⌧i
 
= kskt
`2 `1
k1
k4
(1.27)
Note that we now have four di↵erent momentum variables ki. The correlation function will
indeed depend on all four time di↵erences ⌧i+1   ⌧i.
The final answer for the momentu amplitude of the OTO 4-point function reads
AOTO4
 
ki, `i, ⌧i
 
= e k
2
1(⌧2 ⌧1) k2t (⌧3 ⌧2) k24(⌧4 ⌧3) k2s(  ⌧4+⌧1) (1.28)
⇥  `1(k1, ks) `2(ks, k4) `1(k1, kt) `2(kt, k4)⇥Rkskt
⇥
k4
k1
`2
`1
⇤
.
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the locations (z1, z¯1) and (z2, z¯2) are chosen to be timelike separated, as indicated on the
left-hand side in Figure 9, so that their past lightcones do not intersect.
⌧1 ⌧2⌧4 ⌧3 ⌧1 ⌧4⌧3 ⌧2
Figure 9: The four-point function in the Schwarzian theory corresponds to a two-point function
of two bulk Liouville vertex operators. If the two bulk operators are timelike separated (left), the
correlation function and the end-points of the two bi-local operators are time ordered. If the two
bulk operators are spacelike separated (right), the legs of the bi-local operators (which follow 2D
light-cone directions starting from each vertex) cross each other. Time-ordered and out-of-time
ordered correlation functions are thus related by the CFT monodromy matrix that relates the
timelike separated and spacelike separated two-point functions.
ksks
`1
`2
k1
k4
⌧3
⌧2
⌧4
⌧1
kskt
`2 `1
k1
k4
⌧2
⌧3
⌧4
⌧1
Figure 10: The diagrammatic representation of the two types of four-point functions. The left
diagram depicts the time-ordered four-point function (5.1) with ⌧1 < ⌧2 < ⌧3 < ⌧4. The diagram
on the right represents the out-of-time ordered four point function: in contrast with the geometric
ordering, we assume that the four time instances are still ordered as ⌧1 < ⌧2 < ⌧3 < ⌧4. The OTO
correlation function is defined via analytic continuation from the time-ordered correlation function.
As before, we can go to the closed string channel and write the four point function as
G`1`2 =
Z
dPdQ  †ZZ(P ) ZZ(Q) hP |V`1(z1, z¯1)V`2(z2, z¯2)|Qi. (4.28)
28
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Comparing with the diagram (1.27), we recognize the same propagators and vertex fac-
tors as before. However, the momentum amplitude now also contains an additional factor
Rkskt
⇥
k4
k1
`2
`1
⇤
, which takes into account the e↵ect of the two crossing legs in the diagram
(1.27). From the holographic dual perspective, it represents the scattering amplitude of
particles in the AdS2 black hole background [1, 44]. Computing this crossing kernel is one
of the main goals of this paper. We will describe this computation in section 5.
The crossing kernel
The crossing kernel enters as a new entry in the Feynman rules for the Schwarzian correlation
function. It relates the crossed diagram to the uncrossed diagram via
kskt
`2 `1
k1
k4
= Rkskt
⇥
k4
k1
`2
`1
⇤
kskt
`1
`2
k1
k4
(1.29)
where the diagram on the right-hand side is evaluated according to the Feynman rules given
in equation (1.18). An alternative name for the crossing kernel is the R-matrix. The matrix
Rkskt in fact depends on six numbers, k1, k4, ks, kt, `1 and `2, that all label the spin of a
corresponding sextuplet of representations of SL(2,R). It satisfies the unitarity propertyZ
dµ(k) RkskR
†
kkt
=
1
⇢(ks)
 (ks   kt), ⇢(k) = 2k sinh(2⇡k). (1.30)
The explicit form of the R-matrix can be found in several di↵erent ways. The most
convenient method uses the relation between the Schwarzian QM and 2D CFT. In section
5 we will compute Rkskt by taking a large c limit of the CFT R-matrix that expresses the
monodromy of 2D conformal blocks under analytic continuation over the lightcone. This
2D crossing kernel is explicitly known, thanks to the work of Ponsot and Teschner [24], see
also [25, 26]. As shown in [24], the 2D kernel can be expressed as a quantum 6j-symbol of
the non-compact quantum group Uq(sl(2,R)). Taking the large c limit of their formulas, we
obtain that
Rkskt
⇥
k4
k1
`2
`1
⇤
= W(ks, kt; `1 + ik1, `1   ik1, `2   ik4, `2 + ik4) (1.31)
⇥
p
 (`1 ± ik1 ± iks) (`2 ± ik4 ± iks) (`2 ± ik1 ± ikt) (`1 ± ik4 ± ikt)
where W(a, b, c, d, e, f) denotes a so-called Wilson function, defined as a particular linear
combination of two generalized hypergeometric functions 4F3. The explicit formula is given
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⇥
k4
k1
`2
`1
⇤
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To obtain the out-of-time-order d four point functi n we make th above substitution
inside of the integral expression (5.5). This leads to the final xpression given in equation
(5.3), where we define the Schwarzian R-matrix via
Rkskt
⇥
k4
k1
`2
`1
⇤
=
n
`1 k4 ks
`2 k1 kt
o
. (5.12)
With this definition, the R-matrix is naturally a unitary operator relative to the spectral
measure dµ(k).
5.2 Schwarzian 6j-symbols
In this section we present the explicit expression for the Schwarzian limit of the 6j-symbols
of the Virasoro CFT. A general expression for this quantity at finite c, and its relation with
the monodromy of the 2D conformal blocks, was found by B. Ponsot and J. Teschner in [24].
For our purpose, we need to take the large c limit outlined above. Details of the calculation
are given in Appendix B.2. After some straightforward algebra, one arrives at the somewhat
daunting looking integral expression (B.28). The integral can be done by the method of
residues. The final result can be organized in the following symmetric expression
n
`1 k2 ks
`3 k4 kt
o
=
p
 (`1 ± ik2 ± iks) (`3 ± ik2 ± ikt) (`1 ± ik4 ± ikt) (`3 ± ik4 ± iks)
⇥ W(ks, kt; `1 + ik4, `1   ik4, `3   ik2, `3 + ik2), (5.13)
where we define  (x ± y ± z) as a shorthand for the product of the gamma function with
four combinations of signs. The function that appears in the right hand side is a rescaled
version of the Wilson function introduced by W. Groenevelt [27]. The original function
introduced in [27] is denoted by W(↵,  ; a, b, c, d) =  ↵( ; a, b, c, 1 d) and it is proportional
to a generalized hypergeometric function 7F6 evaluated at z = 1 whose coe cie ts depend
on ↵,  , a, b, c and d.
Given that the above expression was obtained as a limit of the quantum 6j-symbol,
it is natural to suspect that the result can be interpreted as a classical 6j-symbol. The
above indeed matches with the 6j-symbol associated to the Lie algebra su(1, 1) found by
W. Groenevelt [27]. The heavy operators with label ki correspond to the principal unitary
series representations of su(1, 1), while the light operators `i correspond to the discrete
series.13 The expression (5.12) enjoys tetrahedral symmetry that acts by permutations on
13Note that even though SU(1, 1) and SL(2,R) are isomorphic, their tensor categories are di↵erent and
they have di↵erent 6j-symbols.
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