Let X be a set of noncommuting variables of cardinality card(X) 2, and G = {σ x } x∈X , D = {δ x } x∈X be families of automorphisms and skew derivations of the ring R. It is proved that if the ring R is semiprime Goldie, then the free skew extension R[X; G , D] is semiprimitive.
emphasize that we do not assume that mappings x → σ x and x → δ x are injective. By R[X; G , D] we denote the ring of all noncommutative polynomials
where r ∆ ∈ R, and ∆ ∈ X , the free monoid generated by the set of free generators X. The identity element of X we denote by 1. The set suppf (X) = {∆ | r ∆ = 0} is called the support of f (X). Adding in R[X; G , D] is defined as adding of ordinary polynomials, and multiplication is given subject to the rule:
For example if x, y ∈ X and r ∈ R, then xyr = σ x (σ y (r))xy + δ x (σ y (r))y + σ x (δ y (r))x + δ x (δ y (r)).
Then R[X; G , D] is called a free skew extension of R. Our main result is
Theorem. If R is a semiprime right Goldie ring, then any free skew extension R[X; G , D] is semiprimitive.
Notice that if G = {id R } x∈X , then D is a family of ordinary derivations of R. This particular case was considered in [15] under the name of the Ore extension of derivation type.
The degree of a monomial ∆ = x 1 x 2 . . . x n ∈ X is defined to be n and denoted by deg ∆. Let us fix a linear order ≺ on the set X. Then one can extend it lexicographically to the monoid X , that is:
. . x i l if and only if • k < l or • k = l and there exists s, 1 s k such that i 1 = j 1 , . . . , i s−1 = j s−1 , i s = j s and x is ≺ x js .
If 0 = f (X) = r ∆ ∆ ∈ R[X; G , D], then the largest monomial ∆ in the support of f (X) (with respect to ≺) is called the leading term of f (X). The coefficient r ∆ of the leading term is called the leading coefficient of f (X).
For a subset A of R we let l.ann R (A) = {r ∈ R | rA = 0}, r.ann R (A) = {r ∈ R | Ar = 0} and ann R (A) = {r ∈ R | rA = Ar = 0} be the annihilators of A in R. Recall that the ring R is said to be right Goldie, if it contains no infinite direct sum of nonzero right ideals and satisfies the ascending chain condition on right annihilators.
The results
We start with the following general lemma. Proof. For (1), it suffices to show that if a ∈ I and r ∈ R, then ra, ar, ∈ I. Since a ∈ I,
where each a i is the leading coefficient of some ω i ∈ A. Therefore ra i is either 0 or a leading coefficient of rω i ∈ A. Thus ra = ra 1 + · · · + ra m , hence ra is the sum of leading coefficients of elements of A and ra ∈ I.
Each ω i in the previous paragraph can be written as ω i = a i ∆ i + terms of equal or smaller degree.
If s ∈ R, then ∆ i s = π(s)∆ i + terms of equal or smaller degree,
Therefore ω i π −1 (r) = a i r∆ i + terms of equal or smaller degree.
Consequently, as above, a i r is either 0 or the leading coefficient of ω i π −1 (r) ∈ A. Thus ar = a 1 r + · · · + a m r, hence ar is the sum of leading coefficients of elements of A and ar ∈ I.
For (2), let a, a i , ω i be as in the proof of (1) . Take x ∈ X Then xω i ∈ A and xω i = σ x (a i )(x∆ i ) + terms of equal or smaller degree than x∆ i .
hence σ x (a) is the sum of leading coefficients of elements of A and σ x (a) ∈ I.
For part (3), observe that (2) gives us the following descending chain of two-sided ideals of R:
Since R is semiprime, if i ≥ 0, the left and right annihilators of the ideal σ i x (I) are the same. In addition, since R is right Goldie, it satisfies the descending chain condition on annihilators of ideals. Thus there exists n ∈ N such that ann R (σ n x (I)) = ann R (σ n+1
x (I)).
Whenever τ is an automorphism of R and C ⊆ R, we have τ (r.ann R (C)) = r.ann R (τ (C)). If n ∈ N is such that ann R (σ n x (I)) = ann R (σ n+1
x (I)) and if we let σ n x = τ , then
The 
Since R is semiprime this tells us that σ x (I)δ x (M ) = 0, hence
Thus σ x (M ) = M and δ x (M ) ⊆ M .
We will need the following lemma.
Lemma 3. Let X be a set of variables of cardinality card(X) 2 and F = {A 1 , A 2 , . . . , A m } be a family of finite sets consisting of elements of the free monoid X . Suppose that elements of A i , i = 1, 2, . . . , m, have the same degree n i . Then there exist an integer t max{n i | 1 i m} and elements ν 1 , . . . , ν m ∈ X such that deg ν i = t − n i and the sets A 1 ν 1 , A 2 ν 2 , . . . , A m ν m are pairwise disjoint.
Proof. The lemma is obvious when the set X is infinite. Suppose that card(X) = d < ∞.
Without loss of generality we may assume that n 1 n 2 . . . n m . It is clear that there are d s different elements of X of degree s. Take s such that d s > m and choose different elements ω 1 , ω 2 , . . . , ω m ∈ X of degree s. Fix an element x ∈ X and put ν i = x n 1 −n i ω i , t = n 1 + s. Then for any a ∈ A i deg aν i = n i + (n 1 − n i ) + s = t. Furthermore, if a ∈ A i , b ∈ A j and i = j, then aν i = (ax n 1 −n i )ω i = (bx n 1 −n j )ω j = bν j . This proves that the sets A 1 ν 1 , A 2 ν 2 , . . . , A m ν m are pairwise disjoint.
We can now prove our main result. Since 0 = c ∈ I, there exist a 1 , . . . , a m such that c = a 1 + · · · + a m , where each a i is a leading coefficient of some ω i ∈ J (R[X; G , D]). Using Lemma 3 we can multiply each ω i by an appropriate monomial ν i such that all the ω i ν i have the same degree, say t, but none of the monomials of highest degree in the support of ω i ν i appear in the support of w j ν j , for i = j. Therefore, if a(X) = ω 1 ν 1 + · · · + ω m ν m , we have a(X) ∈ J (R[X; G , D]) and a(X) = a 1 ∆ 1 + · · · + a m ∆ m + terms of equal or smaller degree.
In addition, since a(X)x ∈ J (R[X; G , D]), for all x ∈ X, we may assume that the ν i where chosen to make the degree of a(X) equal to some t ≥ 1 and the constant term of a(X) equal to 0. 
Recall that c / ∈ M , therefore at least one of a 1 , . . . , a m is not in M , hence a(X) also has degree t ≥ 1. Thus equation (2) immediately implies that b(X) is not equal to zero in (R/M )[X; G , D]. Now suppose b(X) has degree at least one. Then there exists b ′ ∈ R and a monomial ∆ of length at least one such that b ′ / ∈ M and b ′ ∆ is the leading term of b(X). Therefore b(X) · a(X) = b ′ π(a 1 )∆∆ 1 + · · · + b ′ π(a m )∆∆ m + terms of equal or smaller degree, where π is the automorphism of R equal to the product of the automorphisms corresponding to the x ∈ X appearing in ∆. Observe that, for 1 ≤ i ≤ m, b ′ π(a i ) must be the coefficient of ∆∆ i in b(X) · a(X) since no other product of monomials from a(X) and b(X) could result in ∆∆ i . If any of the b ′ π(a i ) is nonzero in R/M , then the degree of b(X) · a(X) exceeds the degree of a(X) + b(X), contradicting equation (2).
Since π(M ) = M , we have
Having shown that b(X) is nonzero and had degree less than 1 in (R/M )[X; G , D], it follows that cb(X) = cb 0 = 0, for some b 0 ∈ R.
Multiplying equation (1) on the left by c now gives us ca(X) + cb(X) = ca(X)b(X) = cb(X)a(X).
Since cb(X) = cb 0 , examining the far left and right terms of the previous equation gives us ca(X) + cb 0 = cb 0 a(X).
Since the constant term of a(X) is 0, if we compare the constant terms of both sides of the previous equation, we obtain cb 0 = 0, contradicting that cb 0 = 0. Consequently, the ring R[X; G , D] is semiprimitive.
It is well known that any ring R with right Krull dimension has a nilpotent prime radical (see [9] , Corollary 6.3.8). In addition, then the factor ring R/P(R) is right Goldie (Proposition 6.3.5 in [9] ). These properties of rings with Krull dimension motivate the following general observation The problem when the nil and prime radicals of a ring are stable under skew derivations is examined in [6] . In particular, Lemma 3 of [6] states that if δ is a σ-derivation of a ring R, then the nil radical N (R) is δ-stable provided the element δ(a) is nilpotent for any a ∈ N (R). Notice that the condition (2) of Corollary 5 implies immediately the equality of radicals N (R) = P(R). Indeed, it is well known that nil ideals of rings with ascending chain condition on right annihilators contain nonzero nilpotent ideals (see Lemma 2.3.2 of [9] ). As a consequence, the condition (3) of Corollary 5 can be raplaced by:
is nilpotent for all x ∈ X and a ∈ P(R).
For the remainder of this paper, we will examine algebras over a field F with q-skew derivations. Recall that a σ-derivation δ of R is said to be a q-skew σ-derivation if there exists a nonzero element q ∈ F such that δσ = qσδ. From Lemma 4 of [6] it follows that if I is a σ-stable ideal of R, then for any a 1 , a 2 , . . . , a n ∈ I δ n (a 1 a 2 . . . a n ) = (n!) q σ n−1 δ(a 1 )σ n−2 δ(a 2 ) . . . σδ(a n−1 )δ(a n ) + w,
where w ∈ I and (n!) q = n i=1
(1 + q + . . . + q i−1 ). Thus if I n = 0, then the identity (3) gives that for any a ∈ I (n!) q (δ(a)) n ∈ I, and hence ((n!) q ) n (δ(a)) n 2 = 0. As a consequence we obtain that δ satisfies (3 ′ ) provided (n!) q = 0 in F . Notice that (n!) q = 0 in F means that either q is not a root o unity of degree d n or n < char F , when q = 1. We conclude this paper with the following observation.
Corollary 6. Let G = {σ x } x∈X and D = {δ x } x∈X be families of automorphisms and skew derivations of an F -algebra R such that 1. the prime radical P(R) is nilpotent with index of nilpotency equal to n, 2. the factor ring R/P(R) is right Goldie, 3. for any x ∈ X δ x σ x = q x σ x δ x , where q x ∈ F * and (n!) qx = 0 in F .
Then the Jacobson radical J (R[X; G , D]) is nilpotent.
