Abstract
Introduction
As the key infrastructure of Internet2, digital libraries have had a rapid development in recent years. One of the key challenges is to help users to find relevant needed resources more efficiently among the affluent contents in heterogeneous repositories of digital libraries. Chinese automatic segmentation is one of the core technologies in the Chinese language processing.
Word segmentation has attracted long-term attention in the research community for more than two decades. Various methods have been proposed, which fall into two main categories. The first category is made up of rule-based approaches that make use of linguistic knowledge. Cheng [1] and Liang described Maximum Forward Match and Maximum Backward Match segmentation. Hockenmaier [2] and Palmer used transformation-based error-driven learning. Wu [3] combined segmentation with a parser and word segmentation became a by-product of the sentence parser. The second category is made up of statistical methods that make use of machine learning algorithms and training on corpus. The typical language model is n-gram [4] . Zhang [5] used the Hierarchical Hidden Markov Model (HMM). In addition, there are some other machine learning methods, such as EM [6] , and the channel noise model Sproat used the WFST method. At present, many state-of-the-art systems use hybrid approaches. Gao [7] proposed a unified method via the class-based model, and Zhang [8] presented a unified approach using the Hierarchical Hidden Markov Model. Xue [9] used Maximum Entropy. Peng [10] used the Conditional Random Fields model. Though many methods have been proposed and many improvements have been achieved, as a challenge task, word segmentation is not well-performed. The disambiguation and the out-ofvocabulary (OOV) identification are the main bottlenecks [11] [12] [13] . Due to Zipf's Law, the sparse data problem is rarely avoided, while this problem brings great difficulties in improving the performance of the disambiguation and OOV identification. Ontology [14] , as a concept modeling tool that can present information systems on the semantic and knowledge level [15] [16] [17] , captures the attention of many researchers and play an import role in Knowledge Engineering, Digital Libraries, Software Reuse, Information Retrieval (IR), Semantic Web, the Interoperability of Heterogeneous Information and so on.
This paper puts forward a kind of method based on ontology, and combined with the advantages of these 3 kinds of methods. Experimental results show that works well in semantic ranking and can improve the quality of ambiguity in Digital Libraries. Section 2 of this paper introduces the related concept of ontology, syntactic analysis and digital library; section 3 introduces the novel method of field word segmentation based on ontology; in section 4, we evaluate the performance of our proposed method and give out some result analysis. In section 5, we present the conclusion and some future work.
Related Concept

2.1Ontology
To solve this problem, the automatic word division in semantic meaning of correlation, we need to introduce the ontology, and make full use of ontology advantage of abundant semantics and the standard of the concept, improving the precision and quality of segmentation ambiguity and traditional craft level machinery automatic word segmentation based on the concept of knowledge, and (or). One of the problems in Chinese word segmentation technique is to eliminate equivocal. We are studying new segmentation method and technology of segmentation algorithm is endless, because there are many shortcomings. However, the application of ontology, the word is a beneficial attempt.
Ontology [18] is sharing the formal standards clear concept. Four layers of meaning: concepts, clear, and share. Conceptualization of abstract model is ontology is. Clearly, it should clearly is defined and explained that the upgrade of belongs to restrict the use of this concept and. The machine readable ontology should formally is processed by computer (the). Sharing is the concept and the common views should get the ontology. Similarly, it should be fool all of the people, in the related field.
The goal [19] is to get ontology and express the related fields of knowledge and provide related fields and consensus, or accepted definition in related field. Finally it clearly defined formally model of relationship between terms.
Ontology role is as follows [20] : (1) to share and communication between human and computer and the computer and the computer, (2) to reuse of domain knowledge, to some extent, and (3) the ontology can clear the relationship between the domain knowledge, so clearly describe, justice has agreed.
Ontology is part of the W3C standards stack for the Semantic Web, in which they are used to specify standard conceptual vocabularies in which to exchange data among systems, provide services for answering queries, publish reusable knowledge bases, and offer services to facilitate interoperability across multiple, heterogeneous systems and databases. The key role of ontologies with respect to database systems is to specify a data modeling representation at a level of abstraction above specific database designs (logical or physical), so that data can be exported, translated, queried, and unified across independently developed systems and services. Successful applications to date include database interoperability, cross database search, and the integration of web services.
Syntactic analysis
In computer science and linguistics, parsing, or, more formally, syntactic analysis, is the process of analyzing a text, made of a sequence of tokens (for example, words), to determine its grammatical structure with respect to a given (more or less) formal grammar. Parsing can also be used as a linguistic term, for instance when discussing how phrases are divided up in garden path sentences.
Parsing is a common term used in psycholinguistics when describing language comprehension. In this context, parsing refers to the way that human beings, rather than computers, analyze a sentence or phrase (in spoken language or text) "in terms of grammatical constituents, identifying the parts of speech, syntactic relations, etc." This term is especially common when discussing what linguistic cues help speakers to parse garden-path sentences.
The following demonstrates the common case of parsing a computer language with two levels of grammar: lexical and syntactic.
The first stage is the token generation, or lexical analysis, by which the input character stream is split into meaningful symbols defined by a grammar of regular expressions. The next stage is parsing or syntactic analysis, which is checking that the tokens form an allowable expression. This is usually done with reference to a context-free grammar which recursively defines components that can make up an expression and the order in which they must appear. However, not all rules defining programming languages can be expressed by context-free grammars alone, for example type validity and proper declaration of identifiers. These rules can be formally expressed with attribute grammars.
The task of the parser is essentially to determine if and how the input can be derived from the start symbol of the grammar. This can be done in essentially two ways:
Top-down parsing-Top-down parsing can be viewed as an attempt to find left-most derivations of an input-stream by searching for parse trees using a top-down expansion of the given formal grammar rules. Tokens are consumed from left to right. Inclusive choice is used to accommodate ambiguity by expanding all alternative right-hand-sides of grammar rules.
Bottom-up parsing -A parser can start with the input and attempt to rewrite it to the start symbol. Intuitively, the parser attempts to locate the most basic elements, then the elements containing these, and so on. LR parsers are examples of bottom-up parsers. Another term used for this type of parser is Shift-Reduce parsing.
Digital library
A digital library [21] is a library in which collections are stored in digital formats (as opposed to print, microform, or other media) and accessible by computers. The digital content may be stored locally, or accessed remotely via computer networks. A digital library is a type of information retrieval system.
The first use of the term digital library in print may have been in a 1988 report to the Corporation for National Research Initiatives. The term digital libraries were first popularized by the NSF/DARPA/NASA Digital Libraries Initiative in 1994. These draw heavily on As We May Think by Vannevar Bush in 1945, which set out a vision not in terms of technology, but user experience. The term virtual library was initially used interchangeably with digital library, but is now primarily used for libraries that are virtual in other senses.
The advantages of digital libraries as a means of easily and rapidly accessing books, archives and images of various types are now widely recognized by commercial interests and public bodies alike.
Traditional libraries are limited by storage space; digital libraries have the potential to store much more information, simply because digital information requires very little physical space to contain it. As such, the cost of maintaining a digital library can be much lower than that of a traditional library. A physical library must spend large sums of money paying for staff, book maintenance, rent, and additional books. Digital libraries may reduce or, in some instances, do away with these fees. Both types of library require cataloguing input to allow users to locate and retrieve material. Digital libraries may be more willing to adopt innovations in technology providing users with improvements in electronic and audio book technology as well as presenting new forms of communication such as wikis and blogs; conventional libraries may consider that providing online access to their OPAC [22] catalogue is sufficient. An important advantage to digital conversion is increased accessibility to users. They also increase availability to individuals who may not be traditional patrons of a library, due to geographic location or organizational affiliation.
Field Word Segmentation based on Ontology
As shown in figure 1, this process is based on the word: first, file management, including the words were analyzed, and based on the rough part-of-speech tagging dictionary based on hidden markov model. Secondly, syntactic analysis of sentences is based on the first step. Finally, disambiguation and get optimal word sequence. There are three main components in this system: firstly, the document classification module, Secondly, the trademark of module, third, syntactic parsing module.
3.1Document Classification Module
In this module, this paper adopts machine learning method [23] [24] [25] based on classification documents to deal with. First, the training sample collection abstraction characteristic parameters of the document. Secondly, according to the rules set characteristic parameters. Finally, according to the rules set classification documents.
In order to reduce the noise data process, improve the quality of expression, improve product quality, the classification of document classification efficiency, we usually need files before performance characteristics. This process involves clearing stop words and dimension reduction. Stop, remove clean, prepositions, pronouns, etc. Is this conjunction and classification of the document? Reduced-order characteristics are the most important document processing. Because of the original dimension feature space is usually high, a large number of redundant characters, so it is essential in the feature space, can effectively reduce the dimensions to reduce the scale and potential of training, in reference [2] . Generally speaking, there are two ways: the choice of reduced-order characteristics and feature extraction. In this article, the latter is adaptive method. 
Part-of-speech Tagging Module
Each word unit in the learner's turn is assigned to a POS tag, such as noun, main verb, adjective, determiner, punctuation mark, and so on. The input is the sequence of words and punctuation marks handed up by the segmentation module. The output of the POS tagger is the first-choice tag for each word unit; these sequence of tags are passed on to the speech act classification system. The POS tags play a crucial role in speech act classification. For example, the network learns that when the first word is a main verb, the speech act is often a directive.
First, for this file from a document classification module, we need to distinguish between them on the spot according to the dictionary. According to some files, pre-alpha -the bidirectional scan in this dictionary has no more than two modules as a possible separation results book. Later, the improvement of the document files pre-processing processing efficiency greatly, because the possibility of the segmentation results does not contain multi. Next step is to mark the segmentation result using hidden markov model. Hidden markov model is a kind of double stochastic process: in this model, it is the transformation of the state, but can be observed is another random process, is a potential observed sequence of random process. And it can be formal into a five-tuple: ( 
, the state j outputs the probability of corresponding observation;
For task of marking part-of-speech, word sequence known w1,w2,...,wn is the sequence of observation; Part-of-speech sequence c1,c2,...,cn is a kind of hidden state sequence. This paper adopts Viterbi algorithm to auto-tag roles.
Syntactic Analysis Module
Based on the classification of Mr Zhu Dexi thoughts of function words ", "according to the relationship between function module, which marks the word -classification according to Chinese mark cup. This collection can be defined as {yeah vp, tea polyphenol, ap, sp, senator, pp, dl}. A noun phrases. Is the phrasal verb, vice ap is adjective phrase. Speakers are grouped together -verb so phrases. Page is a preposition phrase. LiYu light is independent of the phrase. Based on this, puts forward the syntactic analysis based on ontology. This level division syntactic analysis refers to the syntax is divided into several sub-processes, and presents the process of uncertainty. They are in the process of linear, which means that one or more output will become like before the next input, and the final product optimal syntactic analysis using the successive approximation method of trees. This level of syntactic analysis based on ontology is by HMM, hierarchical analysis based on rules and knowledge and the library. The model includes three parts: (1) using the improved HMM pattern recognition chunk (hidden markov models, IHMM); (2) using analytic hierarchy process, the level of partition, then combines chunk cognitive function complete syntactic analysis to complete the sentences. 
(2) In which, Sij refers to the state of the level j corresponding level i. At this level on the basis of analyzing the layer and other phrase component undone as a whole, therefore, the syntactic analysis matrix is irregular matrix with different nitrogen in the syntax structure.
Elimination of Ambiguity
Ambiguity is inevitable development process of natural language. In the real world, we can eliminate the ambiguity in daily communication depends largely on many background knowledge and experience, through the use of language knowledge. However, it needs the computer generated ambiguity. Studies show that one of the most fundamental reasons for Chinese syntactic analysis, ambiguity, lack of semantic information. Therefore, it is one of the most important methods, can put ontology knowledge base to segmentation system. It can be Shared and reuse of ontology, because it is the characteristic with level. In figure 2, it shows that the level of ontology.
Based on the condition of domain ontology, it defines object characteristics. Define the concept of ontology application specific tasks and relationship. These concepts, often with complete certain activities. In operating type, type and the definition of ontology ontology of special limit. Grammar, the rules defined word recognition ontology. This type of ontology is a specification, type is an article. Identify ontology to identify phrases in the specific context
Figure 2. Ontology hierarchic
Application of the rules ontology is to eliminate ambiguity. its grammar, semantics and contextual information to the exclusion of the structure for Elimination of ambiguity,. For example, "Bite the hunter's dog to death. (The dog is that bites the hunter to death.)", "We want to fry eggs. (We need scrambled eggs.)" There are two kinds of explanation for simple syntactic level for each sentence:
(1 
Experiment
Data Sets
Collecting data: in the huazhong normal university digital library Test sets: 45,000 words corpus segmented and marked part-of-speech. Training sets: manual get 55,000 corpus of syntactic analysis is used to train myself computer ability analysis syntax
Experiment and Result
The experimental platform is the huazhong normal university digital library. Have two kinds of test environment is open test environment and closed test environment. Table 1 show that its accuracy and recall of various phrases in an enclosed test environment. Figure 3 , it shows that the evaluation test curve closed and opened the syntactic analysis test environment. On the basis of test methods, performance testing of 10,000 words interaction analysis to subject. Then every 5000 words for the unit, the test subjects in close and open test environment.
In Table 1 , Experimental results of evaluation is based on the text contains a digital library individualized information service standards. We adopt the following index to evaluate the results: precision, memory and F -measure Among them, the Precision = the number of phrase identified/ total phrases × 100%, Recall= the number of correct phrase identified / the total number of phrase in standard result set × 100%, F-measure = (2 * Precision * Recall ) / (Precision + Recall ). Generally speaking, the precision and recalled cannot reflect the word, so we take the measure of quality, measurement. F -Measure the better quality of segmentation algorithm. It shows that: (1) in a closed test environment, precision of syntactic analysis in stable state, be helpful for automation syntactic analysis, (2) in the environment, to open to increase the accuracy of the syntactic analysis, corpus increases gradually. This shows that the large-scale corpus training is a key factor affecting its accuracy. 
Conclusion
This paper mainly studies for specific Chinese automatic segmentation. We not only gave a formal definition of the model and the functions on it, but also gave a semantic query algorithm based on ontology. And it improved the ambiguity and combining with the specific characteristics of the domain ontology in Digital Libraries. Amphibious type basically has two kinds: system -type slurred (AB/C/BC) and combination -type slurred (A/B or AB /). In the future, we want to do some deep research on making use of huge resources in the library to automatically build ontology. And we also try to improve the effectiveness of relevant terms.
