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Re´sume´
Nous mettons en e´vidence l’existence d’une structure symplectique sur l’espace
des courbes non parame´tre´es et non de´ge´ne´re´es d’une varie´te´ localement
affine. Nous conside´rons e´galement des espaces de courbes projectives munis
d’une structure de Poisson. Cette construction relie l’alge`bre de Virasoro et
le crochet de Gel’fand-Dikii a` la ge´ome´trie projective diffe´rentielle.
Abstract
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1 INTRODUCTION
Il existe beaucoup de fac¸ons de construire des structures symplectiques sur
les espaces de courbes dans des varie´te´s.
La varie´te´ dont on conside`re l’espace de courbes doit eˆtre munie d’une
certaine structure ge´ome´trique. De nombreux travaux ont e´te´ de´die´s au
cas des varie´te´s riemanniennes (voir par exemple [Ig][Iv]) et symplectiques.
Enfin, le cas des varie´te´s de dimension 3 munies d’une forme volume a e´te´
conside´re´ dans [Br].
Nous nous inte´resserons, dans cet article, a` l’espace des courbes non
de´ge´ne´re´es‡ sur une varie´te´ localement projective. La question principale
qui est a` l’origine de ce travail est la suivante :
Existe-t-il une forme symplectique sur cet espace qui ne de´pende que de la structure
projective place´e sur la varie´te´ ?
Cette question nous ame`ne naturellement a` la the´orie des alge`bres de Lie
de dimension infinie. Pre´cisons ce fait par un premier exemple : la forme
symplectique sur l’espace des structures projectives du cercle unite´ S1 est
relie´e a` la structure de Poisson canonique dont est dote´ le dual de l’alge`bre
de Virasoro–. C’est la ge´ne´ralisation de cette structure – le crochet de Gel’
fand - Dikii – qui prend le relais dans le cas d’une varie´te´ projective de
dimension > 1. Le lien existant entre la ge´ome´trie diffe´rentielle projective et
les alge`bres de Lie de dimension infinie constitue le sujet principal de notre
article.
Les re´sultats nouveaux sont les suivants :
1.1 Nous pre´sentons une de´finition purement ge´ome´trique de la forme sym-
plectique sur l’espace de toutes les structures projectives sur S1 a` mon-
odromie fixe´e (chap. 2.7). Cette 2-forme co¨ıncide avec la forme de Kirillov
- Kostant - Souriau sur les orbites coadjointes dans le dual de l’alge`bre de
Virasoro V ir (voir [Ki]).
1.2 Soit ΓT l’espace des courbes γ parame´tre´es et non de´ge´ne´re´es sur la
sphe`re Sn a` monodromie T ∈ PGL(n+1 ; IR) fixe´e (c’est-a`-dire : γ(x+2π) =
‡c’est-a`-dire qu’en chacun de ses points, son drapeau osculateur est non de´ge´ne´re´.
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T.γ(x) ∀x ∈ IR). Notons
ΓT =
ΓT
PGL(n+ 1 ; IR)
le quotient de cet espace par la relation d’e´quivalence projective. Nous
de´montrons alors le :
The´ore`me. (i) [KO,O] Les espaces ΓT sont les feuilles symplectiques du
crochet de Adler-Gel’fand-Diki¨ı.
(ii) L’application du moment
µ : ΓT → (V ir)
⋆
pour l’action naturelle du groupe Diff(S1) des diffe´omorphismes du cercle,
co¨ıncide avec la courbure projective.
Corollaire: Il existe sur ΓT une forme symplectique invariante sous
l’action du groupe Diff(S1) .
Nous pre´senterons dans le chapitre 7.4 la formule pre´cise de la forme
symplectique construite sur l’espace des courbes non oscillantes de IRP 2.
Toutefois, nous nous attacherons plutoˆt a` examiner le cas de l’espace des
courbes ge´ome´triques (c’est-a`-dire : non parame´tre´es), la structure symplec-
tique induite par le crochet de Adler-Gel’ fand - Dikii servant de fil d’Ariane.
Cette forme symplectique sera calcule´e explicitement dans le cas, plus simple,
des courbes dans le plan projectif.
1.3 Soit M une varie´te´ localement affine de dimension n. La notation
Cid(M) de´signera l’espace des courbes ferme´es, non de´ge´ne´re´es et non parame´tre´es
sur M et Cid(M) l’espace quotient de Cid(M) par la relation d’e´quivalence
affine des courbes. Nous avons alors le :
The´ore`me 1 Cid(M) est une varie´te´ symplectique dont chaque com-
posante connexe est isomorphe a` un certain espace ΓT (S
n−1).
Remarquons que cet isomorphisme permet de de´finir une action du groupe
Diff(S1) sur l’espace des courbes non parame´tre´es !
1.4 En ce qui concerne le cas plus inte´ressant de l’espace des courbes sur
une varie´te´ localement projective, une construction analogue au cas affine
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ne conduit pas a` l’existence d’une structure symplectique mais a` celle d’un
crochet de Poisson. De plus, la de´finition de la non de´ge´ne´rescence doit eˆtre
renforce´e: dans le cas de IRP 2, les courbes doivent eˆtre non de´ge´ne´re´es (au
sens classique) mais doivent eˆtre e´galement exemptes de points sextactiques§:
ce sont ceux en lesquels la courbe entretient avec sa coˆnique osculatrice un
contact d’ordre ≥ 5.
Ces courbes seront appele´es courbes de Cartan.
The´ore`me 2 L’espace des courbes de Cartan non parame´tre´es et a` mon-
odromie fixe´e est une varie´te´ de Poisson : il existe une immersion de cet
espace dans l’espace des structures projectives sur S1
1.5 En ge´ne´ral, sur l’espace des courbes de IRP 2 non parame´tre´es, non
de´ge´ne´re´es et a` monodromie fixe´e (sans conditions sur l’e´ventuelle pre´sence
de points sextactiques), nous de´finissons un feuilletage symplectique : chaque
feuille est munie d’une d’une forme symplectique. Les courbes qui sont sur
une meˆme feuille posse`dent le meˆme nombre de points sextactiques.
Un proble`me d’ordre topologique qui nous semble inte´ressant se pose
alors :
Proble`me: Classer a` homotopie pre`s les courbes dans IRP 2 non de´ge´ne´re´es,
a` monodromie fixe´e et posse´dant k points sextactiques.
Par exemple, pour les courbes ferme´es : k est pair ≥ 6 (il s’agit d’un
the´ore`me classique de ge´ome´trie diffe´rentielle affine : le the´ore`me des 6 som-
mets. Voir [Bo][Bu] et le chapitre 2). Notons que la classification des courbes
ferme´es et non de´ge´ne´re´es (sans conditions sur le nombre de points sextac-
tiques) a e´te´ effectue´e dans [Li1] (voir aussi chap. 2).
Toutes les constructions de cet article font intervenir deux structures
ge´ome´triques sur une courbe : sa longueur (affine ou projective) et sa cour-
bure (affine ou projective).
§Cette terminologie peut s’expliquer par cette remarque de Elie Cartan: “La coˆnique
osculatrice passant par un point sextactique a six points au moins en commun avec la
courbe.”
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2 Ele´ments de la ge´ome´trie diffe´rentielle des
courbes projectives et affines
Nous rassemblons ici quelques re´sultats de la ge´ome´trie diffe´rentielle re´elle
des courbes dans l’espace projectif (ou affine).
La ge´ome´trie projective e´tudie les proprie´te´s projectivement invariantes
de ces objets. Le groupe PGL(n ; IR) des “syme´tries projectives” ne laisse
sur l’espace IRP n−1 aucune structure invariante (riemannienne, symplectique,
de contact . . . etc) mis a` part la structure projective. C’est la raison pour
laquelle, les notions les plus e´le´mentaires de la ge´ome´trie diffe´rentielle pro-
jective ne sont gue`re aise´es a` de´crire.
Nous pre´sentons dans ce chapitre des re´sultats classiques (qui, sans doutes,
me´riteraient d’eˆtre plus connus) sous une forme contemporaine et de manie`re
e´le´mentaire.
2.1 Structures projectives et affines sur une varie´te´
Une structure projective sur une varie´te´ est une fac¸on d’identifier (localement
et en chacun de ses points) cette varie´te´ avec l’espace projectif.
De´finition 2.1.1
(i) Soit M une varie´te´ diffe´rentiable de dimension n. Un atlas projectif sur
M est la donne´e d’une famille de plongements ϕα : Uα → IRP
n (α ∈ I)
dont les domaines de de´finition forment un recouvrement ouvert de M et
telle que les changements de cartes gαβ = ϕα ◦ ϕ
−1
β soient des restrictions
d’e´le´ments du groupe projectif PGL(n+ 1 ; IR).
(ii) Deux atlas projectifs sont dits e´quivalents si leur re´union est encore
un atlas projectif.
(iii) Une structure projective surM est la donne´e d’une classe d’e´quivalence
d’atlas projectifs.
Exemple: Toute surface orientable admet des structures projectives.
De´finition – Groupe de monodromie : Une structure projective σ
sur M de´finit (modulo conjugaison) une immersion du reveˆtement universel
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de M dans l’espace projectif de dimension n :
ϕ : M˜ → IRP n
ainsi qu’un homomorphisme du groupe fondamental de M dans le groupe
projectif :
T : π1(M)→ PGL(n+ 1 ; IR).
ϕ et T devant satisfaire la relation d’e´quivariance suivante :
ϕ(a.ξ) = T (a).ϕ(ξ) ∀a ∈ π1(M), ∀ξ ∈ M˜.
ϕ est appele´e une application de´veloppante pour la structure σ et l’image de
T est le groupe de monodromie associe´ a` ϕ.
Le couple (ϕ, T ) est de´fini modulo l’action du groupe projectif :
A.(ϕ, T ) = (A.ϕ,A.T.A−1) A ∈ PGL(n+ 1 ; IR)
(ϕ, T ) est une paire de´veloppante pour la structure σ.
De´finition 2.1.2 Une structure projective sur une varie´te´ M est appele´e
une structure affine si tous les changements de cartes gαβ sont dans le groupe
affine :
Aff(n ; IR) ∼= GL(n ; r)⋊IRn →֒ PGL(n+ 1 ; IR)
(a` conjugaison pre`s).
Les applications de´veloppantes d’une structure affine sont a` valeurs dans
IRn:
ϕ : M˜ → IRn
2.2 Espace des courbes non de´ge´ne´re´es
M de´signe ici une varie´te´ localement projective de dimension n, c’est-a`-dire
un couple forme´ par une varie´te´ et une structure projective sur cette dernie`re.
De´finition 2.2.1 Une courbe ferme´e γ : S1 → M est dite non de´ge´ne´re´e
si, dans une carte projective, les vecteurs γ′, γ′′, . . . , γ(n) sont line´airement
inde´pendants.
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Remarque Le drapeau engendre´ par ces vecteurs est non de´ge´ne´re´ et
inde´pendant du choix d’une carte projective.
Notion d’e´quivalence projective - De´finition :
(i) Deux courbes γ1 et γ2 dans IRP
n seront dites projectivement equiva-
lentes si il existe A ∈ PGL(n+ 1 ; IR) tel que :
γ2 = A ◦ γ1
(ii) SoitM une varie´te´ localement projective de paire de´veloppante (ϕ, T ).
Une de´veloppe´e d’une courbe γ : IR → M est une courbe IR → IRP n de la
forme ϕ ◦ γ˜, ou` γ˜ de´signe un rele`vement de γ dans le reveˆtement universel
de M .
(iii) Deux courbes γ1 et γ2 dansM seront dites projectivement e´quivalentes
si elles posse`dent deux de´veloppe´es qui le sont. Cette de´finition est inde´pendante
du choix de ces de´veloppe´es.
Notons que cette de´finition s’e´tend sans proble`mes au cas des courbes
non parame´tre´es.
Equivalence affine La notion d’e´quivalence des courbes dans une varie´te´
localement affine se de´finit de manie`re analogue : il suffit de remplacer IRP n
par IRn et PGL(n+ 1 ; IR) par Aff(n ; IR).
Nous garderons la meˆme notation pour les espaces de courbes modulo
e´quivalence affine.
Cas des courbes a` monodromie Soit γ une courbe projective non
de´ge´ne´re´e dans IRP n et T un e´le´ment de PGL(n + 1 ; IR). Nous dirons que
cette courbe est T-e´quivariante si :
γ(x+ 2π) = T.γ(x) ∀x ∈ IR
Ge´ome´triquement, il est plus important d’e´tudier les courbes a` e´quivalence
projective pre`s. La monodromie est alors bien de´finie si on la conside`re
comme une classe de conjugaison dans PGL(n + 1 ; IR). Pour le cas affine,
les de´finitions sont analogues.
Notations On notera :
6
(i) P(M) l’espace de toutes les structures projectives sur une varie´te´ M
(ii) PT (M) ⊂ P(M) l’espace des structures projectives sur M dont la
monodromie est fixe´e et e´gale a` T (T de´signe ici un homomorphisme T :
π1(M)→ PGL(n+ 1 ; IR) de´fini a` conjugaison pre`s).
(iii) C(M) l’espace de toutes les courbes non de´ge´ne´re´es et non parame´tre´es
sur une varie´te´ M munie d’une structure projective (ou affine).
(iv) C0(M) ⊂ C(M) l’espace des courbes e´quivariantes (la monodromie
n’est pas fixe´e).
(v) CT (M) ⊂ C0(M) l’espace des courbes e´quivariantes a` monodromie
fixe´e = T
(T de´signant ici une classe de conjugaison dans PGL(n+ 1 ; IR)).
(vi) C(M), C0(M) et CT (M) de´signent les espaces quotients par la rela-
tion d’e´quivalence projective (ou affine) des espaces de´finis ci-dessus.
(vii) Γ(M) l’espace des courbes non de´ge´ne´re´es et parame´tre´es.
Les espace Γ0(M),ΓT (M),Γ(M) etc. . . se de´finissent de la meˆme fac¸on.
2.3 Homotopie.
Une question d’ordre topologique se pose imme´diatement, a` savoir : calculer
les classes d’homotopie de courbes non-de´ge´ne´re´es sur une varie´te´ locale-
ment projective (ou localement affine). Il s’agit ici d’homotopie a` travers les
courbes ferme´es et non de´ge´ne´re´es. La question est donc de de´terminer les
composantes connexes de l’espace Cid(M). Nous pre´sentons ici des re´sultats
connus :
Composantes connexes de Cid(IR
2) Ces classes d’homotopie sont
repe´re´es par un entier : le degre´ de l’application de Gauss (voir [Li1] [Wh])
associe´e a` chaque courbe. Il y en a donc un nombre infini de´nombrable.
Le the´ore`me de Little [L1] L’espace Cid(IRP
2) posse`de trois com-
posantes connexes : toute courbe ferme´e et non de´ge´ne´re´e sur IRP 2 est ho-
motope a` l’une des trois courbes dessine´es ci-dessous (fig. 1) :
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Fig. 1
Remarquons que, dans la classe des courbes lisses, les courbes (a) et (c)
sont isomorphes.
L’espace Cid(IR
4) posse`de encore trois composantes connexes chacune cor-
respondant a` l’une des courbes de la Fig. 1 via l’application de Gauss (voir
[L2]).
La classification des composantes connexes de l’espace CT (IRP
n) pour
tout T ∈ PGL(3 ; IR) est donne´e dans [K-S].
Les classes d’homotopie des courbes sur IRP n ont e´te´ calcule´es re´cemment
dans [Sh] ou` il est de´montre´ que l’espace Cid(IRP
n) posse`de 3 composantes
connexes pour n pair et 2 pour n impair.
2.4 Courbes projectives et ope´rateurs diffe´rentiels line´aires
Notons Ln l’espace des ope´rateurs diffe´rentiels line´aires L d’ordre n ≥ 2 de
la forme :
L = ∂n + un−2(x)∂
n−2 + un−3(x)∂
n−3 + . . .+ u0(x) (1)
ou` ∂ =
d
dx
et ui ∈ C
∞(IR) ∀i ∈ {0, 1, . . . , n− 2}.
Le fait suivant pre´cise le rapport existant entre les ope´rateurs (1) et les
courbes (parame´tre´es) non de´ge´ne´re´es sur IRP n−1 :
Lemme 2.4.1 (Wilczynski [W], [C]) L’espace des courbes projectives (parame´tre´es)
non de´ge´ne´re´es modulo e´quivalence projective est isomorphe a` l’espace des
ope´rateurs diffe´rentiels line´aires (1):
Γ(IRP n−1) ∼= Ln (2)
Preuve :
(i) On associe a` chaque ope´rateur de la forme (1) une classe de courbes
projectivement e´quivalentes dans IRP n−1 par la construction suivante :
Soit E l’espace vectoriel de dimension n des solutions de l’e´quation diffe´rentielle
Ly = 0. A chaque x ∈ IR correspond l’hyperplan Hx ⊂ E constitue´ des so-
lutions s’annulant en x :
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Hx = {y ∈ E|y(x) = 0}
L’application x ∈ IR 7→ Hx ∈ P (E
∗) ∼= IRP n−1 fournit la courbe γ(x)
recherche´e.
Les deux faits suivants sont alors e´vidents : la courbe γ est de´finie a`
homographie pre`s (correspondant au choix d’une base de E) et elle est non
de´ge´ne´re´e.
(ii) Re´ciproquement, soit γ ∈ Γ(IRP n−1) il existe un unique ope´rateur
Lγ ∈ L
n dont la classe de courbes associe´e par la construction pre´ce´dente
soit la classe d’e´quivalence γ ∈ Γ(IRP n−1). La de´finition exacte de l’ope´rateur
Lγ sera de´crite dans la de´monstration du lemme 2.5.3 ci-apre`s.✷
Remarques :
(a) Monodromie : Soit γ ∈ ΓT (IRP
n−1) une courbe T-e´quivariante (ou`
T est une classe de conjugaison dans PGL(n ; IR)). Les coefficients ui dans
l’ope´rateur Lγ sont alors 2π-pe´riodiques. L’ope´rateur de monodromie T̂ as-
socie´ a` Lγ :
T̂ : E → E : y 7→ y ◦ τ2π (τ2π(x) = x+ 2π)
est alors un e´le´ment de SL(E). La donne´e de T̂ est e´quivalente a` celle d’une
classe de conjugaison dans SL(n ; IR) ; celle-ci se projette sur T :
SL(n ; IR)→ PGL(n ; IR) T̂ 7→ T
(b) Tous les invariants diffe´rentiels projectifs des courbes γ ∈ Γ(IRP n−1)
s’expriment comme des polynoˆmes diffe´rentiels en les fonctions ui.
Exemples Un ope´rateur de Sturm-Liouville :
L = ∂2 + u(x)
dont le potentiel u est 2π-pe´riodique est appele´ un ope´rateur de Hill.
2.5 P(S1) comme espace affine; de´rive´e de Schwarz
P(S1) est un espace affine attache´ a` l’espace vectoriel L2 des ope´rateurs de
Hill. C’est-a`-dire que la donne´e de 2 structures α et β ∈ P(S1) de´finit un
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ope´rateur de Hill L. On notera :
L = α− β (3)
Cette construction appartient a` Hubbard [H] (voir aussi [G] [I]).
De´finition : De´rive´e de Schwarz. Soient ϕ et ψ deux immersions
IR → IRP 1. Pour tout x ∈ IR, il existe une unique homographie hx ∈
PGL(2 ; IR) telle que les jets d’ordre 2 en x des immersions ϕ et h ◦ ψ
co¨ıncident. La de´rive´e d’ordre 3 :
(ϕ− hx ◦ ψ)
′′′(x)
definit alors une application cubique TxIR → Tϕ(x)IRP
1 et sa composition
avec (Txϕ)
−1 : Tϕ(x)IRP
1 → TxIR est une application cubique TxIR→ TxIR.
Cette dernie`re s’identifie a` une forme quadratique sur TxIR qui sera note´e
S(ϕ, ψ)(x). La diffe´rentielle quadratique S(ϕ, ψ) est appele´e de´rive´e de
Schwarz (ge´ne´ralise´e) de ϕ par rapport a` ψ.
En particulier si ψ(x) = x (modulo l’identification IRP 1 ∼= IR ∪ {∞}) on
obtient la de´rive´e schwarzienne classique :
S(ϕ) =
ϕ′′′
ϕ′
−
3
2
(
ϕ′′
ϕ′
)2 (dx)2 (4)
les deux proprie´te´s fondamentales de la de´rive´e de Schwarz sont :
(j) S(h ◦ ϕ, ψ) = S(ϕ, h ◦ ψ) = S(ϕ, ψ) ∀h ∈ PGL(2 ; IR) (invariance
projective)
(jj) S(ϕ, ψ) + S(ψ, χ) = S(ϕ, χ) (χ ∈ Imm∞(IR ; IRP 1))
conside´rons a` pre´sent ϕ et ψ comme e´tant deux applications de´veloppantes
pour les deux structures projectives α et β ∈ P(S1). La diffe´rentielle quadra-
tique S(ϕ, ψ) ne de´pend que de la donne´e de α et β (proprie´te´ (i)). Elle de
plus de´finie sur S1. On de´finit alors :
α− β := S(ϕ, ψ)
L’ope´rateur de Hill (3) admet pour potentiel u(x) = S(ϕ, ψ)(x) (par
construction).
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Les deux proprie´te´s suivantes sont alors ve´rifie´es :
(a) ∀α, β, γ ∈ P(S1) , (α− β) + (β − γ) = α− γ (relation de Chasles)
(b) Pour toute structure α ∈ P(S1) et toute diffe´rentielle quadratique q
sur S1, il existe une unique structure β ∈ P(S1) telle que q = α− β.
Ces deux dernie`res proprie´te´s ache`vent de de´montrer le fait que P(S1)
est un espace affine attache´ a` L2.
2.6 Action du groupe des diffe´omorphismes
Soit Diff(IR) le groupe des diffe´omorphismes de classe C∞ de la droite re´elle.
Il agit sur l’espace des courbes parame´tre´es Γ(M) d’une varie´te´ M par
reparame´trisations. L’isomorphisme (2) permet de de´finir une action de
Diff(IR) sur l’espace Ln des ope´rateurs d’ordre n.
Lemme 2.6.1 (i) Le potentiel de degre´ n − 2 dans un ope´rateur L ∈ Ln
se transforme sous l’action d’un diffe´omorphisme g ∈ Diff(IR) de la fac¸on
suivante :
g∗un−2 = (un−2 ◦ g).g
′2 +
n(n− 1)(n+ 1)
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S(g)
(ii) L’expression :
w3 = un−3 −
n− 2
2
× u′n−2
se transforme comme une diffe´rentielle cubique :
g∗w3 = (w3 ◦ g)× g
′3
Preuve : il s’agit ici d’un calcul direct.✷
Les autres coefficients ui se transforment, sous l’action de Diff(IR), suivant
des formules plus complique´es. Cependant, nous avons tout de meˆme le fait
classique suivant :
Proposition 2.6.2 Il existe une se´rie de polynoˆmes diffe´rentiels en ui :
wk = wk(ui, u
′
i, . . .) k ∈ {3, 4, . . . , n}
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qui se transforment pour l’action de Diff(IR) comme des diffe´rentielles de
degre´ k :
wk = wk(x)(dx)
k
Les expressions (non explicites) pour les wk ont e´te´ de´termine´es pour la
premie`re fois dans la litte´rature physique (voir [F-I-Z]).
Remarque : Les diffe´rentielles wk ne sont pas uniquement de´finies pour
k > 3.
Il est e´galement possible d’interpre´ter ge´ome´triquement les solutions de
l’e´quation diffe´rentielle line´aire Ly = 0 comme le montre le lemme suivant.
Lemme 2.6.3 Sous l’action du groupe Diff(IR), les solutions de l’e´quation
diffe´rentielle Ly = 0 se transforment comme des densite´s tensorielles de poids
1−n
2
:
y = y(x)(dx)
1−n
2
Preuve : (i) Rappelons que l’action de Diff(IR) sur Ln est donne´e par son
action sur les courbes γ ⊂ IRP n−1. Nous allons a` pre´sent expliciter les
formules donnant les solutions de l’e´quation diffe´rentielle Lγy = 0.
Soit (γ1(x), . . . , γn−1(x)) un syste`me de coordonne´es locales affines pour
la courbe γ. Notons wγ la fonction de´finie par :
wγ(x) =
∣∣∣∣∣∣∣
γ′1 . . . γ
′
n−1
. . .
γ
(n−1)
1 . . . γ
(n−1)
n−1
∣∣∣∣∣∣∣
Les n fonctions:
y0 = w
− 1
n
γ , y1 = γ1w
− 1
n
γ , . . . , yn−1 = γn−1w
− 1
n
γ (5)
constituent alors un syste`me fondamental de solution pour l’e´quation
Lγy = 0
(ii) La formule (5) montre imme´diatement que les solutions yi se transfor-
ment sous l’action des reparame´trisations g∗γ = γ ◦ g de la fac¸on suivante :
g∗y = (y ◦ g)× (g′)
1−n
2 ✷
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Exemples :
(n = 2) Les solutions d’une e´quation de Sturm-Liouville se transforment
comme des densite´s tensorielles de poids −1/2 sur IR.
(n = 3) Les solutions de l’e´quation diffe´rentielle y′′′+u1(x)y
′+u0(x)y = 0
se transforment comme des champs de vecteurs sur IR.
Monodromie. Soient γ ∈ ΓT (IRP
n−1) une courbe T-e´quivariante.
L’action d’un diffe´omorphisme g ∈ Diff+(IR) pre´serve la monodromie si et
seulement si :
g(x+ 2π) = g(x) + 2π ∀x ∈ IR
Ces diffe´omorphismes constituent un sous-groupe de Diff+(IR) isomorphe
au reveˆtement universel du groupe Diff+(S1) des diffe´omorphismes du cercle
respectant l’orientation. Par conse´quent, l’action de ˜Diff+(S1) sur les courbes
e´quivariantes se projette en une action de Diff+(S1) sur l’espace Ln2π des
ope´rateurs diffe´rentiels a` coefficients pe´riodiques.
Il est a` remarquer que – en ce qui concerne l’action des diffe´omorphismes
sur les solutions – c’est toujours ˜Diff+(S1) qui agit et non Diff+(S1).
Exemple: l’espace Γ0(IRP
2). Conside´rons l’espace Γ0(IRP
2) de toutes
les courbes parame´tre´es, non de´ge´ne´re´es et e´quivariantes modulo e´quivalence
projective. Notons F3(S
1) l’espace des diffe´rentielles cubiques sur S1 et q :
P(S1)→ P(S1)× F3(S
1) le plongement : q(α) = (α, 0).
Il existe alors un isomorphisme Φ : Γ0(IRP
2)→ P(S1)×F3(S
1) rendant
cohe´rent le diagramme suivant :
L32π
∼= Γ0(IRP
2)
Φ
−−−−→ P(S1)×F3(S
1)
µց ր q
P(S1) ∼= L22π
ou` µ de´signe l’application Diff+(S1) – e´quivariante :
∂3 + u1∂ + u0
µ
7−→ ∂2 +
u1
4
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La construction de l’application Φ est la suivante : Soit L = ∂3+u1∂+u0.
Alors,
Φ(L) = (µ(L) ;w3) =
(
∂2 +
u1
4
; (u0 −
u′1
2
(dx)3
)
Remarquons que (Φ−1 ◦ q)(∂2 + u) = ∂3 + 4u∂ + u′ et que la courbe
γ ∈ Γ0(IRP
2) associe´e a` cet ope´rateur a son support dans une coˆnique de
IRP 2 (voir [C]).
2.7 Longueur d’arc affine et projective ; courbure
affine et projective.
Longueur d’arc affine. Soit c ∈ C(IRn) une courbe non parame´tre´e et non
de´ge´ne´re´e. Fixons un parame`tre x quelconque sur c.
De´finition : On appelle longueur d’arc affine sur c la 1-forme
dσ = Cte
[
W c(x)
] 2
n(n+1) dx
ou` W c(x) = det(c
′(x), c′′(x), . . . , c(n)(x))
Le parame`tre σ est de´fini a` une transformation affine pre`s : σ ∼ aσ +
b (a ∈ IR\{0}, b ∈ IR). σ est appele´ le parame`tre affine sur c.
Il est a` noter que la de´finition du parame`tre affine fait intervenir le volume
euclidien du paralle´le´pipe`de supporte´ par les n vecteurs c′(x), . . . , c(n)(x).
Courbure affine – De´finition : Les n− 1 fonctions :
κi(σ) = (−1)
idet(c′, . . . , cˆi, . . . , c
(n+1))(σ)
(ou` i ∈ {1, . . . , n − 1} et le symbole RˆS signifie l’ommission du vecteur
correspondant) sur la courbe c sont appele´es les courbures affines d’ordre i
de c.
Exemple : Nous retrouvons dans le cas ou` n = 2 les de´finitions classiques
de la longueur d’arc et de la courbure affine d’une courbe de IR2 :
dσ =
∣∣∣∣∣∣
c′1(x) c
′
2(x)
c′′1(x) c
′′
2(x)
∣∣∣∣∣∣
1
3
dx et κ(σ) =
∣∣∣∣∣∣
c′′1(σ) c
′′
2(σ)
c′′′1 (σ) c
′′′
2 (σ)
∣∣∣∣∣∣
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si c(x) =
(
c1(x)
c2(x)
)
. (voir [Bo] et [Bu]).
On peut en fait re´aliser les courbures κi comme les coefficients d’un
ope´rateur diffe´rentiel line´aire de degre´ n + 1. Plus pre´cise´ment, les coor-
donne´es de la courbe c parame´tre´e par σ ve´rifient l’e´quation diffe´rentielle :
y(n+1) + κ1(σ)y
(n−1) + . . .+ κn−1(σ)y
′ = 0
Application de Gauss. Il est possible d’associer naturellement a` chaque
courbe affine c ∈ C(IRn) une courbe projective parame´tre´e τ(c) ∈ Γ(IRP n−1)
modulo e´quivalence projective.
Pre´cisons cette construction. Munissons la courbe c du parame`tre affine
σ. La vitesse c˙ = d
dσ
c:
c˙ : IR→ IRP n−1
τ(c) est alors la classe de c˙ modulo PGL(n ; IR).
Lemme 2.7.1 L’ope´rateur diffe´rentiel line´aire associe´ a` τ(c) ∈ Γ(IRP n−1)
est :
Lc = ∂
n
σ +K1(σ)∂
n−2
σ + . . .+Kn−1(σ) (∂σ =
d
dσ
)
Preuve : D’apre`s (6) les coordonne´es yi de c
′(σ) ve´rifient l’e´quation
Lc.yi = 0
On conclut en remarquant que τ(c) est la projectivise´e de (y1, . . . , yn) ∈
IRn via la projection IRn\{0} → IRP n−1. ✷
Longueur d’arc projective . Soit c ∈ C(IRP n−1) une courbe non
parame´tre´e et non de´ge´ne´re´e dans l’espace projectif de dimension n − 1 et
notons x un parame`tre quelconque sur cette courbe . Rappelons qu’a` la
courbe parame´tre´e c(x) correspond un ope´rateur diffe´rentiel Lc ∈ L
n.
De´finition :
(i) On appelle longueur d’arc projective sur c la 1-forme :
dσ = [w3(x)]
1
3dx
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ou` w3(x) =
(
un−3 −
1
n−1
u′n−2
)
(x)(dx)3 est la diffe´rentielle cubique associe´e a`
l’ope´rateur Lc.
(ii) Supposons que w3 6= 0. Dans ce cas, σ de´finit un parame`tre local sur
la courbe c appele´ parame`tre projectif. Ces points sont caracte´rise´s par le
fait que la coˆnique osculatrice posse`de un ordre de contact (en ce point) ≥ 5
(voir [C]).
Courbure projective La diffe´rentielle quadratique un−2(x)(dx)
2 de´finit
une structure projective sur la courbe c. Plus pre´cise´ment, il existe une
projection Diff(IR)- e´quivariante de l’espace Ln sur l’espace L2 des ope´rateurs
de Sturm-Liouville :
µ : Ln → L2 : L 7−→
n(n− 1)(n+ 1)
6
.∂2 + un−2(x) (6)
De´finition : On appelle courbure projective d’une courbe c ∈ C(IRP n−1)
la structure projective sur c de´finie par l’application µ.
Exemple :(n = 3) Au voisinage d’un point non sextactique, une courbe
c ∈ C(IRP 2) est uniquement de´finie (modulo PGL(3 ; IR)) par sa courbure
projective (cf [C] et Chap.5.6.).
Le the´ore`me des six sommets Les deux re´sultats classiques suivants
pour les courbes planes ferme´es sont des analogue du the´ore`me des quatre
sommets de la ge´ome´trie diffe´rentielle euclidienne plane.
Lemme 2.7.2 Toute courbe ferme´e et non de´ge´ne´re´e dans IRP 2 posse`de au
moins 6 points sextactiques.
Preuve : (voir par exemple [Bo] ou [Bu]) Ce re´sultat de´coule facilement
du fait suivant : fixons un parame`tre quelconque x sur notre courbe c ∈
Cid(IRP
2) et notons L l’ope´rateur diffe´rentiel de degre´ 3 associe´ a` la courbe
parame´tre´e c(x). Pour toute solution y de l’e´quation diffe´rentielle Ly = 0,
on a : ∫
S1
w3(x)y(x)
2dx = 0 ✷
Convenons d’appeler sommet d’une courbe affine de IR2 tout point critique
pour sa courbure. On a alors le :
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Corollaire 2.7.3 Une courbe affine ferme´e et non de´ge´ne´re´e dans IR2 posse`de
au moins 6 sommets.
Preuve : Soit c ∈ Cid(IR
2) et munissons cette courbe de son parame`tre affine
σ.
Ses coordonne´es c1(σ) et c2(σ) ve´rifient alors l’e´quation :
c′′′i (σ) + κ(σ)c
′
i(σ) = 0
A l’ope´rateur diffe´rentiel ∂3+κ(σ)∂ correspond une classe de courbes ferme´es
et non de´ge´ne´re´es γ ∈ Γid(IRP
2). D’apre`s le lemme pre´ce´dent, chacune de
ces courbes posse`de au moins 6 points sextactiques et, par conse´quent, la
diffe´rentielle cubique w3(σ) = −
1
2
κ′(σ) s’annule au moins en 6 points. ✷
Cas des courbes planes e´quivariantes
Lemme 2.7.4 Si l’ope´rateur de monodromie T d’une courbe e´quivariante
c ∈ CT (IRP
2) posse`de une de ses valeurs propres e´gale a` l’unite´, alors la
courbe c a au moins 2 points sextactiques.
Corollaire 2.7.5 Une courbe affine e´quivariante c ∈ C0(IR
2) posse`de au
moins 2 sommets.
Les preuves de ces deux re´sultats sont analogues a` celles de 2.6.6.
2.8 L’espace PT (S
1) comme varie´te´ symplectique
L’espace P(S1) forme´ par toutes les structures projectives sur le cercle unite´
S1 est munie d’une structure de Poisson [Ki1].
Sur chaque sous-espace PT (S
1) constitue´ des structures projectives a`
monodromie T fixe´e, ce crochet de Poisson est sous-jacent a` une structure
symplectique sur PT (S
1) : PT (S
1) est une “feuille symplectique” de ce
crochet (voir [Se1]).
Nous pre´sentons ici la formule explicite pour la forme symplectique de
l’espace PT (S
1). La de´finition du crochet de Poisson sera donne´e (dans le
cas le plus ge´ne´ral) au chapitre 7.
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Lemme 2.8.1 Soit α ∈ PT (S
1), on a alors :
TαPT (S
1) ∼= Vect(S1)
/
aut(α)
ou` Vect(S1) de´signe l’alge`bre de Lie des champs de vecteurs de classe C∞
sur le cercle et aut(α) →֒ V ect(S1) est l’alge`bre de Lie du groupe des auto-
morphismes de la structure projective α.
Preuve : L’espace PT (S
1) est un espace homoge`ne du groupe Diff+(S1), ce
dernier agissant par transport de structure sur P(S1). ✷
Fixons une fois pour toutes une forme longueur dt sur la droite projective
IRP 1. La donne´e d’une application de´veloppante ϕ : IR → IRP 1 pour une
structure α ∈ PT (S
1) est e´quivalente a` la donne´e de la 1-forme θ = ϕ∗(dt). Si
δα de´signe un vecteur tangent a` PT (S
1) en α, il existe un champ v ∈ V ect(S1)
tel que : δα = Lvθ (ou` Lv de´signe la de´rive´e de Lie par rapport au champ
v). On peut en outre choisir ce champ de fac¸on a` ce qu’il s’annule en un
point. ✷
De´finition de la forme symplectique On de´finit une 2-forme symplec-
tique ω sur la varie´te´ PT (S
1) de la fac¸on suivante. Soit δ1α et δ2α ∈ TαPT (S
1)
deux vecteurs tangents en la structure α ∈ PT (S
1). Soit ξ1 et ξ2 ∈ V ect(S
1)
deux champs sur S1 tels que : δ1α = Lξiθ et ξi(x0) = 0 pour un point x0 ∈ S
1,
fixe´.
On pose alors :
ω(δ1α, δ2α) =
∫
S1
Lξ1θ
θ
d
Lξ2θ
θ
(7)
Remarquons que Lξiθ est une 1-forme sur IR, mais que la fonction
Lξiθ
θ
est 2π-pe´riodique, donc de´finie sur S1.
Lemme 2.8.2 La 2-forme ω est bien de´finie sur PT (S
1) ; elle est ferme´e,
non de´ge´ne´re´e et sa de´finition est inde´pendante du choix de ξ1, ξ2, ϕ et du
parame`tre t.
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Preuve : En utilisant le parame`tre t, on a les e´critures suivantes pour la
1-forme θ et les champs ξi :
θ = ϕ′(t)dt ξi = ξi(t)
d
dt
ξi(t+ 2π) = ξi(t)
Un calcul direct nous donne acce`s a` la formule suivante :
ω(δ1α, δ2α) =
∫
S1
S(ϕ)(t)[ξ1, ξ2](t)dt +
∫
S1
ξ′1(t)ξ
′′
2 (t)dt
ou` S(ϕ) est la de´rive´e de Schwarz (classique) et [ξ1, ξ2] = ξ1 ξ
′
2−ξ
′
1 ξ2 de´signe
le crochet de Lie des champs de vecteurs sur S1.
L’invariance de la formule (7) vis-a`-vis du choix de ξ1, ξ2, ϕ et dt peut eˆtre
ve´rifie´e soit directement, soit plus rapidement en utilisant la :
Remarque¶ : La formule (7) co¨ıncide avec la forme symplectique de
Kirillov-Kostant-Souriau sur une orbite coadjointe de l’alge`bre de Virasoro
(voir [Ki1]). ✷
Lemme 2.8.3 La forme ω est invariante relativement a` l’action du groupe
Diff+(S1) sur l’espace PT (S
1).
Alge`bre de Virasoro : crochet de Poisson sur l’espace P(S1) Con-
side´rons l’action du groupe Diff+(S1) sur l’espace L22π des ope´rateurs de Hill
∂2+u(x) (cf 2.5.1). L’action infinite´simale associe´e est une action de l’alge`bre
de Lie Vect(S1) sur L22π :
Lfu = fu
′ + 2f ′u+
f ′′′
2
ou` f = f(x) d
dx
∈ V ect(S1) et Lf de´signe la de´rive´e de Lie.
De´finition : Soit
ℓf : L
2
2π → IR : u 7−→
∫
S1
f(x)u(x)dx
une fonctionnelle line´aire sur l’espace des ope´rateurs de Hill. On lui associe
un champ de vecteurs ξ sur L22π en posant :
ξ = Lf
¶Voir aussi 2.7.5.
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Lemme 2.8.4 L’application ξ : (L22π)
⋆ → L22π est un ope´rateur hamiltonien
sur L22π: il de´finit un crochet de Poisson sur P(S
1).
Preuve : En ge´ne´ral, pour de´finir un crochet de Poisson sur une varie´te´
V , on commence par se donner un ope´rateur ξ : T ∗V → TV line´aire et
antisyme´trique. Si f et g ∈ C∞(V ), on pose :
{f, g} :=< dg, ξ(df) >∈ C∞(V )
{ ., . } de´finit un crochet de Poisson sur V si :∑
cycl.
{f, {g, h}} = 0 ∀f, g, h ∈ C∞(V )
c’est l’identite´ de Jacobi.
Pour ve´rifier l’identite´ de Jacobi dans notre cas, il suffit de la ve´rifier sur
les fonctionnelles ℓf . Posons donc :
{ℓf , ℓg}(u) =< ℓg, Lg(u) >=
∫
S1
g(fu′ + 2f ′u+
1
2
f ′′′)(x)dx
ou` f, g ∈ V ect(S1) et ∂2 + u(x) ∈ L22π.
On s’apperc¸oit alors que ces fonctionnelles line´aires de´finissent une alge`bre
de Lie :
{ℓf , ℓg}(u) = ℓ[f,g](u) +
∫
S1
f ′(x)g′′(x)dx (8)
✷
Remarque : L’alge`bre de Lie de´finie par (8) s’appelle l’alge`bre de Vira-
soro. C’est une extension centrale de l’alge`bre de Lie V ect(S1).
Le fait suivant peut eˆtre de´montre´ en utilisant la formule (8):
Proposition 2.8.5 Une orbite coadjointe de l’alge`bre de Virasoro s’identifie
a` un espace PT (S
1). La forme symplectique sur ce dernier espace co¨ıncide
alors avec la 2-forme symplectique canonique sur l’orbite coadjointe.
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3 STRUCTURES SYMPLECTIQUES SUR
L’ESPACE DES COURBES AFFINES
Soit M une varie´te´ localement affine (cf. Chap. 2.1) de dimension n.
Nous de´finissons ici une forme symplectique sur l’espace Cid(M) des courbes
ferme´es, non de´ge´ne´re´es et non parame´tre´es sur M a` e´quivalence affine pre`s.
Notre de´finition repose sur deux ide´es principales :
(a) A chaque courbe c ∈ C(M) est associe´e une classe dans Γ(IRP n−1)
(l’espace des courbes parame´tre´es et non de´ge´ne´re´es sur IRP n−1 modulo
e´quivalence projective). Nous de´finissons alors une application :
Π : Cid(M) −→ Γ(IRP
n−1)
dans l’espace des courbes projectives parame´tre´es (modulo e´quivalence pro-
jective). Cette application est affinement invariante et induit une applica-
tion :
Π : Cid(M) −→ Γ(IRP
n−1)
Sur chaque composante connexe de l’espace Cid(M), l’image de Π est
incluse dans le sous-espace des courbes projectives a` monodromie fixe´e.
(b) Il existe une structure symplectique canonique sur chaque espace
ΓT (IRP
n−1) (dans le cas ou` n = 2, cette structure a e´te´ de´finie dans le
chap. 2.7 ; pour le cas ou` n ≥ 3 voir chap. 6.2).
3.1 Cas ou` dim(M) = 2.
Plac¸ons-nous a` pre´sent dans le cas d’une surface localement affine M .
Si c ∈ C(M), nous pouvons de´finir deux structures ge´ome´triques sur c (cf.
Chap. 2.6) :
(i) Une parame´trisation affine :
σ : IR→ c
(ii) Son application de Gauss :
τ : c→ IRP 1
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La premie`re est une structure affine sur c et la seconde une structure
projective.
De´finition de l’application Π : Cid(M)→ P(S
1) On peut interpre´ter
σ et τ comme deux structures projectives sur la courbe ferme´e c ≈ S1 (pas de
manie`re canonique). L’espace P(S1) est un espace affine modele´ sur l’espace
vectoriel des ope´rateurs de Hill (voir Chap. 2.4.3). Fixons alors une structure
projective α ∈ P(S1) qui jouera le roˆle de “l’origine” (on pourra prendre par
exemple la structure projective canonique de´finie par le reveˆtement universel
de IRP 1).
Π(c) est alors de´finie par l’e´galite´ :
τ − σ = Π(c)− α ∈ L22π
Nous pouvons e´galement donner une version plus na´’ıve, quoique directe,
de cette de´finition : on obtient une immersion πc : IR→ IRP
1 en posant :
πc := τ ◦ σ
Cette immersion πc est l’application de´veloppante d’une unique structure
projective sur S1. Nous appellerons π(c) cette dernie`re.
Lemme 3.1.1 L’application Π “descend” sur l’espace quotient Cid(M).
Preuve : Π est – par construction – affinement invariante. ✷
On obtient donc une application Π : Cid(M)→ P(S
1).
Lemme 3.1.2 Π envoit chaque composante connexe de Cid(M) dans un sous-
espace PT (S
1).
Preuve : Faisons le choix d’une paire de´veloppante (ϕ, T ) pour la structure
affine de la surface M : ϕ : M˜ → IR
2
T : π1(M)→ Aff(2 ; IR)
Soit c ∈ Cid(M) une courbe ferme´e sur la surface M et c˜ ⊂ M˜ un releve´
quelconque de cette courbe dans le reveˆtement universel de la surface. La
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classe d’homotopie [c] de notre courbe peut eˆtre conside´re´e comme un e´le´ment
de π1(M). Posons donc A := T ([c]) ∈ Aff(2 ; IR). La courbe ϕ(c˜) ⊂ IR
2
est A-e´quivariante :
ϕ(c˜) ∈ CA(IR
2)
Notons T ∈ PGL(2 ; IR) l’image de A par la projection naturelle :
Aff(2 ; IR)→ PGL(2 ; IR)
Munissons c de son parame`tre affine σ et soit β : IR→ IRP 1 l’application
de Gauss associe´e a` la courbe (ϕ ◦ c˜)(σ). On obtient : β(σ + 2π) = T.β(σ)β est une application de´veloppante pour la structure Π(c)
De plus, si c reste dans la meˆme classe d’homotopie, A et, par conse´quent,
T restent fixes. ✷
Proposition 3.1.3 Sur chaque composante connexe C de l’espace Cid(M),
la restriction Π : C → PT (S
1) est une bijection.
Preuve : L’ope´rateur de Hill L = τ − σ associe´ a` la structure projective
Π(c) (c ∈ Cid(M)) est donne´ par :
L = ∂2σ + κ(σ)
ou` κ(σ) de´signe les courbure affine de la courbe c (voir Chap. 2.6).
Or, une courbe affine est de´finie uniquement par sa courbure, modulo
e´quivalence affine. ✷
Corollaire 3.1.4 Il existe sur chaque composante connexe de l’espace Cid(M)
une structure de varie´te´ symplectique. La forme symplectique Ω est donne´e
par la formule :
Ω = Π
∗
(ω)
ω de´signant la forme symplectique sur l’espace PT (S
1).
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3.2 Cas ou` dimM = n ≥ 3 – Fin de la de´monstration
du the´ore`me 1.
M de´signera une varie´te´ affine de dimension n ≥ 3.
Nous ge´ne´ralisons dans cette section la construction vue en 3.1. l’existence
d’une parame´trisation affine pour une courbe c ∈ Cid(M) conduit a` l’existence
d’un plongement :
Cid(M) →֒ Γ(M)
De plus, le choix d’une application de´veloppante ϕ : M˜ → IRn entraˆıne
l’existence d’une application :
Γ(M)→ Γ(IRP n−1)
(Application de Gauss associe´e a` une courbe parame´tre´e). Nous obtenons
donc une application :
Π : Cid(M)→ Γ(IRP
n−1)
Soit a` pre´sent p : Aff(n ; IR)→ PGL(n ; IR) la projection naturelle. On
a le
Lemme 3.2.1 Soit A ∈ Aff(n ; IR) et T := p(A), on a :
Π(CA(IR
n)) ⊂ ΓT (IRP
n−1)
La de´monstration est analogue a` celle du lemme 3.1.3.
Les autres e´tapes qui suivent ce lemme re´pe`tent le cas de la dimension 2.
Nous obtenons finalement l’application :
Π: Cid(M)→ Γ(IRP
n−1)
Sur chaque composante connexe de l’espace Cid(M), Π est une bijection sur
un sous-espace ΓT (IRP
n−1).
ΓT (IRP
n−1) est muni d’une structure de varie´te´ symplectique (voir Chap.
6.2).
Nous de´finissons donc sur Cid(M) une forme symplectique, image re´ciproque
par Π de celle sur ΓT (IRP
n−1). Le the´ore`me 1 est de´montre´. ✷
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Remarque : Action du groupe Diff+(S1). Le groupe Diff+(S1) agit
sur l’espace ΓT (IRP
n−1) par reparame´trisation des courbes. L’isomorphisme
Π nous permet de transporter cette action sur chaque composante connexe
de l’espace Cid(M). Par exemple, dans le cas de la dimension 2, le groupe
Diff+(S1) agit sur la courbure κ(σ) d’une courbe c ∈ Cid(M) comme sur le
potentiel de l’ope´rateur de Hill ∂2σ + κ(σ).
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4 STRUCTURE DE POISSON SUR L’ESPACE
DES COURBES DE CARTAN.
Nous conside´rons dans ce chapitre l’espace C0(IRP
2) des courbes projectives
e´quivariantes, non parame´tre´es et non de´ge´ne´re´es dans le plan projectif.
La meˆme ide´e qui nous avait conduits a` la construction d’une structure
symplectique sur l’espace des courbes affines, nous ame`ne, dans le cas pro-
jectif, a` la construction d’une structure de Poisson. De la meˆme manie`re que
dans le chapitre 3, nous allons associer a` toute courbe c ∈ C0(IRP
2) deux
structures ge´ome´triques sur cette courbe :
(a) Une structure affine, engendre´e par la largeur d’arc projective sur c.
(b) Une structure projective, engendre´e par la courbure projective de c.
Pour que la structure (a) puisse exister, il s’ave`re ne´cessaire de renforcer
la notion de non-de´ge´ne´rescence. Pre´cisons tout de suite ce fait :
4.1 Notion de courbe de Cartan.
De´finition : Une courbe c ∈ C(IRP 2) sera dite une courbe de Cartan si elle
ne comporte aucun point sextactique.
Remarque : Il est possible de donner une version plus topologique de
cette de´finition : une courbe de Cartan est en position ge´ne´rale, au voisinage
de chacun de ses points, par rapport a` sa tangente, mais aussi par rapport a`
sa coˆnique osculatrice.
Nous noterons Cc(IRP
2) (resp. Γc(IRP
2) dans le cas des courbes parame´tre´es)
l’espace de toutes les courbes de Cartan e´quivariantes. On notera e´galement
Cc(IRP
2) (resp. Γc(IRP
2)) ces meˆmes espaces modulo e´quivalence projective.
Comme conse´quence du lemme 2.6.7, nous obtenons : l’ope´rateur de mon-
odromie d’une courbe de Cartan e´quivariante ne posse`de aucune valeur pro-
pre e´gale a` l’unite´.
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4.2 Le crochet de poisson - De´monstration du the´ore`me
2.
Les deux structures (a) et (b) sur une courbe de Cartan c ∈ Cc(IRP
2) per-
mettent de de´finir une application :
Π : Cc(IRP
2)→ P(S1)
(Nous utilisons le fait que P(S1) est un espace affine ; cf. 2.4.3 et 3.1.1). Cette
application est PGL(3 ; IR)- invariante ; elle descend sur l’espace Cc(IRP
2).
On obtient l’application :
Π : Cc(IRP
2)→ P(S1)
La longueur et la courbure projective sont des invariants diffe´rentiels pro-
jectifs : une courbe de IRP 2 est uniquement de´fini – modulo PGL(3 ; IR)–
par sa courbure κ(σ) (ou` σ est le parame`tre projectif de la courbe). Cette
remarque montre que Π est injective.
L’espace Cc(IRP
2) peut alors eˆtre muni d’une structure de Poisson induite,
via le plongement Π, par le crochet de Poisson sur P(S1) (cf. Chap. 2.7.5).
Le the´ore`me 2 est de´montre´. ✷
Les feuilles symplectiques de la varie´te´ de Poisson Cc(IRP
2) sont con-
stitue´es des courbes c ve´rifiant :
T (Π(c)) = Cte.
Remarque : La de´finition de ce crochet de Poisson peut en fait se ge´ne´raliser
au cas d’une surface localement projective quelconque.
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5 FEUILLETAGE SYMPLECTIQUE
Il existe sur l’espace C(IRP 2) un feuilletage dont chaque feuille est munie
d’une structure symplectique. Presque toute feuille est de codimension finie.
De´finition. Rappelons qu’une courbe projective ferme´e c ∈ Cid(IRP
2)
posse`de au moins 6 points sextactiques (cf. 2.6.6). Presque toute courbe
c ∈ C(IRP 2) posse`de un nombre fini de tels points : c est alors dite ge´ne´rique.
Soit c ∈ C(IRP 2) une courbe ge´ne´rique et {x1, . . . , x2k} l’ensemble de ses
points sextactiques (c’est-a`-dire {x1, . . . , x2k} est l’ensemble des ze´ros de la
diffe´rentielle cubique w3 sur c). On associe alors a` c un point
t = t(c) ∈ IRP 2k−1
de la manie`re suivante :
t est la droite vectorielle de IR2k de vecteur directeur

t1
...
t2k

ti :=
∫ xi+1
xi
w3(x)
1
3dx ∀i ∈ {1, . . . , 2k}
Soit T une classe de conjugaison dans PGL(2 ; IR). NotonsMT,t le sous-
espace de C(IRP 2) constitue´ des courbes c ve´rifiant :
t(c) = t et T (κc) = T
(κc est la courbure projective sur c, conside´re´e comme structure projective).
On pose aussi MT,t := MT,t
/
PGL(3 ; IR).
Proposition 5.0.1 Il existe sur MT,t une structure symplectique.
Preuve : Commenc¸ons par de´finir une application :
Π : MT,t → PT (S
1) (9)
Sur toute courbe c ∈ C(IRP 2), il existe une structure projective : celle
de´termine´e par la courbure projective de la courbe c. La longueur d’arc
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projective sur c ne de´finit pas, par contre, une structure affine sur c si la
diffe´rentielle cubique w3 a des ze´ros.
Soit c et c′ ∈ MT,t deux courbes, w3 et w
′
3 les diffe´rentielles cubiques
associe´es respectivement a` c et a` c′. On peut alors identifier ces deux courbes.
Plus pre´cise´ment, on peut trouver un diffe´omorphisme g : c→ c′ tel que :
g∗(w′3) = C
te × w3
Ce diffe´omorphisme est e´videmment projectivement invariant.
Fixons une courbe c′ ∈MT,t et une structure projective quelconque σ
′ sur
c′.
Toute courbe c ∈ MT,t est alors munie d’une structure projective, image
re´ciproque par le diffe´omorphisme g de la structure σ′. Nous disposons donc
de deux structures projectives sur c, ce qui permet de de´finir une application :
Π :MT,t → PT (S
1)
Π e´tant invariante sous l’action de PGL(3 ; IR), elle descend sur MT,t et
l’application (♦) est bien de´finie.
Notons alors Ω := Π
∗
ω ou` w est la forme symplectique sur PT (S
1) (cf.
2.7). Nous terminerons la de´monstration par le :
Lemme 5.0.2 (i) Π est bijective
(ii) Ω est inde´pendante du choix de c′ et σ′.
Preuve du lemme : les deux applications Π correspondantes a` deux choix
distincts pour c′ et σ′ diffe´rent par une translation sur l’espace PT (S
1). Or,
la 2-forme ω est invariante relativement aux translations (cf. 2.7). • ✷
Remarque
Sur l’espace Cc(IRP
2) des courbures de Cartan, la structure symplectique
Ω co¨ıncide avec la structure symplectique de´finie sur les feuilles symplectiques
(cf. 4.2).
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6 CROCHET DE GEL’FAND-DIKII
Le crochet de Poisson de Gel’fand-Dikii (voir [G-D], [D-S]) est une des plus
inte´ressantes structures de Poisson en dimension infinie. Les travaux s’y
rattachant sont surtout populaires dans la litte´rature physique.
L’alge`bre de Poisson engendre´e par ce crochet joue le roˆle de l’alge`bre des
syme´tries (voir par exemple [I-Z-F]).
Du point de vue ge´ome´trique, l’inte´reˆt du crochet de Gel’fand-Dikii est
base´ sur ses proprie´te´s naturelles d’invariance. Il nous permettra de de´finir
une structure symplectique Diff+(S1)-invariante sur l’espace des courbes parame´tre´esJde
IRP n−1 modulo e´quivalence projective.
6.1 De´finition du crochet de Gel’fand-Dikii
Le crochet de Gel’fand-Dikii est de´fini sur l’espace des ope´rateurs diffe´rentiels
line´aires a` coefficients pe´riodiques. Conside´rons donc l’espace des ope´rateurs
diffe´rentiels line´aires L = ∂n + un−2(x)∂
n−2 + . . .+ u0(x) dont tous les coef-
ficients ui sont 2π-pe´riodiques et notons le L0.
Nous allons associer a` chaque fonctionnelle line´aire F : L0 → IR un
champ de vecteurs ξ(F ) sur L0. Pour cette construction, nous avons besoin
de quelques re´sultats concernant l’espace L0.
Tout d’abord, il suffira de se limiter aux fonctionnelles line´aires re´gulie`res
sur L0, c’est-a`-dire les fonctionnelles F de la forme :
F (L) =
n−2∑
i=0
∫
S1
fi(x)ui(x)dx
ou` fi ∈ C
∞(S1) ∀i ∈ {0, 1, . . . , n− 2}
De´finition : La somme formelle :
S =
n∑
i=1
ai(x)∂
−i
ou` les ai ∈ C
∞(S1) , ∂−1 =
(
d
dx
)−1
est appele´e un symbole pseudo-
diffe´rentiel d’ordre n.
A chaque symbole S, nous associons une fonctionnelle line´aire
ℓs : L0 → IR
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par la construction suivante. Si L ∈ L0, le produit S.L peut se re´e´crire
comme une se´rie formelle :
S.L =
−∞∑
i=n−1
bi(x)∂
i
Il suffit d’utiliser l’identite´ de Leibnitz :
∂−1a(x) = a(x)∂−1 − a′(x)∂−2 + a′′(x)∂−3 − . . .
(Cette identite´ se de´duit de l’e´galite´ : ∂.∂−1a(x) ≡ a(x).)
De´finissons alors :
ℓS(L) :=
∫
S1
re´s(S.L)(x)dx
ou` re´s(S.L) := b−1 Le fait suivant est alors e´vident :
Lemme 6.1.1 Toute fonctionnelle line´aire re´gulie`re F peut s’e´crire :
F = ℓS
ou` S est un symbole pseudo-diffe´rentiel.
Remarque importante : Il est e´vident que la fonctionnelle ℓS ne de´pend
pas du dernier coefficient an du symbole S. Par exemple, dans le cas n = 2,
le symbole S = a1∂
−1 + a2∂
−2 admet pour fonctionnelle associe´e :
ℓS(∂
2 + u) =
∫
S1
a1(x)u(x)dx
De´finition de l’ope´rateur hamiltonien : A chaque symbole S, on
associe un ope´rater line´aire L0 → L0
L 7−→ LS = L(SL)+ − (LS)+L
(ou` le signe + signifie que l’on conside`re uniquement la partie diffe´rentielle
de l’expression, c’est-a`-dire tous les degre´s ≥ 0).
A priori LS est un ope´rateur diffe´rentiel d’ordre 2n− 1, mais il est facile
de voir que les coefficients des ope´rateurs ∂i sont identiquement nuls lorsque
i > n− 1.
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Proposition 6.1.2 ([D-S]) A toute fonctionnelle line´aire ℓ correspond un
unique symbole S tel que :
(i) ℓ = ℓS
(ii) ord(LS) = n− 2
Preuve : Le choix du coefficient an symbole S est fixe´ par la seconde
condition. ✷
Exemple (n = 2) Si ℓ(∂2+u) =
∫
S1
f(x)u(x)dx alors ℓ = ℓS avec S =
u(x)∂−1−
u′(x)
2
∂−2. L’ope´rateur LS peut eˆtre interpre´te´ dans ce cas comme
un vecteur tangent a` l’espace L0.
The´ore`me 6.1.3 ([G-D], [D-S]) L’application ξ : L∗0 → L0 de´finie par :
ξ(ℓ) = LS
(ou` S ve´rifie les 2 conditions de la proposition pre´ce´dente) de´finit un crochet
de Poisson sur l’espace L0, c’est-a`-dire une structure d’alge`bre de Lie sur
l’espace des polynoˆmes diffe´rentiels.
De´finition : Le crochet de Poisson du the´ore`me ci-dessus est appele´
crochet de Gel’fand-Dikii.
L’expression de ce crochet sur les fonctionnelles line´aires est donne´e par
la formule suivante :
{ℓS, ℓT} := ℓT (LS)
Remarques : (i) n ≥ 3 Dans ce cas, le crochet de deux fonctionnelles
line´aires est une fonctionnelle quadratique.
(ii) n = 2 Les fonctionnelles line´aires forment une alge`bre de Lie isomor-
phe a` l’alge`bre de Virasoro.
(iii) D’un point de vue ge´ome´trique, le crochet de Gel’fand-Dikii apparaˆıt
comme tre`s naturel si on remarque les deux proprie´te´s suivantes :
(1) Il est invariant relativement a` l’action de Diff+(S1).
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(2) La restriction de ce crochet aux fonctionnelles F (un−2) de´finit un
crochet d’alge`bre de Lie. Cette alge`bre de Lie co¨ıncide avec l’alge`bre des
fonctions sur les ope´rateurs de Hill :
L = ∂2x +
6
n(n− 1)(n+ 1)
un−2(x)
(voir [Kh]).
Conside´rons, de plus, l’action infinite´simale de l’alge`bre de Lie V ect(S1)
associe´e a` l’action de Diff+(S1). Cette action infinite´simale conserve le cro-
chet de Gel’fand-Dikii. L’application moment correspondant a` cette action
est donne´e par :
(courbe dansIRP n−1) 7−→ (courbure projective associe´e)
6.2 Structure symplectique sur l’espace des courbes
projectives parame´tre´es
On e´tudie ici les feuilles symplectiques du crochet de Gel’fand-Dikii.
Le re´sultat principal dans [K-O] est le :
The´ore`me 6.2.1 Le crochet de Gel’fand-Dikii de´finit une structure sym-
plectique sur chaque sous-espace LT ⊂ L0 constitue´ par les ope´rateurs a`
monodromie‖ fixe´e.
En d’autre termes, chaque espace ΓT (IRP
n−1) ∼= LT (cf . 2.4) est une
varie´te´ symplectique.
Preuve. Il nous faut de´montrer deux faits :
(a) Un champ hamiltonien LX est tangent a` LT .
(b) Tout vecteur tangent a` LT est donne´ par un champ hamiltonien.
La donne´e d’un ope´rateur L est e´quivalente a` celle de l’espace des solu-
tions de l’e´quation diffe´rentielle associe´e Ly = 0. A un symbole S correspond
‖Rappelons que T de´signe en fait une classe de conjugaison dans le groupe projectif
PGL(n ; IR)
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un champ de vecteurs L 7−→ LS. Ce symbole induit e´galement un champ sur
chaque espace de solutions EL = {y ∈ C
∞(IR)|Ly = 0} :
y 7−→ yS
Le re´sultat est :
yS = −(SL)+y (10)
En fait, par de´finition, on a l’identite´ suivante :
LS(y) + L(yS) = 0
(a) est alors e´vident en conside´rant (10) car y 7→ yS est line´aire en y.
Re´ciproquement, si on fixe yS, le symbole S s’obtient comme solution
d’un syste`me d’e´quations line´aires. On ve´rifie facilement que les coefficients
ai(x) de S sont 2π-pe´riodiques si et seulement si la monodromie est fixe´e. ✷
Exemple : (n = 3) L’espace ΓId(IRP
2) est constitue´ de 3 feuilles sym-
plectiques. Chacune de ces feuilles correspond a` une des 3 classes d’homotopie
dessine´es a` la Fig. 1 (Chap. 2.3.2).
6.3 Formules explicites pour les formes symplectiques
Nous pre´sentons dans ce chapitre la formule donnant la forme symplectique
induite par le crochet de Gel’fand-Dikii dans un cas particulier.
De´finition : Une courbe c ∈ C(IRP n−1) sera dite non oscillante si tout
hyperplan projectif de IRP n−1 rencontre la courbe en au plus n − 1 points
distincts.
Si γ(x) est une courbe parame´tre´e non oscillante ∈ Γ(IRP n−1), alors
l’ope´rateur diffe´rentiel associe´ Lγ (cf. 2.4) est non oscillant au sens clas-
sique . C’est-a`-dire, chaque solution y de l’e´quation diffe´rentielle associe´e
Lγ .y = 0 admet au plus n− 1 ze´ros sur l’axe re´el.
Le cas particulier pour lequel nous allons expliciter la forme symplectique
de Gel’fand-Dikii est donc celui des courbes e´quivariantes, non oscillantes et
a` monodromie fixe´e.
Pre´sentons tout d’abord deux re´sultats classiques de la the´orie des e´quations
diffe´entielles line´aires, re´sultats qui nous seront utiles pour la suite :
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Lemme 6.3.1 (Sturm) :
Un ope´rateur L ∈ Ln est non-oscillant si et seulement si on peut trou-
ver n − 1 solutions y1, . . . , yn−1 pour l’e´quation Ly = 0 telles que les n − 1
fonctions :
y1 , w1 =
∣∣∣∣∣ y1 y2y′1 y′2
∣∣∣∣∣ , . . . , wn−1 =
∣∣∣∣∣∣∣∣∣∣
y1 . . . yn−1
...
yn−21 . . . y
n−2
n−1
∣∣∣∣∣∣∣∣∣∣
ne s’annulent en aucun point.
Lemme 6.3.2 (Frobenius) :
Un ope´rateur L ∈ Ln est non-oscillant si et seulement si L posse`de une
factorisation en n ope´rateurs d’ordre 1 :
L = (∂ + a1 + . . .+ an−1)(∂ − an−1) . . . (∂ − a1)
ou` les ai ∈ C
∞(IR) ∀i ∈ {1, . . . , n− 1}.
Les coefficients ai ci-dessus peuvent eˆtre calcule´s en posant :
a1 = −
y′1
y1
ai = −ai−1 −
w′i
wi
∀i ∈ {2, . . . , n− 1}
ou` y1 et wi sont les fonctions vues dans le lemme 7.1.
Remarque : Supposons que les coefficients ui dans l’ope´rateur L soient
2π-pe´riodiques. On peut alors trouver une factorisation de L ou` les coeffi-
cients ai sont e´galement 2π-pe´riodiques. En fait, il suffit que l’ope´rateur de
monodromie T , associe´ a` L, soit repre´sente´ par une matrice triangulaire dans
la base {y1, . . . , yn−1, y}.
Soit γ une courbe parame´tre´e IR→ IRP n−1 non oscillante et e´quivariante.
Notons δγ et δ̂γ deux de´formations infinite´simales de γ (en d’autres ter-
mes, deux vecteurs tangents en γ a` l’espace des courbes non oscillantes).
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On peut identifier δγ (resp. δ̂γ) a` δa = (δa1, . . . , δan−1) (resp. a` δ̂a =
(δ̂a1, . . . , δ̂an−1)).
Soit A = (Aij) la matrice carre´e d’ordre n− 1 de´finie par :
Aij := δij −
1
n
On a alors le :
The´ore`me 6.3.3 La forme symplectique ω de Gel’fand-Dikii sur l’espace
des courbes non oscillantes a` monodromie fixe´e est donne´e par :
ω(δγ, δ̂γ) =
∫
S1
(δaA∂−1δa)(x)dx
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