Introduction {#s01}
============

Epigenetic properties of cells are those involving differentiation decisions and memories of past events ([@bib38]). These properties are believed to be mediated at the molecular level by a number of transcriptional regulatory mechanisms. A necessary property of these epigenetic regulators of transcription is that they remain targeted to the same genomic regions in daughter chromatids following cell division and only change with cellular differentiation. The replication of DNA introduces unmodified nucleotides, creating daughter chromatids with hemimethylation of cytosine, the presence of 5-methylcytosine (5mC) on the template strand, but not the complementary, newly synthesized strand. This transient, hemimethylated state is recognized and targeted for enzymatic reestablishment of 5mC on both strands ([@bib9]; [@bib54]). DNA replication also disrupts the association of proteins with DNA as the replication fork passes through a region, using preexisting histones as well as freshly synthesized histones that lack the posttranslational modifications (PTMs) of the parent nucleosome to form new nucleosomes ([@bib61]). While DNA methylation has a well-described biochemical mechanism for heritability through cell division, it has been more difficult to demonstrate comparable mechanisms for self-propagating maintenance of chromatin states. The symmetrical inheritance of core histones in daughter chromatids appears to be under active regulation by the MCM2 helicase in mammalian cells ([@bib47]), whereas in yeast, this symmetry is dependent on the leading-strand DNA polymerase, Pol ε ([@bib63]). Posttranslationally modified histones become part of the daughter chromatids and appear to be capable of self-propagation, exemplified by the histone H3 lysine 27 trimethylation (H3K27me3) modification persisting in generations of daughter cells over multiple cell divisions, even when the polycomb repressive complex 2 (PRC2), which catalyzes this PTM, is inactivated in *Caenorhabditis elegans* ([@bib26]) and in *Drosophila melanogaster* ([@bib15]). Comparable findings have been revealed using nascent chromatin capture and amino acid isotope-labeling experiments ([@bib1]). Recent studies have revealed the kinetics of reconstitution of chromatin organization during mitosis ([@bib51]), including the observation that activating marks tend to be lost but repressive marks are retained locally during chromatin reassembly ([@bib27]). As we have previously noted ([@bib32]), a model for the self-propagation of H3K27me3 is based on the ability of PRC2 to bind specifically to this modification ([@bib31]), suggesting that this binding tethers the PRC2 complex so that it can then add H3K27me3 onto other nearby nucleosomes after replication. How these chromatin states are initially targeted to specific regions is also a focus of investigation. The targeting of H3K27me3 in *D. melanogaster* appears to require the presence of polycomb-response elements ([@bib39]), which mediate sequence-specific targeting by binding transcription factors, which then recruit the PRC2 complex. The mechanism of initial targeting in mammalian cells remains less well understood.

There are other reasons why chromatin states can be the same in parent and daughter cells. These include chromatin states that are established as secondary consequences of other genomic processes. The passage of RNA polymerase through a region while transcribing a gene is associated with the local enrichment of PTMs such as H3K36me3, mediated by direct interaction of the Set2 lysine methyltransferase with RNA polymerase ([@bib36]). Histone PTMs at short regulatory elements flanking nucleosome-free regions are plausibly mediated by the recruitment of enzymatic complexes by transcription factors ([@bib32]), while short RNAs such as the piwi-interacting RNAs have been found to direct local repressive chromatin states at transposable elements in *D. melanogaster* ([@bib40]). More difficult to understand mechanistically has been the formation and maintenance through cell division of large chromatin domains exceeding tens of kilobases. Domains of this magnitude include the mediators of certain long-term cellular memories, such as the inactivation of an X chromosome during dosage compensation at the blastocyst stage of mammalian development ([@bib4]) or the imprinting of large genomic domains during gametogenesis ([@bib21]). Some of these larger-scale chromatin states involve the deposition of histone variants into nucleosomes in those regions. Histone variant deposition can be very focal, such as histone H3.3, which is enriched at cis-regulatory sites and telomeres ([@bib28]), but others are maintained in broad genomic regions, such as CENP-A at centromeric chromatin, occupying regions up to several million contiguous base pairs in size ([@bib14]) and propagating to daughter chromatids through processes that are increasingly well understood (reviewed in [@bib42]). The histone variant macroH2A also forms broad chromatin domains of at least hundreds of kilobases ([@bib24]) but is not limited to a discrete chromosomal location like the centromere, instead distributing genome-wide. MacroH2A differs from canonical H2A by having an additional C-terminal, ∼25-kD globular domain ([@bib46]) and has been shown to have roles both in the maintenance of cell states and in cell fate decisions ([@bib17]; [@bib45]; [@bib6]). The presence of macroH2A locally in the genome is mostly associated with transcriptional silencing, with striking enrichment at the inactive X chromosome territory in mammalian cells ([@bib16]; [@bib11]). Unlike other histone variants ([@bib30]), chaperones that target macroH2A to chromatin have not yet been identified, except in the specific situation of DNA damage, which involves macroH2A interacting with the Aprataxin-PNK--like factor ([@bib41]). The loss of ATRX in the cell has been associated with a more permissive distribution of macroH2A into the α globin domain ([@bib50]), suggesting that ATRX normally prevents the association of macroH2A with chromatin in this genomic region. Therefore, while we can implicate macroH2A as a potential contributor to the epigenetic property of cellular memory involved in X inactivation, we lack insight into how macroH2A propagates its genomic organization faithfully from parent to daughter cells, targeting specific regions of the genome, prompting the current study.

Results {#s02}
=======

To gain insights into how macroH2A remains targeted to specific genomic contexts through mitotic cell division, we performed a combination of imaging, biochemical, and genomic techniques. We established the SNAP labeling system ([@bib25]) for macroH2A1.2 in HEK 293T cells. As HEK 293T cells have three X chromosomes, of which two are inactivated, the labeled macroH2A generates two strong X chromosome territory signals in each nucleus, a valuable marker of the stability and homogeneity of the modified cell line (Fig. S1). We used SNAP labeling combined with cell synchronization to demonstrate that we could distinguish macroH2A incorporated during the prior cell cycle from newly incorporated macroH2A in the subsequent cell cycle using separate fluorophores (Fig. S2 A). HEK 293T cells in prometaphase were collected following 12 h of nocodazole blocking by mitotic shake-off, labeling the macroH2A present from the preceding cell cycle with SNAP--Oregon Green. The cells were then released from arrest at the G2/M transition, pulsed with SNAP-block to prevent any unconjugated macroH2A from detection by fluorophores, and returned to cell culture, arresting the cells at the next G2/M transition using RO-3306. Newly incorporated macroH2A was detected with a distinctive red fluorophore using SNAP-TMR Star. This allowed live-cell imaging during mitosis to be performed, measuring the levels of Oregon Green and TMR-Star in the dividing cells every 15 min (Fig. S2 B and Video 1). The result showed that preexisting macroH2A remained associated with chromatin following mitosis and that both preexisting and newly incorporated macroH2A were evenly distributed into each of the daughter cells (Fig. S2 C).

We then tested the timing of incorporation of macroH2A. First, we determined incorporation timing of endogenous macroH2A1 through cell cycle by Western blot. Cells were harvested before and after S phase, and Western blot showed the expected increases in replication-dependent incorporation of histone H3 ([@bib61]) and mitosis-associated enrichment of histone H3 serine 10 phosphorylation ([@bib57]) but little change in macroH2A1 ([Fig. 1 A](#fig1){ref-type="fig"}). We then applied an imaging-based approach to address the same question using the cell-synchronization and SNAP-labeling approach shown in [Fig. 1 B](#fig1){ref-type="fig"}. We also added labeling with 5-ethynyl-2′-deoxyuridine (EdU) as a further means of confirmation that cells were in the S phase of the cell cycle. We quantified the ratio of red (new) to green (old) histone in each cell for SNAP-H3 and SNAP-macroH2A (examples shown in [Fig. 1 C](#fig1){ref-type="fig"}). We demonstrated that the cells incorporated significantly more SNAP-H3 during S/G2 compared with the G1 phase ([Fig. 1 D](#fig1){ref-type="fig"}), once again consistent with the property of histone H3 being incorporated into chromatin during replication ([@bib61]). By contrast, SNAP-macroH2A showed a distinctive pattern of strong enrichment in G1, but not S/G2 ([Fig. 1 D](#fig1){ref-type="fig"}), indicating that its incorporation was not dependent on ongoing DNA replication.

![**Quantification of SNAP-macroH2A in S/G2 and G1 phases of the cell cycle. (A)** Western blot analysis of endogenous histone H3 and macroH2A before and after S phase. The time line of synchronization and harvesting of HEK 293T cells is shown. Equal numbers of cells were synchronized at the G1/S phase border by a double thymidine block. The cells were harvested, pre-S, or released from thymidine block and synchronized before M phase with RO-3306 and harvested, post-S. Chromatin fractions were isolated for Western blotting, testing endogenous macroH2A1, histone H3, and phosphorylation of H3 at serine 10 (H3S10P) as a marker of mitosis, with hnRNP k/j as a loading control. We show that H3 increases during mitosis, as expected, but there is no concurrent increase in macroH2A. Error bars represent standard deviation from three independent experiments. **(B)** The time line of synchronization and labeling of cells at S/G2 and G1 phases for the analysis in C. To label newly incorporated histones in S/G2 phase, HEK 293T cells stably expressing SNAP-tagged H3 or macroH2A were synchronized at the G1/S phase border by double thymidine block. Cells were treated with SNAP--Oregon Green to label preexisting histones (green arrow), subsequently blocking nonlabeled proteins using the nonfluorescent SNAP-Block reagent. The cells were allowed to progress to the G2/M transition until they were blocked using RO-3306 (a CDK1/cyclin B1 and CDK1/cyclin A inhibitor), labeling newly incorporated SNAP-tagged histones with SNAP-TMR Star (red arrow). To label newly incorporated histones in G1 phase, mitotic cells were collected by shake-off following nocodazole treatment for 12 h and spread onto coverslips. After 2 h, cells were labeled with Oregon Green and treated with the blocking reagent. Cells were then allowed to progress to the G1/S transition, when they were synchronized by double thymidine block, then labeling newly incorporated SNAP-tagged histones with SNAP-TMR Star (red arrow). After being released from the first synchronization, the cells were also incubated with EdU until the second synchronization, allowing cells that had undergone DNA synthesis to be identified. **(C)** An example of images showing the detection of preexisting and newly synthesized SNAP-tagged histones in S/G2 or G1 phases. Bar = 10 µm. **(D)** Image analysis measurements of red and green nuclear signals, representing the ratio of newly incorporated to preexisting histones H3 and macroH2A in the S/G2 and in G1 phases. The error bars represent one standard deviation from the number of single cells that indicated on each dataset. The P values were determined using two-tailed unpaired *t* tests.](JCB_201811109_Fig1){#fig1}

While X chromosome inactivation can occur in the absence of macroH2A ([@bib56]), macroH2A1 appears to work synergistically with the PRC1 polycomb complex and the CULLIN3/SPOP ubiquitin E3 ligase to stabilize inactivation ([@bib33]), and it appears to be recruited by the *Xist* long noncoding RNA ([@bib18]). The inactive X is also notable for its late replication timing during S/G2 ([@bib37]), raising the question whether there is a distinctive pattern of deposition of macroH2A during the cell cycle in the inactive X chromosome compared with the rest of the genome. We partitioned the nuclear signal into the subnuclear domains containing the two inactive X chromosomes and the remainder of the nucleus. The inactive X territories were apparent from the preexisting macroH2A signals. The relative signal from SNAP-macroH2A within these territories was compared with the remainder of the nucleus. We found the incorporation of macroH2A into the inactive X chromosomes occurred at the same time as the remainder of the genome, during the G1 phase of the cell cycle, and that it appeared to localize preferentially to the inactive X chromosome territories ([Fig. 2](#fig2){ref-type="fig"}).

![**Pulse-chase detection of macroH2A incorporation into the inactive X chromosome territory.** HEK 293T cells stably expressing SNAP-tagged macroH2A were synchronized and pulse-chase labeled as shown in [Fig. 1 B](#fig1){ref-type="fig"}. **(A)** Image analysis of SNAP-tagged macroH2A incorporation on the two inactive X chromosomes (Xi) in HEK 293T cells during S-G2 phase. The top images show (from left) the images of preexisting (Oregon Green, green), newly incorporated (TMR, red) SNAP-macroH2A, and EdU labeling. The lower left image shows the merged images of preexisting and newly incorporated SNAP-macroH2A. In the lower right panel, we show the signal intensities measured along the white dashed lines in the images of preexisting and newly incorporated (TMR, red) SNAP-macroH2A, and EdU labeling. The green, red, and magenta lines show the signal intensities of preexisting and newly incorporated macroH2A and EdU, per pixel, respectively. The levels of intensities were obtained using Color Profiler in ImageJ. **(B)** The same types of images as in A but during G1 phase. **(C)** We illustrate the areas measured. NUC~-Xi~ is the entire area of the nucleus excluding the two inactive X chromosomes (Xi). **(D)** The signal intensities of preexisting macroH2A in NUC~-xi~ and Xi, showing the increased signal in the Xi territories in both S-G2 and G1. **(E)** A comparison of the signal intensities of newly incorporated macroH2A between the NUC~-Xi~ and Xi subnuclear domains in S/G2 and in G1. With the minimal signal in S--G2, no enrichment of the Xi territories occurs, but significant enrichment is found in G1. **(F)** The signal intensities of EdU incorporation in the NUC~-Xi~ and Xi domains. In D and E, each intensity per pixel was normalized by Hoechst intensity to take into account local chromatin compaction. In D--F, the number above the data points indicates the mean value, P values were determined using unpaired *t* tests (\*, P \< 0.04; \*\*, P \< 0.001). Error bars represent standard deviation from the number of single cells that indicated on each dataset in [Fig. 1 D](#fig1){ref-type="fig"}. We conclude that the inactive X chromosome is preferentially targeted for macroH2A deposition compared with the rest of the nucleus.](JCB_201811109_Fig2){#fig2}

We then performed a time course experiment to gain more precise insights into the timing of deposition of macroH2A during the cell cycle. Cells were synchronized at the G1/S transition using a double thymidine block and then released and cultured for up to 22 h ([Fig. 3 A](#fig3){ref-type="fig"}). Four fluorophores were used in these cells, two for SNAP labeling of macroH2A and two for the Fucci cell cycle sensor system ([@bib53]). The cells were then sampled every 2 h and tested using flow cytometry to quantify the intensities of signals of preexisting SNAP-macroH2A (green) and newly incorporated macroH2A (red). We show in [Fig. 3 B](#fig3){ref-type="fig"} that the intensity per cell of preexisting SNAP-macroH2A drops suddenly at 12 h. Parallel studies using the Fucci cell cycle sensor system shows the HEK 293T cells to be in S/G2 until 10 h with a change to G1 at 12 h (Fig. S3). The decrease of signal intensity of preexisting macroH2A therefore coincides with cells undergoing mitotic division and the dilution of the preexisting macroH2A into two daughter cells. The signal for newly incorporated SNAP-macroH2A, on the other hand, began to be observed at 18 h, during the G1 phase.

![**Flow cytometric timing of SNAP-macroH2A incorporation. (A)** The time line of synchronizing and labeling cells. Newly synthesized macroH2A was labeled with SNAP substrate JF646 at each 2-h time point after release from thymidine block. **(B)** Flow cytometric analysis of preexisting (Oregon Green) and newly incorporated macroH2A (JF646), with cell cycle timing data derived from Fucci experiments shown in Fig. S3. The gray shading illustrates the interval of transition from preexisting macroH2A (hours 2--10, S/G2) to an enrichment for newly incorporated macroH2A (hours 18--22, G1).](JCB_201811109_Fig3){#fig3}

We complemented these flow cytometry studies with live-cell imaging to gain more detailed resolution of the timing of acquisition of newly incorporated SNAP-macroH2A. Representative results are shown in [Fig. 4 A](#fig4){ref-type="fig"} (and Videos 2 and 3), with the summary of the imaging of 22 cells in [Fig. 4 B](#fig4){ref-type="fig"}. We measured the signal intensity of newly incorporated macroH2A, normalized by the signal from preexisting macroH2A, and calibrated for each cell the stage of the cell cycle using the Fucci signals. We found that the single period of consistent macroH2A incorporation was between hours 13 and 17 (red box), starting immediately after metaphase and extending to mid-G1 phase ([Fig. 4 B](#fig4){ref-type="fig"}).

![**Real-time in vivo imaging of SNAP-macroH2A incorporation timing. (A)** Examples of in vivo imaging of macroH2A dynamics in individual cells. Preexisting macroH2A in nonsynchronized cells was labeled with SNAP--Oregon Green and blocked with SNAP-Block. Newly incorporated macroH2A was detected with JF646. Live-cell images were acquired every 20 min for 18--20 h. Signal intensity transitions were measured as shown in the left panels (Fucci, upper: S/G2, red; G1, blue; SNAP-tagging; lower: preexisting macroH2A, green; newly incorporated macroH2A, magenta). Representative images from four hourly intervals are shown to the right (with the component of the cell cycle captured shown with a gray box). The upper cell is captured entering G1 and shows a substantial accumulation of new macroH2A, whereas the lower cell is captured during S/G2 and accumulates new macroH2A to a much lesser extent. **(B)** The summarized data from imaging of 22 cells. The cells were aligned temporally using the Fucci cell cycle images. The lines in lower panel represent the detection phase in each cell. The rate of change of signal of newly incorporated macroH2A was calculated as the difference of intensity of newly incorporated macroH2A normalized to the signal in first time point of preexisting macroH2A between two consecutive time points \[Delta (X~t~ − X~(t\ −\ 1)~)/2\]. These delta values were then plotted through the cell cycle. Signal saturation at metaphase distorts the data, but the right panel allows comparison of temporal changes compared with the average delta (0.17) during S--G2 phase. The period of sustained accumulation of macroH2A is between hours ∼13 and 17 (red box). Error bars represent standard error of the mean from 22 cells.](JCB_201811109_Fig4){#fig4}

Knowing that new macroH2A was being incorporated during early G1, we could then ask whether it was being targeted at that time to the genomic regions where the macroH2A had been incorporated in the parent cell. We again exploited the SNAP labeling system to conjugate biotin to preexisting and newly incorporated macroH2A, as shown in [Fig. 5 A](#fig5){ref-type="fig"}. We performed the equivalent of native chromatin immunoprecipitation (ChIP) using SNAP-biotin instead of antibodies to enrich the subset of nucleosomes with SNAP-macroH2A. We refer to this technique as affinity chromatin enrichment (AChE) and show the principle of the assay in [Fig. 5 B](#fig5){ref-type="fig"}. We recover the mononucleosomes containing SNAP-macroH2A to which SNAP blocker is not conjugated. In the nocodazole-treated cells ([Fig. 5 A](#fig5){ref-type="fig"}, lower condition), the SNAP-macroH2A being actively incorporated during G1 will be present in a subset of nucleosomes and can be conjugated to the biotin for enrichment using streptavidin beads. In the RO-3306--treated cells ([Fig. 5 A](#fig5){ref-type="fig"}, upper condition), mononucleosomes containing SNAP-macroH2A are unlikely to have been incorporated in S--G2, based on the data shown in [Figs. 1](#fig1){ref-type="fig"}, [2](#fig2){ref-type="fig"}, [3](#fig3){ref-type="fig"}, and [4](#fig4){ref-type="fig"}, and are more likely to represent those incorporated in G1 of the previous cell cycle and incompletely blocked. The S/G2 and G1 libraries were sequenced in parallel with an input sample on which the same affinity protocol was performed but without conjugating biotin to the SNAP tag.

![**Cell cycle--specific AChE-seq studies of macroH2A incorporation in S/G2 and G1 phases of the cell cycle. (A)** The time line of synchronizing, blocking, and harvesting of cells. **(B)** The experimental overview of AChE. **(C)** MacroH2A enrichment "peaks" overlap substantially between macroH2A newly incorporated in S/G2 and in G1. **(D)** MacroH2A is enriched before and after cell division in Giemsa-positive bands, specifically those categorized as gpos100 in the UC Santa Cruz Genome Browser. The results of permutation tests demonstrate enrichment only for the most heterochromatic cytogenetic bands (P \< 0.01). **(E)** AChE-qPCR of loci predicted from the AChE-seq results to be positive and negative validates these genome-wide studies. Pull-down without SNAP-biotin treatment was used as negative controls (mock). The graph shows means and standard deviations from three independent experiments.](JCB_201811109_Fig5){#fig5}

Previous studies mapping the locations of macroH2A in mammalian cells revealed it to be enriched in very broad domains, requiring modification of standard ChIP sequencing (ChIP-seq) peak calling approaches ([@bib24]; [@bib62]). We therefore started our AChE analysis by testing the enrichment patterns in genomic windows of different sizes (Fig. S4 A). The expected pattern is of enrichment in some genomic locations relative to others, resulting in a bimodal distribution of sequencing reads from those loci when comparing affinity-purified against input mononucleosomal samples. Using windows of 1--1,000 kb, we observed the transition to a bimodal distribution indicating enrichment only at and above 500-kb resolution. We defined the inflection point separating the loci of macroH2A enrichment for the S/G2 and G1 phases of the cell cycle using the *pastecs* R package (Fig. S4 B). The enriched 500-kb windows identified in this way represented our highest confidence loci for macroH2A deposition in the genome, allowing us to test how concordant these loci were during G1 and S/G2 phases of cell cycle. The degree of enrichment in Fig. S4 B is less than would be expected for point source chromatin states occurring in only a small proportion of the genome but is typical for those that exist broad domains ([@bib5]). Of the 831 windows with macroH2A enrichment during S/G2 phase, 810 (97.6% of windows in S/G2 phase) remained enriched in G1 phase at loci of newly incorporated macroH2A ([Fig. 5 C](#fig5){ref-type="fig"}). Visual inspection of the results indicated that the windows of enrichment were located especially in Giemsa dark (G-) bands (Fig. S4), which we confirmed through permutation studies of randomly redistributed windows of enrichment of macroH2A and UCSC Genome Browser annotations of cytogenetic bands ([Figs. 5 D](#fig5){ref-type="fig"} and S4). We tested the enrichment per megabase for each chromosome and added a calculation that assumed enrichment for macroH2A on only the two of the three X chromosomes that are inactivated, which supports a preferential deposition of macroH2A on the X chromosomes (Fig. S4 C) consistent with our imaging studies. Using quantitative PCR (qPCR), we showed that the loci in windows with predicted macroH2A deposition were indeed enriched ([Fig. 5 E](#fig5){ref-type="fig"}). These genomic localization studies therefore showed macroH2A to be enriched in very large domains of hundreds of kilobases, especially in the cytogenetic G-bands representing constitutive heterochromatin, and that newly incorporated macroH2A in G1 targets the loci already enriched for macroH2A in the parent cell. While not a focus of their report, published immunofluorescence images of macroH2A show banding patterns ([@bib11]), suggesting that the domains of macroH2A identified by AChE-seq may be cytogenetically apparent.

The question that arose was how macroH2A recognizes these heterochromatic regions already enriched for this histone variant. In eukaryotic cells, the chromatin is organized by the basic unit of the nucleosome, which is composed by two dimers of H2A-H2B and a tetramer of H3-H4 in 147 bp of DNA. We tested the simplest possible model that macroH2A recognizes individual nucleosomes that already contain both macroH2A and H2A heterotypically and replaces the existing H2A with a second macroH2A molecule to create a homotypic nucleosome. We prepared mononucleosomes ([Fig. 6 A](#fig6){ref-type="fig"}) and used an anti-SNAP antibody to isolate the subset of nucleosomes containing a SNAP-macroH2A ([Fig. 6 B](#fig6){ref-type="fig"}). Using an anti-macroH2A1 antibody and Western blotting, we tested whether these nucleosomes also included endogenous macroH2A, which would indicate the presence of nucleosomes homotypic for macroH2A. The HEK 293T cell line used for all assays in this project (except where indicated otherwise) was chosen for low expression levels of SNAP-macroH2A (30% of endogenous macroH2A; Fig. S5 A) to reduce the chance of perturbing endogenous macroH2A expression, as has been found previously in transgenic cell lines ([@bib8]). Even using the low-expressing SNAP-macroH2A cell line, endogenous macroH2A could not be detected in the nucleosomes containing SNAP-macroH2A ([Fig. 6 B](#fig6){ref-type="fig"}).

![**Nucleosomal organization of macroH2A. (A)** Mononucleosomes (red box) were purified using high-density sucrose gradient ultracentrifugation of samples synchronized as in [Fig. 1 A](#fig1){ref-type="fig"}. **(B)** Western blotting before and after immunoprecipitation of pure mononucleosomes using anti-SNAP antibody or rabbit IgG as a negative control. Input samples (and 1:10 dilutions) were loaded in the four lanes on the left. The lower Western blot shows that histone H3 is present in the isolated mononucleosomes and that the loading of the pairs of samples before (pre-S) or after S phase (post-S) lanes is balanced. In the upper blot, there is no evidence for nucleosomes containing SNAP-macroH2A also containing detectable levels of endogenous macroH2A, as the signal intensities in the anti-SNAP lanes do not exceed those of the nonspecific IgG lanes. **(C)** The brightness of individual nucleosomes containing Oregon Green--labeled SNAP-macroH2A measured by FCS was indistinguishable from individual beads with single molecules of SNAP--Oregon Green, demonstrating that individual nucleosomes contain only single molecules of SNAP-macroH2A. The graph shows means and standard deviations from three independent experiments.](JCB_201811109_Fig6){#fig6}

We then applied fluorescence correlation spectroscopy (FCS; [@bib13]) to test this question in an orthogonal manner. FCS allows the quantification of fluorescence intensity of single molecules in solution, in this case allowing us to test whether the single nucleosomes isolated contained more than one SNAP-tagged molecule, indicating a homotypic organization of the histone variant. For these experiments, we switched to a cell line expressing SNAP-macroH2A at a high level (threefold higher than endogenous macroH2A1; Fig. S5 A), increasing the chance of finding nucleosomes with two SNAP-macroH2A molecules in any homotypic nucleosomes present. To ensure that we were saturating the labeling of SNAP-macroH2A, so that any subset of nucleosomes containing two SNAP-macroH2A molecules would reliably show two fluorescent molecules, we defined and used the saturating conditions for SNAP labeling (Fig. S5 B). We measured the fluorescence intensity per unit volume of a solution containing single nucleosomes saturated for SNAP-macroH2A labeling compared with a solution containing individual SNAP--Oregon Green molecules. In [Fig. 6 C](#fig6){ref-type="fig"}, we show that the signal intensity per nucleosome is indistinguishable from that of single SNAP--Oregon Green molecules, demonstrating that only single SNAP-tagged macroH2A molecules are detected in individual nucleosomes. Our results are consistent with the prediction that macroH2A is likely to be unstable when present homotypically in a nucleosome ([@bib12]) and exclude the possibility of incorporation of new macroH2A into nucleosomes already containing macroH2A as the mechanism of targeting macroH2A during G1 phase to genomic regions already enriched in this histone variant.

Finally, we estimated the approximate proportion of nucleosomes in the human genome containing a macroH2A molecule. We used cell lines expressing either SNAP-macroH2A or SNAP-H3 and isolated mononucleosome preparations that were loaded onto a Western blot (Fig. S5 C). Detection with an anti-H3 antibody allowed a loading control for mononucleosome numbers, showing the endogenous and SNAP-tagged H3 proteins. Using the same Western blot, detection with an anti-SNAP antibody revealed the difference in expression levels of the transgenes, while detection with anti-macroH2A showed us the relative expression levels of the transgenic and endogenous macroH2A genes. This in turn allowed us to estimate the proportion of nucleosomes in the SNAP-H3 cell line containing macroH2A, calculated as 24.2%. Genome-wide, it therefore appears that approximately one nucleosome in every four contains a macroH2A histone variant, probably occurring at much higher proportions in G-bands and lower proportions in the remaining majority of the genome.

Discussion {#s03}
==========

The combination of approaches used in this study has revealed insights into the heritability through cell division of a chromatin state that is organized over a scale of hundreds of kilobase pairs in the human genome. MacroH2A appears to occupy nucleosomes heterotypically with histone H2A, enriched in Giemsa dark G-bands, which are the most heterochromatic and late-replicating regions of the genome ([@bib55]). These late-replicating regions in the genome are those targeted for deposition of new macroH2A in the hours following mitosis and cytokinesis, during the G1 phase in daughter cells. The mechanism for retargeting of macroH2A to these regions is unknown but does not involve recognition of and incorporation of macroH2A into individual nucleosomes already containing macroH2A. As H2A is already present in the nucleosomes formed during daughter chromatid formation in S/G2, the subsequent targeting of macroH2A involves replacement of one of the two H2A molecules in individual nucleosomes.

This timing of incorporation of the macroH2A histone variant into chromatin following cell division in the G1 phase reveals a parallel with the physiology of the centromeric histone variant CENP-A ([@bib35]). CENP-A is the H3-like histone variant that is part of the specialized nucleosome forming the centromere ([@bib22]). Human centromeres are estimated to be up to several million contiguous base pairs in size ([@bib14]), a magnitude of the same order as that inferred from our AChE data for macroH2A. There is a strong preference in human cells to form centromeres at specific short satellite DNA sequences, but they can also be formed ectopically at other sequences and remain stable at those locations through cell division and across generations ([@bib2]), representing a molecular mechanism for epigenetic maintenance of cellular memory. Following DNA synthesis and cell division, preexisting CENP-A remains at centromeres but is distributed between daughter chromatids with H3.3 ([@bib20]). The mechanism of the subsequent retargeting of these diluted locations with new CENP-A in G1 is not known, but may involve histone H3 lysine 4 dimethylation (H3K4me2) and the activity of the HJURP chaperone for CENP-A ([@bib7]), which is in turn recruited to the mammalian centromere by the Mis18 complex ([@bib58]) assisted by a centromeric long noncoding RNA ([@bib48]). These observations about the centromere offer potential guidance into how we might study the targeting of macroH2A.

Another H2A variant, H2A.Z, is also incorporated into pericentric heterochromatin (PCH) in mammalian cells preferentially during the G1 phase of the cell cycle ([@bib10]), which suggested to the authors a model of active eviction of preexisting histones at this stage of the cell cycle, prompted by their previous observations of H3.3 being evicted for CENP-A at centromeres during G1 ([@bib20]). Interestingly, the preexistence of a heterochromatic state in PCH influences how much H2A.Z is deposited in these regions but does not influence the timing of its incorporation ([@bib10]). The example of X chromosome inactivation raises the question whether the long noncoding RNA *Xist* not only promotes the incorporation of macroH2A ([@bib18]) but also influences its timing of incorporation. However, as *Xist* is expressed throughout the cell cycle ([@bib44]), this does not appear likely as the mechanism of timing of incorporation.

Our observation that macroH2A is preferentially targeted to cytogenetic bands with the characteristics of heterochromatin is consistent with its known property to maintain heterochromatic structures. When macroH2A was depleted in HepG2 cells, cytological changes in heterochromatin and nucleolar organization became apparent ([@bib19]). The same study also found macroH2A to be associated with heterochromatic and H3K9me3-enriched regions of the genome, consistent with the findings presented here, and also demonstrated a role for macroH2A in the attachment of SAT2 repeats to Lamin B1 ([@bib19]). These authors concluded that macroH2A plays a significant role in maintaining nuclear architecture, in particular the association of heterochromatic, H3K9me3-enriched regions with the nuclear lamina, shedding light on one aspect of its functional role in the cell nucleus. At the nucleosomal level, how macroH2A exerts its repressive effects appears to involve the direct interference by the macroH2A tail domain of NF-κB binding to DNA locally and a resistance of chromatin containing macroH2A to SWI/SNF-mediated chromatin remodeling ([@bib3]). The repressive effects of macroH2A are therefore likely to be acting both at the level of individual nucleosomes and at the level of subnuclear organization of chromatin, implying that macroH2A is a multifunctional repressor of chromatin in vivo.

Despite the interest in macroH2A's roles in cell state maintenance and cell fate decisions ([@bib17]; [@bib45]; [@bib6]), surprisingly little is known about how it is inherited through cell division. The landmark study on which most of our current insights are based was performed in 2002 using immunofluorescence techniques ([@bib11]) mostly focused on the association of macroH2A with the inactive X chromosome. We note that our imaging results do not support their immunofluorescence-based observation of a failure of detection of the macrochromatin body at the inactive X chromosome during mitosis, when the signal from the condensed nuclear chromatin reaches the saturation limit of their microscopy ([@bib11]). On the other hand, their finding that macroH2A reforms following cell division during the G1 phase of the cell cycle is consistent with our imaging and biochemical results. The major value of the current study is to provide an updated fundamental set of observations about macroH2A heritability through cell division, a necessary foundation if we are to progress to the identification of any chaperone-mediated mechanisms that help to target this histone variant to heterochromatin. The discovery of the targeting mechanisms for regional macroH2A deposition during G1 will represent a significant insight into the epigenetic (transcriptional regulatory) mechanisms of cellular memory occurring on a macrodomain scale, a mechanistically underexplored area of research. We recognize the presence of comparably large domain organization in normal cells and in cells with regulatory perturbations, such as partially methylated domains ([@bib23]) and lamina-associated domains ([@bib29]), but we lack insight into how these large domains are coordinately regulated. The influences that maintain or perturb large-scale macroH2A targeting will provide valuable insights into transcriptional regulatory influences conferring epigenetic properties to the cell, acting over hundreds to thousands of kilobases.

Materials and methods {#s04}
=====================

Cell lines and tissue culture {#s05}
-----------------------------

HEK 293T cells were grown at 37°C and 5% CO~2~ in DMEM containing 4.5 g/liter of glucose, 10% FBS, and 1% penicillin--streptomycin. HEK 293T cells stably expressing SNAP-H3 or macroH2A1.2 were selected with Zeocin (100 nM) treatment for 3 wk after transfection of linearized vector. HEK 293T stably expressing cell cycle marker was established by lentivirus packaging system as previously described ([@bib43]). The cells expressing each gene were selected by FACS.

Plasmid construction {#s06}
--------------------

To generate the plasmids expressing SNAP-H3 and SNAP-macroH2A, the pSNAP~f~ vector produced from New England Biolabs was used. Due to the drug incompatibility in HEK 293T cells, we replaced the existing Neomycin selection gene with Zeocin. After creating the pSNAP~f~-Zeocin vector, the cDNA of H3.1 isolated from a human cDNA library or the cDNA for macroH2A1.2 from pCS2+ macroH2A1.2-GFP-HA (30515; Addgene) was cloned into the pSNAP~f~-Zeocin vector. The Fucci cell cycle indicator ([@bib53]), which expresses TagBFP-tagged hCdt1 (30--120) and mCherry-tagged hGeminin (1--110) with a T2A self-cleaving peptide T2A (Thosea asigna virus 2A; [@bib52]) was cloned into a lentiviral vector. The maps of all constructs are shown in Fig. S1. For the construct expressing mCherry-tagged macroH2A1.2, the results shown in Fig. S1, GFP was replaced by mCherry in pCS2+ macroH2A1.2-GFP-HA (30515; Addgene).

Synchronization of cell cycle, histone labeling using SNAP tagging, and EdU incorporation {#s07}
-----------------------------------------------------------------------------------------

Cell synchronization at the G1/S or M phase was performed using double thymidine block or mitotic shake-off methods ([@bib34]), optimizing the incubation time and drug concentrations for this study. The cells were synchronized at the G1/S transition using a treatment of 2 mM thymidine for 16 h, releasing from thymidine for 9 h, and treating again with 2 mM thymidine again for 17 h. SNAP-tagged histones were labeled with cell permeable SNAP-substrates, SNAP-Cell Oregon Green (1 µM), SNAP-Cell TMR (1 µM) or blocked with nonfluorescent SNAP-substrates, SNAP-cell Block (10 µM), for 30 min at 37°C in 5% CO~2~. Proliferating cells were detected using the Click-iT EdU Cell Proliferation Assay (Life Technologies). To collect mitotic cells, a mitotic shake-off was performed 12 h after treatment with 20 nM Nocodazole following treatment with 2 mM thymidine for 24 h.

Fixed-cell image acquisition {#s08}
----------------------------

For imaging of fixed cells, cells were grown on poly-L-lysine--coated coverslips, fixed in 4% paraformaldehyde for 15 min at room temperature, and then permeabilized with 0.2% Tween in PBS for 15 min at RT. For the immunofluorescence experiment in Fig. S1, the cells were treated in PBS containing 3% BSA for 1 h and then incubated with primary antibody (1/1,000 dilution) overnight. After washing with PBS three times, the cells were incubated with secondary antibody (1/10,000 dilution) for 30 min. The cells were mounted with Prolong Diamond Antifade Mountant with DAPI. Images were acquired with an Olympus BX61 widefield, epifluorescent microscope using a 60× 1.4 PlanApo objective. Filter sets were used for DAPI (model DAPI-5060C-Zero; Semrock), Cy3 (Chroma model 41007), FITC (model FITC-5050A-Zero; Semrock), and Cy5 (model Cy5-4040C-Zero; Semrock), with an EXFO X-Cite Series 120 PC metal halide light source, Photometrics Cool SNAP HQ CCD camera, Olympus Type-F immersion oil (nd 1.516), and Molecular Devices Metamorph acquisition software. Cells were optically sectioned using a 0.5-µm Z step, spanning a 10.0-µm Z depth in total. Exposure times of 20--200 ms were typically used to acquire each plane in the Cy3, Cy5, and FITC channels, and ∼12 ms were used to acquire each plane in the DAPI channel.

Live-cell imaging acquisition {#s09}
-----------------------------

For live-cell imaging, we replaced the growth medium with FluoroBrite DMEM Media containing 10% FBS, 1% penicillin/streptomycin, and GlutaMax before imaging. Widefield images of mitotic cells were taken on an IX-81 stand (Olympus). The microscope was equipped as described previously ([@bib60]). The cells were kept at 37°C with a stage top incubator (INUBH-ZILCS-F1; Tokai Hit) in 5% CO~2~. Cells were optically sectioned using a 500-nm Z step, spanning a 5.0-µm Z depth in total. 50-ms exposure times were used to acquire each plane in all channels.

Cell cycle--specific native AChE using SNAP-biotin {#s10}
--------------------------------------------------

A total of 1--2 × 10^7^ cells were suspended in 1 ml extraction buffer (10 mM Hepes, pH 7.5, 10 mM KCl, 1.5 mM MgCl~2~, 0.34 M Sucrose, 10% Glycerol, 0.2% NP-40, and protease inhibitor) after treatment with the SNAP-block approach and then lysing the cells for 10 min on ice. Nuclei were pelleted (6,500 rpm, 5 min, 4*°*C) and the supernatant discarded. Isolated nuclei were washed with 1 ml of extraction buffer without NP-40 and suspended in 0.5 ml digestion buffer (50 mM Tris, pH 7.5, 1 mM CaCl~2~, 1 mM DTT, 1 mM PMSF, and protease inhibitor). The DNA concentration was detected using 2 M NaCl adjusting the concentration of the chromatin fraction to 1 µg/ml. Newly incorporated macroH2A in 1 ml of nuclei (1 µg/ml) was labeled with SNAP-Biotin (1 µM) at 4°C for 30 min. 10 μl of 50 mU/µl micrococcal nuclease (Sigma) was added and incubated at 37°C for 10 min. The reaction was stopped by supplementing with 100 µl of 0.1 M EGTA. Digested chromatin was centrifuged at 8,000 g at 4°C for 5 min. A sample of this material was used as the source of the input (unenriched) control DNA for the AChE-seq experiments.

The supernatant was labeled as S1 and stored at 4°C, and the pellet was suspended in lysis buffer (Tris, pH 7.4, 0.2 M EDTA, and protease inhibitor) and dialyzed against 2 liters of dialysis buffer (Tris, pH 7.4, and 0.2 mM EDTA) overnight. The chromatin fraction was centrifuged at 500 x*g* for 10 min at 4°C, and the supernatant was combined with the S1 sample, keeping 100 µl of this fraction as our input sample. 50 µl of streptavidin magnet beads preblocked with 1 mg/ml BSA and 0.3 mg/ml salmon sperm DNA was added to 150 µg of the chromatin fraction and rotated for 2 h at 4°C. Beads were washed five times, and DNA isolation was performed followed by a standard ChIP-seq library preparation as we have described previously ([@bib49]). Input and pull-down samples were sequenced using the Illumina HiSeq 2500 generating 100-bp paired-end reads and analyzed as describe in the following section. Our AChE-seq results were validated using qPCR of the input and pull-down samples (AChE-qPCR), representing the equivalent of ChIP-qPCR, using the Power SYBR Green PCR Master Mix (Thermo Fisher Scientific). As shown in [Fig. 5 B](#fig5){ref-type="fig"}, we used a sample treated otherwise identically but without conjugating biotin to the SNAP tag as a negative control for AChE-qPCR. The levels of fold-enrichment were determined from *C*~T~ values normalized by negative control. The list of primers is shown in Table S1.

AChE-seq data analysis {#s11}
----------------------

Libraries were sequenced using Illumina HiSeq 2500 100-bp paired-end sequencing in our institutional Epigenomics Shared Facility. The sequencing reads were aligned to the hg19 reference genome using *BWA* (version 0.7.10). Alignments were generated in the SAM format and then transformed and sorted into BAM files using *SAMtools* (version 1.2). To remove duplicates and to down-sample all datasets to an equivalent number of reads (127 million), the sorted sequences in BAM format were processed using *Picard-tools* (version 1.119). Down-sampled unique reads were transformed into BED format using *BEDtools2* (version 2.24.0). To identify domains of enrichment from the AChE-seq data, we created genomic windows of 1--1,000 kb using the hg19 reference genome and measured the number of normalized reads for each AChE-seq sample set, including input, using *BEDtools2* (version 2.24.0). The enrichment for each AChE-seq sample set (S--G2 and G1) was calculated by the number of reads in each genomic window normalized by the number of input reads in that window. The distribution of the enrichment ratio for each window was visualized using density plots generated using R. For permutation testing, shuffled sequences (100 iterations) were created with *BEDtools2* (version 2.24.0). The window size with a bimodal pattern of enrichment and the cutoff defining the enriched windows were determined with the *pastecs* library in R. These enriched windows were intersected with CytoBand annotations from the UCSC Genome browser using *BEDtools2* (version 2.24.0). Custom code and parameters used in this project are available at GitHub (<https://github.com/hnst/Sato-et-al>).

Mononucleosome isolation and immunoprecipitation {#s12}
------------------------------------------------

Chromatin isolation and MNase digestion were performed as described in the previous section. The salt concentration in the nucleosome fraction was adjusted to be 0.65 M NaCl, applied on the top of a 5--28% sucrose gradient (20 mM Tris, pH 7.5, 150 mM NaCl, and 0.2 mM PMSF) and ultracentrifuged for 15 h at 36,000 rpm at 4°C using a Beckman SW41 rotor. Nucleosomes were fractionated by taking samples sequentially from the top. DNA was purified from an aliquot from each fraction, and mononucleosome fractions were identified by the size of DNA fragments. The purified mononucleosome fraction was incubated with 5 µl of anti-SNAP antibody (New England Biolabs) or rabbit IgG for 2 h at 4°C. 50 µl of protein A/G magnet beads (26162; Thermo Fisher Scientific) preblocked with 1 mg/ml BSA was added and rotated for 1 h at 4 °C. The beads were washed three times, and proteins were eluted by SDS loading buffer.

FCS {#s13}
---

For FCS analysis, 150 µl of purified nuclei (1 mg/ml) was labeled with 5 nmol of SNAP--Oregon Green for 2 h at RT followed by MNase digestion and ultracentrifugation as described above. The mononucleosome fraction was measured on 5% BSA-coated 8-well-chambered coverglass (155411; Thermo Fisher Scientific) using a home-built two-photon fluorescence fluctuation microscope described previously ([@bib59]).

Data analysis {#s14}
-------------

Quantifications and statistical analyses in imaging acquisitions and in Western blotting were performed using ImageJ and GraphPad Prism 7. Quantifications and statistical analyses in FACS analyses were performed in FlowJo.

Data and software availability {#s15}
------------------------------

The AChE-seq data reported in this paper are available from the NCBI Sequence Read Archive under accession no. SRP092259 (<https://trace.ncbi.nlm.nih.gov/Traces/sra/sra.cgi?study=SRP092259>).The custom code used in this project is available at GitHub (<https://github.com/hnst/Sato-et-al>).

Online supplemental material {#s16}
----------------------------

Fig. S1 shows the reagents used in this study. Fig. S2 shows imaging results of immunofluorescence of the inactive X territories in HEK 293T cells using anti-macroH2A and anti-H3K27me3 antibodies, and a time-lapse image of mCherry-labeled macroH2A in a cell undergoing mitosis. Fig. S3 shows the construct design for the Fucci system we used and flow cytometry data allowing us to define the timing of the HEK 293T cell cycle. Fig. S4 shows results of AChE-seq data analysis. Fig. S5 shows fluorescence correlation microscopy and Western blot studies of macroH2A. Video 1 shows live-cell imaging of the images shown in Fig. S2 B. Videos 2 and 3 show the live-cell imaging of the images shown in [Fig. 4 A](#fig4){ref-type="fig"}.
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