Abstract The sensible heat flux (H ) is determined using large-aperture scintillometer (LAS) measurements over a city centre for eight different computation scenarios. The scenarios are based on different approaches of the mean rooftop-level (z H ) estimation for the LAS path. Here, z H is determined separately for wind directions perpendicular (two zones) and parallel (one zone) to the optical beam to reflect the variation in topography and building height on both sides of the LAS path. Two methods of z H estimation are analyzed: (1) average building profiles; (2) weighted-average building height within a 250 m radius from points located every 50 m along the optical beam, or the centre of a certain zone (in the case of a wind direction perpendicular to the path). The sensible heat flux is computed separately using the friction velocity determined with the eddy-covariance method and the iterative procedure. The sensitivity of the sensible heat flux and the extent of the scintillometer source area to different computation scenarios are analyzed. Differences reaching up to 7% between heat fluxes computed with different scenarios were found. The mean rooftop-level estimation method has a smaller influence on the sensible heat flux (−4 to 5%) than the area used for the z H computation (−5 to 7%). For the source-area extent, the discrepancies between respective scenarios reached a similar magnitude. The results demonstrate the value of the approach in which z H is estimated separately for wind directions parallel and perpendicular to the LAS optical beam.
Introduction
In recent years, reliable large-area turbulent sensible and latent heat-flux estimates have become more desirable both for use in numerical models and remotely-sensed data analysis. Scintillometers provide highly reliable heat fluxes and have been successfully applied in turbulent sensible heat-flux measurements in many different environments ranging from natural (e.g., Green et al. 1994; De Bruin et al. 1995; Beyrich et al. 2002 Beyrich et al. , 2012 Meijninger et al. 2002; Ezzachar et al. 2007; Evans et al. 2012 ) to urban areas (e.g., Kanda et al. 2002; Roth et al. 2006; Lagouarde et al. 2006; Pauscher 2010; Zieliński et al. 2013; Wood et al. 2013; Ward et al. 2014 Ward et al. , 2015 Zhang and Zhang 2015) . Large-aperture scintillometers (LAS) allow the estimation of the refractive index structure parameter C 2 n along an optical path of up to several kilometres in length. Using auxiliary weather data, the temperature structure parameter C 2 T and consequently the turbulent sensible heat flux, H can be retrieved. Several authors investigated errors in the determination of the sensible heat flux related to uncertainties in the path-averaged friction velocity (Andreas 1992), the Bowen ratio (Solignac et al. 2009 ), or topography Lagouarde et al. 2006; Evans and De Bruin 2011; Gruber et al. 2014) , or uncertainties in the scintillometer measurement itself (e.g., Hill 1988) . However, there was no attempt to investigate the sensitivity of the sensible heat flux to the rooftop-level computation method.
For reliable estimation of the sensible heat flux, the precise height of the scintillometer beam is required. If the path is slanted or the beam height is varied, the effective measurement height z eff must be included in the computation of the sensible heat flux, since C 2 n varies with height Evans and De Bruin 2011) . When the scintillometer is deployed over natural areas or agricultural lands, the beam height can be measured accurately, since the topography along the optical path does not usually change significantly, and the height of obstacles does not differ to a significant degree. In urban areas, where the surface is covered with many artificial obstacles such as buildings and monuments, the determination of the measurement height is more complex, as the beam height varies along the optical path. Gruber et al. (2014) analyzed uncertainties in the sensible heat flux resulting from uncertainties in the topography beneath the optical path. They found that, in some cases, the heat flux was affected up to 20% by uncertainties in topography. Topography is more complex in urban than in natural or semi-natural areas (e.g., croplands), where most scintillometer studies have been performed. Thus, the detailed data on city structure, including the height of rooftops, are crucial for the reliable estimation of the sensible heat flux. Such data are provided by, e.g., the digital surface model, which is based on lidar measurements. However, there is still the question of how these data should be included in the beam-effective height computation, since different authors use different approaches (e.g., Lagouarde et al. 2006; Wood et al. 2013; Zieliński et al. 2013; Ward et al. 2014) . Lagouarde et al. (2006) analyzed the sensitivity of the sensible heat flux to the aerodynamic roughness length z 0 and zero-plane displacement z d , and found that the influence of z 0 is more pronounced than z d (a ±0.5 m error in z 0 can lead to a 10% error in H ). In addition, the reliable estimation of z d along the LAS path is crucial, as it strongly affects the effective height of the scintillometer beam.
We aim here to evaluate two methods of the mean rooftop-level derivation for the scintillometer path: (1) based on average building profiles along the optical path; (2) based on the weighted-average building height. Moreover, we present an approach that may reduce uncertainties in the heat flux resulting from different building heights on both sides of the optical path. In this approach, the mean building height is estimated separately for the wind direction perpendicular (two zones) and parallel (one zone) to the scintillometer path. For the heat-flux estimation, it is necessary to know the friction velocity u * , which can be measured independently (e.g., with the eddy-covariance (EC) method) or retrieved from wind-speed profiles and the well-known Businger-Dyer relationship by an iterative procedure. We test to what extent the sensible heat flux computed with both algorithms (differing in the method of u * determination) is affected by the average building-height derivation method.
Data and Methods

Scintillation Method: Sensible Heat-Flux Retrieval
While we give here a brief description of sensible heat-flux retrieval from scintillometer measurements, more details on the scintillation method can be found in, e.g., Hill (1997) , Meijninger (2003) and Moene et al. (2005) . A large-aperture scintillometer provides the path-averaged refractive index structure parameter (C 2 n ), and together with auxiliary measurements of air temperature, humidity and atmospheric pressure, the temperature structure parameter (C 2 T ) can be calculated. Surface fluxes can then be related to C 2 T via MoninObukhov similarity theory (e.g., Wyngaard et al. 1971) ,
where z m is the measurement height, T * is the scaling parameter for temperature, f TT is a similarity function and L is the Obukhov length defined as
where g is the acceleration due to gravity (taken as 9.81 m s −2 ) and κ is the von Kármán constant (0.40). For LAS, the similarity functions given by Wyngaard et al. (1971) are the most commonly used, albeit with different constants (e.g., Andreas 1988; Hill et al. 1992; De Bruin et al. 1993) .The friction velocity u * can be obtained from
where u is the wind speed (m s −1 ) and Ψ m is the integrated Businger-Dyer stability function for momentum. As both u * and T * are connected via L, they must be found iteratively from Eqs. 1 to 3. Finally, the sensible heat flux H can be computed from
where ρ is the air density (kg m −3 ) and c p is the specific heat of moist air at constant pressure (J kg −1 K −1 ). The iterative procedure to determine H can be simplified when u * is measured independently, e.g., with the EC method. For computation of H from scintillometer measurements, the effective height (z eff ) is used instead of z m − z d . The effective height of the scintillometer beam is introduced according to Hartogensis et al. (2003) for unstable conditions,
where z(x) is the beam height at distance x from the transmitter, z d (x) is the displacement height at distance x from the transmitter and PWF(x) is the scintillometer path-weighting function for x. An analytical approximation of PWF(x) was given by Evans and De Bruin (2011) . Kleissl et al (2008) found that for stable conditions, z eff reduces to the same relation as for near-neutral conditions,
Scintillometer Source-Area Estimation
Several different footprint models for single point measurements have been introduced previously (e.g., Horst and Weil 1992; Schmid 1994 Schmid , 1997 Hsieh et al. 2000) . However, such footprint models cannot be used directly for LAS since, firstly, the scintillometer provides data averaged along a certain path; secondly, LAS is most sensitive to the turbulence close to centre of the optical path. Therefore, a combination of a single point footprint model and the scintillometer-path weighting function should be used, as shown by Meijninger (2003) .
To determine the LAS source area, we use a superposition of multiple model runs along the optical path, where the resulting footprints are multiplied by corresponding path-weighting function values and then summed,
where F(x , y , z eff ) is the LAS footprint, x is the downwind distance from the LAS path, y is the crosswind distance from the centreline and f (x , y , z eff ) is the flux footprint for a point located at x distance from the transmitter. In the present study, the analytical model of Schmid (1994 Schmid ( , 1997 was used for footprint modelling, similar to the scintillometer source-area estimation used previously (Meijninger 2003; Göckede et al. 2005; Hoedjes et al. 2007; Timmermans et al. 2009; Samain et al. 2012; Ward et al. 2014 Ward et al. , 2015 .
Measurement Site Description and Data Processing
The scintillometer was deployed at Łódź, which is the third largest city in Poland (population 705,000), and is located about 120 km south-west of Warsaw. The city covers an area of 293 km 2 , of which nearly 145 km 2 is a built-up area (buildings, streets, car parks etc.). The surface is slightly inclined from the north-east (278 m. a.s.l.) to the south-west (162 m. a.s.l.), though the relative height does not exceed 55 m in the city centre. There is a regular street pattern, as well as fairly uniform buildings mostly 15-20 m in height, and built between the end of the 19th and the beginning of the 20th century. The city centre is surrounded by residential districts dominated by 5-storey blocks of flats (approximately 15 m in height), with several of them reaching 10 floors. Several industrial areas are scattered throughout the city, of which many have been transformed into service and cultural areas. A few relatively small green parks are located in the city centre, while outside the centre, larger green areas are located. The LAS measurements with a BLS900 infrared scintillometer (Scintec AG, Rottenburg, Germany) were conducted in the period 26 August 2009-26 November 2012, with the scintillometer transmitter mounted on a mast at a height of about 31 m above the ground. The mast itself stood on the roof of a 5-storey building located on the western side of the most densely built-up part of the city (Fig. 1) . The LAS receiver was installed on the roof of a building 36 m tall, and located about 3.2 km north-east of the transmitter. The auxiliary data (heat fluxes from eddy covariance and weather data) were collected on the same mast on which the LAS transmitter was installed, and at an additional site located about 550 m south-west of the LAS receiver. More details concerning the measurement sites in Łódź can be found in Pawlak et al. (2011 and Zieliński et al. (2013) . Additionally, Sect. 3.1 provides more information on the surface characteristics and the LAS path height.
Scintillometer data were obtained at a frequency of 125 Hz, and during the measurements, the saturation correction (Clifford et al. 1974 ) was applied in the calculation of C 2 n . For the computation of C 2 T and consequently the sensible heat flux, auxiliary weather data (temperature, atmospheric pressure, humidity, wind speed and direction, Bowen ratio) from the EC tower at the Narutowicza site were used. A possible influence of the street canyon on the airflow around the EC tower at the Lipowa site was reported by Fortuniak et al. (2013) . As a result, data from the tower were rejected unless data from the Narutowicza site were unavailable (data from the Lipowa site were used for 7% of cases). The sensible heat flux was computed in 1-h blocks with both the friction velocity from EC measurements, and from a separate iterative procedure. The flux direction was determined based on the heat flux obtained from the EC method, as other algorithms (e.g., Samain et al. 2012 ) had failed for our data. An analysis of the LAS and EC source areas revealed several similarities in the surface cover type depending on the wind direction. Therefore, for an inflow from 330 o -130 • , the sign of the sensible heat flux from the Lipowa site was used to determine the direction of the heat flux measured by the LAS. For the remaining wind directions, the sensible heat flux determined at the Narutowicza site was used. In our computation, the similarity function proposed by Wyngaard et al. (1971) , as modified by Andreas (1988) to reflect κ = 0.4, was used.
Mean Rooftop-Level Estimation Methods and Sensible Heat-Flux Retrieval Scenarios
When LAS measurements are conducted over a surface covered with buildings of fairly uniform height, e.g., during the ESCOMPTE campaign in Marseille (Lagouarde et al. 2006) , the mean rooftop level in the neighbourhood of the optical path may be enough to estimate the sensible heat flux reliably. However, if the topography and building height vary on both sides of the LAS path, the computation of z H from only the area located close to the path may result in uncertainties, especially for inflow from the direction approximately perpendicular to the LAS path ( Fig. 2 ). In such conditions, the source-area size is about 4 km 2 and only the area upwind to the LAS path contributes to the observed sensible heat flux. Thus, the surface topography of the downwind area barely affects the estimated values. On the other hand, when the wind direction is approximately parallel to the optical path, the source area extends to both sides. Moreover, it is twice as small (size ≈2 km 2 ) than during inflow from the direction perpendicular to the path. It seems that for our measurements, it may not be enough to estimate z H based on the closest vicinity of the LAS path, as both the topography and the height of buildings differ significantly on its northern and southern sides. Instead of estimating z H from only one zone centred on the scintillometer beam path, we used three different zones for the wind direction approximately perpendicular and parallel to the path ( Fig. 1 ). In studies from other cities (e.g., Lagouarde et al. 2006; Wood et al. 2013; Ward et al. 2014) , z H was estimated in one zone centred on the LAS path of 100-200 m width. Our footprint modelling revealed that, for our dataset under unstable conditions, 50% of the sensible heat flux measured with LAS is always generated in the area extending up to 500 m from the LAS path for a wind direction perpendicular to the optical path (Table 1) . Moreover, for L > −100 m, almost 80% of the heat flux is generated up to 0.5 km upwind of the LAS path (Fig. 2) . For a wind direction parallel to the optical path, almost 90% of the sensible heat flux is generated within the 250 m distance from LAS path. Therefore, we decided to use zones of 500 m width for the estimation of z H . The example single footprints for L = −100 m and u * = 0.75 m s −1 , which is characteristic of unstable stratification at noon, are shown in Fig. 2 . For the determination of the mean rooftop level along the LAS path, we tested two slightly different approaches. The first method was based on the average building profiles, created on the basis of the digital surface model for each zone separately. Zones were divided into 100 sections located every 5 m from the LAS path. Along each line starting from the optical path and finishing at a line located 500 m from the path, the building profile was created. For the central zone, which is used for wind directions parallel to the optical path, profiles were prepared every 5 m up to 250 m in both directions. Next, all profiles were averaged to obtain one mean building profile for each zone. This method is referred to as the PRO method, and was also applied to obtain the average terrain elevation for each zone. In the second approach called the AVE method, the LAS path was treated as a number of single point measuring systems located along the path, with points separated by 50 m (overall 63 points). For each point, z H was computed as the average height of individual building weighted by its area. As with the PRO method, digital surface model data were used for the AVE method. To maintain a 500 m width of z H estimation zones, only buildings located within a 250 m radius from points located on the LAS path were used. While the LAS path for the central zone was in the middle, for the northern and southern zones, points were located on the lines lying 250 m to the north and south from the central path, respectively. For each zone, the z H profiles were interpolated on the basis of an average z H for the points located on the LAS path (central zone) or central line (northern and southern zone). This approach of z H estimation is similar to that usually applied to point measurements, e.g., EC method covariance.
Since the length of the LAS path in our case exceeded 3 km, an additional correction for the Earth's curvature ) was used, amounting to 0.2 m. We limited our investigation to unstable conditions and H > 10 W m −2 for two reasons: firstly, similarity functions for stable conditions are still under consideration (e.g., Andreas 1988; De Bruin et al. 1995; Hartogensis and De Bruin 2005) ; secondly, unstable conditions frequently occur in the city centre even during the night (e.g., Christen and Vogt 2004; Goldbach and Kuttler 2013; Kotthaus and Grimmond 2014a, b) .
The sensible heat flux was computed separately for each of the two methods for the derivation of the mean building height (PRO and AVE), for two further scenarios, giving eight different combinations: (1) the mean building height estimated for one zone and three zones; (2) for algorithms including the friction velocity measured independently with the EC method and solved iteratively (IT method) with the well-known Businger-Dyer relationships. To distinguish different methods for the computation of the sensible heat flux, abbreviations based on the scheme presented in Fig. 3 are used hereafter. For example, PROIT3 stands Fig. 3 Scheme of turbulent sensible heat-flux computation scenarios. Level A method of mean building height along the scintillometer path calculation (PRO average building profiles, AVE weighted average within a 250 m radius from points located on optical path), Level B friction velocity from iterative procedure (IT) or eddy covariance (EC), Level C number of zones used for mean building-height computation for: (1) the mean building height along the LAS path computed as the average of building profiles; (2) the friction velocity computed iteratively; (3) the application of three zones for the computation of z H . Note that in some cases, abbreviations are based on whether level A (e.g., PRO) or level B scenarios (e.g., PROEC) are used (see Fig. 3 ).
Results and Discussion
Comparison of Two Methods of Average Rooftop-Level Determination
The terrain and building profiles obtained using the AVE and PRO methods, separately for three zones, are shown in Fig. 4 . While both methods yield relatively consistent results, the PRO method gives more detailed information than the profiles obtained with the AVE method, which are smoothed. The path height above the ground is not uniform between the transmitter and receiver. For the southern and central zones, this height ranges from approximately 30 to 40 m, and for the northern zone, it is slightly higher, i.e., 31-41 m. The beam passes at the lowest level above the city centre, where additionally its effective height is reduced by the presence of high buildings (Fig. 4) . Closer to the receiver, buildings are lower than in the centre and the path elevation is larger, thus the effective height is the largest to the east. As a consequence, the scintillometer source area, especially its central part, is shifted towards the transmitter. In addition, in the eastern part, the source area extends further from the LAS path rather than closer to the transmitter. Table 2 summarizes the average optical path height z m (computed according to Eq. 8) and the effective height z eff (computed with the iterative procedure). Surface parameters for both the PRO and AVE methods are given for each of the three zones separately. The estimation of averages of z m , z H , z d and z 0 along the optical path follows
where the subscript Y stands for m in the case of the measurement height, H for the building height, d for the zero-plane displacement, and z 0 for the roughness length. The z 0 and z d values at each point along LAS path were estimated at 0.1z H and 0.7z H by a simple rule of thumb (Grimmond and Oke 1999) . The differences in z m between the zones reached 2.5 m. The largest z m value was found for the northern zone (36.3 m), and the lowest for the southern zone (33.8 m), resulting from the relatively large differences between ground levels on both sides of the LAS path. Fig. 4 Cross-section of terrain elevation (green)-average of specific zone, mean building height z along the centre path for three zones (see Fig. 1 ). AVE weighted average, PRO profiles average While a similar pattern was found for z H , i.e., decreasing from the north to the south, the discrepancies between z H obtained for the individual zones were slightly higher (2.7 m for the PRO method and 3.7 m for the AVE method) than in z m . For each zone, z H computed with the AVE method was higher than z H estimated with the PRO method; the differences between the AVE-and PRO-derived building height varied from 0.9 to 1.9 m. However, the discrepancies between z eff for the individual zones were not so distinct. In the northern zone, the PRO-derived z eff was 1.3 m larger than the AVE-derived z eff , and for the central and southern zones, similar differences of 1.1 and 0.9 m, respectively were found.
The Influence of the Mean Rooftop-Level Determination Method on Sensible Heat Flux
The friction velocity u * is essential for the processing of scintillometer data. In previously published results for urban areas, u * was estimated from wind-speed data using an iterative procedure (Lagouarde et al. 2006; Zieliński et al. 2013; Ward et al. 2014) . However, the algorithm could be simplified by using u * measured independently with the EC method. Both u * measured independently and u * derived from an iterative procedure should be similar in magnitude when the wind speed is measured at the same height at which eddy covariance is performed, and when similar aerodynamic parameters in the source area of the LAS exist. However, a different turbulence intensity above the LAS and EC source areas may cause u * determined from the iterative procedure to diverge from u * obtained from EC measurements. Assuming that both z 0 and z d in the source area of the LAS are equal to those found in the EC source area, u * from an iterative procedure was found, on average, to be lower than values obtained with the EC method by 0.6%, i.e., only 0.003 m s −1 (median). For approximately 50% of cases, the difference between both u * (from the iterative procedure and EC measurements) <0.05 m s −1 (10% difference) and for 15% of data, the difference >0.15 m s −1 . Taking into account z 0 and z d estimated on the basis of z H computed with the use of the AVE and PRO methods, u * from an iterative procedure was on average higher than the independently measured u * by 0.03 m s −1 and 0.05 m s −1 , respectively. The largest difference between u * computed iteratively and with the EC method (AVE method: 0.43 m s −1 , PRO method: 0.42 m s −1 ) was observed during strong winds (7.5 m s −1 ) on 5 October 2010. However, high wind speeds were not always followed by a large divergence in u * from both algorithms. For example, on the previous day, the difference in u * estimated iteratively and from EC measurements only was 0.09 m s −1 despite a wind speed of 8 m s −1 . In general, u * from the EC method was higher than that obtained with the iterative procedure (Fig. 5) . Similarly, the sensible heat flux computed with u * from the EC method differed from the iterative method by an average by 2.5%. However, in extreme cases, the difference exceeded 20% (less than 6% of cases). For less than 1% of the cases and for a heat flux <60 W m −2 , differences exceeding 35% were observed. Such discrepancies show that it is difficult to obtain a representative u * for the whole scintillometer source area from point measurements in urban areas. The LAS source area is frequently significantly larger than the source area of the EC measurement, covering a more diversified surface with aerodynamic parameters different than in the EC source area. Therefore, u * measured by an EC system mounted on a mast at some height might be representative of only the source area of that specific measurement system. Still, there is an open question to what extent the wind speed measured at a certain point is consistent with the conditions characteristic of the LAS source area. However, Ward et al. (2014) found a high correlation (r 2 = 0.92) between the LAS Fig. 6 Histograms of relative differences between the sensible heat flux (H ) computed with PRO and AVE methods of average rooftop-level estimation for one zone scenarios with the friction velocity from eddy covariance (EC) (a) and iterative (IT) (b) procedures and for three zones scenarios with the friction velocity from the EC method (c) and iteratively (IT) (d) crosswind and an equivalent crosswind computed from the wind speed. It seems that, for urban areas, it is more appropriate to compute the heat flux with the full algorithm, including u * calculated from the wind speed and the wind profile corrected for stability and roughness length.
Nevertheless, we analyze herein the impact of the mean building-height-computation method on the sensible heat flux obtained from both algorithms that use u * calculated iteratively and with the EC method. In Fig. 6 , the histograms of the relative difference between the sensible heat flux obtained with the PRO and AVE scenarios (see Fig. 3 ) are shown. When the heat flux is computed with the independently measured u * , the discrepancies between the PROEC and AVEEC scenarios are unidirectional (Figs. 6a, c, 7a, c) , i.e., the heat flux obtained for the PRO scenario (higher z eff ) is higher than the heat flux computed using the AVE scenario. When only one zone of z H computation is used, the PROEC1 scenario resulted in a higher heat flux than the AVEEC1 scenario by approximately 2-3% (65% of cases). For 20% of the cases, discrepancies between the sensible heat flux using the PROEC1 and AVEEC1 scenarios are lower than 2%, with a minimum at 1.5%; for 15% of the cases, differences exceed 3% (maximum at 4.2%). For H > 100 W m −2 , differences >2% are more frequent (85% of cases) than for H < 100 W m −2 (72% of cases). The opposite situation is observed for differences >3.5%, which were twice as frequent (6% of cases) for H < 100 W m −2 . The peak of the median diurnal difference between the PROEC1 and AVEEC1 scenarios is about 3 W m −2 and occurs around noon (Fig. 7a) . The maximum difference reaches 10.4 W m −2 . During the night, when the heat flux is relatively small, differences rarely exceed 1 W m −2 . If three zones are used, the discrepancies >3% are found for 25% of cases. For the northern zone, the difference between z 0 , z d and z eff computed for the PRO and AVE methods are higher than in the central zone by zero, 0.3 and 0.2 m, respectively. As a result, discrepancies between the heat flux derived with the PRO and AVE methods for the three zones scenarios reach up to 5%. On the other hand, for the southern zone, the difference between PRO-and AVE-derived z 0 , z d and z eff is lower by 0.1, 0.4 and 0.2 m, respectively, than for the central zone. Therefore, small differences (<2%) occur slightly more frequently (10% increase in frequency). While the peak of the diurnal median difference is slightly lower and reaches 4 W m −2 , the maximum differences reach 13 W m −2 .
When taking into account the scenarios from the iterative group, the situation is slightly different. Generally, an increase in z 0 and z d results in an increase in the sensible heat flux, while for an increase in z eff the heat flux decreases. In the studied dataset, both z 0 and z d were estimated on the basis of only z H (determined separately using the PRO and AVE methods) with a simple "rule of thumb". As z eff depends on z m and z d , z H obtained with the PRO method is lower than z H computed for the AVE method, and hence both z 0 and z d are lower for the PRO method as well. Since, the optical path height (z m ) is constant for each zone and independent from the z H estimation method, a decrease or an increase of z d is followed by an increase or a decrease in z eff , respectively. As a result, higher z eff values (increased heat flux) are followed by a lower z 0 and z d (decreased heat flux), and lower z eff values (decreased heat flux) are observed in relation to higher z 0 and z d (increased heat flux). Therefore, slight or negative differences between the sensible heat flux computed with the PROIT and AVEIT scenarios are frequently observed (Fig. 6 ). For the PROIT1 and AVEIT1 scenarios, the discrepancies range from −2.8 to 4.2%, and in most cases (over 70%), the absolute differences are smaller than 1.5%. In 43% of the cases, the heat flux from the PROIT1 scenario is lower than that from the AVEIT1 scenario. The peak of the median diurnal difference is 0.5 W m −2 (Fig. 6b) , which is a negligible difference, especially during spring or summer when the sensible heat flux at noon frequently exceeds 200 W m −2 . On the other hand, for 25% of the cases from 1000 to 1400 local time, the difference between the heat flux obtained with the PROIT1 and AVEIT1 scenarios is >2 W m −2 , and reaches a maximum of about 9 W m −2 . The negative differences are most frequent during the night (negative median), but more frequent in the afternoon during the day. Likewise, when the PROTI3 and AVEIT3 scenarios are considered, a similar pattern in the differences is found. However, the cases exceeding 4% are slightly more frequent (about 0.7%), and negative differences are less frequent (39%), than for the one-zone scenarios (43%). Here, a slight increase of the peak median diurnal difference to 0.8 W m −2 , and only a 1 W m −2 increase, with up to a 10 W m −2 maximum difference, is observed (Fig. 7d) . Most noticeable is the increase in negative differences. For the one-zone scenarios, negative differences reach −3.5 W m −2 , but for the three zones they exceed −7 W m −2 .
Relatively small discrepancies between the sensible heat obtained for the PROIT and AVEIT scenarios result from the fact that both z 0 and z d are estimated as a fraction of z H , and the change of these parameters is followed by the change in z eff . We suspect the difference may even rise if methods, other than a simple rule-of-thumb, in the derivation of z 0 are applied (e.g., Grimmond and Oke 1999), since z 0 has a greater effect on the sensible heat flux than does z d (Lagouarde et al. 2006 ). For our study, it appears that when the friction velocity is calculated iteratively, the method of z H estimation affects mostly individual situations. However, this effect would be less distinct in the long-term average diurnal cycle of the sensible heat flux, as both positive and negative difference between PRO and AVE methods are observed (Fig. 7b, d) . Conversely, the method of z H estimation strongly affects the mean cycles of sensible heat flux whenever EC scenarios are applied.
As mentioned in the previous section, the main aim here is to present the strategy for z H estimation for scintillometer measurements over a complex and non-uniform urban surface. A comparison between the sensible heat flux computed for the data collected for wind directions approximately perpendicular to the LAS path for the three-and one-zone scenarios is shown in Fig. 8 . For the northern and southern zones, 1843 and 1549 cases were analyzed (Fig. 8) , respectively. The observed differences are more distinct for the scenarios based on u * obtained with the iterative method than the EC method. In the former case, the sensible heat flux is also affected by the differences in both z 0 and z d between the three-zone and one-zone scenarios of z H estimation. For the northern zone (260 • -045 • ), the application of three zones instead of one results in an increase of the sensible heat flux by approximately 5% and 6% for the PROIT and AVEIT scenarios, respectively. The maximum observed difference between the sensible heat flux computed for the AVEIT3 and AVEIT1 scenarios reachs 20 W m −2 at noon on 22 June 2010, while for the PRO scenarios, 18 W m −2 was detected at noon on 13 June 2010. Discrepancies >10 W m −2 are observed for 18% and 22% of cases for PRO and AVE scenarios, respectively. Similarly, for the scenarios based on u * from the EC method, an increase in the sensible heat flux is observed; however, its magnitude is smaller (2.5-3% on average). The maximum differences reach 5.7% for the PROEC and 4.9% for the AVEEC scenarios. While distinct discrepancies between z 0 and z d are observed for the southern and central zones, z eff values remain almost the same. As a result, the differences between the sensible heat flux computed for the EC scenarios (H is only affected by z eff ) are negligible, as they do not exceed 1%. Due to large contrasts in the surface parameters for the southern and central zones, a strong divergence in the sensible heat flux computed for the iterative scenarios should be expected. However, as the z eff values in both zones are similar, the discrepancies in the sensible heat flux are small: 2% on average, and only for 25% of cases is this higher than 2.5%. The sensible heat flux computed for the PROIT scenario with data from one zone is at most 8 W m −2 lower than the sensible heat flux obtained for the three-zone scenario. For the AVEIT scenario, the maximum differences reach 10 W m −2 . Hence, the application of three zones for the estimation of z H provides a more reliable estimate of the sensible heat flux when the iterative algorithm is used.
Influence of Mean Rooftop-Height Computation Method on the Scintillometer Footprint Estimation
Different approaches to z H computation affect not only the magnitude of the sensible heat flux, but also the size of the scintillometer source area, i.e., the area contributing to the observed heat fluxes. To investigate the extent to which the z H estimation approach affects the size of the estimated scintillometer source area, two selected cases were analyzed for wind direction perpendicular to the LAS path: (1) with inflow from the northern sector i.e., 343.2 • ; (2) with inflow from the southern side of the LAS path i.e., 155.4 • ), and with similar weather conditions. For both cases, the footprint was computed for each of the eight scenarios.
For an inflow from direction 343.2 • , the largest of the computed source areas, contributing 95% of observed heat flux (AVEIT3 scenario −2.4 km 2 ), is almost 38% greater than the smallest one (AVEEC3 scenario −1.7 km 2 ) ( Table 3 ). In the second case, (inflow from 155.4 • ), the largest (PROEC3 scenario −2.1 km 2 ) and the smallest (AVEIT3 scenario −1.7 km 2 ) source areas differ by 24%. When the scenarios from iterative or EC groups are considered separately, the discrepancies between the size of the source areas do not exceed 9%. A comparison of the footprints modelled for the scenarios with one and three zones for the z H computation (Table 3 ; Fig. 9a-d) indicates that the source-area size is as sensitive to the area for which z H is determined as is the sensible heat flux. For instance, the difference in the sensible heat flux computed with AVEIT3 and AVEIT1 scenarios is 6% on average, and the size of source areas computed for both differs by approximately 4% and 8% under the inflow from the northern and southern sides of the LAS path, respectively (Fig. 9b) . In addition to the differences in size, discrepancies in the shape of the footprint are observed as well. This is expected, since the application of three zones to the z H computation results in three different building and In addition, the wind speed (u) and air temperature (T a ) are given. Note that for the EC scenarios, a fixed value of u * is used (from EC measurements) elevation profiles. So the discrepancies, e.g., between the shape of the footprints obtained with PROIT3 and PROIT1 scenarios (Fig. 9a) , reflect the differences between the building and terrain profiles for the northern, southern and central zones.
In Fig. 9e , the footprints obtained for the PRO and AVE methods are shown; it seems that for the northern zone, both methods indirectly yield footprints very similar in size (1% difference) and shape. Since more detailed profiles can be obtained using the PRO method, the resulting source area isopleths are more irregular than those obtained using the AVE method. With the iterative method, both z 0 and z d are estimated based on z H , and a similar effect to that mentioned for the heat flux is observed, i.e., increased values of aerodynamic parameters are associated with lower z eff , and vice versa. As a consequence, the differences between z 0 , z d and z eff for the PRO and AVE methods are blurred to some extent. In the southern zone, z 0 and z d determined with both PRO and AVE methods are similar in magnitude, and as a result for that zone, z eff values have a greater influence on the source-area size. For the inflow from the southern side of the LAS path, the footprint modelled for the PROIT3 scenario is approximately 8% larger than that computed for the AVEIT3 scenario. The discrepancies between the footprint computed for the PROEC3 and AVEEC3 scenarios reach 5% on 2 June 2011 and 8% on 18 June 2010 (Table 3) . In contrast to the iterative method, in the scenarios including u * determined from the EC method, the size of the footprint for the PROEC3 scenario is always larger than that modelled for the AVEEC3 scenario.
The largest contrast is observed between the footprints computed for the PROEC and PROIT scenarios, as well as for the AVEEC and AVEIT scenarios. For instance, when u * from the iterative procedure is similar in magnitude to u * from the EC measurements (Table 3) , the size of the source area obtained for PROEC3 and PROIT3 scenarios is similar (Fig. 9f) . However, when u * from EC is almost 0.1 m s −1 larger than u * obtained with iterative method, the size of the source area for both scenarios differs significantly. This indicates that EC scenarios should preferably be used if the aerodynamic parameters in the source area of the eddy covariance are similar to those observed in the LAS source area. The friction velocity determined from the iterative procedure is often more representative of the heat-flux source area and thus, iterative scenarios are more suitable for heterogeneous urban areas. 
Summary and Conclusions
We analyzed eight different scenarios of sensible heat-flux computation that could be used in urban areas. While the presented scenarios do not represent all available options of heat-flux retrieval, they provide an insight into several uncertainties in the sensible heat flux related to the different methods of computation of average rooftop level along the scintillometer path.
The sensible heat flux computed fully iteratively (u * solved iteratively) and the simplified algorithm (u * measured independently using the EC method) should converge when the aerodynamic parameters for the scintillometer and eddy covariance source areas, and turbulence intensities are similar. Such conditions, however, may not be found in heterogeneous urban areas. We found, that when u * from the iterative procedure is computed with z 0 and z d equal to that in the EC source area, u * differs by 0.6% on average than that obtained with the EC method. However, for 15% of the cases, the discrepancies exceed 0.15 m s −1 . When different surface parameters, computed with the PRO and AVE methods were used, the average difference increased to approximately 2.5-3.5% depending on the z H estimation method, and the maximum observed difference between u * from the EC method and u * from iterative procedure exceeded 0.4 m s −1 . If aerodynamic parameters observed in the eddy-covariance source area significantly diverge from parameters characteristic of the scintillometer source area, we recommend applying the full iterative procedure, which includes the calculation of u * .
Two different approaches of the mean rooftop-level estimation along the scintillometer path are applied herein: (1) average profiles of terrain and building elevation (PRO method); (2) weighted-average building height within a 250-m radius from points located on the optical path (AVE method). Both methods result in slightly different values of z H and, consequently, other parameters (z 0 , z d ). Therefore, the sensible heat flux computed with the PRO and AVE methods differs to some extent. In general, the discrepancies between a heat flux derived using the PRO method and the AVE-derived heat flux do not exceed 5%. For the algorithms based on u * from EC measurements, the PRO method always yields a sensible heat flux greater than the AVE method by about 2-3%. On the other hand, the iterative method produced differences in the sensible heat flux computed with the PRO and AVE methods that range from −4 to 5%. This results from the fact that when z 0 and z d are estimated on the basis of z H , the effects of a higher z 0 on the sensible heat flux are diminished by a lower z eff . Had z 0 been determined from the aerodynamic approach (e.g., Grimmond and Oke 1999) , the discrepancies between the sensible heat fluxes computed with the PRO and AVE methods might have been different. Moreover, in the iterative scenarios, the method for z H determination appears to play a more important role in the specific cases of the sensible heat flux rather than for the long-term average values.
A new approach is shown for z H estimation with scintillometer measurements conducted over a heterogeneous urban surface with varying building heights and terrain elevation. Instead of calculating the mean rooftop level in one zone centred on the optical path, we recommend using three zones separately for the wind direction perpendicular (two zones) and parallel (one zone) to the LAS path. The 500 m width of zones was based on the footprint modelling, as much of the time under unstable conditions 80-90% of the sensible heat flux was generated in the area extending approximately 500 m upwind of the LAS. An exception is for a wind direction parallel to the LAS path, when most of the flux is generated within 250-300 m distance from the LAS path. For the dataset considered in this study, this approach resulted in changes in the magnitude of the sensible heat flux ranging from −5 to 7% in the iterative scenarios. The maximum changes even reached 20 W m −2 , and changes in more than 20% of the cases exceeded 10 W m −2 . When u * based on the eddy covariance was used, the discrepancies ranged from zero to 6%.
The influence of different heat-flux computation scenarios seems to be relatively smaller in comparison with other uncertainties also found in non-urban areas, such as those related to different forms of similarity functions (e.g., Andreas 1988; Hill et al. 1992; De Bruin et al. 1993; Hartogensis and De Bruin 2005) , with uncertainties reaching 10-15% (e.g., Lagouarde et al. 2006) . However, the scenarios of the sensible heat-flux computation considered show that at urban sites with diverse topography, the estimates of sensible heat flux may be enhanced to a certain degree.
In general, the extent of the source area seems to be slightly less sensitive to the heat-flux computation scenarios than the sensible heat flux itself. The footprints retrieved using the PRO and AVE methods bear a strong resemblance. However, the isopleths obtained with the PRO method are more irregular in shape, which is a consequence of the nature of this method. When source areas are estimated for the scenarios with one and three zones for the z H computation, the differences in the size of the source area reach 8-9%, depending on the scenario. The largest discrepancies are found between footprints obtained using the iterative and EC methods, resulting from the discrepancies in the way u * is obtained from the two methods. It is thus confirmed that when the aerodynamic parameters in the source area of the eddy-covariance and scintillometer methods diverge significantly, the full iterative procedure should be used instead of a simplified algorithm with u * determined independently from the EC method.
