




















We describe a kernel implementation of the LHCb Multi Event Pro-
tocol. MEP is implemented in the IP stack as a loadable module. This
allows for better monitoring at the network level and can potentially
reduce the overhead associated with the reception of the data.
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1.1 The LHCb trigger and DAQ systems
The LHC experiments will generate enormous amounts of data per second.
This results from the fact that every 25 ns (40 MHz) the collisions will
spark with events that will be detected. Even though the LHCb experiment
will operate with a reduced (with respect to the general-purpose detectors)
luminosity of 2× 1032 cm−1s−1 (therefore, the crossing rate is also reduced
to rate of 10 MHz). In order to efficiently cope with such an unprecedented
amount of data, every experiment takes advantage of a trigger mechanism.
A trigger is a system that indicates the useful events which should be further
analyzed. In the LHCb experiment, there are two triggers[2, 3]:
1. The first level trigger (L0) - the first trigger, located very close to
the detectors. It consists of custom electronics and performs read-out
at the rate of 1 MHz, using partial information of the detector. The
data goes to Front-End Electronics (FEE) where A/D conversion is
performed1. Then, the data (if accepted) is sent via wires to Tell1
boards[4]. Those boards give a shape to the network traffic by encap-
sulating the events in an MEP packet and sending them via Ethernet
(with the use of IP).
2. The High Level Trigger (HLT) - the software trigger is divided
into two levels
• HLT1 the first level of the software trigger with a rate of 30 kHz
• HLT2 - the second level of the software trigger has a rate of
2 kHz and this data are forwarded to storage - for oﬄine analysis.
The High Level Trigger (HLT) is a computing farm located in the Point
8, 100 m underground, in a shielded cavern close to the detector. It
consists of about 1700 CPU nodes.
1.2 Introduction to the MEP protocol
Typically, LHCb event2 is of the 100 B size, per trigger. In order to reduce
the overhead of network headers, multiple events are packed into single
network packet. For this purpose, Multi Event Protocol (MEP)[6] is used for
transmission of large numbers of events. It consists of a 12 B header, which
is followed by events (every event in a packet has one additional pseudo-
header which describes it and allows reconstruction) and it works in the
Transport Layer (layer 4) of the OSI Model - Like UDP and TCP, on top of
the IP protocol. The protocol is, like UDP, connection-less, unsynchronized
1With the exception of VELO detector
2 An event is a current state of the detectors. For more information, refer to [5].
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and unreliable - there are no retransmissions. Therefore, in order to reduce
the number of lost packets there is a need for a communication channel with
good characteristics (quality) and enough memory in the nodes (to minimize
the queues on their sides). On the HLT side, the MEP protocol is being used
for receiving data, exclusively.
2 MEP implementation
Currently, the high level trigger software is utilizing the Linux RAW socket
mechanism to obtain data from DAQ. In the Linux kernel’s IP protocol
handler function, if a packet under consideration is neither UDP nor TCP,
it goes into the RAW section. However, the more elegant solution would be
to have the MEP protocol code available inside the kernel - in the form of a
kernel module. It would aid the testing phase, and also could theoretically
be slightly faster.
2.1 Analysis
It was decided to implement the MEP protocol with a blueprint of the UDP
implementation, as it was the most simple solution (the RAW implementa-
tion was also considered at one point).
Linux kernel source had to be consulted and analyzed, in particular -
UDP, RAW and elements of IP implementations, various data structures
that are essential in the process of the loading of a protocol and other doc-
uments. It was not the only problem at the very beginning of the project.
At the time of designing, the HLT farm consisted exclusively of Scientific
Linux 4 with Linux kernel version 2.6.9. However, a short migration to the
newer Scientific Linux 5, with Linux 2.6.18 was already scheduled. Tak-
ing into account that the years between the two of those kernel releases
resulted in a number of API changes, two possible approaches could have
been used: either to develop a module that would be consistent with both
kernel releases, or to develop only one version and therefore focus solely on
the task itself (and not the kernel evolution). The focus was then on a 2.6.18
implementation.
Another problem was the unavoidable nature of kernel development,
which often means frequent oopses and kernel panics. This is why it was
decided to utilize a virtual environment for the development. VirtualBox
was used from the start to the end of the project. This proved to be a good
decision, since not only it was a good development aid, but also provided
debugging during the kernel panics - the full information could had been
sent via a virtual serial console (to the host OS) for later debugging.
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2.2 MEP - implementation
This part describes how does the module work at the hight level. Since MEP
is implemented as a module, it has got the usual module-related functions -
one for the (correct) loading and unloading (which performs necessary clean-
ings). These functions are called mep_init and mep_exit. As was stated
before, MEP implementation is based on the source code of the kernel’s UDP
implementation, with some modifications. There are several important dif-
ferences. One example may be the concept of “ports“. Since DAQ is just
one-way data receiving task in one ”tunnel“, there is no need of the UDP’s
65535 ports being in use. So the simplest way was to explicitly choose one
“port” - a socket, and free the remaining memory. Other significant distinc-
tion is not removing the headers, because information contained in them is
required for the HLT event reconstruction.
2.2.1 Protocol insertion
The purpose of mep_init - a function that loads the module - is to reg-
ister the MEP protocol. It performs this task by executing the proto_-
register function. This function takes the mep_prot - an instance of
proto structure as an argument. The next step is to add a protocol by
calling the standard kernel function inet_add_protocol (it takes mep_-
protocol as an argument, which is an instance of the net protocol structure
with a pointer to a crucial function for the receiving process; it is the place
where the ipproto’s value3[7] of the MEP protocol is stated as 242). The
final call of inet_register_protosw finishes the protocol insertion. After
a successful protocol registration, the appropriate entry should be visible
in /proc/net/protocols. The mep_proc_init and mep_proc_init2 functions
prepare the files with statistics in the virtual proc file system.
2.2.2 Protocol removal
The protocol removal performs a clean removal of the MEP protocol imple-
mentation (module). It does that by executing functions that undo every-
thing that was done during the loading phase. This is of course done in the
opposite order.
2.3 MEP
This section describes the core functions of the MEP module. The architec-
ture is based on the standard Linux kernel coding style. Additionally, some
specific functionality is implemented to enable debugging.
3More up to date resources are http://www.iana.org/assignments/
protocol-numbers/protocol-numbers.xml or just /etc/protocols on a Linux system
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2.3.1 The core functions
The two core functions are:
• mep_rcv - this function is always called when a packet with ipproto =
242 field arrives. It is called by the lower (IP) layer. First of all,
the function checks if the packet contains a header and if there is a
listening socket. If this is true, the udp_queue_rcv_skb function is
called. Then, two indexes are computed (according to the source IP
address in the packet). If this index is a legitimate one, the mep_-
stats[index]4 is incremented. If not, the mep_err variable is. The
process of querying whether there is a listening socket is performed by
the udp_v4_lookup_longway function.
• mep_recvmsg is the last function working in layer 4. It calls the stan-
dard skb_copy_datagram_iovec function which in turn copies the
data to the user-space and fills the sockaddr in structure. Unlike UDP,
it leaves the MEP header.
2.3.2 The Counters
The two statistics-gathering files are called mep and mep2. They reside in
the /proc/net directory. The first one is similar to /proc/net/udp (and/or
tcp). The second one is a per-node statistics counter. It has two columns -
the first one being the node-number (which can be translated into an IP, but
for performance reasons this is done in the userspace by a simple Python
script), and the other - a counter, tracking the number of packets which
have arrived so far from that node). Like the UDP counterparts, they can
be accessed when a socket is open.
2.4 The use of MEP socket
The MEP socket can be used just like every other socket, by a call to the
socket(2) function, such as:
socket(AF_INET, SOCK_DGRAM, 242)
And then, the subsequent calls to, for example, recvfrom (after a bind) will
result in the new data being received.
4It is an array of 5376 elements, sufficient (in reality: much more than sufficient) to
log the packets from the Tell1 boards which have the addresses of the form X.X.[0-20].X.
In reality, the last octet is always much smaller than 255, but it is hard to tell how many
channels (and boards) there will be in the future, especially considering the scenario where
the full read-out of L0 will be deployed
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2.5 Maintenance considerations
The first maintenance decisions had to be made even before anything was
done: which kernel version(s) to address. It is obvious that the Linux kernel
source changes with time. Even though this particular region of kernel is
usually not the one that is frequently (e.g. in two subsequent releases)
changed, these eventual (future) changes has to be taken into consideration
before a large deployment is made. The kernel in the deployed systems
changes only with the upgrade of distribution (Scientific Linux), so it can
be assumed that the new version of SCL differs by a number of kernel releases
to the previous one. Therefore, before the general system upgrade, it has to
be established: whether anything (in the kernel source) was changed and will
it still work after the system upgrade, updating the socket’s implementation
when needed. So the operating principles behaviour in environments with
custom kernel modules apply.
3 Conclusion
The project proved to be very interesting. First of all, a substantial amount
of Linux Linux kernel source code has to be read and understood and sec-
ondly, coping with various problems that arised during the kernel develop-
ment was a significant part of the work on the kernel development. In order
to succeed with this task, an advanced knowledge of fundamental concepts
of network operation and protocols (TCP/IP) had to be used, as well as
tools - such as standard web reconnaissance, but also the ones capable of
sending custom network packets (like scapy, hping3), the ones for debugging
process, virtual environment from VirtualBox. In addition, the implemen-
tation was kept secure against any (unlikely) security threats. Performance
comparison with respect to the RAW implementation was also done on data
provided by the FEST-Injector. This showed that the implementation is at
least as fast as the RAW implementation is. Varying speedups were in the
range of 0.5− 2%.
The working (stable) version has only receiving capabilities. This, how-
ever is enough, since DAQ is meant to do a one way data transfer 5 - read
the dedectors data. The implementation is slightly faster with comparison
to the RAW (and UDP) socket.
The MEP module described in this note is under considerations for
integration with the (production) HLT farm and will become an integral
part of the LHCb Online Data Acquisition System. In closing, it is worth
noting that the implementation discussed in this note is suitable for any
environment[8] where Tell1 boards are utilized, and not only LHCb.
5A development version exists, capable of sending MEPs. But, since additional symbols
need to be exported in the Linux kernel, a kernel recompilation would be absolutely
required. Therefore it is unclear whether there is any need for such a solution.
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A Other tasks
Appendices are stripped from this note’s version.
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