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Abstract
In this paper, we exhibit an asymptotic formula for the number of
representations of a large integer as a sum of a fixed power of Piatetski-
Shapiro primes, thereby establishing a variant of Waring-Goldbach prob-
lem with primes from a sparse sequence.
1 Introduction
We define, for a natural number k, and a prime p, θ = θ(p, k) to be the largest
natural number such that pθ | k, and define γ(p, k) by
γ = γ(p, k) =
{
θ + 2, if p = 2 and 2 | k,
θ + 1, otherwise.
We then put K(k) =
∏
(p−1)|k p
γ . In this work, we establish an asymptotic
formula for the number of representations of a positive integer N in the form
N = pk1 + · · ·+ pks , with p1, . . . , ps ∈ Pc (1.1)
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for k > 3, provided that N is congruent to s modulo K(k), and c > 1 takes
values in a small interval depending on s and k. Here, the set of primes
Pc = {⌊mc⌋ : ⌊mc⌋ is prime for some m ∈ N}
is named after I.I. Piatetski-Shapiro, since he was the first to prove an analog
of the Prime Number Theorem (cf. [12]) for c ∈ (1, 12/11).
Theorem 1.1. Let t > 0 be any integer such that the inequality
∫ 1
0
∣∣∣∣ ∑
16n6X
e2πiαn
k
∣∣∣∣
2t
dα < CX2t−k logη X (1.2)
holds for all X > 2 with some constants C = C(k, t) and η = η(t, k) > 0. Then,
for any integer s > 2t, the number of representations R
(c)
s,k(N ) of a positive
integer N as in (1.1) satisfies
R
(c)
s,k(N ) =
Γ (1 + 1/(ck))
s
Γ (s/(ck))
S(N ) N
s/(ck)−1
logsN + o
(N s/(ck)−1
logsN
)
where S(N ) defined in (2.3) is the singular series in the classical Waring-
Goldbach problem, provided that c is a fixed number satisfying
1 < c < 1 + (s− 2t)


3min
{ 1
77s+ 158t
,
1
75s+ 164t
}
, k = 3,
1
(ν − 1)s+ 2tν , k > 3,
(1.3)
where
ν =
{
k(k + 1)2 , if 4 6 k 6 11,
2 ⌊3k/2⌋ (⌊3k/2⌋2 − 1)
⌊3k/2⌋ − k , if k > 12.
(1.4)
By [7, Lemmas 8.10 and 8.12], when N ≡ s (mod K(k)), the singular series
satisfies S(N ) ≍ 1 for the values of s given in Theorem 1.1. Thus, our theorem
implies that all sufficiently large integers N congruent to s modulo K(k) can be
written as in (1.1), thereby establishing a variant of Waring-Goldbach problem
with Piatetski-Shapiro primes for k > 3. For k = 2, it is shown in [15] that
every sufficiently large integer N ≡ 5 (mod 24) can be written as in (1.1) with
s = 5, provided that 1 < c < 256249 , while for k = 1, it follows from [9] that every
sufficiently large odd integer can be written as in (1.1) with s = 3, provided
that 1 < c < 5350 .
Following the proof of the main theorem of [15], the current range of c in
Theorem 1.1 for the case k = 3 can be improved. We shall leave this to a
subsequent paper.
In analogy to Waring-Goldbach Problem, one can define Hc(k) to be the
least integer s such that every sufficiently large integer congruent to s modulo
2
K(k) can be expressed as in (1.1). Following the proof of Theorem 1 and
using the methods in Hua’s book [7, §9], one may conclude that, for large k,
Hc(k) is bounded above by 4k log k(1 + o(1)), when c lies in a slightly larger
range than that of Theorem 1.1. However, coupling our results with the recent
improvements of Wooley and Kumchev [10, 11] on Waring-Goldbach problem,
we intend to futher improve this bound in an another paper.
The range of c in Theorem 1.1 is determined by three different estimates for
exponential sums; van der Corput’s estimate in Lemma 2.4 for k = 3, Heath
Brown’s new estimate in Lemma 2.3 for 3 < k < 12, and finally our estimate in
Lemma 2.9 for k > 12.
Remark 1.2. Using Wooley’s result [14, Theorem 4.1] in the light of recent
developments on Vinogradov’s Mean Value Theorem by Bourgain, Demeter and
Guth in [4, Theorem 1.1], it follows that the smallest exponent satisfying (1.2)
is
k 3 4 5 6 7 8 9 10 11 12
2t 8 16 24 34 48 62 78 98 118 142
while for k > 12, it follows from [3, Theorem 11] that 2t can be chosen as the
smallest even integer no smaller than
k2 + 1−max
s6k
⌈
s
k − s− 1
k − s+ 1
⌉
,
and for large k, 2t can be taken as large as k2 − k +O(√k).
2 Preliminaries and Notation
2.1 Notation
Throughout the paper, k, m and n are natural numbers with k > 3, and p
always denotes a prime number. We write n ∼ N to mean that N < n 6 2N .
Furthermore, c > 1 is a fixed real number and we put δ = 1/c.
Given a real number x, we write e(x) = e2πix, {x} for the fractional part of
x, ⌊x⌋ for the greatest integer not exceeding x. We write L = logN 1/k.
For any function f , we put
∆f(x) = f
(−(x+ 1)δ)− f(−xδ), (x > 0).
We recall that for functions F and real nonnegative G the notations F ≪ G
and F = O(G) are equivalent to the statement that the inequality |F | 6 αG
holds for some constant α > 0. If F > 0 also, then F ≫ G is equivalent to
G ≪ F . We also write F ≍ G to indicate that F ≪ G and G ≪ F . In
what follows, any implied constants in the symbols ≪ and O may depend on
the parameters c, ε, k, s, t, but are absolute otherwise. We shall frequently use
ε with a slight abuse of notation to mean a small positive number, possibly a
different one each time.
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Finally we put
Sc,k(α,X) =
∑
p6X
p∈Pc
e(αpk), Tc,k(α,X) =
∑
p6X
δpδ−1e(αpk).
2.2 Preliminaries
2.2.1 Results related to PS sequences
The characteristic function of the set Ac = {⌊mc⌋ : m ∈ N} is given by
⌊−nδ⌋− ⌊−(n+ 1)δ⌋ =
{
1, if n ∈ Ac,
0, otherwise.
(2.1)
Putting ψ(x) = x− ⌊x⌋ − 1/2 we obtain⌊−nδ⌋− ⌊−(n+ 1)δ⌋ = (n+ 1)δ − nδ +∆ψ(n)
= δnδ−1 +O(nδ−2) + ∆ψ(n).
(2.2)
The following result due to Vaaler gives an approximation to ψ(x).
Lemma 2.1 ([5, Appendix]). There exists a trigonometric polynomial
ψ∗(x) =
∑
16|h|6H
ahe(hx), (ah ≪ |h|−1)
such that for any real x,
|ψ(x) − ψ∗(x)| 6
∑
|h|<H
bhe(hx), (bh ≪ H−1).
2.2.2 Definitions related to Waring-Goldbach Problem
Put
S(a, q) =
∑
16x6q
(x,q)=1
e
(
axk/q
)
,
Sm(q) =
∑
16a6q
(a,q)=1
(
ϕ(q)−1S(a, q)
)s
e(−ma/q), (s ∈ N,m ∈ Z)
S(m) =
∑
q>1
Sm(q),
J (z) =
∫ N1/k
2
δxδ−1e(zxk)
log x
dx, I(z) =
∫ N1/k
0
δxδ−1e(zxk)dx,
v(z) = ϕ(q)−1S(a, q)J (z).
(2.3)
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By [7, Lemma 8.5] the estimate
S(a, q)≪ q1/2+ε (2.4)
holds for gcd(a, q) = 1. By the substitution y = zxk and the trivial estimate, it
easily follows that
I(z)≪ min
(
N δ/k, |z|−δ/k
)
. (2.5)
Definition 2.2 (Major and Minor Arcs). For fixed κ > 0, define
Mκ(a, q) = {α ∈ R : |qα− a| 6 LκX−k}.
Let Mκ be the union of all Mκ(a, q) where a, q are coprime integers such that
1 6 a 6 q 6 Lκ. Note that the sets Mκ(a, q) are pairwise disjoint and are
contained in the unit interval Uκ = (LκX−k, 1 + LκX−k]. Put mκ = Uκ \Mκ.
2.3 Standard Lemmas
Lemma 2.3 ([6, Theorem 1]). Let k > 3 be an integer, and suppose that f :
[0, N ] → R has continuous derivatives of order up to k on (0, N). Suppose
further that 0 < λk 6 f
(k)(x) 6 Aλk for x ∈ (0, N). Then,
∑
n6N
e(f(n))
≪A,k,ε N1+ε
(
λk
1/k(k−1) +N−1/k(k−1) +N−2/k(k−1)λ
−2/k2(k−1)
k
)
.
Lemma 2.4 ([5, Theorem 2.8]). Let q be a positive integer. Suppose that f
is a real valued function with q + 2 continuous derivatives on some interval I.
Suppose also that for some λ > 0 and for some α > 1,
λ 6 |f (q+2)(x)| 6 αλ
on I. Let Q = 2q. Then,
∑
n∈I
e(f(n))≪
|I|(α2λ)1/(4Q−2) + |I|1−1/(2Q)α1/(2Q) + |I|1−2/Q+1/Q2λ−1/(2Q)
where the implied constant is absolute.
Lemma 2.5. Assume I1 is a subinterval of an interval I with |I1| > 1, and
g(x) is defined on I. Then,
∑
n∈I1
e (g(n))≪ log(1 + |I|) sup
γ∈[0,1]
∣∣∣∣∑
n∈I
e (g(n) + γn)
∣∣∣∣.
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Proof. The result follows upon taking the supremum over all γ ∈ [0, 1] in
∑
n∈I1
e (g(n)) =
∫ 1
0
∑
n∈I
e (g(n) + γn)
∑
m∈I1
e(−γm)dγ,
and using the fundamental inequality∫ 1
0
∣∣∣∣ ∑
m∈I1
e(−γm)
∣∣∣∣dγ ≪
∫ 1
0
min
{
|I1|, 1||γ||
}
dγ ≪ log(1 + |I|)
where ||γ|| = minn∈Z |n− γ|.
Lemma 2.6 ([3, Theorem 5]). Let k > 3 be an integer, and let α1, . . . , αk ∈ R.
Suppose that there exists a natural number j with 2 6 j 6 k such that, for some
a ∈ Z and q ∈ N with (a, q) = 1, one has |αj − a/q| 6 q−2. Then,∑
16n6N
e
(
α1n+ · · ·+ αknk
)≪ N1+ε (q−1 +N−1 + qN−j)1/k(k−1) .
The following result can be deduced from [8, Prop. 13.4].
Lemma 2.7 (Vaughan’s Identity). Let u, v > 1 be real numbers. If n > v then,
Λ(n) =
∑
ab=n
a6u
µ(a) log b−
∑
ab=n
a>v,b>u
Λ(a)
∑
d|b
d6u
µ(d) −
∑
abc=n
b6u,a6v
µ(b)Λ(a).
Lemma 2.8. For any nonzero β ∈ R,
J (β) − L−1I(β)≪ N
δ/k
Lκ+2 +min{N
δ/k, |β|−δ/k} log logNL2 .
Proof. Using trivial estimate
∫ J
2
δxδ−1e(βxk)
(
(log x)−1 − L−1) dx≪ Jδ/k
log J
,
for any 2 < J < N 1/k. By partial integration
∫ N1/k
J
δxδ−1e(βxk)
(
(log x)−1 − L−1) dx≪ log
(N 1/k/J)
L log J supJ<t6N1/k
|Φ(β, t)|
where
Φ(β, t) =
∫ t
2
δxδ−1e(βxk)dx≪ min{tδ, |β|−δ/k}
uniformly for 2 < t 6 N1/k. Choosing J = N 1/k(logN )−c(κ+1) and combining
the above estimates completes the proof.
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2.4 Exponential sum estimates
This part constitutes the backbone of the entire paper and is to be used in the
proof of Theorem 1.
Lemma 2.9. Assume k > 3, D > 0, and g(x) ∈ R[x] is a polynomial of degree
not exceeding k. Let ℓ > k + 1 be an integer. Then, the estimate
∑
n∈I
e
(
g(n) +Dnδ
)
≪ N1+ε
(
(DN δ−k−1)σ + (DN δ)
σ
ℓ+1N−σ + (DN δ)−
ℓ−k
ℓ+1 σ
)
holds with σ−1 = ℓ(ℓ − 1) or with σ−1 = 2k whenever ℓ = k + 1, for any
subinterval I of (N, 2N ], where the implied constant depends only on ε, k and ℓ.
Proof. We shall first bound the sum∑
n∼N
e(g(n) +Dnδ)
for an arbitrary g(x) ∈ R[x] with deg g 6 k, and the result will follow by Lemma
2.5.
We can assume that 2ℓ+1 < DN δ < Nk+1, since otherwise the claimed
estimate holds trivially. Put f(x) = g(x)+Dxδ . For m ∈ Z with 1 6 m 6 M <
N/2, ∑
n∼N
e(f(n)) =
∑
n∼N
e (f(n+m)) +O(m).
Thus, summing over m ∈ [1,M ],
∑
n∼N
e(f(n))≪ 1
M
∑
n∼N
∣∣∣∣ ∑
16m6M
e (f(n+m))
∣∣∣∣+M.
Let Rj(x) = (1 + x)
δ − Fj(x), where Fj(x) =
∑
06i6j
(
δ
i
)
xi is the jth Taylor
polynomial of (1 + x)δ. Then, taking x = m/n,
f(n+m) = g(n+m) +Dnδ (Fℓ(m/n) +Rℓ(m/n))
= Pℓ(m) +Dn
δRℓ(m/n)
where Pℓ(x) =
∑ℓ
i=0 cix
i ∈ R[x], ck+1 = CDnδ−k−1, and 0 < |C| < 1. Not-
ing that R′ℓ(x) ≪ |x|ℓ uniformly for |x| 6 M/N < 1/2, we derive by partial
integration and Lemma 2.5 that
∑
m6M
e (f(n+m))
≪
(
1 +DN δ(M/N)ℓ+1
)
sup
γ∈[0,1)
∣∣∣∣ ∑
16m6M
e (Pℓ(m) + γm)
∣∣∣∣ logM.
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Note that |ck+1± 1/q| 6 q−2, where q =
⌊|ck+1|−1⌋ > 1 since |ck+1| < 1. Then,
taking ℓ = k+1 and applying Weyl’s inequality (cf. [13, Lemma 2.4]) yields for
any γ ∈ R that∑
16m6M
e (Pk+1(m) + γm)≪M1+ε
(
q−1 +M−1 + qM−k−1
)2−k
,
while it follows from Lemma 2.6 that for arbitrary ℓ > k + 1,∑
16m6M
e (Pℓ(m) + γm)≪M1+ε
(
q−1 +M−1 + qM−k−1
)1/ℓ(ℓ−1)
.
In either case, we choose M = N(DN δ)−
1
ℓ+1 so that we have 1 < M < N/2,
and thus we obtain∑
n∼N
e(f(n))≪ N1+ε (q−1 +M−1 + qM−k−1)σ +M.
Using the definitions of M and q, and the fact that σ < (ℓ − k)−1, we see that
the contribution of N1+ε(qM−k−1)σ is already larger than M , thus M can be
eliminated, and the result follows.
Lemma 2.10. Uniformly for any complex numbers an, bm with |an|, |bm| 6 1,
and g(t) ∈ R[t] of degree not exceeding k,
S(x, y) =
∑
m∼x
n∼y
mn∼N
anbme(hn
δmδ + g(mn))≪ N1+εmin{S1, S2, S3},
where
S1 = (|h|N δ−1x−ℓ)
σ/2
σ+ℓ+1 + (|h|N δ−1x−k) σ/21+σ
+ (|h|N δ)− ℓ−kℓ+1 σ/2 + (x/N)1/2 + x− ℓ−kℓ−k+1σ/2,
S2 = (x/N)
1/2 + (|h|N δ)−1/k(k+1)2 + x−1/2k(k+1)
+ (|h|N δ−1x−k)1/2(k2+k+1),
S3 = x
−2−k−1 + (x/N)1/2 + x2
1−2k−21−k(|h|N δx−1−k)−2−k−1
+ (|h|N δ−1x−k) 12k+2−2 .
(2.6)
Proof. We may assume that |h|N δ−1x−k < 1; otherwise, the assertion is trivial.
Applying Weyl-van der Corput inequality (cf. [5, Lemma 2.5]) we see that
S2(x, y)≪ (xy)
2
Q
+
xy2
Q
∑
16|q|6Q
max
y<n,n+q62y
|Γ(q, n, x)|
where 1 6 Q 6 y is to be chosen optimally, and
Γ(q, n, x) =
∑
m∈I
e
(
h((n+ q)δ − nδ)mδ + g ((n+ q)m)− g(nm)) , (2.7)
8
where I ⊆ (x, 2x] is an interval determined by the conditions m ∼ x, nm ∼ N ,
and (n+ q)m ∼ N .
If we apply Lemma 2.9 with D = |h ((n+ q)δ − nδ) |, noting that D ≍
|hq|yδ−1, we obtain
Γ(q, n, x)≪ x1+ε((|hq|N δ−1x−k)σ
+ (|hq|N δ−1x−ℓ) σℓ+1 + (|hq|N δ−1x)− ℓ−kℓ+1 σ).
Inserting this estimate above and summing over q yields
S2(x, y)(xy)−2−ε ≪ Q−1 + (Q|h|N δ−1x−k)σ
+ (Q|h|N δ−1x−ℓ) σℓ+1 + (Q|h|N δ−1x)− ℓ−kℓ+1 σ.
Using [5, Lemma 2.4] to choose 1 6 Q 6 y optimally, we conclude that
S2(x, y)(xy)−2−ε ≪ (|h|N δ−1x−ℓ) σσ+ℓ+1 + (|h|N δ−1x−ℓ) σℓ+1 + xN−1
+(|h|N δ−1x−k)σ + (|h|N δ−1x−k) σ1+σ
+(|h|N δ)− ℓ−kℓ+1 σ + x− ℓ−kℓ−k+1σ + (x−k−1) ℓ−k2ℓ+1−kσ.
Since |h|N δ−1x−k < 1, we can eliminate the second and the fourth terms, and
the last term is smaller than the penultimate one.
If we instead apply Lemma 2.3 (with k+1 in place of k) to (2.7), we obtain
Γ(q, n, x)≪ x1+ε
(
(|hq|N δ−1x−k)1/k(k+1)
+ x−1/k(k+1) + (|hq|N δ−1x)−2/k(k+1)2
)
,
which yields
S2(x, y)(xy)−2−ε ≪ Q−1 + (Q|h|N δ−1x−k)1/k(k+1)
+ x−1/k(k+1) + (Q|h|N δ−1x)−2/k(k+1)2 .
Using [5, Lemma 2.4] once again, we conclude that
S2(x, y)(xy)−2−ε ≪ x/N + (|h|N δ−1x−k)1/k(k+1) + x−1/k(k+1)
+ (|h|N δ)−2/k(k+1)2 + x−2/k(k+3) + (|h|N δ−1x−k)1/(k2+k+1).
Since |h|N δ−1x−k < 1, we eliminate the second term.
Finally, if we apply van der Corput’s result, Lemma 2.4, to (2.7) and carry
on similar calculations as above, we derive the desired estimate.
Lemma 2.11. For any ε > 0, and c ∈ (1, 2),
Sc,3(α,X) = Tc,3(α,X) +O
(
Xεmax
{
X
76δ+77
156 , X
79δ+75
157
})
Sc,k(α,X) = Tc,k(α,X) +O
(
X(1+δ)
ν−1
2ν−1+ε
)
, k > 4
holds uniformly for α ∈ R, where ν is given by (1.4).
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Proof. By (2.1), (2.2) and Merten’s Theorem (see [8, Equation (2.15)])
Sc,k(α,X) = Tc,k(α,X) +
∑
p6X
e(αpk)∆ψ(p) +O(log logX). (2.8)
In order to bound the middle term on the right, we divide the range of summa-
tion [2, X ] into dyadic intervals of the form (N, 2N ]. Applying Lemma 2.1 on
each such interval, we see that
∑
p∼N
e(αpk)∆(ψ − ψ∗)(p)≪ H−1N
∑
|h|<HN
∣∣∣∣ ∑
n∼N
e(hnδ)
∣∣∣∣.
Using the exponent pair (1/2, 1/2) (cf. [5, Ch. 3]) we obtain the estimate∑
n∼N
e(hnδ)≪ |h|1/2N δ/2 + |h|−1N1−δ (h 6= 0)
so that∑
p∼N
e(αpk)∆(ψ − ψ∗)(p)≪ NH−1N +B1/2 +H−1N logHNN1−δ, (2.9)
where B = HNN
δ.
Next, we turn to the sum involving ψ∗. First using partial summation and
then introducing von Mangoldt function we obtain
∑
p∼N
e(αpk)∆ψ∗(p)≪ 1
logN
max
N ′62N
∣∣∣∣ ∑
N<n6N ′
∆ψ∗(n)e(αnk)Λ(n)
∣∣∣∣+√N.
Recalling the definition of ψ∗ it is not too hard (see [5, 4.6]) to derive that∑
p∼N
e(αpk)∆ψ∗(p)≪ Θ(N) +
√
N,
Θ(N) =
N δ−1
logN
∑
16|h|6HN
max
N ′62N
∣∣∣∣ ∑
N<n6N ′
e(αnk + hnδ)Λ(n)
∣∣∣∣.
(2.10)
Assume that u, v > 1 are real numbers with uv 6 N . Using Lemma 2.7 we
write the inner sum on the right as E1 − E2 − E3 where
E1 =
∑
n6u
µ(n)
∑
N/n<m6N ′/n
e
(
α(nm)k + h(nm)δ
)
logm
−
∑
m6u
( ∑
ab=m
b6u,a6v
µ(b)Λ(a)
) ∑
N/m<n6N ′/m
e
(
α(nm)k + h(nm)δ
)
,
E2 =
∑
N<nm6N ′
n>v,m>u
Λ(n)
(∑
d|m
d6u
µ(d)
)
e
(
α(nm)k + h(nm)δ
)
,
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and
E3 =
∑
N<nm6N ′
u<m6uv
( ∑
ab=m
b6u,a6v
µ(b)Λ(a)
)
e
(
α(nm)k + h(nm)δ
)
.
Note that
E1 ≪ logN
∑
16n6u
max
N<N ′62N
∣∣∣∣ ∑
N/n<m6N ′/n
e
(
α(nm)k + h(nm)δ
) ∣∣∣∣. (2.11)
Thus, applying Lemma 2.9 with D = |h|nδ to the inner sum above and summing
over n 6 u we obtain
E1 ≪ N1+ε
(
(|h|N δ)σ(u/N)(k+1)σ−ε
+ (|h|N δ) σℓ+1 (u/N)σ−ε + (|h|N δ)− ℓ−kℓ+1 σ
)
.
Hence, the contribution to (2.10) from E1 is
≪ B1+ε
(
Bσ(u/N)(k+1)σ−ε +B
σ
ℓ+1 (u/N)σ−ε +B−
ℓ−k
ℓ+1 σ
)
. (2.12)
Next, we estimate the bilinear sums E2 and E3. We first note that E2 ≪
Nε
∑
x,y |S(x, y)|, where
S(x, y) =
∑
m∼x
bm
∑
n∼y
N<nm6N ′
ane
(
α(nm)k + h(nm)δ
)
,
with y > v, x > u, xy ≍ N and |an|, |bm| 6 1. Also, E3 ≪ logN
∑
x,y |S(x, y)|
with a similar bilinear sum S(x, y), where u < x 6 uv, xy ≍ N and |an|, |bm| 6
1. Applying the bound S1 in Lemma 2.10 we obtain
E2 + E3 ≪ N1+2ε
(
v−1/2 + (uv/N)1/2 + u−
ℓ−k
ℓ−k+1σ/2 + (|h|N δ)− ℓ−kℓ+1 σ/2
+ (|h|N δ−1u−ℓ) σ/2σ+ℓ+1 + (|h|N δ−1u−k) σ/21+σ
)
.
Choosing v = (N/u)1/2, we see that the contribution of E2 + E3 to (2.10) is
≪ B1+2ε
(
(u/N)1/4 + u−
ℓ−k
ℓ−k+1σ/2 +B−
ℓ−k
ℓ+1 σ/2
+ (BN−1u−ℓ)
σ/2
σ+ℓ+1 + (BN−1u−k)
σ/2
1+σ
)
. (2.13)
Combining (2.9), (2.12) and (2.13) we conclude that∑
p∼N
e(αpk)∆ψ(p)≪ NH−1N +B1−
ℓ−k
ℓ+1 σ/2+ε +B1/2
+ B1+ε
(
Bσ(u/N)(k+1)σ−ε + (u/N)1/4 +B
σ
ℓ+1 (u/N)σ−ε
+ u−
ℓ−k
ℓ−k+1σ/2 + (BN−1u−ℓ)
σ/2
σ+ℓ+1 + (BN−1u−k)
σ/2
1+σ
)
.
11
Note that the second term dominates the third. Since the first two terms are
independent of u, we choose
HN = N
1−(1+δ) 1−A(ℓ)
2−A(ℓ) , A(ℓ) =
(ℓ − k)σ
2(ℓ+ 1)
so as to balance them first. Note that with this choice, we have 1 < HN < N ,
and
NH−1N = N
(1+δ) 1−A(ℓ)
2−A(ℓ) , B = HNN
δ = N
1+δ
2−A(ℓ) .
In order to minimize NH−1N , we set
A = Ak = max
ℓ>k+1
A(ℓ).
It follows by an easy computation that ℓ = ⌊3k/2⌋ maximizes A(ℓ), and with
this choice of A, we find by setting u = N1/2 that all the remaining terms are
smaller than NH−1N , and thus we conclude that∑
p∼N
e(αpk)∆ψ(p)≪ N (1+δ) 1−A2−A+ε. (2.14)
Next, we estimate the inner sum in (2.11) using Lemma 2.3. This gives
E1 ≪ N1+ε
(
(hN δ)1/k(k+1)(u/N)1/k + (u/N)1/k(k+1) + (hN δ)−2/k(k+1)
2
)
,
whose contribution to (2.10) is
≪ B1+ε
(
B1/k(k+1)(u/N)1/k + (u/N)1/k(k+1) +B−2/k(k+1)
2
)
. (2.15)
Using the bound S2 in (2.6), we see that the contribution of E2 + E3 to (2.10)
is
≪ B1+2ε
(
(u/N)1/4 +B−1/k(k+1)
2
+ u−1/2k(k+1)
+ (BN−1u−k)1/2(k
2+k+1)
)
. (2.16)
Combining (2.9), (2.15) and (2.16) shows that (2.10) is bounded by
NH−1N +B
1−1/k(k+1)2 +B1+ε
(
B1/k(k+1)(u/N)1/k + (u/N)1/k(k+1)
+ u−1/2k(k+1) + (BN−1u−k)1/2(k
2+k+1)
)
.
Choosing HN to balance the first two terms again gives
NH−1N = N
(1+δ) 1−C2−C , C =
1
k(k + 1)2
.
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As before, for u = N1/2, all the remaining terms are dominated by NH−1N .
Thus, ∑
p∼N
e(αpk)∆ψ(p)≪ N (1+δ) 1−C2−C+ε. (2.17)
One can easily check that for 3 6 k 6 11, using Heath-Brown’s result
(Lemma 2.3) gives a better estimate since C > A. For k > 12, however, A > C,
which explains our choice in (1.4).
Finally, (only) for k = 3, one can do slightly better than Heath-Brown’s
estimate by using van der Corput’s estimate; namely, by Lemma 2.4 with q = 2,
it follows that
E1 ≪ N logN
((
hN δ(u/N)4
) 1
14 + (u/N)
1
8 + (hN δ)−
1
8N
1
16
)
whose contribution to (2.10) is
≪ B logN
(
(B(u/N)4)
1
14 + (u/N)
1
8 +B−
1
8N
1
16
)
. (2.18)
On the other hand, using S3 in (2.10), we obtain for k = 3,
E2 + E3 ≪ N1+ε
(
u−
1
16 +B
1
30 u−
1
10 + v−
1
2 +B−
1
16 (N/v)
1
32
+ (uv/N)
1
2 +B−
1
16 (uv)
1
32
)
.
Choosing v =
√
N/u and summing over h, the contribution from E2 + E3 is
≪ B1+ε(u− 116 +B 130N− 130 u− 110 + (u/N) 14 +B− 116 (uN) 164 ). (2.19)
Combining (2.9), (2.18) and (2.19), the total contribution is
≪ NH−1N +B1−
1
8N
1
16 +B1+ε
(
u−
1
16 + B
1
30N−
1
30u−
1
10 +B−
1
16 (uN)
1
64
+B
1
14 (u/N)
4
14 + (u/N)
1
8
)
.
Choosing u optimally above by using [5, Lemma 2.4] with 1 6 u 6 N , we have
that (2.10) is bounded by
≪ NH−1N +B1+ε
(
N−
1
16 +B
1
30N−
2
15 +B−
1
16N
1
64 +B
1
14N−
4
14 +B−
1
20N
1
80
+B
1
78N−
4
78 +N−
1
24 +B−
11
222N
1
111 +B
7
162N−
8
81 +B
1
54N−
2
27
)
,
Here, only the first term has HN with a negative exponent. Balancing terms
with an appropriate 1 6 HN 6 N using [5, Lemma 2.4] again, (2.10) is bounded
by
≪ Nε
(
1+N
14δ+1
16 +N
31δ−4
30 +N
60δ+1
64 +N
15δ−4
14 +N
76δ+1
80 +N
79δ−4
78 +N
24δ−1
24
+N
211δ+2
222 +N
169δ−16
162 +N
55δ−4
54 +N
7δ
15+
1
2 +N
31δ+27
61 +N
60δ+61
124 +N
15δ+11
29
+N
76δ+77
156 +N
79δ+75
157 +N
δ
2+
23
48 +N
211δ+213
433 +N
169δ+153
331 +N
55δ+51
109
)
.
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Comparing all the terms under the assumption that δ ∈ (1/2, 1), we end up
with ∑
p∼N
e(αpk)∆ψ(p)≪ Nεmax{N 76δ+77156 , N 79δ+75157 }. (2.20)
The result follows by inserting (2.14), (2.17) and (2.20) back to (2.8).
Lemma 2.12. If 1 < c < 12/11, then for any α ∈Mκ(a, q) with gcd(a, q) = 1,
1 6 a 6 q 6 Lκ and sufficiently large X, we have
Sc,k(α,X)− v(α− a/q)≪ Xδ exp(−C
√
logX),
where C > 0 is an absolute constant and the implied constant depends only on
κ and k.
Proof. Combining (2.8) with equations (2.9) and (2.10), in which we take HN =
N1−δ+ε, we see that
Sc,k(α,X)− Tc,k(α,X)≪
∑
N=2l6X
(
N δ−ε +Θ(N)
)
.
The inner sum in the definition of Θ(N) can be written as
∑
16m6q
(m,q)=1
e
(
amk
q
) ∑
N<n6N ′
n≡mmod q
e(βnk + hnδ)Λ(n) +O(q logN).
Removing e(βnk) by partial summation this double sum is bounded by
∑
16m6q
(m,q)=1
(
1 +NkLκX−kq−1) max
N<N ′62N
∣∣∣∣ ∑
N<n6N ′
n≡mmod q
e(hnδ)Λ(n)
∣∣∣∣.
Applying the estimate given as the first equation on page 323 of [2], which is
uniform both in m and q, we derive that
Θ(N)≪ N δ−1Lκ−1
∑
16m6q
(m,q)=1
q−1
∑
16|h|6HN
max
N ′62N
∣∣∣∣ ∑
N<n6N ′
n≡mmod q
e(hnδ)Λ(n)
∣∣∣∣
≪ N δ exp(−c1
√
logN)
for an absolute constant c1 > 0, and any fixed 1 < c < 12/11.
Next, we deal with Tc,k(α,X). Writing β = α− a/q
Tc,k(α,X) =
∑
16b6q
(b,q)=1
e(abk/q)
∑
p6X
p≡bmod q
δpδ−1e(βpk) +O(ω(q))
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where ω(n) is the number of distinct prime divisors of n. It follows from Siegel-
Walfisz theorem that ∑
p6x
p≡bmod q
1 =
1
ϕ(q)
∫ x
2
dt
log t
+ E(x),
uniformly for q 6 Lκ, where E(x)≪ x exp(−c2
√
log x) for an absolute constant
c2 = c2(κ) > 0 and large x. By partial integration we derive that
∑
p6X
p≡bmod q
δpδ−1e(βpk) =
∫ X
2−
δxδ−1e(βxk)
ϕ(q) log x
dx
+O
(
Xδ−1E(X) + Lκ
∫ X
2−
|E(x)|xδ−2dx
)
.
Using E(x) ≪ x when x is small (say x 6 √X) and the above bound for large
x in the last integral and inserting the result above we obtain
Tc,k(α,X) = v(α− a/q) +Oκ
(
Xδ exp(−c3
√
logX)
)
,
for sufficiently large X and some positive absolute constant c3 < c2. Combining
all the estimates above, the result follows.
3 Proof of Theorem 1.1
Recall that, for a fixed k > 3 and c > 1, R
(c)
s,k(N ) is the number of representations
of a positive integer N as in (1.1). It can be rewritten as
R
(c)
s,k(N ) =
∫
U
Sc,k(α,X)
se(−αN )dα,
where U is any interval of unit length and X = ⌊N 1/k⌋.
Lemma 3.1 (Major Arcs). Assume that s > max(5, k + 1), and that 1 < c <
min{ 1211 , sk}. Then, uniformly for integers m with 1 6 m 6 N , and κ > 4s2s−9 ,∫
Mκ
Sc,k(α,X)
se(−αm)dα = S(m)mδs/k−1 Γ(1 + δ/k)
s
Γ(sδ/k)Ls + o
(N δs/k−1
Ls
)
.
Proof. By Lemma 2.12 below,
Sc,k(α,X)− v(α − a/q)≪ XδE(X),
where E(X) = exp(−c2
√
logX), uniformly for α ∈Mκ(a, q) with (a, q) = 1 and
1 6 a 6 q 6 Lκ. Put β = α− a/q. Then,
Sc,k(α,X)
s − v(β)s ≪ (XδE(X))s +XδE(X)|v(β)|s−1.
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Therefore,
∑
q6Lκ
∑
a6q
(a,q)=1
∫
Mκ(a,q)
(
Sc,k(α,X)
s − v(α − a/q)s)e(−αm)dα = o (Xδs−kL−s) .
Furthermore,
∑
q6Lκ
∑
a6q
(a,q)=1
∫
Mκ(a,q)
v(β)se(−αm)dα =
∑
q6Lκ
Sm(q)
∫
|qβ|6 L
κ
Xk
J (β)se(−βm)dβ.
Using Lemma 2.8 together with (2.5) and the bound Sm(q)≪ q1−s/2+ε (which
follows from (2.4)), we see that replacing the integral J (β) above by L−1I(β)
introduces an error of size o(Xδs−k/Ls). We can then extend the integral over
β to R with another permissible error. By [1, Lemma 8],∫
R
I(β)se(−βm)dβ = mδs/k−1Γ(1 + δ/k)
s
Γ(sδ/k)
.
Finally, using ∑
q6Lκ
Sm(q) = S(m) +O
(
Lκ(2−s/2+ε)
)
completes the proof.
Lemma 3.2 (Minor Arcs). Assume that λ > 0, and t is an integer for which
(1.2) holds. Then,∫
mκ
|Sc,k(α,X)|sdα≪ Xδs−kL2t−1−λδ(s−2t)+η +X(s−2t)θ+2t−k+ε,
provided that κ > 26k(2 + λ), where θ is the exponent of X in the error term in
Lemma 2.11.
Proof. Using equation (2.8) we obtain∫
mκ
|Sc,k(α,X)|sdα≪ I1 + I2 +O ((log logX)s)
where
I1 =
∫
mκ
|Tc,k(α,X)|sdα, I2 =
∫
mκ
∣∣∣∣ ∑
p6X
e(αpk)∆ψ(p)
∣∣∣∣
s
.
We first bound I1. Let 2 < J 6 X be a constant to be determined. By partial
integration
Tc,k(α,X)≪ Jδ + Jδ−1 sup
J<t6X
∣∣∣∣ ∑
J<p6t
e(αpk)
∣∣∣∣.
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Take α ∈ mκ. By Dirichlet’s approximation theorem, one can find integers a, q
with 1 6 a 6 q 6 L−κXk such that |α − a/q| 6 q−1LκX−k. Since α ∈ mκ, we
have q > Lκ. Writing α = a/q + β, and using partial integration we obtain
∑
J<p6t
e(αpk)≪ sup
J<y6t
∣∣∣∣ ∑
J<p6y
e(apk/q)
∣∣∣∣ (1 + |β|tk) .
Following the proof of Lemma 2.5 and recalling that y 6 t 6 X ,
∑
J<p6y
e(apk/q)≪ logX sup
γ∈[0,1)
∣∣∣∣ ∑
p6X
e(apk/q + γp)
∣∣∣∣,
so that
Tc,k(α,X)≪ Jδ + Jδ−1 sup
γ∈[0,1)
∣∣∣∣ ∑
p6X
e(apk/q + γp)
∣∣∣∣ logX.
By [7, Theorem 10] it follows for arbitrary λ > 0 and any γ ∈ R that whenever
κ > 26k(2 + λ), ∑
p6X
e(apk/q + γp)≪ XL−λ−1.
Choosing J = XL−λ we conclude that
Tc,k(α,X)≪ XδL−λδ.
Using this bound together with Ho¨lder’s inequality yields
I1 6 sup
α∈mκ
|Tc,k(α,X)|s−2t
∫
mκ
∣∣∣∣ ∑
2l=N6X
∑
p∼N
δpδ−1e(αpk)
∣∣∣∣
2t
dα
≪ (XδL−λδ)(s−2t)L2t−1
∑
N6X
∫ 1
0
∣∣∣∣ ∑
p∼N
δpδ−1e(αpk)
∣∣∣∣
2t
dα.
By considering the underlying Diophantine equations we see that the last inte-
gral is
≪ N2t(δ−1)
∫ 1
0
∣∣∣∣ ∑
n6N
e(αnk)
∣∣∣∣
2t
dα.
Using (1.2) we conclude that for some η > 0,
I1 ≪ Xδs−kL2t−1−λδ(s−2t)+η . (3.1)
Next, we deal with I2. Note that
I2 ≪ sup
α∈mκ
∣∣∣∣ ∑
p6X
e(αpk)∆ψ(p)
∣∣∣∣
s−2t ∫ 1
0
∣∣∣∣ ∑
n6X
e(αnk)
∣∣∣∣
2t
dα.
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Using (2.8) and then applying Lemma 2.11 together with (1.2) we obtain
I2 ≪ X(s−2t)θ+2t−k+ε. (3.2)
Combining (3.1) and (3.2), the proof is completed.
The proof of Theorem 1.1 can now be completed by taking m = N in
Lemma 3.1 and observing that taking λ (and thus κ) sufficiently large in Lemma
3.2 ensures that the contribution from minor arcs is o(Xδs−kL−s) under the
additional assumption in (1.3).
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