This paper presents a new neural netwodc (NN) 
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Introduction and Basic Control Structure
This paper focuses on the NN based adaptive control. Due to the 'equality' of NN and fuzzy logic (FL) models (see Kecman and Pfeiffer, 1994) the same approach can be applied to the adaptive FL based control schemes. In particular, after presenting the basic guiding ideas of the NN based control approaches, we will introduce the Adaptive Buckthrough Control (ABC) scheme as one of the most serious candidate for the future control of the large class of nonlinear, partially known and timevarying systems Kecman and Rommel, 1997; Rommel, 1997 [Jordan, 19931 or of the [Saerens and Soquet, 19901 , as well as of [Saerens, Renders, and Bersini, 19961 
(t).
In a general case of a dynamic system f(u, y) represents a system of nonlinear differential equations. Here we will primarily be concerned with discrete-time systems, and the model of the plant in the discrete-time domain will be in the form of nonlinear discrete equation y(k+I) = f(u(k), y(k)). Now, the basic problem is how to learn, or obtain, the inverse model of the unknown dynamic plant by using NN?
The wide application of NN in control is based on the universal approximation capacity of neural networks and fuzzy models. Thus a learning (identification, adaptation, W i n g ) of the plant and inverse plant dynamics represents both the basic mathematical tool and the basic problem to be solved.
So far as the representation of dynamic system is concerned, we use a so-called NARMAX model here. In the extensive literature on modeling dynamic plants, it was proved that under some mild assumptions any nonlinear, discrete and time invariant system can always be represented by the following NARMAX model, [Landau, 19791) . The idenWication can be done by using either of the two schemes,
instant k, and yk-i and Uk+ (i = 1, ..., n and j = 1, ... It is hard to say which identification scheme is better. Narendra and Annaswamy ( For the ABC of linear system, the calculation of ud is straightforward. The forward model (NN in Fig 1 and Fig 3) 
Series-Parallel
Therefore, when applied to the control of linear systems, the calculation of the control signal ud by using (7) is similar to the medictive (deadhat) controller atyroach. Note that in the calculation of the best estimates of desired control signal Gd (k)
to the plant and to the NN, the desired output used. This is so-called series model presented in In the case of the nonlinear system control, the calculation of the desired control signal ud which corresponds to the desired output from the plant y d , is much more involved task. For the monotonic nonlinearities (i.e., for the one-to-one inverse mapping of the plant outputs y into its inputs U ) control signal ud can be calculated by an iterative algorithm which guarantees finding of 
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Results
Example 1: Nonlinear monotonic 1st order dynamic plant adapted from [Narendra and Parthasmthy, 19901 should be controlled by the ABC scheme comprised of the one network only. The plant equation is given below,
The neural network which simultaneously acts as a plant model and as its controller is comprised of 39 neurons in hidden layer. Basis functions in all HL neurons are the two-dimensional Gaussians with the same covariance matrix = diag(O.2750, 0.0833), and with positions determined by an orthogonal least squares selection procedure [On, 19961. NN was pretrained by using l(400 data pairs. Training input signal was a uniformly distributed random signal. (Note that the ABC control structure is much simpler than the one in [Narendra and Parthasarathy, 19901. They used two NN for the identification and one as a controller. Each network had 200 neurons. Besides, in the off-line training phase they used 25
After the training was done, a number of simulation runs had proved very good performance of the ABC scheme while controlling time invariant nonlinear system. Fig 4 (left) . Fig 4 (right) shows the error when the pretrained but fixed NN tried to control fast changing plant given below, 000 training pairs). This is a model of the plant which halves the plant gain in 500 steps. Without an adaptation the performance error e3 = y d e y increases rapidly (Fig  4, right) . (The plant gain is halved in 500 steps). The adaptation and control process is stable an4 in comparison to the error in Fig 4, Example 2: Consider the ABC of the following nonlinear non-monotonic dynamic plant, 
Conclusions
