Abstract-We consider the encoding complexity of two simple multicast network coding problem (2-SMNC). The network is a directed acyclic graph, where two messages are required to send from two sources to two groups of sinks respectively. We proved that the number of encoding links required to achieve a network coding solution is upper-bounded by max{3, 2N − 2} and the field size required to achieve a linear solution is upper-bounded by max{2, ⌊ √ 2N − 7/4+1/2⌋}, where N is the number of sinks. Both bounds are shown to be tight. 
I. INTRODUCTION
It is known that determining the capacity region, as well as analyzing the encoding complexity, for the multiple source multiple sink networks is very hard [5] , [4] . Recently, C. C. Wang and N. B. Shroff [6] investigated the two simple multicast network coding problem (2-SMNC), where two messages are required to send from two sources to two groups of sinks respectively, and showed that the solvability of the 2-SMNC problem can be characterized by the paths with controlled edge-overlap condition under the assumption of sufficient large encoding fields. They also proved that a 2-SMNC network is solvable if and only if it is linearly solvable and deciding the solvability of a 2-SMNC network is polynomial time complexity. However, they did not consider the encoding complexity of 2-SMNC networks further.
In our previous work [7] , by using a region decomposition approach, we gave another simple condition for solvability of the 2-SMNC problem and an O(|E|)-time algorithm to determine its solvability. In this paper, we further develop the region decomposition method and investigate the encoding complexity of 2-SMNC networks. We proved that to achieve a linear solution for 2-SMNC problem: (1) the number of required encoding links is upper-bounded by max{3, 2N −2}, where N is the number of sinks; and (2) the required field size is upper bounded by max{2, ⌊ √ 2N − 7/4 + 1/2⌋}. Both of the bounds are shown to be tight.
The rest of the paper is organized as follows. In Section II, we give the network model and some basic definitions. In Section III, we further develop the region decomposition approach. The bound of the number of required encoding links is given in Sections IV and the bound of required encoding field size is obtained in Section V. Finally, we conclude the paper in Section VI.
II. NETWORK MODEL AND NOTATIONS
We consider a finite, directed, acyclic graph G = (V, E), where V is the node set and E is the link set. There are two sources s 1 , s 2 ∈ V and two groups of sinks
We assume that messages are symbols of a fixed finite field and each link e = (u, v) is of unit capacity, i.e., it can transmit one symbol from node u to v per transmission.
For e = (u, v) ∈ E, u is called the tail of e and v is called the head of e and denoted by u = tail(e) and v = head(e). For e, e ′ ∈ E, we call e ′ an incoming link of e (and e an outgoing link of e ′ ) if head(e ′ ) = tail(e). Denote by In(e) the set of the incoming links of e.
As in [9] , we assume that each source s i has an imaginary incoming link, called the X i source link. Correspondingly, we assume each sink t i,j ∈ T i has an imaginary outgoing link, called the X i sink link. The following terms are used in their self-evident meaning. An X i link means the X i source link or an X i sink link. A source (resp. sink) link means the X 1 source (resp. sink) link or the X 2 source (resp. sink) link.
We assume that In(e) ̸ = ∅ if e ∈ E is not a source link. Otherwise e has no impact on the network and can be removed. In this paper, we always denote α 1 = (1, 0) and α 2 = (0, 1).
Definition 2.1 ([2]):
A linear network code of G is a collection of vectors C = {d e ∈ F 2 ; e ∈ E} such that: 
III. REGION DECOMPOSITION
In this section, we further develop the region decomposition approach in our previous work [7] , which can be viewed as a special case of our current approach.
Definition 3.1:
Meanwhile, e 0 is called the head of R and is denoted by e 0 = head(R). If E is partitioned into mutually disjoint regions, say 
Lemma 3.4: Let D be a region decomposition of G, and
Proof: It can be easily verified by Definition 3.1. (1) If R is an X i source region or an X i sink region, then
In the above, the vector d R is called the global encoding vector of region R. The region graph RG(D) is said to be feasible if it has a code over some finite field F. We also say a region decomposition D is feasible if RG(D) is feasible.
Remark 3.7: Let D be a feasible region decomposition of G andC = {d R ; R ∈ D} be a code of RG(D). ThenC can be extended to a linear network code of G. In fact, let C = {d e ; e ∈ E} such that d e = d R for any R ∈ D and e ∈ R. Then one can check that C is a linear network code solution of G. Clearly, e ∈ E is an encoding link of C only if e is the head of some non-source region.
The following lemma gives a condition for contracting a region decomposition without changing its feasibility. To characterize the feasibility of a region graph, we need label the region graph as follows.
Definition 3.9: Let D be a region decomposition of G and i ∈ {1, 2}. The X i labeling operation of D is defined recursively as follows.
(1) The X i source region and X i sink region are labeled with X i ; (2) A region whose parents are all labeled with X i is labeled with X i .
The X i labeling operation is well defined because RG(D) is acyclic. A region labeled with X i is called an X i region. A region which is neither X 1 region nor X 2 region is called a coding region. A region which is both X 1 region and X 2 region is called a singular region. Lemma 3.10 : Let D be a region decomposition of G with no singular region and each non-source region has at least two parents. SupposeC = {d R ∈ F 2 ; R ∈ D} such that Proof: Clearly,C satisfies (1) of Definition 3.6. So we only need to prove that for any non-source region R, d R is an F-linear combination of {d P ; P ∈ In(R)}. We have the following two cases.
Case 1: The parents of R are all X i regions for some i ∈ {1, 2}. By Definition 3.9, R is an X i region. So by condition
Case 2: There are P 1 , P 2 ∈ In(R) such that P 1 , P 2 are neither both X 1 regions nor both X 2 regions. By condition (2) IV. THE NUMBER OF ENCODING LINKS Throughout this section, we assume that G = (V, E) is a 2-SMNC network with two disjoint sink sets T 1 and T 2 . Note that under this assumption, the number of sinks equals to the number of sink links and is at least 2. Similar to the minimal subtree graph in [8] , we define the minimal region graph, which is closely related to the encoding complexity. 1) Each non-source region has exactly two parents.
2) Two regions which are adjacent or have a common child cannot be both X 1 regions, nor both X 2 regions. 3) Two adjacent coding regions have a common child. 4) If a coding region R is adjacent to an X i region, then there exists an X i region P , such that R and P have a common child, where i ∈ {1, 2}. Proof: 1) By Definition 4.1 and Lemma 3.8, each nonsource region has at least two parents. Similar to the minimal subtree graph in [8] , each non-source region has at most two parents. So each non-source region has exactly two parents.
2) is a direct consequence of Definition 3.6 and Lemma 4.3.
3) is similar to the minimal subtree graph in [8] . 4) Without loss of generality, suppose R is a coding region such that R is adjacent to an X 1 region Q and has no common child with any X 1 region. Since 1) holds, we can construct a codeC = {d R ∈ F 2 ; R ∈ D} of RG(D) as in Theorem 3.11. We alterC by letting d R = α 1 , and keep the rest of global encoding vectors unchanged. Since R has no common child with any X 1 region, this assignment is still a code of RG(D) (Lemma 3.10). Now, d R and d Q are linearly dependent, which contradicts to Lemma 4.3. So 4) holds.
In the following, we say Q is an X i parent (child) of R if Q is a parent (child) of R, and Q is an X i region.
Corollary 4.5: Let RG(D) be a minimal region graph of G. The following items hold.
1) An X i region is either an X i source region or an X i sink region (i ∈ {1, 2}). 2) A coding region has at lest two children which are sink regions. 3) If R ∈ D is a coding region such that no child of R is a coding region, then R has two children, say R 1 and R 2 , such that ∀i ∈ {1, 2}, R i is an X i sink region and has an X j -parent, where j ∈ {1, 2} and j ̸ = i. Theorem 4.6: For the minimal region graph of G, we have n ≤ max{1, N − 2}, where n is the number of coding regions and N is the number of sinks of G. There exist instances which achieve this bound, i.e., n = max{1, N − 2}.
Proof: Let K be the number of sink regions of D. Then
Let J be the number of edges of RG(D) which is from a coding region to a sink region. Suppose n ≥ 2. We shall prove n ≤ N − 2 by counting J in two different ways. Note that RG(D) is acyclic. We can impose a linear order on regions in D such that ∀{R,
Let P, Q be two coding regions such that for any coding region R / ∈ {P, Q}, R < P < Q. We need to consider the following two cases. Case 1: Q is a child of P . By 1) of theorem 4.4, the K sink regions have exactly 2K parents (not necessarily different). We declare that there are at least two sink regions which has a parent not being a coding region. (In fact, since Q is the largest coding region, no child of Q is a coding region. By 3) of Corollary 4.5, Q has two children R 1 and R 2 , such that R i is an X i sink region and has an X j parent (i ̸ = j).) Thus, we have
On the other hand, by 2) of Corollary 4.5, except Q, the n − 1 coding regions have at least 2(n − 1) children which are sink regions. We declare that Q has three children which are sink regions. (Note that P and Q are adjacent coding regions, by 3) of Theorem 4.4, P and Q have a common child, say R 3 . Since P and Q are the two largest coding regions, R 3 could not be a coding region. By 1) of Corollary 4.5, R 3 is a sink region. By comparing the parent set, we have
Equations (2), (3) imply n ≤ K − 3/2. Note that K ≤ N and n is an integer. So n ≤ N − 2.
Case 2: P and Q are not adjacent. By 1) of theorem 4.4, the K sink regions have exactly 2K parents (not necessarily different). We declare that there are at least 4 sink regions which has a parent not being a coding region. (As in Case 1, Q has two children R 1 and R 2 , such that R i is an X i sink region and has an X j parent (i ̸ = j). Moreover, since P, Q are the two largest coding regions and P, Q are not adjacent, no child of P is a coding region. Similarly, by 3) of Corollary 4.5, P has two children, say W 1 , W 2 , such that W i is an X i sink region and has an X j parent (i ̸ = j). By comparing the parent set, we have
and W 2 are four sink regions each of which has a parent not being a coding region.) Thus, we have
On the other hand, by 2) of Corollary 4.5, n coding regions have at least 2n children which are sink regions. So
Equations (1), (4) and (5) 
has at most 1 coding region. In summary, we have n ≤ max{1, N − 2}.
To prove the second claim, consider the graphs in Fig. 3 : (a) is a region graph with N ≥ 3 sink regions and n = N − 2 coding regions, and (b) is a region graph with N = 2 sink regions and n = 1 coding regions. Using Definition 4.1 and Theorem 3.11, one can easily check that they are both minimal feasible region graphs.
Theorem 4.7: Let G be a solvable 2-SMNC network with N ≥ 2 sinks, then G has a network code solution with at most max{3, 2N − 2} encoding links. There exist configurations which achieve this bound.
Proof: By Lemma 4.2, we can always find a minimal region graph of G. Then the results are obtained by Remark 3.7 and Theorem 4.6.
V. BOUNDS ON FIELD SIZE
In this section, following a same technical line as in [8] , we discuss the required field size for the 2-SMNC problem. Our result shows that the required field size for solving a 2-SMNC problem is no larger than that for solving the multicast session with two single rate flows [8] .
Let G be a solvable 2-SMNC network and RG(D) be a minimal region graph of G with n coding regions Q 1 , · · · , Q n . First, we define the associated graph of RG(D). Now, we present our main result. Theorem 5.6: Suppose G is a solvable 2-SMNC network with N sinks. Then the field with size q < max{2, ⌊ √ 2N − 7/4 + 1/2⌋} is sufficient to achieve a linear network code of G. There exist configurations for which the bound is achieved.
Proof: If N = 2, Then a binary field is sufficient for a solution, as has been proved in [6] . We prove that the field of size ⌊ √ 2N − 7/4 + 1/2⌋ is sufficient for a solution when N ≥ 3.
Let RG(D) be a minimal region graph of G with n coding regions and K sink regions. Let J be the number of edges of Ω D and k = χ(Ω D ) be the chromatic number of Ω D . We count J in two different ways.
By Lemma 5.4 and 5.5, each vertex of Ω D has degree at least 2 and at least k vertices of degree at least k − 1. We have
On the other hand, by 1) of Theorem 4.4, a region is a common child of two regions if and only if it is a nonsource region. By 1) of Corollary 4.5, a non-source region is either a coding region or a sink region. So there are n + K regions which are common child of two regions. By Lemma 5.3, including these n + K regions, at least one of them are the common child of S 1 and S 2 , where S 1 and S 2 are the X 1 source region and X 2 source region respectively. So by Definition 5.1, the total number of green edges and blue edges is at most n + K − 1. Plus the red edge, we have
Combining equations (6) and (7), we have
Note that K ≤ N . Solving equation (8) we have
By Lemma 5.2, a field of size q = k − 1 ≤ √ 2N − 7/4 + 1/2 is sufficient for a linear solution of G.
To prove the tightness of the bound, we construct a minimal feasible region graph by adding some X 2 sink regions to the graph in Fig.3 (a) . The construction is as follows: 1) For j ∈ {2, · · · , n − 1}, add an X 2 sink region as a common child of Q j and the X 1 source region; 2) For Q i and Q j , which are not adjacent, add an X 2 sink region as a common child of Q i and Q j .
Denote the resulted region graph by RG(D) and the corresponding region set by D. Using Definition 4.1 and Theorem 3.11, one can check that RG(D) is still a minimal feasible region graph. We now prove that the field size for any linear code of RG(D) is at least √ 2N − 7/4 + 1/2. Note that in Fig. 3 (a) : the n − 2 coding regions Q 3 , · · · , Q n are not adjacent to Q 1 ; the n − 3 coding regions Q 1 , · · · , Q j−2 , Q j+2 , · · · , Q n are not adjacent to Q j for each j ∈ {2, · · · , n − 1}; and the n − 2 coding regions Q 1 , · · · , Q n−2 are not adjacent to Q n . So in step 2), there are [2(n − 2) + (n − 2)(n − 3)]/2 = (n 2 − 3n + 2)/2 sink regions which are added into the graph. Clearly, n − 2 sink regions are added in step 1). So plus the original n + 2 sink regions, the total number of sink regions of RG(D) is N = (n + 2) + (n − 2) + (n 2 − 3n + 2)/2 = (n 2 + n + 2)/2. 
VI. CONCLUSIONS
We investigated the encoding complexity of the 2-SMNC problem by a region decomposition method. For a solvable 2-SMNC network, we can always find a feasible region graph and give a solution by a simple labelling operations on the region graph and decentralized assigning encoding kernels to the coding regions. Furthermore, by reducing a feasible region graph to a minimal region graph, some marvellous local properties appear, from which we obtained the encoding complexity of the network.
