In this paper we develop a new semi-parametric model for conditional correlations, which combines parametric univariate GARCH-type specifications for the individual conditional volatilities with nonparametric kernel regression for the conditional correlations. This approach not only avoids the proliferation of parameters as the number of assets becomes large, which typically happens in conventional multivariate conditional volatility models, but also the rigid structure imposed by more parsimonious models, such as the dynamic conditional correlation model. An empirical application to the 30 Dow Jones stocks demonstrates that the model is able to capture interesting asymmetries in correlations and that it is competitive with standard parametric models in terms of constructing minimum variance portfolios and minimum tracking error portfolios.
1 Introduction 1 generalizations to allow for richer correlation dynamics, while still keeping the number of parameters within reasonable bounds even for large numbers of assets.
2 On the other hand, Pelletier (2005) and Silvennoinen and Teräsvirta (2005) proposed
Regime-Switching Conditional Correlation models, where the correlations switch back and forth between a limited number of different values, according to an unobserved Markov-Switching process or according to the value of observed exogenous variables, respectively. The main disadvantage of these models is that correlation targeting can no longer be applied in a straightforward manner, such that the number of parameters to be estimated again grows rapidly (that is, quadratically) with the number of assets.
In this paper we put forward a new semi-parametric model for the conditional covariance matrix that is flexible yet easy to estimate even in high dimensions.
The model is semi-parametric in the sense that the conditional variances are described parametrically, for example using standard univariate GARCH-type models, while the conditional correlations are estimated using nonparametric techniques.
The conditional correlations are assumed to depend on an observable exogenous (or pre-determined) variable. The appropriate choice of this conditioning variable depends on the particular application. For example, in Section 4 below, we model the correlations between the 30 individual stocks included in the Dow Jones Industrial Average (DJIA) index, and allow these to depend on the market volatility and market return. These variables are motivated by both theoretical and empirical considerations. First, as shown by Andersen et al. (2001) , in case asset returns exhibit a factor structure, the correlations are affected by the conditional volatility of the latent factor. In particular, under quite realistic assumptions concerning the factor loadings high factor volatility induces high correlations between individual asset returns. In the context of the DJIA stocks, a factor structure is a sensible possibility and, furthermore, the market portfolio is a natural candidate to use as a proxy for the latent common factor. Additional empirical evidence supporting the hypothesis that correlations increase in high volatility states can be found in Longin and Solnik (1995, 2001) , and Ramchand and Susmel (1998) , but see Loretan and English (2000) and Forbes and Rigobon (2002) for critical discussion. Second, modelling the correlations as a function of the lagged index return is motivated by the literature on "correlation breakdown", which has documented that typically asset correlations increase in bear markets, but are not affected (or to a much lesser extent) in bull markets, see Longin and Solnik (2001) , Ang and Chen (2002) , Butler and Joaquin (2002) , and Campbell, Koedijk and Kofman (2002) , among others.
The idea of allowing the conditional correlations to depend on exogenous factors resembles the regime-switching model of Silvennoinen and Teräsvirta (2005) .
However, instead of a priori imposing a certain parametric specification for the correlation functions, we suggest a nonparametric estimator. Basically, a NadarayaWatson kernel regression is applied to each conditional correlation individually, using the same bandwidth to guarantee that the resulting estimator of the correlation matrix is positive definite. In order to obtain a genuine correlation matrix in finite samples, we apply the same transformation as in the DCC model of Engle (2002) .
Our nonparametric estimator only requires the assumption that correlations are smooth functions of the conditioning variable, while the data completely determines the appropriate shape of the functional relationship. An additional advantage of is that the individual correlation functions are allowed to exhibit quite different shapes, which is problematic in currently available parametric specifications as will become clear below.
The paper proceeds as follows. In Section 2, we briefly review the various conditional correlation models that have recently been proposed. We describe our new semi-parametric model in Section 3, including a detailed discussion of the issues involved in the nonparametric part of the estimation procedure. In Section 4, we consider daily returns of the 30 stocks included in the Dow Jones Industrial Average
Index over the period [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] , and apply several models to describe the dynamics in the conditional covariance matrix of these stocks. We find that our new semiparametric model is competitive with rival specifications, in particular in terms of tracking error minimization. We conclude in Section 5, also pointing out interesting directions for future research. The Appendix contains a proof of the consistency and asymptotic normality of the semi-parametric estimator developed in Section 3.
2 Dynamic conditional correlation models
In this section we review existing models for describing the dynamics in conditional correlations of asset returns. These models are a specific sub-group within the general class of multivariate GARCH models. We refer to Bauwens, Laurent and Rombouts (2005) for elaborate discussion of other models in this class.
Let r t denote an N -dimensional vector time series, such as daily returns on the stocks in the Dow Jones index. Suppose for simplicity (but without loss of generality)
that the conditional mean of r t is constant and equal to zero, but that its conditional covariance matrix is time-varying. That is, we have the generic model
V(r t |F t−1 ) = E[r t r t |F t−1 ] = H t ,
where F t is the information set that includes all information up to and including time t. The conditional covariance matrix H t can be decomposed as
with D t (θ) = diag( √ h 1t , . . . , √ h N t ) a diagonal matrix with the square root of the conditional variances h it , parameterized by the vector θ, on the diagonal. For example, h it can be described by the univariate GARCH-model of Bollerslev (1986) or nonlinear extensions such as the GJR-GARCH model of Glosten, Jagannathan and Runkle (1993) . The matrix R t , with the (i, j)-th element denoted as ρ ijt , is the possibly time-varying conditional correlation matrix. As noted by Engle (2002) , R t also is the conditional covariance matrix of the standardized disturbances ε t = D −1 t (θ)r t , that is
Different specifications of R t give rise to different models. First, the constant conditional correlation (CCC) model of Bollerslev (1990) assumes that R t = R is constant. In that case, estimation is straightforward and can be performed in two steps. First, one estimates univariate GARCH models for the individual series r it , i = 1, . . . , N , using (quasi) maximum likelihood to obtain estimates of the conditional variances h it . Second, R can be consistently estimated by the sample covariance 4 matrix of the standardized residualsε t = D −1 t r t , that is R = T −1 T t=1ε tε t with T denoting the sample size.
Second, Engle (2002) and Tse and Tsui (2002) introduced the class of dynamic conditional correlation (DCC) models, where R t is allowed to vary according to a GARCH-type process, such as
whereQ = E[ε t ε t ] is the unconditional covariance matrix of standardized returns, Q * t is a diagonal matrix containing the square roots of the diagonal elements of Q t and α and β are scalars. The attractive feature of the DCC model is not only that two-step estimation is still feasible, but also that "correlation targeting" can be used in the second step. That is, after estimating univariate GARCH models for the conditional volatilities h it in the first step,Q can be replaced by the sample covariance matrix of the standardized residualsε t . This imposes the restriction that the unconditional correlations as implied by the model are equal to the unconditional sample correlations, and reduces the number of parameters to be estimated in the second step to two, namely α and β. Engle and Sheppard (2001) prove consistency and asymptotic normality of this two-step estimator. Note that correlation targeting is the multivariate analogue of variance targeting in the univariate GARCH framework as introduced by Engle and Mezrich (1996) .
The DCC model in (5) has two particular features that may render it too restrictive in practice. First, the model imposes all correlations to have the same dynamic pattern as governed by the parameters α and β. It is not difficult to come up with examples of situations where this restriction may be violated. For example, correlations between stocks from the same industry may behave rather differently from correlations between stocks from different industries. Second, the model implies symmetry, in the sense that a pair of positive standardized returns ε it and ε jt has the same effect on the conditional correlation as a pair of negative returns of the same magnitude. Recent empirical evidence in Ang and Chen (2002) , among others, indicates the presence of asymmetries in correlations, suggesting for example that correlations increase for large downward stock price movements but not, or less, for large upward movements.
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Several extensions of the basic model in (5) have been developed that alleviate these shortcomings. Hafner and Franses (2003) suggested the semi-generalized DCC (SGDCC) model that allows for asset-specific news impact parameters by replacing (5) with
where denotes the Hadamard product and α now is an (N × 1) vector, α = (α 1 , α 2 , . . . , α N ) , andᾱ = N −1 N i=1 α i is the average news impact parameter. The memory parameter β can be made asset-specific in identical fashion. Note that the number of parameters in (7) increases linearly with the number of assets N . Cappiello et al. (2003) allowed for nonlinear impact of shocks on the conditional correlations, in particular of simultaneous negative shocks in assets i and j, by considering the asymmetric DCC (ADCC) model
where n t = I[ε t < 0] ε t , with I[A] being the indicator function for the event A,
In estimation of the ADCC model,N can be replaced by its sample analogue T −1 T t=1n tn t , such that the number of parameters is equal to three independent of the number of assets included. Combining the ideas in (7) and (8) is also possible, see Cappiello et al. (2003) .
Third, Pelletier (2005) developed a Markov-Switching conditional correlation model that allows the conditional correlations to switch between k distinct values, by specifying the conditional correlation matrix in (3) as
where s t is an unobserved first-order Markov process with k states, with transition probabilities P [s t = j|s t−1 = i] = p ij , for i, j = 1, . . . , k. Note that in contrast to the DCC-type models discussed above, this model does not necessarily imply any direct dynamic dependence in the conditional correlation matrix, although there is indirect dependence through the Markov-character of s t . Estimation of the parameters in this model can again be done using a two-step approach, where in the second step the EM-algorithm can be employed, see Pelletier (2005) for details. Note however that correlation targeting is not possible here. Hence, the elements in the R st , s t = 6 1, . . . , k matrices have to be treated as unknown parameters such that the number of parameters to be estimated in the second step equals k(N (N − 1)/2 + (k − 1)).
Fourth, Silvennoinen and Teräsvirta (2005) consider a smooth transition conditional correlation (STCC) model that allows the conditional correlations to vary continuously between two extremes, according to the value of an observed variable
where the function G(x t ; γ, c) is continuous and bounded between 0 and 1. For example, G(x t ; γ, c) can be the logistic function
which tends to 0 (1) for very small (large) values of the transition variable x t , relative to the threshold parameter c. The parameter γ determines the smoothness of the change from 0 to 1 as x t increases. The transition variable x t should of course be included in the information set F t−1 to make the model operational and useful for forecasting purposes. Although the parameters in this model can again be estimated using a two-step approach, correlation targeting is not possible, such that the number of parameters to be estimated in the second step equals 2N (N −1)/2+2. An interesting special case of the STCC model (10) with (11) arises when the parameter γ → ∞, such that the change of the correlation matrix from R 1 and R 2 occurs instantaneously at x t = c. In that case, estimation of the parameters is simplified considerably, in the sense that correlation targeting becomes possible again. Note that, if
For a fixed value of c, R 1 and R 2 can then be replaced by their sample analogues (
and (
−1 T t=1n 2tn 2t , respectively. This leaves only c to be estimated, which can be achieved by means of grid search.
A crucial ingredient of the STCC model is of course the transition variable x t .
Berben and Jansen (2005) take x t = t in an application to industry stock returns, effectively modelling a gradual structural change in correlations. Alternatively, x t could be taken to be a lagged market return or volatility, motivated by the correlation breakdown effect and by the presence of a factor structure, respectively, as discussed in the Introduction. Silvennoinen and Teräsvirta (2005) develop an LM-type test 7 for the constancy of the correlation matrix against the STCC-alternative, which also can be used as a guiding tool in the choice of the appropriate transition variable x t .
A semi-parametric conditional correlation model
In this section we put forward our semi-parametric conditional correlation model.
The model can be considered a generalization of the STCC model of Silvennoinen and Teräsvirta (2005) given in (10) and (11). We are sympathetic to the idea that the conditional correlations depend on exogenous factors such as the market return or volatility. However, the STCC model is restrictive, in the sense that it imposes that all correlations depend on x t in the same way, as determined by the transition function G(x t ; γ, c). This assumption may be unrealistic in practice, as one can easily imagine that different correlations respond differently to changes in x t ; see the factor model in Andersen et al. (2001) and the empirical application in Silvennoinen and Teräsvirta (2005) for examples. It might be possible to generalize the STCC model to allow for asset-specific smooth transition in correlations, similar to the SGDCC model of Hafner and Franses (2003) in (7). In that case, however, it would be difficult, if not impossible, to guarantee positive definiteness of the correlation matrix for all values of x t . In addition, even if it is reasonable to assume that all correlations have the same functional relationship to x t , the specific form of this dependence, such as the logistic function in (11), is not likely to be known a priori.
Hence, we suggest to model the conditional correlation matrix in a nonparametric way.
In sum, we propose the following semi-parametric model:
with D t (θ) as defined before, E[ε t | F t−1 ] = 0 and
where x t is an observed variable, for example, the market return or volatility at time t − 1. Assuming that we have a √ T -consistent estimator of θ, which we denote bŷ θ, the standardized residuals are then defined byε t = D t (θ) −1 r t . These are used in the second stage to estimate R(x) nonparametrically, as
8 where
where
K is a kernel function and h a bandwidth parameter.
As before, Q * (x) is a diagonal matrix with the square roots of the diagonal elements of Q(x) on its diagonal. Hence the (i, j)-th element of R(x) in (14) can be written
.
The estimator R(x) in (14) is essentially a transformed Nadaraya-Watson estimator applied to the elements of the matrixε tε t . Of course, other nonparametric estimators such as local polynomials could be used as well, see e.g. Fan and Gijbels (1996) , Härdle, Lütkepohl and Chen (1997) and Pagan and Ullah (1999) for reviews, and Fan and Yao (1998) and Ziegelmann (2002) for applications to volatility modelling. Recall that the conditional covariance matrix of r t can be written as
where the semi-parametric character of the model for H t now becomes obvious:
is modelled parametrically using standard univariate GARCH-type models, for example, while the correlation matrix R(x) is treated in a nonparametric fashion.
Note that (15) essentially boils down to univariate kernel regression. Hence, unlike many of the early-stage multivariate GARCH models and unlike many estimation problems in nonparametric analysis, our semi-parametric model does not suffer from the curse of dimensionality. It is straightforward to see that (14) generalizes the STCC model in (10) as we do not impose that all correlations are related in the same way to x t , nor do we assume any particular parametric form for this dependence. Also recall that one is likely to encounter difficulties in estimation when applying the STCC model to large systems given that correlation targeting is not possible. Using the non-parametric estimator in (14) and (15) this problem obviously is avoided. Note that this also suggests that our semi-parametric model might be used in exploratory data analysis to examine the shape of the dependence of ρ ijt on x t .
Apart from the choice of x t , the crucial decision to be made when implementing the non-parametric estimator of the conditional correlation concerns the bandwidth h. One option would be to use a constant bandwidth, which could be selected using cross-validation or the plug-in method, see e.g. Pagan and Ullah (1999) . This has the drawback that the variance of R(x) becomes very large near the boundaries of the support of x t or more generally in areas of the support of x t where the data is sparse.
To alleviate the problem of data sparsity we suggest to use local bandwidths. In particular, we allow h to depend on the design density
where b is a positive constant and 0 ≤ a ≤ 1. For positive values of a, this implies that the bandwidth becomes larger when relatively few observations around the point x t = x are available such that f (x) is small, while h(x) becomes smaller in high density regions. For a = 0 one has the standard kernel smoother with constant Jennen-Steinmetz and Gasser (1988) showed that a = 1/4 corresponds roughly to spline smoothing and a = 1 to generalized nearest-neighbor smoothing. In the empirical application in the next section, we will illustrate the sensitivity of the estimates of R(x) to different values of a.
In Theorem 1 below we state the asymptotic properties of the nonparametric estimator of the conditional correlation matrix as given (14) and (15). Using the notation η t = vech(ε t ε t ) and r(x) = vech(R(x)), we have
Also, denote byf (x) an estimator of f (x), the density of x t . Under the assumptions stated in the appendix, the nonparametric estimator of R(x) is consistent and asymptotically normal, as detailed in the following theorem.
Theorem 1 Under Assumptions (A1) to (A6), and b → 0 as T increases such that
1. The diagonal elements of the matrix Q in (15) converge in probability to 1: (14) is consistent and asymptotically normal:
The estimator R(x) in
The proof of the theorem is given in the Appendix. Also, an explicit expression for V(η t | x t = x) is given there, which depends on R(x) and on the fourth moment characteristics of the innovations ε t . If these are assumed to be normally distributed, then a consistent estimator of V(η t | x t = x) is easily constructed by replacing R (x) byR(x). If the distribution is unknown, then fourth moments of ε t can be estimated using corresponding moments of the standardized residualsε t , but for consistency we would need the assumption of finite eight moments.
Empirical application
In this section we explore the potential of our semi-parametric correlation model to describe and forecast the conditional covariance matrix of asset returns. We are mainly interested in empirically relevant situations where the number of assets N is fairly large, in which it is difficult to apply early-stage multivariate GARCH models and the regime-switching correlation models (9) 
Data
The sample period covers 15 years, running from January 1, 1989 until December 31, 2003. Days on which the stock exchange was closed were removed from the sample, leaving a sample size of T = 3784 observations. We use the first decade 1989-1998 (2528 observations) for in-sample estimation and analysis of competing models, and set aside the final five years 1999-2003 (1256 observations) for out-ofsample forecasting.
Part of the challenge in this application stems from the fact that the general trend in the stock market was quite different during the initial estimation period and the forecasting period. The 1990's were characterized by a prolonged bull market, which ended with the burst of the internet bubble and was followed by a bearish market around the turn of the millennium. Tables 1 and 2 show annualized means and standard deviations of the daily stock returns, which obviously reflect the overall market sentiment. All 30 stocks had large positive average returns during the first decade of our sample period, while the average return turned negative for 18 stocks during the final five years. Only the stocks of Alcoa Inc. (AA) and 3M Company (MMM) had higher returns during the period 1999-2003 than during the preceding 10 years. It is also seen that the volatility of stock returns was considerably higher during the last five years of the sample period. For most stocks the standard deviation increased by about 50%. Tables 1 and 2 also contain estimation results from the three-factor regression model developed by Fama and French (1993, 1996) , given by
where r it is the daily return for stock i, r f,t is the risk-free rate, r M,t is the market portfolio return, r SMB,t (Small-Minus-Big) and r HML,t (High-Minus-Low) are size and book-to-market factor portfolio returns. The size factor return r SMB,t is computed as the difference between the returns on portfolios of stocks with small and large market capitalization, while r HML,t is obtained similarly using portfolios of stocks with high and low book-to-market values. We employ the daily market and factor returns available on the website of Kenneth French. 3 Most of the DJIA stocks move one-to-one with the market, given that the estimates of β i,M are fairly close to 1.
Exceptions include Johnson and Johnson (JNJ) and JP Morgan (JPM), for which we find very low and high market betas, respectively. In general, the difference in β i,M during the two sub-periods is not very large. The negative estimates of β i,SMB
are not surprising of course, given the size of the DJIA stocks. For the majority of stocks we find that β i,HML was substantially higher during the period [1999] [2000] [2001] [2002] [2003] than during the years 1989-1998. We return to these estimates below.
- Tables 1 and 2 about here -
The increase in volatility mentioned above is also evident from Table 3 , which shows summary statistics of the distribution of daily stock return variances, covariances and correlations. It is seen that the average daily stock return variance doubled during the last five years of the sample period, from just over 3% to more than 6%.
The same holds for the average covariance between the 30 DJIA stocks, which increased from 0.83 to 1.69. Interestingly, the standard deviation of the variances also doubled, while the standard deviation of the covariances even tripled. This leads to the conclusion that probably the average correlation did not change much, but the spread in the correlations increased considerably. Indeed, as shown in the final column of Table 3 , the average correlation in both subperiods was equal to 0.28, but the standard deviation of the correlations jumped from 0.066 to 0.12.
- Table 3 about here -
Models
For the implementation of all conditional correlation models considered (except Riskmetrics as discussed below), we use the asymmetric GJR-GARCH model of Glosten et al. (1993) to describe the conditional volatilities of the individual daily stock returns. In this model, the conditional volatility of r it evolves according to
allowing positive and negative lagged returns to have a different impact on current volatility. Typically, γ i > 0 for stock returns, such that negative returns have a larger effect on volatility than positive returns of the same magnitude. Results obtained with symmetric GARCH(1,1) and with asymmetric power GARCH (AP-GARCH) volatility models are qualitatively similar to the ones reported below, and are available upon request.
We examine two choices for the conditioning variable in the nonparametric correlation estimator (15): the logarithm of the contemporaneous daily market volatility and the one-day lagged weekly market return, denoted as log(h M,t ) and r M,w,t−1 , respectively. As explained in the Introduction, these variables are motivated by the empirical observations that correlations increase when market volatility is high and when market returns are low. Market returns are measured by the returns on a value-weighted portfolio of all NYSE, AMEX, and NASDAQ stocks, again taken from Kenneth French's website. We are able to employ the logged contemporaneous market volatility log(h M,t ) as conditioning variable x t and still use the model for forecasting purposes by estimating a GJR-GARCH model (19) for daily market returns and obtaining the fitted valueĥ M,t . Note that this can be constructed using only information dated t − 1 and earlier.
We (1 − u 2 ) 2 I(|u| ≤ 1) and a standard kernel density estimator with plug-in bandwidth for the density of x t .
For comparison, we also estimate the CCC model with R t = R, the standard DCC model (5) and (6), the asymmetric DCC model (8), and the STCC model (10) also using the logged contemporaneous daily market volatility and one-day lagged weekly market return as transition variable x t in the logistic function (11). We also consider the RiskMetrics (RM) model which specifies the conditional covariance matrix as
with λ = 0.94. Finally, following Chan, Karceski and Lakonishok (1999) we implement single-factor (SF) and three-factor (TF) models. The three-factor model uses the excess return on the value-weighted market portfolio and the size and book-tomarket factor returns, and effectively boils down to implementing (18) with the raw stock return r it as the dependent variable. The conditional covariance matrix of the stock returns is then given by
where B is the matrix of factor loadings of the stocks, Ω t is the conditional covariance matrix of the factors, and S t is a diagonal matrix containing the idiosyncratic conditional variances. For convenience, we assume that the factors are uncorrelated, such that Ω t also is diagonal, and that the conditional variance of each factor can be adequately described by means of a GJR-GARCH model (19). The same model is also used for the idiosyncratic variances in S t . The single-factor model only includes the excess market return, that is β SMB and β HML in (18) are set equal to 0.
Estimation results
Figures 1 and 2 plot the average correlation between the DJIA stocks together with the 10th and 90th percentiles obtained from the for the semi-parametric models with the contemporaneous log-volatility log(h M,t ) of the value-weighted market portfolio and with the lagged weekly market return r M,w,t−1 , respectively, estimated with daily returns over the period 1989-1998. From Figure 1 it is seen that for all values of a considered, the average correlation behaves similarly and increases with lagged volatility from 0.25 to 0.50, consistent with a one-factor model as discussed before.
The increase in correlations for high volatility is more pronounced for small values of a. Turning to Figure 2 , we observe that the average correlation appears to increase for negative lagged market returns, while it remains fairly constant for positive values of r M,w,t−1 , in particular for a ≤ 0.50. This corresponds quite well with the patterns documented in Longin and Solnik (2001) and Ang and Chen (2002) . For a = 0.75, the correlations increase for large positive index returns as well, albeit the effect of negative index returns is stronger. and a = 0.50 in both cases. It appears that using market volatility as conditioning variable leads to more sizable changes in the conditional correlations than using the market return. At the same time however, the average conditional correlation based on the model with x t = log(h M,t ) evolves more smoothly, with the average correlation based on the model with x t = r M,w,t-1 showing more erratic short-run behavior.
- Figure 3 about herePanels (c) and (d) of Figure 3 show the average correlation and the 10th and 90th percentiles based on the DCC model and the single-factor model, respectively. For the DCC model, the average correlation varies very little over time. In contrast, the conditional correlations implied by the SF model vary considerably. This is a direct consequence of the single-factor structure together with the use of a GJR-GARCH model for the conditional variance of the factor. In the SF model with the excess market return as the single factor, B in (20) reduces to a vector consisting of the stocks' betas β j,M , while Ω t = h M,t is a scalar. The conditional correlation between stocks i and j then is equal to
where s 2 it is the idiosyncratic conditional variance of stock i. As shown by Andersen et al. (2001) , it follows that ∂ρ ijt /∂h M,t > 0 if β i,M , β j,M , h M,t > 0. Hence, as long as the market betas of two stocks are both positive, an increase in market volatility will lead to an increase in their conditional correlation. Given that all betas for the DJIA stocks are positive and not too different from each other, see Table 1 , all pairwise conditional correlations increase when h M,t becomes higher. Additionally, the GJR-GARCH model for the market portfolio returns implies considerable variation in h M,t , leading to the substantial changes in the conditional correlations as seen in Figure   2 and supporting the 'correlation breakdown' effect with a much larger increase in correlation for large negative market returns than for large positive ones. At first sight this may seem surprising but in fact it is a direct consequence of the use of a GJR-GARCH model for the market volatility. In that model, large past returns lead to high current volatility, while the parameter estimates are such that negative returns increase volatility more than positive returns of the same magnitude. The higher volatility in turn increases the correlations between the stocks.
- Figure 4 about here - 
Minimizing portfolio variance using correlation forecasts
We follow the recommendation of Engle and Sheppard (2001) to judge the adequacy of the dynamic correlation models by examining certain characteristics of stock portfolios that are constructed based on covariance matrix forecasts from the models. In particular, we consider the global minimum variance portfolio (MVP), which is often used for judging the goodness of fit of multivariate volatility models, see e.g. Chan, Karceski and Lakonishok (1999) . The MVP weights are given
, where H t is the one-step ahead forecast of the conditional covariance matrix constructed at time t − 1, and ι is a (N × 1) vector of ones.
Note that the MVP weights only depend on forecasts of the conditional covariance, such that forecasting expected returns, which is known to be notoriously difficult, is avoided. For each MVP based on the different covariance models we consider the average return, standard deviation, Sharpe ratio and tracking error relative to the S&P 500 index. The latter is defined as the square root of the mean squared difference between the portfolio's return and the S&P 500 return. For comparison purposes, we also construct equally-weighted and value-weighted portfolios and the minimum variance portfolio. For the equally-weighted portfolio (EWP), the portfolio weights are constant and equal to w t = N −1 ι, where . The time-varying weights for the value-weighted portfolio (VWP) are obtained as w t = w t−1 (1+r t−1 ) (1+rt) ι , starting
with an equally-weighted portfolio at t = 0, cf. Engle and Sheppard (2001) .
The EWP and VWP provide reasonable benchmarks to assess the extent to which optimization actually helps in reducing portfolio variance. In addition, together with the MVP they can be used to further evaluate the covariance models by considering additional portfolio characteristics. First, we compute the variance of the standardized portfolio returns r p,t = w t r t / w t H t w t . If the multivariate conditional covariance model is correctly specified, the variance of r p,t should be equal to 1, for any choice of weights w t . Second, we compute one-day Value-at-Risk (VaR)
forecasts asσ p z q , whereσ p is the one-step ahead forecast of the portfolio standard deviation,σ p = w t H t w t . In contrast to Engle and Shephard (2001) , for example, we do not use the q-th quantile of the standard normal distribution for z q . Rather, we employ the quantiles of the standardized in-sample portfolio returns obtained using the relevant weights w t . We consider one-day VaR forecasts at 100 × q=1%, 5%
and 10%. The accuracy of the VaR forecasts is assessed by means of the Dynamic Quantile test of Engle and Manganelli (2004) . For that purpose, define the binary variable HIT t such that HIT t = 1 if the portfolio return is below the VaR forecast and 0 otherwise. Under the null hypothesis of a correctly specified model for the conditional covariance matrix and hence for the VaR forecasts, the HIT t variable
should have mean q and should be independent from all information available at t − 1, including lagged HIT t 's and the VaR forecast for time t. This can be tested by constructing an F -statistic for the null hypothesis δ 0 = . . . = δ l+1 = 0 in the auxiliary regression
where we set l = 5. at the cost of a sharp reduction in the portfolio's average return, such that the Sharpe ratios of the MVP's is considerably lower than the Sharpe ratios of the EWP and VWP. Third, the conditional correlation models outperform the single-and three-factor models. Hence, it seems worthwhile to model the dynamics in the covariance structure of the individual stocks explicitly, rather than indirectly by means of a factor approach. Fourth, the performance of the different conditional correlations is very similar, with the largest difference in standard deviation of the MVP returns being less than 0.3%.
- Table 4 about here -
The conclusion that it is difficult to distinguish between the competing models based on in-sample measures of fit also emerges from Table 5 . The variance of the standardized portfolio returns shows that actually all models perform quite badly in terms of the volatility of the MVP returns, which is consistently underestimated.
In contrast, the variances of the standardized EWP and VWP returns are quite close to the theoretical value of one for all models except perhaps RiskMetrics. In - Table 5 about hereNext, we examine the out-of-sample forecasting performance of the models over the period January 1, 1999-December 31, 2003. For this purpose, we re-estimate all models after every 20 observations using a ten-year moving window. We examine the same portfolio characteristics as before, except that now we employ genuine out-of-sample forecasts of the conditional covariance matrix.
The MVP results in Table 6 resemble the results in Table 4 , in the sense that most conclusions drawn for the in-sample MVP results continue to hold out-of-sample.
The only exception is that, in terms of the standard deviation of MVP returns the DCC-type models now perform slightly better than the STCC and semi-parametric models. In addition, we note that the variance of the MVP during the out-of-sample period is almost double the variance during the in-sample period. From Table 7 we observe that all models continue to underestimate the MVP variance in the out-ofsample period, while the corresponding Value-at-Risk forecasts are (thus) violated much too frequently. The conditional correlation models perform much better for the EWP and MVP, although the 5% and 10% VaR forecasts for these portfolios are violated too frequently as well.
- Tables 6 and 7 The emphasis on stocks with low market betas is also seen in Table 8 , which shows the mean and standard deviation of the weights in the MVP based on the semiparametric conditional correlation model with x t equal to the daily log-volatility for the market return. During the in-sample period, the MVP is dominated by Exxon Mobil (XOM) with a mean portfolio weight close to 20%. The estimates of β i,M in Table 1 show that indeed this stock had the lowest market beta during this period.
Also note that the stocks of 3M (MMM) and SBC Communications (SBC) have large mean portfolio weights during the in-sample period although their betas are not particularly low compared to the other stocks. The opposite is observed for the stock of Merck & Co (MRK), which has the second-lowest market beta but only an average mean portfolio weight. This illustrates the fact that the portfolio variance cannot only be reduced by putting much weight on low beta stocks, but also by tilting the portfolio towards stocks with low return volatilities. 3M and SBC are typical examples of the latter. Finally, we remark that the regression results of the threefactor model also shed light on the reason why the MVP variance is so much higher during the out-of-sample period compared to the in-sample period. This appears largely due to the portfolio's sensitivity to the HML factor, which is close to zero during the 1989-1998 period but substantially different from zero during 1999-2003.
- Table 8 about here -
In the context of factor models, Chan et al. (1999) attribute the similarity in performance of different covariance models in terms of MVP construction to the presence of a dominant factor, the market, which is much more important than the other influences on returns. Constructing the minimum variance portfolio then effectively boils down to minimizing the portfolio's sensitivity to the market. This is achieved by tilting the portfolio toward stocks with low market betas and explains why all covariance models yield such similar results. Chan et al. (1999) suggest that any differences between the different covariance models may be brought to light more clearly when the dominant factor is removed. This turns out to be equivalent to tracking a benchmark portfolio that resembles the dominant factor, and the relevant portfolio to consider becomes the portfolio that minimizes the tracking error.
Minimizing tracking error using correlation forecasts
As the benchmark portfolio for the tracking error optimization problem we choose the S&P 500 index. The minimum tracking error portfolio (MTEP) is equivalent to the minimum variance portfolio for the stock returns in excess of the return on the benchmark portfolio. Hence we apply the various models to obtain forecasts of the conditional covariance matrix of the excess DJIA stock returns relative to the S&P 500 return, denoted H e t , and compute the MTEP weights as w t = H e −1 t ι/(ι H e −1 t ι).
In this case we also apply the STCC and semi-parametric models with conditioning variable x t being the contemporaneous log-volatility of the size and book-to-market factor returns. This is motivated by the fact that these factors might be of considerable importance for the covariance structure of the excess returns as the dominant market factor is removed. Tables 9 and 10 display the characteristics of the resulting portfolios for the in-sample period 1989-1998 and out-of-sample period 1999-2003, respectively. We find that the semi-parametric model with x t = log(h HML,t renders the smallest tracking error, both in-sample and out-of-sample, although the differences with other conditional correlation models are not large. Note that the single-and three-factor models perform quite disappointing for the out-of-sample period, with tracking errors that are comparable to the tracking errors of the EWP and VWP. Finally, we observe that the out-of-sample tracking error is twice as large as the in-sample tracking error. This again is due to the increased sensitivity to the book-to-market factor.
- Tables 9 and 10 about here -
Concluding remarks
We have developed a new semi-parametric model for conditional correlations, which combines parametric univariate GARCH-type specifications for the individual conditional volatilities with nonparametric kernel regression for the conditional correlations. This approach not only avoids the proliferation of parameters as the number of assets becomes large, which typically happens in conventional multivariate conditional volatility models, but also the rigid structure imposed by more parsimonious models, such as the DCC model. Hence, our model is applicable in empirically relevant settings, where portfolios might consist of tens or even hundreds of assets.
The application to the DJIA stocks illustrates the potential of the semi-parametric model. The estimation results suggest that correlation functions are asymmetric when the conditioning variable is the lagged weekly market return. That is, correlations increase stronger in bear markets than they do in bull markets, in agreement with the 'correlation breakdown' effect. We also find support for the idea that correlations increase with market volatility, as would be implied by a factor structure for the stock returns. The semi-parametric model performs quite well when compared with standard parametric DCC-type models in terms of constructing minimum variance portfolios and minimum tracking error portfolios.
A point to note, finally, is that the time required to estimate the semi-parametric model turned out to be far below that of even the simple DCC models with two parameters. The reason is that no ill-conditioned likelihood needs to be maximized, but rather a simple data smoother is used. Future research should develop more guidance with respect to bandwidth selection, and find ways to avoid the curse of dimensionality when more than one conditioning variable is considered.
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Appendix: Assumptions and proof of Theorem 1
We use the following notation. First and second derivatives of a function f : R → R are denoted by f (·) and f (·), respectively. Let x be an N -vector and X an N × N symmetric matrix. The Euclidean norm of x is denoted as |x|. The operator diag builds a diagonal matrix from a vector argument, i.e.,
The operator dg stacks the diagonal of a matrix into a vector, i.e., dg(X) = (X 11 , X 22 , . . . , X N N ) . We work under the following assumptions:
Assumption 1 (A1) The true parameter vector θ 0 governing the conditional variance matrix D t exists uniquely and lies in the interior of a compact set.
(A2) The first-stage estimator of θ is √ T -consistent and asymptotically normal.
(A3) The process {r t } is strictly stationary.
(A4) The second-stage kernel function satisfies uK(u)du = 0, Note that (A6) implies that fourth moments of ε t are finite, because R() is bounded. For notational convenience, defineξ t = vec(ξ t ξ t − I N ), which by (A6) is i.i.d. with mean zero and E[ξ tξ t ] = M 4 , say.
In the proof of Theorem 1, we make use of the following lemmata.
, Q * (x) is a diagonal matrix with the square roots of the diagonal elements of Q(x) on its diagonal, andε t = D t (θ 0 ) −1 r t . Then, under assumptions (A1) to (A6)
uniformly in x, wherer(x) = vech( R(x)).
Proof: Very similar to the proof of Lemma A.2 of Rodriguez-Poo and Linton (2001) . 2 Lemma 2 Assume that the diagonal elements of D 2 t are specified as
with α i + β i < 1, i = 1, . . . , N . Under Assumptions (A1) to (A6) and R t = R(r t−1 ), the process (r t ) ∞ t=0 is geometrically ergodic. Furthermore, if r 0 is drawn from the stationary distribution, then (r t ) ∞ t=0 is geometrically α-mixing.
Proof: Let ω = (ω 1 , . . . , ω N ) , α = (α 1 , . . . , α N ) , and β = (β 1 , . . . , β N ) . Define the processes V t = (V 1t , . . . , V N t ) with V it = ∞ j=0 β j i r 2 i,t−j , and the 2N -vector process Z t = (r t , V t ) . By construction, Z t is a Markov process which can be represented as Z t = m(Z t−1 ) + g(Z t−1 )ζ t with ζ t = (ξ t ,ξ t L N ) and where m : R 2N → R 2N and g :
Using assumption (A6), E[ζ t ζ t ] is finite and given by W , say. The condition of Doukhan (1994) ,
is easily checked, as R(·) is bounded. By proposition 6 of Doukhan (1994, p. 107) , geometric ergodicity of (Z t ) follows. Finally, by Davydov (1973) , a geometrically ergodic Markov chain with initial value drawn from the stationary distribution is geometrically α-mixing. This proves the lemma.2
Proof of Theorem 1:
Let us only consider the case of constant bandwidths, a = 0, so that h = b. The proof for the general case a > 0 is analogous to Jennen-Steinmetz and Gasser (1988) . Also, we only sketch the proof for the factor x t = w r t−1 , where w is a fixed N -vector. First, by definition ρ ii (x) = E[ε 2
it | x t−1 = x] = 1, i = 1, . . . , N . The geometric mixing property of (x t ) ∞ t=0 as implied by Lemma 2 ensures consistency and asymptotic normality of the standard kernel smoother as shown by Robinson (1983) under weaker conditions. Thus, Q(x) is a consistent estimator for R(x). Because Q * (x) p −→ I N and using Slutsky's Theorem, R(x) is also a consistent estimator for R(x). (It has the additional advantage of being a correlation matrix for finite samples.)
Turning to the asymptotic distribution, note that
where the first term on the right hand side of (A.1) is O p ((T h) −1/2 ) using Lemma 1, and therefore converges to zero in probability under the assumption T h → ∞. Thus, the asymptotic distribution of the left hand side of (A.1) is the same as that of the second term on the right hand side of (A.1). This term however has the same asymptotic distribution as √ T h(q(x) − r(x)), whereq(x) = vech(Q(x)). We can write
) is the kernel estimator of f (x), the density of x t , and η t = vech(ε t ε t ). Asf converges to f in probability, the asymptotic distribution is determined by that of (T h) −1/2 T t=1 K(
xt−x h ){η t − r(x)}, which we can decompose as
where, denoting u t = η t − r(x t ),
Since r(x t ) = E[η t | x t ], u t is a martingale difference sequence. By Lemma 2 it is a function of geometrically α-mixing processes and thus itself geometrically α-mixing. Note that it can be written as 
. This shows that the asymptotic variance off (x) −1 I 1 is given by Σ(x). To prove that the asymptotic distribution is normal, the conditions of the central limit theorem for square integrable martingale differences of Liptser and Shirjaev (1980, Corollary 6) can be shown to hold along the lines of Härdle, Tsybakov and Yang (1998).
For the second term, note first that
which converges to zero under the assumption
, is a mixing process as it is a measurable function of a mixing process. Hence, by Theorem 6.3 of Pötscher and Prucha (1997) a weak law of large numbers holds for
Figure 1: Average correlation between Dow Jones stocks (solid line) and 10th and 90th percentiles (dashed lines) obtained from the nonparametric estimator (14) with x t being the contemporaneous daily log-volatility on the value-weighted market portfolio log(h M,t ), and bandwidth h(x) = bf (x) −a , estimated using daily returns over the period January 1, 1989-December 31, 1998, plotted as a function of log(h M,t ). (14) with x t being the one-day lagged weekly return on the value-weighted market portfolio r M,w,t−1 and bandwidth h(x) = bf (x) −a , estimated using daily returns over the period January 1, 1989-December 31, 1998, plotted as a function of r M,w,t−1 . Figure 3 : Average correlation between Dow Jones stocks (solid line) and 10th and 90th percentiles (dashed lines) obtained from the nonparametric estimator (14) with x t being the contemporaneous daily log-volatility on the value-weighted market portfolio log(h M,t ) and the one-day lagged weekly return on the value-weighted market portfolio r M,w,t−1 , from the DCC model (5) (5), and from the SF model, estimated using daily returns over the period January 1, 1989 -December 31, 1998 . 33 (5) and the SF model, estimated using daily returns over the period January 1, 1989-December 31, 1998, plotted as a function of the contemporaneous daily log-volatility on the value-weighted market portfolio log(h M,t ) and the one-day lagged weekly return on the value-weighted market portfolio r M,w,t−1 . (11), and average correlation between Dow Jones stocks (solid line) and 10th and 90th percentiles (dashed lines) obtained from the STCC model (10) with x t being the contemporaneous daily logvolatility on the value-weighted market portfolio log(h M,t ), estimated using daily returns over the period January 1, 1989-December 31, 1998. (11), and average correlation between Dow Jones stocks (solid line) and 10th and 90th percentiles (dashed lines) obtained from the STCC model (10) with x t being the one-day lagged weekly return on the value-weighted market portfolio r M,w,t−1 , estimated using daily returns over the period January 1, 1989-December 31, 1998. Correlation (STCC) model with x t equal to the daily log-volatility for the market return (h) or the oneday lagged weekly index return (r), and the semi-parametric conditional correlation (SEMI) model with the same choices of x t . In addition, summary statistics are reported for the equally-weighted and valueweighted portfolios (EWP and VWP). For each MVP, the table shows the mean and standard deviation (in annualized percentage points) of the portfolio return, the annualized Sharpe ratio, the annualized tracking error relative to the S&P 500 index, and coefficient estimates and standard errors from the Fama-French three-factor model (18). M,t ) ) or the one-day lagged weekly market portfolio return (r M,w,t−1 ), and the semi-parametric conditional correlation (SEMI) model with the same choices of x t . MVP denotes minimum variance portfolio, EWP and VWP indicate equally-weighted and value-weighted portfolios, respectively. Portfolio standard deviations refer to the in-sample standard deviation of standardized portfolio returns. Value-at-Risk violation percentages and Dynamic Quantile statistics for the corresponding HIT-sequences concern one-day ahead in-sample forecasts. Table 4 for models definitions and description of the summary statistics shown. M,t ) ) or the one-day lagged weekly market portfolio return (r M,w,t−1 ), and the semi-parametric conditional correlation (SEMI) model with the same choices of x t . All models are re-estimated every 20 observations using a ten-year moving window of daily return observations. MVP denotes minimum variance portfolio, EWP and VWP indicate equally-weighted and valueweighted portfolios, respectively. Portfolio standard deviations are the standard deviation of standardized portfolio return forecasts. Value-at-Risk violation percentages and Dynamic Quantile statistics for the corresponding HIT-sequences concern one-day ahead out-of-sample forecasts. 1989 -December 31, 1998 summary statistics for the minimum tracking error portfolios based on various forecasting models. h M , h SMB and h HML indicate that the variable x t in the STCC and semi-parametric models is taken to be the (contemporaneous) daily log-volatility for the market, SMB and HML factor returns, respectively. See Table 4 for definitions of the other models and description of the summary statistics shown. 1999 -December 31, 2003 summary statistics for the minimum tracking error portfolios based on various forecasting models. See Table 9 for models definitions and description of the summary statistics shown.
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