We propose a clustering algorithm which incorpo rates a similarity-based fuzzy clustering and principal 
Introduction
Cluster analysis has been widely used in various appli cations, including bioinformatics [8] [13] , image processing [12] [5] [4] , and web mining [6] . It aims to partition a set of unlabeled data set into a certain number of homogeneous groups or clusters, such that the objects within a group are similar to one another and different from the obj ects in other groups. Many prototype-based approaches have been pro posed for cluster analysis, such as k-means [9] , fuzzy c means [1], self-organizing maps (SOM) [2] , and mixture models [3] .
The k-means algorithm [9] is simple and can be easily implemented. Moreover, it can work very well for convex and well-separated clusters. However, it requires the num ber of clusters be specified by the user in advance and ini tial centroids be well initialized. Fuzzy c-means (FCM) [1] , based on fuzzy set theory, allows objects to belong to more than one cluster with the degree of belongingness specified by membership grades between 0 and 1. Mixture model 978-1-4244-6527 -9/10/$26.00 ©201 0 IEEE 2938
clustering [3] model the data by using a number of statis tical distributions in which each distribution corresponds to a cluster and the parameters of each distribution pro vide a description of the corresponding cluster. Usually, the expectation-maximization (EM) algorithm is used for finding maximum likelihood estimates for the associated parameters [3] . These are batch-based methods which are not suitable for large scale data. The SOM algorithm [2] , a incremental-based method, is one of the most popular neu ral network methods in which each neuron represents a cen troid. Note that the SOM algorithm has been used success fully for a clustering of 12,088 Web documents [6].
The above mentioned clustering algorithms require that the number of clusters be specified by the user in advance. Lee et al . [7 ] proposed a similarity-based fuzzy clustering (SFC) algorithm to deal with this problem. Objects are fed into the algorithm one by one incrementally and those sim ilar to each other are grouped into the same cluster through similarity tests. When all the objects have been fed in, a number of clusters are formed automatically. Note that the SFC algorithm does not require the number of clusters be specified in advance by the user. However, the SFC algo rithm has one disadvantage that the clusters obtained de pend on the order in which the objects are fed into the algo rithm. Later, the same author proposed a new algorithm to deal with this order-dependent problem [10] .
The SFC algorithm uses Gaussian function, based on the normalized Euclidean distance measure, to calculate the similarity between an object and a prototype. It can discover clusters with hyper-spherical or hyper-ellipsoidal shapes, but cannot discover clusters of oblique hyper-ellipsoidal shape. In this paper, we propose an algorithm which incor porates SFC and principal component analysis (PCA) [11] , called PCSFC, to solve this problem. Various distributions can be described exactly by oblique hyper-ellipsoidal clus ters. In each iteration, PCA is applied to the wi=er cluster, and a new transformation matrix is obtained. Objects are transformed to another space by the transformation matrix and the similarities are calculated in that space. In this way, the locations, orientation, and the number of clusters ob tained can truthfully reflect the characteristics of the dataset. Experimental results, obtained by running on three datasets generated synthetically, show that our method performs bet ter than other methods.
The rest of this paper is organized as follows. Section 2 briefly reviews PCA and SFC. Section 3 describes the pro posed algorithm, PCSFC. A brief example is given in Sec tion 4 for illustration. Experimental results are presented in Section 5. Finally, a conclusion is given in Section 6.
Background
In this section, we briefly presents the concepts about PCA and SFC.
Principal component analysis
Principal component analysis (PCA), invented in 1901 by Karl Pearson [11] , is a classical statistical technique which analyzes the covariance matrix of multivariate data. Through PCA, data objects can be transformed into another space in which the first principal component explains the greatest amount of variation, the second principal compo nent explains the next largest amount of variation and is or thogonal to the first principal component, and so on. Usu ally, PCA is used for dimension reduction.
For a given set of unlabeled data objects X Ai, i = 1,2, ... , n. Throughout this paper the eigenvalues are arranged in the descending order, Le., Al ::;. A2 ::;. ... ::;.
An. The transformed data, Xi, can be calculated by
where W is an n X n square matrix. For dimension reduction applications, W is a n x d matrix which contains the first d principal components and d < n.
Similarity-based fuzzy clustering
The similarity-based fuzzy clustering algorithm (SFC) [10] consists of two stages, data partitioning and cluster merge. A set of initial clusters are obtained in the data partitioning stage, and then similar prototypes are merged together to form a new cluster in the cluster merge stage.
In the data partitioning stage, one object is considered at a time. The similarities between this object and existing fuzzy clusters are calculated to determine whether to assign it to the most similar cluster or to create a new cluster for it. Once the object is combined into an existing cluster, the membership function of that cluster should be updated ac cordingly. On the contrary, when a new cluster is created, the corresponding membership function should be initial ized. Gaussian function is adopted to calculate the similar ity between Xi and cluster Cj as follows:
where n is the number of features, and mj,k and a j,k denote the mean and deviation of dimension k in cluster Cj, respec tively. Obviously, the clusters involved in Eq. (2) 
Proposed clustering algorithm
To deal with the problem associated with the Gaus sian function as stated previously, we incorporate PCA to the SFC algorithm and develop a hybrid clustering algo rithm called PCSFC. The new algorithm can produce con vex, hyper-spherical, hyper-ellipsoidal, and oblique hyper ellipsoidal clusters. As in SFC, one object is considered at a time. However, the similarities between the object and ex isting fuzzy clusters are calculated in the transformed space to determine whether to assign it to the most similar cluster or to create a new cluster for it. Once the object is com bined into an existing cluster, the transformation matrix and the membership function of that cluster should be updated accordingly. On the contrary, when a new cluster is created, the corresponding transformation matrix and membership function should be initialized. When all the objects have been fed in, a desired number of clusters are formed auto matically. In this way, the locations, orientation, and the number of clusters obtained can truthfully reflect the char acteristics of the data set.
Let 
where n is the number of features, and er j ,k denote the devi ation of dimension k in cluster Cj, respectively. We say that Xi passes the similarity test on cluster Cj if
where 0 <::: p <::: 1 is a predefined threshold.
Two cases may occur.
• Case 1. There are existing clusters on which Xi has passed the similarity test, let cluster Ca be the cluster with the largest membership degree, i.e.,
In this case, we regard Xi to be most similar to cluster Ca, and Wa, Aa, rna and a a of cluster Ca should be modified to include Xi as its member. The modification to cluster Ca is defined as follows:
where era is a user-defined initial deviation, k = 1,2, ... , n, Aa,k is the k-th greatest eigenvalue of clus ter Ca, and Sa = Sa + 1.
• Case 2. There are no existing fuzzy clusters on which
Xi has passed the similarity test. We assume that Xi is not similar enough to any existing cluster and a new fuzzy cluster CJ+1 is created with 
and the number of clusters is increased by 1, i.e.,
The above process is iterated until all obj ects have been pro cessed. Consequently, we have J clusters. The detail pro cedure is summarized in Algorithm 1. Find the winner cluster by Eq.(6);
6:
Combine Xi into the winn er cluster, Ca;
7:
Calculate Wa and Aa for Ca; A new cluster CJ+1 is created by Eqs. (9)- (12);
11:
Assign Xi to the new cluster;
12: end if
13: end for
Next, we do cluster merge on the J clusters obtained. We group the clusters into a set of candidate classes, Q = {Q 1, Q2, ... }, for merging. For examp�e, Ci and Cj are in cluded in the same candidate � lass if Gi,j � T, where T is a user-defined threshold and Gi,j is the similarity between cluster Ci and cluster Cj calculated by Let C1, C2, ... , and cp be the constituent clusters of a candi date class. If p = 1, the class has only one cluster and noth ing can be merged. Otherwise, these p clusters are merged together to form a new cluster, Cal, and the new cluster is defined as follows:
where Aal,k is the k-th greatest eigenvalue of the new clus Merge the clusters in qi into a new cluster;
7:
Calculate Wa/ and Aal for Cal; Remove all the clusters from B to A;
15:
Group the clusters in A into candidate classes, Q = { q1,q2," .}, for merging.
16: end while

An Example
We give an example here to illustrate how the proposed idea works. Let X be a set of unlabeled data objects, con- • The fuzzy similarity is G\l = 0.5599.
• Since G1,1 2: p. The winner cluster is cluster C1 .
• X2 is assigned to cluster C1.
• W = When all the objects in X have been considered, we obtain 4 clusters, i.e., J = 4, as shown in Table 1 . Then we apply Algorithm 2 on these four clusters. As a result, we get 2 clusters, i.e., J = 2, as shown in Table 2 .
Experimental Results
In this section, we show experimental results to demon strate the effectiveness of our proposed approach. Two ex periments with synthetic datasets, three-ring and spiral, re spectively, are conducted. The three-ring dataset contains 700 objects, in which the inner circle, middle circle, and outer circle contain 100, 200, and 400 objects, respectively. The spiral dataset also contains 700 objects, in which each spiral contains 350 objects. Each object consists of two nu merical features. We run the proposed fuzzy clustering al gorithm, by setting p = 0.62 = 0.36, T = 0.8 x p = 0.288, and lTD = [0.2,0.2]' on these datasets. We compare PCSFC with SFC and k-means. Note that k-means requires the number of clusters be specifi ed in advance. To fulfi ll this requirement, we set the number of clusters for k-means as the same number obtained by PCSFC. Figure 1 shows the results of applying the three clus tering algorithms on the three-ring dataset. Both SFC and PCSFC discover 27 clusters before merging. PCSFC dis covers oblique elliptical clusters, while SFC discovers el liptical or spherical clusters. From Figure l(c) and 1 (e), we can see that PCSFC performs better than SFC. One clus ter discovered by SFC contains two regions, the i1l1ler circle and the middle circle. After merging, we ha ve 24 clusters from SFC and 23 clusters from PCSFC. The above problem associated with SFC still exists. PCSFC performs better than SFC. The i1l1ler circle is described exactly by 3 oblique elliptical clusters. When the number of clusters is small, k-means Call1lot work well, as shown in Figure 1 (b) , due to the same problem with SFC. From Table 3 , we can see that PCSFC (100.00%, 100.00%) and SFC (98.28%, 98.28%) perform better than k-means (96.85%, 92.00%). Figure 2 shows the results of applying the three clus tering algorithms on the spiral dataset. SFC discovers 26 clusters and PCSFC discover 25 clusters before merging. After merging, we have 23 clusters from SFC and 20 clus ters from PCSFC. From the bottom-right of Figures 2(c) and 2(d), we can see that four clusters are merged into a new cluster, but with the sacrifice of incorrect clustering of 6 objects in the middle spiral. Apparently, the spiral dataset Call1lot be described exactly by SFC. In this case, PCSFC performs better than SFC, because the spiral shape can be described exactly by oblique elliptical clusters, as shown in Figure 2 (e). When the number of clusters is large, the clus ters obtained by k-means can fit the data very well. On the contrary, when the number of clusters is small, the clusters obtained by k-means cannot work well, as sho wn in Figure  2 (b). In this case, k-means discovers 20 clusters and among them 3 clusters contains two regions. From Table 3 , we can see that PCSFC (100.00%, 99.71 %) and SFC (99.71 %, 98.85%) perform better than k-means (96.57%, 91.14%).
Conclusions
We have presented a clustering algorithm which incorpo rates a similarity-based fuzzy clustering and principal com ponent analysis. The proposed algorithm can discover clus ters of hyper-spherical, hyper-ellipsoidal, or oblique hyper- ellipsoidal shapes to fi t various distributions of different datasets. Experimental results, obtained by ru1l1ling on two datasets generated synthetically, show that the proposed al gorithm performs better than other methods. Our future work may consider to apply incremental PCA for cluster ing. Additionally, the proposed algorithm can be adopted in solving classification and function approximation prob lems. 
