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ON STOCHASTIC FINITE DIFFERENCE SCHEMES
ISTVA´N GYO¨NGY
Abstract. Finite difference schemes in the spatial variable for degener-
ate stochastic parabolic PDEs are investigated. Sharp results on the rate
of Lp and almost sure convergence of the finite difference approximations
are presented and results on Richardson extrapolation are established
for stochastic parabolic schemes under smoothness assumptions.
1. Introduction
We consider finite difference schemes to stochastic partial differential
equations (SPDEs). The stochastic PDEs we are interested in are linear
second order stochastic parabolic equations in the whole Rd in the spatial
variable. They may degenerate and become first order stochastic or deter-
ministic PDEs. The finite difference schemes which we investigate are spatial
discretizations of such SPDEs. One can view them as (possibly degenerate)
infinite systems of stochastic differential equations, whose components de-
scribe the time evolution of approximate values at the grid points of the
solutions to SPDEs. Adapting the approach of [13] we view stochastic finite
difference schemes, like in [7] and [3], as stochastic equations for random
fields on the whole Rd not only on grids.
Our aim is to investigate the rate of convergence in the supremum norm
of the finite difference approximations. We show that under the stochastic
parabolicity condition, if the coefficients and the data are sufficiently smooth,
then the solutions to the finite difference schemes admit power series expan-
sions in terms of h, the mesh-size of the grid. The coefficients in these power
series are random fields, independent of h, and for any p > 0 the p-th mo-
ments of the sup norm of the remainder term is estimated by a power of h.
This is Theorem 2.2. Hence for h→ 0 we get the convergence (and the sharp
rate) of the solutions of the finite difference schemes to a random field which
is the solution to the corresponding SPDE. Moreover, by Richardson extrap-
olation we get that the rate of convergence can be accelerated to any high
order if one takes appropriate mixtures of approximations corresponding to
different grid sizes. In Theorem 2.4 we obtain convergence estimates for any
(high) p-th moments of the sup norm of the approximation error. Hence in
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Theorem 2.5 we get almost sure rate of convergence of the finite difference
approximations and of the accelerated approximations in sup norms.
Theorems 2.2 and 2.4 are generalisations of the main results, Theorems
2.3 and 2.5 of [3], which besides the conditions on the smoothness of the
coefficients and of the data require also a smooth factorisation condition to
be satisfied. Namely, in [3] it is assumed that the matrix a˜ = a˜(ω, t, x)
from the stochastic parabolicity condition can be written as the product of
a sufficiently smooth matrix and its transpose. This assumption, however,
may not hold even if a˜ is an infinitely differentiable nonnegative matrix, and
therefore it strongly restricts the applicability of the results of [3].
The main challenge in the present paper is to estimate the spatial deriva-
tives of the solutions to stochastic finite difference schemes without assuming
the smooth factorisation condition. This is achieved by Theorem 4.4.
The method of finite differences is one of the basic methods of solving nu-
merically partial differential equations. The rate of convergence of various
finite difference schemes for elliptic and parabolic PDEs have been studied
extensively in the literature when the equations are non degenerate, but
there are only a few publications dedicated to the numerical analysis of fi-
nite difference schemes for degenerate equations. Sharp rate of convergence
in sup norm are obtained in [2] for fully discretized degenerate elliptic and
parabolic PDEs. The finite difference schemes investigated in [2] are mono-
tone schemes. In [6] for a large class of monotone finite difference schemes
(in the spatial variables) power series expansions are obtained and Richard-
son extrapolation is used to get accelerated schemes for degenerate elliptic
and parabolic PDEs. We note that the finite difference schemes we study
in the present paper are not necessarily monotone, and our main theorems
extend some of the results of [6] to non monotone finite difference schemes
for degenerate parabolic PDEs.
About a century ago L.F. Richardson had the idea that the order of ac-
curacy of an approximation method, which depends on a parameter can
be dramatically improved if the approximation calculated by the method
admits a power series expansion in the parameter. One need only take
appropriate linear combinations of approximations corresponding to differ-
ent proportions of the parameter values to eliminate the lower order terms
in the power series to get approximations with accuracy of higher order.
Richardson used this idea to solve numerically some PDEs by finite differ-
ence methods (see [18] and [19]). He called his method a deferred approach
to the limit. It is often called Richardson extrapolation in numerical analysis.
Richardson extrapolation is applied by W. Romberg to the trapezium rule
to obtain high order approximations of definite integrals (see [20]). Since
then Richardson extrapolation has been applied to a wide range of numer-
ical approximations. (See, for example, the textbook [17], the monograph
[22] and the survey papers [1] and [12]). To show that it is applicable to an
approximation method to solve numerically a problem under certain con-
ditions one has to show the existence of a suitable power series expansion,
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which can be quite difficult in some situations. A series expansion for the
weak convergence of Euler approximations of SDEs was obtained in [23]
and then in a more general setting in [16]. The applicability of Richardson
extrapolation to accelerate the convergence of finite difference schemes in
the spatial variable for stochastic PDEs was shown in [8], under the strong
stochastic parabolicity condition, and then it was shown in [3] for degener-
ate SPDEs under the smooth factorisation condition mentioned above. The
results from [8] and [3] have been generalised to finite difference schemes in
temporal and spatial variables in [10] and [11].
The paper is organised as follows. In the next section we formulate our
main result, Theorem 2.2 on power series expansions for stochastic finite
difference schemes. Hence our results on the Lp and almost sure rate of
convergence of the accelerated schemes, Theorems 2.4 and 2.5, follow easily.
In Section 2 we formulate also an existence and uniqueness theorem, The-
orem 2.1, for stochastic parabolic (possibly degenerate) equations. Though
this result is known from [15] and [8], we give a new proof of it in Section
4 by construction the solutions to SPDEs via finite difference approxima-
tions. In Section 3 we present the technical tools to prove our key estimate,
Theorem 4.4 on stochastic finite difference schemes. In Section 5 we prove
an existence and uniqueness theorem, Theorem 5.1 for a system of SPDEs
by the help of Theorem 2.1. Theorem 5.1 plays a crucial role in identifying
the coefficients of the expansion in Theorem 2.2. We prove Theorem 2.2 in
Section 6, adapting a method from [7].
We conclude by introducing some notation. We fix a complete probability
space (Ω,F , P ) and an increasing family F = (Ft)t≥0 of σ-algebras Ft ⊂
F throughout the paper. We assume that F is right continuous and that
F0 contains all P -zero sets. The σ-algebra of the predictable subsets of
Ω × [0,∞) is denoted by P, and the σ-algebra of the Borel subsets of Rd
is denoted by B(Rd). The notation |v| means the Euclidean norm of v for
vectors v ∈ Rd, and it stands for the Hilbert-Schmidt norm of v for matrices
v ∈ Rd×m. For the standard basis e1,...,ed in R
d we use the notation
Dα = Di =
∂
∂xi
= ∂ei for α = i ∈ {1, ..., d},
and we use Dα = ∂eα for the identity operator when α = 0. For vectors
λ = (λ1, . . . , λd) ∈ Rd we use the notation ∂λϕ =
∑d
i=1 λ
iDiϕ for directional
derivatives of functions ϕ. For an integer k > 0 the notation |Dkϕ| is used for
the Euclidean norm of the vector whose components are (in some ordering)
the partial derivatives of ϕ of order k, and |Dkϕ| means |ϕ| for k = 0. For
an integer m ≥ 0 we use the notation Hm = Wm2 for the Sobolev space
defined as the completion of C∞0 = C
∞
0 (R
d), the smooth functions ϕ with
compact support on Rd, in the norm |ϕ|m defined by
|ϕ|2m = |ϕ|
2
Hm =
k∑
j=0
∫
Rd
|Djϕ(x)|2 dx.
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The Sobolev spaces Hm(l2) = W
m
2 (l2) of functions with values in l2 =
{(cn)
∞
n=1 ∈ R
∞ :
∑
j |cj |
2 < ∞} are defined analogously, and the notation
|ϕ|m = |ϕ|Hm(l2) is used for the norm of ϕ in H
m(l2). The inner product of
functions ψ and ϕ in H0 = L2(R
d) is denoted by (ψ,ϕ). The summation
convention with respect to repeated indices with values in discrete sets is
used thorough the paper, unless it is otherwise indicated at some expressions.
2. Formulation of the main results
We consider the stochastic PDE
dut(x) =(a
αβ
t (x)DαDβut(x) + ft(x)) dt
+ (bα,rt (x)Dαut(x) + g
r
t (x)) dw
r
t , (2.1)
for (t, x) ∈ [0, T ]× Rd =: HT for a fixed T ∈ (0,∞), with initial condition
u0(x) = ψ(x) x ∈ R
d, (2.2)
where (wr)∞r=1 is a sequence of independent Wiener martingales with re-
spect to F. The coefficients, aαβ = aβα and bα = (bα,r)∞r=1, are P ⊗ B(R
d)-
measurable bounded functions on Ω × HT , with values in R and in l2 re-
spectively, for every α, β ∈ {0, 1, ..., d}. The free terms, f = ft(·) and
g = (grt (·))
∞
r=1 are H
1-valued and H2(l2)-valued adapted processes for t ≥ 0,
respectively, such that almost surely∫ T
0
|ft|
2
H1 dt <∞,
∫ T
0
|gt|
2
H2(l2)
dt <∞.
For a F0-measurable H
1-valued initial value ψ the solution to (2.1)-(2.2)
is defined as follows.
Definition 2.1. An H1-valued adapted weakly continuous process u =
(ut)t∈[0,T ] is a (generalized) solution to (2.1)-(2.2) on a stochastic interval
[0, τ ] for a stopping time τ ≤ T , if almost surely
(ut, ϕ) =(ψ,ϕ) +
∫ t
0
{(∂eαus, ∂−eβ (a
αβ
s ϕ)) + (fs, ϕ)} ds
+
∫ t
0
(bα,rs ∂eαus + g
r
s , ϕ) dw
r
s ,
for t ∈ [0, τ ] and ϕ ∈ C∞0 , where the summation convention is in force with
respect to the repeated indices α, β ∈ {0, 1, ..., d} and r ∈ {0, 1, ...}.
We approximate equation (2.1) with finite difference schemes in the spatial
variable. To describe these schemes let Λ1 ⊂ R
d be a finite set, containing
the zero vector, and set Λ0 = Λ1 \ {0}. For h ∈ R \ {0} define the grid
Gh = {h(λ1 + ...+ λn) : λi ∈ Λ1 ∪ {−Λ1}, n = 1, 2, ...},
the finite difference operators δh,λ, δ
h
λ by
δh,λϕ(x) =
1
h
(ϕ(x+ hλ)− ϕ(x)), δhλ =
1
2
(δh,λ + δ−h,λ) =
1
2
(δh,λ − δh,−λ),
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for λ ∈ Λ0 ∪ {−Λ0}, and let δh,λ and δ
h
λ be the identity operator for λ = 0.
For h 6= 0 we consider the equation
duht (x) = (L
h
t u
h
t (x) + ft(x)) dt+ (M
h,r
t ut(x) + g
h
t (x)) dw
r
t (2.3)
for t ∈ [0, T ] and x ∈ Gh, with initial condition
uh0(x) = ψ(x), for x ∈ Gh, (2.4)
where
Lht =
∑
λ,µ∈Λ1
a
λµ
t δ
h
λδ
h
µ +
∑
γ∈Λ0
(pγt δh,γ − q
γ
t δ−h,γ), (2.5)
Mh,rt =
∑
λ∈Λ1
b
λ,r
t δ
h
λ , r = 1, 2, ..., (2.6)
with real valued P ⊗ B(Rd)-measurable bounded functions, aλµ = aµλ, pγ ,
qγ , and l2-valued P ⊗ B(R
d)-measurable bounded functions bλ = (bλ,r)∞r=1
on Ω×HT , for all λ, µ ∈ Λ1 and γ ∈ Λ0.
Equation (2.3) is an infinite system of stochastic differential equations.
We look for its solutions in the space of adapted stochastic processes with
values in lh,2, the space of real functions φ on Gh with the norm |φ|lh,2
defined by
|φ|2lh,2 :=
∑
x∈Gh
|ϕ(x)|2hd <∞.
Remark 2.1. Due to the boundedness of aλµ and bλ for λ, µ ∈ Λ1, it is easy
to see that for each h 6= 0 there is a constant C such that for all φ ∈ lh,2
|Lhφ|2lh,2 ≤ C|φ|
2
lh,2
,
∞∑
r=1
|Mh,rφ|2lh,2 ≤ C|φ|
2
lh,2
.
Thus by standard results on SDEs in Hilbert spaces the initial value problem
(2.3)-(2.4) admits a unique solution (uht )t∈[0,T ], provided almost surely
|ψ|2lh,2 +
∫ T
0
|ft|
2
lh,2
+ |gt|
2
lh,2
dt <∞ (a.s.), (2.7)
where |gt|
2
lh,2
=
∑∞
r=1 |g
r
t |
2
lh,2
.
Clearly, for h→ 0
δh,λϕ(x)→ ∂λϕ(x), δ
h
λϕ(x)→ ∂λϕ(x)
for smooth functions ϕ on Rd. Thus in order Lh and Mh,r approximate the
differential operators
L = aαβDαDβ, and M
r = bα,rDα,
respectively, we make the following assumption.
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Assumption 2.1. For every i, j = 1, ..., d we have
aij =
∑
λ,µ∈Λ0
aλµλiµj, a0i + a0i =
∑
λ∈Λ0
(a0λ + aλ0 + pλ − qλ)λi,
bi =
∑
λ∈Λ0
bλλi, a00 = a00, b0 = b0.
Example 2.1. Set Λ = {e0, e1, ..., ed}, where e0 = 0 and ei is the ith basis
vector, and let
a
eαeβ
t = a
αβ
t , b
eα
t = b
α
t , α, β = 0, 1, ..., d,
qeγ = peγ = 0 γ = 1, ..., d.
Example 2.2. Take Λ = {e0, e1, ..., ed} with e0 = 0 as before, and define
aeαeβ = aαβ , aeα0 = a0eα = 0, α, β = 1, ..., d,
peγ =
1
2
a0γ + θγ , qeγ = −
1
2
aγ0 + θγ, γ = 1, ..., d,
a00 = a00, beαt = b
α
t , α = 0, 1, ..., d,
where θ1, ..., θd are any constants such that |a0,γ | ≤ 2θγ , |aγ0| ≤ 2θγ for each
γ ∈ {1, ..., d}.
To formulate our main results we make further assumptions. Let m ≥ 0
be an integer, and let K ≥ 0 be a constant. Set |Λ0|
2 =
∑
λ∈Λ0
|λ|2 and
K2l (t) =
∫ t
0
(|ft|
2
l + |g|
2
l+1) dt (2.8)
for t ≥ 0 and integers l ≥ 0.
Assumption 2.2. The functions aλµ, bλ, Dbλ and their partial derivatives
in x ∈ Rd up to order m are continuous in x and they are bounded in
magnitude by K for all λ and µ ∈ Λ1. Moreover, for λ, µ ∈ Λ0 the partial
derivatives in x of aλµ up to order max(m, 2), of bλ up to order max(m+1, 2),
and of aλ0, pλ, qλ up to order max(m, 1) are continuous in x and in magnitude
are bounded by K.
Assumption 2.3. The initial value ψ is an Hm-valued F0-measurable ran-
dom variable, (ft)t≥0 is an H
m-valued predictable process and (gt)t≥0 is an
Hm+1(l2)-valued predictable process, such that almost surely K
2
m(T ) <∞.
Assumption 2.4. For P ⊗ dt⊗ dx-almost all (ω, t, x) ∈ Ω×HT we have
(i)
∑
λ,µ∈Λ0
(aλµ − 12b
λ,rbµ,r)zλzµ ≥ 0 for all zλ ∈ R, λ ∈ Λ0;
(ii) pλ ≥ 0, qλ ≥ 0 for all λ ∈ Λ0.
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Remark 2.2. By virtue of Sobolev’s theorem on embedding Hm into Cb, the
space of bounded and continuous functions on Rd, if Assumption 2.3 holds
with m > d/2, then we can, and will always assume that almost surely ψ, ft
and gt are continuous functions in x for all t ∈ [0, T ]. Moreover, in this case
(2.7) also holds, due to a result on embedding Hm into lh,2, see Lemma 4.1
below. Consequently, if Assumption 2.3 holds with m > d/2, then (2.3)-(2.4)
admits a unique solution (uh)t∈[0,T ].
An existence and uniqueness theorem for (2.1)-(2.2) reads as follows.
Theorem 2.1. Let Assumptions 2.1, 2.2, 2.3 and 2.4 hold with m ≥ 1.
Then (2.1)-(2.2) has a unique solution (ut)t∈[0,T ]. Moreover, u is an H
m-
valued weakly continuous process, it is strongly continuous as an Hm−1-
valued process, and for every p > 0 and stopping time τ ≤ T we have
E sup
t≤τ
|ut|
p
l ≤ N(E|ψ|
p
l + EK
p
l (τ)) (2.9)
for every integer l ∈ [0,m], where N is a constant depending only on K, T ,
m, d, p and |Λ0|.
This theorem is a special case of Theorem 3.1 from [8], which improves
Theorem 3.1 from [15]. As a by-product of our results on finite difference
approximations, we give a new proof of it in Section 4.
Our aim is to establish an expansion of uh in the form
uht (x) =
k∑
j=0
hj
j!
u
(j)
t (x) + h
k+1rht (x) (2.10)
for integers k ≥ 0, where u(0) is the solution of (2.1)-(2.2), u(1),...,u(k) are
random fields on HT , independent of h, and r
h is a random field on HT such
that
E sup
t≤T
sup
x∈Gh
|rht (x)|
p + E sup
t≤T
|rht |
p
lh,2
≤ N(E|ψ|pm + EK
p
m(T )) (2.11)
holds for any p > 0, for sufficiently large m, with a constant N independent
of h.
Theorem 2.2. Let k ≥ 0 be an integer, and let Assumptions 2.1 through
2.4 hold with
m > 2k + 3 +
d
2
.
Then there are continuous random fields u(1), u(2),..., u(k) on HT , indepen-
dent of h, such for each h > 0 (2.10) holds almost surely for t ∈ [0, T ] and
x ∈ Gh with a continuous random field (r
h
t (x))(t,x)∈HT satisfying (2.11) with
N = N(K,T, k, d, |Λ0 |). If k is odd and p
λ = qλ = 0 for all λ ∈ Λ0, then it
is sufficient that Assumptions 2.1 through 2.4 hold only with
m > 2k + 2 +
d
2
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to have the same conclusion. Moreover, in this case (2.10) and (2.11) hold
for each h 6= 0, and u(l) = 0 for all odd l ≤ k.
This is our main theorem which is proved in Section 6. It clearly implies
the following result.
Corollary 2.3. Let p > 0. If Assumptions 2.1 through 2.4 hold with m >
3 + (d/2), then for all h > 0
E sup
[0,T ]×Gh
|u− uh|p + E sup
t∈[0,T ]
|ut − u
h
t |
p
lh,2
≤ Nhp(E|ψ|pm + EK
p
m(T )).
If Assumptions 2.1 through 2.4 hold with m > 4 + (d/2), and pλ = qλ = 0
for all λ ∈ Λ0, then for all h > 0
E sup
[0,T ]×Gh
|u− uh|p + E sup
t∈[0,T ]
|ut − u
h
t |
p
lh,2
≤ Nh2p(E|ψ|pm + EK
p
m(T )).
In these estimates N is a constant depending only on K, T , p, d and |Λ0|.
Remark 2.3. By an example given in [2] one can see that the rate of con-
vergence stated in the above corollary in each of the cases is sharp. (See
Remark 2.21 in [2]).
Remark 2.4. If Mh,r = 0 and gr = 0 for all r ≥ 1 in (2.3) then we get finite
difference schemes (in the spatial variable) for parabolic (possibly degener-
ate) PDEs. Since these schemes are not necessarily monotone, Theorem 2.2
and Corollary 2.3 are new results also in the case of deterministic PDEs.
They generalise the corresponding results, Theorem 2.3 in [6] and Theo-
rems 2.16 and 2.18 in [2] on monotone schemes to a class of schemes which
contains also non monotone finite difference schemes.
Now we formulate some implications of Theorem 2.2 on Richardson ex-
trapolation. We set
(c0, c1, ..., ck) = (1, 1, ..., 1)V
−1, (c˜0, c˜1, ..., c˜k˜) = (1, 1, ..., 1)V˜
−1,
where k˜ = (k − 1)/2 for odd integer k ≥ 0, V −1 is the inverse of the
(k+1)×(k+1) Vandermonde matrix V = (V ij) given by V ij = 2−(i−1)(j−1),
and V˜ −1 is the inverse of the k˜ × k˜ Vandermonde matrix V˜ given by V˜ ij =
4−(i−1)(j−1). Define
vh =
k∑
i=0
ciu
h/2i
when Assumptions 2.1 through 2.4 hold with m > 2k + 3 + d/2 for some
integer k ≥ 0, and define also
v˜h =
k˜∑
i=0
c˜iu
h/2i
when k ≥ 1 is odd, pλ = qλ = 0 for all λ ∈ Λ0, and Assumptions 2.1 through
2.4 hold with m > 2k + 2 + d/2.
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Theorem 2.4. Let p > 0. Let Assumptions 2.1 through 2.4 hold with
m > 2k + 3 + d/2 for some integer k ≥ 0. Then for all h > 0
E sup
t∈[0,T ]
sup
x∈Gh
|ut(x)− v
h
t (x)|
p + E sup
t∈[0,T ]
|ut − v
h
t |
p
lh,2
≤ Nhp(k+1)(E|ψ|pm + EK
p
m(T )) (2.12)
holds with a constant N = N(K,T, k, p, |Λ|). Let k ≥ 1 be an odd number an
let Assumptions 2.1 through 2.4 hold with m > 2k + 2 + d/2 Then estimate
(2.12) holds for all h > 0 with v˜h in place of vh.
Proof. By definition of the coefficients ci and c˜i, from Theorem 2.2 we have
that for each h almost surely
ut(x)− v
h
t (x) = h
k+1R
(h)
t (x), ut(x)− v˜
h
t (x) = h
k+1R˜
(h)
t (x)
for all t ∈ [0, T ] and x ∈ Gh, where R
(h) =
∑k
j=0 cj2
−jrh/2
j
and R˜(h) =∑k˜
j=0 c˜j2
−jrh/2
j
. Hence the theorem follows from Theorem 2.2 by virtue of
estimate (2.11). 
Example 2.3. Assume that we have d = 2, m = 10 and pλ = qλ = 0 for
every λ ∈ Λ0. Then
v˜h := 43u
h/2 − 13u
h
satisfies
E sup
t≤T
sup
x∈Gh
|ut(x)− u˜
h
t (x)|
2 ≤ Nh8(E|ψ|2m + EK
2
m(T )).
Remark 2.5. If in addition to the conditions of Theorem 2.4 ψ ≥ 0, ft ≥ 0
and grt = 0 are also satisfied for t ∈ [0, T ], x ∈ R
d and r ≥ 1, then u, the
solution of (2.1)-(2.2), is nonnegative. Such situation arises, for example in
the case of the Zakai equation in nonlinear filtering, where f = 0, g = 0
and ψ is the conditional density of the initial value of the signal, given the
initial value of the observation. Notice, however that even in such cases, in
general, vh and v˜h take negative values. If we want our approximations to
be also non-negative then we may take, for example, (vh)+ and (v˜h)+ in
place of vh and v˜h, respectively. Since |z −w+| ≤ |z −w| for any z ∈ [0,∞)
and w ∈ R, for ut(x) ≥ 0 we have
|ut(x)− (v
h
t (x))
+| ≤ |ut(x)− v
h
t (x)|, |ut(x)− (v˜
h
t (x))
+| ≤ |ut(x)− v˜
h
t (x)|.
Consequently, if u is a nonnegative random field, then Theorem 2.4 holds
also with (vh)+ and (v˜h)+ in place of vh and v˜h, respectively.
Theorem 2.4 implies the following results on almost sure rate of conver-
gence.
Theorem 2.5. Let (hn)
∞
n=1 be a nonnegative sequence from lq for some
q ≥ 1. Let Assumptions 2.1 through 2.4 hold with m > 2k+1+d/2 for some
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integer k ≥ 0. Then for each ε > 0 there is a finite random variable ξε such
that almost surely
sup
t∈[0,T ]
sup
x∈Gh
|ut(x)− v
h
t (x)|+ sup
t∈[0,T ]
|ut − v
h
t |lh,2 ≤ ξεh
k+1−ε (2.13)
holds for h = hn, for integers n ≥ 1. Let k ≥ 1 be an odd number such that
Assumptions 2.1 through 2.4 hold with m > 2k − 1 + d/2. Then for every
ε > 0 there is a finite random variable ξε such that almost surely (2.13)
holds with v˜h in place of vh for h = hn for all n ≥ 1.
Proof. We prove only the statement concerning vh, since the assertion for
v˜h can be proved in the same way. Set Ωr = {ω ∈ Ω : |ψ(ω)|m| ≤ r} for
integers r ≥ 1. Then Ωr ∈ F0 and ∪
∞
r=1Ωr has full probability. If for each
r we have (2.13) on Ωr, with some almost surely finite random variable ξεr
instead of ξε, then clearly we have (2.13) almost surely with some finite
random variable ξε. Thus we may additionally assume that |ψ|m is bounded
by a constant. Define
τr = inf{t ≥ 0 : Km(t) ≥ r} for integers r ≥ 1.
Then τr is a stopping time for each r, and due to Assumption 2.3, τr →∞
as r →∞. Thus if for each r we have a finite random variable ξεr such that
(2.13) holds almost surely with ut∧τr , v
h
t∧τr and ξεr in place of ut, v
h
t and ξε,
respectively for every h = hn, then there is a finite random variable ξε such
that (2.13) holds almost surely for all h = hn, n ≥ 1. Therefore in addition
to the assumptions of the theorem we may assume that |ψ|m + Km(T ) is
bounded by a constant, say c. Let ηh denote the left-hand side of inequality
(2.13), and set ζn = h
−k−1+ε
n ηhn . Then under the additional assumption
that |Ψ|m +Km(T ) ≤ c, by Theorem 2.4 we obtain
Eζpn ≤ Nc
phεpn for all n ≥ 1 and p > 0,
where the constants N and c are independent of n. Taking here p so large
that pε ≥ q, we get
E
∞∑
n=1
ζpn =
∞∑
n=1
Eζpn ≤ Nc
p
∞∑
n=1
hεpn <∞.
Hence for
ξε :=
(
∞∑
n=1
ζpn
)1/p
we obtain that almost surely ξε < ∞ and ηhn ≤ ξεh
k+1−ε
n for all n, which
completes the proof of the theorem. 
Example 2.4. Consider the degenerate parabolic SPDE
dut = 2D
2ut dt+ 2Dut dwt t ∈ (0, 1], x ∈ R,
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with initial condition u0(x) = cos x, and approximate it by the finite differ-
ence equation
duht (x) =
uht (x+ 2h)− 2u
h
t (x) + u
h
t (x− 2h)
2h2
dt+
uht (x+ h)− u
h
t (x− h)
h
dwt.
The unique bounded solution of the SPDE problem is
ut(x) = cos(x+ 2wt),
and the unique bounded solution to the finite difference equation (with initial
condition uh0(x) = cos x) is
uht (x) = cos(x+ 2φhwt),
where φh = sinh/h. For t = 1, h = 0.1, and wt = 1 we have
u1(0) ≈ −0.4161468365,
uh1(0) ≈ −0.4131150562, u
h/2
1 (0) ≈ −0.415389039,
u˜h1(0) =
4
3u
h/2
1 (0) −
1
3u
h
1(0) =≈ 0.4161470333.
Such level of accuracy by uh˜1(0) is achieved with h˜ = 0.0008, which is more
than 60 times smaller than h/2.
Note that since cos x is not square integrable over R, the above example
does not fit into our setting, but using suitable Sobolev spaces we can extend
our setting so that this example can be included.
3. Preliminaries
We introduce some notation. For λ ∈ Λ1 ∪ {−Λ1} and for h 6= 0 we use
Th,λ and T
h
λ for the operators defined by
Th,λϕ(x) = ϕ(x+ hλ), T
h
λ =
1
2
(Th,λ + Th,−λ)
for functions ϕ given on Rd, where I denotes the identity operator. For the
sake of uniformity of notation we take a set of unit vectors, Λ2 = {ℓ1, ...., ℓd},
which is disjoint from Λ0 ∪ {−Λ0}, and use the notation
δh,li = δ
h
ℓi = Di =
∂
∂xi
for the partial derivative in the direction of the i-th basis vector ei for
i = 1, ..., d and h 6= 0. We use also the notation Ihλ for T
h
λ when λ ∈ Λ1 and
for the identity when λ ∈ Λ2. Set Th,λ = I for λ ∈ Λ2. It is easy to see that
δh,λ(uv) =vδh,λu+ (Th,λu)δh,λv (3.1)
=vδh,λu+ uδh,λv + hλ(δh,λu)(δh,λv) (3.2)
for all h 6= 0 and
λ ∈ Λ := Λ0 ∪ Λ2,
where hλ = h if λ ∈ Λ0 and hλ = 0 if λ ∈ Λ2. Hence we get
δhλ(uv) = (δ
h
λu)I
h
λv + (I
h
λu)δ
h
λv for λ ∈ Λ. (3.3)
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Indeed, this is the classical Leibniz rule when λ ∈ Λ2, and for λ ∈ Λ0 by
virtue of (3.1) we have
δhλ(uv) = (δ
h
λu)v +
1
2
{(δh,λv)Th,λu+ (δ−h,λv)Th,−λu}
= (δhλu)v + (δ
h
λv)T−h,λu+
1
2
(Th,λu− T−h,λu)δh,λv
= (δhλu)v + (δ
h
λv)T−h,λu+ (δ
h
λu)(Th,λv − v)
= (δhλu)Th,λv + (δ
h
λv)T−h,λu.
Since δhλ = δ
−h
λ , symmetrizing the last equality in h we get (3.3).
To extend this Leibniz rule to higher order finite differences and deriva-
tives we introduce further notation.
Let Λn denote the set of sequences λ1....λn of length n of elements of Λ.
We use the notation |α| := n for the length of α ∈ Λn. We introduce a
‘sequence’ of ‘length zero’, which we denote by ǫ. It is considered a sub-
sequence of any λ ∈ Λn for each n ≥ 1. For µ ∈ Λm and λ ∈ Λn, m ≤ n we
write µ ≤ λ if µ is a sub-sequence of λ, and λ \ µ denotes the sequence we
obtain from λ by removing µ from it. In particular, λ \λ = ǫ, λ \ ǫ = λ. For
λ = λ1....λn ∈ Λ
n we set
δλ = δ
h
λ = δ
h
λ1 . . . δ
h
λn , Iλ = I
h
λ = I
h
λ1 ...I
h
λn ,
and for ǫ we set
δε = Iǫ = I.
Now a generalization of (3.1) reads as follows.
Lemma 3.1. Let λ ∈ Λn for n ≥ 1. Then
δλ(uv) =
∑
µ≤λ
(δµIλ\µu)(δλ\µIµv),
where the summation is taken over all sub-sequences of λ, including ǫ.
Proof. The lemma can be proved by a straightforward induction on n, the
length of the multi-sequence λ. 
Notice that for λ ∈ Λ
Iλ = I +
h2
2 ∆
h
λ = hPλ + I, (3.4)
where
∆hλ :=
1
h2
(Th,λ − 2I + Th,−λ) = δh,λδh,−λ = (δ
h/2
λ )
2 =
1
h
(δh,λ − δ−h,λ),
Pλ :=
1
2(δh,λ − δ−h,λ)
for λ ∈ Λ1, and ∆
h
λ = Pλ = 0 for λ ∈ Λ2 and h 6= 0. Hence for α =
α1α2...αm ∈ Λ
m, m ≥ 1 we get
Iα = I + h
2Oα = I + hPα, (3.5)
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where
Oα = (∆α1Iα2α3....αm +∆α2Iα3....αm + ...+∆αm−1Iαm +∆αm)/2,
Pα = Pα1Iα2α3....αm + Pα2Iα3....αm + ...+ Pαm−1Iαm + Pαm).
Set
Rλ = (Th,λ − Th,−λ)/2 for λ ∈ Λ,
and notice that for any functions a and u on Rd we have
Iµ(au) =aIµu+ h(Pµa)Iµu+ h(δµa)(Rµu) (3.6)
=(Iµa)(Iµu) + (Rµa)(Rµu) (3.7)
for all µ ∈ Λ and h 6= 0. Indeed, if µ ∈ Λ2, then Pµ = Rµ = 0, and these
equalities hold by definition. If µ ∈ Λ0 then
Iµ(au) =aIµu+
h
2
{(δh,µa)Th,µu+ (δh,−µa)Th,−µu}
=aIµu+ h(Pµa)(Th,−µu) + (Rµa)(Rµu),
and symmetryzing the right-hand side of the last equality in µ and −µ, we
obtain (3.6). Hence we get equality (3.7) by using (3.4).
We will often make use of the fact that for λ ∈ Λk
|δλv|0 ≤ N |v|k, for v ∈ H
k,
where N is a constant depending only on d, k and |Λ|.
More precisely, the following lemma holds.
Lemma 3.2. Let k be a positive integer. Then for λ = λ1λ2...λk ∈ Λ
k and
h 6= 0
|δh,λv|0 ≤ Π
k
i=1|λi||D
kv|0, |δ
h
λv|0 ≤ Π
k
i=1|λi||D
kv|0
for all v ∈ Hk.
Proof. The second inequality clearly follows from the first one. It is sufficient
to prove the first inequality for smooth functions v with compact support.
For λ ∈ Λ let λ¯ denote λ if λ ∈ Λ0, and let λ¯ = ei if λ = li ∈ Λ2. Then
δh,λv(x) =
∫ 1
0
∂λ¯v(x+ hλθλ) dθ
for every x ∈ Rd, where ∂λ¯ is the directional derivative along λ¯, hλ = h for
λ ∈ Λ0 and hλ = 0 for λ ∈ Λ2. Hence for λ ∈ Λ
k and smooth v we get by
induction on k that
δh,λv(x) =
∫
[0,1]k
∂λ¯1 ...∂λ¯kv(x+ θ1hλ1λ1 + ...+ θkhλkλk) dθ1 dθ2...dθk
for every x ∈ Rd, which by Minkowski’s inequality and by the shift invariance
of the Lebesgue measure yields
|δh,λv|0 ≤ |∂λ¯1 ...∂λ¯kv|0.
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We can finish the proof by noting that
|∂λ¯1 ...∂λ¯kv(x)|
2 ≤ |Dkv(x)|2Πki=1|λi|
2.

Lemma 3.3. Let a be a bounded function on Rd. Assume that the first order
partial derivatives of a are functions, which together with a are bounded in
magnitude by a constant K. Then for all h 6= 0 and u ∈ H1 we have
(Iµu, aδλu) =−
1
2
((δλa)IλIµu, u)−
1
2
(IµRλu, (Pλa)u)
−
1
2
(Rλu, (Pµa)Iµu)−
1
2
(Rλu, (δµa)Rµu), (3.8)
|(Iµu, aδλu)| ≤N |u|
2
0 (3.9)
for λ, µ ∈ Λ, where N is a constant depending only on K, d, |λ| and |µ|.
Proof. Notice that
δ∗λ = −δλ, I
∗
λ = Iλ for λ ∈ Λ
for the adjoints δ∗λ and I
∗
λ of δλ and Iλ in L2(R
d), respectively. Using this,
the Leibniz rule (3.3), and taking into account that δλ and Iµ commute, we
have
(Iµu, aδλu) = −(δλ(aIµu), u) = −((δλa)IλIµu, u)−A
with
A = ((Iλa)δλIµu, u) = (δλu, Iµ((Iλa)u)).
Using (3.4) we get
A = h(δλu, Iµ((Pλa)u) +B = (IµRλu, ((Pλa)u) +B
with
B = (δλu, Iµ(au)),
and using (3.6) we obtain
B =(δλu, aIµu) + h(δλu, (Pµa)Iµu) + h(δλu, (δµa)Rµu)
=(δλu, aIµu) + (Rλu, (Pµa)Iµu) + (Rλu, (δµa)Rµu).
Hence
(Iµ, aδλu) =− ((δλa)IλIµu, u)− (IµRλu, (Pλa)u)
− (Iµu, aδλu)− (Rλu, (Pµa)Iµu))− (Rλu, (δµa)Rµu), (3.10)
which gives (3.8). To prove (3.9) notice that
|Pλa| ≤ |λ||Da|, |Rλa| ≤ |λ||Da|,
where |Da| is the length of the gradient of a. Notice also that due to the
shift invariance of the Lebesgue measure, the linear operators Iµ and Rλ are
contractions on H0. Hence it is easy to see that (3.8) implies (3.9). 
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Corollary 3.4. Let m be a nonnegative integer and let b = (br(x))∞r=1 be an
l2-valued function on R
d such that b and its partial derivatives up to order
max(m, 1) are l2-valued functions which in magnitude are bounded by K.
Then for all h 6= 0, u ∈ Hm and each α ∈ Λm
∞∑
r=1
|(δαIµu, δα(b
rδλu))|
2
0 ≤ N |u|
4
m (3.11)
for λ ∈ Λ0, µ ∈ Λ, and α ∈ Λ
m, where N is a constant depending only on
K, d, m and |Λ|.
Proof. Consider the case m = 0. Then by definition δα is the identity, and
by (3.8) we have
∞∑
r=1
|(Iµu, b
rδλu)|
2
0 ≤ 4
4∑
i=1
Ai
with
A1 =
∞∑
r=1
|(uδλb
r, IλIµu)|
2
0 ≤ |u|
2
0
∞∑
r=1
|uδλb
r|20 ≤ N |u|
4
0,
A2 =
∞∑
r=1
|(IµRλu, uPλb
r)|2 ≤ |u|20
∞∑
r=1
|uPλb
r|20 ≤ N |u|
4
0,
A3 =
∞∑
r=1
|(Rλu, (Pµb
r)Iµu)|
2
0 ≤ |u|
2
0
∞∑
r=1
|(Iµu)Pµb
r|20 ≤ N |u|
4
0,
A4 =
∞∑
r=1
|(Rλu, (δµb
r)Rµu)| ≤ |u|
2
0
∞∑
r=1
|(Rµu)δµb
r|20 ≤ N |u|
4
0,
where N is a constant depending only on m, d, K and |Λ|. This proves
(3.11) when m = 0. Assume now m ≥ 1. Then
∞∑
r=1
|(δαIµu, δα(b
rδλu))|
2
0 ≤ 2B1 + 2B2,
where
B1 =
∞∑
r=1
|(Iµuα, (Iαb
r)δλuα)|
2
0,
B2 =
∞∑
r=1
|(Iµuα, δα(b
rδλu)− (Iαb
r)δλuα)|
2
0.
Using that (3.11) holds when m = 0, we have
B1 ≤ N |δαu|
4
0 ≤ N
′|u|4m
with a constant N ′ = N ′(m,d,K, |Λ|). Using Lemma 3.1 and Lemma 3.2
we get
B2 ≤ |uα|
2
0
∞∑
ρ=1
|δα(b
ρδλu)− (Iαb
ρ)δλuα)|
2 ≤ N |u|4m
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with a constant N = N(m,d,K, |Λ|), and the proof is complete. 
Lemma 3.5. Let m ≥ 0 be an integer and let p be a nonnegative function
on Rd such that its partial derivatives up to order max(m, 1) are functions,
which together with p are bounded in magnitude by a constant K. Then for
every α ∈ Λm, λ ∈ Λ0 and for all h ∈ (0,∞) we have
(δαu, δα(pδh,λu)) ≤ N |u|
2
m
for all u ∈ Hm, where N is a constant depending only on K, d, |Λ| and m.
Proof. Clearly
δα(pδh,λu) = δα(pδh,λu)− (Iαp)δαδh,λu+ (Iαp)δh,λδαu,
and
(δαu, δα(pδλu)− (Iαp)δαδλu) ≤ N |u|
2
m
with a constant N = N(m,K, d,Λ). By the Leibniz rule (3.2) we have
(δαu)δh,λδαu =
1
2δh,λ(δαu)
2 − hλ(δh,λδαu)
2.
Consequently,
(δαu, δα(pδh,λu)) ≤ N |u|
2
m + (Iαp, (δαu)δh,λδαu)
= N |u|2m +
1
2
(Iαp, δh,λ(δαu)
2)− hλ(Iαp, (δh,λδαu)
2). (3.12)
Due to Iαp ≥ 0 and hλ ≥ 0 we have
hλ(Iαp, (δh,λδαu)
2) ≥ 0,
and by taking the adjoint δ∗h,λ = δh,−λ in L2, we have
(Iαp, δh,λ(δαu)
2) = (δh,−λIαp, (δαu)
2) ≤ N |u|2m
with a constant N = N(K,m, d, |Λ|). Thus the lemma follows from (3.12).

Lemma 3.6. The following statements hold for all h > 0 and λ, µ ∈ Λ0.
(i) For v, ϕ ∈ H1 we have
|(δhλv, ϕ) − (∂λv, ϕ)| ≤
h
2
|λ|2|Dv|0|Dϕ|0. (3.13)
(ii) Let b = (br(x))∞r=1 be an l2-valued function on R
d, with l2 norm
bounded by a constant K. Assume that its first order derivatives in
x are l2-valued functions, which are in l2 norm bounded by K. Then
there is a constant N = N(K, d) such that for v, ϕ ∈ H1
∞∑
r=1
|(brδhλv, ϕ)− (b
r∂λv, ϕ)|
2 ≤ Nh2|λ|4|Dv|20|ϕ|
2
1.
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(iii) Let a = a(x) be a real function on Rd, bounded by a constant K,
such that its derivatives up to second order are functions, bounded
by K. Then for all v ∈ H1 and ϕ ∈ H2 we have
|(aδhµδ
h
λv, ϕ) − (∂λv, ∂−µ(aϕ))| ≤
h
2
|λ|(|λ| + |µ|)|Dv|0|D
2(aϕ)|0
≤Nh|Dv|0|ϕ|2 (3.14)
with a constant N = N(K, d, |λ|, |µ|).
Proof. It is sufficient to prove the lemma for v, ϕ ∈ C∞0 (R
d). For such v and
ϕ we have
(δhλv − ∂λv, ϕ) =
h
4
∫ 1
−1
∫ 1
−1
∫
Rd
θ1∂
2
λv(x+ θ1θ2hλ)ϕ(x) dx dθ1 dθ2.
Hence by integration by parts, using the Bunyakovsky-Cauchy-Schwarz in-
equality and the shift invariance of the Lebesgue measure, we obtain
|(δhλv − ∂λv, ϕ)| ≤
h
4
∫ 1
−1
∫ 1
−1
|θ1||∂λv|0|∂λϕ|0 dθ1 dθ2 =
h
2
|∂λv|0|∂λϕ|0,
which proves (3.13). Hence we can easily obtain (ii) by substituting brϕ in
place of ϕ in (3.13), and then by taking the square and summing up the
inequalities over r ∈ {1, 2, ...}. To prove (iii) notice that
(aδhµδ
h
λv, ϕ)− (∂λv, ∂−µ(aϕ)) = A+B
with
A = (v, δhµδ
h
λ(aϕ)− (v, ∂µδ
h
λ(aϕ)
B := (v, δhλ∂µ(aϕ) − (v, ∂λ∂µ(aϕ)).
By virtue of (i) we have
|A| ≤
h
2
|µ2||Dv|0|Dδλ(aϕ)|0 ≤
h
2
|µ|2|λ||Dv|0|D
2(aϕ)|0,
|B| ≤
h
2
|λ|2|Dv||DDµ(aϕ)|0 ≤
h
2
|λ|2|µ||Dv|0|D
2(aϕ)|0,
and by adding up these estimates we get (3.14). 
Next we formulate a generalization of a well-known lemma from [24].
Lemma 3.7. Let σ(x) be a d×m matrix for every x ∈ Rd such that
|σ(x)− σ(y)| ≤ L|x− y| for all x, y ∈ Rd.
Let V be a symmetric d× d matrix. Then the following estimates hold.
(i) For every λ ∈ Rd \ {0}
|∂λ(σσ
∗)ijV ij |2 ≤ 4L2|λ|(σσ∗)ijV ikV jk for dx-almost every x ∈ Rd;
(ii) for every λ ∈ Λ0, h 6= 0 , ε > 0 and x ∈ R
d we have
|δh,λ(σσ
∗)ijV ij |2 ≤ 4(1 + ε)L2|λ|(σσ∗)ijV ikV jk + (1 + ε−1)L4|λ|4h2|V |2;
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(iii) for every λ ∈ Λ, h 6= 0 and x ∈ Rd we have
|δhλ(σσ
∗)ijV ij|2 ≤ 5L2|λ|(σσ∗)ijV ikV jk + 5L4|λ|4h2|V |2.
Proof. Part (i) is well-known from [24], and (iii) obviously follows from (ii).
To prove (ii) we use the discrete Leibniz rule to get
δh,λ(σσ
∗) = σλσ
∗ + σσ∗λ + hσλσ
∗
λ,
where σλ := δh,λσ. Hence using the Cauchy inequality and the simple
inequality
(a+ b)2 ≤ (1 + ε)a2 + (1 + ε−1)b2,
we have
|δh,λ(σσ
∗)ijV ij |2 = |2σikλ σ
jkV ij + hσikλ σ
jk
λ V
ij |2
≤ 4(1 + ε)|σλ|
2(σσ∗)jlV jiV li + (1 + ε−1)h2‖σλ‖
4|V |2,
and obtain (ii) by taking into account |σλ| ≤ Lλ. 
Finally we present a stochastic Gronwall lemma from [4], which improves
Lemma 3.7 from [9].
Lemma 3.8. Let y = (yt)t∈[0,T ] and F = (Ft)t∈[0,T ] be adapted nonnegative
stochastic processes and let m = (mt)t∈[0,T ] be a continuous local martingale
such that almost surely
dyt ≤ N(yt + Ft) dt+ dmt for all t ∈ [0, T ]
where N is a constant. Assume that
d〈m〉t ≤ N(y
2
t +Gtyt) dt
for a nonnegative stochastic process G = (Gt)t∈[0,T ] and a constant N . Then
for every p > 0
E sup
t≤T
|yt|
p ≤ CE|y0|
p + CE
{∫ T
0
(Ft +Gt) dt
}p
,
where C is a constant depending only on p, N and T .
For the proof we refer to [4].
4. Solvability of the finite difference scheme
In this section we study the finite difference scheme (2.3)-(2.4) in the
whole Rd instead of Gh, i.e., we consider
dut(x) =(L
h
t ut(x) + ft(x)) dt
+ (Mh,rt ut(x) + g
r
t (x)) dw
r
t for (t, x) ∈ HT , (4.1)
with initial condition
u0(x) = ψ(x), for x ∈ R
d, (4.2)
where Lh and Mh,r are defined in (2.5) and (2.6).
STOCHASTIC FINITE DIFFERENCE SCHEMES 19
Let, as before, m be a nonnegative integer, K ≥ 0 be a constant, and
make the following assumptions, which are somewhat weaker than those of
2.2 and 2.3.
Assumption 4.1. The functions aλµ, bλ, pγ and qγ and their partial deriva-
tives in x ∈ Rd up to order m are continuous in x and are bounded in
magnitude by K, for all λ, µ ∈ Λ1 and γ ∈ Λ0.
Assumption 4.2. The initial value ψ is an Hm-valued F0-measurable ran-
dom variable, and f = (ft)t≥0 and g = (gt)t≥0 are predictable processes with
values in Hm and Hm(l2), respectively, such that almost surely∫ T
0
|ft|
2
m + |gt|
2
m dt <∞. (4.3)
Definition 4.1. An H0-valued continuous and adapted process (u¯ht )t∈[0,T ]
is called a solution to (4.1)-(4.2) if almost surely
(u¯ht , ϕ) = (ψ,ϕ) +
∫ t
0
(Lhs u¯
h
s + fs, ϕ) ds +
∫ t
0
(Mh,rs u¯
h
s + g
r
s , ϕ) dw
r
s (4.4)
for all t ∈ [0, T ] and ϕ ∈ C∞0 (R
d).
Note that due to Assumption 4.1 for each h 6= 0 we have a constant C
such that
|Lht φ|
2
l +
∞∑
r=1
|Mh,rt φ|
2
l ≤ C
2|φ|2l for all φ ∈ H
l, (4.5)
for all t ∈ [0, T ] and integer l ∈ [0,m]. Thus Lht and M
h
t = (M
h,r
t )
∞
r=1 are
bounded linear operators from H l to H l and to H l(l2), respectively, such
that their operator norm is bounded by C for all t ∈ [0, T ] and ω ∈ Ω. Using
this with l = 0, (4.3) with m = 0 and that ψ is a F0 measurable random
variable in H0, we can see that u¯ is a solution to (4.1)-(4.2) if and only if it
is the solution of the SDE
u¯ht = ψ +
∫ t
0
(Lhs u¯
h
s + fs) ds +
∫ t
0
(Mh,rs u¯
h
s + g
r
s) dw
r
s , t ∈ [0, T ], (4.6)
in the Hilbert spaceH0, where the first integral is a Bochner integral and the
second one is a stochastic integral in a Hilbert space. Thus by a well-known
theorem on SDEs in Hilbert spaces, with Lipschitz continuous coefficients,
problem (4.1)-(4.2) admits a unique solution u¯h. Due to ψ ∈ Hm, (4.3) and
(4.5) with l = m, equation (4.6) admits a unique continuous Hm-valued so-
lution by virtue of the same theorem on solvability of SDEs in Hilbert spaces
with Lipschitz continuous coefficients. Consequently, u¯h is a continuous Hm-
valued process. If m > d/2 then by Sobolev’s theorem on embedding Hm
into Cb(R
d), the space of continuous and bounded functions on Rd, there
exists a linear operator J : Hm → Cb such that Jϕ(x) = ϕ(x) for almost
every x ∈ Rd, and
sup
Rd
|Jϕ| ≤ N |ϕ|m
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for all ϕ ∈ Hm, where N is a constant depending only on d. One has also
the following lemma on the embedding Hm ⊂ l2(Gh).
Lemma 4.1. For Hm, m > d/2, we have h ∈ (0, 1)∑
x∈Gh
|Jϕ(x)|2hd ≤ N |ϕ|2l , (4.7)
where N is a constant depending only on d.
Proof. This lemma is a straightforward consequence of Sobolev’s theorem
on embeddingWm2 functions on the unit ball B1 of R
d into C(B1), the space
of continuous functions on B1. (See, e.g., [7].) 
If m > d/2 then by virtue of the above lemma the solution (Ju¯ht )t∈[0,T ]
of (4.1)-(4.2) restricted to Gh in x is a continuous lh,2-valued process. Thus
we have the following proposition. Remember that when f and g are Hm
and Hm(l2)-valued processes with m > d/2, and ψ ∈ H
m, then we always
take their continuous modifications in x, i.e., we take fˆ = Jf , gˆ = Jg and
ψˆ = Jψ in place of f , g and ψ, respectively.
Proposition 4.2. Let Assumptions 4.1 and 4.2 hold. Then (4.1)-(4.2) has
a unique solution u¯h = (u¯ht )t∈[0,T ] for each h 6= 0 in the sense of Definition
4.1. Moreover, u¯h is a continuous Hm-valued process. If m > d/2 then
uˆh := Ju¯h, the continuous modification in x of u¯h, restricted to Gh is u
h,
the continuous lh,2-valued solution of (2.3)-(2.4).
Proof. Except of the last statement we have already proved this proposition.
To prove the last statement assume m > d/2. Fix a point x of Gh and
take a nonnegative smooth function ϕ with compact support in Rd whose
integral over Rd is one. Define for each integer n ≥ 1 the function ϕn by
ϕn(y) = n
dϕ(n(y−x)) for y ∈ Rd. Then by virtue of Definition 4.1 we have
almost surely
(uˆht , ϕn) = (ψˆ, ϕn) +
∫ t
0
(Lht uˆ
h
t + fˆt, ϕn) dt+
∫ t
0
(Mh,rt uˆ
h
t + gˆ
r
t , ϕn) dw
r
t
for all t ∈ [0, T ] and for all n ≥ 1. Letting here n→∞ we obtain
uˆht (x) = ψˆ(x) +
∫ t
0
(Lht uˆ
h
t (x) + fˆt(x)) dt +
∫ t
0
(Mh,rt uˆ
h
t (x) + gˆ
r
t (x)) dw
r
t
almost surely for each t ∈ [0, T ], where almost surely the right-hand side is
continuous in t ∈ [0, T ]. Since uˆht (x) is also continuous in t, we have this
equality almost surely for all t ∈ [0, T ] and all x ∈ Gh. Moreover, we know
that (uˆh)t∈[0,T ] is a continuous and adapted l2-valued process, and that the
l2-valued solution u
h of (2.3)-(2.4) is unique. Hence uˆh = uh. 
Our aim now is to obtain an estimate for the solution u¯h to (4.1)-(4.2)
independently of h. To this end first for u ∈ Hm, f ∈ Hm and g = (gr)∞r=1 ∈
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Hm+1(l2) we set
Qhm(u, f, g, t) =
∫
Rd
∑
α∈Λm
2(δhαu)δ
h
α(L
h
t u(x) + f(x)) dx
+
∫
Rd
∑
α∈Λm
∑
r
|δhα(M
h,r
t u(x) + g
r(x))|2 dx, (4.8)
and prove the following lemma.
Lemma 4.3. Let Assumptions 2.2 and 2.4 hold. Then for each h > 0 for
P ⊗ dt-almost all (ω, t) ∈ Ω× [0, T ] we have
Qhm(u, f, g, t) ≤ N(|u|
2
m + |f |
2
m + |g|
2
m+1) (4.9)
for all u, f ∈ Hm and g ∈ Hm+1(l2), where N is a constant depending only
on d, m, K and |Λ|. If in addition to the above assumptions pλ = qλ = 0
for all λ ∈ Λ0, then (4.9) holds for each h ∈ R \ {0} for P ⊗ dt-almost every
(ω, t).
Proof. For real functions v and w on Rd we write v ∼ w if their integrals
over Rd are equal. We write v  w if v = w+F for a function F on Rd such
that the integral of F over Rd can be estimated by the right-hand side of
(4.9). We use the notation vλ = δλv for functions v on R
d and for λ ∈ Λk,
k ≥ 1. To simplify the notation we often write δα, ∆λ and Iα in place of
δhα, δ
h
λ and I
h
α, respectively. Moreover, we often use the convention that if
there is no parenthesis to indicate the order of operations in a formula then
operators act only on the first function written after them. For example,
aδµuIλfu means a(δµu)(Iλf)u.
Assume first that pλ = qλ = 0 for all λ ∈ Λ0. Consider the case m = 0.
Notice that for λ, µ ∈ Λ0 we have
uaλµδλδµu ∼ −Iλua
λµ
λ uµ − uλIλa
λµuµ.
By Lemma 3.3 we get −Iλua
λµ
λ uµ  0, and using Iλ = I + h
2∆λ/2 we have
−uλIλa
λµuµ = −uλa
λµuµ −
1
2Tλu(∆λa
λµ)Tµu  −uλa
λµuµ.
Using Lemma 3.3 for λ ∈ Λ0 we have ua
λ0uλ  0. Hence we have
2u
∑
λ,µ∈Λ1
aλµδλδµu  −2
∑
λ,µ∈Λ0
uλa
λµuµ. (4.10)
Notice that by Lemma 3.3 we have bλruλb
0ru  0, and
bλruλg
r ∼ −bλrλ (Iλg
r)u− (Iλb
λr)gλrλ u  0.
Hence ∑
r
|Mh,ru+ gr|2 
∑
λ,µ∈Λ0
∑
r
bλrbµruλuµ,
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which together with (4.10) gives
2u(Lhu+ f) +
∑
r
|Mh,ru+ gr|2  −
∑
λ,µ∈Λ0
(2aλµ −
∑
r
bλrbµr)uλuµ ≤ 0
by virtue of Assumption 2.4. This proves Lemma 4.3 for m = 0.
Consider now the case m ≥ 1. Let α ∈ Λm. Then by Lemmas 3.1 and 3.3
for λ ∈ Λ0 we have
uαδα(a
λ0uλ)  uα(Iαa
λ0)δλuα  0.
Let λ, µ ∈ Λ0. Then using Lemma 3.1 we have
uαδα(a
λµδλδµu) uα
∑
γ≤α,|γ|=1
(Iα\γa
λµ
γ )Iγδα\γδλδµu
+ uα(Iαa
λµ)δλδµuα.
By virtue of (3.5) we get
(Iαa
λµ)δλδµuα =a
λµδλδµuα + h
2(Oαa
λµ)δλδµuα
=aλµδλδµuα + (Oαa
λµ)RλRµuα.
Thus, using also Lemma 3.3, we obtain
uα(Iαa
λµ)δλδµuα  uαa
λµδλδµuα ∼ −uαλ(Iλa
λµ)uαµ − (Iλuα)a
λµ
λ δµuα
 −uαλa
λµuαµ.
For |γ| = 1 and |β| ≤ m− 1 due to (3.5) and (3.6) we have
uα(Iβa
λµ
γ )Iγδβδλδµu = uαa
λµ
γ Iγδλδµuβ + huα(Pβa
λµ
γ )Iγδλδµuβ
= uαa
λµ
γ Iγδλδµuβ + uα(Pβa
λµ
γ )IγRλδµuβ  uαa
λµ
γ Iγδλδµuβ
∼ (Iγ(uαa
λµ
γ ))δλδµuβ
= (Iγuα)a
λµ
γ δλδµuβ + (Iγuα)(Pγa
λµ
γ )Rλδµuβ + (Rγuα)(δγa
λµ
γ )Rλδµuβ
 (Iγuα)a
λµ
γ δλδµuβ.
Hence
A := 2δhαuδ
h
α(L
hu+ f)  A1 +A2 (4.11)
with
A1 = −2uαλa
λµuαµ, A2 = 2
∑
γ≤α,|γ|=1
(Iγuα)a
λµ
γ δλδµuα\γ ,
where the summation convention is used with respect to repeated λ, µ from
Λ0. By Lemma 3.5 for h > 0 we have
(δαu, δα(p
λδh,λu− q
λδ−h,λu))  0. (4.12)
Clearly
|δα(b
µδµu+ g)|
2
l2 = |δα(b
λδλu)|
2
l2 + |δα(g + b
0u)|2l2
+2(δα(b
λδλu), δα(g + b
0u))l2 ,
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where repeated indices µ mean summation over µ ∈ Λ1 and repeated indices
λ mean summation over λ ∈ Λ0. It is easy to see that
|δα(g + b
0u)|2l2  0,
(δα(b
λδλu), δα(g + b
0u))l2  (δα(b
λδλu), δα(b
0u))l2 .
Using the Lemmas 3.1 and 3.3 we get
(δα(b
λδλu), δα(b
0u))l2  ((Iαb
λ)Iα(δλb
0)uα, uα)l2  0.
Hence
B := |δα(b
λδλu+ g)|
2
l2  |δα(b
λδλu)|
2
l2 = B0 +B1 +B2 (4.13)
with
B0 = |δα(b
λδλu)− (Iαb
λ)δλuα|
2
l2 , B1 = |(Iαb
λ)δλuα|
2
l2 ,
B2 = 2(δα(b
λδλu)− (Iαb
λ)δλuα, (Iαb
λ)δλuα)l2 .
It is easy to notice that
B0  0, (4.14)
B1  (Iαb
λr)(Iαb
µr)δλuαδµuα,
B2  2
∑
γ
(Iβb
λr
γ )(Iαb
µr)(Iγδλuβ)δµuα, (4.15)
where
∑
γ in B2 denotes summation over all sub-sequences γ of α which
have length 1, and β denotes α \ γ. Here, and later on in the proof, λ and
µ are from Λ0. By (3.5) we have
(Iαb
λr)(Iαb
µr)uαλuαµ = (b
λr + h2Oαb
λr)(bµr + h2Oαb
µr)uαλuαµ
= bλrbµruαλuαµ + (b
λrOαb
µr + bµrOαb
λr)(Rλuα)(Rµuα)
+(Pαb
µr)(Pαb
µr)(Rλuα)(Rµuα)  b
λrbµruαλuαµ.
Consequently,
B1 
∑
λ,µ∈Λ0
bλrbµruαλuαµ. (4.16)
By virtue of (3.5) we have
(Iβb
λr
γ )(Iαb
µr)(Iγuβλ)uαµ
=((I + hPβ)b
λr
γ ))((I + hPα)b
µr)(Iγuβλ)uαµ
=bλrγ b
µr(Iγuβλ)uαµ
+ (bλrγ (Pαb
µr) + (Pβb
λr
γ )b
µr)(Iγuβλ)Rµuα
+ (Pβb
λr
γ )(Pαb
µr)(IγRλuβ)Rµuα
bλργ b
µr(Iγuβλ)uαµ
for λ, µ ∈ Λ0. Thus from (4.15) we obtain
B2  2
∑
γ
∑
λ,µ∈Λ0
bλργ b
µr(Iγuβλ)uαµ.
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Hence using that by (3.4)
2bλrγ b
µr = 2bλrγ Iγb
µr − 2hbλrγ Pγb
µr = δγ(b
λrbµr)− 2hbλrγ Pγb
µr,
we get
B2 
∑
γ
∑
λ,µ∈Λ0
δγ(b
λrbµr)(Iγuβλ)uαµ
− 2
∑
γ
∑
λ,µ∈Λ0
bλrγ (Pγb
µr)(Iγuβλ)Rµuα

∑
γ
∑
λ,µ∈Λ0
(δµuα)(δγ(b
λrbµr))Iγuβλ. (4.17)
Taking the adjoint δ∗µ = −δµ, using the Leibniz rule (3.3) and then using
(3.4), we have
(δµuα)(δγ(b
λrbµr))Iγuβλ ∼− uα(Iµδγ(b
λrbµr))Iγuβλµ
− uα(δµδγ(b
λrbµr))Iγµuβλ
− uα(Iµδγ(b
λrbµr))Iγuβλµ
=− uα(δγ(b
λrbµr))Iγuβλµ
− uα(Pµδγ(b
λrbµr))IγRµuβλ
− uα(δγ(b
λrbµr))Iγuβλµ. (4.18)
Taking the adjoint I∗γ = Iγ and using (3.6) we get
uα(δγ(b
λrbµr))Iγuβλµ =(Iγuα)(δγ(b
λrbµr))uβλµ
+ (Iγuα)(Pγδγ(b
λrbµr))Rµuβλ
+ (Iγuα)(δ
2
γ(b
λrbµr))Rµuβλ
(Iγuα)(δγ(b
λrbµr))uβλµ
Using this, from (4.18) we get
(δµuα)(δγ(b
λrbµr))Iγuβλ  −(Iγuα)(δγ(b
λrbµr))uβλµ.
Thus from (4.17) we have
B2  −
∑
γ
∑
λ,µ∈Λ0
(Iγuα)(δγ(b
λrbµr))uβλµ. (4.19)
Set
aˆλµ = aλµ − 12b
λrbµr for λ, µ ∈ Λ0.
Then from (4.16) and (4.19) we obtain
A1 +B1  −2
∑
λ,µ∈Λ0
aˆλµuαλuαµ, (4.20)
A2 +B2  2
∑
λ,µ∈Λ0
∑
γ
(Iγuα)aˆ
λµ
γ uβλµ. (4.21)
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By the simple inequality 2yz ≤ εy2 + ε−1z2 and by using Lemma 3.7 with
V = (V λµ) = (uβλµ), we have
2
∑
λ,µ∈Λ0
Iγuαaˆ
λµ
γ uβλµ ≤ε
∣∣ ∑
λ,µ∈Λ0
aˆλµγ uβλµ
∣∣2 + ε−1|Iγuα|2
≤εN
∑
λ,µ,η∈Λ0
aˆλµ(δλuβη)(δµuβη)
+ εN
∑
λ,µ∈Λ0
|Rµuβλ|
2 + ε−1|Iγuα|
2
εN
∑
λ,µ,η∈Λ0
aˆλµuβηλuβηµ
for each ε > 0, where N is a constant depending only on d, K, m and |Λ|.
Choosing here ε sufficiently small, by virtue of (4.11), (4.13), (4.14), (4.20)
and (4.21) we have for each h 6= 0∑
α∈Λm
2(δαu)δα(L
hu+ f) +
∑
α∈Λm
∑
r
|δα(M
h,ru+ gr)|2  0,
which proves the lemma when pλ = qλ = 0 for all λ ∈ Λ0. If this additional
condition is not satisfied, then the only change in the proof is that there is
an additional term,
A0 = 2(δαu, δα(p
λδh,λu− q
λδ−h,λu)),
in the right-hand side of (4.11), where the summation convention with re-
spect to repeated λ ∈ Λ0 is in force. By Lemma 3.5 for each h > 0
A0  0,
which completes the proof of the lemma. 
Our key estimate is formulated in the following theorem, where Km(T ) is
defined by (2.8).
Theorem 4.4. Let Assumptions 2.2 and 2.3 hold with m ≥ 0. Then problem
(2.3)-(2.4) has a unique L2-valued solution (u¯
h
t )t∈[0,T ], which is a continuous
Hm-valued process. If Assumption 2.4 also holds then for every p > 0 there
is a constant N = N(T, d,K, p,m, |Λ0|) such that
E sup
t≤T
|u¯ht |
p
m ≤ N(E|ψ|
p
m + EK
p
m(T )) (4.22)
for all h > 0. If in addition to the above assumptions pλ = qλ = 0 for all
λ ∈ Λ0, then (4.22) holds for all h ∈ R \ {0}.
Proof. By virtue of Proposition 4.2 we need only prove the statements on
the estimate (4.22). To this end we introduce the Hilbert norm |v|Hm on
Hm by
|v|2Hm =
∑
|α|≤m
|δαv|
2
0,
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and apply Itoˆ’s formula to |ut|
2
Hm to obtain
d|u¯ht |
2
Hm ={2(u¯t, L
h
t u¯
h
t + ft)Hm +
∑
r
|Mh,rt u¯
h
t + g
r
t |
2
Hm} dt+ dm
h
t
=Qhm(u¯
h
t , ft, gt) dt+ dm
h
t ,
where
dmht = 2(u¯
h
t ,M
h,r
t u¯t + g
r
t )Hm dw
r
t ,
and Qhm is defined by (4.8). Since |ϕ|m ≤ |ϕ|Hm for all ϕ ∈ H
m, by virtue of
Lemma 4.3 we get
d|u¯ht |
2
Hm ≤ N(|u¯
h
t |
2
Hm + |ft|
2
m + |gt|
2
m) dt+ dm
h
t
for each h > 0, provided Assumptions 2.2, 2.3 and 2.4 hold with m ≥ 0, and
we get this for all h 6= 0 if in addition to these assumptions, pλ = qλ = 0
also holds for every λ ∈ Λ0. Clearly,
|(u¯h,Mh,ru¯+ gr)Hm | ≤ |(u¯
h,Mh,r)Hm |+ |(u¯
h, gr)Hm |,
and by Lemma 3.2∑
r
|(u¯h, gr)Hm |
2 ≤ |u¯h|2Hm
∑
r
|gr|2Hm ≤ N |u¯
h|2Hm |g|
2
m
with a constant N = N(m,d,Λ). By Corollary 3.4∑
r
|(u¯h,Mh,r)Hm |
2 ≤ N |u¯h|2m ≤ N |u¯
h|2Hm .
with a constant N = N(m, d,K, |Λ0|). Thus for y
h
t = |u¯
h
t |
2
Hm for each h > 0
we have that almost surely
yht ≤ N
∫ t
0
(yhs + Fs) ds+m
h
t for all t ∈ [0, T ], (4.23)
where Fs = |fs|
2
m + |gs|
2
m and m
h is a continuous local martingale for every
h 6= 0, such that by virtue of Corollary 3.4 we have for every h 6= 0
d〈mh〉t =4
∞∑
r=1
|(u¯ht ,M
h,r
t u¯
h
t + g
r
t )Hm |
2 dt
≤N(|yht |
2 + yht |gt|
2
m) dt (4.24)
with a constant N = N(K,m, d, |Λ0|). Moreover, (4.23) holds for each h 6= 0
if pλ = qλ = 0 for all λ ∈ Λ0. Hence we finish the proof by applying Lemma
3.8 to (4.23) and using the obvious inequality |uh|2m ≤ y
h. 
For p > 0 letHlp denote the space ofH
l-valued adapted processes (vt)t∈[0,T ]
such that
|v|p
Hlp
= E
∫ T
0
|vt|
p
l dt <∞.
Clearly, Hlp is a Banach space for p ≥ 1, and it is a Hilbert space for p = 2.
Our aim now is to show that if EKp1(T ) <∞ for some p ≥ 2, then Theorem
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4.4 implies the weak convergence of u¯h in H1p to some u¯, which is the unique
solution of
dut = (a
λµ
t ∂λ∂µut + ft) dt+ (b
λr
t ∂λut + g
r
t ) dw
r
t , u0 = ψ, (4.25)
on [0, T ], where the summation convention is used over repeated λ, µ ∈ Λ1
and r ∈ {0, 1, ...}. The notion of solution is understood in the sense of
Definition 2.1. Thus, saying that a process u¯ is a solution to (4.25) on
[0, T ] means that u¯ has a weakly continuous H1-valued process from its
equivalence class, say u, such that almost surely
(ut, ϕ) =(ψ,ϕ) +
∫ t
0
{(∂λus, ∂−µ(a
λµ
s ϕ)) + (fs, ϕ)} ds
+
∫ t
0
(bλr∂λvs + g
r
s , ϕ) dw
r
s (4.26)
for all t ∈ [0, T ] and ϕ ∈ C∞0 (R
d).
Theorem 4.5. Let Assumptions 2.2, 2.3 and 2.4 hold with m ≥ 1. Let
p ≥ 2 and assume that E|ψ|pm < ∞ and EK
p
m(T ) < ∞. Then u¯
h converges
weakly in Hlp, for every l ∈ [0,m], to some u = (ut)t∈[0,T ] as n → ∞.
The process u is the unique solution of (4.25) on [0, T ]. Moreover, u is an
Hm-valued weakly continuous process, it is strongly continuous as an Hm−1-
valued process, and
E sup
t∈[0,T ]
|u|pl ≤ N(E|ψ|
p
l + EK
p
l (T )) (4.27)
for l ∈ {0, 1, ...,m}, with a constant N = N(K, d, p, T,m, |Λ0|).
Proof. If u(1) and u(2) are solutions to of (4.25) on [0, τ ] for a stopping time
τ , then using Itoˆ’s formula for yt = |u
(1)
t∧τ − u
(2)
t∧τ |
2
0, due to Assumptions 2.2
through 2.4, by simple calculations one obtains that almost surely
yt ≤ N
∫ t
0
ys ds+mt for all t ∈ [0, T ],
for a continuous local martingale m starting from 0. Hence the uniqueness
of the solution to (4.25) on [0, τ ] follows immediately for stopping times τ ,
in particular, for τ = T . Thus to show that for 0 < hn → 0 we have u¯
h → u
weakly in Hlp for l = 1, ...,m, where u is the solution to (4.25), we need only
prove that for every sequence 0 < hn → 0 there is a subsequence h
′
n such
that u¯h → u converges weakly in Hlp, for l = 1, ...,m, to the solution u of
(4.25) as h = h′n → 0. To this end let us consider a sequence 0 < hn → 0.
Then, since by virtue of Theorem 4.4 we have
sup
n
|u¯hn |Hlp <∞, l = 0, 1, ...,m, (4.28)
there is a subsequence of hn, for simplicity we denote it also by hn, such
that
u¯hn → u weakly in Hl for l = 0, 1, ...,m,
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for some u ∈ Hm. Fix a function ϕ ∈ C∞0 (R
d) and an adapted real val-
ued process (ηt)t∈[0,T ] which is bounded by some constant c. Define the
functionals Φ, Φh, Ψ and Ψh over H
1
p by
Φ(v) = E
∫ T
0
ηt
∫ t
0
∑
λ,µ∈Λ1
(∂λvs, ∂−µ(a
λµ
s ϕ)) ds dt,
Φh(v) = E
∫ T
0
ηt
∫ t
0
∑
λ,µ∈Λ1
(aλµs δ
h
λδ
h
µvs, ϕ), ds dt,
Ψ(v) = E
∫ T
0
ηt
∫ t
0
∑
λ∈Λ1
(bλrs ∂λvs, ϕ) dw
r
s dt
Ψh(v) = E
∫ T
0
ηt
∫ t
0
∑
λ∈Λ1
(bλrs δ
h
λvs, ϕ) dw
r
s dt
for v ∈ H1p and h > 0, where ∂λ is the identity for λ = 0. By the
Bunyakovsky-Cauchy-Schwarz and the Davis-Burkholder-Gundy inequali-
ties we have
Φ(v) ≤ cTE
∫ T
0
∑
λ,µ∈Λ1
|∂λvs|0|∂µ(a
λµ
s ϕ)|0 ds ≤ N |v|H1p |ϕ|1
Ψ(v) ≤cTE sup
t≤T
|
∫ t
0
∑
λ∈Λ1
(bλrt ∂λv, ϕ) dw
r
s |
≤3cT
{
E
∫ T
0
∞∑
r=1
|
∑
λ∈Λ1
|bλrt ∂λvs|0|ϕ|0|
2 ds
}1/2
≤N |v|H1p |ϕ|1
with a constant N = N(c,K, T, d, p, |Λ0 |). Consequently, Φ and Ψ are con-
tinuous linear functionals over H1p, and therefore
lim
n→∞
Φ(u¯hn) = Φ(u¯), lim
n→∞
Ψ(u¯hn) = Ψ(u¯). (4.29)
Using the Bunyakovsky-Cauchy-Schwarz and the Davis-Burkholder-Gundy
inequalities by Lemma 3.6 we get
|Φh(u¯
h)− Φ(u¯h)|+ |Ψh(u¯
h)−Ψ(u¯h)| ≤ Nh|uh|H1p |ϕ|2 (4.30)
with a constant N = N(c,K, T, d, p, |Λ|0). From (4.29) and (4.30), taking
into account (4.28) we obtain
lim
n→∞
Φhn(u¯
hn) = Φ(u¯), lim
n→∞
Ψhn(u¯
hn) = Ψ(u¯). (4.31)
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Let us now multiply both sides of equation (4.4) by ηt and integrate over
Ω× [0, T ] against the measure P × dt to get
E
∫ T
0
ηt(u¯
h
t , ϕ) dt =E
∫ T
0
ηt(ψ,ϕ) dt
+ E
∫ T
0
ηt
∫ t
0
(Lhs u¯
h
s + fs, ϕ) ds dt
+ E
∫ T
0
ηt
∫ t
0
(Mh,rs u¯
h
s + g
r
s , ϕ) dw
r
s dt.
Taking here the limit h = hn → 0, by virtue of (4.31) we get
E
∫ T
0
ηt(u¯t, ϕ) dt =E
∫ T
0
ηt(ψ,ϕ) dt
+ E
∫ T
0
ηt
∫ t
0
(∂λu¯s, ∂−µ(a
λµ
s ϕ)) + (fs, ϕ) ds dt
+ E
∫ T
0
ηt
∫ t
0
(bλrs ∂λu¯s + g
r
s , ϕ) dw
r
s dt
for every bounded predictable process (ηt)t∈[0,T ]. Hence (4.26) holds for
P × dt almost every (ω, t) ∈ Ω × [0, T ] for each ϕ ∈ C∞0 (R
d), which by
virtue of the theorem on Itoˆ’s formula from [14] or [21] implies that in the
equivalence class of u there is an H0-valued continuous process, denoted also
by u, such that almost surely (4.26) holds for all t ∈ [0, T ] and ϕ ∈ C∞0 (R
d).
Note that
v∗t := a
λµ
t ∂λ∂µut + ft, t ∈ [0, T ]
is an Hm−2-valued process and
mt := ψ +
∫ t
0
(bλr∂λus + g
r
s) dw
r
s t ∈ [0, T ],
is an Hm−1-valued continuous local martingale, such that
ut =
∫ t
0
v∗s ds+mt
for P × dt almost every (ω, t) ∈ Ω× [0, T ], and almost surely∫ T
0
|ut|
2
m dt <∞,
∫ T
0
|u∗t |
2
m−2 dt <∞.
Hence by considering the continuous and dense embedding Hm−2 →֒ Hm−1
and the identification of Hm−2 with its adjoint by the help of the inner prod-
uct in Hm−1, using the theorem on Itoˆ’s formula from [14] or [21] again we
see that the equivalence class of u ∈ Hmp contains an H
m−1-valued continu-
ous process. It remains to prove that this Hm−1-valued continuous process,
which we keep denoting also by u, is almost surely an Hm-valued weakly
continuous process, and that (4.27) holds. To this end we follow an argu-
ment from [15]. By the Banach-Saks theorem there is a sequence vn of finite
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convex combinations of elements of (uhn)∞n=1 such that v
n → u strongly in
H
m as n→∞. Hence for a subsequence nk →∞ we have
vn → u strongly in Hm, for P × dt almost all (ω, t) ∈ Ω× [0, T ].
Thus there is a dense set {ti}
∞
i=1 in [0, T ] such that for all multi-indices
|α| ≤ m for each set {φj}
∞
j=1 ⊂ C
∞
0 (R
d) we have almost surely
(uti , (−1)
|γ|Dαϕj) =(D
αuti , ϕj)
= lim
n→∞
(Dαvnti , ϕj) ≤ limn→∞
|uhnti |m|ϕj |0 (4.32)
for all integers i, j ≥ 1. Since u is an Hm−1 valued continuous process,
substituting Dαϕj for ϕ in (4.26) and integrating by parts, we can see that
almost surely
(Dαut, ϕj) is continuous in t ∈ [0, T ] (4.33)
for all multi-indices |α| ≤ m and for all j ≥ 1. Taking {ϕj}
∞
j=1 dense in the
unit ball of H0, hence we have that almost surely
sup
t∈[0,T ]
|Dαut|0 = sup
t∈[0,T ]
sup
j≥1
(Dαut, ϕj) = sup
i≥1
sup
j≥1
(Dαuti , ϕj)
≤ sup
i≥1
lim
n→∞
|uhnti |m ≤ lim infn→∞
sup
t∈[0,T ]
|uhnt |m. (4.34)
Hence by Fatou’s lemma
E sup
t∈[0,T ]
|Dαut|
p
0 ≤ lim infn→∞
E sup
t∈[0,T ]
|uhnt |
p
m,
which together with (4.22) yield
E sup
t∈[0,T ]
|ut|
p
m ≤ N(E|ψ|
p
m + EK
p
m(T )) <∞.
Using this, from (4.33) we get that almost surely u, as an Hm-valued process,
is weakly continuous in t ∈ [0, T ], which completes the proof. 
Proof of Theorem 2.1. Note first that due to Assumption 2.1, equations
(2.1) and (4.25) are equivalent. Set
R2m(t) = |ψ|
2
m +K
2
m(t) = |ψ|
2
m +
∫ t
0
|fs|
2
m + |gs|
2
m+1 ds, t ∈ [0, T ], (4.35)
and define
τn = inf{t ∈ [0, T ] : Rm(t) ≥ n},
ψ(n) = ψ1τn>0, f
(n)
t = ft1t≤τn , g
(n)
t = gt1t≤τn .
Then {τn}
∞
n=1 is a nondecreasing sequence of stopping times such that
P (τn ≥ T ) → 1 for n → ∞, and the process Rm with ψ
(n), f (n) and
g(n) in place of ψ, f and g, respectively, is bounded by n. Then by virtue of
Theorem 4.5 for each n the Cauchy problem (4.25) with 1Aψ
(n), 1A1(0,τ ]f
(n)
and 1A1(0,τ ]g
(n) in place of ψ, f and g, respectively, admits a solution u(n)
on [0, T ], and because of the uniqueness of the solution on any stochastic
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interval, for m ≥ n we have u
(n)
t = u
(m)
t almost surely for t ∈ [0, τn]. Hence
almost surely ut = limn→∞ u
(n)
t exists for t ∈ [0, T ] and it is the solution to
(4.25). Moreover, for each stopping time τ ≤ T and set A ∈ F0 problem
(4.25) admits a unique solution v on [0, T ] and vt = 1Au
(n)
t . Thus by (4.27)
for every p ≥ 2 we have
E(1A sup
t≤τ∧τn
|ut|
p
l ) ≤ NE(1AR
p
l (τn ∧ τ))
for every sopping time τ ≤ T and A ∈ F0, where N is a constant depending
only on K, T , p, d, m, and |Λ0|. Hence by Lemma 3.2 from [5] for each
p > 0 we get
E( sup
t≤τ∧τn
|ut|
p
l ) ≤ NE(R
p
l (τn ∧ τ))
for every stopping time τ ≤ T with a constant N = N(K,T, p, d,m, |Λ0 |).
Letting here n→∞ we get (2.9) for any p > 0 and stopping time τ ≤ T . 
5. The coefficients of the expansion
To determine the coefficients u(1),..., u(k) in the expansion (2.10) we as-
sume that Assumptions 2.1 through 2.4 hold and consider the system of
stochastic PDEs
dv
(n)
t =
(
Ltv
(n)
t +
n∑
l=1
(n
l
)
L
(l)
t v
(n−l)
t
)
dt
+
(
Mrt v
(n)
t +
n∑
l=1
(n
l
)
M
(l)r
t v
(n−l)
t
)
dwrt , n = 1, ..., k, (5.1)
with initial condition v
(n)
0 = 0 for v
(n), n = 1, ..., k, where v(0) = u is the
solution of (2.1)-(2.2),
L
(0)
t =
∑
λ,µ∈Λ
a
λµ
t ∂λ∂µ +
∑
λ∈Λ0
(pλt − q
λ
t )∂λ, M
(0)r
t =
∑
λ∈Λ
bλrt ∂λ (5.2)
and
L
(n)
t =
∑
λ,µ∈Λ0
a
λµ
t
n∑
j=0
Anj∂
j+1
λ ∂
n−j+1
µ + (n+ 1)
−1
∑
λ∈Λ0
(aλ0t + a
0λ
t )Bn∂
n+1
λ
+ (n+ 1)−1
∑
λ∈Λ0
(pλt + (−1)
n+1qλt )∂
n+1
λ , (5.3)
M
(n)r
t = (n+ 1)
−1
∑
λ∈Λ0
bλrt Bn∂
n+1
λ (5.4)
for n ≥ 1. Here and later on the constants Anj and Bn are defined for
integers n ≥ 0 and j ∈ [0, n] as follows:
Bn =
{
0 if n is odd
1 if n is even
, Anj =
{
0 if n or j is odd
n!
(j+1)!(n−j+1)! if n and j are even
.
(5.5)
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Note that, as we can see by Lemma 5.2 below, for sufficiently smooth ϕ
Lht ϕ(x)→ L
(0)
t ϕ(x), M
h
t ϕ(x)→M
(0)
t ϕ(x),
∂n
∂hn
Lht ϕ(x)→ L
(n)
t ϕ(x),
∂n
∂hn
Mht ϕ(x)→M
(n)
t ϕ(x),
as h → 0, and the above system of SPDEs is obtained by differentiating
formally n-times equation (2.1) in the parameter h, and taking h→ 0.
The notion of solution is understood in the sense of Definition 2.1. To
formulate a suitable existence and uniqueness theorem we use for integers
l ≥ 1 the notation Cl(T ) for the space of H l-valued weakly continuous
adapted processes v = (vt)t∈[0,T ] which are strongly continuous as H
l−1-
valued processes.
Theorem 5.1. Let Assumptions 2.1 through 2.4 hold with m ≥ 2k + 1 for
an integer k ≥ 1. Then there is a unique solution v(1), ..., v(k) to (5.1) with
initial condition v
(1)
0 = ... = v
(k)
0 = 0. Moreover, v
(n) ∈ Cm−2n(T ) and
E sup
t≤T
|v
(n)
t |
p
m−2n ≤ N(E|ψ|
p
m + EK
p
m(T )) for n = 1, ..., k, (5.6)
for p > 0, with a constant N = N(m, k, T,K, p, |Λ0|). If k is an odd number,
and pλ = qλ = 0 for λ ∈ Λ0, then Assumptions 2.1 through 2.4 need only be
satisfied with m ≥ 2k − 1 for the above conclusions to hold. In this case we
have v(n) = 0 for odd n ≤ k.
Proof. Though this theorem can be proved in the same way as Theorem 3.7
from [3], for the convenience of the reader we present its proof here. For
each n = 1, . . . , k the equation for v
(n)
t involves only the unknown functions
v(1),..., v(n). Therefore we prove the theorem recursively on n ≤ k. Set
S(n) =
n∑
i=1
(
n
i
)
L(i)v(n−i), R(n)ρ =
n∑
i=1
(
n
i
)
M(i)ρv(n−i),
and consider first the case n = 1. By Theorem 2.1 we have v(0) ∈ Cm(T )
and estimate (2.9) holds. Since M(1) = 0, we have R(1) = 0, and due to
Assumption 2.2 we have
|L
(1)
t v
(0)
t |m−2 ≤ N |v
(0)
t |m.
Hence ∫ T
0
|S
(1)
t |
2
m−2 + |R
(1)
t |
2
m−1 dt ≤ N sup
t≤T
|v
(0)
t |
2
m.
Thus by Theorem 2.1 there exists a unique v(1) ∈ Cm−2(T ) satisfying (5.1)
with zero initial condition, and (5.6) holds with n = 1. For n ∈ {2, ..., k}
we assume that there exist v(1),...,v(n−1) with the asserted properties. Then
M(1)v(n−1) = 0 and
|L
(1)
t v
(n−1)
t |m−2n ≤ N |v
(n−1)
t |m−2n+2 = N |v
(n−1)
t |m−2(n−1),
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and for i ≥ 2
|L
(i)
t v
(n−i)
t |m−2n ≤ N |v
(n−i)
t |m−2n+(i+2) = N |v
(n−i)
t |m−2(n−i),
∞∑
r=1
|M(i)rv(n−i)|2m−2n+1 = N |v
(n−i)|2m−2n+1+(i+1)
≤ N |v
(n−i)
t |m−2(n−i).
It follows from the induction hypothesis that almost surely∫ T
0
|S
(n)
t |
2
m−2n + |R
(n)
t |
2
m−2n+1 dt ≤ N
n∑
i=1
sup
t≤T
|v
(n−i)
t |
2
m−2(n−i) <∞, (5.7)
which by Theorem 2.1 yields the existence of a unique v(n) ∈ Cm−2n(T )
satisfying (5.1) with zero initial condition, and estimate (2.9) applied to v(n)
via (5.7) gives (5.6). The proof of the existence of v(1),...,v(k) with the stated
properties is complete. Since for any given v(i) ∈ Cm−2i(T ), i = 1, ..., n − 1,
the solution v(n) to equation (5.1) with zero initial condition is uniquely
determined, the uniqueness of the solution (v(1)..., v(k)) also holds.
Notice that M(n) = 0 for odd n ≤ k by (5.5). Assume now that pλ =
qλ = 0 for λ ∈ Λ0. Then also L
(n) = 0 for odd n ≤ k by (5.5). Hence
S(1) = 0 and R(1) = 0, which implies v(1) = 0. Assume that k ≥ 2 and that
for an odd n ≤ k we have v(l) = 0 for all odd l < n ≤ k. Then L(i)v(n−i) = 0
and M(i)v(n−i) = 0 for all i = 1,...,n, since either i or n − i is odd. Thus
S(n) = 0 and R(n) = 0, and hence v(n) = 0 for all odd n ≤ k. In particular,
when k is odd we need only solve (5.1) for n = 1, .., k − 1, since for n = k
the right-hand side of equation (5.1) is zero. 
We evoke now Lemma 3.6 from [3].
Lemma 5.2. Let n ≥ 0 be an integer, let φ ∈ W n+12 , ψ ∈ W
n+2
2 , and
λ, µ ∈ Λ0. Set
δ0,λφ = ∂λφ = λ
iDiφ, ∂λµ = ∂λ∂µ.
Then we have
∂n
(∂h)n
δh,λφ(x) =
∫ 1
0
θn∂n+1λ φ(x+ hθλ) dθ, (5.8)
∂n
(∂h)n
δhλφ(x) =
1
2
∫ 1
−1
θn∂n+1λ φ(x+ hθλ) dθ, (5.9)
∂n
(∂h)n
δhλδ
h
µψ(x)
=
1
4
∫ 1
−1
∫ 1
−1
(θ1∂λ + θ2∂µ)
n∂λµψ(x+ h(θ1λ+ θ2µ)) dθ1dθ2, (5.10)
for each h 6= 0, for almost all x ∈ Rd. Furthermore,
∂n
(∂h)n
δh,λφ
∣∣
h=0
=
1
n+ 1
∂n+1λ φ,
∂n
(∂h)n
δhλφ
∣∣
h=0
=
Bn
n+ 1
∂n+1λ φ, (5.11)
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∂n
(∂h)n
δhλδ
h
µψ
∣∣
h=0
=
n∑
r=0
An,r∂
r+1
λ ∂
n−r+1
µ ψ, (5.12)
and for integers l ≥ 0, functions φ ∈ Hn+2+l and ψ ∈ Hn+3+l we have
∣∣δh,λφ− n∑
i=0
hi
(i+ 1)!
∂i+1λ φ
∣∣
l
≤
|h|n+1
(n + 2)!
|∂n+2λ φ|l (5.13)
∣∣δhλφ−
n∑
i=0
hi
(i+ 1)!
Bi∂
i+1
λ φ
∣∣
l
≤
|h|n+1
(n+ 2)!
|∂n+2λ φ|l (5.14)
∣∣δhλδhµψ − n∑
i=0
hi
i∑
j=0
Ai,j∂
j+1
λ ∂
i−j+1
µ ψ
∣∣
l
≤ N |h|n+1|ψ|l+n+3, (5.15)
for every h 6= 0, with a constant N = N(|λ|, |µ|, d, n), where Ai,j and Bi are
defined by (5.5).
Proof. It suffices to prove the lemma for φ,ψ ∈ C∞0 (R
d). Formulas (5.8) and
(5.9) for n = 0 can be obtained by applying the Newton-Leibniz formula to
the function φ(x+ θhλ), for θ ∈ [0, 1] and θ ∈ [−1, 1], respectively. We get
(5.10) for n = 0 by applying (5.9) with n = 0 twice. After that we obtain
(5.8)–(5.10) for n ≥ 1 by differentiating these equations written with n = 1.
Formulas in (5.11) and (5.12) follow from those in (5.8)–(5.9) and (5.10),
respectively. We obtain estimates (5.13)-(5.15) by applying Taylor’s formula
to the functions
F (h) = δh,λφ(x) =
∫ 1
0
∂λφ(x+ hθλ) dθ,
and
G(h) = δhλφ(x) =
1
2
∫ 1
−1
∂λφ(x+ hθλ) dθ
with remainder terms given in integral form, whose H l-norm (in x) we esti-
mate by Minkowski’s inequality. For more details we refer to [3]. 
Introduce the operators
O
h(n)
t = L
h
t −
n∑
i=0
hi
i!
L
(i)
t , R
h(n)r
t =M
h,r
t −
n∑
i=0
hi
i!
M
(i)r
t , r ≥ 1
for integers n ≥ 0, where L(i) and M(i),r are defined by (5.2) through (5.4).
Corollary 5.3. Let l be a non-negative integer. Let aλµ, bλ, pκ, qκ and their
derivatives in x up to order l be functions and be bounded by a constant C
for all λ, µ ∈ Λ1 and κ ∈ Λ0. Then for every n ≥ 0
|O
h(n)
t |l ≤ N |h|
n+1|φ|l+n+3 (5.16)
|R
h(n)
t φ|
2
l =
∞∑
ρ=1
|R
h(n)ρ
t φ|
2
l ≤ N |h|
2n+2|φ|2l+n+2, (5.17)
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where N stands for constants depending only on n, d, l, C and |Λ0|.
Proof. This corollary follows immediately from (5.13) through (5.15). 
6. Proof of Theorem 2.2
Assume that the conditions of Theorem 5.1 hold and set
r¯ht = v
h
t −
k∑
j=1
hj
j!
v
(j)
t , (6.1)
where vh is the unique L2-valued solution of (4.1)-(4.2), v
(0) is the solution
of (2.1)-(2.2), and (v(n))kn=1 is the solution of the system of stochastic partial
differential equations (5.1).
Lemma 6.1. Let Assumptions 2.1 through 2.4 hold with
m = l + 2k + 2
for some integers k ≥ 0 and l ≥ 0. Then rh0 = 0, r
h ∈ Cl(T ), and
dr¯ht = (L
h
t r¯
h
t + F
h
t ) dt+ (M
h,r
t r¯
h
t +G
h,r
t ) dw
r
t , (6.2)
where
F ht :=
k∑
j=0
hj
j!
O
h(k−j)
t v
(j)
t , G
h,ρ
t :=
k∑
j=0
hj
j!
R
h(k−j)
t v
(j)
t .
Moreover, we have that almost surely∫ T
0
|F ht |
2
l dt <∞
∫ T
0
|Ght |
2
l+1 dt <∞. (6.3)
If k ≥ 1 is odd and pλ = qλ = 0 for λ ∈ Λ0 then the above assertions remain
true if Assumptions 2.1 through 2.4 hold only with m = l + 2k in place of
m = l + 2k + 2.
Proof. We have v(h) ∈ Cl(T ) and v(j) ∈ Cl(T ), for j ≤ k by Theorems
2.1 and 5.1. Hence rh ∈ Cl(T ). Using the equations for vh and v(n) for
n = 0, ..., k, we can easily see that (6.2) holds with Fˆ h and Gˆh in place of
F h and Gh, respectively, where
Fˆ h = Lhv(0) − Lv(0) +
∑
1≤j≤k
Lhv(j)
hj
j!
−
∑
1≤j≤k
Lv(j)
hj
j!
− Ih,
Gh,r =Mh,rv(0) −Mrv(0) +
∑
1≤j≤k
Mh,rv(j)
hj
j!
−
∑
1≤j≤k
Mrv(j)
hj
j!
− Jh,r,
with
Ih =
∑
1≤j≤k
j∑
i=1
1
i!(j − i)!
L(i)v(j−i)hj ,
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Jh,r =
∑
1≤j≤k
j∑
i=1
1
i!(j − i)!
M(i)rv(j−i)hj ,
where, as usual, summations over empty sets mean zero. Notice that
Ih =
k∑
i=1
k∑
j=i
1
i!(j − i)!
L(i)v(j−i)hj
=
k∑
i=1
k−i∑
l=0
1
i!l!
L(i)v(l)hl+i =
k−1∑
l=0
hl
l!
k−l∑
i=1
hi
i!
L(i)v(l)
=
k∑
j=0
hj
j!
k−j∑
i=1
hi
i!
L(i)v(j),
and similarly,
Jh,r =
k∑
j=1
j∑
i=1
1
i!(j − i)!
M(i)rv(j−i)hj =
k∑
j=0
hj
j!
k−j∑
i=1
hi
i!
M(i)rv(j).
Hence we get Fˆ = F and Gˆ = G by simple calculations, and since by Lemma
5.2 for j = 0, 1, ..., k, (ω, t) = Ω× [0, T ] we have
|O
h(k−j)
t v
(j)
t |l ≤ N |v
(j)
t |l+k−j+2 ≤ N |v
(j)
t |m−2j ,
|R
h(k−j)
t v
(j)
t |l ≤ N |v
(j)
t |l+k−j+1 ≤ N |v
(j)
t |m−2j−1,
(6.3) follows y by virtue of Theorems 2.1 and 5.1. The last statement follows
from the fact that v(k) = 0 for odd k when pλ = qλ = 0 for λ ∈ Λ0. 
Now we present a theorem which is more general than Theorem 2.2.
Theorem 6.2. Let Assumptions 2.1 through 2.4 hold with
m = l + 2k + 3 (6.4)
for some integer k ≥ 0. Then for for h > 0 and any p > 0 we have
E sup
t≤T
|r¯ht |
p
l ≤ N |h|
p(k+1)(E|ψ|pm + EK
p
m(T )) (6.5)
with a constant N = N(T,K, l, d, k, p, |Λ0 |). Moreover, if p
λ = qλ = 0 for
λ ∈ Λ0, then v
(j) = 0 in (6.1) for odd j ≤ k, and if k is odd then it is
sufficient to assume m = l + 2k + 2 instead of (6.4) to have estimate (6.5).
Proof. Let p > 0 such that E|ψ|pm+EK
p
m(T ) <∞. Lemma 6.1 and Theorem
4.4 yield
E sup
t≤T
|r¯ht |
p
l ≤ N(|F
h|p
Hlp
+ |Gh|p
H
l+1
p
) (6.6)
with a constant N = N(T, k, l, d,K, |Λ0 |). Let (6.4) hold. Then for j =
0, ..., k
l + k − j + 3 ≤ m− 2j,
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and by Corollary 5.3 we have
|O
h(k−j)
t v
(j)
t |l + |R
h(k−j)
t v
(j)
t |l+1 ≤ N |h|
k−j+1|v
(j)
t |l+k−j+3
≤ N |h|k−j+1|v(j)|m−2j . (6.7)
Hence, using Theorem 5.1 we see that
|F h|p
Hlp
+ |Gh|p
H
l+1
p
≤ N |h|2(k+1)(E|ψ|pm +EK
p
m),
which by (6.6) implies estimate (6.5). If pλ = qλ = 0 for λ ∈ Λ0 then by
Theorem 5.1 we know that v(j) = 0 for odd j ≤ k. In particular, v(k) = 0 for
odd k and (6.7) obviously holds for j = k and to have it also for j ≤ k − 1
we need only m = l + 2k + 2. 
Set rht = Jr¯
h
t , where J : H
l → Cb, is the Sobolev embedding operator
from H l to Cb for l > d/2. Set Λ
0 = {0} and recall that δh,0 is the identity
operator and δh,λ = δh,λ1 · ... · δh,λn for (λ1, . . . , λn) ∈ Λ
n, n ≥ 1. Then we
have the following corollary of Theorem 6.2
Corollary 6.3. Let l > n+ d/2 for an integer n ≥ 0 in Theorem 6.2. Then
for λ ∈ Λn we have
E sup
t∈[0,T ]
sup
x∈Rd
|δh,λr
h
t (x)|
p ≤ Nhp(k+1)E(|ψ|pm +K
p
m), (6.8)
E sup
t∈[0,T ]
{ ∑
x∈Gh
|δh,λr
h
t (x)|
2hd
}p/2
≤ Nhp(k+1)E(|ψ|pm +K
p
m) (6.9)
for h > 0 with a constant N = N(d, n, k,K, T, p, |Λ0 |).
Proof. Set j = l−n. Then j > d/2 and by Sobolev’s theorem on embedding
Hj into Cb and by Lemma 3.2, from Theorem 6.2 we get
E sup
t∈[0,T ]
sup
x∈Rd
|δh,λr
h
t (x)|
p ≤ C1E sup
t∈[0,T ]
|δh,λr
h
t |
p
j
≤ C2E sup
t∈[0,T ]
|rht |
p
l ≤ Nh
p(k+1)E(|ψ|pm +K
p
m).
Similarly, by Lemma 4.1 and Lemma 3.2
E sup
t∈[0,T ]
{ ∑
x∈Gh
|δh,λr
h
t (x)|
2hd
}p/2
≤ C1E sup
t∈[0,T ]
|δh,λr
h
t |
p
l
≤ C2E sup
t∈[0,T ]
|Rht |
p
l ≤ Nh
p(k+1)E(|ψ|pm +K
p
m).

Now we can easily see that Theorem 2.2 follows from the above corollary.
Let the conditions of Theorem 6.2 hold with an integer l > n + d/2 for
some integer n ≥ 0 and define
rh = Jr¯h, uh = Jvh, u(j) = Jv(j), j = 0, ..., k,
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vh is a continuous H l-valued process, and by Theorem 5.1 v(j), j = 1, 2, ..., k,
are Hm−2k-valued continuous processes. By Proposition 4.2 we know that
uh restricted to Gh is the unique l2,h-valued solution of the finite difference
scheme and from the previous corollary we have that for each h > 0 almost
surely
δh,λu
h
t (x) =
k∑
j=0
hj
j!
δh,λu
(j)
t (x) + h
k+1δh,λr
h
t (x), (6.10)
for all t ∈ [0, T ] and x ∈ Gh, and (6.8)-(6.9) hold for any λ ∈ Λ
n, for
integers n ≥ 0 such that l > n + d/2. Moreover, by Theorem 6.2 we have
that u(j) = 0 for odd j ≤ k provided pλ = qλ = 0 for λ ∈ Λ0, and in this
case for odd k it is sufficient to assume that Assumptions 2.1 through 2.4
hold with m ≥ l+ k+ 2 and l > n+ d/2, to have (6.4) and estimates for all
h 6= 0. Hence Theorem 2.2 follows immediately.
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