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In this paper we introduce three sequential iterations for preconditioners introduced by
Tarazaga and Cuellar.We prove convergence for positive definitematrices, and simulations
show that they compete very well with the Gauss–Seidel iteration.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Iterative methods for solving linear system play an important role in linear algebra and applications. In this paper we
look to two preconditioners introduced by Tarazaga and Cuellar [1] that are similar to the Jacobi iteration and we generate
sequential version of them, for one of them we generate two different versions.
For two of the new iterative schemes we prove convergence for positive semidefinite matrices as it happens with
Gauss–Seidel. The other iteration converges for a subset of the positive semidefinite matrices.
In the rest of this section we introduce the necessary notation and the basic results. The above mentioned iterations are
also introduced. It is important to mention that both iterations converge for diagonally dominant matrices.
A system of linear equations in a matrix form is given by
Ax = b (1)
where A is an n × n matrix, b is a vector in Rn and x, also in Rn, is the vector of unknowns. If we premultiply Eq. (1) by a
nonsingular matrixM we obtain the system
MAx = Mb (2)
whereM is called the preconditioner or a preconditioningmatrix. SinceM is nonsingular, (1) and (2) have the same solutions.
We are considering here systems with a unique solution.
It is well known that the system (2) can be transformed by an iteration as follows.
xk+1 = (I −MA)xk +Mb. (3)
This iteration is called the Richardson iteration for preconditioning the system (2).
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A matrix A is row diagonally dominant if∑
j6=i
|aij| < |aii| for i = 1, . . . , n
and column diagonally dominant if∑
i6=j
|aij| < |ajj| for j = 1, . . . , n.
Let A and B be n× nmatrices, then the Frobenius inner product is defined by
〈A, B〉F = trace(AtB)
where trace(A) stands for the trace of a matrix A and At denotes the transpose of A. This inner product induces the Frobenius
norm of a matrix defined as
‖A‖F = (〈A, A〉F )1/2.
The infinity norm of A is denoted by ‖A‖∞ and the two norm of a vector x ∈ Rn by ‖x‖2.
The spectral radius of a matrix X is denoted by ρ(X) and defined by
ρ(X) = max
i=1,...,n
|λi|
where λi are the eigenvalues of X .
The iteration methods considered in this paper have the general form
xk+1 = Bxk + f (4)
where B represent the iteration matrix.
The following classic result (see [2,3]), determines the conditions for convergence of any matrix iteration like (4).
Theorem 1.1. For the iteration formula (4) to produce a sequence converging to (I−B)−1b, for any starting point x0, it is necessary
and sufficient that the spectral radius of B be less than one.
We denote by L, D and U , the matrices that satisfy A = L+ D+ U , where D is a diagonal matrix whose diagonal entries
are the diagonal entries of A and, L and U are the strict lower and upper triangular part of A respectively.
It iswell known that if in iteration (3)we chooseM = D−1, thenwe have the Jacobi iteration that converges for diagonally
dominant matrices from any starting point.
Tarazaga and Cuellar in [1], introduced two diagonal preconditioners that converge for diagonally dominant matrices.
Both where obtained by minimizing the norm of the iteration matrix using the Frobenius norm and the infinity norm.
The preconditioning matrix coming from the Frobenius norm is given by
Mf =

a11
‖a1‖22 a22
‖a2‖22
. . .
ann
‖an‖22

where ai stands for the ith row of the matrix A.
In the other case the preconditioningmatrix isM∞ = αI andα is computed tominimize the infinity norm of the iteration
matrix.
We define the small gap for a matrix A by
sg(A) = min
i=1,...,n
(
|aii| −
n∑
j6=i
|aij|
)
.
Note that for diagonally dominant matrices sg(A) is positive. We will consider always the diagonal entries positive, (if not
we multiply by−1 the corresponding rows).
Now the preconditioner obtained by minimizing the infinity norm is given by
α = 2‖A‖∞ + sg(A) .
Note that the diagonal preconditioner is constant diagonal, or in other words a scaling of the matrix.
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The idea that takes the Jacobi iteration into the Gauss–Seidel iteration, which consist in updating the computed
components of xk while solving the system sequentially, is an important tool in the development of the new iteration
including Gauss–Seidel, SOR iteration and the likes. Using this idea we are able to modify the iterations associated with
the preconditionersMf andM∞ as follows.
If we want to solve the iteration
xk+1 = (I −Mf A)xk +Mf b
sequentially we just decompose A = L+ D+ U and moveMf L to the left-hand side to obtain
(I +Mf L)xk+1 = (I −Mf (D+ U))xk +Mf b.
Since I +Mf L has inverse, we multiply by (I +Mf L)−1 on the left and if we rearrange the right-hand side we obtain
xk+1 = (I − (I +Mf L)−1Mf A)xk + (I +Mf L)−1Mf b (5)
or
xk+1 = (I − (M−1f + L)−1A)xk + (M−1f + L)−1b.
We will refer to this iteration as sequential Frobenius norm iteration.
Following the same steps we can built the sequential iteration associated with M∞. As before we will refer to it as the
infinity norm iteration.
xk+1 = (I − (I +M∞L)−1M∞A)xk + (I +M∞L)−1M∞b (6)
or
xk+1 = (I − (M−1∞ + L)−1A)xk + (M−1∞ + L)−1b.
Now we have set the two iterations we want to study.
2. Positive definite systems
In this section we deal with PD systems Ax = b (meaning A is positive definite) andwewill study the sequential iteration
introduced above. We will prove convergence for the set of positive matrices or subsets of this cone.
2.1. The sequential Frobenius norm iteration
Here we will show convergence for the Frobenius norm iteration in the class of PD matrices.
Theorem 2.1. If A is positive definite then the iteration
xk+1 = (I − (M−1f + L)−1A)xk + (M−1f + L)−1b
converges for any starting point x0.
Proof. We will prove that any eigenvalue of the iteration matrix has to satisfy |λ| < 1, which implies that the spectral
radius is smaller than one and this prove convergence. The iteration matrix can be written as
(M−1f + L)−1(M−1f − (D+ U))
then an eigenvalue satisfies
(M−1f − (D+ U))x = λ(M−1f + L)x
or
(M−1f + L− A)x = λ(M−1f + L)x
which implies
−Ax = (λ− 1)(M−1f + L)x.
Multiplying by x∗ on the left we obtain
−x∗Ax = (λ− 1)x∗(M−1f + L)x.
Now taking the conjugate transpose on both sides we have
−x∗Ax = (λ∗ − 1)x∗(M−1f + U)x.
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Now adding the last two equations we obtain
−
(
1
λ− 1 +
1
λ∗ − 1
)
x∗Ax = x∗(2M−1f + (L+ U))x
which take us to
−
(
1
λ− 1 +
1
λ∗ − 1
)
= x
∗(2M−1f − D+ A)x
x∗Ax
. (7)
Let us look to the diagonal entries of 2M−1f − D. The ith diagonal entry is
2‖ai‖
aii
− aii.
If we multiply by aii, which is positive, we have that
2‖ai‖ − a2ii ≥ 0.
Now if the equality holds the ith equation can be solved and we obtain a system of size n − 1. If inequalities are strict for
i = 1, . . . , n then 2M−1f −D has all the diagonal entries positive and then (2M−1−D+ A)  Awhich implies that the right
hand side of (7) is larger than one. In other words
−
(
1
λ− 1 +
1
λ∗ − 1
)
> 1.
Now after some basic computations we obtain that ‖λ‖ < 1 and this completes the proof. 
2.2. The sequential infinity norm iteration
Dealing with the sequential iteration associated with the infinity norm is quite different since for PD matrices it is not
true in general that sg(A) is positive. Still we can prove a weaker result since the iteration does not converge for all positive
matrices. Let us look to this example. If A is defined by
A =
1.01 1 1 01 1.01 1 01 1 1.01 0
0 0 0 3

it is easy to see that A is positive definite. The iteration matrix corresponding to the sequential infinity norm iteration is
given by (I − (M−1∞ + L)−1A) and since sg(A) = −0.99 and ‖A‖∞ = 3 then
I − 2−0.99+ 3A =
−0.0050 −0.9950 −0.9950 0−0.9950 −0.0050 −0.9950 0−0.9950 −0.9950 −0.0050 0
0 0 0 −1.9851
 .
Its spectral radius is 1.9950, which means that the iteration does not converge for this matrix. However, this iteration
converges for an important class of matrices included in the PD matrices.
Theorem 2.2. If A is positive definite and every diagonal entry satisfies
aii < ‖A‖∞ + sg(A)
then the iteration
xk+1 = (I − (M−1∞ + L)−1A)xk + (M−1∞ + L)−1b
converges for any starting point x0.
Proof. The proof of this result follows the same path of the previous one. Since the diagonal entries of the matrix 2M−1∞ −D
are
‖A‖∞ + sg(A)− aii,
then the condition on the diagonal entries of A ensures that thematrix 2M−1∞ −D has positive diagonal entries which proves
the theorem. 
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Fig. 1. Spectral radius for random positive PSDmatrices ATA+diag(rand(n, 1)) of size n = 40 for the Gauss Seidel (o), the Frobenius norm preconditioner
(∗), the infinity norm preconditioner (+) and the infinity- preconditioner (4)with  = .1.
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Fig. 2. Spectral radius for random PSDmatrices AT ∗ A+ 10 ∗ diag(rand(n, 1)) of size n = 40 for the Gauss Seidel (o), the Frobenius norm preconditioner
(∗), the infinity norm preconditioner (+) and the infinity- preconditioner (4)with  = .1.
It is natural to propose a modification to the infinity norm preconditioner that we introduced for diagonally dominant
matrices. Since the eigenvalues of a positive definite matrix A are in the interval (0, ‖A‖∞ + ) for  arbitrarily small then,
we can define the preconditioning matrixM by
Mˆ∞ = 2‖A‖∞ + 
for any  > 0. Note that we can choose  = 0 if ρ(A) < ‖A‖∞. Now we can state the following result.
Theorem 2.3. For any  > 0, if A is positive definite then, the iteration
xk+1 = (I − (Mˆ−1∞ + L)−1A)xk + (M−1∞ + L)−1b
converges for any starting point x0.
Proof. One more time referring to the proof of Theorem 2.1 the only condition to check is
2Mˆ−1∞ − D+ A  A
or what is the same in this case when the diagonal entries of 2Mˆ−1∞ − D are larger than zero. But the diagonal entries are
2
(‖A‖∞ + 
2
)
− aii = ‖A‖∞ +  > aii > 0
and this completes the proof. 
R.L. Carden, P. Tarazaga / Computers and Mathematics with Applications 58 (2009) 88–94 93
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
0 20 40 60 80 100
Fig. 3. Spectral radius for random PSD matrices AT ∗ A+ 10 ∗ diag(rand(n, 1)) with half of the entries of A negative and n = 40 for Gauss Seidel (o), the
Frobenius norm preconditioner (∗), the infinity norm preconditioner (+) and the infinity- preconditioner (4)with  = .1.
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Fig. 4. Spectral radius for randompositive PSDmatricesATA+30 ∗ diag(rand(n, 1)) of sizen = 150 forGauss Seidel (o), the Frobenius normpreconditioner
(∗), the infinity norm preconditioner (+) and the infinity- preconditioner(4)with  = .1.
As we will mention in the last section, the reason of maintaining both infinity norm iterations is that there are cases
whenM∞ = 2‖A‖∞+sg(A) works better than Mˆ∞ = 2‖A‖∞+ .
We want to close this section with a general result about convergence for positive definite preconditioners. The three
cases studied before are particular cases of the following result.
Theorem 2.4. If A and M are positive definite matrices and they satisfy
2M−1 − D  0
where D is the diagonal matrix with the entries of A then, the iteration
xk+1 = (I − (M−1 + L)−1A)xk + (M−1 + L)−1b
converges for any starting point x0.
Proof. Just observe that in the proof of Theorem 2.1 the condition needed for the inequality is the condition we imposed
for the matrixM to satisfy. 
3. Simulations and conclusions
To show how well these methods perform in comparison to Gauss–Seidel, the method on which these preconditioners
were based, we present some simulations for randomly generated positive definite matrices. Our results show that the
Infinity norm preconditioner performed better than Gauss–Seidel for positive matrices. As the proportion of negative to
positive entries is increased Gauss–Seidel becomes the preferred method with a fifty percent improvement over the other
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methods. Due to the manner in which the randommatrices were generated, the matrices are close to being singular, that is
the matrix has very small eigenvalues. This problem becomes worse as one attempts to generate larger matrices. To keep
thematrices from being close to singular a randompositive shift or gap is added to each of the diagonal entries of thematrix.
For larger matrices with some gap, the Frobenius norm begins to offer some improvement over Gauss–Seidel as well. The
infinity- preconditioner in some cases may offer improvement over the regular infinity norm preconditioner but  would
have to be chosen carefully (see Figs. 1–4).
The results of this work highlight the need for a better understanding of why these preconditionersworkwell for positive
PSD matrices and also why their performance diminishes so quickly in the transition from positive PSD matrices to PSD
matrices with negative entries. Critical in this understanding will be the role of the method of generating the random
matrices.
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