Abstract-This paper deals with the design and implementation of an image transform coding algorithm based on the integer wavelet transform (IWT). First of all, criteria are proposed for the selection of optimal factorizations of the wavelet filter polyphase matrix to be employed within the lifting scheme. The obtained results lead to IWT implementations with very satisfactory lossless and lossy compression performance. Then, the effects of finite precision representation of the lifting coefficients on the compression performance are analyzed, showing that, in most cases, a very small number of bits can be employed for the mantissa keeping the performance degradation very limited. Stemming from these results, a VLSI architecture is proposed for the IWT implementation, capable of achieving very high frame rates with moderate gate complexity.
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I. INTRODUCTION
T HE compression of still images is a crucial task in a growing number of applications, not only general purpose-such as videoconferencing, HDTV and Internet browsing, but also related to multi/hyperspectral or SAR images for remote sensing [1] - [3] . These applications dictate severe requirements to the compression algorithm employed, in terms of the rate-distortion performance. For example, in the field of remote sensing, the very high resolution of the acquired images, along with the need for transmission over bandlimited channels, often impose lossy compression also for applications critical from the point of view of data interpretation [1] , [4] ; clearly, in this case, the distortion must be carefully controlled. As a consequence, many research efforts have been recently spent toward the definition of a universal compression algorithm [3] , suitable for heterogeneous images. The policy of a transparent encoding, independent of the image origin and characteristics, perfectly fits the concept of information distribution over integrated service networks; on the other hand, this poses new challenges to the compression algorithms, which must be able to yield adaptive tradeoffs between rate and distortion, possibly up to the lossless level. The availability of a comprehensive theoretical framework [5] - [8] greatly helps to find suitable solutions to this issue.
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The discrete wavelet transform (DWT) is widely acknowledged to feature excellent decorrelation properties (see [9] and [10] and references therein). The DWT exhibits excellent lossy compression performance, and has been selected for the new standard JPEG 2000 [3] . In fact, followed by efficient encoders which exploit the intra and interband residual correlation [11] - [17] , and suitable rate-distortion optimization techniques [7] , [8] , the DWT allows to form finely scalable bitstreams [3] , [12] .
On the other hand, DWT-based encoders cannot achieve genuine lossless compression, due to the limited precision of computer arithmetic. Some papers in the recent literature [18] , reporting lossless compression performance of DWT-based encoders for medical images, actually refer to quasi lossless compression, i.e., peak signal-to-noise ratio (PSNR) values as high as 60 dB. These methods employ a real valued transform, and devote a very large number of bits for the representation of both the filter coefficients and the partial multiply-accumulation results; therefore, in the case of hardware implementation, the quasi lossless performance is achieved at the expenses of noticeable complexity.
A more efficient approach to lossless compression is the use of integer transforms, such as the integer wavelet transform (IWT) [19] - [26] or the integer discrete cosine transform [27] , [28] . The transform coefficients exhibit the feature of being exactly represented by finite precision numbers, and this allows for truly lossless encoding. The lossless and lossy image compression performance of the IWT have already been reported in the literature [21] , [29] - [31] ; it is recognized that, in the case of lossy compression of general purpose images at rates below 0.5 bpp, the DWT outperforms the IWT of about 0.5 dB in PSNR. This is the price to be paid in order to achieve the lossy/lossless option.
Recently, the lifting scheme (LS) [32] has been introduced for efficient computation of the DWT. Its main advantage with respect to the classical filter bank structure lies in its better computational efficiency and in the fact that it enables a new method for filter design. Moreover, the IWT can be computed starting from any real valued wavelet filter by means of a straightforward modification of the LS [21] . Therefore, the LS represents a distinguished choice for the implementation of encoders with progressive lossy-to-lossless compression capabilities, providing a common core for computing both the DWT and the IWT.
Although the LS has been widely studied in the literature, at present some topics have not been satisfactorily deepened, relevant from both the theoretical and the implementative points of view. In particular, it is well known [32] that the factorization of the polyphase matrix is not unique. In this paper, we address the issue of finding optimal factorizations of the polyphase matrix, comparing various selection criteria, and achieving very efficient IWT implementations. Moreover, we evaluate the effect of finite precision representation of the lifting coefficients, showing that in most cases a reduced number of bits can be employed for the mantissa without relevant performance degradation. Based on these results, we propose an architecture for the dedicated VLSI implementation of the IWT.
The paper is organized as follows. In Section II, we detail problems related to the IWT design and implementation. In Section III, the LS and issues concerning the factorization of the polyphase matrix are reviewed, the novel proposed methods for finding the best factorizations are described, and results are given. In Section IV, the effect of finite computer representation is analyzed, whereas in Section V, a novel architecture for hardware implementation of the IWT is proposed. Finally, in Section VI, conclusions are drawn and further research developments proposed.
II. MOTIVATION

A. Filter Factorization
Unlike the DWT, due to the nonlinear operations involved, the IWT performance is heavily dependent on the chosen factorization of the polyphase matrix of the wavelet filter, for both lossless and lossy compression [30] , [31] , [33] , [36] . This raises the need for criteria for the selection of the factorization which achieves the best results on the recovered images given a suitable error measure.
The trivial solution is to try all possible factorizations, seeking the one which yields the best result, according to a selected error measure (e.g., PSNR) over a set of test images. This approach has some major drawbacks. First of all, the IWT compression performance depends on the input images [30] , [36] , making the result of the search too dependent on the data set; moreover, the exhaustive search would be computationally burdensome due to the complexity of the error metric. More efficient solutions could be devised, based on simple, input-independent metrics. In [36] , the ratio between the lifting coefficients of maximum and minimum magnitude has been suggested as a possible criterion, even if no specific factorization has been proposed based on this choice. In [33] , another criterion has been introduced, based on a measure of minimum nonlinearity of the iterated graphic functions. The technique, which is computationally tractable and independent of the input data, only relies on the characteristics of the wavelet filter, and leads to IWT implementations featuring excellent performance. In Section III, the minimum nonlinearity criterion is recalled and validated by comparisons with other suitable criteria, i.e., the minimization of the number of lifting steps and the achievement of the closest-to-one normalization constant.
B. Finite Precision Representation
An issue of considerable practical interest is the robustness of the wavelet transform, implemented by means of the LS, with respect to numerical errors in the representation of both the lifting coefficients [i.e., the coefficients of the LS filters, whose zeta-transforms are denoted in the following as and ] and the partial results. These considerations can drive specific hardware design, leading to implementations with optimized tradeoff between performance and complexity/area. Moreover, the robustness of the lifting coefficients can affect the selection of the wavelet filters, as the performance of the most popular wavelets proposed in the literature [3] , [34] can heavily depend on the coefficient representation. As a matter of fact, when the effects of finite precision representation are taken into account, the best ranked filters can be outperformed by other ones, which exhibit features not usually considered. For example, preliminary results reported in [37] , and mainly focused on the DWT, show that filters whose factorization exhibits rational coefficients are more robust with respect to numerical errors; hence, they should be preferred if hardware efficiency must be taken into account (see [38] as to the filter bank case). The robustness of the filter coefficients employed for the IWT implementation is investigated in Section IV.
C. Architecture
A VLSI implementation of a complete progressive lossy-to-lossless image encoder represents a very challenging issue; not only typical consumer electronics, e.g., digital cameras, but also all those applications characterized by high rate, variable rate-distortion requirements could benefit of high efficiency and low cost hardware implementations. In order to make feasible wavelet based applications at high frame-rate, it is necessary to explore specialized hardware realizations for the computation of the IWT, which can be very demanding as for hardware resources (such as on-chip area).
Many VLSI architectures have been proposed in the literature for the filter bank scheme implementation [18] , [39] - [43] all based on multiply and accumulate (MAC) units, and memory modules to store partial results. However, to the best of our knowledge, no architecture has been proposed yet for the LS implementation. In Section V an optimized VLSI architecture for the IWT implementation via LS is proposed, designed on the basis of the results obtained by the theoretical and simulative study described in Sections III and IV, and leading to an optimal allocation of hardware resources.
III. LIFTING SCHEME AND THE FACTORIZATION OF THE POLYPHASE MATRIX
In its basic form, the LS computes the DWT by means of a sequence of primal and dual lifting steps, as described in the following and reported in the block diagram of Fig. 1 ; the inverse transform is achieved performing the same steps in reversed order [32] .
The polyphase representation of a discrete-time filter is defined as (1) where and are respectively obtained from the even and odd coefficients of , where denotes the zeta transform. The synthesis filters and (lowpass and highpass respectively) can thus be expressed through their polyphase matrix and can be analogously defined for the analysis filters. The filters , , and , along with their analysis counterparts, are Laurent polynomials. As the set of all Laurent polynomials exhibits a commutative ring structure, within which polynomial division with remainder is possible, long division between two Laurent polynomials is not a unique operation [32] .
The Euclidean algorithm [32] can be used to decompose and as
As this factorization is not unique, several pairs of and filters are admissible; however, in case of DWT implementation, all possible choices are equivalent.
As for computational complexity, it has been shown in [32] that using the LS instead of the standard filter bank algorithm, can asymptotically lead to a relative speed-up up to 100% for long filters. For example, the LS-based implementation of the DB(9, 7) filter [10] is about 60%, and of the (13, 7) [46] about 70% faster than their filter bank counterparts.
The IWT can be very simply achieved rounding off the output of the and filters right before adding or subtracting [21] ; the rounding operation introduces a nonlinearity in each filter operation. As a consequence, in the IWT the choice of the factorization impacts on both lossless and lossy compression, so making the transition from the DWT to the IWT not straightforward.
A. Criteria for the Choice of the Best Factorization
Method I-Minimally Nonlinear Iterated Graphic Functions: Let us define the -times iterated graphic function [44] for where is the impulse response of the -times iterated synthesis bandpass filter. It is known that the limit converges to the synthesis wavelet , and, as the recovered signal is obtained as a weighted sum of scaled and translated versions of , the lossy performance of the DWT is related to the regularity degree of functions [10] . The iterated functions associated to the IWT have been experimentally verified to be less regular than the corresponding DWT ones, and different factorizations exhibit rather different levels of regularity [30] . Although the behavior of the IWT is not theoretically predictable due to the nonlinearity involved, the regularity of the integer iterated graphic functions has been experimentally verified to affect the IWT performance, and therefore represents a sound criterion for the selection of proper factorizations.
It is worth noticing that the iterated graphic functions depend on the input signal [30] , and are very irregular for a unit input impulse ( ), whereas they tend to become smooth, and equal to their DWT counterparts, for amplified impulses ( with ). So, if we define as the -times graphic function associated to the th factorization, achieved iterating the response to an amplified input , a simple measure of nonlinearity of the th implementation can be defined as the following norm:
The interpretation is that if the th factorization needs a high value of in order to achieve a good smoothness of the -times iterated impulse response, then will assume a high value; therefore, this norm can be effectively used to discard those factorizations which lead to highly nonlinear implementations, and eventually to seek the minimally nonlinear one. In [33] , the usefulness of this method has already been tested on a set of popular wavelet filters.
Besides being independent of the IWT input signal, the error norm is computationally inexpensive, thus leading to a tractable algorithm for factorization optimization. On the other hand, it must be noticed that this norm is not additive on a tree structure where the root node contains the quotients of all the possible ways in which the first polynomial division can be performed, and the -level nodes all possible quotients of subsequent divisions; in other terms, it is not possible to associate partial error metrics based on the norm to each of the parent-child transitions. Although this prevents from using dynamic programming techniques, we emphasize the fact that the low complexity of the evaluation of makes the exhaustive search tractable in any practical case.
Method II-Minimum Number of Lifting Steps: A simple criterion, driven by completely different considerations, is to select factorizations characterized by the minimum number of lifting steps. An intuitive justification of this method is that a reduced number of lifting steps implies a reduced number of rounding operations, resulting in a less nonlinear transforms. Obviously, a small number of lifting steps has direct implication in both software and hardware implementation in terms of speed, memory, chip area.
Method III-Closest-to-One Normalization Constant: Another relevant issue able to affect the factorization choice is the final scaling operation [45] performed within the LS framework (see Fig. 1 ). In order to perform an integer reversible transform, the scaling factor can be implemented performing three extra lifting steps, or simply omitting the normalization [21] , so reducing the overall complexity; in this latter case, as Calderbank et al. pointed out [21] , it is preferable that be as close to 1 as possible, exploiting the nonuniqueness of the lifting factorization. Consequently, the search for factorizations with scaling factor close to one turns out to be another important method to be investigated. The effect of normalization removal on compression performance will be discussed in Section III-B.
It is worth noticing that, whereas Method I always yields a unique solution as it is based on the real valued metric , this is not the case of Methods II/III which can provide multiple solutions. In case this happens, it is necessary to resort to further discrimination criteria. In the following, the regularity criterion has been employed as secondary level decision for both Methods II and III unless otherwise stated.
B. Results
In Table I , the best factorizations obtained respectively with Methods I and II are reported for the popular (9, 7) [10] and (6, 10) filters [34] , along with the value of the error metric for the best factorization. The PSNR values achieved in the compression at 0.5 bpp of the standard Lena image using the IWT followed by the state-of-the-art SPIHT encoder [12] , [19] are also reported. This algorithms has been selected for its excellent performance, tractable computational complexity, and for its capability of yielding progressive transmission; in our simulations, we have employed binary unencoded SPIHT, i.e., followed by neither Huffman, nor arithmetic coding. The simulations have been performed with and ; a discussion on the proper choice of these parameters can be found in [30] and [31] .
It can be noticed that Method I leads to factorizations with the best IWT lossy compression performance. As for the (9, 7) filter, the factorization yielded by Method II has a performance 0.1 dB inferior to the former. Both solutions yield the same value of , which has turned out to be the closest possible to unit. Actually, for the (9, 7) filter, Method III selects either factorization depending on whether the minimum nonlinearity or the minimum number of steps is chosen to discriminate among equivalent solutions. In other cases [e.g., for the (6, 10) filter] the three methods provide the same solution. Factorizations selected by Method I for filters other than the (9, 7) can be found in [33] , and are omitted here for conciseness.
Another remarkable property, which can be deduced by the results in Table I , is that minimally nonlinear factorizations of the DB(9, 7) filter have and filters which exhibits linear phase at each step. This result holds in general for factorization obtained with Method I; this validates the suitability of the proposed method, and agrees with Sweldens' considerations about symmetry-preserving filters [32] . Another notable result is that the best factorizations are generally those whose filter coefficients have a low dynamic range; as a rule of thumb, this is related to a non-unbalanced distribution of the nonlinear effects, and has been suggested in [36] as possible error metric.
From the obtained results, it turns out that none of the achieved factorizations has the normalization constant close to one. As having equal to one would avoid the need for any normalization, thus very positively impacting on the algorithm complexity, it is worth investigating the effect on the SPIHT encoder, of omitting this normalization even if is different from 1. In Table II , this effect is shown for a set of standard filters, for both the lossy and lossless case. For lossy compression, the impairment in PSNR performance ( ) is reported for the image Lena encoded at 0.5 bpp. It can be seen that, even for the factorizations selected by Method III ( closest to 1), omitting the normalization leads to a significant performance degradation up to 5 dB. This is due to the fact that the transform is no more unitary, and the information content of each coefficient is no longer directly related to its magnitude; this is particularly harmful for encoders with rate allocation based on bitplanes, such as SPIHT. On the other hand, as shown in the last two columns of Table II, the lossless performance has turned out to be almost independent of the normalization being performed or omitted. Even if it is possible to circumvent the effect of by renormalizing after the complete subband decomposition, in general this could preclude the progressive lossy-to-lossless option, as the coefficients after normalization would not be integer any more. The results in Table II are obtained using the classical SPIHT algorithm, and are meant to measure the performance degradation due to omitting the normalization. A modification of the rate allocation in SPIHT could be devised, which accounts for the subband dynamic range, thus reducing the performance gap; however, this amounts to designing a different encoder, which goes beyond the scope of this paper.
Finally, in Table III , the performance of the proposed factorizations, achieved by Method I and implemented with the normalization, are compared for the IWT and DWT, on a number of standard filters and test images, the best results for each image are emphasized with boldface. It can be noticed that the best factorizations exhibit IWT performance which is very close to the DWT one, especially at low bit rates. It is worth mentioning that this gap increases as the bit rate grows; this is due to the fact that, in this case, the nonlinear effects of the integer transform are dominant with respect to the quantization error. At last, it can be seen that, in the DWT case, the (9, 7) filter nearly always achieves the best performance, as well known from [34] . Not surprisingly, the IWT filter ranking is different, and depends on the linearity of the employed factorization, according to the measure defined for Method I. It turns out that the best filters for IWT implementation are the (13, 7) [46] and (6, 10) , which exhibit a very low value of .
IV. EFFECT OF FINITE COMPUTER PRECISION
In this section, the performance of the IWT implemented via the LS is evaluated in the presence of numerical errors due to finite precision representation, as this strongly impacts on hardware design. Unlike the DWT, where the need for high precision representation of partial transform results 1 raises problems of storage and complexity, in the IWT these results are integer numbers. Therefore, no storage problems occur, whereas complexity is limited to the convolution kernel, implemented through MAC units. As a consequence, it is important to evaluate the precision to be devoted to these units in order to achieve performance satisfactorily close to the floating point implementation. To this end, a selection of the best filters proposed in the literature has been employed, namely the Villasenor ones [34] and some filters recently proposed for the forthcoming JPEG2000 standard. The optimal factorizations, in the sense of the Method I presented in Section III-A, have been used. It is worth noticing that, in principle, one could attempt at embodying the effect of finite precision arithmetic directly in the search for the optimal fixed-point factorization. However, the convergence of the iterated graphic function computed on the quantized filters is by no means guaranteed. In practice, we have found that the joint approach yields the same results as the separable one, so that the most linear factorizations are also the best ones in fixed-point arithmetic.
The bit assignment is as follows. The partial transform results are represented with a number of bits, which is kept fixed to a value dictated by the need of accommodating the transform coefficient overall dynamic range; therefore, it is dependent on both the input signal representation (typically 8 bpp) and the number of decomposition levels. For 256 gray level natural images, typical values are (13 respectively) for a two (five respectively) level decomposition. Also, we have found that the optimal lifting coefficients for the considered filters can be represented using 2 bits for the integer part. Their mantissa is represented on a number of bits, which turns out to be the most critical and significant parameter, as it heavily affects hardware design, and strongly impacts on both performance and complexity. Given this bit assignment, the precision of each MAC unit must be of bits. In Table IV , the rate-distortion performance is reported for the IWT with floating point precision ( ), and fixed point precision, using the same coding scheme as in Section II-B. The lossless compression results are reported in terms of achieved bit rate, compared with the first order Shannon source entropy [9] . Several comments are possible; first of all, the value of required in order to achieve performance very close to the floating point one is the same for both the lossless and the lossy case. As for filters with nonrational coefficients [i.e., the (9, 7) and (6, 10) filters], it can be seen that a high value of is necessary in order to guarantee satisfactory performance (typically 8-10 bits). On the other hand, the required value of depends on the degree of linearity of the best factorization; for instance, the (6, 10) filter, which is more linear than the (9, 7) one [33] , requires fewer bits in order to converge to the floating point performance. It can be also noticed that, in the case of lossless performance, it happens that the achieved rate is below the Shannon source entropy. This is due to the fact that the source cannot be considered as uncor -TABLE III  LOSSY PERFORMANCE OF THE BEST IWT FACTORIZATION (METHOD I) COMPARED WITH THE DWT, FOR A SET OF TEST IMAGES related, so the first order entropy does not any more represent a lower bound to the rate.
Moreover, it has turned out that rational filters [i.e., the (5, 3), (2, 6), (13, 7) ones], which also have rational lifting coefficients (except for the scaling), can be efficiently represented with a limited number of bits devoted to the mantissa, according to the results in [47] for the filter bank scheme. Such filters are therefore of great interest for hardware implementation where complexity constraints must be taken into account.
In conclusion, the reported analysis on the robustness of the LS to numerical errors has put into evidence that efficient implementations of the IWT are indeed possible also in fixed point arithmetic. Moreover, the analysis has revealed that filters whose factorization coefficients are rational numbers require fewer bits; in hardware implementations this can improve the algorithm data processing rate due to a reduced number of operations for each multiplier. Furthermore, the reduced number of bits per filter coefficient positively impacts on both the chip area and the latency of such multipliers.
V. ARCHITECTURE FOR THE IWT IMPLEMENTATION BY MEANS OF THE LS
In this section, the basic concepts related to an architecture for VLSI implementation of the IWT by means of the LS are described. For a more detailed description and discussion about the memory allocation and comparisons with a similar architecture implementing the filter bank scheme, the interested reader is referred to [48] .
The LS has a modular structure that is well suited for VLSI implementation, and the kernel of the lifting processor is clearly represented by the single lifting step. In Fig. 2 , the proposed scheme of the primary lifting step is represented; its major characteristic is the fact that it employs a series of MAC in a parallel configuration, with the advantage of a reduced latency. The filter coefficients enter the shift register and the results of multiplication with samples are stored in the accumulators as follows:
After a number of MAC operations equal to the filter length the multiplexer can begin to pick up the filtered samples moving from the first to the last MAC (on the right in the scheme). The highest throughput is obtained if the number of MAC units is equal to the filter length; in this case, the actual sample can be read a single time from the memory and all its contributes to the filtering operation are computed in one clock period. The scheme of the lifting step is completed by the rounding operation and by the subtraction between the sample , suitably delayed, and the filtered coefficient.
In Fig. 3 , the complete scheme of the lifting processor is reported; the scaling operation is performed with three extra lifting steps. This scheme has been studied to accommodate all the most popular wavelet filters, whose factorization are reported in [33] . The proposed block diagram realizes the one-dimensional IWT and a simple control unit can reuse it in order to perform a separable two-dimensional IWT, transforming sep- arately columns and rows of an image. The main features of the proposed architecture are the low latency and the optimal memory access as any input sample is read a single time and can be replaced by the transformed sample without allocating memory for intermediate results (see [48] for details).
The MAC precision has been optimized according to the results presented in Section IV. If irrational filters are employed a large number of bit must be allocated for both the filters representation and the MAC units; in the case of (9, 7) or (6, 10) filters at least 11 bits must be allocated to the filters coefficients representation (2 bits for modulus and sign and 9 bits for the mantissa); therefore MAC units must be able to perform high precision multiplication limiting the speed of the system and increasing the chip area. Although, according to the preceding section there is a particular class of rational filters, i.e., (13, 7) , (5, 3) , and (2, 6), whose wavelet transform can be computed with a lower number of bits; employing these filters the LS processor speed and chip area can be improved resorting to faster MAC or even substituting MAC units with simple shift and accumulate operations.
The complexity of the proposed architecture has been estimated around 54 000 equivalent gates; this leads to an area of about 3 mm for a 0.35 m technology. The architecture is able to achieve a frame rate of 25 frames/s with a maximum input frequency of 4.5 MHz for a 512 512 pixel 8-bit grayscale image.
VI. CONCLUSIONS
In this paper, some issues related to the design and implementation of an image transform coding algorithm based on the IWT are addressed. In particular, methods for the selection of the best factorization of wavelet filters within the LS framework are proposed and compared; the methods are based on the search for the minimally nonlinear iterated graphic functions associated to integer transforms, on the minimization of the number of lifting steps, and on the achievement of the closest-to-one normalization constant. Results are reported for a number of filters and test images and for both lossless and lossy compression, showing that the obtained IWT implementation achieve compression performance very close to the real valued DWT. A second aspect addressed is the evaluation of the effects of finite precision representation of the lifting coefficients and the partial results; the analysis has revealed that a very small number of bits can be devoted for the mantissa, with an acceptable performance degradation. Finally, a VLSI architecture has been proposed for the IWT implementation, and preliminary evaluations of the hardware complexity and frame rate are reported.
