Abstract: An efficient method based on a hybrid approach that combines extreme learning machine (ELM) technique and differential evolution (DE) algorithm is proposed to optimize the multipumped Raman fiber amplifier (RFA). The proposed method takes advantage of the fast learning speed and high generalization of the ELM as well as the strong global search capability of DE. From a novel perspective, we utilize ELM as a powerful learning tool to construct the nonlinear mapping between the pump parameters and gains of RFA. Instead of time-consuming integration of Raman coupled equations, the gains can be directly and accurately determined by the ELM model. To obtain a flat gain spectrum, DE algorithm is employed to find the optimal wavelengths and powers of pumps. The well-trained ELM model is incorporated into the evolution of DE to accelerate the search process. The results show that the designed RFAs with the optimized pump parameters achieve the desired gain performance and meanwhile maintain very low level of gain ripple. In comparison to other related methods, the proposed method significantly shortens the computation time and enhances the overall optimization efficiency, which offers potential for real-time adjustment and flexibility of RFA design.
Introduction
Raman amplification has been recognized as a promising technique for long-haul or ultralonghaul dense wavelength division multiplexing (DWDM) system [1] , [2] . In DWDM system, Raman fiber amplifiers (RFAs) have become essential optical components due to their powerful ability to expand the amplification bandwidth with good noise performance and flexible wavelength operation. To implement the broadband RFAs, multiwavelength pumping technique is the typical scheme to achieve the flat gain spectrum. The RFAs with the combination of multiple pumps can generate composite gain profile with small ripple in any required wavelength region through properly adjusting the pump wavelength level and pump power level. The choice of optimal parameters of pumps is a key issue in the design of RFAs [3] , [4] . However, the complex mathematical model of RFAs, which describes the nonlinear Raman interactions between pumps and signals, makes the task somewhat difficult.
To date, most of studies of RFA design focus on the optimization of the combination of pump wavelength and pump power. Finding the optimal pump configuration is a nonlinear multi-parameters optimization problem, as the mathematical model of RFAs consists of a set of the Raman coupled equations. To deal with this problem, global optimization methods have been proved to be efficient tools. Several evolutionary algorithms (EAs) have been employed. Genetic algorithm (GA) is one of the most popular evolutionary algorithms that has been applied to ensure the gain-flatness and gain-bandwidth performance [5] - [7] . To improve the efficiency of the traditional GA, Liu et al. developed hybrid-GA (HGA) to avoid the local trap during the optimization procedure [8] - [10] . Jiang et al. introduced the ant colony optimization (ACO) [11] and artificial fish school algorithm (AFSA) [12] to find the optimal pump parameters and provided alternatives for the design of gain-flattened RFAs. Particle swarm optimization (PSO) is another search method used in RFAs design, and the computation efficiency can be improved owing to its fast convergence [13] - [15] . Zaman et al. reported Taguchi's method perform multiobjective optimization for two different configurations of five pump FRA systems [16] . Although previous methods are capable of achieving the desired flat gain for RFAs, the obvious drawback is that evolutionary algorithms require a long processing time. In the design process, the calculation of Raman coupled equations involved in each iteration of EAs is quite time-consuming.
The overall design efficiency of RFAs is not only affected by the global searching ability of the EAs, but mainly depends on the computational complexity of the numerical method for solving the Raman coupled equations. The direct numerical integration methods (e.g. Runge-Kutta method) are less desirable because they generally take a long time. Rini et al. presented some numerical results and the optimal configurations for the cascaded CW Raman lasers. The numerical integration of modified coupled equations is performed using collocation software for the boundary value ordinary differential equations [17] . Kurukitkoson et al. proposed the optimization for a two-stage Raman converter by applying the numerical modeling which solved the equations for both forward and backward propagating waves using two-point boundary conditions [18] . Ania-Castanon et al. presented numerical optimization method for discrete and distributed backward-pumped Raman amplifier by finding the optimal value of the defined non-dimensional parameters in terms of gain flatness and signal power variation [19] - [21] . The shooting algorithms (ShA) for RFAs is a commonly used method which deals with the nonlinear two-point-boundary-value problem as initial-value problems with initial guess method [22] . But the shooting process is sensitive to the accuracy of the initial guess and the correction mechanism is inefficient. The average power analysis (APA) techniques developed by Min et al. [23] replace the integral calculation by a relatively simple algebraic calculation. The use of APA method can reduce the design time by over two orders of magnitude [9] , [15] . But the computation efficiency is still limited by the iteration process of segmentally numerical calculation. The aforementioned numerical methods are hard to meet the real-time gain adjustment in practice. Hence, a fast algorithm for RFA optimization is clearly worth considering and becomes more important in practical RFA system.
In this paper, we propose an efficient hybrid optimization approach for RFA design by integrating machine learning algorithm called extreme learning machine (ELM) with the differential evolution (DE) algorithm. To our knowledge, this study is the first attempt to introduce randomized neural network technique [24] - [26] to optimize multi-pumped RFAs. ELM, one of the randomized neural network technique [27] , [28] , has outstanding advantages of extremely fast learning capability, high generalization performance and free of parameter tuning. To solve the problem of low efficiency, ELM model for Raman amplifier is established to replace the time-consuming integration of Raman coupled equations. In the hybrid method, DE algorithm, a simple yet powerful evolutionary algorithm [29] , is applied to optimize the pump wavelengths and pump powers with the desired flat gain spectrum. The ELM model is incorporated into the evolution of the DE algorithm and accelerates the search process. The hybrid approach exploits both the global search ability of DE and the high computation efficiency provided by ELM model. This combination can be a very effective way to enhance the speed and stability of the optimization for multi-pumped RFAs.
Amplifier Model
We consider a backward-pumped RFA design, where the pumps transmit in the opposite direction of the signals. Multiple pumping scheme is used to achieve gain flatness for the RFA. The schematic diagram of applying the extreme learning machine (ELM) technique to a backward multi-pumped RFA communication system is shown in Fig. 1 . The system consists of forward signals, backward pumps, optical spectrum analyzer (OSA), dual port WDM analyzer and the proposed ELM model. For the multi-pumped RFA, the selection of the pump parameters (i.e. pump wavelength level and pump power level) directly determines the gain performance. Therefore, the goal of multi-pumped RFA design is to search for the appropriate wavelengths and powers of pumps in order to meet the desired gain response and guarantee the amplification performance. As an important part of design procedure, the mathematical model of RFA is the foundation of realizing the optimization.
For a Raman fiber amplifier with multiple backward pumps, the amplification behaviors are governed by a set of nonlinear Raman coupled differential equations, where the interactions of the pump-to-pump, signal-to-signal, and pump-to-signal, as well as the amplified spontaneous emissions (ASE) and Rayleigh scattering components are described. The complete Raman coupled differential equations have the following form:
where the superscripts + and − represents the forward-propagating and backward-propagating waves, respectively. z is the distance variable along the fiber. ν and μ represent the optical frequencies of signals and pumps. P (z, ν) or P (z, μ) represents the optical power (pump or signals) at the optical frequencies ν or μ. g(ν − μ) is the Raman gain coefficient from the frequency ν to the frequency μ. α , ε ,K e f f , A e f f , h ,k and T are the fiber attenuation coefficient, Rayleigh-backscattering coefficient, the polarization factor, the effective area of optical fiber, Planck's constant, Boltzmann constant and the temperature of the fiber, respectively. Integrating the (1) from z = 0 to z = L , we can obtain the output signal power. Then, the gain of the signals can be calculated with the given parameters of the pumps. The net gain for every signal channel can be defined as
where L is the transmission length. P s (0) is the input signal power, P s (L ) is output signal power at the end of the fiber. In general, the analytical solutions of the Raman coupled equations cannot be calculated directly owing to its complexity. Numerical methods, such as Runge-Kutta method, the shooting algorithm and the average power analysis method, are widely applied to get the approximations of this problem. However, the calculation process is quite time-consuming, which directly restricts the search efficiency of the algorithm for optimum design parameters of pumps. In this paper, a novel idea to solve the model of RFA is presented by using the technique of extreme learning machine. Under specified system parameters, the multi-pumped RFA can be regarded as a multi-input multi-output (MIMO) system, where the wavelengths and powers of multiple pumps are the input of the MIMO system,and the net gains of signals are the output. This input-output relationship of the RFA model can be described as
where
is the pump wavelength vector,
is the pump power vector, n is the number of pumps. The function is the RFA model to be constructed. Once the mapping is known, the gain can be calculated quickly without time-consuming integration of the Raman coupled equations. In this way, the entire calculation process becomes a black box and the main task is converted to solve a MIMO regression problem. To develop a fast and accurate method, we employ ELM to construct the model of RFA.
ELM is an efficient learning method for single hidden layer feed forward networks (SLFNs), which has been successfully applied to handle a broad range of regression problems. The attractive features of ELM are its extremely fast learning speed and its strong generalization performance [30] , [31] . Different from the traditional neural network methodology, ELM is a one-pass algorithm. It randomly assigns the input weights and the biases of hidden nodes instead of adaptively tuning them, and analytically determines the output weights by matrix operations without iterative calculation. Here, ELM is utilized to model the nonlinear functional relationship between the pump parameters and the corresponding net gain of RFA. As a supervised learning algorithm, the training process is required to establish the desired mapping from the input to the target output by means of learning from the training samples. For multi-pumped RFA, the wavelengths and powers of pumps are adopted as training input, and the net gain is the training target. Each training sample of input-output pairs is collected by randomly setting the pump parameters used to generate the net gain spectrum. The detailed training process of ELM is described below.
Let
} be denoted as a training set of N samples. The input vector and output vector can be expressed as x k = (λ p , P p ) ∈ R 2 * n and y k = G net ∈ R m , respectively. m is the number of signal channel. As shown in Fig. 2 , the network structure of ELM model for multipumped RFA is a single hidden-layer feed forward neural network that consists of two visible layers (input and output layer) and the hidden layer. The output function of ELM with S hidden neurons can be represented as
where a i is the weight vector connecting the input neurons and the i th hidden neuron, and b i is the bias of the i th hidden neuron. g(x) is the activation function and the sine function is used here. β i are the output weights connecting the i th hidden neuron and the output neurons. We can rewrite (4) in the following form:
where H is the hidden layer output matrix of ELM, the i th column of H is output vector of the i th hidden node with respect to inputs x 1 , x 2 , . . . , x N . In ELM, the hidden node parameters (a i , b i ) are randomly assigned without iteratively tuning. Therefore, training the SLFN can be simply equivalent to finding the minimum norm least-square solution to (5):
The output weights can be analytically determined by the following optimal solution:
where H † denotes the MoorePenrose generalized inverse of matrix H. In summary, the training process of ELM is presented as Algorithm 1. After training process, a well-trained ELM model for RFA will be obtained. We can use the welltrained ELM to directly compute the net gain of RFA for arbitrary pump wavelength and pump power entered the model. The ELM approach for calculating net gain is powerful in computation efficiency because it can avoid the time-consuming solving process of the Raman coupled equations and also can save the subsequent optimization time. Then, we incorporate the well-trained ELM model into the optimization process of DE algorithm. The optimization process will be described in the next section. 
Optimization Algorithm

Optimization Problem Formulation
The optimization design of RFA is the process of determining the optimal pump wavelengths and pump powers that can yield the desired flat gain spectrum. In this study, two performance metrics are taken into account: net gain level and the gain ripple. Our objective is to minimize the average error between the target net gain and the actual output gain with the minimal gain ripple. According to the above-mentioned ELM model, the output gain can be written as
where a, b, β are the weight, bias and the output weight of the ELM network, respectively. S is pre-determined according to the RFA design problem. The gain ripple in band is defined by
where G t is the pre-specified target net gain, max(G net ) and mi n(G net ) are respectively the maximum and minimum of all the signal net gains given by (10) . Then, the RFA design can be formulated as a minimal optimization as follows:
The constraints are the adjustable range of the pump wavelength and pump power, respectively. λ l and P l are the lower limit values. λ u and P u are the upper limit values. δ λ is the wavelength interval between any two pumps. In order to ensure the realizability of the designed pumps and fulfill the practical requirements, the wavelength interval δ λ must exceed the minimum value that can be allowed by the laser. λ p and P p are decision variables. For a n-pump RFA, 2n decision variables need to be optimized. In this work, the DE algorithm is applied to solve the optimization problem.
Differential Evolution Algorithm
DE algorithm is a simple, fast and robust stochastic search technique that has shown superior performance in solving global optimization problems [29] , [32] . It has been successfully applied to a wide range of fields due to its strong global search capability, easy implementation and quick convergence. The most distinct characteristic of DE is that it mutates individual by adding a weighted difference vector between other random individuals in the population [33] - [35] . The implementation of evolutionary process includes three important operators: differential mutation, probability crossover and greedy selection. The flowchart of DE algorithm is shown in Fig. 3 . DE process starts from an initial population of N P individuals, which is randomly generated from a uniform distribution. Each individual in the population of current generation is represented by a real-valued vector:
. . , N P , where G en is the current generation. For RFA design, X i ,G en = (λ p , P p ) stands for a candidate combination of pump wavelength and pump power level. At each generation, every individual X i ,G en needs to undergo evolution of DE.
After initialization, mutation operator is applied to generate the mutant vector V i ,G en for X i ,G en . This step is the core operator in DE, which aims to increase the diversity of population and avoid plunging into local optimum. The mutant vector is the vectorial sum of a scaled difference of two individuals and a third individual:
where three individuals X r 1,G en , X r 2,G en and X r 3,G en are randomly selected from the current population. Random indexes r 1, r 2, r 3 ∈ [1, N P ] and r 1 = r 2 = r 3 = i . F is a real positive parameter called scaling factor and it controls the scale of the differential variation. Then, the crossover operator mixes the elements of the mutant vector V i ,G en and the current vector /*mutation*/ Select vector indexes r 1, r 2, r 3 randomly. 6:
Generate the mutant vector V i ,G en according to (13) . 7: /*crossover*/ Generate the trial vector U i ,G en according to (14) . 8: /*selection*/ Evaluate the fitness of trial vector U i ,G en .
9:
Choose X i ,G en+1 from U i ,G en and X i ,G en according to (15) . 10: end for 11:
Increase the generation counter G en = G en + 1. In the last step of each generation, the fitness values (objective function values) of the trial vector U i ,G en and the current vector X i ,G en are compared and the superior one is selected to enter the next generation. It may be worth noting that the ELM model is embedded in the calculations of the objective function in this step. The selection operator is performed as follows:
Through the above operators, the new population is generated and then will continue further evolution operations until the maximum number of generation is reached. The implementation procedure of DE algorithm is summarized as Algorithm 2.
Results and Discussions
The experimental setup of the backward multi-pumped RFA is shown in Fig. 1 . We apply the proposed method to design the gain-flattened RFA in C+L band with the following physical system parameters. The wavelengths of signals range from 1530 nm to 1620 nm in 1 nm spacing, and the initial values of the signals powers are 0.1 mW. The wavelengths of the pumps can be adjusted within the range from 1420 nm to 1520 nm, and the wavelength interval between any two pumps is allowed to be 1 nm spacing. The powers of the pumps are within the range from 10 mW to 500 mW. The fiber length is 25 km. The proposed algorithm was implemented in MATLAB version R2012a environment, and all calculations were performed on a 64-bit computer with Intel Core i7, 3.4 GHz processor and 8 GB of RAM. To validate the effectiveness of the proposed method, three parts are numerically studied in this section. First we need to choose the number of hidden nodes of ELM and then train the ELM model for the RFA. Next, the optimization process is performed for the cases of 4-pump RFAs. Finally, some performance comparisons are presented to evaluate the proposed method.
Parameter Selection
For ELM algorithm, the only parameter that needs to be determined is the number of hidden neurons. Here, k-fold cross-validation (CV), the commonly used method for estimating the generalization accuracy, was used to select the number of hidden neurons for ELM. In this study, we set k as 10. The number of hidden neuron ranged from 50 to 5000 with the interval of 50 hidden neurons. We conduct 20 trials with each fixed number of hidden neuron. The training data set was collected by randomly setting different combinations of pump wavelengths and pump powers. In each trial, we randomly divided the training data set into ten equally-sized partitions. Nine partitions were used as the training samples to develop the model and the remaining one partition was the testing samples. The root-mean-square (RMS) error was used to evaluate the accuracy of the model. The average values of cross-validation results over 20 trials of simulations were obtained for ELM. Fig. 4 shows the validation error against the number of hidden neurons. We can see that validation error first decreases sharply and then increases with the increase of the number of hidden neurons. The lowest validation error is achieved when the number of hidden nodes of ELM is between 1000 to 2500. We selected 1600 as the number of hidden neurons when the validation error is the minimum value within the acceptable range of [1000, 2500], and the corresponding validation error is 0.1541 dB. The variations of the training time and testing time of ELM model with different number of hidden neurons are given in Fig. 5 . It can be observed that training time and testing time increase as the number of hidden neurons increases. When the number of hidden neurons is 1600, the testing time and training time are 0.1882 s and 22.75 s, respectively. In addition, we tried several activation functions for ELM. Five different types of activation functions, such as sine, sigmoid, hard limit, triangular basis, and radial basis, were implemented for the training. Table 1 summarizes the minimum RMS values and corresponding hidden neuron number of the five activation functions. From Table 1 , we can see that the sine function achieves the best accuracy in all cases. Hence, sine function was used in our ELM model. Once the model is trained, no further training is required for the same type of amplifier. The well-trained ELM model for RFA can be used for the calculations of the objective function during the optimization process of DE.
Optimal Designs
When the training process is completed, the next task is to find the optimal combination of pump wavelengths and pump powers. The well-trained ELM model is incorporated into the evolution of DE algorithm. Using the proposed method, several examples of RFAs covering C+L band with 4 pumps for the target gains from 0.0 dB to 4.0 dB were designed. For DE, the algorithm parameters was chosen as: N P = 15, F = 0.39, CR = 0.68. The maximum number of generation was set to be 100, and the algorithm was terminated when the 100 generations were completed. The design results of the optimized pump parameters, the obtained gain performance and optimization time are illustrated in Table 2 . The optimization time given in Table 2 , denoted by T o p t , refers to the time taken by the proposed DE algorithm to search for the optimal pump wavelengths and pump powers. From Table 2 , it can be observed that the deviations between the obtained net gain and the target value do not exceed 0.02 dB and the gain ripples are lower than 0.5 dB. Note that the optimization time T o p t , in all cases, is less than 0.2 s. This means the optimal pump wavelengths and pump powers can be found out within a very short time. Fig. 6 shows the gain spectra of the designed 4-pump RFAs using the optimal pump wavelengths and pump powers in Table 2 . It can be seen that the gain fluctuates around the level of the corresponding target net gain with small ripple from 1530 nm to 1620 nm. When the optimized pumps are applied, the designed RFAs can achieve the desired gain level and meanwhile maintain low levels of gain ripple.
For the case of 0.0 dB target net gain, the power evolutions of the signals and pumps along the fiber are shown in Figs. 7 and 8. Fig. 7 shows the signal powers of the selected 6 channels gradually decrease and then increase to the original level. Fig. 8 shows the power evolution of four backward pumps with different pumping wavelengths. It can be observed that the powers of the four pumps present an overall decreasing trend from 25 km to 0 km. This is because the pumps lose power to the signals due to Raman interactions between pumps and signals. In addition, the pump with the shortest wavelength always loses power to other pumps and signals, and its power attenuates quickly along the fiber length. And the pump with the longest wavelength suffers from very small attenuation initially and then its power decreases after some distance, because it can receives some power from the other pumps at the start and it still contributes the great amount of power to amplify the signal power. Through the assignment of the wavelengths and power for the four pump, good flatness of Raman gain can be obtained. Fig. 9 presents the changes of the values of net gain and gain ripple in iterations of the DE. DE is used to optimize the net gain and gain ripple simultaneously. We can see that the net gain converges steadily to 0.0 dB level and the gain ripple can quickly reach the optimal level. The algorithm is rapidly converged at about 60th generation. 
Performance Comparison
In order to further validate the proposed method, comparisons are made with other design methods in term of the calculation speed and the gain performance. We compare the ELM algorithm with the two most commonly used numerical methods, the shooting algorithm (ShA) and the average power analysis (APA) method. We calculated the gain of C+L band 4-pump RFA at 100 combinations of the pump wavelengths and pump powers under the same conditions. The average CPU time of the 100 runs was used to evaluate the calculation performance. The results are plotted in Fig. 10 . The average computation time of ELM is 1.39 × 10 −4 s. ShA and APA averagely take 5.49 s and 69.21 s, respectively. It can be seen that the calculation speed of ELM is faster than that of other two numerical methods, and the speed is improved by about five orders of magnitude. Compared with ShA and APA, ELM has an enormous advantage in the calculation efficiency, mainly because of its direct calculation process without complicated iteration process for solving the Raman coupled equations.
Next, the design results of 4-pump RFA optimized by the proposed hybrid approach that combines DE algorithm and ELM model are compared with the results of other methods in previous work, where particle swarm optimization (PSO) and ant colony optimization (ACO) are chosen as the optimization algorithm, ShA and APA are applied to calculate the gain,respectively. For all algorithms, the population size was set to be 15 and the maximum generation was set to be 100. Comparative experiment was conducted under the same PC environment and the parameters of RFA also remained the same. We used these four methods to optimize the pump parameters of the same type of 4-pump RFA with the target of 0.0 dB. The results of net gain, gain ripple and the total optimization time are listed in Table 3 . From Table 3 , the net gain values are all close to 0.0 dB, which meets the system requirement. The proposed method obtains the gain ripple of 0.3793 dB within 0.1865 s. The gain ripples of PSO+ShA, PSO+APA, and ACO+APA are 0.8742 dB, 0.6221 dB, 0.6318 dB. and the corresponding time costs are 37368 s, 4235 s, 10502 s. It can be seen that the proposed method achieves the relatively smaller ripple with the shortest time. Compared with other methods, the proposed method yields good gain performance and meanwhile greatly enhances the optimization speed by several orders of magnitude. It indicates that the proposed method combines well with the characteristics and advantages of DE algorithm and ELM model. It has made a significant improvement in the global searching ability and computation efficiency.
Conclusion
In this paper, an optimization method based on the combination of ELM model and DE algorithm is presented for the gain-flattened multi-pumped RFA design. The proposed method inherits the computational advantages of these two advanced techniques. ELM technique provides a fast, direct, and accurate way for the calculation of gain spectrum without solving the complicated Raman coupled equations. DE algorithm is utilized to determine the optimal pump wavelengths and pump powers to meet the gain requirement and minimize the gain ripple. We incorporate welltrained ELM model into the evolution of DE to further improve the overall optimization efficiency. The design results shows that a flat gain is obtained covering C+L band with only 4 pumps and the gain ripple is lower than 0.5 dB. Meanwhile, comparisons of the proposed approach with other related methods are also undertaken. The results demonstrate that the ELM method is far superior to shooting algorithm and the average power analysis method in term of the calculation speed. Compared with other evolutionary algorithms, such as PSO and ACO, the proposed method yields better gain performance and faster convergence speed. The whole optimization procedure takes only less than 0.2 seconds, which enhances the efficiency by several orders of magnitude. The proposed technique can be extended to be applicable to the dynamic and flexible pump control for RFAs.
