We focus on the periodicity of the Grover walk on the generalized Bethe tree, which is a rooted tree such that in each level the vertices have the same degree. Since the Grover walk is induced by the underlying graph, its properties depend on the graph. In this paper, we say that the graph induces periodic Grover walks if and only if there exists k ∈ N such that the k-th power of the time evolution operator becomes the identity operator. Our aim is to characterize such graphs. We give the perfect characterizations of the generalized Bethe trees which induce periodic Grover walks.
Introduction

Introduction and related works
Quantum walks are introduced as quantum versions of random walks [8] . The quantum walk is induced by a based graph, and the motion of the walker can be regarded as a discrete analogue of scattering of plane wave on the graph [4] , [11] . The state of the walker at each time is represented by an ℓ 2 -function on an induced Hilbert space H, and its evolution is given by a unitary operator on H. Reviews on quantum walks from the viewpoints of several research fields can be seen in the following books, e.g. [17] , [19] , [21] . Studies of quantum walks have been developed for last decade, and they have been applied to various fields [3] , [25] . In particular, the quantum search algorithm is one of the most attractive applications of quantum walks. They enable us to find marked elements on a graph faster than classical random walks [13] , [26] . Also, a perfect state transfer from the initial point to the target point can be regarded as a quantum search [6] , [14] [24] . Here, we treat the periodicity of a quantum walk. The periodicity appears if there exists an integer k such that the k-th power of the time evolution operator becomes the identity. It also implies that arbitary state at time k returns the initial state. So the periodicity can be viewed as a perfect state transfer on the same point and our ultimate purpose is to characterize the graphs in which such a kind of perfect state transfer occurs. If an underlying graph induces periodic quantum walks, then the behavior of the walker is periodic with some periods, and the sequence of the distribution is also periodic. By a spectral method, we consider the periodicity. In this paper, we focus on the periodicity of the Grover walk. The Grover walk is a kind of quantum walk, which is uniquely determined by the underlying graph and it is also related to several study fields, e.g. not only quantum searches but also an analysis of the zeta function [15] , an isomorphic problem for two cospectral strongly regular graphs [9] . Indeed, the spectrum of the evolution operator of the Grover walk derives from that of the isotropic random walk on the underlying graph. So the spectral analysis of the random walk can be applied to deal the periodicity of the Grover walk.
In this paper, we say that the graph induces a k-periodic Grover walk if and only if the k-th power of the time evolution operator becomes the identity first (k ∈ N). In [10] , characterizations of some fixed finite graphs to induce a periodic Grover walk are introduced, and the results are as follows:
• (Complete graphs) The Grover walk on a complete graph K n is periodic if and only if n = 2, or 3, whose periods are 2, 3, respectively.
• (Complete bipartite graphs) The Grover walk on a complete bipartite graph K r,s is periodic for any r, s ∈ N with r + s ≥ 3, whose period is 4.
• (Strongly regular graphs) The Grover walk on a strongly regular graph SRG(n, k, λ, µ) is periodic if and only if (n, k, λ, µ) = (5, 2, 0, 1), (2k, k, 0, k), or (3λ, 2λ, λ, 2λ), whose periods are 5, 4, 12, respectively. These graphs are nothing but C 5 , K k,k , and K λ,λ,λ , respectively.
Characterizations of graphs which induce k-periodic Grover walks for a fixed integer k are treated in [27] . The results are as follows: Let W k be the family of classes of finite simple connected graphs which induce k-periodic Grover walks. Then,
• W 2r−1 ⊂ {Odd unicycle graphs} for r ∈ N. For random walks, such phenomenon does not occur as long as the underlying graph is connected and non-bipartite in general. So we can say that the periodicity is an special feature of the quantum walk. All the graphs in the above lists have a special partition called an equitable partition [5] . In this paper, we treat the generalized Bethe tree, which is a typical graph with an equitable partition.
Main result
In this paper, we treat a special class of the tree graphs called the generalized Bethe tree. It is a rooted tree such that in each level the vertices have the same degree. Researches on generalized Bethe trees are treated in [22] , [23] . Analysises of the eigenvalues of the adjacency matrix and the Laplacian matrix of generalized Bethe trees are discussed in both of the two references. In this paper, we provide an analysis of the eigenvalues of the matrix corresponding to the random walk on generalized Bethe trees and give the perfect characterizations of these graphs to induce a periodic Grover walk. Also, we give notations of some graphs. For k ∈ N, the k-subdivision graph of G is denoted by S k (G), which is a graph obtained by putting k − 1 vertices to each edges of G. Also, let P l , ST l be the path graph and the star graph with l vertices, which are special classes of the generalized Bethe tree. Then, the following Theorem is our main result in this paper. This paper is organized as follows: In Section 2, we give detailed definition of the Grover walk and the generalized Bethe trees as the preliminaries. Also, we introduce some key tools to consider the periodicity of the Grover walk on the generalized Bethe trees. In Section 3, we prove our main result, Theorem 1.1 using these tools. We summarize our results and make a discussion in Section 4. 2 Preliminaries
Definition of Grover walk
Here, we give the definition of the Grover walk. Let G = (V, E) be a finite simple connected graph with the vertex set V , and the edge set E. Then, it can be considered that each edges in E have two orientations. For uv ∈ E, an arc from u to v is denoted by e = (u, v). The origin and terminus vertex of e are denoted by o(e), t(e), respectively. Also, the inverse arc of e is denoted by e −1 . We define D(G) = {(u, v), (v, u)|uv ∈ E}, which is a set of symmetric arcs of G and give a unitary matrix U = U (G) indexed by D(G) as follows:
The time evolution operator of the Grover walk on the graph G is determined by the above U which is called the Grover transfer matrix. Thus, the Grover walk is induced by the underlying graph. Let ϕ t ∈ ℓ 2 (D(G)) be a quantum state at time t. Then, the quantum state at time t + 1, ϕ t+1 , is given by ϕ t+1 = U ϕ t . A graph G induces a k-periodic Grover walk if and only if U k = I |D(G)| and U j = I |D(G)| for every j with 0 < j < k. So it immediately follows that if G induces a k-periodic Grover walk then ϕ k returns to ϕ 0 . For a square matrix A, let σ(A) be the set of the eigenvalues of A. Here, one can easily show the following useful Proposition for this paper:
, and there exists λ U ∈ σ(U ) such that λ j U = 1 for every j with 0 < j < k.
In this paper, we use spectral method in order to analyze the periodicity of the Grover walk with the above Proposition. Let T be the transition matrix of G, that is, for u, v ∈ V ,
There are results for the eigenvalues of U , e.g. [4] , [9] . In particular, we introduce the following.
Lemma 2.2. (Higuchi, Segawa [11])
The spectrum of the Grover transfer matrix U is decomposed by
where b 1 is the first Betti number of G, that is, |E| − |V | + 1, and
Therefore, if a graph G induces a k-periodic Grover walk, then the eigenvalues of the transition matrix of G should be the real part of the k-th root of unity. Actually, the following Zhukovskij transformation is useful to solve the problem. Konno, Sato, Segawa [10] ) Let f (λ) be a monic polynomial of degree i for λ ∈ R. Then, the roots of f (λ) are the real part of the roots of unity if and only if for z ∈ C with |z| = 1, the polynomial (2z) i f (z + z −1 )/2 is a product of some cyclotomic polynomials.
Definition of generalized Bethe trees
Throughout this paper, we denote [i, j] = {i, i + 1, · · · , j − 1, j} for i, j ∈ N with i < j. We focus on a generalized Bethe tree G which is a rooted tree such that in each level the vertices have the same degree. We agree that the root vertex is at level 0, and this tree has n + 1 levels. Let C i be the set of vertices of level i for i ∈ [0, n]. Then, for every i ∈ [0, n − 1] the value |N (v) ∩ C i+1 | is constant whenever v is in C i , where N (v) is the set of the neighbors of v. Then, {C 0 , C 1 , · · · , C n } is a partition of V (G) and such a partition is called an equitable partition [5] . So the generalized Bethe trees are tree graphs with an equitable partition. We put 
,
. Indeed, the generalized Bethe tree can be projected on a path graph in which the levels correspond to the vertices of the path. Then D i is nothing but the product of hoping rates from C i to C i+1 and from
Then, it holds that
Let U be the diagonal matrix of vertex degrees. We consider the following symmetric matrix:
We often useT instead of T since the symmetry of the matrix helps us to analyze its eigenvalues. We also denote the representation matrix ofT on a subspace X ∈ C |V | byT | X . Then, the following holds. 
Proof. From the definition of the general Bethe tree, we have |C 0 | = 1, and
and for i ∈ [1, n − 1],
Fundamental analysis tools for Grover walk on generalized Bethe trees
To prove Theorem 1.1, we provide some key tools for the Grover walk on the generalized Bethe trees. For a generalized Bethe tree
, let P be a map from V \C 0 to V , which maps v ∈ C i to its parent vertex, which is the unique vertex in
. Also, we denote
which is the set of the descendants of v in C n . We define a sequence of polynomials of λ ∈ C with the following inductive procedure:
Using these polynomials, we give the following Lemma and Theorem to analyze the eigenvalues of the transition matrix of B(d(1), d(2), · · · , d(n − 1)). We also define
where I i is i × i identity matrix andT (i) is the subprincipal matrix ofT | A with removing from the first row to the (n + 1 − i)-th row and from the first column to the (n + 1 − i)-th column for i ∈ [1, n + 1]. Letg i (λ) be the monic polynomial of g i (λ) for i ∈ [0, n + 1]. Then, the following holds.
Lemma 2.5. It holds
for any λ ∈ C and i ∈ [0, n + 1].
Proof. Clearly,g 0 (λ) = p 0 (λ) = 1 andg 1 (λ) = p 1 (λ) = λ, so in order to complete the proof, it is enough to show that {g i } and {p i } satisfy the same recurrence relation. First, by cofactor expansion, we have
. By the construction of {g i }, the coefficient of the maximum degree of g i (λ) is
We also haveg n+1 (λ) = λg n (λ) − D 0gn−1 (λ) since g n+1 (λ) = d(0)(λg n (λ) − g n−1 (λ)) and D 0 = 1/(d(1) + 1), so we can see that p i (λ) =g i (λ) for any λ ∈ C and i ∈ [0, n + 1].
Then, it immediately follows that the roots of p n+1 (λ) are the eigenvalues ofT on A. Indeed, the polynomials {p i } n i=0 are the monic orthogonal polynomials with the finite Jacobi coefficients
} and then, the eigenfunction for λ with p n+1 (λ) = 0 is written by
where [12] . Also, the set of levels with at least 2 children is denoted
by Ω, that is,
Then, we can find the eigenvalues and eigenfunctions of T on A ⊥ .
Lemma 2.6. For every i ∈ Ω, the roots of
of the eigenvalue λ is given as follows:
Proof. We show that (T f )(x) = λf (x) for any x ∈ V . From the definition of T , for any w ∈ N n (v 1 ), and j ∈ [0, i − 1], it holds that
Similarly, for any w ∈ N n (v 2 ), and every j ∈ [0, i − 1], it holds that
Furthermore, it is trivial that for any
Thus, we can say that (T f )(x) = λf (x) for x ∈ ∪ n j=n−i+1 C j . In order to complete the proof, it is sufficient to show that (T f )(v * ) = λf (v * ) since it trivially holds for any u ∈ ∪ n−i j=0 C j \{v * }. Indeed, we can say that
from the definition of f . Hence, it holds that T f = λf . Also, we have u∈C i f (u) = 0 for any i ∈ [0, n] from the definition of f . Then f ∈ A ⊥ .
Therefore, we can obtain σ(T | A ⊥ ) ⊃ i∈Ω {λ ∈ C | g i (λ) = 0}. Moreover, we can show its equality.
Proof. We show that the total of the linearly independent eigenfunctions on the above argument coincides with dim A ⊥ = |V | − (n + 1). From the definition of the generalized Bethe tree, we have |C 0 | = 1 and
for i ∈ [1, n − 1]. Thus,
So it holds that dim A ⊥ = n−1 i=0
We fix an integer i ∈ Ω and let λ be a root of g i . By Theorem 2.6, there are d(n − i) − 1, which is the number of combinations of the children v 1 and the other vertices, linearly independent eigenfunctions corresponding to λ for every v ∈ C n−i . So we can make |C n−i | (d(n − i) − 1) eigenfunctions corresponding to λ. The roots of g i are the eigenvalues of a tri-diagonal matrix and all the eigenvalues of the tri-diagonal matrices are distinct [20] . Hence, the total of the linearly independent eigenfunctions corresponding to the roots of g i is i|C n−i | (d(n − i) − 1). Here, we put
. Then, the total of the linearly independent eigenfunctions for the roots of every
v * :i ∈ C |V | be the eigenfunction mentioned in Lemma 2.6 for i ∈ Ω, v * ∈ C n−i , and λ with p i (λ) = 0. Also, for λ with p n+1 (λ) = 0, we denote the vector in (2) by f (λ) n+1 . Then, by Lemmas 2.6, 2.7 and the equation (2), we can summarize the above statements as follows:
Before proving our main Theorem, recall the two kinds of the Chebyshev polynomials and give a useful Lemma. Let T i and U i be the Chebyshev polynomial of the first kind of degree i and the one of the second kind of degree i, respectively. Then, it is well-known that T 0 (λ) = 1, T 1 (λ) = λ, U −1 (λ) = 0, U 0 (λ) = 1, U 1 (λ) = 2λ, and for i ≥ 2, these polynomials are defined by the same recurrence relation such that
where L i = T i , or U i . By the above relation, it follows that
and
Then, we will provide the following Lemma.
Lemma 2.9. For z ∈ C with |z| = 1 and a positive integer i, the followings hold.
(ii) (2z)
It can be proved by putting z = e √ −1θ , and it will be useful to show our main result.
Proof of main result
In this section, we prove our main result with some tools.
Proof of Theorem 1.1. For the generalized Bethe tree Figure 5 . Thus, l is the number of levels having at least 2 children. This value will be important in this proof. We define
Then, we can regard each level as age, where n-th level is 0 age. So for i ∈ [1, l], K i is an age having at least 2 children. Also, we put d i = d(n − K i ), which is the number of children of K i age. By Lemmas 2.5 and 2.6, the roots of p K i (λ) are the eigenvalue of T on A ⊥ for i ∈ [1, l] , and those of p K (l+1) +1 are the eigenvalues of T on A. So we find the polynomials p K i (λ), and check whether (2z) K i p K i (z + z −1 )/2 is represented by a product of some cyclotomic polynomials for every i ∈ [1, l + 1]. For simplicity, we write a polynomial f (λ) as f in this section. Here, we introduce the following Claims. 
Proof. If K 1 = 1, 2, then it clearly holds because p 1 = λ = T 1 , and
So we assume K 1 ≥ 3. We prove the above equality by the induction on i.
Proof. Indeed, we can also prove the above equality by the induction on i. It is easy to confirm that this Claim holds for i = 2, 3. So we assume that i ≥ 4. Then,
First, we suppose l = 0, then, the generalized Bethe tree is nothing but the path graph P n+1 . So all the eigenvalues of T coincide with the roots of p
by (i) on Lemma 2.9, and its roots satisfy z 2n = 1. Hence, the path graph P n+1 induces a 2n-periodic Grover walk. Next, we suppose l = 1. Then, the generalized Bethe tree is
).
If k 2 = 0 and k 1 = 1, or k 2 = 1 and k 1 = 1, then these graphs are nothing but star graphs, which induce a 4-periodic Grover walk [27] . Hence, we do not have to consider these cases. By claim 3.1, we can obtain
By (i) on Lemma 2.9, we have (2z)
Thus, the eigenvalues ofT on A ⊥ satisfy the condition on Lemma 2.3 and the roots satisfy
Indeed, for any k 1 ∈ N, we can calculate that 
Put k 1 = k and d 2 = s. Then, we can obtain that for any k, s ∈ N, B(s, 1, 1, · · · , 1
which is nothing but S k (B(s, 3) ), only induces a 12k-periodic Grover walk by (9) , (15), (23) on the case (21) . Therefore, the proof is completed.
Summary and discussions
In this paper, we completely classified the generalized Bethe trees which induce a periodic Grover walk. These graphs are the path graphs and subdivision of the star graphs, B(1, 2, 3), B(s, 3) for s ∈ N ≥2 . Remark that the generalized Bethe trees are tree graphs with an equitable partition. So, it is natural to consider the periodicity of the Grover walk on other graphs with an equitable partition, e.g. spider net graphs, distance-regular graphs [13] , [16] , [1] . Since the spectrum of such graphs can be analyzed with orthogonal polynomials induced by a probability measure on not only real line but also the unit circle in the complex plane [2] , the method used in this paper can be useful to consider its periodicity. The Grover walk is given by a unitary operator called the Grover transfer matrix. If we use another unitary operator as an evolution operator, we can determine another quantum walk. So it is also our future work to consider the periodicity of quantum walks driven by different unitary operator from the Grover transfer matrix on graphs with an equitable partition.
