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Abstract
In this paper, we consider the time fractional diffusion and wave
equations (TFDWEs) in an n-dimensional half-space with mixed bound-
ary conditions. Schneider & Wyss derived the solutions in terms of
the Green functions but failed to provide the expressions of the Green
functions except for some very special cases. This is one of the main
purposes of this work to derive the expressions of the Green functions
for the TFDWEs in an n-dimensional half-space with mixed boundary
conditions. We will show that the Green functions are non-negative for
all cases and can be expressed by the special functions.
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1 Introduction
The use of fractional partial differential equations (FPDEs) in mathematical
models has become increasingly popular in recent years. Different models using
FPDEs have been proposed in science and engineering, for example, physics
in fractal media, mathematical biology, chemistry, statistical mechanics and
biochemistry applications due to anomalous diffusion effects in constrained
environments. The history and a comprehensive treatment of FPDEs is pro-
vided by Podlubny[1] and a review of some applications of FPDEs is given by
Mainardi[2].
Anomalous sub-diffusion equations have been the subject of worldwide at-
tention by many researches. Schneider & Wyss [3, 4] and Huang & Liu [5] con-
sidered the following the time fractional diffusion and wave equations (TFD-
WEs) in an n-dimensional half-space:
∂αu(x, t)
∂tα
= ∆u(x, t), x ∈ IRn, 0 < α ≤ 2, (1)
where u = u(x, t) is assumed to be a causal function of time, i.e., vanishing for
t < 0, and ∂
αu(x,t)
∂tα
is the fractional derivative which is defined in the Caputo
sense:
∂αf(t)
∂tα
=

∂mf(t)
∂tm
, α = m ∈ IN,
1
Γ(m− α)
∫ t
0
(t− τ)m−α−1∂
mf(τ)
dτm
dτ, m− 1 < α < m,
(2)
where f is a continuous function and Γ(z) is a Gamma function [1]. It was
proposed by Caputo first [6] and adopted by Caputo and Mainardi in problems
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of Linear Viscoelasticity, see e.g. [7, 8, 9, 10]. Its properties also can be found
in [2, 1].
The TFDWEs (1) are generalized by replacing the first or second-order time
derivative by a fractional derivative of order α. They have been treated in dif-
ferent contexts by a number of authors, especially in one dimension. They have
attracted some attempts on investigating the solutions and their properties for
some various reasons which include modeling accurately many of the univer-
sal electromagnetic, acoustic and mechanical responses [11, 12], description of
fractional random walk[13] or continuous-time finance [14, 15], unification of
diffusion and wave propagation phenomenon, and simplification of the results.
Anh and Lenonenko gave the harmonic analysis of random fractional diffusion-
wave equations and discussed the scaling laws for the fractional diffusion-wave
equations with singular data [16, 17]. Gorenflo, Luchko and Mainardi derived
the scale-invariant solution of the fractional diffusion-wave equation in terms
of the Wright function by using the similarity method and the Laplace trans-
form method [18]. Agrawal presented a general solution for the time fractional
diffusion-wave equation defined in a bounded space domain by the finite sine
and Laplace transform technique [19]. Metzler and Klafter solved the time
fraction diffusion equation for absorbing and reflecting boundaries value prob-
lems in half-space and in box [20].
We require an extension to higher dimensions, since problems of fractional
diffusion and wave are common in two or three, even higher dimensions. The
extension of the fractional diffusion-wave in one dimension to that in high
dimensions is not as simple as extension of the classical diffusion-wave equa-
tion. To the authors knowledge, published papers on the solutions of the
TFDWEs in a multidimensional space with mixed boundary conditions are
very sparse. Lenzi el al. made the use of the Green function to approach
an n-dimensional fractional diffusion equation with radial symmetry in radial
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coordinates[21], while that of Meerschaert el al. addressed the issue in Carte-
sian coordinates[22]. Momani presented the analytical approximate solution
for fractional diffusion and wave equations with variable coefficients in the
three dimensions by using the decomposition method[23].
Schneider & Wyss [3] got the solutions of the TFDWEs (1) in terms of the
Green functions but failed to provided the expressions of the Green functions
except for some very special cases. In this paper we will derive the expressions
of the Green functions for the TFDWEs in an n-dimensional half-space with
zero initial conditions and appropriate boundary conditions.
These results presented in this paper are based on the works of Schneider
& Wyss[3] and Ours [5].
2 The initial and boundary value problems
For the Eq. (1), there are a series of papers (see [2] and the reference there)
to consider the following initial and boundary value problem that the initial
and boundary conditions have the following form
u(x, 0+) = u0(x), x ∈ ID, (3)
λu(x0, t)− µ ∂u
∂xn
(x0, t) = v(xT , t), x0 ∈ ∂ID, t > 0, (4)
u(xT ,+∞, t) = 0, t > 0, (5)
in the case 0 < α ≤ 1 and
u(x, 0+) = u0(x), x ∈ ID, (6)
∂u
∂t
(x, 0+) = u1(x), x ∈ ID, (7)
λu(x0, t)− µ ∂u
∂xn
(x0, t) = v(xT , t), x0 ∈ ∂ID, t > 0, (8)
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u(xT ,+∞, t) = 0, t > 0, (9)
in the case 1 < α ≤ 2. Where, the functions u0, u1, v are given and sufficiently
well-behaved, and the notations are as follows:
ID = IRn−1 × IR+, ∂ID = IRn−1 × {0}, x = (x1, x2, · · · , xn) ∈ ID,
xT = (x1, x2, · · · , xn−1) ∈ IRn−1, x0 = (x1, x2, · · · , xn−1, 0) ∈ ∂ID.
The difference between these two cases (0 < α ≤ 1 and 1 < α ≤ 2) for
Eq. (1) can be seen in the formula for the Laplace transform of the Caputo
fractional derivative of order α (m− 1 < α ≤ m,n ∈ IN) [1, 2]:
L
{dαf(t)
dtα
, p
}
= pαf˜(p)−
m−1∑
k=0
pα−1−kf (k)(0+), (10)
where
f˜(p) = L{f(t)} = L{f(t); p} =
∫ ∞
0
e−ptf(t)dt. (11)
Therefore, the two cases for Eq. (1) (the fractional diffusion and fractional
wave equations) are equivalent if ∂u
∂t
(x, 0+) = u1(x) = 0. So we will focus our
attention on the analysis of the fractional diffusion equation(0 < α ≤ 1 ) in
the following text.
As Eq. (1) is linear, it is sufficient to consider separately the problems (1) u0 6= 0, v = 0;(2) u0 = 0, v 6= 0; (12)
which we called the first and the second type problems respectively for the
cases (i) (i = 1, 2,) of Eq. (12). The two problems can also be further
subdivided by the choice of λ, µ in Eq. (4):
(1) λ = 1, µ = 0;
(2) λ = 0, µ = 1;
(3) λ 6= 0, µ = 1.
(13)
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We call them Dirichlet, Neumann and mixed boundary value conditions re-
spectively for the cases (j) (j = 1, 2, 3) of Eq. (13).
For the first type problem (i = 1), Schneider & Wyss had obtained the
solution in terms of the corresponding Green function and derived the explicit
representation of the Green function.
The solution for the second type problem (i = 2) is also obtained [3]:
u(x, t) =
∫
IRn−1
dn−1y
∫ t
0
dτGα2j((x
T − y, xn), t− τ)v(y, τ), (14)
where the indices j = 1, 2, 3 are referred to the cases (j) of Eq. (13). But
Schneider & Wyss did not succeed to derive the explicit representations for
Gα2j except for the special cases that α = 1 with arbitrary n and n = 1 with
arbitrary α for j = 1, 2. For the special case that α is set to be one, they also
found that Gα2j(j = 1, 2) are non-negative. Then they guessed that the Green
functions are all non-negative for arbitrary n with 0 < α ≤ 1 for j = 1, 2 and
pointed out that this question remained open for n > 1. In our works [5], we
found that the Green functions are all indeed non-negative for j = 1, 2. While
we want to know whether the conclusion can be extended to the case of j = 3.
That is to say, whether the Green function in half space with mixed boundary
conditions is also non-negative and what is the representations for Gα23. These
are our main tasks in this paper.
3 The second type problem in one dimension
with mixed boundary conditions
In order to motivate the technique and for the simplicity, we first focus our
attention on the TFDWEs in one-dimension, i.e.,
∂αu(x, t)
∂tα
=
∂2u(x, t)
∂x2
, 0 < α ≤ 1, x > 0, t > 0. (15)
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For the second type problem(i = 2), its solution Eq. (14) reduce to:
u(x, t) =
∫ t
0
dτGα2j(x, t− τ)v(τ),
where Gα2j are the corresponding Green functions which represent the so-called
fundamental solution, obtained when v(t) = δ(t)(where δ denotes the Dirac
delta function).
Applying Laplace transform (11) to Eq. (15) with respect to variable t, we
obtain the following nonhomogeneous differential equation
pαG˜α2j(x, p) =
∂2
∂x2
G˜α2j(x, p).
Using the boundary condition (4) for v(t) = δ(t), we obtain
G˜α2j(x, p) =
1
λ+ µp
α
2
e−p
α/2x. (16)
Then we get
G˜α23(x, p) =
1
λ+ p
α
2
e−p
α
2 x =: G˜αλ(p)G˜
α
21(x, p), (17)
where
G˜αλ(p) =
1
λ+ p
α
2
, G˜α21(x, p) = e
−pα2 x ,
and Gα21(x, t) is the Green function for the case i = 2, j = 1 and it is non-
negative [3, 5]. So we have
G˜αλ(p) =
∫ +∞
0
e−(λ+P
α
2 )xdx =
∫ +∞
0
e−λxG˜α21(x, p)dx.
Going back to the time domain, we obtain the solution
Gα23(x, t) =
∫ t
0
dτGαλ(τ)G
α
21(x, t− τ), (18)
and
Gαλ(t) =
∫ +∞
0
e−λxGα21(x, t)dx. (19)
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Therefore, the functions Gαλ(t) and G
α
23(x, t) are both non-negative. Here-
inbefore, we can obtained the same representation of Gα23(x, t) for the case
1 < α ≤ 2 with the initial condition ∂u
∂t
(x, 0+) = 0.
In the following text, we will search for the explicit expression of Gαλ(t).
Firstly, by the works[3, 5], we got
Gα21(x, t) = x
− 2
αwα/2(x
− 2
α t), (20)
where, wβ (0 < β < 1) denotes the one-sided stable (or Le´vy) probability
density [3] characterized by its Laplace transform
w˜β(p) = e
−pβ .
In fact, it can be explicitly expressed [3]
wβ(x) = β
−1x−2H1011
(
x−1
∣∣∣(−1,1)
(−1/β,1/β)
)
,
where, Hmnpq (z) is a Fox function(see the appendix).
In order to derive the expression for Gαλ(t), we need to use the Mellin trans-
form which is defined by
fˆ(s) = F{f(t)} = F{f(t); s} =
∫ ∞
0
ts−1f(t)dt. (21)
The Mellin transform and the Laplace transform are related to each other by
fˆ(s) =
1
Γ(1− s)
∫ ∞
0
p−sf˜(p)dp. (22)
By the above relation, we get
Gˆαλ(s) =
1
Γ(1− s)
∫ ∞
0
p−s
1
λ+ p
α
2
dp
=
2λ
2−2s
α
−1
αΓ(1− s)
∫ 1
0
t
2−2s
α (1− t) 2−2sα −1dt
=
2λ
2−2s
α
−1
αΓ(1− s)B(1−
2− 2s
α
,
2− 2s
α
)
= 2α−1λ
2−2s
α
−1Γ(1− 2−2sα )Γ(2−2sα )
Γ(1− s) ,
(23)
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where B(z1, z2) is a Beta function which have the relation with Gamma func-
tions [1],
B(z1, z2) =
Γ(z1)Γ(z2)
Γ(z1 + z2)
.
Inverting the Mellin transform leads to
Gαλ(t) = 2α
−1t
α
2
−1H1112
(
λ
2
α t
∣∣∣(0, 2α )
(0, 2
α
)(1−α
2
,1)
)
. (24)
Another explicit representation for Gαλ(t) can be obtained by the expansion
G˜αλ(p) =
1
λ+ p
α
2
= p−
α
2 − λp−α + λ2p− 3α2 − λ3p−2α + λ4p− 5α2 − · · · (25)
and by the Laplace transform pairs,
p−β L←→
tβ−1
Γ(β)
, β > 0. (26)
In fact, we get
Gαλ(t) = L−1
{
p−
α
2 − λp−α + λ2p− 3α2 − · · ·
}
=
t
α
2
−1
Γ(α
2
)
− λt
α−1
Γ(α)
+
λ2t
3α
2
−1
Γ(3α
2
)
− · · ·
= t
α
2
−1 ∞∑
n=0
(−λtα2 )n
Γ(nα
2
+ α
2
)
= t
α
2
−1Eα
2
,α
2
(−λtα2 ).
(27)
Where Eα,β(z) denotes a two-parameter Mittag-Leffler function which is
defined by the series expansion [1]
Eα,β(z) :=
∞∑
k=0
zk
Γ(αk + β)
, z ∈ CI, (α > 0, β > 0). (28)
Finally, as application we treat the problem with i = 2, j = 3 and the
particular choice
α = 2; v(t) = 1, for t > 0.
From (20) and (24) or (27), we get
G221(x, t) = x
−1w1(x−1t) = x−1δ(x−1t− 1),
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or equivalently [3]
G221(x, t) = xt
−1δ(x− t);
and
G2λ(t) = H
11
12
(
λt
∣∣∣(0,1)
(0,1)(0,1)
)
= E1,1(−λt) = e−λt.
Then we have
G223(x, t) =
∫ t
0
G2λ(τ)G
2
21(x, t− τ)dτ = e−λ(t−x),
and
u(x, t) =
∫ t
0
dτG223(x, t− τ)v(τ) = λ−1eλx(1− e−λt).
4 The second type problem in an n-dimensional
half-space with mixed boundary conditions
By the similar technique as above, we can treat the second problem for Eq.(1)
in an n-dimensional space, that is to say, we will provide the expression of the
Green function Gα23 in (14). We use g¯(k, xn, p) to denote a Fourier transform
with respect to the variable xT and Laplace transform with respect to the
variable t for the function g(x, t), i.e.
g¯(k, xn, p) =
∫
IRn−1
dn−1xT eikx
T
∫ +∞
0
dte−ptg(x, t), (29)
where k ∈ IRn−1, and we denote k2 = k2 in the following text.
The application of the Fourier-Laplace transform to Eq.(1) with (3), where
u0(x) = 0, leads to the following nonhomogeneous differential equation
pαG˜αj (x, p) = ∆G˜
α
j (x, p),
pαG¯αj = −k2G¯αj +
∂2
∂x2n
G¯αj .
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Then we obtain
∂2
∂x2n
G¯αj = (p
α + k2)G¯αj . (30)
The general solution of (30) is
G¯αj (k, xn, p) = A(k, p)e
−
√
pα+k2xn +B(k, p)e+
√
pα+k2xn . (31)
The coefficients A,B are determined by the boundary conditions (4)- (5) with
v(xT , t) = δ(xT )δ(t), So we have
G¯α2j(k, xn, p) =
1
λ+ µ
√
pα + k2
e−
√
pα+k2xn . (32)
From our work [5], we got
Gα21(x, t) = αxnt
−1Gα0 (x, t);
Gα22(x, t) =
∫ ∞
xn
Gα21(x
T , y, t)dy,
where for r = |x|,
Gα0 (r, t) = α
−1pi−n/2r−n ·H2012
(
2−2/αr2/αt−1
∣∣∣(1,1)
(n/2,1/α),(1,1/α)
)
,
and they are all non-negative.
By (32), we get
G¯α23(k, xn, p) =
1
λ+
√
pα + k2
e−
√
pα+k2xn
=: G¯αλ(k, p)G¯
α
21(k, xn, p),
(33)
where
G¯α21(k, xn, p) = e
−
√
pα+k2xn ;
G¯αλ(k, p) =
1
λ+
√
pα + k2
=
∫∞
0 e
−u(
√
pα+k2+λ)du
=
∫∞
0 e
−λue−
√
pα+k2udu
=
∫∞
0 e
−λuG¯α21(k, u, p)du.
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Returning to the space-time domain, we get
Gα23(x, t) =
∫
IRn−1
dn−1y
∫ t
0
Gαλ(y, τ)G
α
21(x
T − y, xn, t− τ)dτ ;
and
Gαλ(y, t) =
∫ ∞
0
e−λuGα21(y, u, t)du, y ∈ IRn−1.
For the particular choice that n = 1, the results are in good agreement with
that presented in the previous sections.
Further more, it is obviously that
Gα23(x, t) ≥ 0, x ∈ ID, t > 0, 0 < α ≤ 1.
The same expression of Gα23(x, t) for the case 1 < α ≤ 2 can be obtained
when we add another initial condition ∂u
∂t
(x, 0+) = 0.
5 Conclusion
Together with the works [3] and [5], we can get the following conclusion.
Theorem 1 For the TFDWEs (1) in an n-dimensional half space with the
initial and mixed boundary conditions(3) - (5) or (6) - (9) for the initial value
u0 = u1 = 0, their solutions can be obtained in terms of the corresponding
Green functions with the form (14). The Green functions are all non-negative
and can be expressed by the special functions.
6 Appendix: Fox function
For possible convenience of the reader, we reserved a Appendix for some prop-
erties concerning Fox functions which we used in this paper.
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A Fox function (or H-function) is defined in terms of a Mellin-Bernes type
integral as follows [1, 24]:
Hmnpq (z) = H
mn
pq
(
z|(a1,α1),...,(an,αn);(an+1,αn+1),...,(ap,αp)(b1,β1),...,(bm,βm);(bm+1,βm+1),...,(bq ,βq)
)
=
1
2pii
∫
L
A(s)B(s)
C(s)D(s)
zsds,
(34)
with
A(s) =
m∏
k=1
Γ(bk − βks), B(s) =
n∏
k=1
Γ(1− ak + αks),
C(s) =
q∏
k=m+1
Γ(1− bk + βks), D(s) =
p∏
k=n+1
Γ(ak − αks),
here Γ is the Gamma function, m,n, p, q are integers satisfying
0 ≤ n ≤ p, 1 ≤ m ≤ q.
For n = 0 we put B(s) = 1, for q = m we put C(s) = 1, and for p = n we
put D(s) = 1. The Fox parameters (a1, . . . , ap) and (b1, . . . , bq) are complex,
whereas (α1, . . . , αp) and (β1, . . . , βq) are positive numbers.
These above parameters are restricted by the condition
P (A)
⋂
P (B) = φ,
where
P (A) = {s = (bj + k)/βj, j = 1, . . . ,m; k = 0, 1, 2, . . .},
P (B) = {s = (aj − 1− k)/αj, j = 1, . . . , n; k = 0, 1, 2, . . .}
are the set of poles of A(s) and B(s), respectively. The integration contour L
runs between s =∞+ ic and s =∞− ic, where
c > max
1≤j≤m
{|=(bj)|/βj},
and such that P (A) lies to the left of L, and P (B) to the right of L.
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