Introduction
foraging models and presents their approximations using each of the three PDE methods.
67
Section 5 compares the results of each PDE approach in Section 4 using numerical anal- term spatial patterns requires methods for projecting movement kernels forward in time.
77
In this section, we describe three such methods, using the formalism of PDEs. These Moment Closure approach, is based on the assumption that movement can be derived 82 accurately using only the first and second moments of the movement kernel. The higher 83 moments are assumed to be at equilibrium (Hillen and Painter 2013 ). Patlak's approach is the third method we use, which uses similar assumptions about higher moments, but also 85 relies on the assumption that the movement kernel changes slowly across space (Patlak 86 1953). The results in this section are present in previous studies (e.g. Hillen and Painter 87 2013, Patlak 1953 ), but we summarise them here for the purpose of 88 introducing both notation and some key results used in this paper.
89

Hyperbolic Scaling method
90
Given a movement kernel k τ (z|x), the Hyperbolic Scaling method gives rise to a PDE 91 describing the probability distribution u H (x, t) of the animal at time t (we use the sub- script "H" to stand for "Hyperbolic Scaling"). In 1D, this PDE is given as (Potts et al. (z − x)k τ (z|x)dz,
and 96
Here, c(x) is the mean drift velocity of the animal, while the diffusion coefficient, D(x),
97
is the variance of this velocity.
98
The long-term population distribution in which we are interested can be represented
99
by the steady-state solution to PDE (1) . To derive the steady-state distribution, the 100 left-hand side of Equation (1) , is set to 0, resulting in the following ordinary differential
where u state, the solution to Equation (4) is given by 
with c(x) and D(x) defined by Equations (2) and (3). We use the subscript "M " here to
109
refer to "Moment Closure". To obtain the steady-state distribution, we solve
where u * M (x) is the steady-state distribution. The solution to Equation (7) is
where C M is a normalising constant ensuring that u * M (x) integrates to 1 across its domain 112 of definition. The third method we use dates back to Patlak (1953) , but was popularised in the ecology 115 literature by Turchin (1991) . In one dimension, the PDE that Patlak (1953) 
and
where M 1 (x) and M 2 (x) are the first and second moments of the distance moved respec-120 tively. Here, the subscript "P " refers to the fact that we are using Patlak's formalism.
121
Note that this differs from the Hyperbolic Scaling and Moment Closure approaches,
122
where the diffusion function is proportional to the variance of the velocity, rather than 123 the second moment. To obtain the steady-state distribution, u * P (x), requires solving the
The solution to (12) is
with C P a normalising constant ensuring that u * P (x) integrates to 1 across its domain of 127 definition.
128
3 A simple analytic example
129
Having built three models of population density distributions by using different PDE 130 approximation methods, the next goal is to determine which method is the best at rep-
131
resenting the space use pattern. To examine this analytically, note that the movement 132 kernel, k τ (z|x), is the probability density of an animal being at location z in time τ given
133
it is now at x. On the other hand, the distributions u H (x, t), u M (x, t) or u P (x, t) all 134 attempt to describe the animal's probability density at position x at time t. Therefore,
135
the population density distributions at time
each equal the movement kernel k τ (x|x 0 ) when given initial condition u(x, 0) = δ(x 0 ), 137 6 where δ(·) is the Dirac delta function.
138
Here, we show that, even for a very simple movement kernel, Patlak's model, u P (x, t),
139
fails to give the correct result when evaluated at t = τ . Moreover, the Hyperbolic Scaling
140
and Moment Closure models succeed in this regard. The movement kernel we use is a
141
Normal distribution, with mean µ and variance σ 2 , so that
This represents a biased random walk.
143
To calculate the various steady state distributions in Equations (5) using the movement kernel from Equation (14). This leads to the following expressions
Since c(x) is constant, the term with the derivative of c(x) in the PDE (1) from the
151
Hyperbolic Scaling method is 0 and so Equation (1) is equal to the PDE in Equation (6) 152 obtained by using the Moment Closure technique. Consequently, both the Hyperbolic
153
Scaling and Moment Closure methods leads to the following PDE
This is an advection-diffusion equation with constant coefficients.
155
For Patlak's approach, we substitute Equations (17) and (18) into Equation (9), to obtain the following PDE
With the assumption that u M (x, 0) = δ(x 0 ), the solution to Equation (19) at time 
Similarly, with u P (x, 0) = δ(x 0 ), the solution to Equation (20) at time t = τ is
We immediately see that u M (x, τ ) = k τ (x|x 0 ), as required. Since u H = u M , we also have 162 u H (x, τ ) = k τ (x|x 0 ). However, comparing Equation (22) with Equation (14) reveals that 163 u P (x, τ ) = k τ (x|x 0 ). Thus Patlak's approach fails to represent the probability distribution 164 correctly even in this simple case, whereas the other PDE methods succeed in this regard.
165
The difference between Patlak's approach and the others arises because the diffu-166 8 sion coefficient of Equation (19) is proportional to the variance of velocity, whereas the 167 diffusion coefficient of Equation (20) is proportional to the second moment of velocity.
168
This causes Patlak's approximation to predict a transient probability distribution with 169 an overly-high variance (see Figure 1) .
170
In general, it would be inaccurate to use the second moment for the diffusion coefficient movement kernel that describes this movement, using a Normal distribution, is given by
where µ is the average distance the animal moves over a time τ , and σ 2 is the variance 194 of displacement. In the following, we use the three PDE methods defined in Section 2 to 195 calculate the steady-state probability distribution derived from this movement kernel.
196
The steady-state distribution derived by using the Hyperbolic Scaling method is (see
197
Equation 5 and Appendix A.1)
As the corresponding mean velocity function, c 1 (x), is constant (see Appendix A.1),
199
the Moment Closure method leads to the same steady-state distribution as the Hyperbolic
200
Scaling method, that is,
Next, using Patlak's approach (see Equation 13) leads to the following steady-state 202 distribution for objects moving in accordance with the movement kernel in Equation (23) 203 (see Appendix A.2):
Note that because the PDEs are not defined at x = 0 in this case, we solve them piecewise 
Continuous mean velocity model
208
The movement kernel defined by Equation (23) 
By using the Hyperbolic Scaling method, the steady-state distribution for the movement 215 kernel in Equation (26) is (Appendix B.1)
where C 2 H is a constant ensuring the distribution integrates to 1 (see Appendix B.1).
217
When applying the Moment Closure method, the steady-state distribution obtained
218
for the movement kernel in Equation (26) is (Appendix B.2)
where C 2 M is a normalising constant (see Appendix B.2).
220
11
The steady-state distribution arising from Patlak's approach is (Appendix B.3)
where C 2 P is a normalising term (see Appendix B.3).
222
Note that the solutions in Equations (27), (28) and (29) are all defined weakly, since 223 the PDE is undefined at x = ±µ. As in Section 4.1, we have implicitly assumed that the 224 solutions are continuous. we use is
231
The steady-state distribution obtained by the Hyperbolic Scaling method is (see Ap-
where C 3 H is a constant ensuring the distribution integrates to 1 over the domain (see
234
Appendix C.1).
235
12
The Moment Closure method gives (see Appendix C.2)
where C 3 M is a normalising constant (see Appendix C.2).
237
The steady-state distribution obtained using Patlak's approach is (see Appendix C.3)
where C 3 P is a normalising constant, ensuring that the probability distribution integrates 239 to 1 over the real line. We now examine which of the PDE formalisms is most accurate at capturing the long-242 term behaviour of an animal moving in accordance with a given movement kernel k τ (z|x). 
where u I (x, t) is the probability density of the animal's position at time t. As t → ∞,
where u * 
260
In the following sections, the long-term distributions derived using the Master Equa- This trend is rather different to the trends observed in the non-differentiable models 306 (Figures 2a-b and 3a-c) . There, the inaccuracy came about from having a sharp peak at 307 the origin in the PDE models. This peak is sharper if the drift term (µ) is large compared 308 to the diffusion term (σ), leading to aggregation near the origin. Hence inaccuracies 309 increase as µ/σ increases.
310
However, for the differentiable mean velocity model, the main cause of error is that 311 the PDE approaches underestimate the width of the steady-state "home range". As σ 312 is increased, the home range width increases. Yet, this increase in width is greater for Moment Closure method appears to give a better estimator of the height of the steady-319 state distribution's peak, but it gives a "flatter" peak, so overestimating the height of the 320 probability distribution near (but not at) the peak (Figure 4f movement kernels we will study, which describe the probability of moving to position z 328 from position x in time τ , is as follows:
The function φ τ (z|x) represents the probability of changing location from x to z on a Here, we use Normal and Laplace distributions as examples to describe the probability 333 of an animal moving from x to z without considering habitat conditions. The superscripts
334
"n" and "l" stand for Normal and Laplace distributions respectively:
where σ 2 and 2b 2 are the variance of move length.
337
As for the landscapes, we assume that the resources are uneven across the land and 338 we use two types of weighting functions to describe the quality of resources. The first 339 weighting function for resources, which we call a "top hat" function, is (Figure 5a )
where the subscript "t" stands for "top hat". For example, such a function was used by
341
As well as a top-hat function, it is worth investigating environments that change 343 smoothly over space (a similar strategy to using both smooth and non-smooth central-
344
place foraging models in Section 4). Therefore we also use a sine function, indicated by 345 a subscript "s", to describe the resource distribution (Figure 5b ):
We investigate the four possible movement kernels constructed by substituting either 347 Equations (37) or (38) in place of φ τ (z|x) in Equation (36), and either Equations (39) or
348
(40) in place of w(z) in Equation (36). These movement kernels are as follows: 
353
We use the three PDE approximating methods -the Hyperbolic Scaling (Equation Therefore, in this section, the steady-state distributions are obtained numerically.
359
In Figure 5 , we show an example of the steady-state distributions for the models 360 derived above when the variance of the function φ τ (z|x) is fixed at 10 −4 . We use subscripts
361
"H", "M ", "P " and "I" to refer to the steady-state distributions obtained from the 
367
The steady-state distributions derived from the three PDE methods are not signif-
368
icantly different, but are all quite inaccurate at discontinuous points (Figures 5c, 5e ).
369
Among all these four examples in this section, only the Normal-sine model k 
379
However, our work suggests that the accuracy of the approximate distributions depends 380 on the movement kernel used and which PDE method is applied.
381
By investigating analytically a simple movement kernel, representing a biased random 
391
We have focussed here on three simple movement kernels for central-place forag-392 ing models. Although more complicated movement kernels could be investigated (e.g., marginally better for the cases we studied.
400
In general, our results show that when there is a significant disparity between the 401 second moment and the variance of a movement kernel, the choice of PDE formalism can 402 cause large differences in the resulting distributions. These appear to be more apparent is somewhat surprising due to its analytic shortcomings. This perhaps goes some way to 412 explaining why it has remained popular for many decades.
413
For non-smooth kernels, we see that all three PDE approaches can cause very unre-414 alistic spikes in the steady-state distribution -predicting probability densities that peak 415 at a point many times higher than the real distribution in certain cases (e.g. Figure 3h ). 
The mean velocity function, c 1 (x), is discontinuous at x = 0. Thus the resulting PDEs,
442
and steady-state ODEs, can only be defined piecewise. We thus solve Equation (4) Equation (5) gives:
where C 
448
Our continuity assumption means we must have C 
which is Equation (24) in Section 4.1.
453
Note that c 1 (x) is piecewise constant, therefore the derivative of c 1 (x) is 0 for in Equation (23) into Equations (10) and (11) to give
Placing these expressions for M solution as Equation (25) in Section 4.1: Here, we consider the movement kernel k 2 τ (z|x) defined by Equation (26) in Section 4.2.
468
To use the Hyperbolic Scaling method, c 2 (x) and D 2 (x) are computed, using Equations
469
(2) and (3), to give:
In this case, the mean velocity, c 2 (x), is continuous and decreases to 0 as the animal 472 approaches the central place.
473
By solving the ODE (4) given in Section 2.1, the Hyperbolic Scaling steady-state distribution for the movement kernel in Equation (26) is (Equation 27) 
The steady-state distribution arising from Patlak's approach is obtained by placing Equa-486 tions (B.3.1) and (B.3.2) into Equation (13), giving Equation (29):
where
The steady-state distribution obtained by the Hyperbolic Scaling method is obtained by 496 placing Equations (C.1.1) and (C.1.2) into Equation (5) to give The steady-state distribution is then given by placing Equations (C.3.1) and (C.3.2) into 508 Equation (12) to give 
is a normalising function used to ensure that the probability distribution (D.1) integrates 517 to 1. φ l τ (y|x)w t (y)dy (D.10)
