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EFFECTIVE EQUIDISTRIBUTION OF RATIONAL POINTS ON
EXPANDING HOROSPHERES
MIN LEE AND JENS MARKLOF
Abstract. Einsiedler, Mozes, Shah and Shapira [Compos. Math. 152 (2016), 667–692]
prove an equidistribution theorem for rational points on expanding horospheres in the space
of d-dimensional Euclidean lattices, with d ≥ 3. Their proof exploits measure classification
results, but provides no insight into the rate of convergence. We pursue here an alternative
approach, based on harmonic analysis and Weil’s bound for Kloosterman sums, which in
dimension d = 3 yields an effective estimate on the rate of convergence.
1. Introduction
Let d ≥ 2, G = SLd(R) and Γ = SLd(Z). G acts by right multiplication on the quotient
space Γ\G, which carries a unique G-invariant probability measure µ. The latter is the







The expanding horospherical subgroup H+ of G with respect to the semigroup {Φt : t > 0}








: x ∈ Rd−1
}
The corresponding contracting horospherical sugbroup H− comprises the transpose of the
elements of H+. It is well known that translates of patches of expanding horospheres under
Φt become uniformly distributed in Γ\G with respect to µ, as t→∞. We have the following
equidistribution theorem, cf. [MS10, Section 5].
Theorem 1.1. Let g0 ∈ Γ\G, f : Γ\G × Rd−1 → R be bounded continuous and λ a Borel











The rate of convergence can be effectively controlled for suitable classes of test functions
[Li15, Section 3.3]. In the special case g0 = Γ the horospheres {Γn+(x)Φt : x ∈ Rd−1} are
closed, since {n+(m) : m ∈ Zd−1} ⊂ Γ. In this case, we can replace in Theorem 1.1 Rd−1
by Td−1 = Rd−1/Zd−1 throughout.
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In the present paper we will study the case when the average with respect to λ is replaced
by an average over the rational points with denominator q,
(1.1) Rq := {q−1p : p ∈ Zd−1 ∩ (0, q]d−1, gcd(p, q) = 1} ⊂ (0, 1]d−1.
In this case, for every r ∈ Rq we have by [Mar10a, Eq. (3.52)]
















: A ∈ SLd−1(R), ξ ∈ Rd−1
}
.
For example in the case d = 3 (which will be our focus) we have explicitly
n+(r)D(q) =
 1 0 00 1 0
r1 r2 1
√q 0 00 √q 0
0 0 q−1
 .
One can identify H with the semi-direct product group ASLd−1(R) := SLd−1(R) n Rd−1
via the group isomorphism






where the multiplication law of ASLd−1(R) is
(A1, ξ1)(A2, ξ2) = (A1A2, ξ1 + A1ξ2).
The inclusion (1.2) implies that the points {Γn+(r)D(q) : r ∈ Rq} cannot equidistribute on
Γ\G as q → ∞. However, since Γ ∩ H ' ASLd−1(Z) is a lattice in H ' ASLd−1(R), the
coset Γ\ΓH is a homogeneous space isomorphic to ASLd−1(Z)\ASLd−1(R). Denote by µ0
the unique H-invariant probability measure on Γ\ΓH (which is the normalized projection of
Haar measure of H). Einsiedler, Mozes, Shah and Shapira [EMSS16] proved the following
remarkable equidistribution theorem.











This theorem has important applications to the asymptotic distribution of Frobenius num-
bers [Mar10a] and the diameters of random circulant graphs [MS13] (see also the extension
to Cayley graphs of general finite abelian groups [SZ16]). Theorem 1.2 extends the equidis-
tribution results in [Mar10a] which required an additional average over q. The proof of
Theorem 1.2 requires deep ergodic-theoretic tools, including Ratner’s measure classification
theorem. The present work provides a different proof of Theorem 1.2 in the case d = 3, which
uses harmonic analysis on ASL2(Z)\ASL2(R) and Weil bounds on Kloosterman sums. Un-
like the ergodic-theoretic approach pursued in [EMSS16], this provides an explicit estimate
on the rate of convergence. Note that the case d = 2 also reduces to Kloosterman sums
[Mar10b, EMSS16], but is significantly simpler.
2
Let Ckb (Γ\ΓH × T2) be the space of k times continuously differentiable functions with all
derivatives bounded. The following is our main result.
Theorem 1.3. Let d = 3,  > 0 and k > 4. Then there is a constant c,k < ∞ depending


















Here θ is the constant towards the Ramanujan conjecture, which asserts θ = 0. The best
current bound is 7/64 due to Kim and Sarnak [Kim03, App. 2]. The Sobolev norm ‖f‖Ckb is
defined in (4.1).
Theorem 1.3 provides an alternative approach to Ustinov’s effective results on the distri-
bution of Frobenius numbers in three variables [Ust10]. In view of [Mar10a, MS13], these
can be obtained by choosing a particular class of test functions in (1.3), which are invariant
under the right action of the subgroup {( 12 ξ0 1 ) : ξ ∈ R2}.
The plan of this paper is as follows. In Section 2 we give an explicit representation of the
rational points on a large two-dimensional horosphere in terms of natural coordinates of the
subgroup H. This representation, combined with Fourier analysis on H ' ASL2(R) (Section
3), allows us in Section 4 to separate the proof of Theorem 1.3 into (a) an equidistribution
problem on SL2(Z)\ SL2(R) and (b) estimates of Kloosterman sums. Part (a) reduces to
spectral gap estimates for Hecke operators in the case of uniform weights on the rational
points (Section 4.1) and Ramanujan sums in the case of non-uniform weights (Section 4.2);
estimates for (b) reduce to Weil’s classic bounds for Kloosterman sums (Section 4.3).
2. Rational points on horospheres
Let `2 denote the square-part of q, i.e., ` is the largest integer such that `2 | q.
Lemma 2.1. We have




































































We have gcd(a, q/a)|`, and hence d|`. Thus, setting a′ = a
d
, we infer that




















Lemma 2.2. For every t ∈ R, the map
(0, 1]d−1 → Γ\G, x 7→ Γn+(x)Φt
is injective.
Proof. Since the subgroup n+(Zd) = Γ ∩ n+(Rd) is a lattice in n+(Rd), we have that
Γ\Γn+(Rd) is an embedded submanifold isomorphic to n+(Zd)\n+(Rd) ' Td := Rd/Zd. 
Lemma 2.2 implies in particular that there is a one-to-one correspondence between the
elements of Rq and the set {Γn+(r)D(q) : r ∈ Rq}. In view of (1.2), for every q ∈ N and
r ∈ Rq, there are A ∈ SLd−1(R) and s ∈ Rd−1 such that






We make this relationship explicit in the case d = 3:
Lemma 2.3. Let q ∈ N and r = q−1p ∈ Rq with p = ( p1p2 ) ∈ Z2. Set a = gcd(p1, q), q0 be
the smallest positive divisor of q such that a|q0 and gcd(q0, q/q0) = 1 and q1 = q/q0. Choose
`0, `1 ∈ Z such that q0`0 + q1`1 = 1. Then there exist uniquely determined x1, x2 (mod q1),
y1, y2 (mod q0) with gcd(x1, q1) = 1, gcd(y1, q0) = a and gcd(y2, q0) = 1, such that
(2.8) p1 ≡ x1q0`0 + y1q1`1 (mod q) and p2 ≡ x2q0`0 + y2q1`1 (mod q).





















where the integers b, b1 ∈ [0, qa), b2, h ∈ [0, a) are uniquely defined by
b1 ≡ ax1q0`0 + y˜1q1`1 (mod q/a),(2.9)
b2 ≡ y2 (mod a),(2.10)
h ≡ y2 b− y˜1y2
q0/a
(mod a)(2.11)
b ≡ ax1x2q0`0 + y˜1y2q1`1 (mod q/a)(2.12)
4
Here x1x1 ≡ 1 (mod q1), y1a y˜1 ≡ 1 (mod q0/a) and y2y2 ≡ 1 (mod q0).






























This implies in particular












d−1A ≡ qs tp mod q.
Also note that det(q
d−2
d−1A) = qd−2 det(A) = qd−2.
We now specialize to d = 3. Let q
1




























This proves that, by replacing A by γA (and s by γs) for some γ ∈ SL2(Z), we can assume
without loss of generality that q
1
2A = ( a b0 d ). Now det(q
1









with a | q.









, which shows that (again
by replacing (A, s) with (γA, γs)) we may choose the representative 0 ≤ b < q
a
. Noting that

















which we write as the system of equations
(i) t1p1 ≡ a (mod q),
(ii) t2p1 ≡ 0 (mod q),
(iii) t1p2 ≡ b (mod q),
(iv) t2p2 ≡ qa (mod q).
Note that by the above choice of representatives, we are guaranteed that (iii) has a solution
with 0 ≤ b < q
a
.




. Since gcd(q0, q1) = 1, there exist `0, `1 ∈ Z such that q0`0 + q1`1 = 1.
5
By the Chinese Remainder Theorem, for p1, p2 ∈ (0, q], there exist x1, x2 (mod q1) and
y1, y2 (mod q0) such that
p1 ≡ x1q0`0 + y1q1`1 (mod q) and p2 ≡ x2q0`0 + y2q1`1 (mod q).
Then
x1t1 ≡ a (mod q1), y1t1 ≡ a (mod q0),(2.15)
x1t2 ≡ 0 (mod q1), y1t2 ≡ 0 (mod q0),(2.16)
x2t2 ≡ 0 (mod q1), y2t2 ≡ q0
a
q1 (mod q0),(2.17)
x2t1 ≡ b (mod q1), y2t1 ≡ b (mod q0).(2.18)
Since gcd(a, q1) = 1, by the first part of (2.15), we get
(2.19) gcd(x1, q1) = gcd(t1, q1) = 1.







From the second part of (2.17), we again get gcd(t2, q0) | q0a . Combining with (2.20), q0gcd(q0,y1) |
q0
a




≡ q1 (mod a), we get gcd(y2, a) = 1. Note that, since every prime dividing
q0 also divides a, gcd(y2, q0) = 1.
We get
t1 ≡ ax1 (mod q1), t1 ≡ y˜1 (mod q0
a
),(2.21)
t2 ≡ 0 (mod q1), t2 ≡ y2q1 q0
a
(mod q0)(2.22)





and y2 is the multiplicative inverse of y2 modulo q0. Take h ∈ [0, a) and set
t1 ≡ y˜1 + h q0a (mod q0). We will determine h later. By the Chinese remainder theorem, we
get







t2 ≡ y2 q
a
`1q1 (mod q).(2.24)
Recalling (2.18), combining with (2.21), and then again by the Chinese remainder theorem,
we get
(2.25) b ≡ ax1x2`0q0 + y2y˜1`1q1 (mod q
a
).
The second part of (2.18) yields
(2.26) b ≡ y˜1y2 + hy2 q0
a
(mod q0).
So h ∈ [0, a) can be determined by








≡ y2 (mod a),
since `1q1 ≡ 1 (mod a).

It will be convenient to change the above parametrization of the solutions of (2.7) slightly.




∣∣∣∣ c1 ∈ (0, q1], c2 ∈ (0, q0], b ∈ (0, q/a],gcd(c1, q1) = gcd(c2, q0) = gcd(b, gcd(q/a, a)) = 1
}
,
where q0, q1 are as defined in Lemma 2.3. Note that
(2.30) #Qq,a = ϕ(q) q/a
gcd(q/a, a)
ϕ(gcd(q/a, a)),
and compare with Lemma 2.1.
For (c1, c2, b) ∈ Qq,a, let x1 ≡ c1a (mod q1) and y2 ≡ c2 (mod q0). By (2.18) and (2.21),




≡ bc2 (mod q0/a),
where b is defined as the inverse of b (mod q0/a). Furthermore, set
p1 ≡ a(c1q0`0 + bc2q1`1) (mod q),(2.31)
p2 ≡ bc1q0`0 + c2q1`1 (mod q)(2.32)
(cf. (2.8)),
b1 ≡ c1q0`0 + bc2q1`1 (mod q/a),(2.33)
b2 ≡ c2 (mod a),(2.34)




(2.36) c1c1 ≡ 1 (mod q1), c2c2 ≡ 1 (mod q0).
Note that
(2.37) b1 + h
q
a
= c1q0`0 + bc2q1`1 + bc2(1− c2c2)q1 ≡ c1q0`0 + bc2q1`1 (mod q).
This yields the following reformulation of Lemma 2.3.
Lemma 2.4. For every q ∈ N, the map⋃
a|q
Qq,a → {Γn+(r)D(q) | r ∈ Rq}























and q0, q1, `0, `1 are defined as in Lemma 2.3.
3. Fourier decomposition on ASL2(Z)\ASL2(R)
In this section, we follow the argument given in [Str15, §4]. Note that [Str15] uses a
different representation of ASL2(R), so some care has to be taken in translating the relevant
results to the present setting.
Let g be the Lie algebra of ASL2(R). We fix the following basis of g:
X1 = (( 0 10 0 ) ,0) , X2 = ((
0 0
1 0 ) ,0) , X3 = ((
1 0
0 −1 ) ,0) ,(3.1)
X4 = (( 0 00 0 ) , (
1
0 )) , X5 = ((
0 0
0 0 ) , (
0
1 ))
Each X ∈ g yields a left-invariant differential operator on a function on ASL2(R). Take
F ∈ Ckb (ASL2(Z)\ASL2(R)), the space of k times continuously differentiable functions with







For a fixed A ∈ SL2(R), for ξ ∈ R2 and m ∈ Z2, we have (12,m)(A, ξ) = (A, ξ +m). Since
(12,m) ∈ ASL2(Z),
F (A, ξ +m) = F (A,m).
Hence F is periodic as a function of ξ ∈ R2 and we have the following Fourier expansion:









F (A, ξ)e(− tmξ) dξ.
For m = (m1m2 ) ∈ Z2, we also write F̂m1,m2(A) := F̂m(A), and furthermore, for m ∈ Z, let
F̂m(A) := F̂( 0m )
(A). We have the following lemmas; see Lemmas 4.1 and 4.2 in [Str15].
Lemma 3.1. Let F ∈ C2b(ASL2(Z)\ASL2(R)). For any γ ∈ SL2(Z), we have
(3.5) F̂m(γA) = F̂ tγm(A),
and, in particular,
(3.6) F̂0(γA) = F̂0(A).


















where ( ∗ ∗c d ) denotes an arbitrary choice of matrix ( a bc d ) ∈ SL2(Z) for given (c, d) ∈ Ẑ2. The
sum in (3.7) is absolutely convergent, uniformly in compacta.




uniformly for all m ∈ N and A = ( a bc d ) ∈ SL2(R).
4. Proof of Theorem 1.3
























f(g;x1, x2)e(−n1x1 − n2x2) dx1 dx2.
By applying integration by parts repeatedly, we have
(4.2)
∣∣∣f̂n1,n2(g)∣∣∣k (1 + |n1|+ |n2|)−k‖f‖Ckb
for any positive integer k ≥ 1.
For each given r = q−1 ( p1p2 ) ∈ Rq, choose A = A(r) ∈ SL2(R) and










as in Lemma 2.3. Then∑
r∈Rq











































































Note that for any (n1, n2) ∈ Z2,





defines a function on ASL2(Z)\ASL2(R). Since f ∈ Ckb (Γ\ΓH × T2), we have f̂n1,n2 ∈
Ckb (Γ\ΓH) and thus Fn1,n2 ∈ Ckb (ASL2(Z)\ASL2(R)). To simplify notation, we will drop the
indices n1, n2 in the following and simply write F := Fn1,n2 .
For any given positive integer q ≥ 1, our goal is to estimate










for n1, n2 ∈ Z such that |n1|, |n2| ≤ q.
For any a|q, set q0, q1, `0 and `1 as defined in Lemma 2.3. In view of Lemma 2.4,
































Using the Fourier expansion of F in (3.7), we obtain





















































































































= S ((n1a+ n2b)`0, cm`0; q1)S
(


















is the Kloosterman sum. We have of course cr(n) = S(n, 0; r).
With this








































× S ((n1a+ n2b)`0, cm`0; q1)S
(

































































× S ((n1a+ n2b)`0, cm`0; q1)S
(







Applying the trivial bound of the Kloosterman sums, we see that









































∣∣∣∣ bcq/a + d
∣∣∣∣2 = 1qEa,q,b(c, d).
Let
(4.13) Na,q,b(t) := #
{
(x, y) ∈ Z2 : Ea,q,b(x, y) ≤ t
}
.
























































Applying this to (4.11), we get




























#Rq |E(F ; q)| k ‖F‖Ckb q
−(k−2).
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× S ((n1a+ n2b)`0, cm`0; q1)S
(











Theorem 1.3 now follows from the following three propositions, which we will prove in the
next sections.

























for any ′ > 0. Here θ is the constant towards the Ramanujan conjecture.





















































× S ((n1a+ n2b)`0, cm`0; q1)S
(







Applying Proposition 4.1, Proposition 4.2 and Proposition 4.3 to (4.18), we get
(4.19)
1
#RqSn1,n2(F ; q) = δn1=n2=0
[ ∫
SL2(Z)\SL2(R)
















#RqSn1,n2(F ; q) = δn1=n2=0
[ ∫
SL2(Z)\SL2(R)











for any ′, ′′ > 0.
Recall that F = f̂n1,n2 . Applying (4.20) to (4.3), and taking the summation over n1, n2 ∈ Z























for any ′, ′′ > 0. This yields Theorem 1.3.





























































































































































for φ ∈ L2(SL2(Z)\ SL2(R)), for each positive integer n.
Note that since f is bounded, F̂0 ∈ L2(SL2(Z)\ SL2(R)). Following the argument in



































































for any ′ > 0. By Corollary 8.2 and 8.3 in [CU04], we find that this L2-convergence implies















∣∣∣∣′,k q− 12+′+θ‖F‖Ckb .
4.2. Proof of Proposition 4.2. The standard bound for the Ramanujan sums yields
cq1(n1a+ n2b)cq0(n1ba+ n2) ≤ gcd(n1a+ n2b, q1) gcd(n1ba+ n2, q0).
When n2 = 0, then n1 6= 0, and
gcd(n1a, q1) gcd(n1ba, q0) = gcd(n1, q1)a gcd(n1, q0/a) ≤ aq2.




























Assume that n2 6= 0. Then
(4.26) gcd(n1ba+ n2, q0) ≤ gcd(n1ba+ n2, a) gcd(n1ba+ n2, q0/a)
= gcd(n2, a) gcd(n1a+ n2b, q0/a) ≤ q gcd(n1a+ n2b, q0/a),



































For each k | q
a
, we have
# {0 ≤ b < q/a : n2b ≡ −n1a (mod k)}(4.27)
























































and the claim follows via the lower bound (2.2). 









∣∣∣∣ bcq/a + d
∣∣∣∣} ≤ q.














≤ q. Also, we get m ≤ aq− 12+ from






































∣∣cq1(n1a+ n2b; q1)S ((n1ba+ n2)`1, d q0am; q0)∣∣ .
When c 6= 0, we have
(4.32) m|c| a√
q




∣∣∣∣ bcq/a + d
∣∣∣∣ ≤ q.
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Since m ≥ 1 and 1 ≤ |c|, we have a√
q
< q, so a < q
1
2







































× S ((n1a+ n2b)`0, cm`0; q1)S
(





























× ∣∣S ((n1a+ n2b)`0, cm`0; q1)S ((n1ba+ n2)`1, (cb`1 + d q0a )m; q0)∣∣ .
Proposition 4.3 follows from the next two lemmas and (2.2).
Lemma 4.4. For a | q and a > q 12−,
(4.35) |P1(a)|  ‖F‖L∞σ0(q)2q 54+ 52 .
Proof. When n1 = n2 = 0,∣∣ϕ(q1)cq0 ( q0am)∣∣ ≤ ϕ(q1)q0a gcd(m, a) ≤ qa gcd(m, a).
Applying to (4.31) yields






















k ≤ q 12+σ0(a),
we find










(4.37) |P1(a)|  ‖F‖L∞q1+2σ0(a).
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Assume now (n1, n2) 6= (0, 0). Recalling (4.31), applying the Weil’s bound of the Kloost-
erman sum and the well-known bound of the Ramanujan sum, we get∣∣∣∣cq1(n1a+ n2b)S ((n1ba+ n2)`1, d q0am; q0) ∣∣∣∣
≤ gcd(n1a+ n2b, q1)σ0(q0)√q0 gcd(n1ba+ n2, q0am, q0)
1
2(4.38)





m, q0) ≤ q0
a
gcd(m, a).
Consider first that n1 6= 0 and n2 = 0. Since gcd(a, q1) = 1 and 0 6= |n1| < q,
gcd(n1a+ n2b, q1) = gcd(n1a, q1) = q
.
Then by (4.38), ∣∣cq1(n1a; q1)S (n1ba`1, q0am; q0)∣∣ ≤ qσ0(q0) q0√a gcd(m, a) 12 .
Recalling (4.31), we deduce














(4.41) |P1(a)|  ‖F‖L∞q 12+2σ0(q0)σ−1/2(a) q0√
a
≤ ‖F‖L∞q 54+ 52 σ0(q)2.
When n2 6= 0, in view of (4.26),
gcd(n1a+ n2b, q1) gcd(n1ba+ n2, q0) ≤ q gcd(n1a+ n2b, q/a).


































(4.42) |P1(a)|  ‖F‖L∞σ0(q)2q1+3.
This concludes the proof. 
19
Lemma 4.5. For each a | q and a ≤ q 12+,
(4.43) |P2(a)|  ‖F‖L∞σ0(q)2q 32+3.
Proof. From the second inequality in (4.32),
(4.44)
∣∣∣∣ bcq/a + d
∣∣∣∣ ≤ aq− 12+m =: T.























× ∣∣S ((n1a+ n2b)`0, cm`0; q1)S ((n1ba+ n2)`1, (cb`1 + d q0a )m; q0)∣∣ ,
























× ∣∣S ((n1a+ n2b)`0, cm`0; q1)S ((n1ba+ n2)`1, (cb`1 + d q0a )m; q0)∣∣ .
Then |P2(a)|  ‖F‖L∞ (P3(a) + P4(a)).





d ∈ Z :
∣∣∣∣ bcq/a + d
∣∣∣∣ ≤ T} ≤ 2T + 1 ≤ 4T.










−. By applying the trivial









































































(4.48) P3(a) ≤ 16ζ(2)ϕ(q)q 12+3.
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For T < 1
2
, recall (4.46). Applying Weil’s bound of the Kloosterman sums,
|S((n1a+ n2b)`0, cm`0; q1)| ≤ σ0(q1)√q1 gcd((n1a+ n2b)`0, cm`0, q1) 12 .
Since gcd(`0, q1) = 1,
gcd((n1a+ n2b)`0, cm`0, q1) = gcd((n1a+ n2b), cm, q1) ≤ gcd(cm, q1).
So
(4.49) |S((n1a+ n2b)`0, cm`0; q1)| ≤ σ0(q1)√q1 gcd(cm, q1) 12 .
Similarly, for the second Kloosterman sum,∣∣S((n1b¯a+ n2)`1,m(cb`1 + d q0a ); q0)∣∣
≤ σ0(q0)√q0 gcd((n1b¯a+ n2)`1,m(cb`1 + d q0a ), q0)
1
2
≤ σ0(q0)√q0 gcd(m(cb`1 + d q0a ), q0)
1
2 .




), q0) ≤ a · gcd(m(cb`1 + d q0a ), q0/a) ≤ a gcd(mc, q0/a).
So
(4.50)
∣∣S((n1b¯a+ n2)`1,m(cb`1 + d q0a ); q0)∣∣ ≤ σ0(q0)√aq0 gcd(mc, q0/a) 12 .
Combining (4.49) and (4.50), for gcd(q1, q0/a) = 1, we get
(4.51)






Applying (4.51) to (4.46),


























When T < 1
2
, for given 0 ≤ b < q/a and c 6= 0, there exist uniquely determined d ∈ Z,
such that ∣∣∣∣ bcq/a + d
∣∣∣∣ ≤ T = aq− 12+m .
Set α = bc+ d q
a
∈ Z.






and c 6= 0, we take 0 ≤ b < q/a as the solution
of the congruence equation:
(4.53) bc ≡ α (mod q/a).






















Let c1 := gcd(c, q/a). If there exists a solution 0 ≤ b < q/a of (4.53), c1 must divide α.
Take c˜ ∈ Z as c˜ c
c1









So for c 6= 0 and α ∈ Z, if gcd(c, q/a) | α,∑
0≤b<q/a,
bc≡α (mod q/a)

















































1 ≤ 2T q
a
+ gcd(c, q/a).
Recalling (4.52), we finally get









































































































































Applying this to (4.58) yields







Finally, by (4.48) and (4.59),
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