We describe a accurate and fast pixel-based statistical method to interpolate fields of arbitrary spin on the sphere. We call this method Fast and Lean Interpolation on the Sphere (Flints). The method predicts the optimal interpolated values based on the theory of isotropic Gaussian random fields and provides an accurate error estimate at no additional cost. We use this method to compute lensed Cosmic Microwave Background (CMB) maps precisely and quickly, achieving a relative precision of 0.02% at a HealPix resolution of N side = 4,096, for a bandlimit of ℓ max = 4,096 in the same time it takes to simulate the original, unlensed CMB map. The method is suitable for efficient, distributed memory parallelization. The power spectra of our lensed maps are accurate to better than 0.5% at ℓ = 3,000 for the temperature, the E and B mode of the polarization. As expected theoretically, we demonstrate that, on realistic cases, this method is between two to three orders of magnitude more precise than other known interpolation methods for the same computational cost.
INTRODUCTION
Gravitational lensing of the Cosmic Microwave Background (CMB) is a unique probe of the distribution of mass in the entire visible Universe. The first signatures of this CMB lensing signal have already been seen in cross-correlation with large scale structure templates (Smith et al. 2007; Hirata et al. 2008) . The effect of lensing on the CMB power spectra will provide powerful additional constraints on the physics of the dark sector (Abazajian & Dodelson 2003; Smith et al. 2006a ). Including reconstruction of the lensing potential in cosmological parameter analysis removes further degeneracies. Once the lensing deflection is mapped with high precision it will likely allow detecting the absolute mass scale of neutrinos (Kaplinghat et al. 2003 ; Lesgourgues et al. 2006 ) and provide tight constraints on the presence of dark energy at redshifts z ∼ 2. Lensing creates polarization B modes by rotating the stronger E modes (Zaldarriaga & Seljak 1997) . These lensing B modes are not affected by cosmic variance and can therefore significantly improve reconstructions of the lensing potential (Smith et al. 2006b ). The modeling of lensing B modes is further motivated since they are a foreground for the search for the B-mode signal of inflationary graviational waves (Knox & Song 2002; Kesden et al. 2002) .
Planck will yield the first all-sky temperature and polarization maps of the CMB with sufficient signal to noise to detect this signal. Ground based experiments such as QUBIC (Hamilton & Charlassier 2010) , SPTpol (McMahon et al. 2009) or QUIET (Newburgh et al. 2005) contain detailed information about the fine-scale structure imprinted by lensing while still covering significant portions of the sky. For the extraction of lensing and polarization science from these data sets, fast and precise methods to simulated lensed all-sky CMB maps are indispensable.
In the Born approximation, which specifies that the lensing effects may be modeled by the impact of a single lens plane on the CMB, the lensing corresponds to looking up at the value of the temperature or the polarization at displaced position on the sky. Thus, making lensed maps is effectively a resampling of the CMB on a different set of positions. Different technical solutions were proposed. Currently three main techniques are known.
The first technique consists in doing a brute force resummation of the spherical harmonics at a new set of positions. Acceleration methods using symmetry properties of the sampling positions can not be used. While prohibitively expensive for practical use, this method is exact and we therefore employ it on a subset of pixels as a precision benchmark for other methods.
The second technique is polynomial interpolation on the sphere to compute the value of the temperature and polarization field at the displaced positions. The most simple of the interpolation technique is a bilinear interpolation of fields on the sphere (hereafter called the naive technique). Another algorithm, a Lagrange polynomial interpolation on the Equi-cylindrical Projection, was first proposed by Hirata et al. (2004) and then later used by Das & Bode (2008) for a full-sky simulation of the CMB lensing on a light cone of a cosmological simulation. A variant of this method, involving a bicubic interpolation scheme, is implemented in the publicly available code LensPix 1 described in Lewis (2005) and Hamimeche & Lewis (2008) (hereafter the ECP algorithm).
A third technique has been recently developed by Basak et al. (2009) . This algorithm consists in recasting the spherical harmonic coefficient of the unlensed field into the Fourier basis in the (θ, φ) variables. Then, we may use a Non-equispaced Fast Fourier Transform (NFFT) to compute the field at the displaced positions. This method achieves high precision and is significantly faster than the first technique though still too slow to allow for the production of a large set of lensed maps, which is required for the statistical analysis of observed CMB data.
We propose a fourth technique that relies on the statistical properties of the considered fields to be lensed. It is based on the idea of interpolating the original field but using the known spectral information to compute the correct weighing coefficients for the interpolation. This method is related to a Wiener filter (Wiener 1949) but not limited to pure Gaussian random field. We call this method Fast and Lean Interpolation on the Sphere (Flints).
2
In this work, we analyze the result obtained based on a HealPix pixelization. We note that our framework may be used on any pixelization of the sphere, including the Equi-cylindrical projection already used in previous works. The implementation that we propose takes advantage of the geometrical properties of HealPix for a number of memory and computational optimizations.
We note that our interpolation method is of general interest beyond its application to lensing. In fact, since it is based on Wiener filtering it is guaranteed to give the best possible mean squared error of any method for a field with the same power spectrum and for fixed interpolation stencil.
The structure of this paper is the following. In Section 2, we describe the general interpolation method. Then, in Section 3, we discuss its performance in generating lensed CMB maps. In Section 4, we conclude.
INTERPOLATING CMB FLUCTUATIONS
We propose a direct, simple though sufficiently precise method of interpolating complex fields on the sphere. This method is based on the most likely value an isotropic Gaussian random field takes at an arbitrary location on the sphere, given a set of sampled values (the interpolation stencil) and its power spectrum C l . In Section 2.1, we study the general method for the special case of spin-0 fields. Then, we generalize the obtained equations to spin-s fields in Section 2.2. We then detail in Section 2.3 the algorithmic steps used to compute the identifiers of the pixels that are used in the interpolation. In Section 2.4, we describe the memory and computational time optimizations that we used in Flints. We then list all the steps required to achieve the interpolation in Section 2.5. Finally, in Section 2.6, we discuss the results of the raw performance tests of our interpolation method.
Interpolating a scalar field
We start by considering a Gaussian random scalar field on the sphere given by the function T (n), in the direction n. The general form of the joint probability of the value 2 The reference implementation is written in C++/OpenMP and is available at http://www.iap.fr/users/lavaux/flints.php.
of T (n) in N + 1 directions is:
with W the inverse of the correlation matrix being
with V i,j defined for two directionsn i andn j as
with the correlation function ζ(cos θ) for two directions separated by an angle θ
and the intrinsic variance of the temperature field
Now, we can compute the conditional probability of the value of T (n 0 ) given the N other values:
and W 0,0 the top-left most element of the W matrix. So, given the values in the directions {n 1 , . . . ,n N }, we define the interpolated value in the directionn 0 to be equal to the most likely valueT as defined above. The precision of the interpolation is given by the amount of allowed fluctuation 1/ W 0,0 . The advantage of this procedure is that it is flexible in the number of points we take into account for the interpolation. Additionally, it remains purely local and the complexity scales as O(N 2 × N pix ), with N the number of of points to compute the interpolation and N pix the number of pixels in the map. This locality allows us to take full advantage of the parallelism offered by current multi-core CPUs and by distributed computing environments. An illustration of our interpolation procedure is given Fig. 1 for the case of interpolation stencil with 9 elements ("neighbours").
We further increase the speed of the interpolation by precomputing the covariance matrix linked to the pixelization, that is the inverse of the matrix S i,j defined by:
forn i the direction corresponding to the center of a pixel of the map to be interpolated. Strictly speaking, we would need to recompute these matrices if the angular power spectrum of temperature fluctuations changes.
But as the weights are continuous functions of the angular power spectra, two relatively similar spectra should give the same weights. This alleviates the need of recomputing these weights for any single change of the angular power spectra, at the potential cost of a small loss of precision. S i,j is in practice a 9 × 9 matrix as we have nine neighbors for any direction of interpolation. Once we have this matrix it is fast to determine the W 0,i by doing block matrix computation (Press et al. 1992) . First, we write the shape of the V matrix:
We let the block matrix shape of its inverse W have the following shape
and write that the product should make identity:
which leads us to the following equalities:
The matrix S gives the correlation between the different direction of the pixelization, B gives the correlation between the sought interpolated direction and the direction of the pixelization, σ 0 is the standard deviation of the interpolator in the interpolated direction. The equations (12) and (13) are computed as needed for each interpolated direction. The equation (14) is not used as we do not need this part of the matrix. Finally, we may express the value of the temperature in the interpolated directionn:
for which the Gaussian variance of the error of this estimator is
The above Eq. (15) is the strict equivalent of Eq. (7). We now have both an interpolated value and an estimate of the interpolation error. Even though we used a Gaussian field theory to derive these estimators, the interpolation is also optimal in a least-squared sense for non-Gaussian field.
T 0 Figure 1 . Illustration of our interpolation procedure -We present here an illustration of the procedure. To get the value of the field interpolated at the position illustrated by the red star, we use the value of this field sampled on the grid given by the squares. In this setting only the nine nearest neighbors, with temperature value T i , contribute to the value T 0 .
The time complexity of a HealPix spherical harmonic transform (Górski et al. 2005) is O(N side ℓ 2 max ), with ℓ max the number of ℓ modes used for the spherical harmonic transform. The difference in complexity between the HealPix spherical harmonic transform and our method means that if the number of neighbors N is sufficiently small then our method would be faster to compute a complete CMB sky in any direction than generating a very high resolution HealPix map. This improvement may be of order O(ℓ 2 max /(N 2 N side,high )) for large ℓ max , where N side,high is the high resolution map needed for the naive technique.
We note that, in the high resolution regime, the scaling of this algorithm is like the one of the ECP technique (Hirata et al. 2004; Hamimeche & Lewis 2008) . On the other hand, there are several advantages to our procedure. First, the method provides an accurate error estimate for no additional computational cost. The weights take into account the part of the signal which is not well represented by the pixelization. The ECP interpolation implicitly assume that all the information is stored completely in a neighborhood of the direction of interpolation, whereas our interpolation takes into account the possible lack of complete information. Second, Flints does not need another specific spherical harmonic transform to generate the lensed fluctuation on the sphere. It may use a previously existing or independently generated map.
Interpolating spin-s fields
We may now adapt our method for the case of spin-s fields on the sphere. The concepts are the same, except that we must now handle complex fields. We want to interpolate the complex field P (n). We assume that this field is isotropic and its correlation function is defined by:
with α,β,γ the Euler angles defining the rotation to transformn ′ inton and s Y l,m the spin s spherical harmonic (see Appendix A for the definition).
The function d l −s,−s is the Wigner d function. An algorithm to compute this function is recalled in Appendix B, and has already been detailed in Trapani & Navaza (2006) . An illustration that defines more properly these angles is given in Fig. 2 .
As in Eq. (3), we define the Hermitian correlation matrix for two directionsn i andn j , 0 ≤ i, j ≤ N :
with α i,j , β i,j and γ i,j the Euler angles defining the rotation to transformn i inn j . Similarly as in Eq. (9), we define the Hermitian matrix S corresponding to the correlation of the values taken by the HealPix pixels, which corresponds here to the indices 1 ≤ i, j ≤ N . Using some geometry on the sphere it is possible to compute the above angles. The relation between n ′ (θ ′ , φ ′ ),n(θ, φ) and (α, β, γ) is given by:
The choice of the sign of β is arbitrary, but the sign of the other angles depend on this original choice. As we need to compute the inverse of the above trigonometric identities we have decided to use the inverse of the tangent function to improve numerical stability, taking care of the signs to recover the correct α and γ angles in the range [−π; π]. The probability distribution of the complex field P (n 0 ) given the other value of this field in the directionn i , i = 1 . . . N , is as in Section 2.1, The Equations (12), (13) and (14) are still valid but this time for complex matrices and vectors. In that case A † is the conjugated transpose of matrix A. The resulting equation for the interpolated valueP (n), taken to beP isP
with S as defined above in this Section. The variance of the interpolated value is
In the following, we focus on the actual implementation of the interpolation algorithm which uses the above two equations to compute the interpolated value in any direction.
2.3. Identifying neighbors To be fast, the interpolation procedure must rely on a limited number of pixels, and more particularly the pixels just in the immediate vicinity of the direction of interpolation, using those pixels which carry most of the information about the interpolated point.
We discuss here a particular implementation to identify neighbors that relies on the HealPix framework. We use a method that relies on the use of the neighbors() function, which returns the immediate nine neighbors, We give here the computing performance of our method to interpolate a scalar field containing power up to a bandlimit of ℓ = 4, 096. The computational time corresponds to the single processor wall time taken by the algorithm to interpolate the map at the given resolution from a map at N side to a map at 2 × N side . The HealPix computational time is estimated on the spherical harmonic synthesis transform at the target N side resolution. The memory consumption gives the size of the pixelization cache in Random Access Memory. The precision corresponds to the square root of the average variance of the error predicted by FLINTS, this square root is divided by the standard deviation of the maps. The quoted serial times have been measured on an Intel Xeon E5410 2.33 GHz based computer. The standard deviation of the maps is 39 µK/K. sorted geometrically, see Fig. 1 . The time complexity of neighbors() is constant both in the NESTED or RING mode of HealPix.
A fast way of extending this algorithm to a higher number of neighbors consists in using the NESTED mode of HealPix. This extension has already been described in Wandelt et al. (1998) . We only consider here the neighbors symmetric according to the direction in which to interpolate in the NESTED tree sense. The neighbors at a level y ≥ 1 in a map at resolution N side can be found using a pixelization at N side /y. Their number is then 9 × 4 y−1 . We derive their identifiers in NESTED mode by computing the first neighbors using the function neighbors() of HealPix at resolution N side /y. We shift the bits of these identifiers by 2(y −1) and fill up the lower bits with all the possible combinations. This procedure yields all the 9 × 4 y−1 pixel neighbors of a given direction.
This procedure is more attractive given our computational constraints than using the alternative procedure query_disc(): it allows a stable number of pixels per neighbors, their geometrical distribution according to the central direction is stable and insensitive to numerical rounding errors, which makes it easier to tabulate S −1 and it is relatively fast to compute the list. For these reasons, we only use this procedure in the rest of this work.
Tabulating S −1
To reduce the time needed to compute the interpolation, we tabulate the matrices S −1 for all possible central pixels (corresponding to T 5 in the Figure 1 ). This means we would need to precompute and store a matrix for each pixel of the map to interpolate. We made use of the symmetries of the HealPix pixelization to reduce this cost. As there is a rotational invariance in the equatorial part of the pixelization, it suffices to store one pixel per ring. For the polar regions, it would be sufficient to store the weights for only one quarter of one of the HealPix base tiles, since there is an eight-fold rotational invariance and an additional north-south symmetry. Using all these symmetries would reduce the amount of memory required to store the precomputed weights by nearly 1/48.
For our implementation we use a subset of these symmetries since there is a trade-off between reduction of memory use and the implementation complexity for the required pixel permutations. In addition to the equatorial symmery, we use the north-south symmetry for the case of the spin-0 field only. Memory use scales as O(N 2 ngb ×N 2 side ), with N ngb the number of neighbors chosen for computing the interpolation.
To compute S −1 itself from S, we use the Cholesky decomposition of S = t LL and do a direct inversion of L. We used the algorithm described in Press et al. (1992) . As the matrix S becomes so ill-conditioned that the Cholesky decomposition fail for high resolution map, we introduce an additional term n to help at computing this decomposition when this term is required. So, in practice, we decompose S + nI instead of S. By construction, the value of n is much smaller than one. If n is too big, the interpolation error is larger than it should. If n is too small, the decomposition fails. We use for n a value given by n = −λ min,negative + ǫ precision
where λ min,negative is the lowest negative eigenvalue of S at the used precision, ǫ precision is a quantity dependent on the machine precision used for doing the actual computation on S. For double-precision, we take 1.49 10 −8 , which is the square root of the smallest deviation from 1.0 detectable in a double precision representation.
The interpolation algorithm
Finally, the interpolation algorithm consists in achieving the following steps:
1. We set the resolution of the map to interpolate at N side and the band width to ℓ max .
2. We start by tabulating according to β ∈ [0, π] the ζ(0, β, 0) function, defined in Eq. (19).
3. For the HealPix pixelization at N side , we compute S using Eq. (20), invert it and tabulate it according to Section 2.4. This is the end of the preparation phase.
4. For any direction (θ, φ), we compute the identifiers of the pixel neighbors according to Section 2.3.
5. We sum up the value of the field sampled at those pixels and weighed them according to Eq. (29).
6. If required by the user, we also compute the error in the interpolation using Eq. (30). In all the subsequent tests, we have used the above scheme to generate the interpolated values.
2.6. Supersampling interpolation performance We test the interpolator by supersampling a CMB map to twice the original resolution. Please refer to the results in Table 1 and in Figure 3 . In all these tests, we start from a map at a resolution of N side and predict its values at twice the resolution, 2 × N side . Note that all these test are done for fixed bandlimit ℓ = 4, 096 while the resolution of the grid is varied. For the lowest starting resolution of N side = 1, 024 the field is somewhat undersampled, since modes beyond ℓ = 2N side begin to be noticeably aliased on the HealPix grid. Owing to the hierarchical property of the HealPix grid, the higher resolution pixels tile the lower resolution pixels. The distance from the members of the interpolation stencil is therefore one fourth or three fourth of the size of a pixel. Based on numerical experiments we estimate the worst case error for directions farthest away from the members of the interpolation stencil to be no more than 50% higher than shown in Figure 3 .
In Figure 3 , the distribution of the interpolation error reflects the features of the HealPix pixelization. The error is uniformly small in the equatorial regime and shows the symmetries of the pixelization in the northern and southern caps.
We tabulate the supersampling precision and the time consumption in Table 1 . For comparison we list the time required to compute a single HealPix transform from {a lm } space to pixel space. The two operations take roughly the same time. Note that the spherical harmonic transform has only been done one way, whereas the interpolation starts from pixels and yields pixels. As expected the error decreases with increased resolution and number of neighbors. It is interesting to see that we may get a decrease of one magnitude in the error by changing the number of neighbors at the resolution N side = 2,048. Doing the same exercise with N side = 4,096 yields a large number of degeneracies in the S matrices. That shows that we reach the level where the problem of interpolation is dominated by errors in the floaing point representation, as expected since a HealPix map at resolution N side is able to encode wavenumbers up to ℓ ∼ 2N side . So, as our ℓ max is 4,096 here, a map at N side = 2,048 can be interpolated at high precision with a sufficient number of neighbors.
APPLICATION TO CMB LENSING
In this section, we focus on the use of our interpolation procedure for producing lensed maps of the CMB. In Section 3.1, we recall the basic lensing equation in the Born approximation and the notation. In Section 3.2, we compare the predictive performance of FLINTS to LensPix and to the naive technique in HealPix. Finally, in Section 3.3, we compare the power spectra of the lensed temperature and polarization as obtained through FLINTS and using CAMB.
Theory of lensing
Gravitational lensing acts like a remapping of the CMB photons on the sky. Thus the temperature signal on the sky is given by
where T observed is the observed temperature of the CMB in the directionn, T CMB is the unlensed primary signal, and d(n) is the deflection field. This relation is also true for the polarization field defined by
with Q and U the Stokes parameters, with P being a spin-2 field. The deflection field defines in what direction and by what angle the photons were deflected from their original position. In the local basis defined by the directionn, we may define the angle α(n) as Basak et al. (2009) . "Interp." stands for "Interpolation". "Init." stands for "Initialization". We measure the time for producing a lensed map, temperature and polarization, from a random realization of the CMB fluctuations and of the lensing potential. The total time is the sum of the interpolation time, the time to make an unlensed healpix map, the time to compute the deflection map but not the initialization time given in the first column. The L 2 (L∞) precision corresponds to the standard deviation (maximum absolute value) of the error distribution divided by the standard deviation of the simulated CMB map, which is 39 µK/K. For all cases we used ℓmax = 4, 096 and nine neighbors for FLINTS, and a interpolation factor of one for the ECP method in LensPix. The maps at N side = 1, 024 were therefore undersampled. with (n, u θ , u φ ) the local spherical orthonormal basis, with u θ = ∂n/∂θ and u φ = ∂n/∂φ. In this basis, the lensed directionn ′ may be written aŝ
We prefer this form of the lensed direction instead of using the angles for numerical stability, at the cost of computing a few additional trigonometric function. Using the direct angle relation, as in e.g. Basak et al. (2009) , may expose us to problems in the case of directions near the poles. The displacement field d(n) is obtained by taking the spherical gradient of a scalar potential, corresponding to the projected gravity field in the Born approximation. 
Test of producing lensed CMB maps
We now test our procedure for generating precise lensed CMB maps. We compare our generated maps to:
-the true lensed maps, obtained by summing exactly the spherical harmonics at the position of interpolation -the naive interpolation procedure using a simple bilinear interpolation of CMB maps simulated at high resolution. This algorithm is included in the HealPix package for visualization purposes and was not intended for scientific use, but it is still useful as a point of comparison to assess whether a more complicated interpolation procedure is warranted.
-the ECP bicubic interpolation algorithm implemented in LensPix. This is the current mainstream algorithm for quickly computing lensed We compare to the exact lensing method. All maps were computed at N side = 1, 024, with ℓmax = 2, 048. For visualization purposes, we degraded the error maps to a resolution of N side = 128.
maps.
As it is very expensive to compute the true lensed map on the full sky we limit ourselves to testing our method on a restricted subset of pixels distributed uniformly over the sky. More specifically we chose directions on the sky at a resolution of N side = 64 (49152 pixels).
We show the result in Fig. 4 . We note that Flints behaves much better than the naive interpolation. Our interpolation procedure, executed at a resolution of N side is able to match fairly well with the naive interpolation used at 4N side . This matches Lewis (2005) who indicated that one needs at least 16 times more pixels than the base CMB map to produce acceptable spectrum using a naive interpolation procedure.
Moreover, the tails of the error distributions of the interpolated field are much more Gaussian, as illustrated in Fig. 5 . There, we represented the error normalized by the expected standard deviation given by Eq. (16). If the errors are Gaussian with exactly this deviation, we must obtain a Gaussian of standard deviation equal to one, which is exactly what we obtain.
In Table 2 , we compare the performances of our method, Flints, with the method described in Basak et al. (2009) , labelled Torus, and the ECP interpolation implemented in LensPix. For Flints and ECP we give an estimate of the attained precision. We also measure the time required to produce one lensed map. We note that the precision is better for Flints than for ECP. The problem for ECP are the heavy tails in the error distribution, as shown in Fig. 6 . Furthermore, at low N side fixed ℓ max , the field fluctuations are undersampled which degrades the predictive properties of ECP method. On the other hand, Flints keeps errors lower because it takes into account the underlying fluctuations through the use of the angular power spectra in the weights. At N side = 4, 096, the central part of the error distribution represented in Fig. 6 is the same showing convergence of the two methods.
A comparison of the differences in the spatial distribution of the interpolation errors of the ECP and FLINTS method are given in Fig. 7 . We represent there the sky distribution of the errors in the lensed temperature and polarization maps. We compute the reference maps using the full resummation of the spherical harmonics at the displaced positions. The maps are computed at a resolution N side = 1, 024, ℓ max = 2, 048, with an oversampling factor equal to one for the ECP method. We note that the error distribution of the ECP interpolation is linked to the projection of the ECP mesh onto an HealPix mesh. On the other hand, the FLINTS interpolation is essentially tracking the shape of the HealPix grid, as already seen in Fig. 3 . As in Fig. 6 , the overall amplitude of error of the ECP interpolation is larger than the one given by the FLINTS interpolation.
The total time for both methods is similar but Flints has initialization time overhead for precomputing S −1 (Section 2.4). This overhead may still be further optimized by using more of the symmetries of HealPix pixelization. Overall, Flints is more precise than ECP by order of magnitude for simulations resembling data from a high resolution CMB polarization mission. Both of these methods are much faster than the Torus method.
3.3. Lensed power spectra As an additional test of the precision of our method we compare the power spectra of our lensed temperature and polarization maps with the theoretical predictions from CAMB (Lewis et al. 2000; Challinor & Lewis 2005) . We show the difference of the average spectrum of 350 lensed maps and the unlensed spectrum in Figure 8 .
We tested how our method fared compared to naive temperature interpolation and on a limited number of exactly interpolated pixels. We now check the interpolation of both the temperature and the polarization fields on different scales by considering the difference between the lensed spectra, C T T ℓ,lensed and the unlensed spectra. To assess the precision of our procedure, we use the spectra computed by CAMB (Lewis et al. 2000; Challinor & Lewis 2005 ) as a reference. The results, given as the difference of the lensed spectra to the unlensed spectra, are given in Figure 8 . We used N side = 4,096 and ℓ max = 5,000 as an input to FLINTS. The CAMB spectra were predicted using ℓ max = 10,000 and k η,max = 100,000 in very high accuracy mode. We also show the relative difference between our spectra and CAMB spectra. We see that the difference between the two does not exceed 0.5% statistically at ℓ = 3,000. While the B-mode spectrum has a small but systematic excess of power of about 0.1 − 0.2% in our measured BB compared to the prediction given by CAMB, we note that this is of the same order as the advertised accuracy CAMB even in high-precision mode (Challinor & Lewis 2005) . In addition, CAMB is not guaranteed to be accurate at this level beyond ℓ ∼ 2000, so the comparison breaks down at this point and it is not clear whether CAMB or Flints is more accurate.
In any case, the interpolation accuracy is more than sufficient for practical purposes in all cases. To illustrate, we display the cosmic variance range for the temperature power spectrum in the first panel of Figure 8 . This shows the unavoidable error in the estimation of C ℓ from a perfect, all-sky, unlensed map. For the very small B-mode signal these numerical errors will remain much smaller than measurement error for the foreseeable future.
CONCLUSION
For a given interpolation stencil, we describe the optimal interpolation technique for isotropic band-limited fields of arbitrary spin, sampled on the sphere. Taking advantage of the symmetry properties of the HealPix pixelization, the method is fast and memory-efficient. To test this approach we implement a supersampling filter for HealPix temperature and polarization maps. A Monte Carlo study confirms both the predicted precision and our estimates of memory and CPU time scaling.
We demonstrate this interpolation method to be powerful tool to simulate lensed CMB temperature and polarization maps from unlensed maps. Our Monte Carlo comparison to exact reference maps computed by LensPix and to predicted lensed power spectra by CAMB demonstrate that we achieve an accuracy which exceeds the requirements of the Planck data (The Planck Collaboration 2006) while reducing the required computational time by an order of magnitude compared to using, e.g., the Torus method. In addition, the method allows very easy parallelization as the Figure 8 . Precision of lensed power spectra -We show the differences between the lensed spectra and the unlensed spectra for ∼350 realizations of CMB fluctuations and lensing potentials. In the left panels, the dashed, red line is the difference as computed by CAMB, and the solid, blue line the result obtained using our interpolation technique. Cosmic variance error bars are shown as a dotted line in the top-left most panel. In the right panels, we represented the relative difference between the CAMB prediction and FLINTS prediction. We represented the change in the C ℓ for the temperature (top row), the E polarization mode (middle row), the B polarization mode (bottom row). The fluctuations are here normalized by the CMB temperature and are unitless. The red lines in the right panels represent perfect agreement with CAMB. The lensed maps were computed using a CMB map at N side = 4,096, ℓmax = 5,000 and 9 neighbors.
procedure is strictly local in pixel space. We compared the performance and the precision of our method to the Equi-cylindrical projection interpolation method. The two methods have similar speed. Flints is more precise and has no catastrophic errors.
We conclude that this method is a very promising technique in terms of speed, precision and scalability for the simulation of high resolution maps of the lensed CMB temperature and polarization anisotropies. Flints enables us to produce lensed maps as cheaply as making a spherical harmonic transform, and makes us capable of producing thousands of simulations of the lensed sky within an acceptable computational time. This advance may allow us to run a full likelihood analysis of the lensing potential in observed CMB data with current computer technology, which is not possible with other known methods of computing lensed maps.
