The Hilbert-Kunz multiplicity, in characteristic p, of the homogeneous co-ordinate ring of the plane curve x 4 + y 4 + z 4 is known to be 3 + 1 p 2 if p ≡ ±3(8) and 3 if p ≡ ±1(8). We derive similar results for arbitrary irreducible trinomial plane curves, using the fact that these curves have Fermat curves as branched coverings.
Introduction
The results of this note are most conveniently expressed using a function δ * studied by Han [1] . Let L be an algebraically closed field of characteristic p > 0 and i, j, k integers 0. The module of L[R, S]-linear relations between R i , S j and (R + S) k is free on 2 homogeneous generators of degrees α and β with α β and α + β = i + j + k, and we set δ Han δ Han (pi, pj, pk) = pδ Han (i, j, k) , and there is a continuous δ * : [0, ∞) 3 → [0, ∞) prolonging δ Han with δ * (pt) = pδ * (t). If t 1 t 2 + t 3 , then δ * (t) = t 1 − t 2 − t 3 . See [2, Lemmas 1 and 2], for a brief exposition of the above results.
To describe δ * (t) explicitly when t 1 , t 2 , t 3 satisfy the triangle inequality, we let L odd ⊂ Z 3 consist of all u = (u 1 , u 2 , u 3 ) with u i odd. Recall that the taxicab distance between t = (t 1 , t 2 , t 3 ) and u = (u 1 , u 2 , u 3 ) is |t i − u i |.
Han's Theorem. Let t = (t 1 
is the homogeneous co-ordinate ring of the Klein quartic. Let μ(i) be the Hilbert-Kunz multiplicity of B with respect to the ideal (x i , y i , z i ). Evidently μ(pi) = p 2 μ(i), and it is not hard to show that μ extends to a continuous μ * : [0, ∞) → [0, ∞),also satisfying this functional equation. We will prove the following-in conjunction with Han's Theorem it describes μ * completely. 3 , and (R + S)R 3 have no common zero other than (0, 0) in L 2 , so the ideal they generate in B contains all monomials of some degree m. An induction shows that every homogeneous element of B is a C-linear combination of monomials of degree m, yielding finiteness. Now let f be the homogeneous polynomial of smallest degree with f (RS 3 , S(R + S) 3 , (R + S)R 3 ) = 0. To show that B has rank 4 over C it suffices to show that deg f = 4, or alternatively that the map ϕ :
Proof. RS 3 , S(R + S)
birationally to its image. Now if (1, v) and (1, w) have the same image under this map, then w v is a 7th root of unity, η. If η = 1, then (1, v) and (1, ηv) have different images in P 2 (L) for generic v. This shows that ϕ is generically 1 − 1; it is evidently separable. 2
Proof. The rank of B over C is just the degree of the field of fractions extension. B is obtained from C by adjoining the 7th roots of x 7 , y 7 and z 7 . Also, 2 . The easy proofs of these results may be found in [2, Lemmas 1 and 2].
The above shows that 4 deg
Multiplying by 49 16 we find that μ(7j) = 147j 2 + 49 16 (δ Han (2j, 2j, 2j)) 2 . This is Theorem 1.2 in the case t = 7j , and as we have seen it suffices to handle this case. In the rest of this note we generalize Theorem 1.2, replacing the Klein quartic by an arbitrary irreducible trinomial projective plane curve.
2.
We deal with degree d irreducible homogeneous trinomials, h, in L[x, y, z], L algebraically closed of characteristic p > 0. Two such h are "equivalent" if some permutation of x, y, z takes one to the other. 
Proof.
It is not hard to show that μ extends to a continuous function μ * : [0, ∞) → [0, ∞) which satisfies the functional equation μ * (pt) = p 2 μ * (t). Let α, β, γ be the integers e 1 + e 2 − d, e 1 + e 3 − d, e 2 + e 3 − d; note that they satisfy the triangle inequality. Consider the determinant of the 3 by 3 matrix formed from the exponents of x, y and z in M 1 , M 2 and M 3 . This determinant is > 0. Since each column sum is d, the determinant is dλ for some integer λ > 0. Our goal is: The argument given in Section 1 shows that it suffices to prove this when t = λj . So we only need show: ( * ) In each of cases (I) and (II), μ * (λj ) = λ 2 4d (3d 2 j 2 + (δ Han (αj, βj, γj ) ) 2 ).
Theorem 2.3. In each of cases (I) and (II), μ * (t) = (
Assume first that we are in case (I). 
Definition 2.4. A is the ring L[r, s, t]/(r λ + s λ + t λ ). R, S, T , x, y, z
Replacing the last row of the matrix by the sum vector (d, d, d ) and expanding the determinant we find that λ = a 1 b 1 + a 2 c 2 − b 1 c 2 . Using other rows we get similar formulas for λ.
A calculation using Remark 2.5 shows that
of A is a domain; the homogeneous co-ordinate ring, B, of the plane curve defined by h. Let B and C be the domains
Lemma 2.6. B is finite of rank d over C.
Proof. Arguing as in Lemma 1.4 we find that B is finite over C, and that it suffices to show that ϕ :
The irreducibility of h shows that p does not divide all the exponents above, and it follows that ϕ is separable. The map (u, v) → (u λ , v λ ), P 1 → P 1 is easily seen to factor through ϕ. 
Definition 2.8. H ⊂ L(C)
is the rank 3 free abelian multiplicative group generated by U , V and W . G is the subgroup of H generated by x λ , y λ and z λ .
Proof. This amounts to showing that
by adjoining the λth roots of the elements of G. By Kummer theory,
, the sentence preceding Definition 2.8 tells us that G has index λ in H . It follows that G ⊃ H λ and that
Proof. We can now prove Theorem 2.3 in case (I). Suppose first that p does not divide λ. Let J be the ideal (x λj , y λj , z λj )
of C. Lemmas 2.6 and 2.9 show that μ(λj ), the Hilbert-Kunz multiplicity of B with respect to J B, is 
). An argument like that of Lemma 2.6 shows that ϕ maps P 1 birationally to its image, and that B is finite of rank d over C. Let U , V , W , G and H be as in Definitions 2.7 and 2.8. Now x λ , y λ and z λ are U c−a 3 V b W , V d W and U a 1 W , and we see that the index of G in H is λ. When p does not divide λ, it follows as in Lemma 2.9 that B has rank λ 2 over C. The rest of the argument goes through as in case (I) when we take J = ((R c−a 3 Han (βj, γj, αj ) . Once again the assumption that p does not divide λ may be dispensed with. 2
We conclude with a few examples. Suppose that h = x 4 + y 3 z + z 3 x, so that λ = 9. The α, β and γ are 3, 3, and 2, and so μ(1) = 3 + 
