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The maximum volume of hyperbolic polyhedra
Giulio Belletti
Abstract
We study the supremum of the volume of hyperbolic polyhedra with
some fixed combinatorics and with vertices of any kind (real, ideal or
hyperideal). We find that the supremum is always equal to the volume
of the rectification of the 1-skeleton.
The theorem is proved by applying a sort of volume-increasing
flow to any hyperbolic polyhedron. Singularities may arise in the
flow because some strata of the polyhedron may degenerate to lower-
dimensional objects; when this occurs, we need to study carefully the
combinatorics of the resulting polyhedron and continue with the flow,
until eventually we get a rectified polyhedron.
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1 Introduction
In [3], the author introduces a “Turaev-Viro” invariant of graphs Γ ⊆ S3,
denoted with TV (Γ), and proposes the following conjecture on its asymptotic
behavior in the case where Γ is planar and 3-connected (which is equivalent
to saying that Γ is the 1-skeleton of some polyhedron).
The Maximum Volume Conjecture. Let Γ ⊆ S3 be a 3-connected planar
graph. Then
lim
r→+∞
π
r
log (TVr(Γ)) = sup
P
Vol(P )
where P varies among all proper generalized hyperbolic polyhedra (see Def-
inition 2.2) with Γ as a 1-skeleton, and r ranges across all odd natural num-
bers.
The Maximum Volume Conjecture naturally leads to the question of what
is the supremum of all volumes of polyhedra sharing the same 1-skeleton.
This is answered here by the following:
Theorem 4.2. For any 3-connected planar graph Γ,
sup
P
Vol(P ) = Vol
(
Γ
)
where P varies among all proper generalized hyperbolic polyhedra with 1-
skeleton Γ and Γ is the rectification of Γ.
The rectification of a graph is defined in Definition 3.11; for now it suffices
to say that Γ is a finite volume hyperbolic polyhedron that can be easily
computed (together with its volume) from Γ.
This result is obtained by applying a sort of volume-increasing “flow” to
a polyhedron and carefully analyzing the resulting degenerations.
For the tetrahedron Theorem 4.2 was proven in [14, Theorem 4.2]. In this
case supT Vol(T ) among all hyperbolic tetrahedra is equal to v8 ∼ 3.66, the
volume of the ideal right-angled octahedron. We will see in Section 3.4 that
this is indeed the volume of the rectification of the tetrahedral graph.
In Section 2 we give the basic definitions related to the hyperbolic poly-
hedra we consider. In Section 3 we describe the space of polyhedra and
the properties of the volume function; the material in this section is mostly
an expansion of well-known classical results to a wider class of polyhedra.
Finally in Section 4 we give the proof of Theorem 4.2.
Acknowledgments. I wish to thank my advisors Francesco Costantino
and Bruno Martelli for their constant guidance and support. I would also
like to thank the participants of the Geometry Seminar at the University of
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2 Generalized hyperbolic polyhedra
Recall the projective model for hyperbolic space H3 ⊆ R3 ⊆ RP3 where
H
3 is the unit ball of R3 (for the basic definitions see for example [2]).
Notice that for convenience we have picked an affine chart R3 ⊆ RP3, so
that it always make sense to speak of segments between two points, half
spaces, etcetera; this choice is inconsequential, up to isometry. Isometries,
in this model, correspond to projective transformations that preserve the
unit sphere.
We can associate to a point p lying in R3\H3 a plane Πp ⊆ H
3, called the
polar plane of p, such that all lines passing through H3 and p are orthogonal
to Πp. If p ∈ R
3\H3, denote with Hp ⊆ H
3 the half space delimited by the
polar plane Πp on the other side of p; in other words, Hp contains 0 ∈ R
3. If
p, p′ ∈ R3\H3 and the line from p to p′ passes through H3, then Πp and Πp′
are disjoint [2, Lemma 4]. Specifically, if the segment from p to p′ intersects
H
3, then Πp ⊆ Hp′ and Πp′ ⊆ Hp; if however the segment does not intersect
H
3, but the half line from p to p′ does, then Hp ⊆ Hp′ . If p gets pushed
away from H3, then Πp gets pushed closer to the origin of R
3.
Definition 2.1. A projective polyhedron in RP3 is a non-degenerate convex
polyhedron in some affine chart of RP3. Alternatively, it is the closure of a
connected component of the complement of finitely many planes in RP3 that
does not contain any projective line.
Up to isometry of H3 we can assume that any projective polyhedron is
contained in the standard affine chart.
Definition 2.2. We introduce the following definitions.
• We say that a projective polyhedron P ⊆ R3 ⊆ RP3 is a generalized
hyperbolic polyhedron if each edge of P intersects H3 ([11, Definition
4.7]).
• A vertex of a generalized hyperbolic polyhedron is real if it lies in H3,
ideal if it lies in ∂H3 and hyperideal otherwise.
• A generalized hyperbolic polyhedron P is proper if for each hyperideal
vertex v of P the interior of the polar half space Hv contains all the
other real vertices of P (see Figure 1, left). We say that it is almost
proper if it is not proper but still for each hyperideal vertex v of P , the
polar half space Hv contains all the other real vertices of P ; we call a
vertex v belonging to some Πv′ an almost proper vertex (see Figure 1,
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Figure 1: A proper (left) and almost proper (right) truncation.
right), and
−→
vv′ an almost proper edge (by contrast, the other vertices
and edges are proper).
• We define the truncation of a generalized hyperbolic polyhedron P at
a hyperideal vertex v to be the intersection of P with Hv; similarly the
truncation of P is the truncation at every hyperideal vertex, that is to
say P ∩ (∩v hyperidealHv). We say that the volume of P is the volume
of its truncation; in the same spirit, the length of an edge of P is the
length of its subsegment contained in the truncation. Notice that the
volume of a non-empty generalized hyperbolic polyhedron could be 0 if
the truncation is empty; likewise the length of some of its edges could
be 0.
In the remainder of the paper we simply say proper polyhedra (or almost
proper polyhedra) for proper (respectively, almost proper) generalized hy-
perbolic polyhedra. We are mostly interested in proper polyhedra; almost
proper polyhedra can arise as limits of proper polyhedra, and they will be
studied carefully in the proof of Theorem 4.2.
When it has positive volume, the truncation of a generalized hyperbolic
polyhedron P is itself a polyhedron; some of its faces are the truncation of
the faces of P , while the others are the intersection of P with some truncating
plane; we call such faces truncation faces. Notice that distinct truncation
faces are disjoint (even more, the planes containing them are disjoint) [2,
Lemma 4]. If an edge of the truncation of P is not the intersection of an
edge of P with the truncating half-spaces, then we say that the edge is
arising from the truncation. Every edge that arises from truncation is an
edge of a truncation faces. The converse is true for proper polyhedra but
not necessarily for almost proper ones: it could happen that an entire edge
of P lies in a truncation plane, and we do not consider this to be an edge
arising from the truncation.
Remark 2.3. For both almost proper and proper polyhedra the dihedral
angles at the edges arising from the truncation are π2 .
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Figure 2: Removing the truncation faces recovers the original polyhedron.
Remark 2.4. An important feature of the truncation of a proper polyhe-
dron P is that it determines P (once we know which faces of P are the
truncation faces), since it is enough to remove the truncation faces to undo
the truncation (see Figure 2). This also holds for almost proper polyhedra
(see Figure 4 in Section 4). In particular this will allow us to use many stan-
dard techniques to study them, such as the Schläfli formula (see Theorem
3.22).
We are always going to consider face marked polyhedra; this means that
each face of a polyhedron is uniquely determined, and therefore they never
have any symmetry.
Remark 2.5. If Γ is the 1-skeleton of a projective polyhedron, then it is
3-connected (that is to say, it cannot be disconnected by removing two ver-
tices). Conversely, any 3-connected planar graph is the 1-skeleton of a proper
polyhedron [12]. If a planar graph is 3-connected, then it admits a unique
embedding in S2 (up to isotopies of S2 and mirror symmetry) [5, Corollary
3.4]. Hence when in the following we consider a planar graph Γ, it is always
going to be 3-connected and embedded in S2. In particular, it will make
sense to talk about the faces of Γ and the dual of Γ, denoted with Γ∗. The
graph Γ∗ is the 1-skeleton of the cellular decomposition of S2 dual to that
of Γ. Notice that if Γ is the 1-skeleton of a polyhedron P , then Γ∗ is the
1-skeleton of the polyhedron whose vertices are dual to the faces of P , hence
Γ is 3-connected if and only if Γ∗ is.
Definition 2.6. Let Γ be a planar 3-connected graph; the space of all the
face-marked proper polyhedra with 1-skeleton Γ considered up to isometry
(i.e. projective transformations preserving the unit sphere) is denoted as AΓ.
Remark 2.7. It is important not to mix up the 1-skeleton of a projective
polyhedron with the 1-skeleton of its truncation. In what follows, whenever
we refer to 1-skeleta we always refer to those of projective polyhedra (and
not their truncation) unless specified.
Whether a vertex of a polyhedron is real, ideal or hyperideal can be read
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directly from the dihedral angles.
Lemma 2.8. Let P be a generalized hyperbolic polyhedron, v a vertex of
P and θ1, . . . , θk the dihedral angles of the edges incident to v. Then v is
hyperideal if and only if θ1, . . . , θk are the angles of a hyperbolic k-gon; v is
ideal if and only if θ1, . . . , θk are the angles of a Euclidean k-gon; v ∈ H
3 if
and only if θ1, . . . , θk are the angles of a spherical k-gon. Equivalently,
• v is hyperideal if and only if
∑
i θi < (k − 2)π;
• v is ideal if and only if
∑
i θi = (k − 2)π;
• v ∈ H3 if and only if
∑
i θi > (k − 2)π.
For a proof of this Lemma see for example [2, Proposition 5].
Finally in the proof of the main theorem we will need a way to deform a
almost proper polyhedron to be proper. We will rely on the following easy
lemma.
Lemma 2.9. Let v ∈ RP3\H3 and w ∈ Hv. If Ψ is a translation of R
3 or a
homothety centered in 0 such that Ψ(v) is contained in the tangent cone of
v to ∂H3, then if Ψ(w) ∈ H3 it is also contained in the interior of HΨ(v).
Notice that in particular this lemma says that if w is an almost proper
vertex of a polyhedron P , then Ψ(w) is a proper vertex of Ψ(P ).
Proof. The plane ΠΨ(v) is disjoint from Hv (see Figure 3), and certainly
Ψ(w) ∈ Hv.
3 The space of proper polyhedra and the volume
function
3.1 The Bao-Bonahon existence and uniqueness theorem for
hyperideal polyhedra
A special class of proper polyhedra is that of the hyperideal polyhedra, i.e.
generalized hyperbolic polyhedra with no real vertices. Since there are no
real vertices, hyperideal polyhedra are automatically proper. In [2], Bao and
Bonahon gave a complete description of the space of angles of hyperideal
polyhedra.
Theorem 3.1. Let Γ be a 3-connected planar graph with edges e1, . . . , ek.
There exists a hyperideal polyhedron P with 1-skeleton Γ and dihedral an-
gles θ1, . . . , θk ∈ (0, π) at the edges e1, . . . , ek if and only if the following
conditions are satisfied:
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Figure 3: Pushing P towards H3 pushes its dual plane away from the center
• for any closed curve γ ⊆ S2 passing transversely through distinct edges
ei1 , . . . , eih of Γ exactly once, we have
∑h
j=1 θij ≤ (h−2)π with equality
possible only if ei1 , . . . , eih share a vertex;
• for any arc γ ⊆ S2 with endpoints in two different faces sharing a
vertex, and passing transversely through the distinct edges ei1 , . . . , eih of
Γ exactly once, we have
∑h
j=1 θij < (h−1)π unless the edges ei1 , . . . , eih
share a vertex.
Moreover, if P exists it is unique up to isometry.
In particular, this theorem says that dihedral angles uniquely determine
a hyperideal polyhedron, and the space of angles of hyperideal polyhedra
with fixed 1-skeleton is a convex subset of Rk.
3.2 The space of proper polyhedra AΓ
Let Γ be a 3-connected planar graph, and denote with PΓ the set of face-
marked proper polyhedra with 1-skeleton Γ; denote with AΓ the set of isom-
etry classes in PΓ.
The first result about AΓ that we need is an explicit description of the
set AΓ.
Proposition 3.2. The set AΓ is naturally a smooth manifold.
Proof. Montcouquiol proved in [8] that face-marked Euclidean polyhedra in
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R
3 with 1-skeleton Γ form a smooth submanifold of ((RP3)∗)F , with F the
number of faces of Γ. Since proper polyhedra are in natural 1-1 correspon-
dence with an open subset of Euclidean polyhedra, they are also a smooth
submanifold of ((RP3)∗)F . To conclude we notice that the action of the
isometries of H3 on this space of polyhedra is free and proper, so that the
quotient AΓ is a manifold as well.
Consider the dihedral angle map Θ : AΓ → R
# of edges assigning to each
polyhedron the tuple of dihedral angles of its edges. This is clearly a smooth
map; it is also a local diffeomorphism at any polyhedron with no ideal ver-
tices.
Theorem 3.3. [8, Theorem 19],[16, Theorem 1.1] If P is a compact hyper-
bolic polyhedron (i.e. P has only real vertices), the dihedral angles are local
coordinates for AΓ around P .
Corollary 3.4. If P is a proper polyhedron with no ideal vertices, the dihe-
dral angles are local coordinates for AΓ around P .
Proof. Take P 0 the truncation of P , and denote with Γ0 its 1-skeleton. Since
P 0 is compact the dihedral angles are local coordinates for AΓ0 around P
0;
the dihedral angles of P 0 are either π2 (at the edges lying on truncation faces)
or those of P (at the remaining edges). Then the dihedral angles of P form a
local set of coordinates for the subset of AΓ0 of polyhedra with right angles
at the edges arising from truncation, and any polyhedron in this subset is
going to be the truncation of a proper polyhedron in AΓ close to P .
Definition 3.5. The closure of AΓ, denoted with AΓ, is the topological
closure of the space of proper polyhedra with 1-skeleton Γ (as a subset of
((RP3)∗)F ), quotiented by isometries. As customary the boundary of AΓ is
AΓ\AΓ and is denoted with ∂AΓ. We make no claim that AΓ is a manifold;
even if it were, its boundary as a manifold would not necessarily be ∂AΓ.
We say that a sequence Pn ∈ AΓ converges to P ∈ AΓ if it converges in the
topology of AΓ.
We will also need local coordinates for certain parts of ∂AΓ; this is pro-
vided by the following corollary.
Corollary 3.6. If P is an almost proper polyhedron with 1-skeleton Γ and
no ideal vertices, it lies in the closure of AΓ. Moreover, if ~θ = (θ1, . . . , θe)
are the dihedral angles of the proper edges of P , and
−→
θ′ = (θ′1, . . . , θ
′
e) is close
enough to ~θ, then there is a unique almost proper polyhedron with 1-skeleton
Γ close to P in AΓ with the same almost proper vertices and with angles
−→
θ′ .
Proof. To show the fact that P ∈ AΓ we need to exhibit a family of proper
8
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Figure 4: Removing a truncation face to recover an almost proper polyhedron
polyhedra with 1-skeleton Γ converging to P in
(
(RP3)
∗
)F
. To do this apply
an isometry so that 0 ∈ P , and consider Φλ : R
3 → R3 the multiplication by
λ. Then for λ ∈ (1 − ǫ, 1] the polyhedron Φλ(P ) is proper by Lemma 2.9,
has 1-skeleton Γ and converges to P as λ→ 1. To see that Φλ(P ) is proper
notice that for every hyperideal vertex v, Φλ(v) is contained in the tangent
cone of v to ∂H3, and we can conclude by applying Lemma 2.9.
To show the second assertion, reorder the indices so that θ1, . . . , θl are
the angles of the proper edges that are contained in some truncation plane.
Then P0, the truncation of P , is compact, has 1-skeleton Γ0 and dihedral
angles θ1−
π
2 , . . . , θl−
π
2 , θl+1, . . . , θe,
π
2 , . . . ,
π
2 . By Theorem 3.3, if θ
′
1, . . . , θ
′
e
are sufficiently close to θ1, . . . , θe there is a unique Q0 (up to isometry) close
to P0 with 1-skeleton Γ0 and angles θ
′
1−
π
2 , . . . , θ
′
l−
π
2 , θ
′
l+1, . . . , θ
′
e,
π
2 , . . . ,
π
2 .
Some faces of Q0 correspond to truncation faces of P0; if we glue to Q0 the
convex hull of a truncation face and its dual point, we undo the truncation
(see Figure 4). Notice that the angles at the edges that are glued are either
θ′i −
π
2 +
π
2 = θ
′
i if i ≤ l, or
π
2 +
π
2 otherwise (hence the edge in this case
disappears).
If we undo every truncation in this manner, we obtain an almost proper
polyhedron Q with 1-skeleton Γ and angles θ′1, . . . , θ
′
e. To see that Q is close
to P notice that Q0 is close to P0, which means that all the faces of Q0
are close to the corresponding faces of P0; but the faces of P and Q depend
continuously on the faces of P0 and Q0.
3.3 Convergence of polyhedra
As we have seen in Subsection 3.2, a proper polyhedron P is naturally an
element of
(
(RP3)∗
)F
where F is the number of faces of P . Therefore when
we say that a sequence Pn of polyhedra with 1-skeleton Γ converges to P ∈(
(RP3)∗
)F
(or has P as an accumulation point) we mean in the topology of
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(
(RP3)∗
)F
. Since RP3 is compact, any such sequence Pn has an accumulation
point P ∈
(
(RP3)∗
)F
. Each component of Pn is a plane in RP
3, and Pn
selects one of the two hyperspaces on either side of it. Therefore if Pn → P
then P can still be interpreted as a convex intersection of half-spaces, however
it could stop being a projective polyhedron if it is contained in a plane or
not contained in an affine chart.
Analogously, we will consider sequences of k-gons An ⊆ H
2, which are
naturally elements of
(
(RP2)∗
)k
; when we say that they converge to a polygon
A, we mean in the topology of this space, with the same considerations we
made for polyhedra.
If the limit point P is a projective polyhedron, each of its vertices is a
limit of some vertices of Pn, similarly every line containing an edge of P is
the limit of some lines containing edges of Pn and every plane containing
a face of P is the limit of some planes containing a face of Pn respectively.
However some vertices of Pn could converge to points of P which are not
vertices; similarly some edge of Pn could collapse to a point or converge to
a segment which is not an edge, and a face of Pn could collapse to an edge
or a point.
Furthermore in some degenerate cases, even though Pn converges to P ,
some of its vertices do not converge; for example, if vn lies on three faces of
Pn that become coplanar, the sequence vn could have accumulation points
anywhere on the limit face. Throughout the paper we are almost always
going to be concerned with sequences of polyhedra with angles which are
decreasing and bounded away from 0; in this case the situation is somewhat
nicer.
Notation: throughout the rest of the paper we consider sequences of
polyhedra Pn with the same 1-skeleton Γ. Their boundary will always be
equipped with a fixed isomorphism to the pair (S2,Γ); because of Remark
2.5, there is essentially a unique way to do this, so it will be not explicitly
defined. If we consider a sequence of vertices vn ∈ Pn we always assume that
each vn is the vertex of Pn corresponding to a fixed vertex v of Γ; the same
with a sequence of edges or faces.
Lemma 3.7. Let Pn be a sequence of proper or almost proper polyhedra with
1-skeleton Γ and with angles bounded away from 0 and π, and converging to
the projective polyhedron P . If Π1n 6= Π
2
n are planes containing faces of Pn
converging to the planes Π1,Π2 containing faces F 1, F 2 of P , then Π1 6= Π2.
Proof. Suppose by contradiction that Π1 = Π2. If Πn1 and Π
n
2 share an edge
of Pn this would imply that the dihedral angle at this edge would either
converge to π or 0 which is a contradiction. If instead Πn1 and Π
n
2 do not
share an edge in Pn, still there must be some other Π
n
3 containing a face of
10
−→
Figure 5: An edge collapsing to a vertex.
Pn such that Π
n
1 and Π
n
3 must share an edge and Π
n
3 → Π1; otherwise, if
every plane containing a face adjacent to Πn1 converged to a plane different
from Π1, then P would not be convex.
Corollary 3.8. With the same hypotheses of Lemma 3.7, if vn is a sequence
of vertices of Pn, then it cannot converge to (or have an accumulation point
in) an internal point of a face of P . Similarly, any accumulation point of a
sequence of edges en of Pn cannot intersect the interior of any face of P .
Proof. If vn converged to (or had an accumulation point in) an internal point
of a face of P , then all faces of Pn containing vn would become coplanar in
the limit, contradicting Lemma 3.7.
Consider now a sequence of edges en: following the same reasoning, if
en converged (or has an accumulation point) to an edge that intersected
the interior of a face of P , the two faces of Pn containing en would become
coplanar in the limit.
Corollary 3.9. If vn converges to an internal point of an edge, then the
accumulation points of all edges that have vn as endpoints must be contained
in that edge as well.
Suppose that Pn satisfies all the hypotheses of Lemma 3.7, that Pn → P
with P a generalized hyperbolic polyhedron with 1-skeleton Γ′ and addition-
ally that all vertices of Pn converge. Then the limit induces a simplicial map
φ : Γ→ Γ˜′ where Γ˜′ is obtained from Γ′ by adding bivalent vertices to some
of its edges. The map φ sends
• each vertex of Γ to its limit in Γ˜′;
• each edge of Γ linearly to the convex hull of the image of its endpoints
(the convex hull is contained in Γ˜′ by Corollary 3.8).
Notice that Γ˜′ is not always 3-connected, however it is still 2-connected
since it cannot be disconnected by removing a single vertex.
Lemma 3.10. The map φ : Γ → Γ˜′ factors through a graph Γˆ, isomorphic
to Γ˜′ and obtained from Γ via a finite sequence of the following moves:
(i) an edge of Γ collapses to a vertex (see Figure 5);
11
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Figure 6: A face collapsing to an edge.
(ii) a face of Γ collapses to an edge (see Figure 6).
Proof. Let Λv ⊆ Γ be the subset Λv := φ
−1(v) for any v vertex of Γ˜′.
The map φ satisfies the following properties:
• φ is a surjective simplicial map between 2-connected planar graphs;
• for every v vertex of Γ˜′, the set Λv is connected;
• if a cycle λ is contained in Λv, then all vertices in one of the two
components of the sphere bounded by λ must be in Λv.
The fact that φ is surjective, simplicial and between 2-connected planar
graphs is obvious; let us prove that Λv is connected.
First notice that if w1, w2 ∈ Λv lie on the same face of Γ, they are in
the same connected component of Λv (even if they are not vertices of Γ).
This is because the face must correspond to a convex face of Pn, and if two
different vertices of a sequence of convex polygons coincide in the limit, then
by convexity one of the two paths connecting them (on either side of the
boundary of the polygon) must coincide in the limit as well.
Take now generic w1, w2 ∈ Λv: they determine points w
n
1 , w
n
2 ∈ Pn. Pick
any converging sequence of planes Πn containing w
n
1 , w
n
2 and cut Pn along
Πn; for n big enough the planes can be chosen so that the 1-skeleta of the
resulting polyhedra do not change with n (since they depend on the edges of
Pn that are intersected by Πn). This gives a sequence of polyhedra Rn with
wn1 and w
n
2 collapsing to the same point as n → ∞; moreover now w
n
1 and
wn2 share a face Fn ⊆ Πn. Then there is a sequence z
n
1 , . . . , z
n
k of vertices of
Rn that all converge to v; each z
n
i shares an edge with z
n
i−1 and z
n
i+1. The
points zn1 , . . . , z
n
k can also be naturally viewed as points in the 1-skeleton of
Pn: notice that zi shares a face with zi+1 in Γ, therefore they are all in the
same connected component of Λv. Similarly w1 lies on the same face of z1
and w2 lies on the same face of zk, and we obtain that w1 and w2 are in the
same connected component of Λv.
Finally, let λ be a cycle contained in Λv, and K1,K2 the two connected
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components of S2 bounded by λ. If v1 ∈ Γ ∩ K1 and v2 ∈ Γ ∩ K2 and
neither of them was in Λv, then Γ˜′ could be disconnected by removing v. To
see this, notice that φ(v1) 6= φ(v2) and take any path γ connecting φ(v1) to
φ(v2). We wish to prove that γ must contain v, and to do so we show that
there is a path from v1 to v2 contained in φ
−1(γ) (such a path has to cross
λ ⊆ Λv, hence v ∈ γ). Take the edge e of γ containing φ(v1), and lift it to
any edge e˜ of Γ. If v1 /∈ e˜, it can connected to one of its endpoint via a path
contained in Λφ(v1) since this is connected. We can keep lifting the path γ
to a path contained in φ−1(γ), one edge at a time, gluing endpoints with a
path contained in φ−1(γ) when necessary.
To see this, notice that φ(v1) 6= φ(v2) and any path γ connecting φ(v1) to
φ(v2) must pass through v, since it would lift to a path contained in φ
−1(γ)
connecting v1 to v2 which has to pass through λ. This contradicts the fact
that Γ˜′ is 2-connected.
We now prove that any map φ : Γ1 → Γ2 satisfying the previous 3
properties must factor through a graph Γ˜ obtained via edge or face collapses
as in the thesis of the Lemma. Let n be the number of vertices of Γ1 and m
the number of vertices of Γ2, and proceed by induction on n−m.
If n−m = 0 then Γ1 is isomorphic to Γ2 and there is nothing to prove.
For the inductive step, we have n > m which implies there is a w such
that Λw contains more than one vertex; we have by hypothesis that Λw is a
connected subgraph of Γ1.
If Λw has a leaf, then φ factors through the graph obtained from Γ1 by
contracting the two vertices of this leaf. If Λw contains a cycle λ, then all
vertices in one of the two components of the plane bounded by λ must be
in Λw. In particular Λw contains a cycle that bounds a face, and φ factors
through the graph obtained from collapsing this face to an edge.
In either case, the new graph has fewer vertices than Γ1 and the induced
φ has the same 3 properties. We can then conclude by induction.
3.4 The rectification of a polyhedron
Definition 3.11. We say that a projective polyhedron Γ is a rectification of
a 3-connected planar graph Γ if the 1-skeleton of Γ is equal to Γ and all the
edges of Γ are tangent to ∂H3.
Remark 3.12. Notice that, by definition, Γ is not a generalized hyperbolic
polyhedron, since none of its edges intersect H3. However as we will see
it is still possible to give a definition of the volume of Γ as for any proper
polyhedron.
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Remark 3.13. A rectification of Γ gives a circle packing in ∂H3 = S2 with
tangency graph Γ∗. To see this, take the circles arising from the intersection
of Γ with ∂H3; it is immediate to see that they are a circle packing and that
their tangency graph is Γ∗, since each circle corresponds to a face of Γ and
two circles are tangent if and only if their faces share an edge.
From this we could quickly prove the existence and uniqueness of the
rectification by invoking the Koebe-Thurston Theorem [13, Corollary 13.6.2]
about the existence and uniqueness of circle packings; however Thurston’s
proof of this theorem requires implicitly the existence and uniqueness of the
rectification. Therefore, we are going to prove this separately in Proposition
3.15, with essentially the same proof given in [13].
Remark 3.14. If two planes of RP3 intersect in a line tangent to ∂H3, then
their hyperbolic dihedral angle is 0; furthermore two distinct planes which
intersect in H3 have dihedral angle 0 if and only if they intersect in a line
tangent to ∂H3. Therefore, a projective polyhedron is a rectification of Γ if
and only if its 1-skeleton is Γ, all its edges intersect H3 and all its dihedral
angles are 0.
The polyhedron Γ is not a generalized hyperbolic polyhedron, since its
edges do not intersect H3. However its truncation can be defined in the
same way as before, and it can be described very explicitly. Consider two
vertices v, v′ of Γ connected by an edge vv′ tangent to ∂H3. The planes Πv
and Πv′ intersect at the point of tangency, and the truncation of Γ is going
to have an ideal, 4-valent vertex with only right angles at that point. This
can be repeated for every edge of Γ to see that its truncation has only right
angles, and only ideal 4-valent vertices. Some of its faces come from faces
of Γ, while the others from its vertices. Notice that because of this, even
though Γ is not a generalized hyperbolic polyhedron, its truncation is an
ideal finite volume right-angled hyperbolic polyhedron and therefore Γ has
a well defined hyperbolic volume.
This explicit description of the truncation of Γ quickly leads to the exis-
tence and uniqueness of the rectification.
Proposition 3.15. For any 3-connected planar graph Γ, the rectification Γ
exists and is unique up to isometry.
Proof. Consider the planar graph obtained by taking a vertex for each edge
of Γ, where two vertices are joined by an edge if and only if the corresponding
edges share an angle (i.e. they share a vertex and they lie on the same face)
in Γ. This graph is 4−valent, and by Theorem 3.1 it is the 1-skeleton of a
unique (up to isometry) right-angled ideal polyhedron P ; this is going to be
the truncation of Γ. Some faces of P correspond to vertices of Γ, while the
others correspond to its faces. Then, the faces of P corresponding to faces
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Figure 7: The rectification of a tetrahedron (left) and its truncation (right),
the ideal right-angled octahedron. The gray faces arise from the truncation
of the top and bottom vertices.
of Γ bound the rectification Γ of Γ, and we can reconstruct uniquely Γ from
Γ.
Remark 3.16. Notice that from the polyhedron P constructed in the proof
of Proposition 3.15 it is immediate to see that the rectification of Γ and of
its dual Γ∗ have the same truncation (and in particular the same volume):
if we took the faces of P corresponding to vertices of Γ, these would bound
the rectification of Γ∗.
Example 3.17. The truncation of the rectification of the tetrahedral graph
(Figure 7) is the right-angled hyperbolic ideal octahedron, whose volume is
v8 ∼= 3.66. As we noted in the introduction, it is proven in [14, Theorem
4.2] that indeed the supremum of volumes of proper hyperbolic tetrahedra
is equal to v8.
Example 3.18. The truncation of the rectification of the n-gonal pyramid
is the n-gonal antiprism. Its volume is given by the formula [13]:
2n
(
Λ
(π
4
+
π
2n
)
+ Λ
(π
4
−
π
2n
))
.
Remark 3.19. As we noted the truncation of Γ is an ideal right-angled
hyperbolic polyhedron; its volume can be calculated with a computer (see
[15] for a table with many computed volumes).
To finish we prove that even though the rectification of Γ is not a gener-
alized hyperbolic polyhedron, nevertheless it is a limit of hyperideal (hence,
proper) hyperbolic polyhedra.
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Figure 8: The pentagonal pyramid (left, thick blue) with the truncation faces
(in gray); on the right, its truncation, the pentagonal antiprism.
Lemma 3.20. There exists a continuous family of proper polyhedra Pǫ with
1-skeleton Γ that converges to (a polyhedron in the isometry class of) Γ as
ǫ→ 0.
Proof. Take Pǫ to be in the unique isometry class of polyhedra with 1-
skeleton Γ and all angles equal to ǫ; this can be done for any ǫ < π
k
(where
k is the maximum valence among vertices of Γ) by Theorem 3.1.
Since Pǫ is defined only up to isometry, we need to fix an isometry class to
establish the convergence. To do so we need a preliminary lemma of planar
hyperbolic geometry.
Lemma 3.21. If θn1 , . . . , θ
n
k are angles of a hyperbolic k-gon An, for n ∈ N,
and as n→∞ we have θni → θi with
∑
i θi < (k − 2)π then up to a suitable
choice of isometry class of each An, every accumulation point of An (with the
convergence described in Section ...) is a hyperbolic polygon (possibly with
ideal vertices); furthermore there is always at least one accumulation point.
Proof. Suppose first that An is a triangle and v
n
1 , v
n
2 , v
n
3 are its vertices. Up
to isometry we can suppose that for all n the vertices vn1 and v
n
2 lie on the
line (−1, 1) × {0} ⊆ H2 ⊆ R2 and vn3 lies on the line {0} × R. Then as
n→∞, up to a subsequence if necessary, vni → vi ∈ H
2.
Pass to a subsequence such that vn1 , v
n
2 , v
n
3 converge to v1, v2, v3. If the
vi’s are distinct, then An converges to the triangle with vertices v1, v2, v3. If
vi = vj we assume i = 1, j = 2 and v3 6= v1 (all other cases are identical).
However this would mean that the internal angle of An at v
n
2 must have the
same limit as the external angle of An at v
n
1 . This implies that the limit of
the sum of angles of An is π, contradicting the hypothesis on the angles.
Suppose now that An is an n-gon, and triangulate it (with the same
combinatorial triangulation for all n). One of the triangles must satisfy the
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hypotheses of the lemma, and thus we can choose an isometry class for each
n so that in any subsequence, this triangle converges to a non degenerate
triangle; of course then if Ank converges to some A, then A must be non-
degenerate since it contains a non-degenerate triangle.
Now pick a vertex v of Γ; up to isometry we can make it so that the
corresponding vertex vǫ ∈ Pǫ is independent of ǫ. Then any subsequence of
Aǫ := Pǫ ∩Πvǫ satisfies the hypotheses of Lemma 3.21, and we can choose a
representative of Pǫ so that (in this subsequence) Aǫ converges to some A of
positive area.
Each plane containing a face of Pǫ is naturally an element of (RP
3)∗,
hence up to taking a subsequence each face of Pǫ converges to a subset of
a plane: the set of all limit planes will delimit a convex set P ∗. To show
that P ∗ is a polyhedron, we need to prove that it is non-degenerate: this is
because it must contain the cone from v to A.
As we noted previously every vertex of P ∗ must be a limit of vertices of
Pǫ; likewise every edge of P
∗ is a limit of edges of Pǫ. However a priori many
vertices of Pǫ could converge to the same vertex, and likewise with the edges.
Furthermore, the angles of P ∗ could be different than the limit of the angles
of Pǫ. We now show however that in this specific case none of this happens.
Notice that each edge eǫ of Pǫ has its dihedral angle converging to 0, hence
the faces Π1ǫ and Π
2
ǫ determining e must either coincide in the limit (which
would contradict the fact that P ∗ is non-degenerate) or must converge to two
faces Π1 and Π2 intersecting in an edge tangent to ∂H
3. Therefore, every
edge of P ∗ is tangent to ∂H3 and P ∗ is the rectification of its 1-skeleton. If
there are no two vertices of Pǫ converging to the same vertex of P
∗ then of
course the 1-skeleton of P ∗ is Γ and we have concluded. Suppose then that
many vertices of Pǫ converge to a vertex w of P
∗: since each vertex of Pǫ is
outside H3 and each edge intersects H3, w must lie on the sphere at infinity.
Then P ∗ is a non-degenerate projective polyhedron such that:
• each of its edges is tangent to ∂H3;
• some of its vertices are in ∂H3.
However such a polyhedron does not exist. Therefore P ∗ = Γ.
Suppose now that Pǫ has a different subsequence converging to some other
P˜ ∗. The same argument implies that this subsequence converges to Γ, hence
Pǫ → Γ.
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3.5 The Schläfli formula and volume
The fundamental tool to study the volume of proper polyhedra is the Schläfli
formula (see for example [6, Chapter: The Schläfli differential equality]).
Remember that the volume of a proper polyhedron is equal to the hyperbolic
volume of its truncation.
Theorem 3.22. If Pt is a smooth family of proper or almost proper polyhedra
without ideal vertices with the same 1-skeleton, same set of almost proper
vertices, dihedral angles θt1, . . . , θ
t
n and edge lengths l
t
1, . . . , l
t
n, then
∂Vol(Pt)
∂t
∣∣
t=t0
= −
1
2
∑
i
lt0i
∂θti
∂t
∣∣
t=t0
Remark 3.23. Usually this result is stated for compact hyperbolic poly-
hedra (i.e. with no hyperideal vertices), however it is straightforward to
generalize it to proper or almost proper polyhedra without ideal vertices (it
can also be generalized to the case with ideal vertices; however this case
carries some technical difficulties and we will not need it). This is because
a path of proper or almost proper polyhedra Pt induces a path of truncated
polyhedra P 0t ; the length of an edge in Pt is the same (by definition) as the
length of the corresponding edge in the truncation, and the derivatives of
all angles are the same, since an angle of P 0t is either the same as the corre-
sponding angle of Pt, differs by a constant, or is constantly
π
2 and thus does
not contribute to the sum.
However the Schläfli formula definitely does not hold for generalized hy-
perbolic polyhedra, as the truncation angles could vary.
In particular, the Schläfli formula implies that if all the angles are de-
creasing, the volume is increasing.
We recall a well known fact about the convergence of volumes.
Lemma 3.24. If Pn ⊆ H
3, n ∈ N is a sequence of compact hyperbolic polyhe-
dra, and Pn converges to the compact convex set P as n→ +∞ (as elements
of ((RP3)
∗
)
F
), then Vol(Pn)→ Vol(P ).
Proof. Suppose first that P has non-empty interior (i.e. it is a polyhedron).
Up to isometry, we can assume that 0 is in the interior of P (therefore, 0 ∈ Pn
for n big enough). Consider the map Φ0λ : R
3 → R3 given by multiplication
by λ. View Pn and P as subsets of H
3 ⊆ R3. Since Pn → P , there exists
an ǫn such that Φ1−ǫn(Pn) ⊆ P with ǫn → 0 as n → ∞, because P has
non-empty interior. By modifying ǫi for i ≤ n appropriately, we can assume
that Φ1−ǫn(Pn) contains every Φ1−ǫi(Pi) for i < n (since Pn is convex for
every n). Therefore the sequence Φ1−ǫn(Pn) is an increasing sequence of
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compact (convex) polyhedra that converges to P ; the monotone convergence
theorem then tells us that Vol (Φ1−ǫi(Pi)) → Vol(P ). Since ǫi → 0 then
Vol (Φ1−ǫi(Pi))−Vol(Pi) converges to 0, which concludes the proof.
If instead P has volume 0, then for any ǫ > 0, there is an n big enough
that Pn is contained in an ǫ neighborhood of P for any n > n, which implies
that Vol(Pn)→ Vol(P ) = 0.
Notice that in general it is not true that if Pn is a sequence of com-
pact hyperbolic polyhedra that converges to a (non-degenerate) finite-volume
P , then Vol(Pn) → Vol(P ). To see a counterexample, take a tetrahe-
dron Tα with 3 real vertices and a hyperideal vertex, with sum of angles
at the hyperideal vertex equal to α < π. Glue two copies of Tα along
the truncation face to obtain a compact prism Pα, and let α → π. Then
Vol(Pα) = 2Vol(Tα) → 2Vol(Tπ) but Pα converges to a tetrahedron (where
one copy of Tα gets pushed to infinity), and thus Vol(Pπ) = Vol(Tπ).
However, if Pn converges to a finite-volume polyhedron P and the con-
vergence is nice enough, then the result still holds; this is the content of the
following lemma.
Lemma 3.25. Suppose Pn is a sequence of compact polyhedra (i.e. all their
vertices are real) with 1-skeleton Γ such that Pn → P with P a finite volume
(possibly degenerate) convex subset of H3 and such that if vn1 , v
n
2 are vertices
of Pn that converge to the same point in P , then the distance between v
n
1 and
vn2 converges to 0. Then Vol(Pn)→ Vol(P ).
Proof. If P is a point on ∂H3 then every edge length of Pn goes to 0 by
assumption; this implies that Pn is contained in an ǫ-neighborhood of one
of its vertices, hence its volume goes to 0. Suppose then that P contains a
point p ∈ H3.
Take any subsequence Pnk of Pn; up to a subsequence Pnkj we can assume
that every vertex of Pnkj converges. If we prove that Vol
(
Pnkj
)
→ Vol(P )
we conclude the proof; therefore we can assume that every vertex of Pn
converges.
It suffices to prove the lemma for tetrahedra. Indeed we can triangulate
Pn by taking the cone over an interior point pn converging to p, and by further
triangulating each pyramid in a fixed combinatorial way. Each tetrahedron
in the triangulation converges to a (maybe degenerate) tetrahedron in a
triangulation of P , hence if the volume of each tetrahedron converges to the
volume of its limit, then the volume of Pn must converge to the volume of
P .
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So let Pn be a tetrahedron converging to a (possibly degenerate) tetra-
hedron T . If T is compact we can apply Lemma 3.24 to conclude. If T is
non-degenerate and has ideal points, we can for the sake of simplicity further
triangulate so that T only has one ideal vertex v. Then if we truncate Pn
and T along a horosphere centered in v we obtain a sequence of compact sets
with volumes close to those of Pn converging to a compact set with volume
close to that of T , which concludes the proof.
If instead T is degenerate and has ideal vertices, we distinguish 2 cases. If
no two vertices of Pn converge to the same point, then we can apply the same
reasoning as the previous case by cutting along appropriate horospheres.
Otherwise, we need to show that Vol(Pn) → 0. There are (at least) two
vertices of Pn converging to the same vertex of T , and by assumption their
distance goes to 0. This means that for n big enough, Pn is contained in
an ǫ-neighborhood of one of its faces. Since Pn has bounded surface area,
Vol(Pn)→ 0.
4 The maximum volume theorem
4.1 Related results
Before we delve into the proof of Theorem 4.2, a few words are necessary on
what makes this result particularly complicated.
AΓ contains polyhedra with obtuse angles.
Often when hyperbolic polyhedra are considered, they are restricted to
have acute angles (especially when studying their relationship to orbifolds
and cone-manifolds). This limitation greatly simplifies matters, mainly be-
cause of two properties of acute-angled polyhedra, both consequences of
Andreev’s Theorem [1]:
• Dihedral angles are global coordinates for acute-angle polyhedra;
• The space of dihedral angles of acute-angle polyhedra is a convex subset
of RN (except when the polyhedron has 4 vertices).
Using these properties, it is a just a matter of applying the Schläfli identity
3.22 to prove that the maximum volume of acute-angled polyhedra is the
volume of the rectification.
By contrast, if we allow obtuse angles things are considerably more dif-
ficult. It is unknown whether dihedral angles determine a polyhedron; fur-
thermore the space of dihedral angles is never convex [4].
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On the other hand, requiring that a polyhedron be acute-angled is very
restricting; in particular, there are no non-simple acute-angle compact poly-
hedra. Therefore allowing obtuse angles greatly increases the scope of The-
orem 4.2.
AΓ contains polyhedra with any combination of real, ideal or
hyperideal vertices.
The case of polyhedra with only ideal vertices has been known for a long
time.
Theorem 4.1. [9, Theorem 14.3] There is a unique (up to isometry) hyper-
bolic ideal polyhedron with fixed 1-skeleton of maximal volume; furthermore
this polyhedron is maximally symmetric.
Notice that even though the maximal volume polyhedron is unique, the
symmetry property does not always determine it uniquely.
Theorem 4.1 relies on the fact that ideal polyhedra share the two above
properties of acute-angled polyhedra: they are determined by their angles,
and the space of dihedral angles is a convex polytope. Moreover, this result
relies on the concavity of the volume function for ideal polyhedra; this result
once again does not hold for compact polyhedra.
We might wish to extend Theorem 4.1 to polyhedra with both real and
ideal vertices; a pleasant result would be the following:
“Theorem” : For any polyhedron P with real and ideal vertices, there is
a polyhedron Q with only ideal vertices, with the same 1-skeleton as P and
such that Vol(P ) ≤ Vol(Q).
This would imply that the maximal volume ideal polyhedron is also of
maximal volume among polyhedra with both real and ideal vertices. Unfor-
tunately, this “Theorem” has no chance of being true: there are some graphs
which are the 1-skeleton of hyperbolic polyhedra but are not the 1-skeleton
of any ideal polyhedron (a complete characterization of inscribable graphs,
i.e. those that are the 1-skeleton of an ideal polyhedron, can be found in
[10]). In such a case, the maximal volume polyhedron (if it even existed)
would have some ideal vertices and some real vertices, would possibly not be
unique and would certainly be very difficult to determine.
Therefore, admitting vertices of all 3 types allows us to obtain a satisfying
result, where the maximal volume is obtained at a very concrete polyhedron
whose volume can be explicitly computed. However it comes at the cost
of increased complications in the proofs, mainly having to deal with almost
proper polyhedra.
It is not a simple application of the Schläfli identity.
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Looking at the Schläfli identity might suggest that it immediately implies
the Maximum Volume Theorem. An argument might go like this:
A local maximum must have every length of an edge (not arising from
truncation) equal to 0; therefore it must be the rectification.
This does not work for two reasons:
• Simply putting derivatives equal to 0 would give local maxima in the
interior of AΓ; to truly find a supremum we would have to analyze the
behavior at its boundary.
• Dihedral angles do not give local coordinates on all of AΓ; in partic-
ular it is unknown whether they would give local coordinates at the
boundary ∂AΓ (if, for example, some angles are equal to 0).
4.2 Proof of the maximum volume theorem
The following is the main result of the paper.
Theorem 4.2. For any planar 3-connected graph Γ,
Vol
(
Γ
)
= sup
P∈AΓ
Vol(P ).
Proof. For the sake of understanding, the proof of the key Proposition 4.3 is
postponed in Subsection 4.3.
It is easy to see that Vol
(
Γ
)
≤ supP∈AΓ Vol(P ); the family Pǫ defined in
the statement of Lemma 3.20 is a family in AΓ, has decreasing angles (hence
increasing volume) and it converges to Γ. Since the length of every edge of
Pǫ converges to 0 (because it is equal to the distance between two planes who
converge to be asymptotic), we can apply Lemma 3.25 to the truncation of
Pǫ to obtain that Vol(Pǫ)→ Vol(Γ).
Now we prove that Vol(P ) ≤ Vol
(
Γ
)
for any P ∈ AΓ. We first assume
that P only has hyperideal vertices.
Let (θ1, . . . , θk) be the dihedral angles of P . Since the space of dihedral
angles of hyperideal polyhedra is convex by Theorem 3.1, there is a con-
tinuous family of polyhedra with decreasing angles connecting P to Pǫ (for
a small enough ǫ), which implies that Vol(P ) < Vol(Pǫ). But we have al-
ready seen that Vol(Pǫ) increases to Vol
(
Γ
)
as ǫ → 0, which implies that
Vol(P ) < Vol
(
Γ
)
.
Let now P be any polyhedron in AΓ. We wish to define inductively a
(possibly empty) sequence of polyhedra P (1), . . . , P (m) without ideal vertices
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such that
Vol(P ) < Vol
(
P (1)
)
< · · · < Vol
(
P (m)
)
< Vol
(
Γ
)
. (1)
The key proposition in building this chain is the following.
Proposition 4.3. Let P be either a proper or an almost proper polyhedron
with 1-skeleton Γ with no ideal vertices and at least one real vertex. Then
there exists a generalized hyperbolic polyhedron P ∗ with the following prop-
erties:
• Vol(P ∗) > Vol(P );
• P ∗ is either proper or almost proper;
• P ∗ has at most the same number of real vertices as P ;
• P ∗ either has fewer vertices, fewer real vertices or fewer proper vertices
than P ;
• if P ∗ has ideal vertices, then it has exactly one;
• if P ∗ has ideal vertices, then it is proper.
• the 1-skeleton of P ∗ can be obtained from Γ via a finite sequence of the
following moves:
(i) an edge of Γ collapses to a vertex (see Figure 5);
(ii) a face of Γ collapses to an edge (see Figure 6).
The proof of this proposition is postponed to Section 4.3.
Let now P be a proper polyhedron with 1-skeleton Γ.
If P only has hyperideal vertices, then we have already seen that Vol(P ) <
Vol
(
Γ
)
.
If P has some ideal vertices, then take the polyhedron P ′ := Φvλ(P ) for
λ slightly larger than 1 and v ∈ P where Φvλ is the homothety of center
v and factor λ. For any ǫ > 0 there is a λ > 1 and close enough to 1
such that P ′ is proper, it has no ideal vertices and its volume is larger than
Vol(P ) − ǫ. To see this, notice that as λ → 1, the truncation face of a
hyperideal vertex that becomes ideal is a hyperbolic polygon that becomes
Euclidean (hence, the length of its sides goes to 0) and thus we can apply
Lemma 3.25) to obtain that the volume changes continuously. If we prove
that Vol(Φvλ(P )) < Vol
(
Γ
)
for any λ, then we also prove that Vol(P ) ≤
Vol
(
Γ
)
which implies the theorem. Therefore we can assume that P has no
ideal vertices.
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Figure 9: If an edge collapses, dually an edge gets deleted.
If P has no ideal vertices and at least one real vertices, take P ∗ given
by Proposition 4.3. If P ∗ does not have ideal vertices, take P (1) := P ∗, if
it does then take P (1) := Φvλ(P
∗) with v ∈ P ∗ and λ > 1 small enough to
ensure that Vol
(
P (1)
)
> Vol(P ).
Suppose now that we have defined the sequence P (1), . . . , P (j) satisfying
the inequalities of (1), and define inductively P (j+1).
By hypothesis P (j) cannot have ideal vertices. If P (j) has no real vertices,
we stop. If P (j) has some real vertices, then we can apply Proposition 4.3 to
it and we define P (j+1) to be the resulting polyhedron (once again applying
a small expansion if it has ideal vertices).
Notice that when passing from P (i) to P (i+1) the tuple
(# of vertices,# of real vertices,# of proper vertices)
decreases in the lexicographic order, since we applied Proposition 4.3 to go
from P (i) to P (i+1). Therefore at some point we have to arrive at a P (m)
with only hyperideal vertices: we have seen at the beginning of the proof
that this implies Vol(P (m)) < Vol
(
Γ′
)
where Γ′ is the 1-skeleton of P (m).
The conclusion of the proof comes from the following proposition, which
could be of independent interest.
Proposition 4.4. If Γ′ is obtained from Γ either via a single edge collapsing
to a vertex (see Figure 5) or a single face collapsing to an edge (see Figure
6), then Vol
(
Γ′
)
≤ Vol
(
Γ
)
.
Proof. The proof works exactly the same for either the edge collapse or the
face collapse; we carry it out for the edge collapse.
The key observation (see Remark 3.16) is that Vol
(
Γ
)
= Vol
(
Γ∗
)
, and if
Γ′ is obtained from Γ by an edge collapse, then Γ′∗ is obtained from Γ∗ by
deleting an edge e (see Figure 9).
Let now Pǫ,α, be the polyhedron with 1-skeleton Γ
∗, dihedral angle α at
the edge e and every other dihedral angle equal to ǫ. Because of Theorem 3.1,
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Figure 10: Two edges on the same face getting “switched”.
for any ǫ sufficiently close to 0, Pǫ,α exists for α ∈ (0, π−kǫ) where k depends
only on the valence of Γ∗ at the endpoints of e. Because of the Schläfli for-
mula, Vol(Pǫ,α) is decreasing in α, and in particular Vol(Pǫ,π−kǫ) < Vol(Pǫ,ǫ).
But Vol(Pǫ,ǫ)→ Vol
(
Γ
)
and Vol(Pǫ,π−kǫ)→ Vol
(
Γ′
)
. The first convergence
comes from Lemmas 3.20 and 3.25; the second convergence comes with the
same argument as in the proof of Lemma 3.20 after we notice that if two
faces have an angle converging to π, then they must converge to the same
plane.
Remark 4.5. Proposition 4.4 could be translated into a statement about
ideal right-angled polyhedra. Specifically, it says that if P1 and P2 are two
ideal right-angled polyhedra with 1-skeleta Γ1 and Γ2 related as in Figure
10, then Vol(P1) ≥ Vol(P2).
Corollary 4.6.
sup
P∈AΓ
Vol(P ) = sup
P ′∈AΓ∗
Vol(P ′)
Proof. As we noted before, the rectification of Γ and the rectification of Γ∗
have isometric truncations.
4.3 Proof of Proposition 4.3
We are going to prove Proposition 4.3 by deforming the polyhedron P until
it collapses to a limit polyhedron. First we need two lemmas describing what
happens when the limit polyhedron has ideal vertices. Both follow the same
general reasoning (and similar notation) of Proposition 5 and Lemma 22 of
[2].
Lemma 4.7. Let Pn be a sequence of proper or almost proper polyhedra
with 1-skeleton Γ and with angles bounded away from 0 and π, and suppose
Pn converges as n → +∞ to the projective polyhedron P
∗. Further suppose
that all the vertices of Pn also converge, and a sequence of vertices vn ∈ Pn
converges to v ∈ ∂H3. Let e1, . . . , ek be the edges of Γ with exactly one
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Figure 11: Cases 1 and 2
endpoint converging to v, and let e1, . . . , ek′ be the subset of those edges
converging to a segment intersecting H3. Then the sum of external dihedral
angles of e1, . . . , ek′ converges to either 2π (if and only if k = k
′) or π
otherwise.
Proof. First notice that all edges of a limit of proper or almost proper poly-
hedra must either intersect H3 or be tangent to its boundary.
Let en1 , . . . , e
n
k be the edges of P
n corresponding to e1, . . . , ek respectively,
each converging to e∞1 , . . . , e
∞
k (many different e
∞
i s could be in the same
edge of P ∗). We distinguish several cases.
Case 1. The segment e∞i intersects H
3 for every i.
In this case clearly k = k′. Let Fn1 , . . . , F
n
k be the faces of Pn containing
en1 , . . . , e
n
k . Let Π
n
j be the plane containing F
n
j and denote with Π
∞
j their
limit. Finally let θ˜n1 , . . . , θ˜
n
k be the external dihedral angles of e
n
1 , . . . , e
n
k
respectively.
Since dihedral angles between two planes vary continuously (as long as
their intersection is contained in H3), limn→∞ θ˜
n
j = θ˜
∞
j where θ˜
∞
j is the angle
between planes Π∞j and Π
∞
j+1. Then the second part of [2, Proposition 5]
shows that ∑
i
θ˜∞i = 2π
which concludes the proof in this case.
Case 2. Some edges e∞i intersect H
3, while at least some other e∞j is
tangent to ∂H3; however, every limit edge tangent to ∂H3 is in the same
edge of P ∗.
Let vnj be the endpoint of e
n
j converging to v
∞
j 6= v; v
∞
j is necessarily
hyperideal; we may suppose also that each vnj is hyperideal. Truncate Pn
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Figure 12: Cases 3 and 4
along Πvnj and double it along the truncation face. This gives a sequence
P˜n converging to the polyhedron obtained from P
∗ by truncating along Πv∞j
and doubling. This sequence falls under Case 1, and the sum of the external
dihedral angles of P˜n at the edges converging to v must be equal to 2
∑k′
j=1 θ˜j ,
and it must converge to 2π which gives the thesis.
Case 3. Some edges e∞i intersect H
3, while at least some other e∞j is
tangent to ∂H3; morever, there are at least two distinct edges of P ∗ tangent
to ∂H3.
This case (like the following one) is essentially the same as the corre-
sponding case of Lemma 22 of [2]. This means that P ∗ has two (or more)
edges tangent to ∂H3 in v and some other edge with endpoint v which inter-
sects H3. Then let S be a horosphere centered in v and consider A := S∩P ∗.
The polygon A is not compact, has at least two ends (one in the direction of
each edge tangent to ∂H3) and at least one vertex with positive angle, but
this is impossible, hence this case never happens.
Case 4. Every edge e∞i is tangent to ∂H
3.
This case is impossible as well: each eni has one endpoint v
n
i that does not
converge to v. Since Γ is 3-connected, there are three indices a, b, c such that
ea, eb, ec have the endpoints va, vb, vc (the one not converging to v) which are
all different. Then the lines connecting vna , v
n
b and v
n
c must intersect H
3, but
this is impossible since they converge to points each lying on a different line
tangent to ∂H3 in the same point v. This contradicts the fact that Pn is a
generalized hyperbolic polyhedron.
Corollary 4.8. With the same hypotheses of Lemma 4.7, if a vertex of
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Pn converges to a point on ∂H
3, then it converges to a vertex of the limit
polyhedron.
Proof. Suppose vn is a sequence of vertices converging to v ∈ P
∗ and v is
not a vertex of P ∗; then it is either contained in the interior of an edge or
the interior of a face. If it is contained in the interior of an edge, the analysis
of Case 3 of Lemma 4.7 show that there is a contradiction; likewise if it is
contained in the interior of a face there is a contradiction because of the
reasoning in Case 4 of Lemma 4.7.
Further notice that from the hypotheses of Lemma 4.7 we can drop the
assumption that the vertices of Pn converge, since we can always pass to
a subsequence such that this holds (and using the easy fact that if every
subsequence of a sequence has a subsequence converging to x, the whole
sequence converges to x).
Lemma 4.9. Take a sequence of proper or almost proper polyhedra Pn with
1-skeleton Γ and decreasing angles bounded away from 0, such that Pn con-
verges to the projective polyhedron P ∗ as n→ +∞. If there is a vertex vn of
Pn converging to an ideal vertex v of P
∗, then vn is a real vertex of Pn for
all n.
Proof. We proceed by contradiction, supposing that vn is hyperideal (notice
that if vn is ideal or hyperideal for some n then it is strictly hyperideal for
all n > n by Lemma 2.8).
Let Kv ⊆ Γ ⊆ S
2 be the union of all vertices and edges converging to
v, and consider as we did before the edges e1, . . . , ek of Γ with exactly one
endpoint in Kv. Denote with e
n
1 , . . . , e
n
k the corresponding edges of Pn and
call e∞1 , . . . , e
∞
k the limit edges. As before the external dihedral angle of e
n
i
is denoted θ˜ni . Let F
n
1 , . . . , F
n
k be the faces containing these edges. Each
Fni lies on a plane Π
n
i ⊆ R
3 and determines a half space Hni ⊆ R
3 bounded
by Πni (the one that contains Pn). Pick n big enough so that the triple
intersections of the various Πni s are very close to v.
We distinguish the same 4 cases as in Lemma 4.7; we showed that Case
3 and Case 4 are impossible (under more lax assumptions) hence we skip
them.
Case 1. Every limit edge e∞i intersects H
3.
We show that
∑
i θ˜
n
i > 2π. Since the internal dihedral angles are decreas-
ing, the external dihedral angles are increasing in n, which would contradict
Lemma 4.7.
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Let Qn be the intersection of all H
n
i s; this is a convex non-compact subset
of R3. By assumption Qn has some hyperideal vertices (since certainly Pn ⊆
Qn and Pn has a hyperideal vertex close to v).
Let Υ ⊆ R2 be the 1-skeleton of Qn. It must have (unbounded) edges
e1, . . . , ek and additional edges e
′
1, . . . , e
′
l, however it cannot have any cycle
since an innermost cycle would bound some face of Qn not contained in
Π1, . . . ,Πk.
If γ ⊆ R2 is an embedded 1-manifold intersecting transversely distinct
edges ei1 , . . . , eij exactly once, we write
∑
γ θ˜e for the sum
∑j
m=1 θ˜eij .
Let Υ∞ be the subgraph of Υ whose vertices are exactly the hyperideal
vertices of Qn, and whose edges are exactly the edges of Qn lying completely
outside of H3. By assumption Υ∞ is not empty; choose one of its connected
components and consider γ the boundary of its regular neighborhood in
R
2. Since Υ contains no cycles, γ must be connected (otherwise the regular
neighborhood of Υ∞ would contain a cycle). Proposition 5 of [2] implies
that
∑
γ θ˜e > 2π. If γ only intersects the old edges e1, . . . , ek, then we have
concluded. Suppose then that instead γ intersects e′i. We distinguish two
cases, based on whether both endpoints of e′i are in Υ∞ or not.
If both endpoints of e′i are in Υ∞, still e
′
i cannot be contained in Υ∞
by construction; moreover its endpoints cannot be contained in the same
connected component because Υ contains no cycles. One endpoint of e′i is
contained in a connected component U of Υ∞ whose regular neighborhood
is bounded by γ, the other in a component U ′ whose regular neighborhood
is bounded by γ′. Let γ′′ be the boundary of the regular neighborhood of
U ∪ U ′ ∪ e′i. Then
∑
γ′′
θ˜e =
∑
γ′
θ˜e +
∑
γ
θ˜e − 2θ˜e′i > 4π − 2θ˜e′i > 2π.
If instead one endpoint v of e′i is not in Υ∞, denote with γ
′ the boundary
of a regular neighborhood U ′ of v in R2, and with γ′′ the boundary of a
regular neighborhood of U ∪ U ′ ∪ e′i. Then
∑
γ′′
θ˜e =
∑
γ
θ˜e +
∑
γ′
θ˜e − 2θ˜e′i >
∑
γ
θ˜e > 2π.
where the first inequality is because the external angles of hyperbolic
polyhedra must satisfy the triangular inequality, thus
∑
γ′ θ˜e − 2θ˜e′i > 0.
We can repeat this process, modifying γ while keeping
∑
γ θ˜e > 2π, until
γ intersects only e1, . . . , ek, obtaining the desidered inequality. Figure 13
exemplifies this process in a particular case.
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The 1-skeleton Υ. The subgraph Υ∞ is comprised of edge v1v2 and vertex
v4. The edge v1v2 in Qn will lie outside H3, the vertex v4 will be hyperidal
and v3 will be real.
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γ
We start with γ encircling v1v2. We extend Γ to encircle v3: doing so
increases
∑
γ θ˜e because of the triangular inequality.
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e3
v2
e6
v3
v4
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γ
Figure 13: We finish by extending γ to encircle v4 as well. This way γ
intersects e1 through e6 and
∑
γ θ˜e > 2π as requested.
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Case 2. Some edges e∞i intersect H
3, while at least some other e∞j is
tangent to ∂H3; however every edge tangent to ∂H3 is in the same edge of
P ∗.
By renumbering if necessary suppose that en1 , . . . , e
n
k′ converge to edges
intersecting H3 and the remainder do not.
In this case we employ the same trick of Lemma 4.7: we truncate Qn and
we double along the truncation face to fall back into Case 1. This way we
show that
∑k′
i θ˜
n
i > π which once again contradicts Lemma 4.7 since the
angles are decreasing.
Proposition 4.3. Let P be either a proper or almost proper polyhedron with
1-skeleton Γ with no ideal vertices and some real vertices. Then there exists
a generalized hyperbolic polyhedron P ∗ with the following properties:
• Vol(P ∗) > Vol(P );
• P ∗ is either proper or almost proper;
• P ∗ has at most the same number of real vertices as P ;
• P ∗ either has fewer vertices, fewer real vertices or fewer proper vertices
than P ;
• if P ∗ has ideal vertices, then it is proper.
Furthermore, the 1-skeleton of P ∗ can be obtained from Γ via a finite sequence
of the following moves:
(i) an edge of Γ collapses to a vertex;
(ii) a face of Γ collapses to an edge.
Proof. The strategy to obtain the polyhedron P ∗ is to deform P by decreas-
ing all angles (hence, increasing the volume) until it is no longer possible.
If P has only real vertices, then for an appropriate λ > 1 the polyhedron
Φvλ(P ) (for v ∈ P ) is a proper polyhedron with 1-skeleton Γ, at least an ideal
vertex and larger volume (since it clearly contains P ), hence it satisfies the
conditions in the thesis.
Suppose now that P has a hyperideal vertex v, and let ~θ = (θ1, . . . , θk)
be the dihedral angles of all proper edges of P (if P is proper, all its edges
are proper). Then Corollary 3.4 or Corollary 3.6 tell us that for t in a
neighborhood of 1 there is a continuous family of polyhedra Pt (for now,
only defined up to isometry) with P1 = P , 1-skeleton Γ, dihedral angles of
proper edges equal to t~θ and the same almost proper vertices of P . By the
Schläfli identity, the volume of Pt increases as t decreases. Up to a small
perturbation of ~θ that decreases all angles, we can assume that the path
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t~θ intersects the hyperplanes
∑
i∈I θi = kπ one at a time, where I is any
possible subset of {1, . . . , k}. Let t∗ the infimum of all t’s such that Pt is
defined.
If t∗ = 0, then for t very close to 0 the polyhedron Pt is hyperideal; since
P has some real vertices then Pt has more hyperideal vertices than P and
thus satisfies all the conditions of the thesis. Suppose then t∗ > 0. We prove
that in this case Pt has an accumulation point as t→ t∗.
Lemma 4.10. There is a suitable choice of family Pt with 1-skeleton Γ
and angles t~θ which has an accumulation point Q that is a non-degenerate
projective polyhedron.
Proof. We need to prove that, up to a suitable choice of isometry class for Pt,
there is a converging subsequence, and its limit is a non-degenerate polyhe-
dron contained in an affine chart (i.e. it does not contain any line). Choose
any subsequence Pn := Ptn with tn → t∗. Choose Pn in the isometry class of
polyhedra with angles tn~θ in such a way that a certain hyperideal vertex v of
Pn is fixed (we assume there is one because of the remark at the beginning
of the proof).
Consider now An := Pn ∩ Πv: it is a sequence of polygons satisfying the
hypotheses of Lemma 3.21 (when viewed as subsets of Πv ∼= H
2); then up to
isometry of H2 and subsequence they converge to a non-degenerate polygon
A. This shows that we can change each Pn by isometry so that An converges
to A. Notice that a priori this choice of isometry for each Pn might make it
so that they are not all contained in the same affine chart of RP3.
By compactness of (RP3)∗ the polyhedra Pn are going to have a subse-
quence converging to some convex set Q ⊆ RP3.
Then Q must contain the pyramid with base A and vertex v, hence it is
non-degenerate.
We need to show that Q is contained in an affine chart. Suppose by
contradiction that Q contains a projective line l. If v ∈ l then there must be
wn ∈ Pn different from v but converging to v, and then the distance between
Πv and Πwn must converge to 0. This implies that the thickness of Pn (i.e.
the radius of the largest ball contained in Pn) must also converge to 0; this
implies that Vol(Pn) → 0 by [7, Proposition 4.2] which is a contradiction.
If instead v /∈ l then we can find a vertex wn in Pn arbitrarily far (in the
Euclidean sense) from H3, and then −−→vwn does not intersect H3 which is
absurd.
We pass to a further subsequence, if needed, so that all vertices of Pn
converge.
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We now distinguish 3 cases.
Case 1. If Q is a generalized hyperbolic polyhedron without ideal ver-
tices, then we define P ∗ := Q.
We need to check several properties of P ∗: we do so in the same order
we listed them in the statement.
• Since P ∗ has compact truncation, Lemma 3.24 implies that Vol(Pt)→
Vol(P ∗) increasingly, hence Vol(P ∗) > Vol(P ).
• Since P ∗ is a limit of proper or almost proper polyhedra, it must be
proper or almost proper itself, as being proper or almost proper is a
closed condition.
• By Lemma 4.9 an ideal or hyperideal vertex of Pn cannot become ideal
or real in P ∗, hence P ∗ has at most the same number of real vertices
as P .
• If P ∗ had the same number of vertices (hence the same 1-skeleton), no
ideal vertices and the same almost proper vertices, then the dihedral
angles of proper edges would be local coordinates around P ∗; this would
imply that actually Pt → P
∗ (since all limit points of Pt must have the
same angles, hence be locally the same) and we could extend the path
Pt. This would contradict the fact that t∗ is minimal.
We need to show then that the 1-skeleton of P ∗ can be obtained by a
sequence of edge or face collapses. This is done by applying Lemma 3.10.
This conclude the proof in the case where Q is a generalized hyperbolic
polyhedron without ideal vertices.
Case 2. If Q is a projective polyhedron without ideal vertices (i.e. all
its vertices are not on the sphere at infinity ∂H3), then it is a generalized
hyperbolic polyhedron.
To see this, remember that we only need to show that every edge of Q
intersects H3. Suppose that an edge e of Q is instead tangent to ∂H3. By
assumption neither of the endpoints of e can lie on ∂H3, hence they must
lie outside of H3. First we prove that there is only one sequence of edges en
converging to e (or even a subset of e). If there was another sequence of edges
e′n of Pn converging to a subset of e, then by the discussion following Lemma
4.7 both of its endpoint would have to converge to points outside H3. Then
the lines connecting these endpoints to the endpoints of en must, for n big
enough, lie outside H3 which is a contradiction. Therefore there is only one
edge en of Pn converging to e, and let Fn, Gn be the two faces containing en
and converging to F,G faces of Q containing e. If one of F or G was tangent
to ∂H3 then we would have another contradiction as some other edge would
lie outside H3. Therefore F,G must be contained in two hyperbolic planes
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intersecting with dihedral angle 0, and the angle between Fn and Gn would
converge to 0 which contradicts the way we chose the angles of Pn.
Therefore, we can once again define P ∗ := Q. The fact that P ∗ satisfies
the thesis is exactly the same as before.
Case 3: Q is a projective polyhedron with some ideal vertices.
The problem in this case is that it could happen that Vol(Pn) does not
converge to Vol(Q). In this case we need to modify the sequence Pn to arrive
at some other polyhedron Q′.
For any v ideal vertex of Q let (as in the proof of Lemma 4.7) Kv ⊆ Γ be
the union of all edges and vertices collapsing to v. Let e1, . . . , ek be the edges
of Γ with exactly one endpoint in Kv (notice that since Q is non-degenerate
there are at least 3 such edges), let en1 , . . . , e
n
k be the corresponding edges of
Pn, and e
∞
1 , . . . , e
∞
n their limit in Q.
Let n be big enough that all the vertices of Pn converging to v are very
close to ∂H3 (in the Euclidean distance), while every other vertex is farther.
We further distinguish two cases.
Case 3a. The ideal vertex of Q is proper (i.e. it is not contained in the
dual plane of any hyperideal vertex of Q).
Notice that in this case we can apply the same reasoning of Case 2 to get
that Q is a generalized hyperbolic polyhedron.
We have shown Lemma 4.7 that in this case limn→∞
∑
i θeni is a multiple of
π, therefore Q has exactly one ideal vertex because of the way we perturbed
~θ.
Then there is a hyperbolic plane Π delimiting the half-spaces H1 and H2
such that H1 contains, for every n ≥ n, exactly the vertices of Pn converging
to v, while H2 contains every other vertex of Pn and every truncation plane
(notice: not just truncation faces). For simplicity we can assume that Π
is the dual plane to some hyperideal point close to v (so that Π is almost
orthogonal to en1 , . . . , e
n
k ). Up to an isometry we can make it so that Π is
an equatorial plane (i.e. one containing 0 ∈ H3 ⊆ R3). Let −→a be the unit
normal vector to Π pointing toward H1. Recall that Ψ−→b is the translation
of R3 in the direction
−→
b .
For n big enough, Q ∩H2 is compact and close to Pn ∩H2, hence their
volumes are also close. Then for any δ > 0 there is a λ small enough that
Vol (Ψλ−→a (Q) ∩H2) > Vol (Q ∩H2)−
1
2δ, which implies that
Vol (Ψλ−→a (Pn) ∩H2) > Vol (Pn ∩H2)− δ
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for every n big enough. It is important to notice that λ does not depend on
n, only on δ.
Then we define P ∗ to be Ψλ′−→a (Pn) for some n and λ
′ < λ. For n suffi-
ciently large and an appropriate λ′, there is some vertex of Pn that becomes
ideal. Moreover since every vertex that is close to v is real by Lemma 4.9,
this must happen before any edge of Pn gets pushed out of H3. This implies
that P ∗ is a generalized hyperbolic polyhedron.
We prove that P ∗ satisfies all the conditions of the thesis, in the same
order.
• Clearly Vol(P ∗ ∩ H1) > Vol(Pn ∩ H1), since Pn ∩ H1 ⊆ P
∗ ∩ H1.
Furthermore we chose λ′ < λ such that Vol(P ∗∩H2) > Vol(Pn∩H2)−δ.
Therefore Vol(P ∗) > Vol(Pn)−δ, which implies that Vol(P
∗) > Vol(P )
for δ small enough.
• The translation vector −→a is contained in the tangent cones of all hyper-
ideal vertices of Pn (see Figure 14), therefore P
∗ is proper by Lemma
2.9.
• Pn has at most the same number of real vertices of P by Lemma 4.9;
then P ∗ has some more ideal vertices, hence fewer real vertices.
• P ∗ has exactly the same number of vertices of P but at least one fewer
real vertices, as we noted in the preceding point.
• we have noted that P ∗ is proper.
Furthermore P ∗ has the same 1-skeleton as Pn hence the same 1-skeleton as
P .
Case 3b. The ideal vertex of Q is almost proper.
This case is almost the same as case 3a; we just need to be careful about
the truncating plane containing the almost proper vertex.
Once again by Lemma 4.7 we have that limn→∞
∑k′
i=1 θeni is a multiple of
π, therefore Q has exactly one ideal vertex.
Let v be the almost proper vertex of Q and let w be the vertex of Q such
that v ∈ Πw. Since w must be hyperideal, there is a unique vertex wn ∈ Pn
converging to it. Now fix n big enough. As before we can find a plane Π that
divides H3 in H1,H2 with H1 containing every vertex that converges to v
and H2 containing every other vertex and the dual plane to every hyperideal
vertex of Pn other than wn. Furthermore we can choose Π passing through
wn, so that Π and Πwn are orthogonal.
With an isometry we fix Πwn to be an equatorial plane and Πv is an
equatorial plane orthogonal to it (notice that in this particular case of equa-
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vΠv
Π
Ψλ−→a (v)
λ~a
Figure 14: Because Πv is completely contained in H2, the translation by λ~a
sends v into its tangent cone.
torial planes, being orthogonal in H3 is the same as being orthogonal in R3).
Having Πwn being equatorial means that wn is a point at infinity in RP
3.
Let −→a be the unit normal vector to Π pointing towards H1 and
−→
bn be the
unit normal vector to Πwn pointing towards the truncation of Pn.
Then the polyhedron Ψ
λ(−→a +ǫ
−→
bn)
(Pn), for n big enough and λ and ǫ small
enough, satisfies all the conditions required for P ∗. The proof is almost
the same as in case 3a: the only additional detail to check is that any
almost proper vertex lying on Πwn becomes proper. To see this, notice
that Ψ
λ(−→a +ǫ
−→
b )
does not move wn since it is a point at infinity (hence, leaves
Πwn fixed) and pushes every vertex away from wn.
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