When the domain of a variational inequality is given as intersection of level sets of functionals, then it is useful to introduce a separation scheme. Starting from this it is possible to carry out, in a uniform way, several topics, as penalization, regularization, gap functions, duality.
INTRODUCTION
Let E be a real Hilbert space, o U, -IR, .T" E E and K E E point-to-set maps. Consider the following Generalized Quasi-Variational Inequality (in short, GQVI)" find y K (y) and F .T'(y) such that (F, x y) + o(x) o(y) >_ O, Vx K(y).
(1.1)
We suppose that K(y) := {x X(y) g(y; x) C}, where X U, :: E is a point-to-set map, g X(y) X(y) IRm, rn IN\{0}, and CC ]Rn is a closed and convex cone with apex at the origin. Of course, when g(y; x) C is identically true, then the equality K(y) X(y) holds and shows that the present format is not less general than the usual ones. When X(y) and g(y; x) are independent of y and .T'(y) is a singleton "v'y E 139 140 (in which case they will be denoted by X, g(x) and F(y), respectively), then (1.1) collapses to a Variational Inequality (in short, VI). (1.1) recovers a Generalized Quasi-Complementarity System (in a Hilbert space), when, Yy , K(y) is a closed and convex cone with apex at the origin and 9---0: y K(y), F .T(y) N K*(y), (F, y) O, where K*(y) denotes the (positive) polar of K(y). If at the origin, and 9 is identically zero, then y is a solution of(1.1) iff it is a solution of (1.2).
Proof "If". y K(y) and F 6 0r(y) are obvious. F e K*(y) implies (F, x) > 0 'x 6 K(y); subtracting side by side from this inequality the equality in (1.2) yields (1.1) at 9 -= 0.
"Only if". Again y K (y) and F 6 ft'(y) are obvious. Ab absurdo, assume that F q K*(y). Then :ix(y) K(y) such that (F, x(y)) < 0, and hence (F,w-y) < 0where w := y+x(y) 6 K(y) sinceK(y) isaconvex cone. The latest inequality contradicts the assumption that y be the solution of (1.1). Hence F K*(y). This relation and y K(y) imply (F, y) >_ O. Now, suppose that (F, y) > 0. This implies y 0. Since := 1/2y 6 K(y), we find 1 (F, 2-y)=-(F,y) <0, which contradicts the assumption that y be solution of (1.1). Hence (F, y) 0, and y is solution of (1. 2 A SEPARATION SCHEME When the domain is explicitly given in terms of (generalized) level sets, as in (1.1), then a Variational Inequality or its generalizations can be associated with a separation scheme; this can be considered as a root for developing several topics. Such an approach starts from the obvious remark that y K(y) is a solution of (1.1) iff 3F .T'(y), such that the system (in the unknown x): Another obvious remark is that the impossibility of (2.1) holds iff 7-/N/C(y, F) 0. Separation arguments appear now as a useful tool to show disjunction between the above sets. To this end let us introduce a family of functions / E x IR m x fl IR defined in the following way. The set of parameters co, i.e. f2, is given and must verify, Yy 8, the conditions:
3) where lev and cl denote level set and closure, respectively; the level sets are considered with respect to (u, v) only. The function w(y; u, v; co) := u + ,(y; v; co) is called weak separation function [7, 14] . where the level set is considered with respect to (u, v) only. Because of (2.2) the above inclusion implies 7-/f'l/C(y, F) 0, which shows that y is a solution of (1.1). This completes the proof.
[] The sufficient condition (2.4) can be considered as a starting point for deriving several theories. See [6] [7] [8] [9] [10] 14] for some details.
Instead of (1.1) consider the following inequality: find y 6 K (y) such that
When K is independent of y and convex, q9 is convex, .T" is monotone and upper semicontinuous, then y is a solution of (1.1) iff it is a solution of (2.5); see [9] . If, moreover, .T" is single-valued (.T'(x) is a singleton), then such an equivalence is the classic Minty Lemma [3, 13] . When equivalence between (1.1) and (2.5) holds, then the image set-which can in any case be defined for (2.5) as well as/C has been defined for (1.1) of (2.5) is another interesting set to be associated to (1.1) [9] .
GAP FUNCTIONS
Consider the set K := {y 6 E:y 6 K(y)}. A function 7t :K -+ IRis said to be a gap function iff (y) >_ 0 Yy 6 K and gr(y) 0 iff y is a solution of (1.1); K is the set of fixed-points of the point-to-set map K.
Gap functions can be obtained as a by-product of the separation scheme introduced in Section 2. To this end we consider a particular case where: ,C* xX(y) (3.) Under suitable assumptions it is possible to show that ap is a gap function for (1.1); see [7] . In such cases a solution can be found by solving the problem: min gt(y, F), s.t. y K(y), F .T'(y). It is now intuitive that, if co is close enough to coo, then y acts as a penalization and forces y to fulfil (4.3). Indeed, the following proposition holds [8] . (F(y), x y) + rp(x) tp(y) + to'(y; x y) > 0, Vx E X(y), (4.6) and has a more "variational aspect" than (4.5).
One might desire to handle a which is differentiable on X (y). This can be obtained by weakening (4.1), in the sense that we renounce to distinguish between interior and frontier of K(y) and to control v outside C; Here we are faced with a Quasi-Variational. Inequality having an operator, which is a pencil of the given operator and the penalization one. Since in case (4.7) we cannot replace (1.1) with only one inequality of type (4.8) , it is natural to set up a sequence of (4.8) , such that a corresponding sequence of their solutions converge in some sense to a solution of (1.1). More precisely, we can construct a sequence {Yo,r }rl such that YO)r be a solution of (4.8) This result embeds the classic one for VI (K independent of y); see [2] .
FURTHER DEVELOPMENTS
In the preceding two sections we have seen that, starting from a separation scheme (Section 2), we can carry out two theories, which appear different because they require different "technical tools", but they substantially differ in the language only. This does not mean that the two theories should be joined; it means that it is suitable to carry them out within the common framework of separation of sets.
The topics outlined in Sections 3 and 4 are not the only ones which can be embedded in a separation scheme. The classic question of regularize a VI [3, 13] is strictly related to penalization and then can be developed by exploiting the approach of Section 2; see [9] . A topic, which has not yet met a full treatment, is that of defining a dual VI. Starting from (2.4), instead of operating as in Section 3, we can merely look for the info of the SUpx of function w; this leads to a dual problem of (1.1), which deserves further investigation 1 ]. 
