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We consider the complexity of restricted solorings of a graph in which each vertex (or edge) 
receives one color from a list of permissible colors associated with that vertex (edge). Since the 
problem is strongly NP-complete, we assume various restrictions imposed on the number and 
form of permissible colors and the structure of a graph. In this way we obtain some evidence for 
comparing the complexity of the restricted vertex coloring problem versus tha: of edge coloring 
and aqrrive at a number of results about special cases that are either positive (polynomial solvabili- 
ty) or negative (NP-completeness proofs). 
Keywords. Chromatic 
restricted coloring. 
index, chromatic number, NP-completeness, polynomial-time algorithm, 
1. Introduction 
The classical problem of coloring the vertices of a graph so that no two adjacent 
vertices are colored the same is too limited to be useful in many practical applica- 
i 
iions. However, some extensions and slight variants of the problem appear very 
often in a large number of diverse application aleas. In this paper we consider the 
complexity of coloring the vertices and edges of a graph in the presence of forbidden 
colors, or restricted coloring as we shall call it. A good illustration of this generaliza- 
tion is the following well-known school timetabling problem. Suppose that we have 
to arrange the times at which certain classes are to be given knowing that sume par- 
ticular classes cannot be held at the same time. This scheduling problem can be 
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modeled by a graph whose vertices represent classes and edges correspond to pairs 
of classes that cannot be given simultaneously. It is easy to see that the timetabling 
problem is equivalent o the vertex coloring problem stated in the standard form. 
However, in practice, we must take into account he fact that SO~IX teachers are not 
available at certain hours. This situation leads us to the concept of restricted color- 
ing of a graph in which certain colors cannot be used for some vertices. 
The restricted coloring problem is clearly NP-hard, since it is already NP- 
complete to decide the chromatic number X(G) of a graph G. However, this exten- 
sion is a nontrivial generalization of the classical problem in the sense that there are 
graphs with polynomially computable chromatic numbers for which the restricted 
chromatic number problem becomes NP-colnplete. Examples of such hard instances 
are bipartite graphs for both the vertex and edge coloring problem (cf. Table 1). 
This motivates the investigation of a new line of demarcation between P and NP- 
complete restricted coloring problems. 
The paper consists of two main parts. In the first (Sction 2) we consider the com- 
plexity of restricted coloring of the vertices of a graph. The second part (Section 3) 
is devoted to the problem of restricted coloring of the edges. In both parts we iden- 
tify a number of special casts of highly structured graphs for which the correspon- 
ding optimal colorings can be obtained in polynomial time or prove their NP- 
completeness. All the results about special cases are then summarized and tabulated 
in Section 4. 
The graphs under consideration are as simple as paths, stars, trees, etc. The 
reason for this is twofold. First, the restricted coloring problem remains NP- 
complete even on bipartite graphs. Second, we want to compare the computational 
complexity of both coloring problems on the same types of graphs and the dif- 
ference is well highlighted on such simplified instances. 
Observe that the restricted coloring problem is strongly connected with the con- 
cept of choosability in graphs [3]. In the latter problem we are given a list /(o) of 
permissible colors at each vertex IJ of graph G. A graph is k-choosable if l/(0)1 =k 
for each o and one can always make a choice of one color from each list, keeping 
the chosen colors distinct on adjacent vertices. Thus the k-choosability of G implies 
that its restricted chromatic number is less than or equal to lk, where /x- is the max- 
imum permissible color among all the kth permissible colors available at the vertices 
of G. Finally note that there is no bound on how much the restricted chromatic 
number can exceed the choice number which in itself can be arbitrarily far from 
x(G). 
2. Restricted coloring of vertices 
Let G = (V, E) be a simple graph with vertex set V= (o,, . . . , v,,} and edge set 
E= (e,, . . . , e,,,). We assume that each vertex v has a set of zero or more (but no 
more than polynomially many of) forbidden colors, i.e., the colors which cannot 
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be assigned to u in any vertex coloring of the graph. More formally, we are given 
a forbidding function F: V-, (S E { 1 , . . . , k > } whose values determine colors forbid- 
den for each particular vertex in V. Colors that are not forbidden are called per- 
missible. A restricted k-coloring of (G, F) is a colcring function C: V+ { 1, . . . . k) 
fulfilling C(o)e F(o) and C(u)# C(o) whenever (us a} E E for all u, DE V. The 
restricted chromatic number x(G, F) is the least k for which there is a restricted k- 
coloring of (G, F). A chromatic coloring is one that achieves the restricted chromatic 
number. 
Let RESTRICTED CHROMATIC NUMBER (RCN) denote the following deci- 
sion problem: “Given a graph G, a forbidding function F and an integer k, is 
x(G, F)t: k?” The general RCN problem is NP-complete, since it is already NP- 
complete to determine the chromatic number x(G) of a graph G [9]. Moreover, this 
implies the NP-completeness of all special cases of RCN where general graphs are 
allowed, since all of these include CHROMATIC NUMBER as a subproblem. It 
turns out, however, that RCN remains NP-complete even if G is a bipartite graph. 
Theorem 1. RCN is NP-complete even when restricted to bipartite graphs and k = 5. 
Proof. Our reduction uses the well-known 3-SATISFIABILITY (3-SAT) problem: 
“Given a colkcticn C= (cl, l -,c,,,> of clauses on a set X= {x1, .. ..x.J of Boolean 
variables such that 1 cj 1 = 3 for j = 1, . . . , m. Is there a truth assignment for X that 
satisfies all the clauses in C?” 
Assume that we have an instance of 3-SAT. We must construct a bipartite graph 
G and function F such that x(G, F) s 5 if and only if there is a satisfying truth assign- 
ment for X. For each variable x+ X we create two adjacent vertices: vertex Xi and 
vertex xi called the negator of Xi. All vertices xi and their negators have two per- 
missible colors in common, denoted t and f. Next, for each clause cj E C we con- 
struct a claw of vertex Cj with three permissible colors a, 6, c and three other 
vertices I,i,? b2, bJ representing literals occuring in that clause and having one per- 
missib!e color a, b and c, respectively. In addition, each literal has the other per- 
missible color t or f according as the corresponding variable occurs in Cj in its 
unnegated or negated form, and it is adjacent o the corresponding negator Xi. An 
example of such a construction is shown in Fig. 1. Notice that graph G is bipartite, 
since variables are independent of literals and negators are independent of clauses. 
Colors t, f, a, 6, c can be thought of as integers 1, . . . ,5 so that the question is 
whether there is a restricted 5-coloring of (G,F). 
Suppose that the Boolean formula is satisfiable. Then each vertex Xi can be cd- 
ored with t if the assignment is Xi = true or f if Xi = false. Each negator Zi can be c01- 
ored with the other permissible color. Next, at ieast one literal in each claw can get 
color t or f according as the corresponding variable is true or false. This frees its 
other color (a, b, or c) for vertex Cj. Thus the satisfiability of C implies that 
x(G,F)l5. 
Conversely, one can easily verify that 5-colorability of (G, F) implies that there 
is a satisfying truth assignment for X. Cl 
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Fig. 1. An example of the reduction wed in the proof of Theorem 1. 
Now, let us proceed to cases where optir .a1 colorings can be found efficiently. 
f3ur first positive result involves complete graphs. In its original formulation it deals 
with scheduling unit-length tasks within ;i;ultiple intervals having integer endpoints 
[ 121, but can be easily transformed into i-1 graph coloring problem. 
Theorem 2. If all vertices o,f a complete graph K,, have an arbitrary number of for- 
bidden colors, then a chromatic coloring can be found in time Q(n3ilog n). 
Proof. Simons and Sipser 1121 have given an algorithm for restricted coloring of 
complete graphs in O(n”) time. Herein we show that this problem can be solved in 
time 0(n311rogn). 
Every complete graph K,, can be optimally colored within the first n permissible 
colors at each vertex. To do this we transform our problem into the bottleneck 
assignment problem by constructing abipartite graph with weights on the edges. Let 
B= (P, Q; E) be the bipartite graph, where PU Q is the set of vertices, Pn Q= 0, 
E is the set of edges, and each edge is incident to a vertex in P and a vertex in Q. 
The P vertices represent distinct permissible colors ocurring at the vertices of K,,. 
The Q vertices correspond to the vertices of K,,. Thus the number of vertices in B is 
1 P 1 + 1 QI I n2 + n = O(n’). There is an edge between vertex vi in Q and vertex pi in 
P if pi stands for a color not forbidden for vi. In addition, all edges incident 
to pi are given weight pi. The number of edges in B is also 0(n2). It is easy 
to see that an optimal coloring of K,, corresponds to a matching of size n 
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in which the maximum edge weight is minimum. Recently, Gabow and Tarjan 
[6] have shown that the bottleneck maximum cardinality problem can be solved in 
0(( 1 V 1 log 1 V I)“‘IEl) time. By rising their approach we obtain a bound of 
O(n3@g%) for finding a chromatic coloring of K,,. 0 
Note that the complexity of this special case depends on the maximum number 
of permissible intervals per vertex. For instance, if the number of permissible inter- 
vals is one, then it is possible to achieve a chromatic coloring of graph K,, in linear 
time [5]. 
Although the restricted coloring problem is NP-complete on bipartite graphs, it 
can be solved efficiently in the following special case. 
Theorem 3. If G is a bipartite graph and F is such that left endpoints of prohibited 
intervals are odd and right endpoints are even, then G can be optimally colored in 
time O(m + n). 
Proof. Let B = (VIE) be a bipartite graph with the bipartition (Vi, V2). A chromatic 
coloring of B can be obtained as follows. First, color each vertex u E r/l in a greedy 
-way. Then, color each vertex u E V2 greedily (clearly taking into account colors 
already assigned to the neighbors). Note that the greedy algorithm assigns odd 
values to all vertices in V, and attempts to assign odd values to the remaining ver- 
tices. Therefore, if the number of colors used is odd, say 2j+ 1, its optimality is ob- 
vious. If the number is 2j+ 2, then it is so because there exists an edge {u, u} with 
the first 2j colors forbidden at both endpoints. Hence u must be colored with 2j+ 1 
and v with 2j+2, or vice versa. Thus x(B, F) = 2j+ 2, as desired. Since the deter- 
mination of sets Vi and V2 as well as the greedy coloring can be done in time pro- 
portional to the size of B, the theorem is proved. Cl 
The following theorem generalizes the corresponding theorem from [lo] to trees 
with arbitrary forbidden colors. 
Theorem 4. If all vertices of a tree have an arbitrary number of forbidden colors, 
then a chromatic coloring can be found in O(n log n) time. 
Proof. Note that every tree T is 2-choosable and can be optimally colored within 
the first deg(o) + 1 permissible colors assigued to every vertex v. Let L be the ordered 
list of all such colors. One entry on the list is just the restricted chromatic number 
~(7; F). We can find it by using a binary search technique. 
Suppose, for the time being, that k is equal to the medium of L. We want to 
decide about the k-colorability of T. First, we compute for every vertex the number 
of permissible colors of value not exceeding k. If there is a vertex with k forbidden 
colors, T clearly is not k-colorable. If, on the other hand, all vertices have at least 
two permissible colors, then T is k-colorable. So suppose that some vertices have 
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just one permissible color. Now starting from any of such vertices we traverse the 
tree in a depth-first (DF) order as far as a vertex which has already been colored 
or a vertex with two or more permissible colors is reached. On visiting a vertex v 
having just one permissible color, say p, the vertex is colored with p and then p is 
deleted from the lists of permissible colors at vertices adjacent o v. The DF traverse 
terminates when either a vertex with no permissible color has been reached or all 
vertices with single permissible colors have been colored. In the former case, tree 
T is not k-colorable. In the latter, there exists a restricted k-coloring of (K F). We 
can complete our coloring by using a DF traverse for each uncolored subtree of T. 
Finally, if Tcannot be colored within k colors, the value of k is increased according 
to list L. Otherwise, the obtained coloring is stored and k is diminished appropriately. 
The correctness of the method follows from the exhaustiveness of the binary 
search for a minimal k, so let us estimate the time complexity of the approach. Since 
IL 1~ 2n1+ n = O(n), the creation of the list takes linear time. For a fixed k, the com- 
plexity of verifying the k-colorability is also O(n). This step is executed at most 
[logIlL II= O(log n) times, so the overall running time is O(n log n), as claim- 
ed. 3 
The approach given in the proof of Theorem 4 can be applied to more general 
classes of graphs. To define these graphs consider a vertex of degree 1 in a 
2-choosable graph G. We can always choose one of its two permissible colors after 
deciding which color to choose from the one vertex adjacent. The obvious thing to 
do is to prune away all pendant vertices, succesively until we reach the core, which 
has no vertices of degree I. If the core of G is a cycle or a 2-cycle Q2,2,2P, pr 1, 
then a sequential coloring in combination with binary search yields an O(n log n)- 
time algorithm for computing a chromatic coloring of graph G. By definition, 
Q L2,Zp is a graph consisting of two distinguished vertices u and v together with 
three paths: two of length 2 and one of length 2p, whi .h are vertex disjoint except 
that each path has u at one end and v at the other end (cf. [3]). An example of graph 
Q L2,2p is shown in Fig. 2. 
Fig. 2. The graph Q?,,,,. 
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The optimal coloring can be found even faster if a tree has n - 1 pendant vertices. 
In this case we have the following 
Theorem 5. If G is a star K,,,, _ 1 with O(n) forbidden colors per vertex, then a 
chromatic coloring can be obtained in linear time. 
Proof. Let u ], . . . , v,, _ I be the pendant vertices numbered in nondescending order 
of their first permissible colors and v,, the central vertex of K,,,,_ l. Note that such 
a numbering can be found in linear time. For each permissible color pi, 
i= 1,2, . . . . n for vtl, record the restricted chromatic number qj of K,, t,_ I when v,, is 
colored pi as follows. For each pendant vertex determine its first permissible color, 
and let m be the maximum of these. Initialize each qj to max(pj, m). Update qj by 
looking at each pendant vertex whose first permissible color is pi, determining its 
second permissible color c, and setting qj to max(qj,c). The updating of all the qj 
can be done with a single scan of the pendant vertices, and produces the final values 
of the qj. To find the restricted chromatic number of K,,,,_ I it suffices to find the 
minimum of the qj. 
Once we have found x(K,,,, _ I, F) we color v,, with the corresponding value pi 
and all the remaining vertices in a greedy way. The optimality of the coloration 
follows from the fact that it attains a lower bound on the restricted chromatic 
number. Clearly, the coloring phase can also be performed in time O(n). El 
A similar result holds at the other end of the scale, i.e., if a tree has only two pen- 
dant vertices, which reduces to a path. 
Theorem 6. If G is a path P,, with arbitrarily many forbidden colors, then a 
chromatic coloring can be obtained in time O(n). 
Proof. Let 1,2, . . . , n be a numbering of the vertices of P,, from one endpoint o the 
other. We color P,, with the following limited backtracking algorithm. First we col- 
or the vertices greedily in the stated order and store the obtained coloring. Let k be 
the maximum color used in this stage, and let vb be the first vertex colored with k. 
Now we move sequentially back in search of the first vertex v, that can be recolored 
with the next permissible color of value less than k, however not farther than to the 
last resumption point (initially, vertex vl is called the last resumption point). Next 
we increase the color of v, appropriately and perform the forward step once more. 
If the backward step has made it possible to color up to 00 with a color less than 
k, then vertex 01, is stored as the last resumption point. Otherwise, no better coloring 
than the initial k-coloring is possible. If this is not the case, greedy sequential coloring 
is continued until a vertex v,. is encountered such that one of the following two 
cases holds: (i) v,. cannot get any color less than k, or (ii) v,. need not be recolored, 
i.e., the new color for v,._, is different from that of v,.. In case (i) we perform the 
backward step once more in the way described above. In case (ii), if 06 was not the 
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only vertex with color k, we try to improve the coloring of the next segment of P,. 
If, however, a new better coloration has been obtained, we store the obtained 
coloring and try to improve it once more by recoloring a segment other than 
U Q+ 1~ l m*, ub* 
To complete the proof note that all vertices are colored at most twice except ver- 
tices v,, which may be colored three times. Therefore the running time of the 
algorithm is O(n). q 
3. Restricted coloring of edges 
Let us assume that each edge e E E of graph G = (I/, E) has a set of zero or more 
(but no more than polynomially many) forbidden colors, i.e., ones that cannot be 
assigned to e in any edge coloring of the graph. More formally, we are given a for- 
bidding function F: E-, {SC (1, . . . . k} }, whose values determine colors forbidden 
for each particular edge in E. A restricted k-coloring of the edges of (G, F) is a color- 
ing function C: E+ { 1, . . . . k > fulfilling C(e) $ F(e) and C(d) f C(e) whenever 
d f3 ef0 for all d, e E E. The restricted chromatic index x’(G, F) is the least k for 
which there is a restricted k-coloring of (G, F). 
Let RESTRICTED CHROMATIC INDEX (RCI) be the following decision prob- 
lem: “Given a graph G, a forbidding function F and an integer k, is x’(G, F) s k?” 
The general RCI problem is clearly NP-complete, since it is already NP-complete 
to determine the chromatic index x’(G) of a graph G [8]. Moreover, this impiies the 
NP-completeness of all special cases of RCI where general graphs are allowed, since 
all of them include CHROMATIC INDEX as a subproblem. In contrast o the cor- 
responding RCN problem RCI remains NP-complete even if every pair of vertices 
is joined by an edge. 
Theorem 7. RCI is NP-complete ven if the graph is complete and every edge has 
at most one forbidden interval of consecutive colors. 
Proof. In this case we take advantage of CHROMATIC INDEX as the known NP- 
complete problem [8]. For a given graph G = (V, E) we construct a complete graph 
K,, on the same set of vertices V. The forbidding function is defined as follows 
F(u,v) = 
c 
Cl 0 ‘*‘* 4, 
if (u,v)~E, 
9 otherwise. 
It is easy to see that x’(K,,, F)s n + k if and only if x’(G)5 k, and the claim of 
the theorem follows. q 
Our second negative result deals with bipartite graphs. 
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Theorem 8. RCI is NP-complete ven if G is a bipartite graph (VI, Vz; E) of max- 
itnum degree 3 in which each vertex o in V, has degree 2 or 3, the forbidding func- 
tion is such that the edges incident o any vertex o E V, of degree 2 have a common 
forbidding color f 5 3 while the others are free from forbidden colors, and k = 3. 
Proof. Consider the following TIMETABLE problem [4]. Given finite sets: H -f 
hours, C of classes, Tof teachers, asubset A(c) c H of available hours for each class 
c E C, a subset A(t) E H of available hours for each teacher t E T, and for each pair 
(c, t) a number R(c, t) of hours during which teacher t is required to teach class c. 
The question is whether there is a timetable that places each lesson in one of its 
available hours. Even et al. 141 have proved by an elegant argument hat TIME- 
TABLE remains NP-complete even if restricted to 1HI =3, IA(c)1 =3, IA(t)\ 12, 
R(c, t) = 0 or 1 for all CE C, t E T and each teacher must teach whenever she/he is 
available. 
The restricted TIMETABLE can be easily reformulated in terms of the restricted 
edge coloring of graph B= (V,, V2; E). Namely, represent he teachers by vertices 
of V,, the classes by vertices of Vz, the hours by colors and for each nonzero 
element R(c, t) give an edge between the corresponding vertices in V, and Vz. 
Note that d = 3, no vertex in VI is pendant and F is such that all the edges inci- 
dent to any vertex in V1 have a common (possibly empty) set of forbidden colors. 
Now the question is whether x’(B, F) I 3. This question is cleariy an NP-complete 
problem. 0 
Although RCI is intractable on bipartite graphs, the problem can be solved in 
polynomial time in some special cases of bipartite graphs and forbidding functions. 
Below we give two such easy instances. 
Theorem 9. If G is a bipartite graph and F is such that all edges with forbidden 
colors are adjacent o each other, then a chromatic oloring can be found in time 
0(n311iogn). 
Proof. Let B be a bipartite graph with the bipartition (V!, V-) and let o E V, be the 
centre of the star S with forbidden colors on the edges. The chromatic coloring of 
B can be obtained in two phases. In the first one we color the edges of S optimally. 
We make use of the fact that K,, is the line graph of a star K,,,, and apply the 
algorithm described in the proof of Theorem 2. Notice that the edges of S have all 
different colors. In the second, we ignore the colors assigned to S and determine a 
chromatic partition of the edges of B. By permuting the colors in the edge coloring 
we make the colors coincide with those of the edges of S and we obtain a chromatic 
edge coloring of (G, F). 
As we know from Theorem 2, the first phase of the algorithm can be accomplished 
in time 0(n3/G). In the second phase we can apply any efficient method for 
coloring the edges of a bipartite graph with the complexity less than O(n”). Thus 
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the complexity of the whole algorithm is dominated by that of the first phase, and 
the claim of the theorem follows. 3 
The second positive result deals with complete bipartite graphs. 
Theorem 10. If every edge of some complete subgraph of K,,,,, has just one per- 
missible color p s n while the other edges have no forbidden colors, then a chromatic 
coloring of K,,.,, can be obtained in time O(n’ log n). 
Proof. We first find the restricted chromatic index x’(K,,,,,F) by using Ryser’s 
theorem [I 11. This theorem, which was originally formulated in terms of completing 
latin squares, can be reformulated for Graphs as follows: “A necessary and sufficient 
condition for a proper n-coloring of L-dges of K,, to be extendable to n-co:‘oring of 
K,,,,, is that every color is used at least s + t - n times”. 
Given graph K,,, ,I, w: begin with renumberin of the vertices o that the first ver- 
tices ou either side of the bipartition (VI, l4) belong to the Fgbgraph in question. 
Next for each p= 1, . . . . n we calculate the number nP of edges with permissible col- 
or y and find x’(K,~,,~, F) as the least n,~ n satisfying s + t - no I nP for all p. 
Now let S= (1, ._,s>, N= (l,..., no 3 ana we form a bipartite graph B = (S, N; E) 
in which i E S and je N are joined by an edge if j does not appear as a permissible 
color of any edr c ;ncident o ui E t’, . The edges of B can be colored with no - t col- 
ors. We color t.rcna 1’ O(IE] log INI, time with the method due to Cole and I-iop- 
croft [2]. The opt ~ai i Joring determines the colors of the remaining edges incident 
to vertices ul, . . . . L).\ m the following way: the edges at u, + 1 are colored with the 
endpoints in N of the edges of the first color, the edges at I.++~ are colored with the 
endpoints in N of the edges of the second color, etc. In a similar way one can com- 
plete the coloring of edges incident to o, + 1, . . . , u,,. Since IE I= O(n’) and no< 2n so 
the algorithm can run in O(n’log 11) time. El 
Polynomial solvability proved in Theorem 10 is an example of a series of positive 
results derived from the theory of completion of latin squares [7]. To complete a 
partial latin square L of side n is the same as to complete an edge coloring of &,, 
(or K,, if L is symmetric). Necessary and sufficient conditions under which this can 
be done are known [ 11. Reformulating one of such characterizations in terms of 
edge coloring we obtain the following result: if at most [n/21 + 1 edges of K,, have 
got forbidden colors, then K,, can be optimally colored in polynomial time. An 
analogous result holds if at most n edges of K,,,,, have got forbidden colors. 
Although the complexity of RCI remains open for trees, the restricted edge color- 
ing is polynomially solvable at least in the following two special cases. 
Theorem 11. If G is a star K,,,,, then an optimal coloring can be obtained in time 
O(n’/&%). 
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Table 1. Complexity classifisation for the restricted colorings of graphs. (-: NP-completeness proof; 
+: polynomial-time algorithm.) 
Graphs Vertex coloring Edge coloring 
CN RCN Cl RCI 
General 
Complete 
Bipartite 
Trees 
Stars 
Paths 
NPC 
Q(n) 
O(G) 
O(n) 
O(n) 
O(n) 
NPC 
o(n3*) 
NPC T 
O(tt log+n) 
O(n) 
O(n) 
NPC 
o(n2) 
O(n’log n) 
000 
O(n) 
O(n) 
NPC 
NPC T 
NPC T 
3+ . 
0(n3+) 
O(n) 
Proof. An obvious consequence of Theorem 2 and the fact that K,, is the line 
graph of K,,,,. 0 
Theorem 12. If G is a path P,,, then an optimal coloring can be found in time 
O(n). 
Proof. An obvious consequence of Theorem 6 and the fact that P,, is the line 
graph of path P,, + l. 0 
4. Complexity classification 
In the previous sections we have investigated the complexity of the restricted 
graph coloring in general and in some of its more interesting special cases. We have 
considered the vertex and edge coloring problem assuming the same classes of highly 
structured graphs. In this way we have obtained some evidence for comparing the 
complexity of both coloring problems and arrived at a number of special-case r sults 
that are either positive (in the sense of polynomial solvability) or negative (by which 
we mean NP-completeness proofs). Consequently, we have approached to some ex- 
tent a line of demarcation between P and NP-complete restricted coloring problems. 
The main results of this investigation are summarized in Table 1. Entries in the table 
are either “NPC” for NP-complete, “?” for “open”, or 0( l ) for an upper bound 
on the complexity derived from the best polynomial-time optimization algorithm 
known for the corresponding subproblem. In addition, signs “-” indicate that 
there is known a negative result for a special case of the corresponding subproblem, 
and signs “+” indicate the existence of a positive result for a special case of that 
subproblem. 
From Table 1 it follows that the RCI problem seems to be at least as hard as the 
corresponding RCN problem. Especially, note the difference for stars and complete 
graphs. 
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