The object of this paper is to indicate that the Pearson--Lawley selection rules form a plausible general theory for the simultaneous genetic analysis of means and covariance structure. Models are presented based on phenotypic selection and latent selection. Previously presented quantitative genetic models to decompose means and covariance structure simultaneously are reconsidered as instances of latent selection. The selection rules are very useful in the context of behavior genetic modeling because they lead to testable models and a conceptual framework for explaining variation between and within groups by the same genetic and environmental factors.
INTRODUCTION
To decompose differences in means between groups into genetic and environmental components requires certain knowledge of the genetic and environmental influences present in each of the groups. When a difference in mean is observed with respect to a polygenetic character in human samples, such knowledge amounts to a detailed catalog of the genetic and environmental influences active in the groups under consideration. As this knowledge is typically absent or, at best, incomplete, quantitative genetic studies of human polygenetic phenotypes are limited to the sources of within-group variation. The sources of within-group variation can be identified and their contributions estimated using individuals in known genetic and environmental relationships (Neale and Cardon, 1992; Plomin et al., 1990) .
That the sources of between-group variation, in the circumstances mentioned, are not identified does not mean, however, that one cannot consider mean differences in the light of various assumptions and (or) circumstantial evidence. It does mean that the hypotheses following from such considerations cannot be tested rigorously and thus remain speculative. One assumption, which has been employed by Jonson (1973) , is that the sources of betweengroup variation and the sources of within-group variation are identical. We refer to this assumption conveniently as the assumption of common causation. Recently Turkheimer (1991) has employed this assumption to model mean differences in IQ between adoptees and their parents. Both Jensen (1973, p. 135) and Turkheimer (1991, p. 393) emphasize the plausibility of this assumption without discounting its speculative nature. Jensen (1973, p. 134) states clearly, "The simple fact is that one cannot, in any strict formal sense, infer between-groups heritability from a knowledge of within-groups heritability. This is true even when the heritability ... of the trait is perfect." If the assumption of common causation holds, the mean phenotypic difference between the groups under consideration can be directly related to the decomposition of the withingroup phenotypic variation (see Turkheimer, 1990 Turkheimer, , 1991 Furby, 1973; Jensen, 1973, Chap. 5; Dolan, 1992) . This implies that the between-group variation can be modeled using information derived from the analysis of within-group variation.
In the present paper we indicate that the Pearson-Lawley selection rules provide a useful framework for the simultaneous genetic analysis of means and covariance structure. The Pearson-Lawley selection formulas (Lawley, 1943) can be used to assess the changes in covariance and means structure of a set of variables following selection on the basis of one or more selection variables under the assumption that the regression of the selection variables on the set is homoscedastic and linear. These formulas have proven to be useful in covariance structure modeling generally (Thomson, 1945; Meredith, 1964; J6reskog, 1971; S6rbom, 1974 , 1976 Muth6n, 1989) , but also in genetic covariance structure modeling, for instance, of assortative mating (Fulker, 1988) and ascertainment bias (Neale etal., 1989; Neale and Cardon, 1992, pp. 360-361) . The application of the selection rules to the simultaneous quantitative genetic modeling of means and covariance structure provides an explicit mechanism that leads to a situation where between-group variation and within-group variation are attributable to the same latent factors. This mechanism constitutes a useful conceptual framework for thinking about common effects on means and variance which can be evaluated on both theoretical and statistical criteria. A model presented previously by Dolan et aL (1992) is considered in the light of selection by positing a process of group selection on the basis of criteria related to the latent variables, i.e., the environmental and genetic factors. A second case that leads to a simultaneous genetic analysis of mean variation and individual differences is based on a process of phenotypic selection (Muth6n, 1989; Thomson, 1945) .
APPLICATION OF THE PEARSON-LAWLEY SELECTION RULES IN COVARIANCE STRUCTURE MODELING
In the present section we summarize published results obtained by applying the selection rules within the context of the common factor model. These results are subsequently applied to metric characters characterized by a simple genetic model. Meredith (1964) considered the consequences of selection based on the latent variable(s) and Muthdn (1989;  see also Thomson, 1945) recently considered the consequences of selection based on the observed variable(s) for the common factor structure. The former is referred to as latent selection; the latter, as phenotypic selection. The common factor model, which includes various genetic covariance structure models as special cases (Martin and Eaves, 1977; Neale and Cardon, 1992) , is described briefly. Subsequently, the selection rules are applied to the factor model.
Let y denote a p-dimensional vector of multinormal observed variables with mean E[y] = v. Let ~ denote a zero-mean q-dimensional vector of common latent variables and e a zero-mean p-dimensional vector of residuals. In quantitative genetic applications the components of ~q may include additive genetic, dominance, and environmental factors. The relationship between these variables in given by Eq. (la), where A is a (p x q) matrix containing the regression coefficients of the regressions of y on -q. We may select a subsample from a well-defined reference population on the basis of a (possibly multivariate) metric criterion s, a predictor of x. The regression of x on s is linear and homoscedastic. A case is selected if the score s exceeds (c.q. lies below) some predetermined cutoff score. Under the assumption of linearity and homoscedasticity, we deduce the covariance and means structure in the phenotypically selected sample using the selection formulas. The selection formulas are
where Zx~ is the covariance matrix of x and s, E[s] is the mean of the criterion variable s, etc. The symbols with a superscript asterisk represent values in the selected sample; e.g., E[s]* is the mean of the criterion variable in the selected group, Z,~,* is the covariance matrix of x in the selected sample, etc. Latent Selection. Meredith (1964; Lawley and Maxwell, 1971; Muth6n and JOreskog, 1983) applied the Pearson-Lawley selection formulas to investigate the effects of latent selection in the context of the common factor model. We reproduce his results by introducing s as an r-dimensional random variable such that the regression of each component of "q on s is homoscedastic and linear: "q = as + (Fig. 1) . The (q x r) matrix a contains regression coefficients, and g is a q-dimensional vector of residuals. The regression of y on -q is given above.
It follows from the Pearson-Lawley selection formulas that the covariance matrix of y in a group i, derived from the reference population by selection on s, equals
and the means
where Z is the covariance matrix of y in the reference population, Gs and E[s] are the covariance matrix and mean of s in the reference population, and ~ and E[si] are the covariance matrix and mean of s in the selected subsample, respectively. Similarly,
So we can write
or, in view of Eqs. (4a) and (4b),
(5b) in the selected sample i compared to Eqs. (lb) and (lc) in the original sample. Thus given selection on a variable related directly to -q, the matrices A and O and the vector v remain invariant, while changes are expressed in the covariance matrix, ~, and the mean vector E[;q]. Meredith (1964, pp. 184-185) points out that it is not necessary actually to know the selection variable, as it does not appear in Eqs. (5a) and (Sb). This implies that one need not identify one group as the original (reference) population and one as the selected sample. The parameters of the model for the phenotypic means equals p + q (dimension of v plus dimension of E['qi]), whereas the number of means equals the number of groups, ng, times the number of variables: ng*p. Thus multiple congeneric indicators of a given phenotype are required [i.e., (p+q)<2*p] for the means model to be testable. This is by no means a trivial requirement, as in genetic covariance structure modeling test-specific variance is often found to contain systematic environmental and genetic components (Martin and Eaves, 1977; Neale and Cardon, 1992) .
Phenotypic Selection. So far we have considered selection based on a possibly unknown variable which is directly related to the latent variables. We now consider phenotypic selection. In the context of factor analysis, this was considered by Thomson (1945) and more recently by Muth6n (1989) . Fulker (1988) reached similar results in modeling the effects of phenotypic assortative mating on the genetic and environmental covariance between spouses.
Muth6n (1989) demonstrates how the mean and covariance structure of the latent variables "n observed in a reference sample change following selection of individuals on the bases of a phenotypic variable representing a linear combination of the observed variables: s = w~y, where w is a vector of known weights. In the selected group, indicated by the subscript j, we have simple quantitative genetic applications, we note that the models following from latent and phenotypic forms of selection are indistinguishable when the vector w equals the factor score regression matrix. Because the linear combination vCy yields factor scores in this special case, phenotypic selection will coincide with latent selection. The factor score regression matrix calculated according to the regression method (Lawley and Maxwell, 1971, Chap. 8 ) equals ~A's Substituting ~At1~-1 for w t, we arrive at the following expression for the covariance matrix and mean vector in the selected sample: That the effects of latent and phenotypic selection converge as the vector w approaches one of the factor score matrices has two implications. First, it implies that processes that are modeled by means of either latent or phenotypic selection may be hard to distinguish empirically. One such process is assortative mating, which, depending on the theory of assortment, can be modeled as either a phenotypic selection process (Fulker, 1988) or a latent selection process (Falconer, 1990, page 176) . Second, it implies that a multigroup factor model (e.g., SSrbom, 1974) , which usually involves fitting Eqs. (lb) and (lc) in one group and Eqs. (5a) and (5b) in the other, can be specified more parsimoniously. Specifically one can retain Eqs. (lb) and (lc) for one group and fit li;j = A Wj A t + O in the other, with xI*j constrained to equal (~ + W o~ixtr ). A clear advantage of this approach is the reduction in parameters from q*(q+ 1)/2 parameters [i.e., xtri in Eq. (5a)] to a single parameter (viz., ~oj; of course this applies only if q > 1). As a test of strict latent selection, this approach is more parsimonious and therefore more powerful (see Dolan and Molenaar, In Press) .
SIMPLE QUANTITATIVE GENETIC APPLICATIONS

Biometric Decomposition of Phenotypic Means
Following Phenotypic Selection. The application of the selection rules to the common factor model has an important consequence for quantitative genetic modeling of continuously varying characters in human samples. We arrive at models which incorporate the notion of common causation of withinand between-group variation in a precise and empirically testable manner. In the present section, phenotypic selection is applied and the resulting biometric decomposition of mean variation [i.e., Eqs. (la)-(lc) vs. Eqs. (7a) and (7b)] explicated.
We assume that the environmental and genetic sources (G and E) of individual differences in a phenotypic variable y are known: y = v + hg G + keEory = v + A'qwithA = [XgXe],'qt =
[G,E] and E[v] = v. The variance is decomposed as follows: E[(y-v)(y-v) t] = N~ = ATA t, where
'I t equals a 2 x 2 identify matrix I. Independence of the latent variables G and E is not a necessary assumption, but we do assume that genotype • environment interaction is absent. We simply select individuals directly on the basis of their observed scores (i.e., w = 1) on the basis of some cutoff score, say E[y] +sd. The difference between the mean in the population and that in the phenotypically selected sample can then be expressed as a function of the differences in latent means in the representative sample, i.e., E [G] [Ej] while in the reference sample we have simply E[G] = E[E] = 0. The covariance matrix in the selected sample, finally, is a matrix that will certainly no longer be orthogonal: gtj = I+AteojA. As mentioned above, an error term can no longer be expected to have a zero means [see Eq. (6b)] following phenotypic selection. In the present simple quantitative genetic model, the error term is not defined explicity; rather it features implicitly as a part of the unshared environmental variance (Neale and Cardon, 1992, p. 14) . It is important to realize therefore that the term X~E[Ej] will be biased by the contribution of the nonzero mean of the error variance. Correction can be made if an estimate of the error variance in the reference population is available.
Explicit phenotypic selection leads to a biometric decomposition of phenotypic means based on knowledge of the biometric decomposition of individual differences, i.e., a situation where the decomposition of individual differences is informative for the decomposition of group differences. Muth6n (1989) derived Eqs. (6a)-(7b) as a means to investigate the factor structure in samples selected on the basis of a linear combination of test scores on, for instance, an admission test. The factor structure in the selected group is of interest because it reveals the effect of selection: "'... If a certain factor mean increases relatively little when moving from the general population to the top group, this indicates that the items measuring the factor have little power in discriminating between average and successful testers" (Muth6n, 1989, p. 82) . Clearly, if the genetic covafiance structure is known in the reference population, the mean differences between the reference population and any phenotypically selected group can be broken down into genetic and environmental components.
We have considered the most simpte case with one phenotypic variable and direct selection (w = !). In the case of a multivariate phenotype, one can use Eqs. (16a)-(17b) to study the effects of phenotypic selection on the basis of a variety of phenotypic criteria such as the average of the phenotypes or a single component of the phenotypic vector. In the latter case, the indirect effects of the selection on a second correlated phenotypic component can be evaluated.
Biometric Decomposition of Phenotypic Means Based on Latent Selection. A model based on the
Meredith-J6reskog-S6rbom application of the selection rules is presented by Dolan et aL (1992) to obtain a decomposition of gender-related variation in phenotypic mean blood pressure into genetic and environmental components. In that application, the model deviates slightly (for details see Dolan et aL, 1992) from the model following from a strict application of latent selection, i.e., the model given by Eqs. (5a) and (5b). In the present section we consider the latter model.
In Fig. 2 , the (at least) trivariate phenotype y is regressed on an additive genetic and environmental factor, denoted G and E. The variables G and E in turn are regressed on the selection variable s, which may be univariate, combining both the additive genetic and the environmental factors (Fig.  2B ), or multivariate ( Fig. 2A) For Fig. 2B , we have a t = [ag, ae] . Assuming that they were in the original or reference population, the factors G and E in group j are no longer orthogonal in the case of Fig. 2A How reasonable it is to assume that either ag = 0 or at = 0 depends on the nature of the groups and the phenotypes under consideration. For instance, the hypothesis that differences in mean IQ between offspring and their adopted siblings is due to differences in environment would imply that ag= 0 (e.g., Turkheimer, 1990 Turkheimer, , 1991 Jensen, 1972, p. 15) . When comparing parents and their offspring with respect to mean blood pressure, on the other hand, the constraint ag = 0 may be unacceptable because it implies that the same genes are operating in the same manner regardless of the difference in age (e.g., Hewitt, 1990 ). It appears to us that many hypotheses concerning differences between groups in genetic and/or environmental influences become explicit and empirically testable when formulated in terms of latent selection.
DISCUSSION
The multigroup covariance structure model of J6reskog and S6rbom (J6reskog, 1971, 1977; S6r-born, 1974, 1976) includes the model based directly on latent selection as a special case. Their approach, however, offers many more possibilities than follow strictly from latent selection [i.e., Eqs. (5a) and (5b)]. As J6reskog (1971, p. 410) states, "'Firstly, the method may be used regardless of whether the populations are derived by selection or not. The only requirement is that the populations be clearly defined and the samples independent. Secondly, the method is capable of dealing with any degree of invariance .... " Thus the mechanism of a strict selection process can be abandoned while retaining testable models (see, e.g., Dolan et aL, 1991) . The assumption of common causation of within-group and between-group variance of course remains crucial. Comparing Eqs. (la)-(lc) to Eqs. (5a) and (5b), we find that latent selection leads to differences between the groups with respect to the factor means and variances (E['q/] and ~i)-Using programs that fit multigroup covariance structure models such as LISREL VII (J6reskog and S6rbom, 1988) and Mx (Neale, 1991) , one may investigate differences between the groups with respect to any parameters in the covariance structure model as long as the matrix A, which forms the link between the phenotypes and the latent variables, remains invariant over the groups. For instance, one may investigate the the proposition that, in addition to parameters contained in E[~qi] and ~i, the error variances in 19 [in Eq. (lc)] are of a different magnitude in the groups under consideration. This is the case given by Dolan et al. (1992) , where genderrelated mean differences in blood pressure are decomposed into genetic and environmental components in a sample of twin data. The reader is referred to Byrne et aL (1989) for an extensive discussion and illustration of such possibilities in the common factor model.
In presenting the various simple quantitative genetic models above, we have assumed tactily that genotype-environment (G x E) interaction is absent. The method suggested by based on fourth-order statistics of the genetic and environmental factor scores can be applied in the case of latent selection, as the method of Molenaar et al. (1991) , like the model for latent selection presented above, requires multiple indicators. A second approach to the detection of G • E interaction is provided by Molenaar and Boomsma (1987) . In this approach, interaction between the unshared environment factor and the additive genetic factor gives rise, at the level of the covariance structure, to a second unshared environment factor. How exactly such a second factor contributes to the phenotypic means, given the assumption of common causation, and whether such a contribution can be estimated will be investigated in the future.
The central assumption of common causation can be tested by means of a likelihood-ratio test given multinormal data. Meredith and Tisak (1990) give a derivation of the maximum-likelihood function with structured means. The covariance structure model with structured means [see Eqs. (5a) and (5b)] is nested under the model with unconstrained phenotypic means E[yi] ---v i. Such a test of the model for the mean structure, regardless of the nature of the application, is crucial because it relates directly to what we have called the assumption of common causation. To be sure, there are potential causes of between-group variation imaginable which are completely unrelated to sources of within-group variation. Some of the causes may be quite trivial (see Cook and Campbell, 1979, Chap. 2) .
