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EXPLICIT RECIPROCITY LAWS FOR HIGHER LOCAL FIELDS
JORGE FLO´REZ
Abstract. Using the previously constructed reciprocity laws for the general-
ized Kummer pairing of an arbitrary (one-dimensional) formal group, in this
article a special consideration is given to Lubin-Tate formal groups. In partic-
ular, this allows for a completely explicit description of the Kummer pairing
in terms of multidimensional p-adic differentiation. The results obtained here
constitute a generalization, to higher local fields, of the formulae of Artin-
Hasse, Iwasawa, Kolyvagin and Wiles.
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1. Introduction
1.1. Background. For a prime p > 2, let ζpn be a fixed p
nth root of unity and L
be the cyclotomic field Qp(ζpn). The Hilbert symbol for L
(, )pn : L
× × L× → 〈ζpn〉 is defined as (u , w)pn =
θL(u)
(
pn
√
w
)
pn
√
w
,
where θL : L
∗ → Gal(Lab/L) is Artin’s local reciprocity map. Iwasawa [10] deduced
explicit formulae for this pairing in terms of p-adic differentiation as follows
(1) (u , w)pn = ζ
TrL/Qp
(ψ(w) log u) /pn
pn , where ψ(w) = −ζpn w−1
dw
dπ
n
,
and subject to the conditions vL(w − 1) > 0 and vL(u− 1) > 2vL(p)/(p− 1). Here
vL is the discrete valuation of L, πn is the uniformizer ζpn −1, and dw/dπn denotes
g′(πn) for any power series g(x) ∈ Zp[[X ]] such that w = g(πn).
Iwasawa’s formula stemmed from the Artin-Hasse formula
(2) (u , ζpn)pn = ζ
TrL/Qp
(− log u) /pn
pn ,
where u is any principal unit in L.
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In this paper we will deduce generalized formulae of (1) for the Kummer pairing
associated to a Lubin-Tate formal group and an arbitrary higher local field of mixed
characteristic (cf. Theorem 4.0.1). Like Iwasawa, we will obtain these formulae from
a generalized Artin-Hasse formula for the Kummer pairing. The method we use to
derive these formulae is inspired by that of Kolyvagin in [15]. This has important
consequences since Theorem 4.0.1 gives an exact generalization of Wiles [28] explicit
reciprocity laws to arbitrary higher local fields. As a byproduct, we will obtain an
exact generalization of (1) (cf. Theorem 5.5.1) and (2) (cf. Corollary 5.3.1) to
higher local fields.
The main result in this paper, namely Theorem 4.0.1, is supported by [7] Theo-
rem 5.3.1 which describes a general reciprocity law for the Kummer pairing associ-
ated to an arbitrary (one-dimensional) formal group and an arbitrary higher local
field in terms of p-adic multidimensional derivations. However it is not a straight-
forward consequence of it as the results in [7] do not provide the sharpest results in
the particular case when the Kummer pairing is associated to a Lubin-Tate formal
group. In order to obtain the strongest possible results in Theorem 4.0.1 we need
to make a considerable detour by relating [7] Theorem 5.3.1 to certain canonical
multidimensional derivations associated to the torsion points of a Lubin-Tate for-
mal group (cf. Section 2.1) and, also, by explicitly computing certain invariant
attached to the Galois representation associated to the Tate module of the formal
group (cf. Section 3).
We point out that Kurihara (cf. [17] Theorem 4.4) and Zinoviev (cf. [29] The-
orem 2.2 ) also have a generalization of (1) for the generalized Hilbert symbol as-
sociated to an arbitrary higher local field. Theorem 5.5.1 further generalizes (1)
to the Kummer pairing of an arbitrary Lubin-Tate formal group and an important
family of higher local fields. In particular, when we take for the Lubin-Tate formal
group the multiplicative formal group X +Y +XY and the higher local field to be
Qp(ζpn){{T1}} · · · {{Td−1}}, Theorem 5.5.1 coincides with the results of Kurihara
and Zoniviev.
In [8], Fukaya remarkably describes also similar formulae to those of Theorem
5.5.1 for the Kummer pairing associated to an arbitrary p-divisible group G. Even
though Fukaya’s formulae encompass also arbitrary higher local fields (containing
the pnth torsion group of G), Theorem 5.5.1 in its specific conditions is sharper
than the results in [8] for Lubin-Tate formal groups as we explain in more detail
below.
Finally, it is interesting to note that in Zinoviev’s work there is also stated
a higher dimensional version of (2) for the generalized Hilbert symbol (cf. [29]
Corollary 2.1). Our Corollary 5.3.1 further extends (2) to arbitrary Lubin-Tate
formal groups and arbitrary higher local fields, in particular subsuming the formulae
of Zinoviev. Moreover, we will prove stronger results (cf. Proposition 5.3.3 and
Equation (31)) which are not found, a priori, in any of the formulae in literature.
1.2. Description of the results. Let K/Qp be a local field with ring of integers
C = OK , kK its residue field and q = |kK |. Denote by ̺ the ramification index
e(K/Qp). Fix a uniformizer π for K. Let Λπ be the subset of C[[X ]] consisting of
the series f such that
(1) f(X) ≡ πX (mod deg 2).
(2) f(X) ≡ Xq (mod π).
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For a fixed f ∈ Λπ, let F = Ff be the Lubin-Tate formal group such that
[π]Ff = f (cf. [2] VI §3.3 or [15] §7). The ring C is identified with the endo-
morphism ring of F as follows: C → End(F ) : a → [a]f (X) = aX + · · · . Let
κf,n (≃ C/πnC) be the πnth torsion group of F , κf = lim←−κf,n (≃ C) be the Tate
module and κf,∞ = ∪n≥1κf,n (≃ K/C). We will fix a generator ef for κf and
let ef,n be the corresponding reduction to the group κf,n. Denote by K the field
K{{T1}} · · · {{Td−1}}, and by Kπ,n, Kπ,∞, Kπ,n and Kπ,∞, respectively, the fields
K(κf,n), K(κf,∞), K(κf,n) and K(κf,∞), respectively. Since we already fixed π
and f , for convenience sometimes we will omit the subscripts π and f in the above
notation.
In order to describe our formulae, let L ⊃ K be a d-dimensional local field
containing the torsion group κf,n, with ring of integers OL and maximal ideal µL.
Fix a system of local uniformizers T1, . . . , Td−1 and πL of L. We will denote by
F (µL) the set µL endowed with the group structure of F . For m ≥ 1 we let
Lm = L(κf,m) and we fix a uniformizer γm for Lm.
We define the Kummer pairing (cf. [7] §2.2)
(, )L,n : Kd(L) × F (µL)→ κf,n by (α, x) 7→ (α, x)L,n = ΥL(α)(z)⊖f z,
where Kd(L) is the dth Milnor K-group of L (cf. [7]§2.1.1), ΥL : Kd(L) → GabL is
Kato’s reciprocity map for L (cf. [7] §2.1.4), f (n)(z) = x and ⊖f is the subtraction
in the formal group Ff .
The main result in this paper is the following (cf. Theorem 4.0.1 for the precise
formulation).
Theorem. Let r be maximal and r′ minimal such that Kπ,r ⊂ L ∩Kπ,∞ ⊂ Kπ,r′.
Take s ≥ max{r′, n + r + logq(e(L/Kπ,r))}; where e(L/Kπ,r) is the ramification
index of the extension L/Kπ,r. Then
(3) (NLs/L(α) , x )L,n =
[
TLs/K
(
QLs(α) lF (x)
) ]
f
(ef,n),
where
QLs(α) =
T1 · · ·Td−1
πs l′F (ef,s)
∂ef,s
∂Td
det
[
∂ai
∂Tj
]
1≤i,j≤d
a1 · · ·ad ,
for all x ∈ F (µL) and α = {a1, . . . , ad} in
⋂
t≥sNLt/Ls
(
Kd(Lt)
)
. Here NLs/L and
NLt/Ls denote the norm on Milnor K-groups (cf. [7] §2.1.2), lF is the logarithm
of the formal group, TLs/K denotes the generalize trace and
∂ai
∂Tj
denotes the partial
derivative of an element in Ls with respect to the system of local uniformizers
T1, . . . , Td−1, Td = γs (cf. §1.3).
Just like in the work of Iwasawa, the formula (3) will be deduced from the
following generalized Artin-Hasse formula (cf. Proposition 3.0.1)
(4)
( {T1, . . . , Td−1, u}, ef,t )iM,m = TM/S
(
log(u)
(
− 1
πt
))
,
whereM = Lt ( t >> 0), u ∈ VM,1 = {u ∈ OM : vM(u− 1) > vM(p)/(p− 1)}, log
is the usual logarithm and vM is the discrete valuation of M.
The above theorem is an exact generalization of Wiles reciprocity laws to arbi-
trary higher local fields (cf. [28] Theorem 1.).
By doing a detailed analysis of how the formulae (3) are transformed when
varying the uniformizer π of K and the power series f ∈ Λπ we may prove, in
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Theorem 5.5.1, the following higher dimensional version of Iwasawa’s reciprocity
laws (1) for L = Kπ,n:
(5) (α , x )L,n =
[
TL/K
(
QLn(α) lF (x)
) ]
f
(ef,n)
for all α ∈ Kd(L) and all x ∈ Ff (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)). In
particular, takingK = Qp, f(X) = (1+X)
pn−1, Ff (X,Y ) the multiplicative formal
groupX+Y+XY and L the cyclotomic higher local fieldQp(ζpn){{T1}} · · · {{Td−1}},
then (5) coincides with [17] Theorem 4.4 and [29] Theorem 2.2.
We must remark also that Fukaya [8] has similar formulae to (5) that, moreover,
extend to arbitrary formal groups and arbitrary higher local fields. However, for
Lubin-Tate formal groups the formula (5) is sharper for L = Kπ,n , as the condition
on x ∈ F (µL) in [8] is vL(x) > 2vL(p)/(p− 1) + 1.
In the deduction of (5) we will also prove, in Corollary 5.3.1, the following
Artin-Hasse formula: Let M be an arbitrary higher local field with a system of
local uniformizers T1, . . . , Td−1 and πM such that M⊃ Kπ,n, then
(6)
( {T1, . . . , Td−1, eg,n} , x )M,n =
[
TM/S
(
1
ξn l′g(eg,n) eg,n
lf (x)
)]
f
(ef,n)
for all x ∈ Ff (µM), where g is a Lubin-Tate series in Λπ which is also a monic
polynomial and eg,n = [1]f,g(ef,n); here [1]f,g is the isomorphism of Ff and Fg
congruent to X (mod deg 2) and lg is the logarithm of Fg. By taking K = Qp,
f(X) = (1 + X)p
n − 1, Ff (X,Y ) the multiplicative formal group Fm(X,Y ) =
X + Y +XY and M the cyclotomic higher local field Qp(ζpn){{T1}} · · · {{Td−1}},
then (6) coincides with the Artin-Hasse formula of Zinoviev in [29] Corollary 2.1
(25).
Furthermore, (6) will be deduced as a consequence of the following stronger
result (cf. Proposition 5.3.3). Let L = Kπ,n and take eg,n and lg as above, then
(7)
( {u1, . . . , ud−1, eg,n} , x )L,n =

TL/K

 det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξn l′g(eg,n) eg,n
lf (x)




f
(ef,n)
for all units u1, . . . , ud−1 of L and all x ∈ Ff (µL).
Moreover, in the particular situation where K = Qp, π = p, f(X) = (X+1)
p−1,
Ff (X,Y ) = Fm(X,Y ), lf (X) = log(X + 1), L = Qp(ζpn){{T1}} · · · {{Td−1}}, we
further have an additional formula ( cf. Equation (31)):
(8)
( {u1, . . . , ud−1, ζpn} , x )L,n =

TL/Qp

 1
pn
det
[
∂ui
∂Tj
]
u1 · · ·ud−1 lFf (x)




Ff
(ef,n)
for all units u1, . . . , ud−1 of L and all x ∈ Ff (µL). For u1 = T1, . . . , ud−1 = Td−1
we obtain [29] Corollary 2.1 (24).
The sharper Artin-Hasse formulae (7) and (8) are not contained in any of the
reciprocity laws in the literature.
This paper is organized as follows. In Section 2 we formally construct the canon-
ical derivations and logarithmic derivatives describing the Kummer pairing. In
Section 3 we derived an Artin-Hasse type formula (4) for the generalized Kummer
pairing. In Section 4 we derived the formula (3) from the Artin-Hasse formula (4).
Finally, in Section 5 we will prove the formulae (5), (6), (7) and (8).
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1.3. Notation. We will fix a prime number p > 2. If x is a real number then ⌊x⌋
denotes the greatest integer ≤ x.
We will denote by D(M/L) the different of a finite extension of local fieldsM/L.
If R is a discrete valuation ring, the symbols vR, OR, µR and πR will always
denote the valuation, ring of integers, maximal ideal, and some fix uniformizer of
R, respectively.
Let L be a complete discrete valuation field and define
L = L{{T }} =
{
∞∑
−∞
aiT
i : ai ∈ L, inf vL(ai) > −∞, lim
i→−∞
vL(ai) = +∞
}
.
Let vL(
∑
aiT
i) = mini∈Z vL(ai), so OL = OL{{T }} and µL = µL{{T }}. Ob-
serve that the residue field kL of L is kL((T )), where kL is the residue field of L.
Associated to L we have the map cL/L : L → L such that cL/L(
∑∞
−∞ aiT
i) = a0.
We define L = L{{T1}} · · · {{Td−1}} and cL/L inductively. We also define ∂α∂Tk :OL → OL, k = 1, . . . , d − 1 to be the partial derivative of α ∈ OL with respect to
its canonical Laurent expansion in L (cf. [7] Definition 4.1.2).
For a d-dimensional local field L ⊃ K let T1, . . . , Td−1 and πL denote a system of
uniformizers, and let kL = F((T 1)) · · · ((T d−1)) be its residue field. Let L(0) be the
standard field L(0){{T1}} · · · {{Td−1}}, where L(0) is a local field unramified over
K with residue field F. In particular, L/L(0) is a finite totally ramified extension.
For g(x) = a0+ · · ·+ akXk ∈ OL0 [X ] we denote by ∂g∂Ti (X), i = 1, . . . , d− 1, the
polynomial
∂ak
∂Ti
Xk + · · ·+ ∂a0
∂Ti
∈ OL0 [X ] (i = 1, . . . , d− 1)
and
∂g
∂Td
(X) = g′(x) (i = d)
If a ∈ OL, let g(x) ∈ OL0 [X ] such that a = g(πL). Then we denote by ∂a∂Ti the
element ∂g∂Ti (πL), i = 1, . . . , d.
We define the generalized trace TL/K to be the composition TrL(0)/K ◦cL(0)/L(0) ◦
TrL/L(0) . This definition is independent of the d-dimensional standard field L(0)
chosen between L and K. We let D(L/K) denote the different with respect to the
pairing 〈, 〉 : L × L → K: (x, y)→ TL/K(xy).
Let ΩOK (OL) be the module of Kahler differentials of OL over OK , and D(L/K)
be the annihilator ideal of the torsion part of ΩOK (OL). We denote by Ω dOK (OL)
the OL-module ∧dOLΩOK (OL), and by Ωˆ dOK (OL) its p-adic completion. From [7]
Section 4, we have that Ωˆ dOK (OL) is generated by dT1 ∧ · · · ∧ dTd−1 ∧ dπL and,
moreover, there is an isomorphism of OL-modules
(9) Ωˆ dOK (OL) ∼= OL/D(L/K).
We also have thatD(L/K) |D(L/K). In particular, if L is a standard d-dimensional
local field, then D(L/K) = D(L/K).
6 JORGE FLO´REZ
2. Canonical derivations and logarithmic derivatives
In this section we will give an explicit construction of the logarithmic derivative
QLs in the formula (3). Then, in Section 4 we will show that (3) holds.
The following two propositions of Kolyvagin [15] will be needed in the construc-
tion of the logarithmic derivative and its properties; we state them here for easy
reference. Let K be a fixed algebraic closure of K.
Proposition 2.0.1. Let wn = l
′(en) den, n ≥ 1. Then wn generate ΩC(OK), the
module of differentials of OK , with respect to C as OK -modules. We also have
(10) wn = πwn+1.
Proof. cf. [15] Proposition 7.9. 
Let Kn = K(κn) and K∞ = K(κ), where κ = ∪κn. Fix a uniformizer πn of Kn
and let
Kn = Kn{{T1}} · · · {{Td−1}} and K = K{{T1}} · · · {{Td−1}}.
The extension Kn/K is totally ramified and en is a uniformizer for Kn. Therefore,
we will assume from now on that πn = en. Moreover, [Kn/K] = q
n − qn−1.
Let τ : Gal(K/K) → O∗K be the galois representation induced by the action of
Gal(K/K) on the Tate module κ = lim←−κn (≃ C) (cf. § 5.2, Equation (42) of [7] ).
This induces an embedding
(11) τn : Gal(Kn/K)→ (OK/πnOK)∗,
which turns out to be an isomorphism since [Kn/K] and |(OK/πnOK)∗| are both
qn − qn−1.
Proposition 2.0.2. wgn = τ(g)wn for all g ∈ Gal(K/K).
Proof. cf. [15] § 7.2.3. 
2.1. The canonical derivations QM,s. Let M be a finite extension of Ks and
πM a uniformizer for M. Let π1 be a uniformizer for K1 = K(κ1). Let
PM =
(
1/(π1D(M/K) )
)OM = {x ∈M : vM(x) ≥ −vM(π1D(M/K))}.
We define a d-dimensional derivation
QM,s : OdM → PM/(πs/π1)PM,
over OK , in the following way. According to Section 1.3, there is a b′ ∈ OM such
that
dT1 ∧ · · · ∧ dTd−1 ∧ ws = b′ dT1 ∧ · · · ∧ dTd−1 ∧ dπM,
as elements in ΩˆOKs (OM). This and (9) imply that b′OM = D(M/Ks). Let us
put
(12) QM,s(T1, . . . , Td−1, πM) =
T1 · · ·Td−1
b′πs
.
Clearly, T1 · · ·Td−1/(b′πs) ∈ PM. By Proposition 4.1.5 (2) of [7] we have that
D(Ks/K) = π
s/π1Os, then
D(M/K) = D(M/Ks)D(Ks/K) = D(M/Ks)(πs/π1).
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Hence D(M/K)QM,s(T1, . . . , Td−1, πM) ≡ 0 (mod (πs/π1)PM). Therefore, by [7]
Proposition 4.2.3, QM,s defines a d-dimensional derivation as follows
(13) QM,s(a1, . . . , ad) :=
T1 · · ·Td−1
b′πs
det
[
∂ai
∂Tj
]
1≤i,j≤d
where a1, . . . , ad ∈ OM. Note that the definition of QM,s is independent of the
choice of uniformizer πM of M.
In the following two propositions we will show some properties of the derivations
QM,s that will be needed later in the deduction of the main result.
Proposition 2.1.1. Let N be a finite field extension of M such that N ⊃ Kt
for t ≥ s. Suppose that D(N/M)|πt−s, then (πt/π1)PN is contained in X :=
(πs/π1)PMON and so QN ,t (mod X) is well-defined. Let
̟ : PM/(π
s/π1)PM → PN /X
be the injection induced from PM ⊂ PN . Then for any y ∈ OdM
̟(QM,s(y)) = QN ,t(y) (mod X).
Proof. The Proposition 2.1.1 and its proof were suggested by V. Kolyvagin. First,
πt
π1
PN =
πt
π1
1
π1D(N/K) =
πt
π1
· 1
π1D(N/M)D(M/K)
=
πs
π1
· π
t−s
D(N/M) .
1
π1D(M/K) ⊂ X
because (πt−s/D(N/M)) ⊂ ON by our assumption.
By Section 1.3 we can choose a and c in ON , and b ∈ OM, such that
dT1 ∧ · · · ∧ wt = c dT1 ∧ · · · ∧ dπN ,
dT1 ∧ · · · ∧ws = b dT1 ∧ · · · ∧ dπM,
dT1 ∧ · · · ∧ dπM = a dT1 ∧ · · · ∧ dπN .
Since πt−swt = ws we have
πt−sc dT1 ∧ · · · ∧ dπN = b dT1 ∧ · · · ∧ dπN = ba dT1 ∧ · · · ∧ dπN .
So by Equation (9)
πt−sc ≡ ba (mod D(N/K)).
Dividing this congruence by πt c b and taking into account that cON = D(N/Kt)
and bOM = D(M/Ks), we have
1
πsb
≡ a
πtc
(mod Z),
where
Z =
D(N/K)
πtD(N/Kt)D(M/Ks) =
OM
π1D(M/Ks)
=
πs
π1
ON
π1D(M/K) ⊂
πs
π1
ON
π1D(M/K) ⊂ X.
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Here we are using the fact that D(M/K) |D(M/K), combined with D(N/K) =
D(N/Kt)D(Kt/K) andD(Kt/K) = πt/π1; similarlyD(M/K) = (πs/π1)D(M/Ks).
Thus
QN ,t(T1, . . . , Td−1, πM) =
a
πtc
=
1
πsb
(mod X)
= ̟
(
QM,s(T1, . . . , Td−1, πM)
)
.
This implies the corresponding equality for arbitrary y ∈ (OM)d since the right
hand and left hand mappings are multidimensional derivations of (OM)d over OK
so they are determined by their value at (T1, . . . , Td−1, πM) (cf. Proposition 4.2.3
of [7]). 
Proposition 2.1.2. QgM,s = τ(g
−1)QM,s for all g ∈ Gal(K/K). Here QgM,s is the
d-dimensional derivation defined by QgM,s(a1, . . . , ad) = [QM,s(a
g−1
1 , . . . , a
g−1
d )]
g.
Proof. Notice that it is enough to check that
QgM,s(T1, . . . , Td−1, πM) = τ(g
−1)QM,s(T1, . . . , Td−1, πM),
by Equation (37) of Proposition 4.2.3 in [7].
Let b′ ∈ OM such that ws = b′ dT1∧ · · ·∧dπM. Then wgs = (b′)g dT1∧ · · · ∧dπ gM
and, by Proposition 2.0.2, we have that dT1∧· · ·∧ws = τ(g−1)(b′)g dT1∧· · ·∧dπgM.
Since πgM is also a uniformizer for M and the definition of QM,s is independent of
the uniformizer, then
QM,s(T1, . . . , Td−1, π
g
M) =
1
τ(g−1) (b′)g πs
,
but
1
τ(g−1)(b′)gπs
= τ(g)
(
1
b′πs
)g
.
This last expression is equal to τ(g)QM,s(T1, . . . , Td−1, πM)
g by Equation (12).

2.2. The canonical logarithmic derivatives QLM,s. Let M be a finite exten-
sion of Ks.
Definition 2.2.1. From QM,s we define the logarithmic derivative
QLM,s : Kd(M)→
1
πM
PM
πs
π1πM
PM
by
(14)

QLM,s(u1, . . . , ud−1, πM) =
QM,s(u1, . . . , ud−1, πM)
u1 · · ·ud−1πM (mod
πs
π1πM
PM),
QLM,s(u1, . . . , ud) =
QM,s(u1, . . . , ud)
u1 · · ·ud (mod
πs
π1
PM),
QLM,s(u1, . . . , ud π
k
M) = kQLM,s(u1, . . . , πM) +QLM,s(u1, . . . , ud), k ∈ Z
QLM,s(a1, . . . , ad−1) = 0, whenever ai = aj for i 6= j and a1, . . . , ad−1 ∈ M∗.
where u1, . . . , ud are in O∗M = {x ∈ OM : vM(x) = 0}.
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Notice that the forth property says that QLM,s is alternating, in particular it is
skew-symmetric, i.e.,
QLM,s(a1, . . . , ai, . . . , aj, . . . , ad) = −QLM,s(a1, . . . , aj , . . . , ai, . . . , ad),
whenever i 6= j.
Let us fix a d-dimensional local field L ⊃ Kn. Let γm be a uniformizer for
Lm = L(κm), m ≥ 1. From now on we will be using the following notation
(15)


Ps = PLs,s (s ≥ 1)
Qs = QLs,s, QLs = QLLs,s
Ns = NLs/L, Nt/s = NLt/Ls (t ≥ s)
Trs = TrLs/L, Trt/s = TrLt/Ls .
Notice that
(16) Trt/s(Pt) ⊂ Ps and Trt/s
(
(1/γt)Pt
) ⊂ (1/γs)Ps.
Indeed, from D(Lt/K) = D(Lt/Ls)D(Ls/K) we have that Pt = (1/D(Lt/Ls))Ps,
thus
Trt/s
(
Pt
)
= Trt/s
(
(1/D(Lt/Ls))Ps
)
= PsTrt/s
(
1/D(Lt/Ls)
) ⊂ Ps,
and Trt/s(
(
γs/γt)Pt
) ⊂ Trt/s(Pt) ⊂ Ps.
Let r′ be smallest positive integer such that L ∩Kπ ⊂ Kr′. Then
(17) Ls ∩Kπ = (L ∩Kπ)Ks = Ks (s ≥ r′).
Proposition 2.2.1. For any t ≥ s ≥ r′ we have
QLs(Nt/s(a1), a2, . . . , ad) = Trt/s(QLt(a1, . . . , ad)) ( ∈ (1/γs)Ps
(πs/π1γs)Ps
)
for a1 ∈ L∗t and a2, . . . , ad ∈ L∗s.
Proof of Proposition 2.2.1. The proof follows the same ideas as in [15] Proposition
7.13. It will be enough to consider the case t = s + 1. From Proposition 2.1.2 it
follows that
(18) QLt
(∏
ag1, a2, . . . , ad
)
=
(∑
τt(g)g
)
QLt(a1, . . . , ad) =
=
(∑
g
)
QLt(a1, . . . , ad) +
(∑(
τt(g)− 1
)
g
)
QLt(a1, . . . , ad),
where both
∏
and
∑
are taken over all g ∈ G(Lt/Ls). By Proposition 2.2.2 below
and by Equation (17), we see that
∑
(τt(g)− 1)g takes
Pt =
1
D(Lt/Ls)Ps =
π
D(Lt/Ls)
(
1
π
Ps
)
to (
πt
π1
OLt
) (
1
π
Ps
)
=
πs
π1
PsOLt .
Then
QLs
(
Nt/s(a1), a2, . . . , ad
)
= QLt
(
Nt/s(a1), a2, . . . , ad
)
(mod
πs
π1γs
Ps)
= Trt/s
(
QLt(a1, . . . , ad)
)
,
where the first equality follows from Proposition 2.1.1. 
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Proposition 2.2.2. LetM⊃ K be a d-dimensional local field such thatM∩K∞ =
Ks and let N =Ms+1. Then
τs+1(G(N/M)) = 1 + π
sC
1 + πs+1C
⊂ (C/πs+1C )∗
where C = OK , and the element∑
g∈G(N/M)
(τs+1(g)− 1)g
takes (π/D(N/M))ON to (πs+1/π1)ON . Also D(N/M)|π.
Proof. This follows immediately from the fact that G(N/M) ∼= G(Ks+1/Ks) and
Proposition 5.12 in [15] and its proof.

3. Generalized Artin-Hasse formulas
In this section we will give a version of Artin-Hasse formula for the Kummer
pairing over higher local fields. In the next section, we will use these results to
deduce the main formulae.
We will assume that p 6= 2. Let ̺ is the ramification of index of K/Qp. Let
(k, t) be a pair of integers for which there exist a positive integer m such that
t − k − 1 ≥ m̺ ≥ k, in other words: (k, t) is an admissible pair as in Definition
2.3.1 of [7]. Also, let M = Kt, M =M{{T1}} · · · {{Td−1}} and
RM,1 =
{
x ∈ M : vM(x) ≥ −vM(D(M/Q))−
⌊
vM(p)
p− 1
⌋
− 1}.
Since Kt/K is a totally ramified extension πt = et will be a uniformizer for Kt.
By Equation (45) of Definition 5.2.1 of [7] there exists a cβ = cβ,i ∈ RM,1/πkRM,1
such that
(19)
({T1, . . . , Td−1, u}, et)M,k = TM/K( log u cβ ) (mod πkC)
In the following proposition we will compute this constant cβ explicitly, in other
words, we will show that
cβ = −1/πt (mod πkRM,1).
Proposition 3.0.1. For all u ∈ VM,1 = {u ∈ OM : vM(u − 1) > vM(p)/(p− 1)}
we have
(20)
({T1, . . . , Td−1, u}, et)M,k = TM/K
(
log u
(
− 1
πt
))
(mod πkC),
or equivalently,
(21)
({T1, . . . , Td−1, u}, et)M,k = TrKt/K
(
cM/Kt(log u)
(
− 1
πt
))
Proof. We start by observing that every u ∈ VM,1 can be expressed as∏
i¯=(i1,...,id)∈S
id≥[vM (p)/(p−1)]+1
(1 + θ i¯ T
i1
1 · · ·T id−1d−1 πidt )
where θi¯ ∈ R, R is the group of (q − 1)th roots of 1 in K∗t , and S ⊂ Zd is an
admissible set ( cf. Corollary from Section 1.4.3 of [6]). The convergence of this
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product is with respect to the Parshin topology of M∗ (cf. [6] Chapter 1 §1.4.2.).
On the other hand, by Proposition 2.2.1 (6) of [7] the mapping
M∗ → κk : u→ ({u, T2 . . . , Td−1}, et)M,k
is continuous with respect to the Parshin topologyM∗. Then it is enough to check
(21) for
u = 1 + θ T i11 · · ·T id−1d−1 πidt , (θq−1 = 1).
We are going to do this by cases:
Case 1) Suppose (i1 . . . , id−1) 6= (0, . . . , 0). Then the right hand side of (21) is
zero since cM/Kt(log u) = 0. Let us show that the left hand side is also zero as well.
Suppose first ir > 0 for some 1 ≤ r ≤ d−1. ConsiderN = Kt{{Y1}} . . .{{Yd−1}}
where Yr = T
ir
r and Ym = Tm, for m 6= r. By lemma 3.0.1 below, M/N is a finite
extension of degree ir and NM/N (Tr) = ±Yr. Let also i′r = 1 and i′m = im for
m 6= r. To simplify the notation we will denote T i11 · · ·T id−1d−1 and Y i
′
1
1 · · ·Y
i′d−1
d−1 by
T i¯ and Y i¯
′
, respectively. Therefore by [7] Proposition 2.2.1 (4)(
{T1, . . . , Td−1, 1 + θ T i¯ πidt }, et
)
M,k
=
=
(
NM/N {T1, . . . , Td−1, 1 + θ T i¯ πidt }, et
)
N ,k
=
(
{Y1, . . . , NM/N (Tr), . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
=
(
{Y1, . . . ,±1, . . . , Yd−1, 1 + θ Y i¯′ πidt }, et
)
N ,k
⊕
(
{Y1, . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
Since p 6= 2,
(
{Y1, . . . ,±1, . . . , Yd−1, 1 + θ Y i¯′ πidt }, et
)
N ,k
= 0. On the other
hand, since θq−1 = 1 then(
{Y1, . . . , θ, . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
= [1/(q − 1)]
(
{Y1, . . . , θq−1, . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
= 0
and also
(
{Y1, . . . , πt, . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
= 0 by the norm series rela-
tion for Lubin-Tate formal groups ({a1, . . . ,−X, . . . , ad}, X)N ,k = 0; recalling that
πt = et. Thus(
{T1, . . . , Td−1, 1 + θ T i¯πidt }, et
)
M,k
=
(
{Y1, . . . , Yr, . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
=
(
{Y1, . . . , θ Y i
′
1
1 · · ·Y i
′
r
r · · ·Y i
′
d−1
d−1 π
id
t , . . . , Yd−1, 1 + θ Y
i¯′πidt }, et
)
N ,k
=
(
{Y1, . . . ,−θ Y i¯′πidt , . . . , Yd−1, 1 + θ Y i¯′πidt }, et
)
N ,k
The second equality follows from the fact that {Y1, . . . , Ym, . . . , Yd−1, 1 + θ Y i¯′πidt }
is trivial, for m 6= r, in the Milnor K-group Kd(M). Moreover, the last expression
in the chain of equalities is again zero because {Y1, . . . ,−θ Y i¯′πidt , . . . , Yd−1, 1 +
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θ Y i¯
′
πidt } is the zero element, by the Steinberg property, in the Milnor K-group
Kd(M).
Suppose now ir < 0. We take Yr = T
−ir
k instead and by lemma 3.0.1 we have
NM/N (T
−1
k ) = ±T−irr = ±Yr. Noticing that(
{T1, . . . , Tr, . . . , Td−1, 1 + θ T i¯πidt }, et
)
M,k
= −
(
{T1, . . . , T−1r , . . . , Td−1, 1 + θ T i¯πidt }, et
)
M,k
we can now apply the same argument as before to conclude that(
{T1, . . . , Tr, . . . , Td−1, 1 + θ T i¯πidt }, et
)
M,k
= 0.
Case 2) Suppose (i1 . . . , id−1) = (0, . . . , 0). That is, when u is an element of the
one dimensional local field Kt. In this case, we will show in lemma 3.0.2 below that
the pairing ({T1 . . . , Td−1, u}, et)M,k coincides with the pairing taking values in
the one dimensional local field Kt, namely (u, et)Kt,k. Thus, by [15] section 7.3.1
and the fact that cM/K(log(u)) = log(u) formula (21) follows. 
Lemma 3.0.1. Let M be a complete discrete valuation field and M = M{{T }}.
Put Y = T j for j > 0. Define N = M{{Y }}. Then M/N is a finite extension of
degree j and NM/N (T ) = ±Y .
Remark: Since M is a complete discrete valuation field the result immediately
generalizes to the d-dimensional case, for if L = L{{T1}} · · · {{Td−1}}, then we can
take M to be L{{T1}} . . . {{Td−2}} and apply the result to M = M{{Td−1}} and
N =M{{Yd−1}}, where Yd−1 = T jd−1.
Proof. We can assume that M contains ζj , a primitive jth root of 1. Otherwise we
can considering the diagram
N =M{{Y }}
M =M{{T }} M(ζj){{Y }}
M(ζj){{T }}
we see that [M/N ] = [M(ζj){{T }} :M(ζj){{Y }}] sinceM{{T }}∩(M(ej){{T }}) =
M{{Y }}.
Note that Y has exact order j in N ∗/(N ∗)j for if Y = αk, α ∈ N ∗, then 0 =
vN (Y ) = kvN (α), thus α ∈ O∗N , and we can go to the residue field kN of N where
we have 1 = vkN (Y ) = kvkN (α), which implies k = 1. Then by Kummer theory (cf.
[2] Chapter 3 Lemma 2) we have that the polynomial P (X) = Xj − Y ∈ ON [X ]
is irreducible. Thus [M/N ] = j, and NM/N (T ) is the product of the roots of the
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polynomial P (X). These roots are ζkj T , k = 1, . . . , j. Thus
NM/N (T ) =
j∏
k=1
ζkj T = ζ
j(j+1)
2
j T
j =
{
T j = Y, if j is odd,
−T j = −Y, if j is even. = (−1)
j+1Y.

Lemma 3.0.2. For a local field L/Qp, let L = L{{T1}} · · · {{Td−1}} and define
the map
f : L∗ → Gal(Lab/L) by a→ ΥL({T1, . . . , Td−1, a})
∣∣∣∣
Gal(Lab/L)
,(22)
induced by the natural restriction Gal(Lab/L) → Gal(Lab/L). Then f coincides
with the Artin’s local reciprocity map for L: θL : L
∗ → Gal(Lab/L). Thus, for
L = Kt and M = Kt{{T1}} · · · {{Td−1}} we have
({T1, . . . , Td−1, u}, et)M,k = (u, et)Kt,k ,
for all u ∈ VL,1 = {x ∈ L : vL(x − 1) > vL(p)/(p − 1)}. Here (u, et)Kt,k denotes
the Kummer pairing of the (one-dimensional) local field Kt.
Proof. It is enough to verify the two conditions of [2] Chapter 5 §2.8 Proposition
6. Let L(d) be L, and L(d−1) = kL((t1)) · · · ((td−1)), . . . ,L(0) = kL the chain of
residue fields of L. Let ∂ : Km(L(m)) → Km−1(L(m−1)), m = 1, . . . , d, be the
boundary map defined in Chapter 6, Section 6.4.1 of [6] ( See also [5] IX §2). Then
by Theorem 3 of Section 10.5 of [6] the following diagram commutes:
Kd
(L(d)) ΥL(d)−−−−→ Gal(Lab(d)/L(d) )
∂
y yσ→σ
Kd−1
(L(d−1)) ΥL(d−1)−−−−−→ Gal(Lab(d−1)/L(d−1) )
...
...
∂
y yσ→σ
Z = K0
(L(0)) ΥL(0)−−−−→ Gal(Lab(0)/L(0))
Moreover, by Section 6.4.1 of [6] (See also [12] Section 1, Theorem 2) the compo-
sition of the vertical maps ∂ ◦ · · · ◦ ∂({T1 . . . , Td−1, a}) coincide with the valuation
vL(a) for a ∈ L∗. Therefore f : L∗ → Gal(Lab/L) → Gal(Lun/L) is the valuation
map vL : L
∗ → Z. Thus condition (1) of [2] Chapter 5 §2.8 Proposition 6 is verified.
Suppose L′/L is a finite abelian extension and let L′ = L′{{T1}} · · · {{Td−1}}. If
a ∈ L∗ is a norm from (L′)∗, namely a = NL′/L(α), then clearly {T1, . . . , Td−1, a}
is a norm from Kd(L′), namely
{T1, . . . , Td−1, a} = {T1, . . . , Td−1, NL′/L(α)} = NL′/L{T1, . . . , Td−1, α}, .
Then by (1) of Theorem 2.1.1 of [7] we have that ΥL(T1, . . . , Td−1, a) is trivial on
L′ and so f(a) is trivial on L′. Thus condition (2) of [2] Chapter 5 §2.8 Proposition
6 is verified. 
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4. Generalized Kolyvagin formulas
In this subsection we will provide a refinement of the formulae given for Theorem
5.3.1. of [7] to the case of a Lubin-Tate formal group Ff .
Using the notation in (15) we define
Kd(Ls)′ =
⋂
t≥s
Nt/s
(
Kd(Lt)
)
.
Also let r maximal, and r′ minimal, such that
Kr ⊂ L ∩K∞ ⊂ Kr′
Theorem 4.0.1. Take s ≥ max{r′, n + r + logq(e(L/Kr))}. Then Trs takes
(πs/π1γs)Ps to π
nRL so that it induces a homomorphism
Trs :
1
γs
Ps
πs
π1γs
Ps
−→ L/πnRL
and the following formula holds
(23)
(
Ns(α) , x
)
L,n
=
[
TL/K
(
Trs
(
QLs(α) lF (x)
) ]
f
(en)
all x ∈ F (µL) and all α ∈ Kd(Ls)′.
Proof. LetM = Lt. The strategy of the proof is the following: First, we will show
that QLt coincides with the logarithmic derivative DlogM,m from Theorem 5.3.1
of [7]; where t, k and m are as in the statement of that Theorem. Then, we will
descend to the logarithmic derivative QLs, for s ≥ max{r′, n+ r+ logq(e(L/Kr))},
using the fact that Trs((π
s/π1γs)Ps) ⊂ πnRL; this fact will be shown at the end of
the proof.
Let v be the normalized valuation vM/vM(p) and let Rt,1 = RM,1. Since
K1/K is totally ramified and [K1/K] = q − 1, then πq−11 ∼ γvM(p)t . So π1 di-
vides γ
vM(p)/(p−1)
t and we have
1
γt
Pt =
1
γtπ1D(Lt/K)
OLt ⊂
1
γ
vM(p)/(p−1)+1
t D(Lt/K)
OLt = Rt,1.
If k < t, then π1|πt−kγt, which implies (πk/γt)|(πt/π1) and so
πt
π1γt
Pt ⊂ π
k
γt
Rt,1.
Consider t, k andm as in Theorem 5.3.1 of [7]. In particular, since t = 2k+̺+1 then
k < t and therefore we can look at the factorization of Qt : (O∗M)d → Pt/(πt/π1))Pt
into Rt,1/(π
k/γt)Rt,1. This is a d-dimensional derivation such that
Qt(T1, . . . , Td−1, et) = T1 · · ·Td−1/πtl′(et) = −T1 · · ·Td−1cβ/l′(et),
by Proposition 3.0.1, where cβ is the constant from Equation 19. But from Lemma
5.2.1 and Proposition 5.2.3 of [7] we know that all derivations satisfying such con-
dition must coincide when reduced to Rt,1/(π
m/γt)Rt,1. Therefore the reduction
of Qt to Rt,1/(π
m/γt)Rt,1 coincides, after Theorem 5.3.1 of [7], with the deriva-
tion DiM,m from Definition 5.2.1 of [7]. This allows us to replace the logarithmic
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derivative DlogM,m, from Definition 5.2.1 of [7], by the logarithmic derivative
QLt : Kd(M)→
1
γt
Pt
πt
π1γt
Pt
defined in (14). Then for ǫ ∈ Kd(Lt) we have
(24) TrM/L
(
ψiM,m(ǫ)
)
= Trt
(
QLt(ǫ)
)
(mod πnRL).
In particular, if we pick ǫ of the form
(25) {a1, a2, . . . , ad} ∈ Kd(Lt) with a2, . . . , ad ∈ L∗s,
then by Proposition 2.2.1 we know that for s ≥ r′ the following identity holds
QLs
(
Nt/s(ǫ)
)
= Trt/s
(
QLt(ǫ)
)
(mod
πs
π1γs
Ps).
Suppose for the moment that Trs
(
(πs/π1γs)Ps
) ⊂ πnRL, then taking Trs we
get
Trt
(
QLt(ǫ)
)
= Trs
(
Trt/s
(
QLt(ǫ)
) )
= Trs
(
QLs
(
Nt/s(ǫ)
) )
(mod πnRL)
If α ∈ Kd(Ls)′, we have in particular α ∈ Nt/s(Kd(Lt)). According to Lemma 4.0.2
below, we may assume that there exists an ǫ ∈ Kd(Lt) of the form (25) such that
Nt/s(ǫ) = α and thus, by (24) and Proposition 5.1.2. of [7], identity (23) follows.
Therefore it remains to prove that Trs((π
s/π1γs)Ps) ⊂ πnRL for s ≥ n + r +
logq(e(L/Kr)). Let x ∈ F (µL). Then f(x) ≡ xq (mod πx) implies
(26) v(f(x)) ≥ min{v(xq), v(πx)}.
Let
s′ ≥ logq
(
e(L/K)
q − 1
)
+ 1 = r + logq (e(L/Kr)) .
Then v(f (s
′−1)(x)) ≥ min{v(xqs′−1), v(πx)}. But
v(xq
s′−1
) = qs
′−1v(x) =
e(L/K)
q − 1
vL(x)
e(L/K) ̺ ≥
1
̺(q − 1) =
v(π)
q − 1 ,
v(πx) > v(π),
so v(f (s
′−1)(x)) ≥ v(π)/(q − 1). Thus by equation (26) applied to x = f (s′−1)(x)
we have
v(f (s
′)(x)) ≥ min
{
v
(
(f (s
′−1)(x))q
)
, v(πf (s
′−1)(x))
}
≥
(
1 +
1
q − 1
)
v(π) >
v(π)
q − 1
By Lemma 4.0.1 below, we have v(lF (f
(s′)(x))) = v(f (s
′)(x)), and since v(π)/(q −
1) = v(π1), then
v(πs
′
lF (x)) ≥ (1 + 1/(q − 1))v(π) = v(π) + v(π1).
This implies (πs
′−1/π1)TL ⊂ OL, where TL = lF (F (µL)). Taking duals with
respect to TL/K we get
πs
′−1
π1
1
D(L/K)OL ⊂ RL.
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Since Trs(Ps) ⊂ PL, by equation (16), then Trs takes
πs
π1γs
Ps ⊂ π
s
π1πL
Ps
to
πs
π1πL
PL =
πs
π21πL
1
D(L/K)OL ⊂
πs−s
′+1
π1πL
RL
Noticing now that q 6= 2, since p 6= 2, implies that π1πL|π, because vL(π/π1πL)) =
e(L/L1)(q − 2) − 1. Thus, if s ≥ n + s′ then Trs takes (πs/π1γs)Ps to πnRL and
we conclude the theorem. 
Lemma 4.0.1. The formal logarithm lF is a local isomorphism for the subgroup of
F (µL) of elements w such that
v(w) > 1/(̺(q − 1)) = v(π)/(q − 1),
and furthermore we have that
v(lF (w)) = v(w).
Proof. The inequality v(w) > v(π)/(q − 1) is equivalent to v(wq) > v(π) + v(w),
and since f(x) ≡ xq (mod πx) this implies v(f(w)) = v(πw). Thus v(f (n)(w)) =
v(πnw) and therefore we can take n large enough such that v(f (n)(w)) > 1/(p− 1).
By Proposition 6.2.3 of [7] or [25] IV Theorem 6.4 we have that v(lF (f
(n)(w))) =
v(f (n)(w)). Thus v(πnlF (w)) = v(π
n w), and this proves the lemma. 
Lemma 4.0.2. If M/L is an abelian extension of d-dimensional local fields, then
the group NM/L(Kd(L)) is generated by all the elements of the form {a1, . . . , ad} ∈
Kd(L) with some ai ∈ NM/L(M∗).
Proof. Let S be the subgroup of Kd(L) generated by the elements of the form
{a1, . . . , ad} ∈ Kd(L) with some ai ∈ NM/L(M∗). Suppose ai = NM/L(bi), bi ∈
M∗. Then by Proposition (4) of [7] we know that
{a1, . . . , NM/L(bi), . . . , ad} = NM/L
({a1, . . . , bi, . . . , ad}).
This implies
S ⊂ NM/L(Kd(M)) ⊂ Kd(L).
We know that the index of NM/L(Kd(M)) in Kd(L) is r := [M : L]; this
follows, for example, from the main statement of higher class field theory (cf. [7]
Theorem 2.1.1. (1)). On the other hand, it is clear that r ≥ [Kd(L) : S], since for
{a1, . . . , ad} ∈ Kd(L) we have
{a1, . . . , ad}r = {ar1, . . . , ad} = {NM/L(a1), . . . , ad} ∈ S
Therefore we conclude that S = NM/L(Kd(M)). 
5. Generalized Artin-Hasse and Iwasawa formulas
Let π be a uniformizer of K and let ̺ is the ramification of index of K/Qp. Fix
an f ∈ Λπ and let Ff denote the Lubin-Tate formal group associated to f . We will
use the following notation in the rest of this article. Let K = K{{T1}} · · · {{Td−1}}
and set Kπ,n = Kπ,n{{T1}} · · · {{Td−1}} for n ≥ 1. For L = Kπ,n we will use the
notation (15). The main results in this section are Corollary 5.3.1 and Theorem
5.5.1 which are a refinement of Theorem 4.0.1 for the field Kπ,n. Corollary 5.3.1 is a
generalization to Lubin-Tate formal groups of the generalized Artin-Hasse formula
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of Zinoviev (cf. [29] Corollary 2.1). On the other hand, Theorem 5.5.1 is a general-
ization to Lubin-Tate formal groups of the explicit reciprocity laws of Zinoviev (cf.
[29] Theorem 2.2 ) and Kurihara (cf. [17] Theorem 4.4) for the generalized Hilbert
symbol for the field Kπ,n.
5.1. A refinement of Theorem 4.0.1. We start with the following refinement of
Theorem 4.0.1 which will be used later in the deduction of Theorem 5.5.1.
Theorem 5.1.1. Let L = Kπ,n. The following identity holds:
(α, x)L,n =
[
TL/K
(
QLn(α) lf (x)
) ]
f
(ef,n)
for all α ∈ Kd(L)′ and all x ∈ F (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)) + 1.
Moreover, for α = {u1, . . . , ud} ∈ Kd(L) with units u1, . . . , ud ∈ L∗, we have
(27) (α, x)L,n =
[
TL/K
(
QLn(α) lf (x)
) ]
f
(ef,n)
all x ∈ F (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)).
Proof. From Proposition 2.2.1 and the proof of Theorem 4.0.1 it follows that we
can descend with QLs further down to s = n as long as
TL/K
( (
πn/π1γn)Pn
)
lf (x)
) ⊂ πnC.
This containment will be true as long as lf (x) belongs to (π
2
1γn)OL, which is the
dual of (πn/π1γn)PL with respect to the pairing (y, w) → TL/K(yw) mod πnC.
This is guaranteed, for example, if x ∈ F (µL) is such that vL(x) ≥ 2 vL(p)/(̺(q −
1)) + 1 (cf. Lemma 4.0.1).
The proof of assertion (27) is analogous, but this time observing that for α =
{u1, . . . , ud} the QLn is well defined mod (πn/π1)Pn, and also by noticing that the
dual of (πn/π1)Pn is π
2
1OL. 
Our main goal is to extend the above theorem to all α ∈ Kd(L). Here we
are going to follow Kolyvagin’s ideas in [15] Section 7.4. The crux of Kolyvagin’s
argument is to vary the uniformizer ofK by taking ξ = uπ, for u ≡ 1 (mod πn), and
study how the formulae are transformed when we consider Lubin-Tate formal groups
associated to a power series g ∈ Λξ. Additionally, we need to modify the logarithmic
derivative QLn ( cf. Definition 5.4.1) so that it is defined (mod (π
n/π1)Pn) rather
than (mod (πn/(π1 γn)Pn). This will allow us to deal with the restriction on
x ∈ Ff (µ) in Theorem 5.1.1 from vL(x) ≥ 2 vL(p)/(̺ (q − 1)) + 1 to vL(x) ≥
2 vL(p)/(̺ (q − 1)) (cf. Corollary 5.4.1).
5.2. Change of uniformizer of K. Let ξ be a uniformizer of K. For g ∈ Λξ we
let Fg denote the formal group associated to g. We will add a g to the subscript of
all the elements associated to the formal group Fg. In this way, the corresponding
formal logarithm, torsion points, nth torsion group, Kummer pairing, logarithmic
derivatives, etc., will be denoted by lg, eg,n, κg,n, (, )g,L,n, QLg,s, etc., respectively.
Since we already fixed the power series f ∈ Λπ sometimes we will omit the subscript
f in this case.
In this subsection we will collect some notation and results that will inform us
about the passage from the formal group Ff to the formal group Fg.
Let Kξ,n = K(κg,n). We start with the following result of Kolyvagin (cf. [15]
Proposition 7.25)
Proposition 5.2.1. Kξ,n = Kπ,n if and only if u ≡ 1 (mod πn), where u = ξ/π.
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Now let R be a ring containing C = OK . Denote by HomR(Ff , Fg) be the ring
of power series t(X) ∈ XR[[X ]] such that
t(Ff (X,Y )) = Fg(t(X), t(Y )).
According to [15] Proposition 1.1 we have an injective ring homomorphism c :
HomR(Ff , Fg)→ R defined by t(X) = t1X+· · · 7→ c(t) := t1. For a ∈ c(HomR(Ff , Fg))
we denote by [a]f,g(X) the power series such that c([a]f,g) = a.
Let u be a principal unit of K. According to [15] Proposition 7.1 and Corollary
7.5 there exists a unit ǫ ≡ 1 (mod (u − 1)) in Cˆnr, the ring of integers of the
completion of the maximal unramified extension Knr of K, such that
FrK(ǫ) = ǫu and [ǫ]f,g ∈ HomCˆnr(Ff , Fg)
Therefore the power series [ǫ]f,g(X) is an isomorphisms between Ff and Fg over
Cˆnr and
[ǫ]FrKf,g = [ǫ u]f,g.
Suppose further that the unit u is such that u ≡ 1 (mod πn). Let L = Kπ,n.
Observing that FrL = FrK is the Frobenius automorphism of L
nr over L, then
FrL(ǫ) = ǫu ≡ ǫ (mod πn).
Let L = Kπ,n. Using the notation from the proof of Lemma 3.0.2 we define,
according to Fesenko c.f [6] Section 6.4.1., the valuation map vL by
vL : Kd(L) ∂−−→ Kd−1(L(d−1)) ∂−−→ . . . ∂−−→ K0(L(0)) = Z.
Observe that, for example, vL({T1, . . . , Td−1, πL}) = 1. For α ∈ Kd(L) the galois
element ΥL(α) ∈ Gal(Lab/L) can be restricted to Gal(Lnr/L). According to the
commutative diagram from the proof of Lemma 3.0.2 this restriction coincides with
Fr
vL(α)
L , thus
(28) ΥL(α)(ǫ) = ǫ u
vL(α) and [ǫ]
ΥL(α)
f,g = [ǫ u
vL(α)]f,g.
5.3. Generalized Artin-Hasse formulas. In this section we will prove a couple
of results that can be regarded as a generalization of Artin-Hasse formula for the
Kummer pairing associated to a higher local field. In particular, we will deduce the
formulae of Zinoviev [29] Corollary 2.1.
Denote by ΠΛξ the subset of Λξ consisting of polynomials of degree q having
leading coefficient 1. The Lubing-Tate formal group associated to a g ∈ ΠΛξ have
further interesting properties as can be stated in the following result of Kolyvagin
( cf. Proposition 7.22 and Equation TR1: 7.4).
Proposition 5.3.1. Let g ∈ ΠΛξ. For m > 0 and p and odd prime we have
(29)
∏
v∈κg,n
Fg(X, v) = (−1)p−1g(m)(X) = g(m)(X)
and
(30)
∑
v∈κg,m
1
ξn+m l′g(Fg(eg,n+m, v))Fg(eg,n+m, v)
=
1
ξn l′g(eg,n) eg,n
.
These useful identities will give us more precise results for Kummer pairings of
Lubin-Tate formal groups associated to polynomials g ∈ ΠΛξ. Indeed, we have the
following result.
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Proposition 5.3.2. Let g ∈ ΠΛξ for ξ a uniformizer of K. Let eg,n be a generator
of κg,n and let L = Kξ,n{{T1}} · · · {{Td−1}}. Then the following identity holds
( {u1, . . . , ud−1, eg,n} , x )g,L,n =

TL/K

 det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξn l′g(eg,n) eg,n
lg(x)




g
(eg,n)
for all units u1, . . . , ud−1 of L and all x ∈ Fg(µL).
Proof. Let Ls = L(κg,s) for s ≥ 1. First, we have from (29) that NLs/L(eg,s) = eg,n
for all s ≥ 1. Therefore
NLs/L({u1, . . . , ud−1, eg,s}) = {u1, . . . , ud−1, NLs/L(eg,s)} = {u1, . . . , ud−1, eg,n}
and this element belongs to Kd(L)′ := ∩s≥nKd(Ls). On the other hand, by the
definition of QLg,s we have
QLg,s(u1, . . . , ud−1, eg,s) =
det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξs l′g(eg,s) eg,s
.
Moreover, from (30) it follows that
TrLs/L
(
1
ξs l′g(eg,s) eg,s
)
=
1
ξn l′g(eg,n) eg,n
.
Finally, the result is a consequence of Theorem 4.0.1 and its proof applied to the
formal group Fg and taking s large enough. 
If we take ξ = π in the above proposition and notice that, by [15] Corollary 7.5,
the power series t(X) = [1]f,g(X) is an isomorphisms ( over C) between the formal
groups Ff and Fg, we obtain the following result.
Proposition 5.3.3. Let L = Kπ,n. Let g ∈ ΠΛπ and eg,n = [1]f,g(ef,n). Then the
following identity holds
( {u1, . . . , ud−1, eg,n} , x )L,n =

TL/K

 det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξn l′g(eg,n) eg,n
lf (x)




f
(ef,n)
for all units u1, . . . , ud−1 of L and all x ∈ Ff (µL).
Proof. Since t(X) = [1]f,g(X) is an isomorphisms (over C) between the formal
groups Ff and Fg then, by [7] Proposition 2.2.1.(8), we have that
t
(
(α, x)L,n
)
= (α, t(x))g,L,n.
The result follows now from Proposition 5.3.2; keeping Proposition 5.2.1 in mind.

When we specialize the above proposition to the units u1 = T1, . . . , ud−1 = Td−1
we obtain the following generalization of the Artin-Hasse formula [1] to arbitrary
higher local fields.
Corollary 5.3.1. Let M be an arbitrary higher local field with a system of local
uniformizers T1, . . . , Td−1 and πM such that M ⊃ Kπ,n. Let g ∈ ΠΛπ and eg,n =
[1]f,g(ef,n). Then the following identity holds( {T1, . . . , Td−1, eg,n} , x )M,n =
[
TM/S
(
1
ξn l′g(eg,n) eg,n
lf (x)
)]
f
(ef,n)
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for all x ∈ Ff (µM).
Proof. Let L = Kπ,n. Since M/L is a finite extension we know, by [7] Proposition
2.2.1. (7), that (α, x)M,n = (α,N
Ff
M/L(x))L,n for all α ∈ Kd(L) and all x ∈ Ff (µM);
here N
Ff
M/L(x) = ⊕Ff , σ xσ as σ ranges over all embeddings of M in L over L.
Therefore it is enough to show the result for L = Kπ,n, but this is a consequence
of Proposition 5.3.3. 
As we remarked above, Corollary 5.3.1 is also a generalization of [29] Corollary
2.1 (25) to Lubin-Tate formal groups. Indeed, simply let ζpn be a primitive p
nth
root of 1 and take K = Qp, π = p, f(X) = g(X) = (X + 1)
p − 1, lf(X) =
log(X +1), L = Qp(ζpn){{T1}} · · · {{Td−1}}, ef,n = ζpn − 1 and Ff = Fg to be the
multiplicative group Fm(X,Y ) = X + Y + XY . On the other hand, the formula
[29] Corollary 2.1 (24), namely,
( {T1, . . . , Td−1, ζpn} , x )L,n =
[
TL/Qp
(
1
pn
lf(x)
)]
f
(ef,n) , (x ∈ Fm(µL) )
is obtained in a similar fashion from Theorem 4.0.1. This time noticing first that,
for Ls = Qp(ζps){{T1}} · · · {{Td−1}} (s ≥ 1) with {ζps} a collection of primitive
psth roots of 1 such that ζpps+1 = ζps , we have NLs/L(ζps) = ζpn for all s ≥ n, from
which follows that {T1, . . . , Td−1, ζpn} ∈ Kd(L)′, and also by noticing that
QLs(T1, . . . , Td−1, ζps) =
1
ps
.
Furthermore, the following stronger result is true:
(31)
( {u1, . . . , ud−1, ζpn} , x )L,n =

TL/Qp

 1
pn
det
[
∂ui
∂Tj
]
u1 · · ·ud−1 lf (x)




f
(ef,n)
for all units u1, . . . , ud−1 of L and all x ∈ Fm(µL). This result, as well as Proposition
5.3.3, is not covered in any of the reciprocity laws in the literature.
5.4. The lift of QLn. In order to extend Theorem 5.1.1 to all α ∈ Kd(L) we need
to modify the logarithmic derivative QLn so that it is defined (mod (π
n/π1)Pn).
This is the content of the following definition.
Definition 5.4.1. Let M = Kπ,s for s ≥ n. We define a lift of QLs to a homo-
morphism
QLs : Kd(M) −→
1
πsPs
πs
π1
Ps
.
as follows. First, for elements {u1, . . . , ud} ∈ Kd(M), with units u1, . . . , ud in M,
the QLs is already defined mod (π
s/π1)Ps. We set now
QLs(u1, . . . , ud−1, ef,s) =
det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
πs l′f (ef,s) ef,s
,
where ∂a∂Tj , j = 1, . . . , d − 1, are the canonical derivations from Section 1.3. Next
we define
QLs(u1, . . . , ud−1, (ef,s)
k ud) = k QLs(u1, . . . , ef,s) +QLs(u1, . . . , ud).
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for units u1, . . . , ud ∈ M and any integer k ∈ Z. Finally, we set QLs(a1, . . . , ad) =
0 whenever ai 6= aj for i 6= j, a1, . . . , ad ∈M∗.
For ξ = uπ with u ≡ 1 (mod πs) and g ∈ Λξ we may show, by modifying the
argument in [15] Pag 343 to our situation, that when eg,s = [u
−sǫ]f,g(ef,s) we have
(32) QLs(u1, . . . , ud−1, eg,s) =
det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξs l′g(eg,s) eg,s
τǫ ,
where τǫ is a unit in Zp such that ǫ ≡ τǫ (mod πn) (cf. [15] Lemma 7.1). This τǫ is
uniquely determined by multiplication by a unit which is congruent to 1 (mod πn).
In order to verify (32) let I/Qp be an unramified extension such that ǫ belongs
to OI , the ring of integers of I. Let
(33) M ′ = IKπ,s and M′ =M ′{{T1}} · · · {{Td−1}}.
Then the derivation Qs := QM,s : Os → Ps/((πs/π1)Ps) from Section 2.1 extends
to a derivation
Qs : OM′ → PsOM′πs
π1
PsOM′ ,
by including OI in the ring of constants of Qs.
From (12) and (13) we have
Qs(u1, . . . , ud−1, ef,s) = det
[
∂ui
∂Tj
]
Qs(T1, . . . , Td−1, ef,s) = det
[
∂ui
∂Tj
]
T1 · · ·Td−1
πs l′f (ef,s)
.
Let [u−nǫ]f,g(X) = t(X). Then
QLs(u1, . . . , ud−1, eg,s) = QLs(u1, . . . , ud−1, ef,s)+QLs
(
u1, . . . , ud−1,
(
t(X)
X
)
(ef,s)
)
.
Thus, since (t(X)/X)(ef,s) is a unit, by the definition of QLs and the fact that
t(ef,s) = eg,s we have
QLs
(
u1, . . . , ud−1,
(
t(X)
X
)
(ef,s)
)
=
((
t′(ef,s)
ef,s
− t(ef,s)
(ef,s)2
)/
t(ef,s)
ef,s
)
Qs(u1, . . . , ud−1, ef,s)
=
(
t′(ef,s)
ef,s
− t(ef,s)
(ef,s)2
/
t(ef,s)
ef,s
) det [ ∂ui∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
πs l′f (ef,s)
=
t′(ef,s)T1 · · ·Td−1
eg,s l′f (ef,s)π
s
det
[
∂ui
∂Tj
]
u1 · · ·ud−1 −QLs(u1, . . . , ud−1, ef,s).
Observing that
lg(t(X)) = u
−sǫ lf (X)⇒ l′g(t(X)) t′(X) = u−sǫ l′f(X),
then, since ǫ− τǫ ≡ 0 (mod πs), we have
t′(ef,s)
eg,s l′f (ef,s)π
s
=
ǫ
us πsl′g(eg,s) eg,s
=
ǫ
ξs l′g(eg,s) eg,s
=
τǫ
ξs l′g(eg,s) eg,s
,
from which (32) follows. Furthermore, we obtain the following
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Lemma 5.4.1. Let L = Kπ,n and QLn be the lift from Definition 5.4.1. For ξ = πu
with u ≡ 1 (mod πn), let g ∈ ΠΛξ and set eg,n = [u−nǫ]f,g(ef,n). The following
identity holds( {u1, . . . , ud−1, eg,n} , x )L,n = [TL/K (QLn(u1, . . . , ud−1, eg,n) lf (x) )]f (ef,n)
for all units u1 . . . , ud−1 in L and all x ∈ Ff (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q−
1)).
Proof. Let x ∈ F (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)). Let
y = [ǫ]f,g(x)⊖g l−1g
(
(ǫ − τǫ) lf (x)
)
,
where ⊖g is subtraction in the formal group Fg, and let f (n)(z) = x. It follows,
basically using Kolyvagin’s same argument in [15] Proposition 7.26, that this y
belongs to Fg(µL) and, furthermore, lg(y) = τǫlf (x). We will show that
(34) (α, y)g,L,n = [u
−nǫ]f,g( (α, x)L,n ).
Indeed, observe first that
[ξn]g
(
[u−n]g
(
[ǫ]f,g(z) ⊖g l−1g
(
(ǫ− τǫ)
πn
lf (x)
)))
= y,
where ((ǫ − τǫ)/πn)l(x) ∈ π21OM′ for M′ as in (33) with s = n; therefore l−1g
converges on ((ǫ − τǫ)/πn)l(x) by Lemma 4.0.1. Let α ∈ Kd(L), ζ = (α, x)L,n and
w = [u−n]g
(
[ǫ]f,g(z) ⊖g l−1g
(
(ǫ − τǫ)
πn
lf (x)
))
.
Then
(α, y)g,L,n = ΥL(α)(w) ⊖g w.
Let z′ = ΥL(α)(z). Since by (28)
ΥL(α)
(
[ǫ]f,g(z)
)
= [ǫuvL(α)]
(
z′
)
,
then
ΥL(α)(w) = [u
−n]g
(
[ǫ uvL(α)]f,g(z
′) ⊖g l−1g
(
(ǫ uvL(α) − τǫ)
πn
lf(x)
))
,
and so
(α, y)g,L,n = [u
−n]g
({
[ǫ uvL(α)]f,g(z
′) ⊖g [ǫ]f,g(z′)
}
⊕g
{
[ǫ]f,g(z
′)⊖g [ǫ]f,g(z)
}⊖g l−1g
(
ǫ(uvL(α) − 1)
πn
lf (x)
))
.
Then
(α, y)g,L,n = [u
−nǫ]f,g(ζ)⊕g [ǫ(uvL(α) − 1)]f,g(z′)⊖g l−1g
(
ǫ(uvL(α) − 1)
πn
lf (x)
)
.
But noticing that
[ǫ(uvL(α) − 1)]f,g(z′) = l−1g
(
ǫ(uvL(α) − 1)
πn
lf (x)
)
,
which follows by applying lg on both sides, we obtain (34).
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Now let eg,n = [u
−nǫ]f,g(ef,n). It follows from Proposition 5.3.2 that( {u1, . . . , ud−1, eg,n} , y )g,L,n
=

TL/K

 det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξn l′g(eg,n) eg,n
lg(y)




g
(eg,n)
=

TL/K

 det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξn l′g(eg,n) eg,n
τǫ lf (x)




g
(eg,n).
According to (32) this last expression coincides with
TL/K
(
QLn
(
u1, . . . , ud−1, eg,n
)
lf (x)
)
,
where here we understand QLn as the lifted logarithmic from Definition 5.4.1. Thus
in light of (34) we obtain( {u1, . . . , ud−1, eg,n} , x )L,n = [TL/K (QLn(u1, . . . , ud−1, eg,n ) lf(x) )]f (ef,n)

From the above lemma and Theorem 5.1.1 we obtain the following
Corollary 5.4.1. Let L = Kπ,n and QLn be the lift from Definition 5.4.1. Then
(α, x)L,n =
[
TL/K
(
QLn(α) lf (x)
) ]
f
(ef,n)
for all α ∈ Kd(L)′ and all x ∈ F (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)).
5.5. Generalized Iwaswa formulas. We arrived finally at the main result in
Section 5, namely, Theorem 5.5.1. This theorem is as a generalization of Iwasawa’s
formuas (1) to the Kummer pairing associated to a Lubin-Tate formal group and
the higher local field L = Kπ,n. These reciprocity laws coincide with the formulae
of Zinoviev (cf. [29] Theorem 2.2 ) and Kurihara (cf. [17] Theorem 4.4) for the
generalized Hilbert symbol and the field L = Qp(ζpn){{T1}} · · · {{Td−1}}.
Recall that K denotes the field K{{T1}} · · · {{Td−1}}. In the deduction of The-
orem 5.5.1 we shall use the following result.
Lemma 5.5.1. Let L = Kπ,n. The following isomorphism of groups holds
NL/K(Kd(L))
NL/K(Kd(L)′) ≃ 1 + π
n C.
More specifically, the above quotient is topologically generated by the elements
{T1, . . . , Td−1, u} for all u ∈ 1 + πnC.
Proof. By Higher Class Field Theory we have, for m ≥ 1, that
(35) Kd(K)/NKpi,m/K(Kd(Kπ,m)) ≃ Gal(Kπ,m/K).
But by (11)
Gal(Kπ,m/K) ≃ (C/πmC)× ≃ k×K ×
(
(1 + πC)/(1 + πmC)
)
.
Therefore, for all m ≥ n,
NKpi,n/K(Kd(Kπ,n))/NKpi,m/K(Kd(Kπ,m)) ≃ (1 + πnC)/(1 + πmC).
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Since NKpi,n/K(Kd(K′π,n) = ∩m≥nNKpi,m/K(Kd(Kπ,m)), this implies
NKpi,n/K(Kd(Kπ,n))/NKpi,n/K(Kd(Kπ,n)′) ≃ 1 + πnC.
As for the second statement in this lemma, notice first that we can replace the
Milnor K-groups Kd(·) by the topological Milnor K-groups Ktopd (·) endowed with
the Parshin topology (cf. [6] Section 6). For simplicity in the notation let us
consider the case d = 2, namely K = K{{T }} and Kπ,m = Kπ,m{{T }} (m ≥ 1).
For the group Ktopd (K) we have the following set of topological generators (cf. [6]
Section 6.5) associated to the local uniformizers T and π:
(1) {T, π},
(2) {T, θ},
(3) {π, θ},
(4) {π, 1 + θ πk T j},
(5) {T, 1 + θ πk T j},
where θ ∈ µq−1 := the group of (q− 1)th roots of 1, k > 0 and j ∈ Z. By analyzing
the isomorphism (35) we see that NKpi,m/K(K
top
d (Kπ,m)) must be generated by
elements of the form
(1) {T, π} ,
(2) {π, 1 + θ πk T j}, j ∈ Z,
(3) {T, 1 + θ πk T j}, 0 6= j ∈ Z,
(4) {T, 1 + θ πk}, k ≥ m.
Indeed, if we let Mm be the subgroup of K
top
d (K) generated by the elements above,
it follows that NKpi,m/K(K
top
d (Kπ,m)) ⊂ Mm and Ktopd (K)/Mm ≃ (C/πmC)×,
which implies NKpi,m/K(K
top
d (Kπ,m)) = Mm.
Therefore Ktopd (K)/NKpi,m/K(Ktopd (Kπ,m)) is generated by elements of the form
{T, u} with u ∈ (C/πmC)×. This implies that the quotient group
NKpi,n/K(K
top
d (Kπ,n))/NKpi,m/K(Ktopd (Kπ,m))
is generated by elements of the form {T, u} with u ∈ (1 + πn C)/(1 + πm C) for all
m ≥ n. This concludes the proof. 
We can now prove the main result.
Theorem 5.5.1. Let L = Kπ,n and QLn be the lift from Definition 5.4.1. Then
(36) (α, x)L,n =
[
TL/K
(
QLn(α) lf (x)
) ]
f
(ef,n)
for all α ∈ Kn(L) and x ∈ F (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)).
Proof. First of all, identity (36) is true for all α ∈ Kd(L)′ by Corollary 5.4.1.
Now let u ∈ 1+πnC and set ξ = π u. Take g ∈ ΠΛξ and let eg,n = [u−n ǫ]g,f (ef,n).
Then NL/K(eg,n) = (−1)qn−qn−1ξ = ξ since the irreducible monic polynomial for
eg,n over K is g
(n)/g(n−1); which has qn − qn−1 roots and constant coefficient ξ.
By Lemma 32 the identity (36) holds for {T1, . . . , Td−1, eg,n}. Since
NL/K({T1, . . . Td−1, eg,n}) = {T1, . . . , Td−1, u},
then by Lemma 5.5.1 this implies the result for all α ∈ Kd(L).

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