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Abstract
In this paper, we analyze a ﬁrst-order time discretization scheme for a nonlinear geodynamo model and carry out the convergence
analysis of this numerical scheme. It is concluded that our numerical scheme converges with ﬁrst-order accuracy in the sense of
L2-norm with respect to the velocity ﬁeld u and the magnetic ﬁeld B and with half-order accuracy in time for the total kinematic
pressure P.
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1. Introduction
1.1. Background and problem
That the Earth possesses amagnetic ﬁeld has been known formany centuries. But only in the last few decades people
began to understandmore about the origin of this ﬁeld. Along this direction, the development ofmagnetohydrodynamics
(MHD) has successfully built up a reasonable model—geodynamo model for the generation and maintenance of the
geomagnetic ﬁeld which coincides with the Earth’s interior construction. The MHD convection problem is so important
that it has intrinsic applications to the behavior of planetary and stellar interiors and, in particular, to the behavior inside
the Earth. Making use of the nonlinear geodynamo model, the reason why the Earth can maintain its geomagnetic ﬁeld
is best explained.
There are many numerical simulations based on these mathematical models (see, e.g., Kuang and Bloxham [16] or
Glatzmaier and Roberts [12] and the references therein), but still little mathematical study on the models can be found
in the literature. We mention that recently, Chan et al. [2] studied the mathematical theory of the spherical interface
dynamos, which is a similar model as ours, using different method. In this paper we concentrate on the following
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nonlinear spherical geodynamo system (u, P ,B are unknowns):⎧⎪⎨
⎪⎩
ut + (u · ∇)u + z × u + ∇P − Eu = (B · ∇)B + Rr in × (0, T ),
∇ · u = 0 in × (0, T ),
u = 0 on × (0, T ),
u(·, 0) = u0(x) in ,
(1.1)
and ⎧⎪⎨
⎪⎩
Bt = ∇ × (u × B) − ∇ × (∇ × B) in × (0, T ),
∇ · B = 0 in × (0, T ),
B · n = 0, ∇ × B × n = 0 on × (0, T ),
B(·, 0) = B0(x) in ,
(1.2)
where  = Bro(0)\Bri(0) ⊂ R3, 0<ri <ro <∞ is the physical domain of interest, n denotes the unit outer normal
vector to the boundary of . We will use ′ to denote the boundary of Bri(0), which is the inner boundary of .
The physical meanings of the variables in (1.1) and (1.2) are as follows: u, B,  represent the ﬂuid velocity ﬁeld, the
magnetic ﬁeld and the temperature, respectively. For simplicity we assume that the temperature is a known function
in this paper. P = p + 12B2 is the total kinematic pressure. z is the angular velocity, which is a given vector and z × u
characterizes the Coriolis force. The nondimensional parameter R, called Rayleigh number, is a measure of the driving
buoyancy force onemust provide for the dynamo to operator and r is the position vector. (B·∇)B−∇( 12B2)=(∇×B)×B
describes the Lorentz force. E = 1
Re
, = 1
Rm
where Re and Rm are the hydrodynamic Reynolds number and magnetic
Reynolds number, respectively. This model is a coupled nonlinear system involving velocity ﬁeld u and magnetic ﬁeld
B.
Two major challenges that we are faced with in solving the system are the unknowns u and P are coupled in (1.1)
with the incompressibility constraint (or continuity constraint) ∇ ·u=0; and Eqs. (1.1) and (1.2) are coupled with each
other. To overcome the ﬁrst difﬁculty, we shall apply the projection method proposed in [3–5,22] originally for pure
incompressible Navier–Stokes system. The projection method has been widely used and developed in the literature,
see [6–8,1,14,15]. We mainly follow the method of E and Liu [6] in this paper.
Besides the challenges, our model is a three-dimensional spherical model, which has more complex geometric
structure than those analyzed in the existing work. Therefore, our work on asymptotic analysis and error analysis will
be much more complicated and needs more careful treatment. Another challenge is the discretization of the space
variable, since our physical domain is a three-dimensional spherical domain. In this paper we do not involve the
numerical implementation, which may be our future work. We mention the work of Guermond and Minev [13]. There
they treat the same problem. However, they consider only the Maxwell part of the geodynamo problem indeed.
1.2. Structure of this paper
In this paper, the well-posedness of the model (1.1) and (1.2) is ﬁrst discussed. Then a ﬁrst-order time discretization
scheme for solving these equations is proposed. To prove the convergence of our scheme, the asymptotic analysis for
the numerical solutions is used. For the asymptotic analysis method, we refer to [21,18,6]. It is concluded that our
numerical scheme converges with ﬁrst-order accuracy in the sense of L2-norm with respect to the velocity ﬁeld u and
the magnetic ﬁeld B and with half-order accuracy for the total kinematic pressure P. If some compatibility conditions
are added, the similar results hold in the sense of L∞-norm.
The remainder of this paper is organized as follows. First we introduce some lemmas. Section 2 is devoted to the
well-posedness of the geodynamo system. In Section 3 a ﬁrst-order time discretization scheme is proposed and the
asymptotic analysis of our numerical solutions is carried out. The results about error estimates and convergence are
stated and proved in Section 4.
1.3. Some important lemmas
We deﬁne D() to be the linear space of inﬁnitely differentiable functions with compact support in . D(¯) is the
space of restrictions to  of the elements in D(R3). Hm(), m ∈ R is the usual Sobolev space. In what follows, we
denote Hm()3 by Hm() and (·, ·) denotes the scalar product in L2() or L2(). For real s0, ‖ · ‖s and ‖ · ‖s,
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denote the norms of Hs() (or the Hs() for scalar functions) and Hs()3 (or the Hs() for scalar functions),
respectively. ‖ · ‖0‖ · ‖. We mention that the constant C that appear further is independent of the solution u, the
boundary condition g of the time step and may depend on the domain and the ﬁnal time. Set
V= {v ∈ D()3; div v = 0}, Vt = {C ∈ D(¯)3; divC = 0, C · n = 0 on },
V = the closure of V in H 10 ()3 = {v ∈ H 10 ()3; div v = 0},
H = the closure of V in L2() = {v ∈ L2(); div v = 0, v · n = 0 on },
Vt = the closure of Vt in H1() = {C ∈ H1(); div C = 0, C · n = 0 on }.
Lemma 1.1. If  is a bounded and simply connected region of R3 with a Lipschitz-continuous boundary, then ∀u ∈
Vt = {v ∈ H1(); div v = 0, v · n = 0 on }, we have
‖u‖1C‖∇ × u‖, ‖∇u‖C‖∇ × u‖. (1.3)
Proof. By Lemma 3.6 in [11, p. 53] and Corollary 3.7 in [11, p. 56], we easily get (1.3). 
Lemma 1.2 (Friedman [9, p. 27]). Let  ⊂ R3 be a bounded domain with  in C2. Then for any u ∈ H 2(), we
have ‖u‖L∞()C‖u‖1/4‖u‖3/42 .
In our paper we shall encounter the following system:
{∇ × ∇ × B = f, divB = 0 in ,
B · n = 0, ∇ × B × n = 0 on , (1.4)
where f ∈ H = {v ∈ L2(); div v = 0, v · n = 0 on } is a given vector function. The weak formulation for (1.4) is:
Find B ∈ Vt = {C ∈ H1(); div C = 0, C · n = 0 on } such that
(∇ × B,∇ × C) = (f,C) ∀C ∈ Vt . (1.5)
Note that the solution to (1.4) is also the solution to the system
{
B = f in ,
B · n = 0, ∇ × B × n = 0 on . (1.6)
As for this system, we have the following regularity result.
Lemma 1.3 (Georgescu [10, Theorem 3.2.3]). Let  be a bounded domain in R3. Suppose ¯ is a compact Cm(m2)
manifold with boundary. If f ∈ Hs(), s0, then B ∈ Hs+2(), and there exists a constant C = C(, s) such that
‖B‖s+2C‖f‖s .
Lemma 1.4 (Aubin–Lions Lemma, Temam [24, p. 189]). Let X0, X be two Banach spaces and X1 be a Hilbert space
withX0 ⊂ X ⊂ X1, the injections being continuous and the injection ofX0 into X being compact. Then the injection of
Y(0, T ; 0, 1;X0, X1) intoL0(0, T ;X) is compact for any ﬁnite number 0 > 1,whereY(0, T ; 0, 1;X0, X1)={v ∈
L0(0, T ;X0), v′ = dvdt ∈ L1(0, T ;X1)}.
2. Well-posedness of the geodynamo system
The well-posedness of the geodynamo system (1.1) and (1.2) can be proved using Galerkin approximations and
energy method. The knowledge of this section is the bedrock when the asymptotic analysis is carried out. We give only
the result here. For detail, we refer to Sermange and Temam [19], Temam [23] or Sohr [20].
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The geodynamo system (1.1) and (1.2) can be expressed in H as follows:
ut + (u · ∇)u + z × u + ∇P − Eu = (B · ∇)B + Rr, (2.1)
Bt + ∇ × ∇ × B = (B · ∇)u − (u · ∇)B (2.2)
with boundary and initial conditions
u = 0, B · n = 0, ∇ × B × n = 0 on × (0, T ), (2.3)
u(·, 0) = u0(x), B(·, 0) = B0(x) in . (2.4)
Theorem 2.1. Given (u0,B0) ∈ H ×H , there exists a weak solution (u,B) to problem (2.1)–(2.4) satisfying (u,B) ∈
L2(0, T ;V × Vt ) ∩ L∞(0, T ;H × H). And if (u,B) ∈ L4(0, T ;V × Vt ), then this solution is unique.
Furthermore, if (u0,B0) ∈ V × Vt , there exists T∗ > 0 and the problem (2.1)–(2.4) has a unique solution (u,B)
which satisﬁes (u,B) ∈ L2(0, T∗;D(A)) ∩ L∞(0, T∗;V ∩ Vt ).
3. Asymptotic analysis of numerical solutions
In this section, we ﬁrst give a ﬁrst-order time discretization numerical scheme for solving the geodynamo system
(1.1) and (1.2). Then we derive some asymptotic analysis for this scheme, which is the preparation for the convergence
proof in the next section.
3.1. The numerical scheme of the model problem
Let 0=t0 < t1 < · · ·< tk=T be a partition of the time,where tn=nt ,n=0, 1, . . . , k,t=T/k. And let (un, P n,Bn)
be the approximations to the solution (u, P ,B) of problem (1.1) and (1.2) at time tn = nt . In this subsection, we
shall propose a semi-discrete scheme for solving the model system (1.1) and (1.2). Recall that  = Bro(0)\Bri(0).
The boundary  consists of two components. We consider only the inner boundary when carrying out the asymptotic
analysis since the analysis for the outer boundary is similar.
We advance a semi-discrete scheme of (1.1) and (1.2) using projection method:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˜n − un
t
− Eu˜n = Rr − z × un + (Bn · ∇)Bn − (un · ∇)un in ,
u˜n = 0 on ,
u˜n = un+1 + t∇Pn in ,
∇ · un+1 = 0 in ,
Pn
n
= un+1 · n = 0 on ,
(3.1)
⎧⎪⎨
⎪⎩
Bn+1 − Bn
t
= ∇ × (un × Bn) − ∇ × (∇ × Bn+1) in ,
∇ · Bn+1 = 0 in ,
Bn+1 · n = 0, ∇ × Bn+1 × n = 0 on ,
(3.2)
where u˜n denotes the intermediate velocity ﬁeld between time nt and (n + 1)t .
The process of this numerical scheme is described as follows: First compute an intermediate velocity ﬁeld u˜n using
(3.1). Taking divergence on both sides of the third equation of (3.1) and combining the ﬁfth equation of (3.1), we can
get Pn readily. Then the updated velocity un+1 can be obtained. Not surprisingly, this update for velocity un+1 satisﬁes
incompressible constraint automatically. Finally, the magnetic ﬁeld at next time Bn+1 can be computed.
T. Cheng / Journal of Computational and Applied Mathematics 219 (2008) 35–50 39
3.2. Asymptotic expansions
We write the solution of (3.1) and (3.2) as (ut , u˜t , Pt ,Bt ). The following ansatz is made at tn = nt :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u˜t (x, t) = u˜0(x, t) +
∞∑
j=1
j [u˜j (x, t) + a˜j (, ,	, t)],
ut (x, t) = u0(x, t) +
∞∑
j=1
juj (x, t),
Pt (x, t) = P0(x, t) + 
0(, ,	, t) +
∞∑
j=1
j [Pj (x, t) + 
j (, ,	, t)],
Bt (x, t) = B0(x, t) +
∞∑
j=1
jBj (x, t),
(3.3)
where x = (x, y, z), = t1/2, = r−ri =
√
x2+y2+z2−ri
 , x = r sin	 cos , y = r sin	 sin , z = r cos	, r ∈ [ri, ro],
 ∈ [0, 2], 	 ∈ [0, ]. We assume all -dependent functions decay exponentially as  → +∞. This idea is stimulated
by [21,18,6]. For facility, we carry out some calculations ﬁrst.
∇ · ut = ∇x · u0 +
∞∑
j=1
j∇x · uj , (3.4)
u˜t = xu˜0 +
∞∑
j=1
j
[
xu˜j + −22a˜j + −1a˜j
2
r
+ 2a˜j |∇x|2 + 2	a˜j |∇x	|2 + 	a˜jx	
]
, (3.5)
∇Pt =
∞∑
j=0
j
[
∇xPj + −1
j
x
r
+ 
j∇x+ 	
j∇x	
]
. (3.6)
Thanks to the Taylor series expansions, we can write
un+1(x) =
∞∑
k=0
1
k! 
2ku(k)0 (x, t
n) +
∞∑
j=1
j
∞∑
k=0
1
k! 
2ku(k)j (x, t
n), (3.7)
Bn+1(x) =
∞∑
k=0
1
k! 
2kB(k)0 (x, t
n) +
∞∑
j=1
j
∞∑
k=0
1
k! 
2kB(k)j (x, t
n), (3.8)
where u(k)(x, t) stands for the kth partial derivative of u(x, t) with respect to t. From now on, we will omit the subscript
x for operators with respect to x.
3.2.1. Relationship between functions in asymptotic expansions
Now we substitute (3.3)–(3.8) into (3.1) and (3.2) to determine the coefﬁcients in the expansion (3.3).
First, by substituting (3.3)–(3.8) into the ﬁrst equation in (3.1) and then comparing the coefﬁcients of j of the
equation, we derive
u˜0 = u0, (3.9)
u˜1 + a˜1 − u1 − E2a˜1 = 0, (3.10)
u˜2 + a˜2 − u2 − Eu˜0 − E2a˜2 − Ea˜1
2
r
= Rr − z × u0 + (B0 · ∇)B0 − (u0 · ∇)u0, (3.11)
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u˜j + a˜j − uj − E
(
u˜j−2 + 2a˜j + a˜j−1
2
r
+ 2a˜j−2|∇|2 + 2	a˜j−2|∇	|2 + 	a˜j−2	
)
= −z × uj−2 +
j−2∑
k=0
(Bk · ∇)Bj−2−k −
j−2∑
k=0
(uk · ∇)uj−2−k (j3). (3.12)
Similarly, by substituting (3.3), (3.6) and (3.7) into the third equation of (3.1) and comparing the coefﬁcients of j , we
obtain
u˜0 = u0, (3.13)
u˜1 + a˜1 = u1 + 
0
x
r
, (3.14)
u˜2 + a˜2 = tu0 + u2 + ∇P0 + 
0∇+ 	
0∇	+ 
1
x
r
, (3.15)
u˜j + a˜j =
l∑
k=0
1
(l − k)!u
(l−k)
2k+1 + ∇P2l−1 + 
2l
x
r
+ 
2l−1∇+ 	
2l−1∇	 (j = 2l + 1 (l1)), (3.16)
u˜j + a˜j = 1
(l + 1)!u
(l+1)
0 +
l∑
k=0
1
(l − k)!u
(l−k)
2k+2 + 
2l+1
x
r
+ ∇P2l
+ 
2l∇+ 	
2l∇	 (j = 2l + 2 (l1)). (3.17)
Finally, by substituting (3.3) and (3.8) into the ﬁrst equation of (3.2) we get
−2
⎛
⎝ ∞∑
k=0
1
k! 
2kB(k)0 +
∞∑
j=1
j
∞∑
k=1
1
k! 
2kB(k)j − B0
⎞
⎠
= ∇ ×
⎡
⎣
⎛
⎝u0 + ∞∑
j=1
juj
⎞
⎠×
⎛
⎝B0 + ∞∑
j=1
jBj
⎞
⎠
⎤
⎦
− ∇ ×
⎡
⎣∇ ×
⎛
⎝ ∞∑
k=0
1
k! 
2kB(k)0 +
∞∑
j=1
j
∞∑
k=0
1
k! 
2kB(k)j
⎞
⎠
⎤
⎦
. (3.18)
Next, we deduce the equations satisﬁed by the coefﬁcient functions in (3.3), by means of the relations (3.9)–(3.18).
3.2.2. Incompressible conditions and boundary conditions
We obtain the incompressible conditions for uj and Bj from (3.1) and (3.2):
∇ · uj = 0, ∇ · Bj = 0, j = 0, 1, . . . . (3.19)
We can derive the boundary conditions for uj and Bj from (3.1) and (3.2):
u˜0 = 0, 
0 = 0 on ′= {(x, y, z)|x2 + y2 + z2 = r2i } (or = 0), (3.20)
u˜j + a˜j = 0, ∇Pj · n − 
j+1 = 0 (j0) on ′, (3.21)
Bj · n = 0, ∇ × Bj × n = 0 (j0) on ′, (3.22)
where we have used the facts that n = 	n = 0, here n = − (x,y,z)√x2+y2+z2 = −
x
r
.
Note that (3.1) implies that un · n = 0 on ′ n = 1, 2, . . . .
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3.2.3. Equations for u0, P0 and B0
Note that (3.10) implies u˜1 − u1 = E2a˜1 − a˜1, which gives that
u˜1 = u1. (3.23)
Then we have a˜1 =E2a˜1 = 
0 xr . Since a˜1 → 0 as  → +∞, we get a˜1 = f(,	, t)e
− 1√
E

. Eqs. (3.14), (3.20) and
(3.23) imply that a˜1|′ = 0, which tells us that a˜1 = 0 and 
0 = 0 by the decay of 
0. Combining (3.11) with (3.15),
we come to
tu0 + ∇P0 + 
1
x
r
− Eu˜0 − E2a˜2 = Rr − z × u0 + (B0 · ∇)B0 − (u0 · ∇)u0. (3.24)
We collect the -independent part of (3.24) and notice (3.13), (3.19) and (3.20) to obtain{tu0 + (u0 · ∇)u0 + z × u0 = −∇P0 + Rr + (B0 · ∇)B0 + Eu0 in × (0, T ),∇ · u0 = 0 in × (0, T ),
u0 = 0 on ′× (0, T ).
(3.25)
On the other hand, the coefﬁcient of 0 in (3.18) together with (3.19) and (3.22) tells us{tB0 = ∇ × (u0 × B0) − ∇ × ∇ × B0 in × (0, T ),∇ · B0 = 0 in × (0, T ),
B0 · n = 0, ∇ × B0 × n = 0 on ′× (0, T ).
(3.26)
It is natural to associate (3.25) and (3.26) with the initial condition u0(x, 0) = u0(x) and B0(x, 0) = B0(x).
The -dependent part of (3.11) and (3.15) implies that a˜2 −E2a˜2 −Ea˜1 2r = 0 and a˜2 − 
1 xr = 0, which show
that
a˜2 = E2a˜2 = 
1
x
r
, (3.27)
since a˜1 = 0. The boundary condition of (3.27) is given by

1 = ∇P0 · n at = 0. (3.28)
Eqs. (3.27) and (3.28) imply

1 = −
√
E
P0
n
∣∣∣∣
=0
e−(1/
√
E), a˜2 = P0
n
∣∣∣∣
=0
e−(1/
√
E) x
r
. (3.29)
So far we have derived the equations of u0, P0 and B0. The equations they satisﬁed are nothing but the original Eqs.
(1.1) and (1.2). At the same time we have solved for u˜0, a˜1,
0, a˜2 and 
1.
3.2.4. Equations satisﬁed by u˜1,u1,B1, P1, a˜3 and 
2
Similar to the process in Section 3.2.3, we can derive the following equations:⎧⎪⎨
⎪⎩
tu1 + (u0 · ∇)u1 + (u1 · ∇)u0 + z × u1 + ∇P1 − Eu1 in × (0, T ),=(B1 · ∇)B0 + (B0 · ∇)B1
∇ · u1 = 0 in × (0, T ),
u1 = 0 on × (0, T ).
(3.30)
For initial condition of u1 we can just take u1(·, 0) = 0.{tB1 = ∇ × (u0 × B1) + ∇ × (u1 × B0) − ∇ × ∇ × B1 in × (0, T ),∇ · B1 = 0 in × (0, T ),
B1 · n = 0, ∇ × B1 × n = 0 on × (0, T ).
(3.31)
It is reasonable and convenient to choose B01 =B1(x, 0)= 0 since ∇ ×B1 × n = 0 and B1 · n = 0 on the boundary ′.
Using energy method and Gronwall’s lemma, we can derive that u1 = B1 = 0, P1 = 0.
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Similarly we have
a˜3 − E2a˜3 − Ea˜2
2
r
= 0, (3.32)
a˜3 = 
2
x
r
+ 
1∇+ 	
1∇	. (3.33)
Note that the boundary condition a˜3 · n = −
2 = 0 on ′. From the relations above, we can get u˜1,u1,B1, P1, a˜3
and 
2.
3.2.5. Equations satisﬁed by u˜2,u2,B2, P2, a˜4 and 
3
From (3.15) we know that u˜2 = u2 + tu0 + ∇P0. The similar calculations gives⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
tu2 + (u0 · ∇)u2 + (u2 · ∇)u0 + z × u2 − Eu2 + ∇P2
=(B2 · ∇)B0 + (B0 · ∇)B2 − 122t u0 + E(∇P0 + tu0) in × (0, T ),∇ · u2 = 0 in × (0, T ),
a˜4 = E2a˜4 + Ea˜3
2
r
+ E2a˜2|∇|2 + E2	a˜2|∇	|2 + E	a˜2	 in × (0, T ),
u2 + ∇P0 + 
1
x
r
= 0 on × (0, T ),
∇P2 · n = 
3 = −a˜4 · n on × (0, T ).
(3.34)
⎧⎪⎨
⎪⎩
tB2 = ∇ × (u0 × B2) + ∇ × (u2 × B0)
−∇ × ∇ × tB0 − ∇ × ∇ × B2 − 122t B0 in × (0, T ),∇ · B2 = 0 in × (0, T ),
B2 · n = 0, ∇ × B2 × n = 0 on × (0, T ).
(3.35)
Using the method introduced in [17, p. 8] we can show that u2, B2 and P2 are solvable.
First we construct an “approximate solution” using Faedo–Galerkin method. Then some a priori bounds can be
drawn by the energy method. Finally, making use of the compactness theorem, Lemma 1.4, we get our result by taking
limits. Therefore, we have determined u˜2,u2,B2, P2, a˜4 and 
3.
Similarly we can deal with the equations for uk , Bk and Pk:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tuk + (u0 · ∇)uk + (uk · ∇)u0 + z × uk − Euk= − ∇P + (Bk · ∇)B0 + (B0 · ∇)Bk + Fk in × (0, T ),
∇ · uk = 0 in × (0, T ),
uk = gk on × (0, T ),
uk(0) = u0k in 
(3.36)
and ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tBk = ∇ × (u0 × Bk) + ∇ × (uk × B0) − ∇ × ∇ × Bk + Gk in × (0, T ),∇ · Bk = 0 in × (0, T ),
∇ × Bk × n = 0 on × (0, T ),
Bk · n = 0 on × (0, T ),
Bk(0) = 0 in ,
(3.37)
where Fk and Gk are functionals of u0, P0 and B0, which is smooth and bounded provided u0, P0 and B0 are smooth.
Note that (3.36) and (3.37) are all linearized equations and we can prove the existence of uk,Bk and Pk in the same
way as we did for that of u2,B2 and P2. The existence of u˜k, a˜k+2,
k+1 can also be demonstrated like u˜2, a˜4,
3.
3.3. Construction of the truncated solutions
It is hard for us to estimate the errors between the true solutions and the numerical solutions directly. Note that every
ﬁrst term in our asymptotic expansions for u, P ,B is nothing but the “true” solutions to our original system (1.1) and
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(1.2). This fact evokes the thought of introducing some truncated solutions as a bridge. If we let⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
¯˜un = u˜0(x, tn) +
N∑
j=1
j (u˜j (x, tn) + a˜j (x, tn)),
u¯n = u0(x, tn) +
N∑
j=1
juj (x, tn),
P¯ n = P0(x, tn) +
N−2∑
j=1
j (Pj (x, tn) + 
j (x, tn)) + N−1
N−1(x, tn),
B¯n = B0(x, tn) +
N∑
j=1
jBj (x, tn),
(3.38)
then by direct calculations, we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
¯˜un − u¯n
t
− E ¯˜un = Rr − z × u¯n + (B¯n · ∇)B¯n − (u¯n · ∇)u¯n + t (N−1)/2fN in ,
¯˜un = 0 on ,
¯˜un = u¯n+1 + t∇P¯ n + t (N−1)/2gN in ,
∇ · u¯n+1 = 0 in ,
P¯ n
n
= n · u¯n+1 = 0 on 
(3.39)
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
B¯n+1 − B¯n
t
= ∇ × (u¯n × B¯n) − ∇ × (∇ × B¯n+1) + t (N−1)/2hN in ,
∇ · B¯n+1 = 0 in ,
∇ × B¯n+1 × n = 0 on ,
B¯n+1 · n = 0 on ,
(3.40)
where the coefﬁcients fN, gN and hN are functionals of (u0,B0, P0), which are bounded and smooth if (u0,B0, P0)
is sufﬁciently smooth. We see that the errors between the truncated solutions and the true solutions can be computed
easily. Thus our next task is to estimate the errors between the truncated solutions and the numerical solutions.
3.4. Some additional compatibility conditions
As we see in (3.39) and (3.40), the order of t in “remainders” can be as high as we want. However, this is not true
for the “remainders” of the initial conditions. When analyzing the convergence of our numerical scheme, we have to
consider (3.39) and (3.40) together with the initial conditions. To get some high order remainder for initial conditions,
we must add some compatibility conditions. For example, we have the following.
Lemma 3.1. Suppose we have the compatibility conditions
∇P0(x, 0) = 0, D2P0(x, 0) = 0 on ′, (3.41)
then we can choose u2(x, 0) = 0 and u3(x, 0) = 0, therefore we can get
u¯0(x) = u0(x, 0) + t2w0(x), (3.42)
B¯0(x) = B0(x, 0), (3.43)
where w0 is a bounded smooth function.
Proof. From (3.34) we have
u2(x, 0)|′ =
(
−∇P0(0) − 
1
x
r
(0)
)∣∣∣
′
= −∇P0(0)|′ −
(
P0(0)
n
x
ri
)∣∣∣∣
′
= 0,
then it is possible for us to choose u2(x, 0) = 0.
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Likewise, we get the boundary condition for u3:
u3|′ = −
(

2
x
r
+ 
1∇+ 	
1∇	
)∣∣∣
′
=
(
P1
n
x
r
− 
1∇− 	
1∇	
)∣∣∣∣
′
.
Recall that 
1 =−
√
E
P0
n |=0e−(1/
√
E) (see (3.29)), thus we have u3(x, 0)|′ = 0 if D2P0(x, 0)|′ = 0. In this case
we have
u¯0(x) = u0(x, 0) + t2w0(x),
where w0 is a bounded smooth function.
Note that B0n = Bn(x, 0) = 0. Therefore (3.43) always holds. 
Remark 3.1. If we do not add any additional compatibility condition, then
u¯0(x) = u0(x, 0) + tw0(x),
B¯0(x) = B0(x, 0),
where w0 is still a bounded smooth function.
4. The error analysis
Based on the asymptotic analysis of the numerical solutions for our scheme in Section 3, some convergence results
about our numerical scheme are proved in this section.
4.1. Statement of the error estimates
Suppose the true solutions u and B for (1.1) and (1.2) are smooth enough, by the construction of u¯ and B¯, we can
assume that there exists a constant C∗ such that
max
0n [ Tt ]+1
‖u¯n(·)‖W 1,∞C∗, max
0n [ Tt ]+1
‖B¯n(·)‖W 1,∞C∗. (4.1)
As analyzed in Section 3, we assume ¯˜u, u¯, P¯ and B¯ are the truncated solutions constructed as in (3.38). Based on
(3.39) and (3.40), we suppose that these solutions satisfy the following systems:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
¯˜un − u¯n
t
− E ¯˜un = Rr − z × u¯n + (B¯n · ∇)B¯n − (u¯n · ∇)u¯n + tfn in ,
¯˜un = 0 on ,
u¯n+1 − ¯˜un
t
+ ∇P¯ n = tgn in ,
∇ · u¯n+1 = 0 in ,
P¯ n
n
= n · u¯n+1 = 0 on ,
u¯0 = u0 + tw0 in 
(4.2)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
B¯n+1 − B¯n
t
= ∇ × (u¯n × B¯n) − ∇ × (∇ × B¯n+1) + tkn in ,
∇ · B¯n+1 = 0 in ,
∇ × B¯n+1 × n = 0 on ,
B¯n+1 · n = 0 on ,
B¯0 = B0 in .
(4.3)
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Lemma 4.1. Let u˜t , ut , Pt and Bt be the solutions to (3.1) and (3.2) and ¯˜u, u¯, P¯ and B¯ be the truncated solutions
satisfying (4.2) and (4.3). Then for n[ Tt ] + 1 we have
‖unt − u¯n‖ + ‖Bnt − B¯
n‖ +√t1/2‖Bnt − B¯n‖1 + t1/2
(∑
n
‖Pnt − P¯ n‖21t
)1/2
9CpC2t (4.4)
and
‖unt − u¯n‖L∞C4t−3/4, ‖Bnt − B¯
n‖L∞C5t−3/4,
‖Pnt − P¯ n‖L∞C4t−3/2, ‖Pnt − P¯ n‖W 1,∞3C4t−7/4, (4.5)
where 1, C2 and C4 are absolute constants.
C1 = 1 + ‖w0‖2 +
(∑
n
t (‖fn‖2 + ‖gn‖2 + ‖kn‖2 + ‖gn‖22t)
)1/2
,
C = 12 + 8CpC˜
2

+ 3C∗2 + C˜
2
E
+ 2|z|2, C22 = C21 (1 + T e2T C)C, C5 = 2C2C3C2p−3/4,
C3 = 3 + 4C∗ + 4|z| + 4
(
1√
E
+ 1√

+ 2
)
C2pC˜, C4 = 2
(
1√
E
+ 9 + C3
)
C2C
4
p,
w0 is speciﬁed as in Lemma 3.1 or Remark 3.1, Cp is the constant that appears in the imbedding theorem or regularity
theorem in this paper. Without loss of generality, we assume Cp1.
Based on Lemma 4.1, a convergence theorem can be obtained.
Theorem 4.2. Let (u,B, P ) be a smooth solution to (1.1) and (1.2) with smooth initial data u0(x) and B0(x) and let
(ut ,Bt , Pt ) be the numerical solution to the semi-discrete scheme (3.1) and (3.2). Then we have
‖u − ut‖L∞(0,T ;L2) + ‖B − Bt‖L∞(0,T ;L2)Ct , (4.6)
‖B − Bt‖L∞(0,T ;H 1) + ‖P − Pt‖L2(0,T ;L2)Ct1/2. (4.7)
Moreover, if ∇P0(·, 0) = 0 and D2P0(·, 0) = 0 on , then we have
‖u − ut‖L∞ + ‖B − Bt‖L∞ + t1/2‖P − Pt‖L∞Ct , (4.8)
where C depends on the given data. ‖ · ‖L∞ denotes ‖ · ‖L∞(0,T ;L∞).
In the following we will prove this result. We consider only the inner boundary in our proof. For outer boundary, the
analysis is similar.
4.2. Proof of Lemma 4.1
Proof. Set C˜=1+C∗, then as t, of course t(C1Cp)−1/(−3/4)(C1Cp)−1/, from the last equation of (4.2),
we have
‖u0‖L∞t‖w0‖L∞ + ‖u¯0‖L∞(C1Cp)−1Cp‖w0‖2 + C∗1 + C∗C˜, (4.9)
‖B0‖L∞ = ‖B¯0‖L∞C∗, (4.10)
where
= min
{
1
4(C∗2 + C˜2/E + 2|z|2) ,
1
4(2 + (CpC˜2/))
, C
−1/(−3/4)
4 , C
−1/(−3/4)
5
}
. (4.11)
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Step 1. Derivation of the error equations. Let us introduce the errors between the truncated and numerical solutions:
en = u¯n − un, e˜n = ¯˜un − u˜n, qn = P¯ n − Pn, bn = B¯n − Bn. (4.12)
Using these notations, subtracting (4.2) from (3.1) we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e˜n − en
t
+ (en · ∇)u¯n + (un · ∇)en
=Ee˜n − z × en + (bn · ∇)B¯n + (Bn · ∇)bn + tfn in ,
e˜n = 0 on ,
en+1 − e˜n
t
+ ∇qn = tgn in ,
∇ · en+1 = 0 in ,
qn
n
= n · en+1 = 0 on ,
e0 = tw0 in .
(4.13)
Similarly, subtracting (4.3) from (3.2) we get⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
bn+1 − bn
t
= (bn · ∇)u¯n + (Bn · ∇)en − (en · ∇)B¯n
−(un · ∇)bn − ∇ × ∇ × bn+1 + tkn in ,
∇ · bn+1 = 0 in ,
∇ × bn+1 × n = 0 on ,
bn+1 · n = 0 on ,
b0 = 0 in .
(4.14)
We will use induction to prove this lemma.
Step 2. Proof for n = 0. Note that e0 = tw0, b0 = 0. Using energy method we can show the following estimates:
‖e1‖ + ‖b1‖ +√t1/2‖b1‖1 + t1/2(‖q0‖21t)1/29CpC2t
and
‖e1‖L∞C4t−3/4, ‖b1‖L∞C5t−3/4,
‖q0‖L∞C4t−3/2, ‖q0‖W 1,∞3C4t−7/4.
Step 3. Induction process. Now we assume that
‖em‖L∞C4t−3/4, ‖bm‖L∞C5t−3/4, m = 1, 2, . . . , k.
Then as t min{C−1/(−3/4)4 , C−1/(−3/4)5 }, we have
‖em‖L∞1, ‖bm‖L∞1, m = 1, 2, . . . , k,
therefore
‖um‖L∞1 + C∗C˜, ‖Bm‖L∞1 + C∗C˜, m = 1, 2, . . . , k. (4.15)
Step 3.1. Basic energy estimates. As n= 0, 1, . . . , k, taking the scalar product of the ﬁrst equation of (4.13) with 2e˜n
and integrating over , using integration by parts, we get
‖e˜n‖2 − ‖en‖2 + ‖e˜n − en‖2 + Et‖∇ e˜n‖2 − 
2
t‖∇ × bn‖2

(
4 + 2CpC˜
2

)
t‖e˜n‖2 +
(
C∗2 + C˜
2
E
+ 2|z|2
)
t‖en‖2 + C∗2t‖bn‖2 + t2+1‖fn‖2, (4.16)
where we have used Young’s inequality and Lemma 1.1.
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As t min{ 1
4(2+(CpC˜2/)) ,
1
2(C∗2+C˜2/E+2|z|2) }, in view of (4.16), we obtain
‖e˜n‖23‖en‖2 + t‖∇ × bn‖2 + 2C∗2t‖bn‖2 + 2t2+1‖fn‖2. (4.17)
Taking the scalar product of the third equation of (4.13) with 2en+1 and integrating over , using integration by parts,
we get
‖en+1‖2 − ‖e˜n‖2 + ‖en+1 − e˜n‖2t2+1‖gn‖2 + t‖en+1‖2. (4.18)
Taking the scalar product of the ﬁrst equation of (4.14) with 2bn+1 and integrating over , using integration by parts,
we have
‖bn+1‖2 − ‖bn‖2 + ‖bn+1 − bn‖2 + t‖∇ × bn+1‖2

(
C∗2 + 2CpC˜
2

)
t‖en‖2 +
(
C∗2 + 2CpC˜
2

)
t‖bn‖2 + 3t‖bn+1‖2 + t2+1‖kn‖2.
This, together with (4.16), (4.18), gives
‖en+1‖2 − ‖en‖2 + ‖en+1 − e˜n‖2 + ‖e˜n − en‖2 + Et‖∇ e˜n‖2
+ ‖bn+1‖2 − ‖bn‖2 + ‖bn+1 − bn‖2 + t‖∇ × bn+1‖2 − 
2
t‖∇ × bn‖2

(
4 + 2CpC˜
2

)
t‖e˜n‖2 +
(
2C∗2 + 2CpC˜
2

+ C˜
2
E
+ 2|z|2
)
t‖en‖2
+ t‖en+1‖2 +
(
2C∗2 + 2CpC˜
2

)
t‖bn‖2 + 3t‖bn+1‖2
+ t2+1(‖fn‖2 + ‖gn‖2 + ‖kn‖2). (4.19)
Combining with (4.17), as t 1
4(2+(CpC˜2/)) , we have
‖en+1‖2 − ‖en‖2 + ‖bn+1‖2 − ‖bn‖2 + ‖en+1 − e˜n‖2 + ‖e˜n − en‖2
+ ‖bn+1 − bn‖2 + Et‖∇ e˜n‖2 + t‖∇ × bn+1‖2 − t‖∇ × bn‖2
Ct (‖en‖2 + ‖en+1‖2 + ‖bn‖2 + ‖bn+1‖2) + 2t2+1(‖fn‖2 + ‖gn‖2 + ‖kn‖2), (4.20)
where C = 12 + 8CpC˜
2
 + 3C∗2 + C˜
2
E
+ 2|z|2. Take summation with respect to n from 0 to m (m = 0, 1, . . . , k) and
apply the discrete Gronwall lemma, we conclude that
‖em+1‖2 + ‖bm+1‖22 e2T CC21t2 (m = 0, . . . , k). (4.21)
Thus for m = 0, 1, . . . , k, we have
‖em+1‖2 + ‖bm+1‖2 +
m∑
n=0
(‖en+1 − e˜n‖2 + ‖e˜n − en‖2 + ‖bn+1 − bn‖2)
+ Et‖∇ e˜m‖2 + t‖∇ × bm+1‖2
4C21Ct2(1 + T e2T C)
4C22t2 (C22C21 (1 + T e2T C)C) (4.22)
and
‖bm+1‖1Cp‖∇ × bm+1‖ 2√

CpC2t
−1/2
. (4.23)
From the third equation of (4.13), we get
‖∇qn‖t−1‖en+1 − e˜n‖ + t‖gn‖3C2t−1 (4.24)
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and
k∑
n=0
‖∇qn‖22
(
1
t2
k∑
n=0
‖en+1 − e˜n‖2
)
+ 2t2
k∑
n=0
‖gn‖210C22t2−2. (4.25)
Then by Poincaré’s inequality, we have ‖qn‖13CpC2t−1 and
t1/2
(
t
k∑
n=0
‖qn‖21
)1/2
4CpC2t
(
we assume
∫

qk dx = 0
)
. (4.26)
Hence we have
‖ek+1‖ + ‖bk+1‖ +√t1/2‖bk+1‖1 + t1/2
(
t
k∑
n=0
‖qn‖21
)1/2
9CpC2t. (4.27)
Step 3.2. L∞-norm estimates. Firstly, by (4.22), we have
‖e˜k‖‖e˜k − ek+1‖ + ‖ek+1‖3C2t. (4.28)
Take divergence on both sides of the third equation of (4.13), then we obtain
⎧⎪⎨
⎪⎩
qk = 1
t
∇ · e˜k + t∇ · gk in ,
qk
n
= 0 on .
(4.29)
Thanks to the Sobolev’s imbedding theorem and regularity result; making use of (4.22), we have
‖qk‖L∞Cp‖qk‖2
(
2√
E
+ 4
)
C3pC2t
−3/2C4t−3/2. (4.30)
From (4.13), we can draw the bounds of ‖∇en+1‖ and ‖Ee˜n‖ and the following bound is obtained:
‖e˜k‖2Cp
(
‖e˜k‖ + 1
t
‖e˜k‖ + ‖Ee˜k‖
)
(6 + C3)CpC2t−1, (4.31)
where C3 = 3 + 4C∗ + 4|z| + 4( 1√
E
+ 1√

+ 2)C2pC˜.
Again by (4.29), using (4.31), we have
‖qk‖3Cp(‖qk‖2 + ‖qk‖1)
(
2√
E
+ 11 + C3
)
C3pC2t
−2
. (4.32)
From (4.24), using Gagliardo–Nirenberg’s inequality Lemma 1.2, we have
‖∇qk‖L∞Cp‖∇qk‖1/4‖∇qk‖3/42 2C4t−7/4. (4.33)
On the other hand, using (4.31) and (4.32), from the third equation of (4.13), we obtain
‖ek+1‖2‖e˜k‖2 + t‖∇qk‖2 + t+1‖gk‖22C2
(
1√
E
+ 9 + C3
)
C3pt
−1
. (4.34)
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Making use of the regularity result Lemma 1.3 to (4.14), we get
‖bk+1‖2Cp
(
1
t
‖bk+1 − bk‖ + ‖(bk · ∇)u¯k‖ + ‖(Bk · ∇)ek‖ + ‖(ek · ∇)B¯k‖ + ‖(uk · ∇)bk‖ + t‖kk‖
)
Cp(2C2t−1 + 2C∗C2t + C˜‖∇ek‖ + C∗‖ek‖ + C˜‖∇bk‖ + C1t−1/2)
Cp
(
2C2t−1 + 2C∗C2t +
(
4√
E
+ 5
)
C2pC2C˜t
−1/2
+ 2C∗C2t + 2√

CpC2C˜t
−1/2 + C1t−1/2
)

(
3 + 4C∗ + 4
(
1√
E
+ 1√

+ 2
)
C2pC˜
)
CpC2t
−1
C2C3Cpt−1. (4.35)
By Gagliardo–Nirenberg’s inequality, we have
‖ek+1‖L∞Cp‖ek+1‖1/4‖ek+1‖3/42 C4t−3/4, (4.36)
‖bk+1‖L∞Cp‖bk+1‖1/4‖bk+1‖3/42 C5t−3/4, (4.37)
where C4 = 2( 1√
E
+ 9 + C3)C2C4p, C5 = 2C2C3C2p−3/4.
Note that (4.30) together with (4.33) gives us
‖qk‖W 1,∞3C4t−7/4. (4.38)
This proves Lemma 4.1. 
4.3. Proof of Theorem 4.2
Proof. We choose N = 3 in (3.38), then = 1 in (4.2) and (4.3). By Lemma 4.1 we obtain
‖ut − u¯‖L∞(0,T ;L2) + ‖Bt − B¯‖L∞(0,T ;L2) +
√
t1/2‖Bt − B¯‖L∞(0,T ;H 1)
+ t1/2‖Pt − P¯ ‖L2(0,T ;H 1)9CpC2t . (4.39)
Note that P1 = 0. Then
‖P − P¯ ‖L2(0,T ;L2) =
(∑
n
‖P(·, tn) − P¯ n‖2t
)1/2
Ct1/2. (4.40)
Recall that u1 = 0, B1 = 0, P1 = 0, so we have
‖u − u¯‖L∞Ct, ‖B − B¯‖L∞Ct, ‖P − P¯ ‖L∞Ct1/2
and
‖B − B¯‖L∞(0,T ;H 1)Ct .
Hence we obtain
‖u − ut‖L∞(0,T ;L2) + ‖B − Bt‖L∞(0,T ;L2) + t1/2‖B − Bt‖L∞(0,T ;H 1)
+ t1/2‖P − Pt‖L2(0,T ;L2)Ct .
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In addition, if ∇P0(·, 0) = 0, D2P0(·, 0) = 0 on , then e0 = t2w0. Now we choose N = 5 in (3.38), then = 2
and we know from Lemma 4.1 that
‖ut − u¯‖L∞ + ‖Bt − B¯‖L∞ + t1/2‖Pt − P¯ ‖L∞Ct .
Hence
‖u − ut‖L∞ + ‖B − Bt‖L∞ + t1/2‖P − Pt‖L∞Ct .
Then the Theorem 4.2 is proved. 
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