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MULTI-PARTICLE LOCALIZATION FOR WEAKLY INTERACTING
ANDERSON TIGHT-BINDING MODELS
TRE´SOR EKANGA∗
Abstract. We establish the complete spectral exponential, and the strong Hilbert-
Schmidt dynamical localization for the one-dimensional multi-particle Anderson tight-
binding model and for weakly interacting particles system. In other words, we show
stability of the one-dimensional localization from the single-particle to multi-particle
systems with an arbitrary large but finite number of particles and for sufficient weakly
interacting models. The proof uses the multi-scale analysis estimates for multi-particle
systems. The common probability distribution function of the random external potential
in the Anderson model is assumed to be log-Ho¨lder continuous, so the results apply to a
large class of Anderson models.
1. Introduction
Localization for discrete multi-particle random Schro¨dinger operators was initially proved
by Aizenmann and Warzel [1,2] using the fractional moment method, by Chulaevsky and
Suhov [10,11] and by Klein and Nguyen [22] using the multiscale analysis in the strong dis-
order regime. More recently, in [18] the authors extended the fractional moment method
on the continuous space. Some other strategies using different forms of the multi-scale
analysis were recently developed by Chulaevsky [7, 8]. Similar results were obtained by
Anne Boutet de Monvel et al. [3, 4] for the multi-particle model with alloy-type external
random potential in the continuum.
In [1], the authors assumed that the distribution function of the i.i.d. random variables
is absolutely continuous with a bounded density satisfying another technical condition and
proved stability of localization from single-particle to weakly interacting multi-particle sys-
tems. More important, in [1], the authors obtained localization in the so-called Hausdorff-
distance and the dynamical localization in the operator-norm. The present work based on
the multi-scale analysis proves the spectral exponential localization in the max-norm and
the dynamical localization in the Hilbert-Schmidt norm. In addition our method covers a
large class of random Hamiltonians with log-Ho¨lder continuous distributions.
We decided to address here only the lattice case. The continuum version of the work
is the object of a forthcoming paper. We use an adaptation of the multi-particle multi-
scale analysis of [8, 11] in the high disorder case and in [15, 16] in the low energy case
and show the complete spectral exponential and the strong Hilbert-Schmidt dynamical
localization for discrete models with log-Ho¨lder continuous distributions in one dimension.
The general strategy which uses a perturbation argument based on the resolvent identities
for operators in Hilbert spaces is valid in an arbitrary dimension. We restricted ourselves
in one dimension in order to use the well-known one dimensional complete localization for
the single-particle system and then extend it to weakly interacting multi-particle systems.
Note that, there is no proof of the complete localization in higher dimension instead
of the strong disorder regime. In fact, localization is only proved at extreme energies. In
one dimension Carmona et al. [5, 6] in the discrete case and Damanik et al. [13] in the
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continuum proved strong forms of the Wegner and the multi-scale analysis estimates for
the single-particle Anderson-Bernoulli models.
We substantially modified in this text, the multi-particle multi-scale analysis of [11]
on the one hand and [16] on the other hand. Indeed, in the first paper, i.e., [11], the
authors used the fact that the disorder amplitude goes to infinity in the case of strong
disorder and in the second paper, i.e., [16], the multi-particle multi-scale analysis is done
for energies in an unbounded interval of the form (−∞;E∗] for some constant E∗ > 0.
In the present work, only compact intervals are of interest because we use the complete
localization results from single-particle models.
The derivation of the spectral localization from the multi-scale analysis results is then
obtained using the scheme proposed in [15,16] which idea goes back to Fro¨hlich et al. [17]
and von Dreifus and Klein [14]. While for the proof of the strong dynamical localization
we refer again to the paper [16]. We recall that dynamical localization with methods
relying on the multi-scale analysis was initially obtained by Germinet and De Bie`vre [19],
Damanik and Stollmann [12,24] and Germinet and Klein [20].
In one dimension, our main results for an arbitrary amplitude of the disorder and for
sufficient weakly interacting systems are Theorem 1 (Anderson localization) and Theorem
2 (strong dynamical localization).
In Section 2 we describe our multi-particle model and the main assumptions. Section 2.3
is devoted to the statement of the results. We establish in Section 4 the initial scale length
estimate for the one-dimensional multi-particle system with weak interaction. In Section
5, we develop the one-dimensional variable energy multi-particle multi-scale induction
step on the lattice. The proofs of the main results based on the multi-particle multi-scale
analysis bounds can be found in the paper [16] Section 5.
2. The model, assumptions and the results
2.1. The n-particle Hamiltonian on the lattice. Define the two following norms on
ℓ2(ZD) for arbitrary D ≥ 1: |x| = maxi=1,...,D |xi| and |x|1 = |x1|+ · · ·+ |xD|. We consider
a system of N -particles where N ≥ 2 is finite and fixed. Let d ≥ 1 and 1 ≤ n ≤ N . We
analyze random Hamiltonian H
(n)
h (ω) of the form
H
(n)
h (ω) = −∆+
n∑
j=1
V (xj , ω) + hU = −∆+V(x, ω) + hU, (2.1)
acting on ℓ2((Zd)n) ∼= ℓ2(Znd) with h ∈ R and x ∈ (Zd)n. Above, ∆ is the nd-dimensional
lattice nearest-neighbor Laplacian:
(∆Ψ)(x) =
∑
y∈Znd
|y−x|1=1
(Ψ(y)−Ψ(x)) =
∑
y∈Znd
|y−x|1=1
Ψ(y) − 2dnΨ(x), (2.2)
for Ψ ∈ ℓ2(Znd) and x ∈ Znd. V : Zd × Ω → R is a random field relative to a probability
space (Ω,B,P) and U : (Zd)n → R is the potential of inter-particle interaction. V and U
act on ℓ2(Znd) as multiplication operators by functions V(x, ω) and U(x) respectively.
Technically, we will prove in this paper stability of initial MSA bounds from the one-
dimensional single-particle estimates to the multi-particle estimates under sufficiently weak
interaction and then perform the multi-particle multi-scale analysis for the weakly inter-
acting multi-particle Anderson model and obtain the complete Anderson localization.
2.2. Assumptions.
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(I) Short-range interaction. Fix any n = 1, . . . , N . The potential of inter-particle
interaction U is bounded and of the form
U(x) =
∑
1≤i<j≤n
Φ(|xi − xj |), x = (x1, . . . , xn),
where Φ : N :→ R is a compactly supported function such that
∃r0 ∈ N : suppΦ ⊂ [0, r0]. (2.3)
Set Ω = RZ
d
and B =
⊗
Zd
B(R) where B(R) is the Borel sigma-algebra on R. Let µ
be a probability measure on R and define P =
⊗
Zd
µ on Ω.
The external random potential V : Zd × Ω → R is an i.i.d. random field relative to
(Ω,B,P) and is defined by V (x, ω) = ωx for ω = (ωi)i∈Zd . The common probability
distribution function, FV , of the i.i.d. random variables V (x, ·), x ∈ Z
d associated to the
measure µ is defined by
FV : t 7→ P {V (0, ω) ≤ t} .
(P) Log-Ho¨lder continuity condition. The random potential V : Zd×Ω→ R is i.i.d.
and almost surely bounded, i.e., there exists M ∈ (0,∞) such that suppµ ⊂ [−M,M ]
where µ is the common probability distribution measure of the random field {V (x, ω)}x∈Zd .
Further, the corresponding probability distribution function FV is log-Ho¨lder continuous:
More precisely,
s(FV , ε) := sup
a∈R
(FV (a+ ε)− FV (a)) ≤
C
| ln ǫ|2A
(2.4)
for some C ∈ (0,∞) and A >
3
2
× 4Np+ 9Nd.
Note that this last condition depends on the parameter p which will be introduced in
Section 3.
Remark that, under the assumptions (I) and (P), we have that the spectrum of the
one-dimensional multi-particle Hamiltonian H
(N)
h (ω) satisfies:
σ(H(N)(ω)h) ⊂ [−N(4d +M)− |h|‖U‖, N(4d +M) + |h|‖U‖] a.s.
Therefore it suffices for our purposes to show the Anderson localization on the interval
I = [−N(4d+M)− |h|‖U‖, N(4d +M) + |h|‖U‖].
2.3. The results.
Theorem 1. Let d = 1. Under assumptions (I) and (P), there exists h∗ > 0 such that
for any h ∈ (−h∗, h∗) the Hamiltonian H
(N)
h , with interaction of amplitude |h|, exhibits
complete Anderson localization, i.e., with P-probability one, the spectrum of H
(N)
h is pure
point, and the eigenfunctions Ψi(x, ω) relative to eigenvalues Ei(ω) ∈ I are exponentially
decaying at infinity:
|Ψi(x, ω)| ≤ Cie
−c|x|,
for some positive constants c and Ci.
Denote by B1 the set of bounded measurable functions f : R→ R such that ‖f‖∞ ≤ 1.
We now give our result on strong Hilbert-Schmidt dynamical localization.
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Theorem 2. Let d = 1. Under assumptions (I) and (P), there exists h∗ > 0 and s∗ > 0
such that for any h ∈ (−h∗, h∗) any bounded Borel function f : R → R, any bounded
region K ⊂ ZNd and any s ∈ (−s∗, s∗) we have:
E
[
sup
f∈B1
∥∥∥|X| s2 f(H(N)(ω))PI(H(N)h (ω))1K∥∥∥2
HS
]
<∞. (2.5)
where (|X|Ψ)(x) := |x|Ψ(x), PI(H
(N)(ω)) is the spectral projection of H(N)(ω) onto
the interval I. The rest of the paper has a significant overlap with the text of [16]. Hence,
we will refer to [16] for some details and proofs.
3. The multi-particle multi-scale analysis scheme and the Wegner bounds
According to the general structure of the MSA, we work with lattice rectangles. For
u = (u1, . . . , un) ∈ Z
nd, we denote by C
(n)
L (u) the n-particle cube, i.e,
C
(n)
L (u) =
{
x ∈ Znd : |x− u| ≤ L
}
,
and given {Li : i = 1, . . . , n}, we define the rectangle
C(n)(u) =
n∏
i=1
C
(1)
Li
(ui), (3.1)
where C
(1)
Li
(ui) are cubes of side length Li center at points ui. We define the internal
boundary of the domain C(n)(u) by
∂−C(n)(u) =
{
v ∈ Znd : dist
(
v,Znd \C(n)(u)
)
= 1
}
, (3.2)
and its external boundary by
∂+C(n)(u) =
{
v ∈ Znd \C(n)(u) : dist
(
v,C(n)(u)
)
= 1
}
. (3.3)
The cardinality of the cube C
(n)
L (u) is |C
(n)
L (u)| := cardC
(n)
L (u) = (2L+ 1)
nd. We define
the restriction of the Hamiltonian H
(n)
h to C
(n)(u) by
H
(n)
C(n)(u),h
= H
(n)
h
∣∣
C(n)(u)
with simple boundary conditions on ∂+C(n)(u),
i.e., H
(n)
C(n)(u),h
(x,y) = H
(n)
h (x,y) whenever x,y ∈ C
(n)(u) and H
(n)
C(n)(u),h
(x,y) = 0 oth-
erwise. We denote the spectrum of H
(n)
C(n)(u),h
by σ
(
H
(n),h
C(n)(u)
)
and its resolvent by
GC(n)(u),h(E) :=
(
H
(n)
C(n)(u),h
− E
)−1
, E ∈ R \ σ
(
H
(n)
C(n)(u),h
)
. (3.4)
The matrix elements GC(n)(u),h(x,y;E) are usually called the Green functions of the
operator H
(n)
C(n)(u),h
.
Let m > 0 and E ∈ R be given. A cube C
(n)
L (u) ⊂ Z
nd, 1 ≤ n ≤ N will be called
(E,m, h)-nonsingular ((E,m, h)-NS) if E /∈ σ(H
(n)
C
(n)
L (u),h
) and
max
v∈∂−C
(n)
L (u)
∣∣∣G
C
(n)
L (u),h
(u,v;E)
∣∣∣ ≤ e−γ(m,L,n)L, (3.5)
where
γ(m,L, n) = m(1 + L−1/8)N−n+1. (3.6)
Otherwise it will be called (E,m, h)-singular ((E,m, h)-S).
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Let us introduce the following.
Definition 1. Let n ≥ 1, E ∈ R and α = 3/2.
(A) A cube C
(n)
L (v) ⊂ Z
nd is called (E, h)-resonant ((E, h)-R) if
dist
[
E, σ
(
H
(n)
C
(n)
L (v),h
)]
≤ e−L
1/2
. (3.7)
Otherwise it is called (E, h)-non-resonant ((E, h)-NR).
(B) A cube C
(n)
L (v) ⊂ Z
nd is called (E, h)-completely nonresonant ((E, h)-CNR), if it
does not contain any (E, h)-R cube of size ≥ L1/α. In particular C
(n)
L (v) is itself
(E, h)-NR.
We will also make use of the following notion.
Definition 2. A cube C
(n)
L (x) is J -separable from C
(n)
L (y) if there exists a nonempty
subset J ⊂ {1, · · · , n} such that⋃
j∈J
C
(1)
L (xj)
 ∩
⋃
j /∈J
C
(1)
L (xj) ∪
n⋃
j=1
C
(1)
L (yj)
 = ∅.
A pair (C
(n)
L (x),C
(n)
L (y)) is separable if |x−y| > 7NL and if one of the cube is J -separable
from the other.
Lemma 1 ([16]). Let L > 1.
(A) For any x ∈ Znd, there exists a collection of n-particle cubes C
(n)
2nL(x
(ℓ)) with ℓ =
1, . . . , κ(n), κ(n) = nn such that if y satisfies |y − x| > 7NL and
y /∈
κ(n)⋃
ℓ=1
C
(n)
2nL(x
(ℓ))
then the cubes C
(n)
L (x) and C
(n)
L (y) are separable.
(B) Let C
(n)
L (y) ⊂ Z
nd be an n-particle cube. Any cube C
(n)
L (x) with
|y − x| > max
1≤i,j≤n
|yi − yj|+ 5NL,
is J -separable from C
(n)
L (y) for some J ⊂ {1, . . . , n}.
In our earlier work [16] as well as in other previous papers in the multi-particle local-
ization theory [3,11] the above notion was crucial in order to prove the Wegner estimates
for pairs of multi-particle cubes via the Stollmann’s Lemma. It is plain (cf. [16], Section
4.1), that sufficiently distant pairs of fully interactive cubes have disjoint projections and
this fact combined with independence is used in that case to bound the probability of an
intersection of events relative to those projections. There is a significant overlap of the
induction step of the multi-scale analysis of the present text with its counterpart in our
earlier paper [16].
Theorem 3 (Wegner estimates [16]). Assume that the random potential satisfies assump-
tion (P), then
(A) for any E ∈ R
P
{
C
(n)
L (x) is not E-CNR
}
≤ L−p 4
N−n
, (3.8)
(B)
P
{
∃E ∈ R : neither C
(n)
L (x) nor C
(n)
L (y) is E-CNR
}
≤ L−p 4
N−n
, (3.9)
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where p > 6Nd, depends only on the fixed number of particles N and the configuration
dimension d.
4. The initial MSA bound for the weakly interacting multi-particle system
In this Section we fix d = 1, i.e., we consider here the one-dimensional multi-particle
random HamiltonianH
(N)
h (ω) = −∆+V(x, ω)+hU(x) acting in the Hilbert space ℓ
2(ZN ).
Now, we aim to prove stability of the MSA bounds from the single-particle lattice systems
to multi-particle systems with sufficiently weak interaction in the interval
I = [−N(4d+M)|h|‖U‖, N(4d +M) + |h|‖U‖].
Consider the one-dimesional single-particle Hamiltonian
H(1)(ω) = −∆+ V (ω)
with a non-constant i.i.d. random potential V : Z × Ω → R. Recall that for the one-
dimensional Anderson models we have exponential localization for the eigenfunctions of
random Hamiltonians with absolutely continuous probability distributions of bounded
densities in [23] for example and with Ho¨lder or log-Ho¨lder continuous distributions in
[6, 14, 17] and also with singular distributions such as the Bernoulli distributions in one
dimension in [5,6]. We summarize this result in the following statement directly in a form
suitable for our forthcoming analysis (i.e., the MSA). Set
Υ
C
(1)
L0
(u)
(x, y, I;ω) :=
∑
Ej∈σ(H
(1)
C
(1)
L0
(u)
)∩I
|ψj(x)ψj(y)|, for all x, y ∈ C
(1)
L0
(u).
We have the following
Theorem 4 (Single-particle localization). There exists a constant µ˜1 > 0 such that
E
[
Υ
C
(1)
L0
(u)
(x, y, I;ω)
]
≤ e−µ˜1 |x−y|, (4.1)
where {Ej , ψj}j=1,··· ,|C(1)L0 (u)|
are the eigenvalues and corresponding eigenfunctions of
H
(1)
C
(1)
L0
(u)
(ω).
4.1. The fixed energy MSA bound for the n-particle system without interac-
tion. The main result of this subsection is Theorem 5 given below. The proof of Theorem
5 relies on an auxiliary statement formulated below, Lemma 2. We need to introduce first
{(λ
(i)
ji
, ψ
(i)
ji
) : ji = 1, . . . , |C
(1)
L0
(ui)|},
the eigenvalues and the corresponding eigenfunctions of H
(1)
C
(1)
L0
(ui)
(ω), i = 1, . . . , n. Then
the eigenvalues Ej1...jn of the non-interacting multiparticle random Hamiltonian
H
(n)
C
(n)
L0
(u)
(ω) are written as sums
Ej1...jn =
n∑
i=1
λ
(i)
ji
= λ
(1)
j1
+ · · · + λ
(n)
jn
,
while the corresponding eigenfunctions Ψj1...jn can be chosen as tensor products
Ψj1...jn = ψ
(1)
j1
⊗ · · · ⊗ ψ
(n)
jn
.
The eigenfunctions of finite volume Hamiltonians are assumed normalised.
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Theorem 5. Let 1 ≤ n ≤ N and µ˜1 > 0 as in Theorem 4. Considerm
∗ = min( 1
2N12Nd
, 2−N−1µ˜1).
Then for all E ∈ I and all u ∈ Zn:
P
{
C
(n)
L0
(u) is (E,m∗, 0)-S
}
≤
1
2
L−2p
∗4N−n
0 , (4.2)
with L0 large enough and p
∗ > 6Nd.
The proof of Theorem 5 relies on the following auxiliary statement.
Lemma 2. Let be given N ≥ n ≥ 2, m∗ > 0, a cube C
(n)
L0
(u) and E ∈ R. Suppose that
C
(n)
L0
(u) is E-NR, and for any operator H
(1)
CL0 (ui)
, all its eigenfunctions ψj satisfy
|ψj(ui)ψj(ui ± L0)| ≤ e
−2γ(m∗ ,L0,n)L0 . (4.3)
Then C
(n)
L0
(u) is (E,m∗, 0)-NS, provided that L0 ≥ L∗(m
∗, N, d).
Proof. Fix any y ∈ ∂−C
(n)
L0
(u). There exists i ∈ [1, n] such that |ui − yi| = L0. Decom-
pose the cube C
(n)
L0
(u) as follows: C
(n)
L0
(u) = C
(n−1)
L0
(u′) × C
(1)
L0
(ui), u
′ ∈ Z(n−1)d. In a
similar way, we factorize every eigenfunction, Ψk(u) = Ψk′(u
′)ψi(ui), and the respective
eigenvalue, Ek = E6=i + λ
(i)
ji
. Now we have that
G
C
(n)
L0
(u)
(u,y;E) =
∑
k′
Ψk′(u
′)Ψk′(y
′) G
(1)
C
(1)
L0
(ui)
(ui, yi;E − E6=i).
Here ‖Ψk′‖∞ ≤ 1, since ‖Ψk‖2 = 1, therefore,∣∣G
C
(n)
L0
(u)
(u,y;E)
∣∣ ≤ (2L0 + 1)nd e−2γ(m∗ ,L0,n)L0
e−L
1/2
0
≤ e−γ(m
∗,L0,n)L0 ,
for L large enough (depending on m∗, N, d). 
Proof of Theorem 5. Introduce the events
N := {∃j = 1, . . . , n : ∃Ej ∈ σ(H
(1)
C
(1)
L0
(uj)
(ω)) : |φj(ui)φj(ui ± L0)| > e
−2γ(m∗,L0,n)L0},
R := {C
(n)
L0
(u) is E-R }.
Then by Lemma 2, Theorem 4 and theorem 3 (A), we have:
P
{
C
(n)
L0
(u) is (E,m∗, 0)-S
}
≤ P {N}+ P {R} ,
≤ 2 · n · (2L0 + 1)
2nd
E
[
Υ
C
(1)
L0
(ui)
(ui, ui ± L0, I;ω)
]
e−2γ(m∗ ,L0,n)L0
+ P {R}
≤ e(−µ˜1+2γ(m
∗ ,L0,n))L0 + L−4
N p
0 ≤
1
2
L−p
∗ 4N−n
0
for some p∗ > 6Nd, since 2γ(m∗, L0, n) < 2
N+1m∗ ≤ µ˜1. 
In the next subsection, m∗ > 0 is the constant from Theorem 5.
4.2. The fixed energy MSA bound for weakly interacting multi-particle sys-
tems. Now we derive the required initial estimate from its counterpart established for
non-interacting systems.
Theorem 6. Let 1 ≤ n ≤ N . Suppose that the Hamiltonians H
(n)
0 (ω) (without inter-
particle interaction) fulfills the following condition: for all E ∈ I and all u ∈ Znd
P
{
C
(n)
L0
(u) is (E,m∗, 0)-S
}
≤
1
2
L−2p
∗4N−n
0 , with p
∗ > 6Nd. (4.4)
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Then there exists h∗ > 0 such that for all h ∈ (−h∗, h∗) the Hamiltonian H
(n)
h (ω), with
interaction of amplitude |h|, satisfies a similar bound: there exist some p > 6Nd,m > 0
such that for all E ∈ I and all u ∈ Znd
P
{
C
(n)
L0
(u) is (E,m, h)-S
}
≤
1
2
L−2p 4
N−n
0 .
Proof. First observe that the result of (4.4) is proved in the statemeent of Theorem 5. Set
G
C
(n)
L0
(u),h
(E) = (H
(n)
C
(n)
L0
(u),h
− E)−1, h ∈ R.
By definition, a cube C
(n)
L0
(u) is (E,m∗, 0)-NS iff
max
y∈∂−C
(n)
L0
(u)
∣∣∣G
C
(n)
L0
(u),0
(u,y;E)
∣∣∣ ≤ e−m∗(1+L−1/80 )N−n+1L0 . (4.5)
Therefore, there exists sufficiently small ǫ > 0 such that
max
y∈∂−C
(n)
L0
(u)
∣∣∣G
C
(n)
L0
(u),0
(u,y;E)
∣∣∣ ≤ e−m(1+L−1/80 )N−nL0 − ǫ, (4.6)
where m = m∗/2 > 0. Since, by assumption, p∗ > 6Nd, there exists 6Nd < p < p∗ and
τ > 0 such that L−2p4
N−n
0 − τ > L
−2p∗4N−n
0 . With such values p and τ , inequality (4.4)
with p∗ > 6Nd implies
P{C
(n)
L0
(u) is (E,m∗, 0)-S} <
1
2
L−2p4
N−n
0 −
1
2
τ. (4.7)
Next, it follows from the second resolvent identity that
‖G
C
(n)
L0
(u),0
(E)−G
C
(n)
L0
(u),h
(E)‖ ≤ |h| ‖U‖ · ‖G
C
(n)
L0
(u),0
(E)‖ · ‖G
C
(n)
L0
(u),h
(E)‖. (4.8)
By Theorem 3, applied to Hamiltonians H
(n)
C
(n)
L0
(u),0
and H
(n)
C
(n)
L0
(u),h
, for any τ > 0 there is
B(τ) ∈ (0,+∞) such that
P
{
‖G
C
(n)
L0
(u),0
(E)‖ ≥ B(τ)
}
≤
τ
4
,
P
{
‖G
C
(n)
L0
(u),h
(E)‖ ≥ B(τ)
}
≤
τ
4
.
Therefore,
P
{
‖G
C
(n)
L0
(u),0
(E)−G
C
(n)
L0
(u),h
(E)‖ ≥ |h| ‖U‖B2(τ)
}
≤ P
{
‖G
C
(n)
L0
(u),0
(E)‖ ≥ B(τ)
}
+ P
{
‖G
C
(n)
L0
(u),h
(E)‖ ≥ B(τ)
}
≤ 2
τ
4
=
τ
2
.
Set h∗ := ǫ
2‖U‖(B(τ))2
> 0. We see that if |h| ≤ h∗, then |h| × ‖U‖ × (B(τ))2 ≤ ǫ2 . Hence,
P
{
‖G
C
(n)
L0
(u),0
−G
C
(n)
L0
(u),h
‖ ≥
ǫ
2
}
≤ 2
τ
4
. (4.9)
Combining (4.6), (4.7), and (4.9), we obtain that for all E ∈ I
P
{
C
(n)
L0
(u) is (E,m, h)-S
}
≤ P
{
C
(n)
L0
(u) is (E,m∗, 0)-S
}
+ P
{
‖G
C
(n)
L0
(u),0
(E)−G
C
(n)
L0
(u),h
(E)‖ ≥
ǫ
2
}
≤
(1
2
L−2p4
N−n
0 −
1
2
τ
)
+
τ
2
=
1
2
L−2p
′4N−n
0 . 
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4.3. The variable energy MSA bound for weakly interacting multi-particle sys-
tems. Here, we deduce from the fixed energy bound, the variable energy initial multi-scale
analysis bound for the weakly interacting multi-particle system.
Recall that in order to prove the complete Anderson localization for the perturbed
Hamiltonian H
(n)
h (ω), we are concern with the interval
I := [−N(4d+M)|h|‖U‖;N(4d +M)|h|‖U‖],
which contains its entire spectrum. To do so, in fact we will prove localization in each
compact interval I0 of the following form: let E0 ∈ I and δ :=
1
2e
−2L
1/2
0 (e−m1L0 − e−mL0)
where 0 < m1 < m by definition. Set
I0 := [E0 − δ;E0 + δ].
The result on the variable energy MSA is given below in
Theorem 7. Let 1 ≤ n ≤ N . For any u ∈ Znd we have
P
{
∃E ∈ I0 : C
(n)
L0
(u) is (E,m1)-S
}
≤ L−2p 4
N−n
0 , (4.10)
for some m1 > 0.
Proof. Let E0 ∈ I. By the resolvent equation
G
C
(n)
L0
(u),h
(E) = G
C
(n)
L0
(u),h
(E0) + (E − E0)GC(n)L0 (u),h
(E)G
C
(n)
L0
(u),h
(E0).
If dist(E0, σ(H
(n)
C
(n)
L0
(u),h
)) ≥ e−L
1/2
0 and |E − E0| ≤
1
2e
−L
1/2
0 , then dist(E, σ(H
(n)
C
(n)
L0
(u),h
)) ≥
1
2e
−L
1/2
0 .
If in addition, C
(n)
L0
(u) is (E0,m, h)-NS and y ∈ ∂
−C
(n)
L0
(u), then
|G
C
(n)
L0
(u),h
(u,y;E)| ≤ e−m(1+L
−1/8
0 )
N−n+1L0 + 2|E − E0|e
2L
1/2
0 .
Therefore, for m1 =
m
2 , if we put
δ =
1
2
e−2L
1/2
0 (e−m1(1+L
−1/8
0 )
N−n+1L0 − e−m(1+L
−1/8
0 )
N−n+1L0), Iδ = [E0 − δ,E0 + δ],
we have that
P
{
∃E ∈ I0, C
(n)
L0
(u) is (E,m1, h)-S
}
≤ P
{
C
(n)
L0
(u) is (E0,m, h)-S
}
+ P
{
dist(E0, σ(H
(n)
C
(n)
L0
(u)
)) ≤ e−L
1/2
0
}
≤
1
2
L−2p4
N−n
0 + L
−p4N
0 < L
−2p4N−n
0 .
We used Theorem 6 to bound the first term and the Wegner estimate Theorem 3 (A) to
bound the other term. 
5. Multiscale induction
In the rest of the paper, we assume that n ≥ 2 and I0 is the interval from the previous
section. Some parts of this section overlap with the paper [16].
Recall the following facts from [16]: Consider a cube C
(n)
L (u), with u = (u1, . . . , un) ∈
(Zd)n. We define
Πu = {u1, . . . , un},
and
ΠC
(n)
L (u) = C
(1)
L (u1) ∪ · · · ∪ C
(1)
L (un).
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Definition 3. Let L0 > 3 be a constant and α = 3/2. We define the sequence {Lk : k ≥ 1}
recursively as follows:
Lk := ⌊L
α
k−1⌋+ 1, for all k ≥ 1.
Let m > 0 a positive constant, we also introduce the following property, namely the
multi-scale analysis bounds at any scale length Lk, and for any pair of separable cubes
C
(n)
Lk
(u) and C
(n)
Lk
(v),
(DS.k, n,N).
P
{
∃E ∈ I0 : C
(n)
Lk
(u) and C
(n)
Lk
(v) are (E,m)-S
}
≤ L−2p4
N−n
k ,
where p > 6Nd.
In both the single-particle and the multi-particle system, given the results on the multi-
scale analysis property (DS.k, n,N) above one can deduce the localization results see
for example the papers [12, 14] for those concerning the single-particle case and [10, 16]
for multi-particle systems. We summarize below the exponential decay bound of the
eigenfunction correlators of finite volumes Hamiltonians which is naturally deduced from
the exponential decay bound of the eigenfunctions of the random Hamiltonian in the entire
space Znd. Before, introduce
Definition 4. For any cube C
(n)
L (u) and any x,y ∈ Z
nd, put
Υ
C
(n)
L (u)
(x,y, I0) :=
∑
Ej∈σ(H
(n)
C
(n)
L
(u)
)∩I0
|ψj(x)ψj(y)|,
where {Ej , ψj}j=1,··· ,|C(n)L (u)|
are the eigenvalues and corresponding eigenfunctions ofH
(n)
C
(n)
L (u)
(ω).
Theorem 8. For any 1 ≤ n′ < n, assume that property (DS.k, n′, N,N) holds true forall
k ≥ 0, then there exists a constant µ˜n′ > 0 such that for any cube C
(n′)
L (u
′)
E
[
Υ
C
(n′)
L (u
′)
(x,y, I0;ω)
]
≤ e−µ˜n′ |x−y|, for all x,y ∈ C
(n′)
L (u
′). (5.1)
Recall the constant m1 > 0 from the previous section, Theorem 7. For the rest of the
analysis, we will need the sequence {mn : n ≥ 1} defined in
Definition 5. Given m1 > 0 and n ≥ 2, define mn as follows:
mn = min
1≤n′≤n−1
{m1, 2
−N−1µ˜n′},
where each µ˜n′ is given in the statement of Theorem 8.
Definition 6 (fully/partially interactive). An n-particle cube C
(n)
L (u) ⊂ Z
nd is called
fully interactive (FI) if
diamΠu := max
i 6=j
|ui − uj | ≤ n(2L+ r0), (5.2)
and partially interactive (PI) otherwise.
The following simple statement clarifies the notion of PI cube.
Lemma 3. [[16]] If a cube C
(n)
L (u) is PI, then there exists a subset J ⊂ {1, . . . , n} with
1 ≤ cardJ ≤ n− 1 such that
dist
(
ΠJC
(n)
L (u),ΠJ cC
(n)
L (u)
)
> r0,
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If C
(n)
L (u) is a PI cube by the above Lemma, we can write it as
C
(n)
L (u) = C
(n′)
L (u
′)×C
(n′′)
L (u
′′), (5.3)
with
dist
(
ΠC
(n′)
L (u
′),ΠC
(n′′)
L (u
′′)
)
> r0, (5.4)
where u′ = uJ = (uj : j ∈ J ), u
′′ = uJ c = (uj : j ∈ J
c), n′ = cardJ and n′′ = cardJ c.
Throughout, when we write a PI cube C
(n)
L (u) in the form (5.3), we implicitly assume
that the projections satisfy (5.4). Let C
(n′)
Lk
(u′)×C
(n′′)
Lk
(u′′) be the decomposition of the PI
cubeC
(n)
Lk
(u) and {λi, ϕi} and {µj , φj} be the eigenvalues and corresponding eigenfunctions
of H
(n′)
C
(n′)
Lk
(u′)
and H
(n′′)
C
(n′′)
Lk
(u′′)
respectively. The eigenfunctions {ϕi} and {φj} are assumed
to form a basis of the Hilbert spaces ℓ2(C
(n′)
L (u
′)) and ℓ2(C
(n′′)
L (u
′′)) respectively. Next,
we can choose the eigenfunctions Ψij of HC(n)Lk (u)
(ω) as tensor products:
Ψij = ϕi ⊗ φj
therefore, the set {Ψij} also forms a basis of the tensor product of Hilbert spaces
ℓ2(C
(n′)
L (u
′))⊗ ℓ2(C
(n′′)
L (u
′′)) ∼= ℓ2(C
(n)
L (u)).
The eigenfunctions appearing in subsequent arguments and calculation will be assumed
normalized.
Now we turn to geometrical properties of FI cubes.
Lemma 4. [[16]] Let n ≥ 1, L > 2r0 and consider two FI cubes C
(n)
L (x) and C
(n)
L (y) with
|x− y| > 7nL. Then
ΠC
(n)
L (x) ∩ΠC
(n)
L (y) = ∅. (5.5)
Given an n-particle cube C
(n)
Lk+1
(u) and E ∈ R, we denote
• byM sepPI (C
(n)
Lk+1
(u), E) the maximal number of pairwise separable, (E,mn)-singular
PI cubes C
(n)
Lk
(u(j)) ⊂ C
(n)
Lk+1
(u);
• by MPI(C
(n)
Lk+1
(u), E) the maximal number of (not necessarily separable) (E,mn)-
singular PI cubes C
(n)
Lk
(u(j)) contain in C
(n)
Lk+1
(u) with |u(j)−u(j
′)| > 7NLk for all
j 6= j′;
• byMFI(C
(n)
Lk+1
(u), E) the maximal number of (E,mn)-singular FI cubesC
(n)
Lk
(u(j)) ⊂
C
(n)
Lk+1
(u) with |u(j) − u(j
′)| > 7NLk for all j 6= j
′a,
• MPI(C
(n)
Lk+1
(u), I) := supE∈I MPI(C
(n)
Lk+1
(u), E).
• MFI(C
(n)
Lk+1
(u), I) := supE∈I MFI(C
(n)
Lk+1
(u), E).
• by M(C
(n)
Lk+1
(u), E) the maximal number of (E,mn)-singular cubes C
(n)
Lk
(u(j)) ⊂
C
(n)
Lk+1
(u) with dist(u(j), ∂−C
(n)
Lk+1
(u)) ≥ 2Lk and |u
(j) − u(j
′)| > 7NLk for all
j 6= j′.
• byM sep(C
(n)
Lk+1
(u), E) the maximal number of pairwise separable (E,mn)-singular
cubes C
(n)
Lk
(u(j)) ⊂ C
(n)
Lk+1
(u)
aNote that by lemma 4, two FI cubes C
(n)
Lk
(u(j)) and C
(n)
Lk
(u(j
′)) with |u(j) − u(j
′)| > 7NLk are
automatically separable.
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Clearly
MPI(C
(n)
Lk+1
(u), E) +MFI(C
(n)
Lk+1
(u), E) ≥M(C
(n)
Lk+1
(u), E).
5.1. Pairs of partially interactive cubes. Let C
(n)
Lk+1
(u) = C
(n′)
Lk+1
(u′)×C
(n′′)
Lk+1
(u′′) be
a PI-cube. We also write x = (x′,x′′) for any point x ∈ C
(n)
Lk+1
(u), in the same way as
u = (u′,u′′). So the corresponding Hamiltonian H
(n)
C
(n)
Lk+1
(u)
is written in the form:
H
(n)
C
(n)
Lk+1
(u)
Ψ(x) = (−∆Ψ)(x) +
[
U(x′) +V(x′, ω) +U(x′′) +V(x′′, ω)
]
Ψ(x) (5.6)
or, in compact form
H
(n)
C
(n)
Lk+1
(u)
= H
(n′)
C
(n′)
Lk+1
(u′)
⊗ I+ I⊗H
(n′′)
C
(n′′)
Lk+1
(u′′)
.
We denote by G(n
′)(u′,v′;E) and G(n
′′)(u′′,v′′;E) the corresponding Green functions,
respectively.
Definition 7. Let n ≥ 2 and C
(n′)
Lk
(u′)×C
(n′′)
Lk
(u′′) be the decomposition of the PI cube
C
(n)
Lk
(u). Then C
(n)
Lk
(u) is called
(i) mn-left-localized if for any y
′ ∈ ∂−C
(n′)
Lk
(u′) and any normalized eigenfunction ϕ(n
′)
of the restricted hamiltonian H
(n′)
C
(n′)
Lk
(u′)
(ω), we have
|ϕ(n
′)(u′)ϕ(n
′)(y′)| ≤ e−2γ(mn,Lk,n
′)Lk ,
otherwise, it is called mn-non-left-localized,
(ii) mn-right-localized if for any y
′′ ∈ ∂−C
(n′′)
Lk
(u′′) and any normalized eigenfunction
φ(n
′′) of the restricted hamiltonian H
(n′′)
C
(n′′)
Lk
(u′′)
(ω), we have
|φ(n
′′)(u′′)ϕ(n
′′)(y′′)| ≤ e−2γ(mn,Lk,n
′′)Lk ,
otherwise, it is called mn-non-right-localized,
(iii) mn-localized if it is mn-left-localized and mn-right-localized. Otherwise it is called
mn-non-localized.
Lemma 5. Let E ∈ I and C
(n)
Lk
(u) be a PI cube. Assume that C
(n)
Lk
(u) is E-NR and
mn-localized. Then C
(n)
Lk
(u) is (E,mn)-NS.
Proof. Let C
(n′)
Lk
(u′) × C
(n′′)
Lk
(u′′) be the decomposition of the PI cube C
(n)
Lk
(u). Let
{λi, ϕi} and {µj, φj} be the eigenvalues and corresponding eigenfunctions of H
(n′)
C
(n′)
Lk
(u′)
and H
(n′′)
C
(n′′)
Lk
(u′′)
respectively. Then we can choose the eigenfunctions Ψij and correspond-
ing eigenvalues Eij of HC(n)Lk (u)
(ω) as follows.
Ψij = ϕi ⊗ φj , Eij = λi + µj.
For any y ∈ ∂−C
(n)
Lk
(u), we have that either |u′ − y′| = Lk or |u
′′ − y′′| = Lk. Hence,
we can assume without lost of generality that |u′′ − y′′| = Lk if y ∈ ∂
−C
(n)
Lk
(u). For the
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Green’s functions the following equation holds true since the n-particle eigenfunctions are
tensor products of those on the underlying sub-systems of the PI cube,
G
(n)
C
(n)
Lk
(u)
(u,y;E) =
∑
Eijϕi(u′)ϕi(y′)φj(u′′)φj(y′′)
E − Eij
.
Hence, since the eigenfunctions appearing in arguments and calculation are assumed nor-
malized, we finally get
|G
(n)
C
(n)
Lk
(u)
(u,y;E)| ≤ (2Lk + 1)
nd e
−2γ(mn,L,n)Lk
e−L
1/2
k
≤ e−γ(mn,L,n)Lk ,
for L0 and hence Lk large enough. 
Now, before proving the main result of this subsection concerning the probability of
two PI cubes to be singular at the same energy, we need first to estimate the one of a non
localized cube given in the statement below.
Lemma 6. Let C
(n)
Lk
(u) be a PI cube. Then
P
{
C
(n)
Lk
(u) is mn-non localized
}
≤
1
2
L−4p 4
N−n
k .
Proof. Let C
(n′)
Lk
(u′)×C
(n′′)
Lk
(u′′) be the decomposition of the PI cube C
(n)
Lk
(u). Definition
7 implies that
P
{
C
(n)
Lk
(u) is mn-non-localized
}
≤ P
{
C
(n)
Lk
(u) is mn-non-left-localized
}
+ P
{
C
(n)
Lk
(u) is mn-non-right-localized
}
.
We estimate below only the first probability in the right hand side of the above equation
since the second one can be settled similarly. Using the result of Theorem 8, the definition
of the sequence mn from Definition 5 and the Markov’s inequality we get:
P
{
C
(n)
Lk
(u) is mn-non-left-localized
}
≤ P
{
∃y′ ∈ ∂−C
(n′)
Lk
(u′), ∃λi ∈ σ(H
(n′)
C
(n′)
Lk
(u′)
): |ϕi(u
′)ϕi(y
′)| > e−2γ(mn,Lk,n
′)Lk
}
≤ 2 · (2Lk + 1)
2nd ·
E
[
Υ
(n′)
C
(n′)
Lk
(u′)
(u′,y′, ω)
]
e−2γ(mn,Lk,n
′)Lk
≤ 2 · (2Lk + 1)
2nd · e−(µ˜n′−2γ(mn,Lk,n
′))Lk
≤ L−p 4
N−n′
k
≤
1
4
L−p 4
N−(n−1)
k <
1
4
L−4p 4
N−n
k ,
for L0 and hence Lk large enough, since 2γ(mn, Lk, n
′) < 2N+1mn ≤ µ˜n′ . Finally, the sum
of the two probabilities leads to the required result. 
Now, we state the main result of this subsection, i.e., the probability bound of two PI
cubes to be singular at the same energy belonging to the compact interval I0 introduced
at the beginning of the section.
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Theorem 9. Let 2 ≤ n ≤ N . There exists L∗1 = L
∗
1(N, d) > 0 such that if L0 ≥ L
∗
1 and
if for k ≥ 0 (DS.k, n′,N) holds true for any 1 ≤ n′ < n, then (DS.k + 1, n,N) holds true
for any pair of separable PI cubes C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y).
Proof. Let C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y) be two separable PI-cubes. Consider the events:
Bk+1 =
{
∃E ∈ I0 : C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y) are (E,mn)-S
}
,
R =
{
∃E ∈ I0 : C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y) are E-R
}
,
Nx =
{
C
(n)
Lk+1
(x) is mn-non-localized
}
,
Ny =
{
C
(n)
Lk+1
(y) is mn-non-localized
}
.
If ω ∈ Bk+1 \ R, then ∀E ∈ I0, C
(n)
Lk+1
(x) or C
(n)
Lk+1
(y) is E-NR. If C
(n)
Lk+1
(y) is E-NR,
then it must be mn-non-localized: otherwise it would have been (E,mn)-NS by Lemma 5.
Similarly, if C
(n)
Lk+1
(x) is E-NR, then it must be mn-non-localized. This implies that
Bk+1 ⊂ R ∪ Nx ∪ Ny.
Therefore, using Theorem 3 and Lemma 6, we have
P {Bk+1} ≤ P {R}+ P{Nx}+ P{Ny}
≤ L−p4
N
k+1 +
1
2
L−4p 4
N−n
k+1 +
1
2
L−4p 4
N−n
k+1 .
Finally
P {Bk+1} ≤ L
−4N p
k+1 + L
−4p4N−n
k+1 < L
−2p4N−n
k+1 , (5.7)
which proves the result. 
For subsequent calculations and proofs we prove the following two Lemmas.
Lemma 7. If M(C
(n)
Lk+1
(u), E) ≥ κ(n) + 2 with κ(n) = nn, then M sep(C
(n)
Lk+1
(u), E) ≥ 2.
Similarly, if MPI(C
(n)
Lk+1
(u), E) ≥ κ(n) + 2 then M sepPI (C
(n)
Lk+1
(u), E) ≥ 2.
Proof. Assume that M sep(C
(n)
Lk+1
(u), E) < 2, (i.e., there is no pair of separable cubes of
radius Lk in C
(n)
Lk+1
(u)), but M(C
(n)
Lk+1
(u), E) ≥ κ(n) + 2. Then C
(n)
Lk+1
(u) must contain
at least κ(n) + 2 cubes C
(n)
Lk
(vi), 0 ≤ i ≤ κ(n) + 1 which are non separable but satisfy
|vi − vi′ | > 7NLk, for all i 6= i
′. On the other hand, by Lemma 1 there are at most κ(n)
cubes C
(n)
2nLk
(yi), such that any cube C
(n)
Lk
(x) with x /∈
⋃
jC
(n)
2nLk
(yj) is separable from
C
(n)
Lk
(v0). Hence vi ∈
⋃
j C
(n)
2nLk
(yj) for all i = 1, . . . , κ(n) + 1. But since for all i 6= i
′,
|vi−vi′ | > 7NLk, there must be at most one center vi per cube C
(n)
2nLk
(yj), 1 ≤ j ≤ κ(n).
Hence we come to a contradiction:
κ(n) + 1 ≤ κ(n).
The same analysis holds true if we consider only PI cubes. 
Lemma 8. With the above notations, assume that (DS.k − 1, n′,N) holds true for all
1 ≤ n′ < n then
P
{
MPI(C
(n)
Lk+1
(u), I) ≥ κ(n) + 2
}
≤
32nd
2
L2ndk+1
(
L−4
Np
k + L
−4p 4N−n
k
)
. (5.8)
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Proof. Suppose thatMPI(C
(n)
Lk+1
(u), I) ≥ κ(n)+2, then by Lemma 7,M sepPI (C
(n)
Lk+1
(u), I) ≥
2, i.e., there are at least two separable (E,mn)-singular PI cubes C
(n)
Lk
(u(j1)), C
(n)
Lk
(u(j2))
inside C
(n)
Lk+1
(u). The number of possible pairs of centers {u(j1),u(j2)} such that
C
(n)
Lk
(u(j1)), C
(n)
Lk
(u(j2)) ⊂ C
(n)
Lk+1
(u)
is bounded by 3
2nd
2 L
2nd
k+1. Then, setting
Bk = {∃E ∈ I, C
(n)
Lk
(u(j1)), C
(n)
Lk
(u(j2)) are (E,mn)-S},
P
{
M sepPI (C
(n)
Lk+1
(u), I) ≥ 2
}
≤
32nd
2
L2ndk+1 × P {Bk}
with P {Bk} ≤ L
−4Np
k + L
−4p 4N−n
k by (5.7). Here Bk is defined as in Theorem 9.

The two next subsections overlap with our earlier work [16].
5.2. Pairs of fully interactive cubes. Our aim now is to prove (DS.k + 1, n,N) for a
pair of separable fully interactive cubes C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y). We recall a very crucial
and hard result obtained in the paper [16] and which generalized to multi-particle systems
some previous work by von Dreifus and Klein [14] in the single-particle configuration case.
Lemma 9. [[16] Lemma 8] Let J = κ(n) + 5 with κ(n) = nn and E ∈ R. Suppose that
(i) C
(n)
Lk+1
(u) is E-CNR,
(ii) M(C
(n)
Lk+1
(u), E) ≤ J .
Then there exists L˜∗2(J,N, d) > 0 such that if L0 ≥ L˜
∗
2(J,N, d) we have that C
(n)
Lk+1
(u) is
(E,mn)-NS.
The main result of this subsection is Theorem 10. We will need the following preliminary
results.
Lemma 10. Given k ≥ 0, assume that property (DS.k, n,N) holds true for all pairs of
separable FI cubes. Then for any ℓ ≥ 1
P
{
MFI(C
(n)
Lk+1
(u), I0) ≥ 2ℓ
}
≤ C(n,N, d, ℓ)L2ℓdnαk L
−2ℓp 4N−n
k . (5.9)
Proof. Suppose there exist 2ℓ pairwise separable, fully interactive cubes C
(n)
Lk
(u(j)) ⊂
C
(n)
Lk+1
(u), 1 ≤ j ≤ 2ℓ. Then, by Lemma 4, for any pair C
(n)
Lk
(u(2i−1)), C
(n)
Lk
(u(2i)), the
corresponding random Hamiltonians H
(n)
C
(n)
Lk
(u(2i−1))
and H
(n)
C
(n)
Lk
(u(2i))
are independent, and
so are their spectra and their Green functions. For i = 1, . . . , ℓ we consider the events:
Ai =
{
∃E ∈ I0 : C
(n)
Lk
(u(2i−1)) and C
(n)
Lk
(u(2i)) are (E,mn)-S
}
.
Then by assumption (DS.k, n,N), we have, for i = 1, . . . , ℓ,
P {Ai} ≤ L
−2p 4N−n
k , (5.10)
and, by independence of events A1, . . . ,Aℓ,
P
{ ⋂
1≤i≤ℓ
Ai
}
=
ℓ∏
i=1
P(Ai) ≤
(
L−2p 4
N−n
k
)ℓ
. (5.11)
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To complete the proof, note that the total number of different families of 2ℓ cubes
C
(n)
Lk
(u(j)) ⊂ C
(n)
Lk+1
(u), 1 ≤ j ≤ 2ℓ, is bounded by
1
(2ℓ)!
∣∣∣C(n)Lk+1(u)∣∣∣2ℓ ≤ C(n,N, ℓ, d)L2ℓdnαk . 
Theorem 10. Let 1 ≤ n ≤ N . There exists L∗2 = L
∗
2(N, d) > 0 such that if L0 ≥ L
∗
2 and
if for k ≥ 0
(i) (DS.k − 1, n′,N) for all 1 ≤ n′ < n holds true,
(ii) (DS.k, n,N) holds true for all pairs of FI cubes,
then (DS.k+1, n,N) holds true for any pair of separable FI cubes C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y).
Above, we used the convention that (DS.− 1, n,N) means no assumption.
Proof. Consider a pair of separable FI cubes C
(n)
Lk+1
(x), C
(n)
Lk+1
(y) and set J = κ(n) + 5.
Define
Bk+1 =
{
∃E ∈ I0 : C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y) are (E,mn)-S
}
,
Σ =
{
∃E ∈ I0 : neither C
(n)
Lk+1
(x) nor C
(n)
Lk+1
(y) is E-CNR
}
,
Sx =
{
∃E ∈ I0 :M(C
(n)
Lk+1
(x);E) ≥ J + 1
}
,
Sy =
{
∃E ∈ I0 :M(C
(n)
Lk+1
(y), E) ≥ J + 1
}
.
Let ω ∈ Bk+1. If ω /∈ Σ ∪ Sx, then ∀E ∈ I0 either C
(n)
Lk+1
(x) or C
(n)
Lk+1
(y) is E-CNR and
M(C
(n)
Lk+1
(x), E) ≤ J . The cube C
(n)
Lk+1
(x) cannot be E-CNR: indeed, by Lemma 9 it
would be (E,mn)-NS. So the cube C
(n)
Lk+1
(y) is E-CNR and (E,mn)-S. This implies again
by Lemma 9 that
M(C
(n)
Lk+1
(y), E) ≥ J + 1.
Therefore ω ∈ Sy, so that Bk+1 ⊂ Σ ∪ Sx ∪ Sy, hence
P {Bk+1} ≤ P{Σ}+ P{Sx}+ P{Sy}
and P {Σ} ≤ L−4
N p
k+1 by Theorem 3. Now let us estimate P{Sx} and similarly P{Sy}. Since
MPI(C
(n)
Lk+1
(x), E) +MFI(C
(n)
Lk+1
(x), E) ≥M(C
(n)
Lk+1
(x), E),
the inequality M(C
(n)
Lk+1
(x), E) ≥ κ(n)+6, implies that eitherMPI(C
(n)
Lk+1
(x), E) ≥ κ(n)+
2, or MFI(C
(n)
Lk+1
(x), E) ≥ 4. Therefore, by Lemma 8 and Lemma 10 (with ℓ = 2),
P{Sx} ≤ P
{
∃E ∈ I :MPI(C
(n)
Lk+1
(x), E) ≥ κ(n) + 2
}
+ P
{
∃E ∈ I : MFI(C
(n)
Lk+1
(x), E) ≥ 4
}
≤
32nd
2
L2ndk+1(L
−4Np
k + L
−4p 4N−n
k ) +C
′(n,N, d)L
4dn− 4p
α
4N−n
k+1
≤ C ′′(n,N, d)
(
L
− 4
Np
α
+2nd
k+1 + L
− 4p
α
4N−n+2nd
k+1 + L
− 4p
α
4N−n+4nd
k+1
)
≤ C ′′′(n,N, d)L
− 4p
α
4N−n+4nd
k+1 (α = 3/2)
≤
1
4
L−2p 4
N−n
k+1 ,
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where we used p > 4αNd = 6Nd. Finally
P {Bk+1} ≤ L
−4Np
k+1 +
1
2
L−2p4
N−n
k+1 < L
−2p4N−n
k+1 .

5.3. Mixed pairs of cubes. Finally, it remains only to derive (DS.k + 1, n,N) in case
(III), i.e., for pairs of n-particle cubes where one is PI while the other is FI.
Theorem 11. Let 1 ≤ n ≤ N . There exists L∗3 = L
∗
3(N, d) > 0 such that if L0 ≥ L
∗
3(N, d)
and if for k ≥ 0,
(i) (DS.k − 1, n′,N) holds true for all 1 ≤ n′ < n,
(ii) (DS.k, n′,N) holds true for all 1 ≤ n′ < n and
(iii) (DS.k, n,N) holds true for all pairs of FI cubes,
then (DS.k+1, n,N) holds true for any pair of separable cubes C
(n)
Lk+1
(x), C
(n)
Lk+1
(y) where
one is PI while the other is FI.
Proof. Consider a pair of separable n-particle cubes C
(n)
Lk+1
(x), C
(n)
Lk+1
(y) and suppose that
C
(n)
Lk+1
(x) is PI while C
(n)
Lk+1
(y) is FI. Set J = κ(n) + 5 and introduce the events
Bk+1 =
{
∃E ∈ I0 : C
(n)
Lk+1
(x) and C
(n)
Lk+1
(y) are (E,m)-S
}
,
Σ =
{
∃E ∈ I0 : C
(n)
Lk+1
(x) is not E-CNR and C
(n)
Lk+1
(y) is not E-CNR
}
,
Nx =
{
C
(n)
Lk+1
(x) is mn-non-localized
}
,
Sy =
{
∃E ∈ I0 : M(C
(n)
Lk+1
(y), E) ≥ J + 1
}
.
Let ω ∈ Bk+1 \ (Σ ∪ Nx), then for all E ∈ I0 either C
(n)
Lk+1
(x) is E-CNR or C
(n)
Lk+1
(y) is
E-CNR and C
(n)
Lk+1
(x) is mn-localized. The cube C
(n)
Lk+1
(x) cannot be E-CNR. Indeed,
by Lemma 5 it would have been (E,mn)-NS. Thus the cube C
(n)
Lk+1
(y) is E-CNR, so by
Lemma 9, M(C
(n)
Lk+1
(y);E) ≥ J +1: otherwise C
(n)
Lk+1
(y) would be (E,mn)-NS. Therefore
ω ∈ Sy. Consequently,
Bk+1 ⊂ Σ ∪ Nx ∪ Sy.
Recall that the probabilities P{Nx} and P{Sy} have already been estimated in Sections
5.1 and 5.2. We therefore obtain
P {Bk+1} ≤ P{Σ}+ P{Nx}+ P{Sy}
≤ L−4
Np
k+1 +
1
2
L−4p 4
N−n
k+1 +
1
4
L−2p 4
N−n
k+1 ≤ L
−2p 4N−n
k+1 . 
6. Conclusion: the multi-particle multi-scale analysis
Theorem 12. Let 1 ≤ n ≤ N and H(n)(ω) = −∆ +
∑n
j=1 V (xj, ω) + U, where U, V
satisfy (I) and (P) respectively. There exists mn > 0 such that for any p > 6Nd property
(DS.k, n,N) holds true for all k ≥ 0 provided L0 is large enough.
Proof. We prove that for each n = 1, . . . , N , property (DS.k, n,N) is valid. To do so, we
use an induction on the number of particles n′ = 1, . . . , n. For n = 1 property (DS.k, 1,N)
holds true for all k ≥ 0 by the single-particle localization theory ([14, 21]). Now suppose
that for all 1 ≤ n′ < n, (DS.k, n′,N) holds true for all k ≥ 0, we aim to prove that
(DS.k, n,N) holds true for all k ≥ 0. For k = 0, (DS.0, n,N) is valid using Theorem 7.
Next, suppose that (DS.k′, n,N) holds true for all k′ < k, then by combining this last
assumption with (DS.k, n′,N) above, one can conclude that
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(i) (DS.k, n,N) holds true for all k ≥ 0 and for all pairs of PI cubes using Theorem
9,
(ii) (DS.k, n,N) holds true for all k ≥ 0 and for all pairs of FI cubes using Theorem
10,
(iii) (DS.k, n,N) holds true for all k ≥ 0 and for all pairs of MI cubes using Theorem
11.
Hence Theorem 12 is proven. 
7. Proofs of the localization results
For any number N ≥ 2 of particles on the lattice, we use property (DS.k,N ,N) estab-
lished in the above sections to prove our main localization results: Theorems 1 and 2 (the
spectral exponential and the strong Hilbert-Schmidt dynamical localization), in the same
way as in our previous paper [16], section 5 and in each interval I0 = [E0− δ;E0+ δ] with
E0 ∈ I. Finally, since the interval I is compact, we also get localization on I.
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