Effective software use is mediated by the ability of users to perceive and interact with elements presented through the user interface. As user interfaces are frequently visual, it is unsurprising that prior research has often focused on optimising visual interfaces for user processing. However, this body of research is limited by the fact that it has largely ignored the biological mechanisms that enable such processing. We seek to address this deficiency by developing a set of design hypotheses that draw upon the neuroscience of visual perception to increase the visual perceptibility of interface items. This development takes place within a series of laboratory experiments involving over 500 participants. We conclude with five validated and complimentary design hypotheses, collectively given the title of 'shape, colour and position for effective decomposition' (SCOPED).
Introduction

Motivation and outline
The visual perception of software interfaces has been a topic of interest for interface design and ergonomics scholars for some time. Several studies (e.g. Card et al., 1986; Cooper and Reimann, 2003; Varakin et al., 2004) have proposed design guidelines to make software interfaces easier for users to visually digest, building on well-established theoretical foundations from psychology and cognitive science. This study seeks to compliment such studies by investigating the neurological processes by which users visually decompose interfaces into constituent actionable items. The addition of such a neurotheoretical perspective has the potential to 'lift the veil' on otherwise conceptually impenetrable aspects of visual cognition [Minnery and Fine, (2009), p.70] .
This investigation first surveys the neuroscientific literature in the field of visual perception to establish the study's theoretical foundations. We then report on three experimental iterations in which design hypotheses are developed, instantiated and tested. Finally, the results are discussed and the implications are presented for software interface design.
The neurological basis for visual perception
Much of the neuroscience literature relating to visual processing is granular in nature, focusing upon the role and behaviour of specific neurological components. Thus the discussion of neurological components is contextualised according to a popular existing neurologically-grounded model from cognitive psychology, the guided search (GS) model (Wolfe, 2007) . This model is applied as 'conceptual scaffolding' to allow more detailed exploration of key aspects while still ensuring a holistic view of visual perception to be maintained. GS describes vision according to seven main processes:
1 receiving visual input from the eye 2 non-selective processing 3 locating visual objects via a guidance component 4 binding salient areas into visual objects via the selective processing bottleneck 5 recognising objects through focused processing 6 initiating saccadic eye movements
influencing attention via top-down factors.
The process of receiving visual input from the eye begins with the detection of light in retinal cells at the back of the eye (c.f. Gegenfurtner, 2003) . Representative information is then created by retinal ganglion cells and transmitted from the optic nerve via the optic chasm and optic tract to the thalamus situated between the cerebral cortex and midbrain (Reese, 2011) . This is illustrated in Figure 1 .
Figure 1 Key neurological mechanisms involved in visual perception
During non-selective processing, some of the information received by the thalamus from the retina peels off to the suprachiasmatic nucleus of the hypothalamus to inform biological rhythms (Berson et al., 2002) , as well as the pretectum to control pupillary light reflex (Gamlin et al., 1995) , and to the superior colliculous (SC) and pulvinar (Smith et al., 2009) . The SC and pulvinar differ from the other vision-related components in this subcortical region of the midbrain, as like the primary visual cortex, the SC and pulvinar contain two-dimensional neural receptive fields, or 'retinotopic maps', in which stimuli elicit a direct neural response (Villeneuve et al., 2005) . This affords the SC and pulvinar a limited representation of the retina at the earliest stages in vision, with which it can bypass much of the visual processing system and communicate directly with the middle-temporal (MT) to facilitate instinctive saccadic eye movements in the event that highly salient visual features are detected (Buschman and Miller, 2007) .
In order to assist locating visual objects, the remaining information on the optic tract is transmitted to the lateral geniculate nucleus (LGN), which sends this information to the primary visual cortex along a number of independent retinotopic channels, including channels for each of the three colour wavelengths (Olshausen and Filed, 2005) . The primary visual cortex, or 'V1', exists in the striate area located at the posterior point of the visual cortex and maps the retinotopic information received from the LGN onto a corresponding neural receptive field (Vinje and Gallant, 2000) . This receptive field is made up of the aggregation of a number of 'feature maps' corresponding to stimulation for individual visual features, such as colour and orientation (Li, 2002) . From V1, information is transmitted along two separate cortical streams, a 'dorsal stream' leading toward the spatially-oriented parietal cortex, and a 'ventral stream' leading towards the memory-oriented temporal cortex (Mishkin et al., 1983) . These two streams correspond to the location of objects and their recognition respectively, although large amounts of interconnectedness exist between components in each stream (Kastner and Pinsk, 2004) .
The dorsal 'where' stream is thought to include V2 (the prestriate region of the primary visual cortex), V3 (the extrastriate region), as well as areas outside the occipital lobe such as the medial temporal cortex (MT), the lateral intraparietal cortex (LIP), and the frontal eye fields (FEF) (Lamme and Roeflsema, 2000) . V2 performs an important intermediary role between V1 and more focused high-level processing further 'downstream', both as a means of feedforward activation, as well as a means of feedback (Bullier, 2001 ). This activation allows V1 and V2 to maintain an 'active blackboard' representation to integrate the results of downstream processing (Vinje and Gallant, 2000) . In this way, increasingly precise representations of salient areas can be built up and coordinated across streams by V1 and V2 (Vinje and Gallant, 2000; Olshausen and Filed, 2005) .
The next stage is binding salient areas into visual objects, which depends on selective processing in the ventral 'what' stream, involving both medial areas such as V2, V3, V4 and the inferior temporal cortex (ITC), as well as more lateral areas along the fusiform gyrus and occipito-temporal sulcus (Grill-Spector, 2003) . Medial areas are responsible for generic objects processing, whereas lateral areas tend to specialise in domain-specific tasks such as recognising faces (McCarthy et al., 1997) and places (Epstein et al., 1999) . Unlike the dorsal stream, receptive fields in V4 and ITC only demonstrate a neural response for attended objects (Mazer and Gallant, 2003) . This allows them to afford a limited number of regions the focused neurological feedback necessary for object binding (Melcher et al., 2005) . This 'selective bottleneck' then processes a limited number of objects at once, with different objects taking varying amounts of time to process, and with no strict first-in-first-out ordering (c.f. Wolfe, 2007) .
Recognising objects occurs as information passes 'downstream'. Increasingly large receptive fields for individual neurons are observed in V4 and the ITC (Desimone and Duncan, 1995) , before making their way onto medial areas of the temporal lobe surrounding the hippocampus, e.g. perirhinal and parahippocampal cortices (Murray and Richmond, 2001 ). These larger receptive fields facilitate the detailed processing of complex visual entities (Lamme and Roelfsema, 2000) , upon which processing accumulates until sufficient resolution exists to filter out perceptual noise and recognise specific objects (Riesenhuber and Poggio, 1999) . In this way objects are processed in increasingly holistic terms as information passes both ventrally and laterally. Whereas V1 is only sensitive to features in isolation, V2 is sensitive to complex compound visual features, such as illusory contours between adjacent stimuli (Von der Heydt et al., 1984) . The processing of complex composite visual features is observed in V3 (Gegenfurtner et al., 1997) , while neural responses occur for holistic object characteristics in the ITC (Dutton, 2003) and lateral temporal areas, e.g. the occipito-sulcus and fusiform gyrus (Grill-Spector, 2003) .
Initiating saccadic eye movements occurs when a relevant object in the visual field is recognised and a saccadic movement is initiated within parietal regions of the dorsal stream and most notably by the FEF in the pre-frontal cortex (Luna et al., 1998) . The FEF has been related with saccadic eye movements for more than a century and is commonly considered the final stage of purposeful oculomotor movements (Grosbras and Paus, 2002) . Connections to the FEF have been observed from both the MT in the dorsal stream and the ITC in the ventral stream (Schall et al., 1995) . The SC and pulvinar have also been identified as a key mediator in the FEF's communications of saccades to the parts of the brainstem coordinating physical movement, even to the point where these areas can still facilitate saccades in the presence of lesions in the FEF (Schiller et al., 1980) .
Influencing attention via top-down factors, i.e. scene-related learning, is mediated by inhibitory feedback originating in receptive fields within the FEF and LIP (Soltani and Koch, 2010) . This inhibitory feedback affects the neural receptive fields for specific visual features in V1, V2 and V4, thus impacting upon the process of identifying salient objects (Freedman et al., 2001) . It has been suggested some retinal location information may be included when objects are bound in the ITC (Desimone and Duncan, 1995) , although how such information is used in search remains open for discussion (Jans et al., 2010) .
First experiment
Hypothesis development
Three basic features are selected for manipulation in the development of design hypotheses. Colour is selected as it is known to be effective at guiding attention (e.g. D'Zmura, 1991). Shape is selected as a composition of visual features (e.g. intersections, the number of lines, line length, curvature) that combine to contribute to object perceptibility, yet are not powerful determinants in isolation (Treisman and Gormican, 1988) . As such, the combined manipulation of colour and shape is a means of addressing activity across a variety of neurological regions, because while colour differences are often identified in V1 (Gegenfurtner, 2003) , differences in shape are detected further 'downstream', such as in areas V2, V3, and V4 (Perrett and Oram, 1993) . Lastly, positioning is selected, as the spatial association between visual features critical to the ability to bind those features into individual visual objects (Von der Heydt et al., 1984; Bullier, 2001) .
The use of colour for design hypotheses raises some challenges, as an estimated 8% of males and 0.5% of females suffer from some degree of colour-blindness (Sharpe et al., 1999) . One solution would be to screen for colour-blinded users. However, this would limit the effectiveness of the hypotheses for a significant portion of the population. Hence, colour-blindness is addressed in this study in two ways. Firstly, colour is not manipulated in isolation, but rather in combination with shape. Although colour perception may differ between individuals, there is no indication that this has any impact on the interaction between colour and other feature maps (Cavanagh et al., 1998; Byrne and Hilbert, 2007) . As such, user-independence is maintained by focusing on this interaction between colour and shape-related feature maps, rather than on the colour maps themselves. Secondly, colours were only selected if they could be distinguished from other colours without relying on differences between their levels of blue and green hues. For example, if the hexadecimal colour rgb(180, 60, 120) was selected, then rgb(180, 120, 60) would not be used. This is because the vast majority of colour-blindness occurs in deuteranopes and protanopes, wherein individuals lack the green-sensitive pigment and so are essentially green-blind, seeing only blue and yellow hues (Jefferson and Harvey, 2006) .
The retinotopic maps used for visual processing in various neurological areas are an aggregation of maps specific to individual visual features (Pelli et al., 2004; Soltani and Koch, 2010) . As a result, a steeper aggregate activation map is likely if the salient areas on multiple feature maps overlap. This implies that an interface item which is signalled by several salient visual features will be more likely to create a 'spike' in the activation map and receive focused processing than an item signalled by only one visual feature. Thus:
H#1 In order to increase interface item perceptibility, each interface item should possess a prominent colour and a prominent shape.
Object recognition is performed on the basis of relevant visual features (Mazer and Gallant, 2003; Melcher et al., 2005) . This means that learned patterns of shape and colour may allow areas such as the FEF in the pre-frontal cortex to produce some top-down guidance in terms of selecting visual objects of interest (Thompson and Bichot, 2005) as interaction progresses. This should mean that it is desirable to subdivide interface items by allocating groups prominent shared visual features, such that searches may be performed amongst subgroups, rather than the entire set of items. Thus:
H#2 In order to increase interface item perceptibility, any grouped items should possess a unique shared colour and a unique shared shape.
The retinotopic maps constructed in neural receptive fields in V1 do not create a symmetrical representation of the image received on the retina, but rather manifest significant cortical magnification around the fovea (Daniel and Whitteridge, 1961) . This results in greater acuity near the centre of the visual field than peripheral areas (Duncan and Boynton, 2003) . Given that the shape of this 'eccentricity effect' is circular (Motter, 2009) , it is therefore sensible to arrange groups in a two-dimensional array of equal item height and width. In this way, the maximum number of interface items within a group will fall inside the area of most acuity when that group is being searched. Thus:
H#3 In order to increase interface item perceptibility, any group of interface items should be clustered together on a display in a matrix to reduce the maximum distance between items.
In addition to interface items that only appear occasionally during interaction, there may also be items that are presented continuously on the interface, i.e. are intransient. These items may correspond to software features which are believed to be of ongoing importance during use, e.g. items comprising the top-level of a menu structure (Shneiderman and Plaisant, 2005) . Intransient items are not endowed with the same level of onset as transient items, and consequently may not be afforded the same levels of saliency (Jonides and Yantis, 1988) . However, an opportunity exists to increase the saliency of intransient items in the form of the inhibitory visual learning mechanisms associated with the FEF. Where intransient items maintain their spatial positioning, individuals may take advantage of accumulated scene statistics to bypass feature-based determinants of saliency and process only items within an associated location. Thus:
H#4 In order to increase interface item perceptibility, each intransient interface item should be located in a fixed spatial location on a display.
Method
Data gathering involved 276 subjects, including 123 female subjects and 153 male subjects with a mean age overall of 36.7. 28 subjects for an internal pilot (N = 28) were obtained from IT-related postgraduate classes and performed the experiment locally. The remaining subjects participated remotely via online invitations sent to university staff in a local university. Network latency effects for these remotely administered subjects was controlled by 1 scripting the experiment to run entirely on the client side of the network, with server transmission occurring only after timed tasks were completed 2 the randomised distribution of participants among experimental conditions.
Further, no significant difference was observed in the average RTs for subjects in the internal pilot (who were administered the experiment locally) and the remaining subjects (who were administered the experiment remotely), Mann-Whitney U = 2602, p = 0.264. Among the total set of subjects were 19 for whom data included abandoned tasks or tasks where RTs exceeded 15,000 ms. The data for these subjects were not included in the analysis to avoid skewing the results, as it was believed that such tasks represented cognitive anomalies, rather than perceptual issues. The first experiment was exploratory in nature and as such took place within a deliberately abstract and domain-controlled interface. This ensured that emergent design hypotheses and theoretical findings were not context-dependent. Accordingly, a simple file management application was developed in which subjects had to locate a specific file. Each task presented subjects with a target group of interface items, and a target item within that group. Subjects were required to locate and click upon the target group, then the target item within that group. Screenshots from a task are illustrated in Figure 2 . This was repeated six times for each subject and the average response times (RTs) for the six tasks was used as a measure of how quickly that subject became aware of software features under their experimental conditions. The item labels, shapes and colours used were randomly allocated to items for each subject at the beginning of their trial. The sets of shapes and colours used were developed to be distinct from one another, according to the definitions presented later in this study. The labels for high-level groups used 'alpha', 'beta', 'gamma', and 'delta', while the labels for the individual items within groups were 26 random one-word character names taken from the Pokémon video game franchise (one name was used beginning with each letter in the alphabet). Each item possessed a border so that the overall dimensions were standardised in size, and text labels and shapes were placed inside the border. Rather than applying colours to these shapes and text labels directly, colours were applied to this border. This was done because shape and text were independent visual features apart from their proximity, hence applying colour directly to the shape and text possessed by interface items could exaggerate the influence of colour by creating an asymmetrical relationship between these three values.
Results
Control checks confirm there were no significant differences between the average RTs of male (M = 3,439.49, SD = 1,127.73, n = 146) and female (M = 3,348.71, SD = 796.4, N = 117) subjects, t(257.17) = .764, p = .446. There is a significant linear relationship between age and average RTs (beta = .11, p < .001). However, a multivariate analysis of variance (MANOVA) test confirmed that the random assignment of subjects among combinations of the design hypotheses was successful, as there were no significant differences in age (F = .94, p = .698) nor gender (F = .381, p = .822) among the groups.
A 2 × 2 × 2 × 2 analysis of variance (ANOVA) was performed to test the hypothesis that the average RTs for the four hypotheses were equal. No significant three-way or two-way interactions were observed. Significant main effects were observed for H#3 (matrix-grouped items), F = 18.389, p<.001, and H#4 (fixed location), F = 5.103, p = .025. However, no significant main effects were observed for H#1 (prominent shape/colour) and H#2 (unique shape/colour). Hence H#3 and H#4 were supported and H#1 and H#2 were rejected.
Second experiment
Hypothesis development
For the first 163 subjects who submitted results in the first experiment, subjects were presented with the target item for the task, as well as the target-group, in pure text form. No prominent colour or shapes accompanied this text until the task was underway. This meant that in all interfaces where items possessed either colour and/or shape, subjects did not have a complete visual object stored for the target interface items in the ventral stream, meaning colour and shape were essentially 'noise' for object recognition occurring in both lateral and medial temporal regions. More consistent referencing of interface items with both shape and colour ought to facilitate more efficient object recognition, as well as allowing a greater degree of priming to occur in the FEF. This insight emerged half-way through data gathering for the first experiment, hence for the latter 113 subjects of the first evaluation cycle target interface items were presented in task instructions as they would later appear on-screen. Thus: H#5 In order to increase interface item perceptibility, any reference to/instance of an item must contain an identical shape and colour.
Descriptive analysis of data from the first experiment suggested that RTs were lower under both H#5 compliant and H#5 non-compliant conditions when shape-unique items possessed unique colours (M = 2,619.8, N = 8 and M = 2,306.5, N = 1 respectively), as opposed to when they possessed shared shapes (M = 3,455.9, N = 2 and M = 3,726, N = 16 respectively). This may be anticipated in H#5 compliant interfaces where some degree of top-down priming has occurred. However, the possible reasons for reduced RTs when shape-unique items possess unique colours in H#5 non-compliant interfaces are less obvious. One possible explanation concerns the phenomenon of inhibition of return (IOR) within a search task, whereby interface items previously identified as non-targets are less likely to be revisited (c.f. Posner et al., 1985) . The more unique visual features an object has, the more there is to inhibit, thus it is reasonable to suggest that a non-target item with a unique colour is less likely to be revisited than one with a shared colour. Indeed, it is also possible that where target and non-target interface items share a visual feature, the inhibition of a processed non-target item may carry over to some degree to the target interface item. This would decrease the likelihood of that target item being processed early within that search, so increasing search RTs.
This predicts that the ratio of subjects for whom prolonged searches were recorded should be less in H#5 non-compliant interfaces where interface items possess unique colours, than those for subjects in H#5 non-compliant interfaces where interface items possess shared colours. This is because if unique colours increase subjects' ability to inhibit already visited distracters, then these subjects should be less inclined to search the same items multiple times, setting an upper bound on RTs. The data support this explanation, as a mean of 0.05 (N = 80) searches taking over 15,000 ms to perform were recorded for subjects using interfaces where colour was shared, and a mean of 0.02 (N = 44) searches taking over 15,000 ms to perform were recorded for subjects using interfaces where colour was unique to each item. Thus: H#6 In order to increase interface item perceptibility, any group of items possessing unique shapes should also possess unique colours.
Under H#5 compliant conditions, the data suggested that when shapes are shared amongst interface items, unique colours produce longer RTs (M = 3,967.3, N = 7), as opposed to shared colours (M = 3,235.9, N = 34). This is not an intuitive finding, as one may assume that providing top-down guidance with another unique feature, namely colour, should increase the capacity for top-down guidance and more efficient search. One explanation for this is that when items possess shared shape and colour, the activation for that shape and colour is increased. This has the effect of lowering the search distracter threshold and raising the target threshold. As a result, while a serial search of the target group is almost unavoidable, other groups of items are unlikely to be processed. Conversely, when items possess shared shapes and unique colours, the target threshold is increased but the distracter threshold is not lowered to the same extent. Accordingly, although the single activation for the unique target colour is higher, non-target items are also less inhibited, including those non-target items outside of the target group. This means that, unless the impact of the colour-related priming is strong enough to allow a single activational 'spike', the number of items that may be processed will increase, slowing down RTs on average.
This explanation predicts that an H#5 compliant interface with shared shapes and shared colours should produce relatively consistent RTs, as a set number of items are likely to be searched. On the other hand, a H#5 compliant interface with shared shapes and unique colours should produce outliers, either because the effect has been strong enough to produce a single-item search, or because a serial search of all interface items on the display has been performed. The data support this, as the values are more closely distributed in H#5 compliant interface with shared shapes and shared colours (SD = 957.4, N = 34), than in H#5 compliant interface with shared shapes and unique colours (SD = 1,475.6, N = 7). This is not conclusive, due to the inconsistency of sample sizes. However, there is also a higher ratio of searches including prolonged searches (M = 0.13, N = 8) and incorrect selections (M = 0.5, N = 8) in H#5 compliant interface with shared shapes and unique colours, than in H#5 compliant interface with shared shapes and shared colours (M = 0.06, N = 36 and M = 0.06, N = 36, respectively). Thus: H#7 In order to increase interface item perceptibility, any grouped items possessing a shared shape, should also possess a shared colour.
Method
Data gathering involved 79 additional subjects, with RT data included for 75. The total set of participants included 29 female subjects and 50 male subjects with a mean age overall of 25.6. The purpose of this phase was to allow for confounding of emergent hypotheses that were already present in the existing data in small numbers. Hence, the experiment was administered remotely via online invitations to undergraduate students in an IT-related course. The experimental protocol from the first experiment was repeated with revised permutations to test emerging hypotheses using the combined dataset.
Results
There were no significant differences between the average RTs of male and female subjects, Mann-Whitney U = 515, p = .18, nor was there a significant linear relationship between age and average RTs (beta = .039, p = .09). A MANOVA confirmed that the random assignment of subjects among combinations of the design hypotheses was successful, as there were no significant differences in age (F = .2, p = .889) nor gender (F = .5, p = .786) among the groups. As H#6 (unique shape/colour) and H#7 (shared shape/colour) are mutually exclusive, in order to test the hypothesis that the average RTs for the hypotheses were equal, a separate 2 × 2 × 2 × 2 ANOVA was performed for H#3 (matrix-grouped items), H#4 (fixed location), H#5 (permanent shape/colour) and H#6, and another 2 × 2 × 2 × 2 ANOVA for H#3, H#4, H#5 and H#7. No significant interactions were observed at the .05 threshold, so main effects were tested individually. Significantly lower RTs were found for each of the hypotheses, i.e. H#3 (t = -4.227, p < .001), H#4 (F = -2.626, p = .002), H#5 (F = -3.944, p < .001), H#6 (F = -1.997, p = .049), and H#7 (F = -2.13, p = .035). Thus H#3, H#4, H#5, H#6, and H#7 compliance all independently result in shorter RTs, and are all supported.
Third experiment
Hypothesis development
No new hypotheses were developed as part of the third experiment, which was confirmatory in nature. Instead, this experiment tested the impact of H#3 (matrix-grouped items), H#4 (fixed location), H#5 (permanent shape/colour), H#6 (unique shape/colour), and H#7 (shared shape/colour) in a more realistic setting.
Method
Data gathering involved 183 new subjects, with RT data included for 170. The total set of participants included 59 female subjects and 124 male subjects with a mean age overall of 33.58. Subjects included a number on online volunteers, obtained through requests via a number of social media platforms, such as Twitter and various forums, as well as postgraduate students from three separate IT-related classes.
A fictitious online supermarket website was developed, containing six categories of groceries (each containing six items) and four categories of additional information, such as 'deals' and 'stores' (each also containing six items). Each task presented subjects with a target group, a target product with that group, and a target action, i.e. 'purchase' or 'inquire'. Subjects were then required to locate and click upon the target group, then upon the target item within that group, then upon the target action. This was done to add complexity to the task, further harmonising the behaviour with a more naturalistic web browsing scenario. Screenshots from a task are illustrated in Figure 3 .
As with the artificial experiments, this was repeated six times for each subject and the average RTs were used as a measure of how quickly that subject became aware of software features under their experimental conditions. However, as this task presented a steeper learning curve, the RT from the first task was not used. Instead, the average from the remaining five tasks was used, as this was less susceptible to skewing from any initial confusion encountered by subjects arising from the additional complexity of the protocol. Semantically relevant labels were used to reflect the naturalistic situation. High-level groups were labelled 'meat ', 'fish', 'vegetables', 'fruit', 'cleaning', 'electrical', 'contact', 'stores, 'suppliers', and 'deals' , and each of these groups contained appropriate items, e.g. 'vegetables' contained 'carrots', onions', 'garlic', 'peas', 'lettuce', and 'mushrooms'. Similarly, 'iconic' shapes were selected to remain consistent with actual browsing, yet only iconic shapes with semantically-neutral content were used in order to minimise antecedent priming effects, e.g. a telephone icon would not have been appropriate, as this would likely have had strong associations with the 'contact' item, which could have confused subjects. Unlike preceding experiments, no border was placed around items, as this would have made the potential target items too easy to differentiate from distractor items intended to add realistic visual complexity. Instead, the size of items was controlled more tacitly by standardising icon sizes and ensuring all text labels contained only one word. This meant that colour was instantiated directly within the shapes allocated to interface items. 
Results
There were no significant differences between the average RTs of male (M = 5, 924.96, SD = 1, 201.29, N = 115) and female subjects (M = 6, 197.03, SD = 1, 379.42, N = 55) , t(168) = -1.316, p = .19. There is a significant linear relationship between age and average RTs (beta = .073, p < .001). However, a MANOVA confirmed the random assignment of subjects among combinations of the Hypotheses, as there were no significant differences in age (F = .920, p = .76) nor gender (F = 2.083, p = .07) among the groups.
Consistent with the confirmatory nature of the third cycle, interactions with age and gender were investigated for each hypothesis to identify their possible mediating influence. No interactions were supported by ANOVAs performed between age and H#3 (matrix-grouped items), F (24, 102) = 0.606, p = 0.92, nor between age and H#4 (fixed location), F (24, 102) = 0.93, p = 0.562, nor between age and H#5 (permanent shape/colour), F (23, 103) = 0.689, p = 0.847, nor between age and H#6 (unique shape/colour), F (29, 78) = 0.516, p = 0.904, nor between age and H#7 (shared shape/colour), F (28, 78) = 0.88, p = 0.596. Neither were any interactions supported by ANOVAs performed between gender and H#3, F (1, 166) = 1.045, p = 0.308, nor between gender and H#4, F (1, 166) = 0.871, p = 0.352, nor between gender and H#5, F (1, 166) < 0.001, p = 0.986, nor between gender and H#6, F (1, 75) = 0.825, p = 0.367, nor between gender and H#7, F (1, 75) = 0.294, p = 0.589. Thus there is no evidence that any hypotheses' impact is mediated by age or gender.
A 2 × 2 × 2 × 2 ANOVA was performed to test the hypothesis that the average RTs for the hypotheses were equal. As with the previous experiment a separate 2 × 2 × 2 × 2 ANOVA was performed for H#3, H#4, H#5 and H#6, and another 2 × 2 × 2 × 2 ANOVA for H#3, H#4, H#5 and H#7. Unlike previous tests for interactions, the 2 × 2 × 2 × 2 ANOVA performed for H#3, H#4, H#5 and H#7 supports a possible interaction between H#3 and H#4 (F = 4.554, p = .037), as illustrated in Figure 4 . This is interesting, as it suggests that when grouped items share shapes (and not when grouped items possess unique shapes), the benefit of intransient items maintaining a consistent position only occurs when grouped items are clustered together in a two-dimensional matrix, and vice-versa. One explanation for this is that the inhibition-based ability of the FEF to advance spatial learning as regards the positioning of familiar items is drowned out in interfaces where activational thresholds are higher, i.e. when unique shapes are present and more non-group relevant items fall within the attentional spotlight. Thus, while the third experiment supports the utility of H#3, H#5, H#6, and H#7 as they emerged from the artificial hypothesis development cycles, H#4 is amended as follows to reflect the observed interaction in a naturalistic environment:
H#4 In order to increase interface item perceptibility, when either (a) groups of interface items are clustered together on a display in a matrix to reduce the maximum distance between items, or (b) groups of interface items do not possess unique shapes, each intransient interface item should be located in a fixed spatial location on a display.
Conclusions and future work
Each design hypothesis targets either the perceptibility of interface item shape/colour, or the perceptibility of interface item position in order to impact upon interface item perceptibility. Hence, the combined set of design hypotheses is given the title of shape, colour and position for effective decomposition (SCOPED) and bound as follows:
In order to increase interface item perceptibility… • … any group of interface items should be clustered together on a display in a matrix to reduce the maximum distance between items • … all references to/instance of an item should contain an identical shape and colour
• … any group of items possessing unique shapes should also possess unique colours
• … any group of items possessing shared shapes should also possess shared colours
• … when either a groups of interface items are clustered together on a display in a matrix to reduce the maximum distance between items b groups of interface items do not possess unique shapes, each intransient interface item should be located in a fixed spatial location on a display.
This study is motivated by a need for greater cognitive coverage in software interface design. We argue that approaching software interface item perceptibility from a neurological perspective would help to address this challenge. Specifically, we posited that by focusing on the neurological characteristics of users, rather than more conscious behaviour, researchers may be able to draw upon a more detailed view of the manner by which users visual decompose an interface into constituent actionable items. Such a view allows for new design strategies, as well as allowing designers to target users' capabilities that are more commonly shared and less volatile. While people differ considerably in their highly-conscious cognitive processing, their least-conscious patterns based on neurological and psychophysiological structures remain relatively consistent (Baars, 2002) . This is because although reorganisation occurs continuously at the neurological level of synapses, neurons and glia, the basic functional structure of the brain is innate rather than experience-based (c.f. Kolb et al., 1998) . This was further supported by the observed lack of moderating influences for the design hypotheses introduced by age and gender in this study. The contribution of this study to software interface design community is therefore two fold. First, the set of SCOPED design hypotheses, which corroborates, refines and extends existing user interface design guidelines (e.g. Shneiderman and Plaisant, 2005; Stone et al., 2005) . These hypotheses encourage reflection on existing practices, wherein interface items are commonly laid out in rows or columns, differently shaped icons commonly share a colour to fit with some overarching colour scheme, and repeated shapes are often coloured differently to communicate changes (e.g. an icon is greyed out when it should not be clicked, or an icon changes from red to green when software is ready for some action). Given the holistic manner in which text and other shapes may be processed, designers may also wish to reconsider how and when they apply text labels to interface items. Second, the SCOPED study adds to the nascent corpus of research in the 'foundational design' space (c.f. Gleasure et al., 2012) , demonstrating the potential to create neurologically-informed design theories that mitigate user differences by focusing on (relatively) homogeneous physical characteristics and mechanisms.
There are of course also limitations to be acknowledged. Firstly, the set of hypotheses proposed are by no means complete, rather they offer a starting point for more focused study. Secondly, these hypotheses have been developed and tested in only two contexts. Other contexts, notably mobile devices, must be investigated to discover the extent to which these findings can be replicated elsewhere. Thirdly, consistent with the focus on the utility of design hypotheses, this study used behavioural measures, rather than neuroimaging or psycho-physiological measures. Those measures could nonetheless add value in future research by corroborating the 'how' element of the design hypotheses, provided they can be applied with sufficient precision. This could also be complemented by more focused screening and profiling of users for varying forms of colour-blindness, to further ensure that user-independence can be maintained across domains.
