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ABSTRACT
Evolutionary Learning of Boosted Features for Visual Inspection Automation
Meng Zhang
Department of Electrical and Computer Engineering, BYU
Doctor of Philosophy
Feature extraction is one of the major challenges in object recognition. Features that are
extracted from one type of objects cannot always be used directly for a different type of objects,
therefore limiting the performance of feature extraction. Having an automatic feature learning
algorithm could be a big advantage for an object recognition algorithm. This research first
introduces several improvements on a fully automatic feature construction method called
Evolution COnstructed Feature (ECO-Feature). These improvements are developed to construct
more robust features and make the training process more efficient than the original version. The
main weakness of the original ECO-Feature algorithm is that it is designed only for binary
classification and cannot be directly applied to multi-class cases. We also observe that the
recognition performance depends heavily on the size of the feature pool from which features can
be selected and the ability of selecting the best features. For these reasons, we have developed an
enhanced evolutionary learning method for multi-class object classification to address these
challenges. Our method is called Evolutionary Learning of Boosted Features (ECO-Boost).
ECO-Boost method is an efficient evolutionary learning algorithm developed to automatically
construct highly discriminative image features from the training image for multi-class image
classification. This unique method constructs image features that are often overlooked by
humans, and is robust to minor image distortion and geometric transformations. We evaluate this
algorithm with a few visual inspection datasets including specialty crops, fruits and road surface
conditions. Results from extensive experiments confirm that ECO-Boost performs closely
comparable to other methods and achieves a good balance between accuracy and simplicity for
real-time multi-class object classification applications. It is a hardware-friendly algorithm that
can be optimized for hardware implementation in an FPGA for real-time embedded visual
inspection applications.

Keywords: ECO-Boost, evolutionary computation, feature construction, multi-class
classification, object recognition, boosting, visual inspection, quality grading
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1.1

Introduction

Review of Related Methods in Image Classification
The key to building an object recognition system is to construct distinctive features or

representations of data from high-dimensional observations such as image and video. A good set
of relevant visual features must be constructed in order to have a good representation of the input
data. Methods such as feature selection, feature extraction and feature construction have been
used to obtain high quality features [1-3]. Feature selection is a process of selecting a subset of
distinctive features from a large set of features [1]. A subset of features can be generated by
gradually adding selective features into an empty set or removing less effective features from the
original feature space according to some predetermined criteria. Feature extraction is a process of
extracting a set of new features from the original features by applying functional mappings.
Feature construction is a process of discovering discriminative information or subtle differences
among images. All three types of approaches are developed to improve feature quality and
achieve accurate object recognition or image classification.
Many feature learning approaches using evolutionary techniques have been proposed in
the past few years [5-10]. A comprehensive survey of the state-of-the-art work on evolutionary
computation for feature selection is presented in [4]. Krawiec and Bhanu use a genetic algorithm
to obtain a fixed-length feature vector that is defined as a sequence of image processing
operations and feature extraction steps [5]. Wang et al. use particle swarm optimization to
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perform feature selection and show that particle swarm optimization is effective for rough setbased feature selection [6]. Sun et al. use a genetic algorithm to select a subset of eigenvectors
rather than the traditional method of simply taking the top eigenvectors. Their method was tested
for vehicle and face detection [7]. Sherrah et al. also use a genetic algorithm to determine
whether a feature pre-processing step is necessary before classification [8]. Genetic algorithm
has also been used to automatically optimize the selection of the optimal features for
classification or remote sensing data [9]. This method aims at reducing the feature
dimensionality by exploiting the genetic algorithm. Sian and Alfred propose an evolutionarybased feature construction approach for relational data summarization [10]. This method
addresses the problem of many-to-one relationship that exists between non-target tables and
target table and improved the accuracy of the summarized data.
None of the aforementioned feature learning approaches aimed at constructing or
selecting features for general object recognition. They mostly perform well on a single dataset
for a specific application. We believe that a good feature learning algorithm should be able to
automatically generate sufficient high-quality, and unique features to perform accurate object
recognition.
Genetic algorithms [11], as one of the most popular evolutionary computation techniques,
are inspired by the process of natural selection. A population of candidate solutions to a specific
optimization problem is evolved toward better solutions in genetic algorithms. Each candidate
solution has a set of properties which can be altered during the evolution process.
Evolutionary learning techniques are a good choice for object classification. Genetic
algorithm (GA) is an evolutionary computation technique that automatically evolves solutions
based on the idea of the survival of the fittest. It is a very flexible heuristic technique that allows
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us to use various types of feature representations in the learning process. The application of a
genetic algorithm to object recognition offers many advantages. The main one is its flexibility
which enables the technique to be adapted for each particular problem [12]. The flexibility of GA
in representing and evolving a wide range of models makes it a very powerful and convenient
method with regard to classification.
Tran et al. use a GA with a multi-tree representation method to construct a much smaller
number of new features than the original set on high-dimensional datasets in classification [13].
A comprehensive survey on the application of GA to classification is given in [12]. GA’s have
been successfully applied to feature construction methods [14-15]. In these methods, richer
features can be constructed by applying operators to primitive features. GA’s are also used to
construct multiple high-level features by adopting an embedded approach and the result shows
that those high-level features constructed by the GA are effective in improving the classification
performance in most cases over the original set of features [16]. Our previous version of feature
construction method, called Evolution Constructed-Feature (ECO-Feature), automatically
constructs local features of the object classes [17-18]. It uses simulated evolution to not only find
the location of features but also construct series of transforms that convert the input signal into
high quality features [19].
Deep learning has been the mainstream computer vision research in recent years [20-27].
Deep learning uses a cascade of multiple layers for feature extraction and transformation.
Multiple levels of features or representations of the data can be obtained at different layers of the
network. As one of the most popular deep learning neural networks, Convolutional Neural
Networks (CNNs) have demonstrated impressive results for many object recognition and
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computer vision tasks. There has been tremendous interest in automatic feature learning for
object recognition using CNNs [28-33].
In CNNs, the weights of the convolutional layers used for feature extraction, as well as
the weights of the fully connected layers used for classification, are determined jointly during the
training process. In object recognition, the best possible classification error rates have been
achieved using CNNs. Cirsan et al. use a deep six-layer neural network to do handwritten digit
recognition [34]. Their method has achieved a 0.23% error rate on the MNIST dataset of
handwritten digits [35]. An error rate of 2.53% has been achieved on the NORB dataset of 3D
objects [36]. CNNs not only obtain the state-of-the-art performance in general object recognition
but also outperform humans in some special classification cases such as fine-grain object
classification [37]. In CNNs, the parameters of the entire network, including the kernels and the
layers of the network, are jointly optimized and usually require complicated initialization
methods. They also often require a large number of training images and extensive computational
power for training and prediction.
1.2

ECO-Feature Algorithm and its Challenges
One of the machine learning algorithms which constructs high quality features is the

ECO-Feature algorithm [17-18]. Unlike most visual inspection systems that use hand-crafted
features, the ECO-Feature algorithm automatically discovers salient features from a training
dataset without the involvement of a human expert. It is a fully automated feature construction
method. Rather than relying on a human expert to design or construct features, ECO-Feature uses
a standard genetic algorithm to extract high quality features from the input images. It is capable
of constructing non-intuitive features that are often overlooked by the human experts. Its unique
capability allows easy adaption of this technology for various specialty crops that require
3

accurate classification of products when the differentiation between them is not defined or
cannot be well described.
The ECO-Feature algorithm has many advantages for general object recognition but it
also has weaknesses. The number of inputs to the classifiers that are associated with each feature
is fairly high. In many cases the number of inputs to the classifiers is equal to the number of
pixels in the sub-region of the input image. With hundreds or thousands of inputs, the perceptron
can suffer from Hughes phenomenon, where there are not enough training samples to ensure that
there are several examples for each combination of inputs. A higher dimensional feature space
also leads to reduced predictive abilities given the same training set. Another limitation of the
ECO-Feature algorithm is its sensitivity to even a small shift or rotation of the object in the
image.
1.3

Visual Inspection Automation
Factory automation is the current trend and the main focus of improving the

competiveness for many industries. Labor shortage, increasing labor costs, and the demand of
high quality products are the forces behind this movement. Locating and hiring experienced
workers has become a challenging administrative task worldwide. Of the many areas in a factory
that require an upgrade to cope with these challenges, visual inspection for quality verification is
an important task that cannot be ignored. It prevents defective or low-quality products from
reaching the market. It also detects and corrects problematic processes in the early production
stages to reduce material waste. Visual inspection is a labor-intensive process and constitutes a
sizeable portion of manufacturing expenses. These challenges have become more prevalent in
recent years, especially for products that require sophisticated visual inspection processes.
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Compared to visual inspection by a human, automated visual inspection by machine
vision could offer several advantages: better measurement accuracy, better measurement
consistency over time, etc. Machine vision systems can usually perform repetitive tasks faster
and more accurately than human workers. In addition, it greatly reduces labor costs and helps
increase production yields.
There are many off-the-shelf vision systems that are designed to perform visual
inspection tasks at an affordable price. These systems have simple built-in software tools that are
designed to allow an experienced end user to install, configure, and operate. Most of these tools
either use only common image processing techniques or depend on a human expert to design the
relevant features to perform the desired tasks. Although the hand-crafted features are able to
describe the object of interest well and produce sound accuracy, specific features created by
human experts that are good for one class of products may do poorly for others. This manual
process often involves the redesigning of the algorithms or fine-tuning of inspection parameters
that requires unique skills and extensive training. Even if possible, these added challenges make
these off-the-shelf systems unsuitable for many visual inspection applications that require
sophisticated defect detection and image classification.
One of the biggest challenges for visual inspection is that it is usually very difficult to
obtain a large number of images for training. Although Convolution Neural Networks have
become dominant in many object classification tasks, applying these algorithms to real-time
visual inspection tasks is hard, as training large neural networks usually requires a lot of training
images and collecting them is non-trivial. The resources and time that is required to collect
millions of data can be significant. And there is no easy way of going around the tedious manual
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task of collecting images and creating a high-quality dataset that can be used for training neural
networks.
Another challenge that we face in object classification is how we extract features from
images. Traditional object recognition algorithms mostly extract features that are object specific.
Features that are extracted from one type of object cannot be used on a different type of object
directly, therefore limiting the power of the feature extraction. Having an automatic feature
learning algorithm could be a big advantage for an object recognition algorithm.
1.4

Improved ECO-Feature
We have improved the effectiveness of ECO-Feature by using histogram-based feature

descriptors that will be presented in Chapter 2. It is known that the original ECO feature is
sensitive to even a small shift or rotation of the object in the image and the feature vector has
high dimensionality. The high dimensionality leads to high computational complexity for the
classifiers. A better approach of representing a sub-region of the image is needed to overcome
these limitations of the original ECO-Feature. To achieve this, three feature descriptors are added
to the original ECO-Feature algorithm to reduce its dimensionality and improve training
efficiency. Example applications in classifying date fruit, cashews, pistachios, and almonds
demonstrate the performance of the proposed algorithm for quality and maturity evaluations. We
have also developed another improvement to the ECO-Feature to address its limitations as
presented in Chapter 2.
1.5

ECO-Boost Algorithm
The main weakness of the prior ECO-Feature algorithm is that it is designed only for

binary classification that cannot be directly applied to multi-class cases. We also observe that

6

recognition performance depends heavily on the size of the feature pool from which features can
be selected and the ability of selecting the best features. This makes it difficult to determine how
many features need to be constructed from the images in order to achieve the best performance.
We have developed an enhanced evolutionary learning method for multi-class image
classification to address the aforementioned challenges. Among other improvements, boosting is
added to select the features for multi-class classification.
Our new algorithm called evolutionary learning of boosted features (ECO-Boost) uses
evolutionary computation to construct series of image transforms that convert the input raw
pixels into high quality image representations or features. This unique method extracts features
that are often overlooked by humans, and is robust to minor image distortion and geometric
transformations. It uses boosting techniques to automatically construct features from training
data without the use of the human expert. It is developed for multi-class image classification.
In this work, we aim at developing an efficient image classification algorithm using
evolutionary strategies for multi-class visual inspection applications. Compared with more
general object recognition tasks, visual inspection applications often have consistent lighting and
uniform background and are inconvenient to obtain a large number of images for training. Our
goal is to find an efficient algorithm that can achieve an acceptable balance between the accuracy
and simplicity of the system for applications that classify a small number of classes but require
real-time classification performance.
The ECO-Boost algorithm is presented in Chapter 3. The ECO-Boost algorithm uses
evolutionary computation to construct a series of transforms that convert the input raw pixels
into high quality image features. It is an efficient evolutionary learning algorithm that
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automatically constructs highly discriminative features from the training data for multi-class
object classification.
1.6

Color ECO-Boost Algorithm
For further improvement on the ECO-Boost algorithm, we have added color information

into the constructed features which is critical to many visual inspection applications since color
plays an important role in the quality grading of agriculture products. Having color information
encoded in the features, our algorithm has a higher classification accuracy and achieves a better
performance on visual inspection tasks.
1.7

Overview
This work is conducted to explore the feasibility of using our recently developed

evolutionary learning method to automatically evaluate the quality of agricultural products. The
proposed method is proven accurate, effective and has been implemented and deployed for
commercial production for the date industry in the United States. Unlike most visual inspection
systems that use hand-crafted features, the evolutionary learning algorithm automatically
discovers salient features from a training dataset without the involvement of a human expert. It
is a fully automated feature construction method. Rather than relying on a human expert to
design or construct features, the proposed method uses a standard genetic algorithm to obtain
high quality features from the input images. The proposed method is capable of constructing
non-intuitive features that are often overlooked by the human experts. Its unique capability
allows easy adaption of this technology for various specialty crops that require accurate
classification of products when the differentiation between them is not defined or cannot be well
described.
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Chapter 2 presents two improvements on the ECO-Feature algorithm. Both of them are
developed to address the limitations of ECO-Feature and improve its effectiveness. One
improvement is to have a feature descriptor added to the features to reduce the dimensionality of
the input space of the classifiers. This improvement uses histogram-based feature descriptors in
the features and instead of using pixel values to represent each feature, it represents the features
with descriptors. Using descriptors not only captures the essential properties of ECO features but
also provides the property of being invariant to some image deformations. Three histogrambased feature descriptors included for study are Histogram of Oriented Gradients (HOG), Local
Binary Patterns Histograms (LBPH) and a histogram of the Hu set values of images.
Chapter 2 also presents other improvement that includes constructing a global
representation of the object and thus achieve invariance to small image deformations. A nonlinear down-sampling technique is employed to reduce the dimensionality of the generated
features and help improve the training efficiency of ECO features. Unlike the original ECOFeature which in many cases only captures the local information of the object, a global feature is
capable of leveraging both local and global information contained in the image. For visual
inspection applications, global features usually contain more powerful information than local
features and gain a better performance in classification accuracy. Therefore, this global ECOFeature algorithm works better for visual inspection applications such as fruit maturity
evaluation. Two visual inspection applications using the improved ECO-Feature are presented in
this chapter.
Chapter 3 presents the development of the ECO-Boost algorithm. This algorithm
provides several benefits over the original ECO-Feature version. It is developed for multi-class
object classification. Boosting techniques are employed to select candidate features during the
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evolution process and merge them to achieve accurate prediction. We evaluate our method on
both the well-known MNIST dataset and a fish dataset consisting of 8 species of fish. Results
from extensive experiments show that this approach obtains competitive performance and
achieves an excellent balance between accuracy and simplicity for multi-class object
classification.
Chapter 4 presents the color version of the ECO-Boost algorithm. Chapter 5 presents
three visual inspection applications using the newly developed ECO-Boost algorithm. And
Chapter 6 summarizes what we have accomplished and suggests future work.
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2

Improved ECO-Feature Algorithm
This chapter is based on one journal article and two conference proceedings. The

following is a list of these publications.
•

M. Zhang and D.J. Lee, “Efficient Training of Evolution-COnstructed Features,” Lecture
Notes in Computer Science (LNCS), International Symposium on Visual Computing
(ISVC), Part II, LNCS 9475, p. 646-654, Las Vegas, NV, U.S.A., December 14-16, 2015.

•

M. Zhang, D.J. Lee, K.D. Lillywhite, and B.J. Tippetts, “Automatic Quality and Moisture
Evaluations Using Evolution Constructed Features,” Computers and Electronics in
Agriculture, vol. 135, p. 321-327, April 2017.

•

M. Zhang and D.J. Lee, “Global ECO-Feature for Object Classification,” Lecture Notes in
Computer Science (LNCS), International Symposium on Visual Computing (ISVC), Part
II, LNCS 10073, pp. 281–290, Las Vegas, NV, U.S.A, December 12-14, 2016.

2.1
2.1.1

Efficient Training of ECO-Feature
Motivation
The simplest way to describe an image region is to use an ordered list of pixel intensities

to form a feature vector. It’s widely used in machine learning. The original ECO-Feature
algorithm uses raw pixels to describe image features. Representing an image region in this
manner is simple, but has a few drawbacks. It is very sensitive to even small shifts and rotations.
If the object shifts slightly in the image, the feature vector may change significantly because each
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pixel in the image patch changes its location in the feature vector. It is also sensitive to pose,
scale and intra-class variations. This raw-pixel representation relies heavily on good alignment
and it is difficult to perform object recognition using images captured from different viewpoints.
Additionally, by using a vector of pixel intensities, the resulting feature descriptor has a high
dimensionality. The high dimensionality leads to high computational complexity and is sensitive
to image deformations.
While raw pixels are often not able to cope with these challenging appearance variances,
feature descriptors can capture relevant information in a way that is more robust and distinctive.
Feature descriptors like SIFT [38] and SURF [39] have achieved great success in many vision
tasks such as image classification, image registration and image matching. They have been
known as two of the most popular feature descriptors for many applications. Despite their
remarkable success in a number of computer vision applications, they suffer from their complex
computation and high computational cost.
Compared to raw pixel representation, feature descriptors help ECO-Feature to be robust
to image noise and to obtain compact representations of image regions. Our goal is to use feature
descriptors as the input to the ECO-Feature algorithm. We need a feature descriptor that
describes the image region in a way that is invariant to image variations. It also has to be
compact, fast to compute, and capable of encoding descriptive information about the input image
region [40]. This type of feature descriptor, which is a better way of representing the image
region than using the raw pixel data, can overcome the limitation of our original ECO-Feature
algorithm.
We seek feature descriptors that are less time-consuming to describe and provide a
compact representation of the input image region. Instead of using complicated feature
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descriptors such as a SIFT feature, a natural and simple idea is to describe the distribution of the
pixel intensities by histograms to represent image features. In this study, we propose to represent
ECO features with feature descriptors. Using descriptors not only captures the essential
characteristics of ECO-Feature but also provides properties of being invariant to image
deformations. They are able to extract useful information that is robust to transforms, rotation
and lighting changes of objects [41]. Additionally, using feature descriptors allows us to improve
ECO-Feature training speed as feature dimensionality on average is reduced [42]. In this
improved ECO-Feature algorithm, we include three histogram-based feature descriptors for
study. They are Histograms of Oriented Gradients (HOG) [43], Local Binary Patterns
Histograms (LBPH) [44], and a histogram of the Hu set [45] values of images.
2.1.2

Feature Descriptors
Most recently developed histogram-based feature descriptors follow a similar strategy.

They subdivide the image into regions and compute a histogram of image attributes, either
gradient orientations or pixel values for each sub-region. Histograms are more robust to image
distortions than raw pixel intensity. The spatial information of the image region is preserved and
embedded in the feature descriptor. We include three feature descriptors in our original ECOFeature algorithm: Histograms of Oriented Gradients (HOG), Local Binary Patterns Histograms
(LBPH), and the Hu set of the invariant moments of the image regions.
The first descriptor is Histograms of Oriented Gradients (HOG). It is one of the most
efficient descriptors and is widely used in object recognition tasks. HOG is used efficiently by
SIFT for object classification [46] and human detection [47].
The descriptor is based on the gradient of the image intensity and can be computed
efficiently. The general idea of the Histograms of Oriented Gradients is that a local object in an
13

image can be described by the distribution of intensity gradients or edge directions. Those
methods that use HOG as the feature descriptor follow a relatively similar approach. First, the
algorithm divides the input image into small regions called cells. A histogram of gradient
directions or edge orientations for the pixels within each cell is calculated. The descriptor is
obtained by combining all these histograms. Different methods might use different approaches
on the gradient orientation histogram to make it invariant to occlusion or illumination change by
combining overlapped cells to construct larger blocks. The HOG has a few advantages over other
descriptors [43]. Since the HOG descriptor operates on localized cells, it is invariant to geometric
and photometric transformations. HOG descriptor has been one of the most popular descriptors
used in object detection research.
In this work, we use HOG as one of our feature descriptors for our image classification
tasks. When using HOG, we choose a finite set of rectangular non-overlapped regions in the
input image and compute gradient orientation histograms for each of them. As a result, the
feature descriptors consist of a sequence of all these generated gradient orientation histograms
from each image region.
The second descriptor used in this work is Local Binary Patterns Histograms (LBPH).
The basic idea of Local Binary Pattern is to summarize the local structure in an image by
comparing each pixel with its neighboring pixels. Following the same idea as the HOG
descriptor, the LBPH descriptor [44] is to divide the local binary pattern image into several local
regions and extract a histogram from each region. The spatially enhanced feature vector is then
obtained by concatenating the local histograms of all the local regions. In this way, the spatial
information is preserved and embedded in the feature descriptor.
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The third descriptor used is a statistical view of the image region. It contains the Hu set of
the invariant moments [45]. This feature descriptor follows the same idea as of HOG and LBPH
descriptor but it does not use gradient values of pixel intensities like the other two descriptors. It
first divides the image region into several local regions and then extracts the Hu set from each of
them. Hu moments are scale, rotation and translation invariant. The final descriptor is formed by
combing all the statistical values in a feature vector.
2.1.3

Grading of Specialty Crops
Quality evaluation of specialty crops is a challenging task. Quality can be defined as a

combination of many different features. Some of these features are visual appearance (color,
shape, size, defect), texture (crispness, firmness) and flavor (smell and taste) [48]. Evaluating the
quality of specialty crops is important for producing high quality food products.
In general, product quality is evaluated by experienced workers, which is timeconsuming and inefficient [49]. Automating complicated grading tasks increases verification
accuracy and helps the producers of specialty crops to improve their competitiveness. To
overcome these challenges, many visual appearance-based methods have been proposed to
inspect fruits for tasks such as defect detection, quality grading, bruise damage measurement and
variety classification [50-52]. A hyperspectral imaging system is built to extract features for
evaluating quality of apples [53]. Reflective near-infrared imaging technique is used in the
machine vision system to evaluate date fruit quality [54]. Among all kinds of visual features,
color is an important quality attribute that dictates the quality and value of many fruit products
[55]. An image-dependent color quantization technique is designed specifically for real-time
color evaluation in fruit maturity [56]. A novel color mapping concept for automated color
grading is developed to specify and adjust settings for color preference [57]. A multispectral
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vision system that is able to classify fresh-cut apple slices is developed to evaluate enzymatic
browning [58]. An efficient histogram analysis algorithm is proposed for real-time automated
fruit surface quality evaluation [59-60]. Internal quality attributes of mango are accurately
predicted by short-wave infrared spectroscopy and fruit ripeness classification by near-infrared
imaging obtain accuracy between 59% and 88% [61]. An appropriately crafted mixture of fifteen
different visual features is used in their computer vision based date classification system [62].
Most of these existing visual appearance-based methods require a single characteristic
such as color or a mixture of several hand-crafted features. These methods for quality evaluation
usually depend on a human expert to determine or design the relevant features. Although these
manually-selected features are able to describe the object of interest well and produce good
accuracy for classification, specific features created by human experts that are good for one class
of products often do not perform well for others. Features that perform well on one product
usually do not generalize well for other products. New features must be developed or grading
parameters must be reset for different products or different varieties of the same type of product.
This feature engineering process often involves a change of algorithm and software or finetuning of sorting parameters, which requires unique skills and extensive training.
Many quality evaluation tasks that are complicated and unique to specialty crops are
often carried out manually by human experts by visually inspecting product appearances. This
labor-intensive process usually depends greatly on experienced workers and lacks verification
efficiency. Automating these tasks not only reduces the processing time and improves the
verification accuracy, but it also reduces the labor costs.
Because of the concern of labor costs, date fruit (especially Medjool) are harvested at
varying levels of maturity in order to reduce the workload during the harvest season [59].
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Harvested dates must go through a post-harvest inspection, which classifies the dates according
to their visual appearances. Ripe dates are sent for quality grading and packing. Less mature
dates, on the other hand, have to go through a drying process which helps them ripen and
prevents them from turning rotten or sour [56]. Date maturity must be evaluated accurately to
determine the length of drying process because improper drying lowers the quality and increases
food safety risks.
Almond, cashew and pistachio are three economically important nuts in the United
States. They are all rich in nutrient and flavor with distinctive textures. These specialty crops are
usually harvested at the mature stage and require proper drying and shell removal processing. A
major problem in the processing after harvesting is that nuts without shells are easily broken.
Kernel completeness is one of the most important attributes consumers consider to evaluate
product quality. Complete kernels have higher commercial values than broken ones. Evaluation
of kernel completeness is necessary to satisfy consumer demands.

Figure 2-1. Samples of Medjool dates. From left to right, dates of dark red (mature), light red
(slightly moist), orange (wet), and yellow (not ripe).
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We collected samples of dates, cashews, pistachios, and almonds to generate a dataset for
our experiments in order to prove that the improved ECO-Feature works well for quality
evaluation and the use of feature descriptors helps ECO-Feature improve its classification
efficiency.
Dates used in this study were harvested Medjool dates which are usually sorted into four
classes of maturity according to their color [60]. Figure 2-1 shows samples of Medjool dates
taken from these four classes. Dates in light red and orange (the middle two samples in Figure 1)
are usually considered to have the same maturity level but with different moisture content. They
have very similar colors. Color grading is often not accurate on these two types of dates. In this
work, we focus our work on classifying these two types of dates which have the same maturity
level but different moisture content.
2.1.4

Sample Collection
We collected samples of dates, cashews, pistachios, and almonds to generate a dataset for

our experiments. Our experiment results show that the improved ECO-Feature works well for
maturity evaluation and quality evaluation and the use of feature descriptors helps ECO-Feature
improve its classification accuracy. Dates used in this study were harvested Medjool dates with
two maturity levels, dry and wet. Each maturity level contains 400 dates which were selected by
human experts for our experiments. This human grading result was considered to be the ground
truth in order to evaluate the performance of automatic grading based on the prior ECO-Feature
method. Samples of the processed date images are shown in Figure 2-2.
We collected images of 209 pistachios, 226 almonds, and 214 cashews, to perform
experiments for quality evaluation. For each dataset, we separated complete nuts from broken
nuts. For pistachios, 166 complete and 43 broken pistachios were used. For almonds, 117
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complete and 109 broken almonds were used for our experiments. For cashews, 114 complete
and 100 broken cashews were used for our experiments. Sample images of the processed nuts are
shown in Figure 2-3.

Figure 2-2. Samples from the date dataset. The top row shows the dry date samples. The bottom
row shows the wet date samples.

Figure 2-3. Samples of complete nuts (almond, cashew, and pistachio) are shown in the top row.
Samples of broken nuts are shown in the bottom row.

2.1.5

Experiments
Figure 2-4 shows an example of classifying an image with a combined model containing

two ECO features. Each ECO feature operates on its own sub-region of the image. As the ECO
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feature evolves, the size of the sub-region as one of the transformation parameters could change
from one transform to the next, just as the two ECO features shown in Figure 2-4. The number of
transforms included in one ECO feature could also be different for different ECO features.

Figure 2-4. ECO-Features and their corresponding classifiers are combined in a model to classify
an image.

We performed experiments on our date dataset and nut datasets using both the original
ECO-Feature and the improved ECO-Feature. For each dataset, we randomly chose 75% of the
images as the training set and 25% of the images as the testing set. During the construction of
ECO features, a population size of 50 was used in the genetic algorithm to search for the best
feature that can be used for classification. We believe using this population size allows the
genetic algorithm to explore more possible combinations of image transforms and thus achieve
diversity in the constructed features. The training process ends either when a satisfied fitness
score is obtained or the best fitness score for each training iteration remains the same for several
consecutive iterations. From our experiments, we determined that using these criteria to
terminate the training process allows more efficient construction of ECO features and was better
than using a predefined number of generations.
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Reducing the dimensionality of ECO-Feature to improve the training efficiency is one of
our objectives in this work. All three feature descriptors selected were able to significantly
reduce feature dimensionality. In out experiments, we divided the input image into 2×2 blocks
and computed a histogram from these blocks. When using HOG as the descriptor, we computed
a gradient direction histogram over eight directions and the histograms were concatenated to
form the feature vector. For LBPH feature descriptor, we first calculated a local binary pattern
image from the input image to have each pixel value set between 0 and 8. And then we extracted
a histogram from each block of the image. The use of feature descriptors greatly reduced the
computational cost of training classifiers. For a 50×50 image region, the dimensionality of the
original ECO feature could be as large as 2500 while the dimensionality of the improved feature
when including HOG as its descriptor was reduced to 32 and for the other two feature descriptors
the feature dimensionality was reduced to 36. By using feature descriptors in ECO-Feature, the
feature dimensionality was greatly reduced and thus the classifiers associated with each feature
were trained efficiently.
2.1.5.1

Fruit Moistness Evaluation
As mentioned in the previous section, we focus our work on classifying the two types of

dates that have the same maturity level but with different moisture content. We used 100 pieces
of dates with high moisture and 100 pieces of dates with little moisture for our experiments.
Other maturity levels can be easily evaluated by using color information. In the date
experiments, we evaluated the moisture of two types of dates in our dataset. When using LBPH
in the ECO features, the classification accuracy was exactly the same as the original ECOFeature at 98.0%. When using HOG and statistic values in the features, the classification
accuracy was lowered from 98.0% to 96.5%. The classification accuracy for the date dataset and
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the comparison to the original method is given in Table 2-1. More detailed experimental results
are shown in Table 2-2.
Table 2-1. Comparison to the original method on date dataset.
Classification rate (%)
98.0
96.5
96.5
98.0

Original feature
With HOG
With Statistics
With LBPH

Precision (%)
96.2
96.0
96.0
97.1

Recall (%)
100
97.0
97.0
99.0

Table 2-2. Confusion matrix on date dataset (FP=False positive, FN=False negative, TP=True
positive, TN=True negative).
Original feature
With HOG
With Statistics
With LBPH

FP
4
4
4
3

FN
0
3
3
1

TP (moist)
100
97
97
99

TN (not moist)
96
96
96
97

2.1.5.2 Nuts Quality Evaluations
The classification accuracies on the pistachio, almond and cashew datasets are shown in
Tables 3-8. Our experimental results show that ECO-Feature obtained a classification accuracy
of higher than 95% on the three datasets of nuts which demonstrated that the prior ECO-Feature
is a good approach for quality evaluation of nuts. The highest classification accuracy of 100%
was achieved on the almond dataset. The classification accuracy on pistachios was 98.0%. The
classification accuracy on the cashew dataset was lower than the other two datasets. After
analyzing those misclassified images, we attributed this low accuracy to the similarity between
the whole and broken cashews. Some samples were slightly broken and were hard to identify
even by humans. Additionally, the shape of cashew varies in the dataset. Some sample images
were from the front view and some were from the side view. This dataset is a challenge to ECO-
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Feature considering that ECO-Feature did not perform well because of the variation caused by
viewpoint change.
Table 2-3. Experimental results and comparison to the original method on the pistachio dataset.
Classification rate(%)
98.0
96.1
96.1
98.0

Original feature
With HOG
With Statistics
With LBPH

Precision(%)
97.6
95.3
95.3
97.6

Recall(%)
100.0
100.0
100.0
100.0

The performance on pistachio dataset is shown in Tables 2-3 and 2-4. Table 2-3 shows
the overall classification performance on the pistachio dataset. For pistachios, the original feature
achieved the classification accuracy of 98.0%. When using LBPH in the ECO-Feature, the
classification accuracy remained as good as with the original feature. The accuracy was not
improved but was not affected either after the feature dimensionality was reduced significantly to
a fixed length [42]. But when using HOG and statistic values in the prior ECO features, the
classification accuracy was a little bit lower than the original ECO-Feature algorithm. The
classification accuracy was lowered from 98.0% to 96.1%, however, the dimensionality of
features was reduced greatly to a fixed length. It can be considered as an acceptable sacrifice
considering the feature dimensionality reduction.
Table 2-4. Confusion matrix on the pistachio dataset (FP=False positive, FN=False negative,
TP=True positive, TN=True negative).
Original feature
With HOG
With Statistics
With LBPH

FP
1
2
2
1

FN
0
0
0
0

TP (whole)
41
41
41
41
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TN (broken)
9
8
8
9

More detailed results on pistachio dataset are shown in Table 2-4. Fifty-two samples
(25% of 209 samples) were used for testing (41 whole and 10 broken). ECO-Feature with HOG
and Statistics had only one more false positive than the original method. But the feature
dimensionality was greatly reduced using feature descriptors. It made the training of classifiers
faster.
Table 2-5. Experimental results and comparison to the original method on the almond dataset.
Classification rate(%)
100
100
100
100

Original feature
With HOG
With Statistics
With LBPH

Precision (%)
100
100
100
100

Recall (%)
100
100
100
100

The performance on almond dataset is shown in Tables 2-5 and 2-6. Table 2-5 shows the
overall classification performance on the almond dataset and the comparison with the original
method. Fifty-six samples (25% of 226 samples) were used for testing (29 whole and 27 broken).
For almonds, we obtained 100% classification accuracy on original feature as well as on the
three proposed methods. When using improved ECO-Feature, all methods obtained 100%
accuracy on this dataset. The confusion matrix of the testing dataset is shown in Table 2-6.
Table 2-6. Confusion matrix on the almond dataset (FP=False positive, FN=False negative,
TP=True positive, TN=True negative).
Original feature
With HOG
With Statistics
With LBPH

FP
0
0
0
0

FN
0
0
0
0

TP (whole)
29
29
29
29

TN (broken)
27
27
27
27

The performance on the cashew dataset is shown in Tables 2-7 and 2-8. The classification
performance comparing to the original method on the cashew dataset is shown in Table 2-7.
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Fifty-three samples (25% of 214 samples) were used for testing (28 whole and 25 broken). The
confusion matrix on this dataset is shown in Table 2-8. For cashews, when statistic values were
used in the ECO features, the classification accuracy was the same as the original ECO-Feature
algorithm. When having HOG and LBPH included in the features, the classification accuracies
were slightly lower than the original ECO-Feature algorithm, reduced from 96.2% to 92.5%. It
can be considered as an acceptable decrease in performance when considering the great feature
dimensionality reduction.
Table 2-7. Experimental results and comparison to the original method on the cashew dataset.
Classification rate(%)
96.2
92.5
96.2
92.5

Original feature
With HOG
With Statistics
With LBPH

Precision (%)
96.4
92.9
96.4
96.2

Recall (%)
96.4
92.9
96.4
89.3

Table 2-8. Confusion matrix on the cashew dataset (FP=False positive, FN=False negative,
TP=True positive, TN=True negative).
Original feature
With HOG
With Statistics
With LBPH

2.1.6

FP
1
2
1
1

FN
1
2
1
3

TP (whole)
27
26
27
25

TN (broken)
24
23
24
24

Discussion
We have presented an improvement of the ECO-Feature algorithm and also explored

using it to automatically evaluate quality of specialty crops including pistachios, almonds,
cashews, and dates. The proposed ECO-Feature algorithm presents an opportunity to automate
quality evaluation tasks. It is designed to perform object classification without requiring human

25

experts to define what good features are and what parameters the features perform best with.
Quality evaluation of specialty crops is time-consuming, inefficient and requires experienced
workers. ECO-Feature is demonstrated to be an ideal approach to overcome these technical
challenges for quality verification applications. Our experimental results show that ECO-Feature
performed very well for moistness evaluation and quality verification. It can be easily adapted
for various product grading applications including but not limited to specialty crops such as
plums, grapes, apples, pears, peaches, cashew, peanuts, and almonds.
In this work, we improve the effectiveness of ECO-Feature by using feature descriptors.
We propose to apply a small descriptor that captures essential properties of the prior ECOFeature. Three feature descriptors are tested. The dimensionality of the original ECO-Feature is
greatly reduced. The classification performance of our original ECO-Feature is improved
through using feature descriptors. Feature descriptor representation of the image is more compact
than the pixel intensity representation in the original ECO-Feature, which makes the construction
of ECO features more efficient. Since our original ECO-Feature is sensitive to small variations
of object location and orientation, using feature descriptors in ECO-Feature not only allows us to
capture the essential information of images but also makes ECO-Feature training faster. Feature
descriptor representation is shown to provide good performance improvement over the original
ECO-Feature algorithm. The proposed method is proven accurate and has been implemented
and deployed for commercial production for the date industry in the United States.
2.2
2.2.1

Global ECO-Feature
Motivation
ECO-Feature algorithm is capable of automatically generating the descriptions of the

object of interest from a training dataset without the use of a human expert to manually design
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features. However, it is sensitive to even small shifts and rotations of objects of interest in the
images.
Much research in object recognition uses local features for recognizing object classes.
Features are constructed or extracted around the points of interest detected on the object or on a
small patch of the object. Our original ECO-Feature method is a method that automatically
constructs local features of the object classes. One benefit of using local features is its ability to
examine different components of the object classes which are highly discriminative in classifying
objects into different categories. However, many objects are better described by global features
such as shape and texture features. In these scenarios, global features have better recognition
performance and are more robust to local distortion than local features. Global features, which
describe an image as a whole, have the ability to generalize an entire object with a single feature
vector. To address the limitations of the ECO-Feature, we develop the global ECO-Feature
which constructs robust features and also achieves some invariance to small deformations.
The proposed global ECO-Feature builds upon previous work which uses an evolution
strategy to automatically discover good and useful features for object classification. Unlike the
original ECO-Feature which can only capture the local information of the object, global ECOFeature is capable of leveraging both local and global information contained in the image. A
non-linear down-sampling technique is used in the global ECO-Feature to help reduce feature
dimensionality before sending them into the classifier and provide a form of translation
invariance.
Down-sampling is an important technique in computer vision. As one of the
dimensionality reduction techniques, down-sampling helps reducing the feature size and thus
improve the computation efficiency. It usually takes a small neighborhood from the input image
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and subsamples it to produce a single output. For neural networks, the function of the downsampling is to progressively reduce the spatial size of the image block in order to reduce the
amount of parameters and computations in the neural network. We use the same strategy in our
global ECO-Feature to help reduce the amount of computations. There are several ways to
perform down-sampling in images. It is possible to take the average of the block, or the
maximum of the block, or a linear combination of the elements in the block. In this work, we use
maximum down-sampling in global ECO-Feature to improve the computation efficiency and
invariance of features.
2.2.2

Global ECO-Feature Algorithm
Our global ECO-Feature algorithm constructs features from the whole input image to

capture both global and local information to be used for classification. This process is shown in
Equation 2-1, where 𝑽𝑽𝒏𝒏 is the ECO feature output vector, n is the number of image transforms an

ECO feature is composed of, 𝑰𝑰 defines an image in the dataset, 𝑻𝑻𝒊𝒊 represents each transform at
step i and 𝝓𝝓𝒊𝒊 is the corresponding parameter vector of each transform at step i.
Vn = Tn (Vn−1 , ϕn , I)

(2-1)

As [17, 18] show that the genetic algorithm is a powerful method to capture the most
useful information of an image, we explore the same method for learning features in this study.
Figure 2-5 shows the process of our global feature construction. The input image goes through
different processing steps which are randomly constructed by the genetic algorithm when the
evolution starts. As the evolution continues, the processing algorithms are explored through
operations defined in the genetic algorithm in order to find the best processing for constructing
image features.
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Figure 2-5. Illustration of our global feature construction system. It shows how the image
processing algorithms are explored for building features. The number of different image
processing, N, is predefined at the beginning of evolution.

Figure 2-6. The image processing stages for getting a global ECO-Feature. The number of
transforms used to initially create a feature, n, varies from 2 to 8 in our settings.

Each global ECO feature is composed of two parts: image transforms and their
parameters used in these transforms. Figure 2-6 shows the image processing stages for each
global ECO-Feature. GA determines the best selection and order of the image transforms and
their associated parameters.
2.2.3

Down-sampling Technique
The purpose of using the down-sampling techniques in computer vision is to achieve spatial

invariance by reducing the resolution of the image block. The down-sampling window can be an
arbitrary size, and windows can be either overlapping or completely separated. We apply non-
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overlapping maximum down-sampling over our global ECO features during the process of
constructing features.
Down-sampling can be useful in our global ECO-Feature algorithm in two ways. First,
during the down-sampling, non-maximum values are eliminated. Thus the amount of computations
is reduced for subsequent image transforms, and the dimensionality of global ECO features is
reduced as well. It improves the efficiency of the global ECO feature construction. Second, just
like other spatial down-sampling methods, it provides a form of spatial invariance.
Down-sampling in our global ECO-Feature does not carry out any training like the image
transforms. The size and stride of the sampling window are not affected by GA. It doesn't have to
go through those defined operations in GA. Typical size for the spatial down-sampling is 2 * 2. A
very large image may require a larger size. Choosing a larger size will observably reduce the
dimension of the image region, however, it may also lose important information in that region. In
this work, we use a 2 * 2 typical sampling size and compute the maximum value in this
neighborhood.

Figure 2-7. Each feature works as a single classifier and makes its own decision in our
classification model. And the final classification result is determined by combining the decisions
from all of the classifiers involved.
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After several global ECO features have been successfully constructed, each global ECO
feature captures different information about the objects and thus can be considered as a weak
classifier for object classification. We combine the classifiers that are associated with each global
ECO feature to build a stronger classifier. The resulting classification model consists of a list of
weak classifiers from the constructed global ECO features. Figure 2-7 shows an example of
classifying an image with a classification model containing three global ECO features. Each global
ECO feature has its own series of image transforms and has its own classifier trained.
2.2.4

Experiments
In order to show the proposed global ECO-Feature works well for visual inspection

especially for date maturity evaluation, we created a simple dataset of fruit dates for our
experiments. We evaluate our proposed method on this dataset used for maturity and quality
evaluations.
The dataset used for experiments were Medjool dates with two moisture levels, dry and
wet. Each maturity level contains 500 dates which were selected by human experts for our
experiments. So in this dataset, we have about 500 dry dates and 500 wet dates. Figure 2-8 shows
samples of dry and wet dates from the date dataset.

Figure 2-8. Examples of date images with different moisture levels in our dataset. The top row
shows the dry date samples. The bottom row shows the wet date samples.
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We split the date dataset into training set and testing set. Global ECO features were then
constructed on the training set and evaluated using the testing set. We performed experiments on
our date dataset using both the original ECO-Feature algorithm and the proposed global ECOFeature. The purpose of our experiments is twofold: (1) to show that the proposed global ECOFeature works better than the original ECO-Feature and (2) to determine if the down-sampling
method indeed helps improve classification performance in global ECO-Feature.

Figure 2-9. Comparison of the classifier performance when using the original ECO-Feature
algorithm, the global ECO-Feature with no down-sampling technique and global ECO-Feature
with down-sampling technique.

As discussed in Section 3, the algorithm can be adjusted to have different thresholds for
the tradeoff between false positives and false negatives. Accepting more true positives will
inevitably accept more false positives (or detecting fewer true negatives). Setting the threshold
allows the user to determine a desired tradeoff between the two. In some cases, people choose a
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threshold to get the highest classification accuracy, but in other practical quality evaluation cases,
people may choose a threshold that gives the fewest false negatives. In our experiments, we chose
a threshold that gave the highest classification accuracy for each experiment. Figure 2-9 shows the
classifier performance. The Global ECO-Feature had the lowest miss rates for the same false
positive for all three methods.

Figure 2-10. Classification accuracy using the original ECO-Feature algorithm, the proposed
global ECO-Feature without down-sampling technique and global ECO-Feature with downsampling technique.

The classification accuracy is shown in Figure 2-10. From our experimental results, we
found that global ECO-Feature with down-sampling technique worked the best among all three
versions. It was much better than the original ECO-Feature that works on sub-images. Even
global ECO Feature without down-sampling was still better than the original version.
2.2.5

Discussion
In this chapter we have introduced a global ECO-Feature algorithm that constructs good

global features of an object from the whole image. This global ECO-Feature algorithm builds on
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the original ECO-Feature which uses the genetic algorithm to construct useful and unique
features for different objects. Unlike the original version, this new global ECO-Feature algorithm
is not sensitive to small variation of object location and orientation in the images.
The proposed method constructs a global representation of the object and also achieves
invariance to small deformations. Two major changes are made in the proposed method to
achieve good performance. A non-linear down-sampling technique is employed to reduce the
dimensionality of the generated global features and hence improve the training efficiency of
ECO feature. We apply the global ECO-Feature to images in a dataset of fruit dates to
demonstrate the improvement on the original ECO-Feature and the experimental results show the
global ECO-Feature’s ability to generate better features for date maturity evaluation.
Our experimental results demonstrate the global ECO-Feature's ability to generate better
features for visual inspection tasks compared to the original ECO-Feature. We further
demonstrate that using down-sampling technique in the global ECO-Feature helps improve the
classification performance. And the down-sampling helps achieve translation invariance in our
global ECO-Feature.
We have only conducted preliminary experiments on a small dataset for visual inspection
to prove the feasibility of constructing global features. For future work we will thoroughly
evaluate the global ECO-Feature on a few larger datasets for a few different object classification
applications.
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3

Evolutionary Learning of Boosted Features
A journal paper has been submitted for the main contribution of this work. Another

journal paper on hardware implementation of the ECO-Boost algorithm for embedded vision
applications is being prepared.
•

M. Zhang, D.J. Lee, and D. Ventura. “Evolutionary Learning of Boosted
Features”. Submitted on November 5, 2017 to the IEEE Transactions on Evolutionary
Computation.

•

T. Simons, M. Zhang, D.J. Lee, and D. Ventura. “Evolutionary Learning of Boosted
Features and Its Hardware Implementation”. In Preparation for the IEEE Transactions on
Circuits and Systems for Video Technology.

3.1

Motivation
This work builds upon our previous success in using a genetic algorithm for feature

construction task for object recognition and classification [17][18]. As a data-driven approach, the
ECO-Feature algorithm automatically discovers salient features from a training dataset without the
involvement of a human expert. It is a fully automated feature construction method. Experimental
results show that the method is capable of constructing non-intuitive features that are often
overlooked by the human experts. This unique capability allows easy adaption of this technology
for various object classes when the differentiation between them is not defined or cannot be well
described.
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We have improved the ECO-Feature algorithm since its first introduction by constructing
global features from the whole image to make it more robust to image distortions than the original
version that uses local features [63]. We then reduced the feature dimensionality to speed up the
training process [64]. Constructing global features has been proved to increase classification
performance [63]. The main weakness of the ECO-Feature algorithm is that it is designed only for
binary classification that cannot be directly applied to multi-class cases. We also observe that the
recognition performance depends heavily on the size of the features pool from which features can
be selected and the ability of selecting the best features. This makes it difficult to determine how
many features need to be constructed from the images in order to get the best performance.
For these reasons, we have developed an enhanced evolutionary learning method for multiclass object classification to address the aforementioned challenges. Among other improvements,
boosting is added to select the features for multi-class classification. These characteristics allow
the new method to require fewer features for classification and hence make it more efficient.

Figure 3-1. Overview of the proposed evolutionary learning of boosted features algorithm.
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Specific contributions of this work are as follows.
1) It deepens the research on a new feature construction approach for multi-class object
recognition.
2) It constructs features on raw image data and does not need the human expert to build
feature sets or tune their parameters.
3) It has the ability to generate specialized feature sets for different objects, and achieves
good performance on several complex object recognition datasets.
4) It enhances performance using a boosted ensemble of classifiers and thus requires
training for fewer features but still maintains good classification performance.
5) It focuses on learning global image features and is designed for multi-class classification.
3.2

ECO-Boost
This chapter introduces and describes the details of the new evolutionary learning of

boosted features algorithm. We first introduce the proposed evolutionary image transformations
and explain why our evolutionary learning method works efficiently for feature learning. We
then describe the fitness function that is used to evaluate the constructed features and how to
boost the performance in our multi-class classification model. During the training process,
evolutionary features and their corresponding boosting models are learned from the training
images. Figure 3-1 shows an overview of the new object classification architecture for
evolutionary learning of boosted features.
3.2.1

Evolutionary Learning
In our algorithm, phenotypes in the genetic algorithm represent our evolutionary image

transformations-often called image features. The genes which make up a phenotype consist of a
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number of select basic image transforms and their corresponding parameters. The number of
genes that can be modified for each evolutionary image transformation varies since both the
number of transforms and the number of parameters for each transform vary.
Each phenotype in the population represents a possible evolutionary image
transformation. A fitness score is computed for each phenotype using a fitness function. A
portion of the population is then selected to create a new generation. We use a tournament
selection method to select phenotypes from the overall population in the genetic algorithm. In
order to produce a new transformation, a pair of parent phenotypes is selected to undergo certain
evolution operations including crossover and mutation. The crossover in our method is done by
rearranging the image transforms from both parents. By using crossover and mutation, a new
phenotype, typically sharing many characteristics of its parents, is created. This process results in
the next generation of image transformations that are different from their parent generation.
Hence, the new phenotypes are likely to have a different number of image transforms and
parameters. This process is repeated for several generations, evolving image features with better
fitness. The evolution is terminated when a satisfactory fitness score is reached or the best fitness
score remains stable for several iterations.
3.2.2

Evolutionary Image Transformation
The representation of a phenotype in our genetic algorithm is an important factor

influencing the performance of the algorithm. An evolutionary image transformation or an image
feature is constructed using a series of image transforms that is created by the genetic algorithm.
Rather than applying a single image transform to the image, we construct the transformation by
applying a sequence of basic image transforms to the input image. This process is defined in
Equation 3-1, where V is the evolutionary image transformation output vector, n is the number of
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transforms an evolutionary image transformation is composed of, I defines an input image, T i
represents each transform at step i and ϕ i is the corresponding parameter vector of each
transform at step i.
Vn−1

V1 = T1 (I, ϕ1 )
= Tn−1 (Vn−2 , ϕn−1 )
…

(3-1)

V = Tn (Vn−1 , ϕn )
Based on this definition of the evolutionary image transformation, the output of one
transform is the input to the next transform. An evolutionary image transformation is learned
through the evolution of this sequence of transforms. All transforms included in our algorithm
are basic image transforms that can be found in almost all open source computer vision libraries.
Six transforms chosen for our genetic algorithm are shown in Table 3-1. This set of transforms
can be extended to include almost any image transforms, but we are mostly interested in those
transforms that are able to extract important information from images and are simple and
efficient. Using these image transforms in our method provides the system with the basic tools
for feature extraction and helps speed up the evolutionary learning process.
For each transformation sequence during the evolution, its length (the number of image
transforms that make up the transformation sequence) is not fixed. Rather, it is randomly selected
by the genetic algorithm. The order of the image transforms in a transformation sequence and
their parameters are also determined by the evolution process. As a result, it is possible that any
one transform from Table 3-1 could be used more than once in a sequence but with different
parameters.
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Table 3-1. Six image transforms that are chosen to be randomly selected by the genetic algorithm
for learning image features and their corresponding number of adjustable parameters.
Image transform
Gabor transform
Gaussian transform
Laplacian transform
Median Blur
Sobel transform
Gradient

Number of parameters
6
1
1
1
4
1

The number of transforms, n (in Equation 3-1), used to create an initial evolutionary
transformation varies from 2 to 8 transforms. The range of 2 to 8 transforms allows the algorithm
to yield good result while keeping the computation efficient and simple.
3.2.3

Fitness Score Calculation
As described above, a candidate image transformation or feature is constructed using a

sequence of selected image transforms with their specific parameter values. Its performance must
be evaluated to determine if it is indeed a good and discriminative feature for classification. A
fitness function, which is designed specifically for classification, is used to compute a fitness
score to evaluate how good the candidate image transformation sequence is during the evolution
process.
We calculate a fitness score for each evolutionary image transformation based on its
classification performance using a simple weak classifier. The weak classifier is trained for each
candidate image transformation using the training images and the classification accuracy is
computed with the validation images. The fitness score is an indication of how well this weak
classifier performs on a small set of validation images. Classification accuracy is a fairly generic
measure for optimization; quality measures other than accuracy could be used depending on the
applications.
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Due to the fact that evolution requires iterating over several generations to produce
satisfactory result, this classification-based fitness function must be efficiently computable. It
also should be a multi-class classifier that can be easily applied to many multi-class image
classification cases. Random forest classifier is chosen as the weak classifier to evaluate the
performance of candidate image transformation for our algorithm. Random forest classifier is
ranked as one of the top classifiers among the 179 classifiers that are evaluated in extensive
experiments [65]. The authors claim that the best results are achieved by the random forest
classifier. Random forest shows the advantage of high computational efficiency over other
popular classifiers such as SVM [66]. Random forest is regarded as a multi-class classifier that
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is robust against noise, has high discrimination performance, and is capable of training and
classifying at high speed [67].
Random forest is an ensemble learning algorithm that constructs multiple decision trees.
It works by randomly selecting training samples for tree construction, resulting in the
construction of a classifier that is robust against noise [68]. Random forest classifier is shown to
be efficient with good generalization performance due to its randomness in training [66]. Also,
the random selection of features to be used at each node enables fast training, even when the
dimensionality of the feature vector is high [67]. Algorithm 1 shows how our proposed
evolutionary learning method works.

Figure 3-2. The detailed process of our proposed evolutionary learning method which consists of
four steps including features initialization, features validation, features evaluation and features
evolution.

The fitness score for each evolutionary image transformation is computed using Equation
3-2. It is defined based on the classification accuracy of the weak classifier that is associated
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with each constructed evolutionary image transformation. It reflects how well the weak
classifier classifies a small set of validation images.
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 =
3.2.4

100∗#𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
#𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

(3-2)

Selection and Combination of Learned Features
An evolutionary image transformation or image feature is learned from the raw pixel

images for each specific object classification application. Though one single evolutionary image
transformation usually has a high discrimination ability in object classification, using multiple
transformations can often increase performance. It is difficult to determine how many learned
transformations are needed for a specific application and due to the randomness of our method, it
may require a large pool of learned transformations in order to maintain stable performance. For
this reason, boosting is employed in our framework to maintain high classification performance
even with a small number of learned image transformations due to the fact that sequential
training constructs complementary classifiers for the training examples.
AdaBoost is one variant of a popular boosting algorithm proposed by Freund and
Schapire [69]. AdaBoost is used to combine the weak classifiers that are associated with the
learned image transformations, to form a strong classifier. The training process of AdaBoost
classifier involves the training examples reweighting within each iteration. AdaBoost iteratively
builds an ensemble of binary classifiers and adjusts the weights of each training example based
on the performance of the weak classifiers in the current iteration. Examples that are
misclassified will have their weights increased, while those that are correctly classified will have
their weights decreased. Therefore, in subsequent iterations the resulting strong classifier is more
likely to correctly classify examples that are misclassified in the current iteration.

43

Various multi-class boosting algorithms such as AdaBoost.M1 and AdaBoost.MH were
proposed [70], [71]. They both deal with multi-class classification problems with combinations
of binary classification. Zhu et al. [72] proposed a novel multi-class boosting algorithm which is
referred to as Stagewise Additive Modeling using a Multi-class Exponential loss function
(SAMME). Algorithm 2 outlines how SAMME algorithm is trained.
The SAMME algorithm directly extends the AdaBoost algorithm to multi-class
classification rather than reducing it to two-class classifications. In particular, given a training
dataset {(x 1 , y1 ), …, (x m , ym )}, where x i ∈X is the input signal and y i ∈Y = {1,2, …, K} is the

44

corresponding class label, SAMME sequentially trains M weak classifiers with the training
dataset and calculates a weight αm for the mth classifier T m based on the following equation:
𝛼𝛼 𝑚𝑚 = 𝑙𝑙𝑙𝑙𝑙𝑙

1−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑚𝑚
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑚𝑚

where errorm is the error for the weak classifier T m .

+ log(𝐾𝐾 − 1),

(3-3)

The SAMME algorithm is very similar to the AdaBoost algorithm but with a major
difference in Equation 3-3. In order for αm to be positive for every weak classifier, we only need
the accuracy for each weak classifier to be better than random guess which depends on the

number of classes. When comparing the SAMME algorithm with the AdaBoost algorithm,
AdaBoost breaks after the error of the weak classifier goes over 50%. For the SAMME algorithm
because of the extra term log(𝐾𝐾 − 1) in Equation 3-3, αm can still be positive even though the

error for every weak classifier goes over 50%.

After training, the resulting SAMME model consists of a list of weak classifiers and
coefficients αm that indicate how much to trust each weak classifier in the model. The output of
all weak classifiers is combined into a weighted sum that represents the final output of the
boosted classifier:
𝑚𝑚
𝐶𝐶(𝑥𝑥) = arg max ∑𝑀𝑀
𝑚𝑚: 𝑇𝑇 𝑚𝑚 (𝑥𝑥)=𝑘𝑘 𝛼𝛼 ,
𝑘𝑘

(3-4)

where M is the number of weak classifiers in the SAMME model, Tm is the mth weak classifier,
α m is the weight for classifier Tm, k is the classification label for each class.
3.3
3.3.1

Experiments
Performance on a benchmark dataset
As a sanity check for the overall training procedure and the performance of the new

algorithm, experiments were performed on the well-known MNIST dataset, which consists of
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grayscale images of handwritten numerical numbers. The image size of the MNIST dataset is 28
by 28 pixels. Samples of the dataset are shown in Figure 3-3.

Figure 3-3. Samples of the MNIST dataset.

The dataset consists of 60,000 gray-scale images for training and 10,000 images for
testing. We used this standard train and test split for our experiments. The proposed evolutionary
learning with boosted features method obtained a 3.01% error rate on the MNIST testing set
without any data augmentation for training. As a comparison, we also performed experiments on
the same dataset using only the boosted random forest method which directly works on the raw
images without the proposed evolutionary learning. The boosted random forest obtained an error
rate of 4.94%.
Figure 3-4 shows the performance comparison on the MNIST dataset between the
proposed evolutionary learning method and the boosted random forest method without the
proposed evolutionary learning. As shown in the figure, our evolutionary learning started with a
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lower test error rate than the other method and continued to find better features to improve the
accuracy as the iteration goes on. This finding demonstrates that our method is able to discover
more discriminative and prominent features. Our evolutionary learning stopped a few iterations
earlier than the other method as no more weak classifiers could be found to improve the overall
accuracy of the classifier. With our proposed evolutionary learning, the algorithm could obtain
better classification performance with a smaller number of combinations of weak classifiers.

Figure 3-4. Performance comparison on the MNIST dataset between the proposed evolutionary
learning method and the boosted random forest method with respect to different number of
training iterations.

Admittedly, the 3.01% error rate is slightly higher than the error rates obtained by some
deep learning-based methods reported in the literature. The advantages of our evolutionary
learning method are its simplicity and its efficiency in training and prediction. It offers an
excellent balance between the accuracy and the simplicity of the algorithm. Simplicity and
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processing speed are often very critical for real-time embedded vision applications when
computing resources are limited.
To demonstrate the efficiency of the proposed evolutionary learning method when not
many training images were available (a reality for most visual inspection applications), we
randomly generated several subsets of the training data containing different numbers of training
images for each class. The same evolutionary learning model was trained on these subsets of the
training data with 5, 20, 50, 100, 200, 500, 1000 and 2000 training images per class. We
compared our evolutionary learning method with the LeNet-5 network. LeNet is a convolutional
network that was designed specifically for handwritten and machine-printed character
recognition. We used the Deep Learning GPU Training System (DIGITS) for training our deep
learning models using Caffe [73].

Figure 3-5. Performance comparison on several subsets of the MNIST dataset with 5, 20, 50,
100, 200, 500, 1000 and 2000 training images per class.
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The performance comparison between LeNet and our method is shown in Figure 3-5.
When very few images were available for training, our method achieved slightly better
performance than the LeNet network. Using only 50 images per class for training, our method
obtained an error rate of 8.52% that was 2.56% lower than LeNet. This advantage is especially
important for real-time visual inspection applications where it is usually difficult to acquire a
large number of training images.

Figure 3-6. Performance comparison on three subsets of the MNIST training data for different
numbers of training iterations.

Figure 3-6 shows the performance and training efficiency of our evolutionary algorithm
using the same model with the smallest three subsets of training data. Our method obtained
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decent results even using only 20 images per class for training without any data augmentation. It
required only approximately 30 training iterations to reach its steady performance.
3.3.2

Performance on a real-world dataset
We collected 1032 images to create our FISH dataset that includes eight fish species.

Samples of these eight species from the dataset are shown in Figure 3-7.

Figure 3-7. Samples of eight fish species from our fish dataset.

We carried out two sets of experiments. In the first set of experiments, we tested our
evolutionary learning method on the FISH dataset. The test error rate on this dataset was 1.58%
with an average of 30 features in the model. For comparison, we also experimented on the FISH
dataset using the boosted random forest method which works on the raw image without
evolutionary learning. The test error rate for the random forest method was 3.55% even with as
many as 50 features. The comparison between the two methods is shown in Figure 3-8. This
comparison demonstrates that our evolutionary approach discovered very good and distinctive
features.
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We also conducted experiments using two different population sizes of 10 and 100 in our
genetic algorithm. It seemed that using a relatively small population of 10 resulted in better
performance than the population size of 100. This was likely because using a small population
size allows for the exploration of those transform combinations that tend to mature more slowly
than others but could eventually reach a higher fitness score. We ran our genetic algorithm in our
experiments using a population size of 10. The advantages of this population size are its
computational efficiency and its ability to provide diversity in the learned evolutionary image
transformations or image features.

Figure 3-8. Performance comparison on the FISH dataset between the evolutionary learning
method and the boosted random forest method with respect to different numbers of training
iterations.

Similar to what we did in the MNIST experiments, we also trained our models on three
randomly created subsets of the fish training data with 5, 20 and 50 training images per class.

51

Figure 3-9 shows the performance on these three subsets using the same model. It shows that our
method obtained impressive results even using only 20 images per class for training and no data
augmentation was used for training. It required only approximately 10 training iterations to reach
its steady performance.

Figure 3-9. Performance comparison on three subsets of the FISH training data for different
number of training iterations.

3.4

Visualization of features
Our evolutionary learning method is so generalized that it can be easily applied to

different applications without the human expert to adjust any parameters or design specific
image features. We took a closer look at how those evolutionary image transformations or image
features obtained from our learning process are composed and what our evolutionary learning
method constructed for the two datasets.
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Our evolutionary learning method constructed a group of evolutionary image
transformations or features that are composed of a series of image transforms. The information
these transformations discovered can be analyzed by examining the output of each image
transform in the learned transformation sequences. The image transform output of each training
image is different because every training image in the same class is slightly different. To
visualize them, we averaged the image transform outputs of the training images used for each
specific class. The resulting average outputs are normalized to be viewed as images. The
normalization is not part of our algorithm for training and testing. It was performed to help
visualize the constructed features and provide a clearer sense of what the evolutionary image
information has found.

(a)

(b)
Figure 3-10. Visualization of features that are learned from the MNIST dataset. Both features (a)
and (b) include 3 transforms. Each column represents a class of the MNIST dataset (10
numerical numbers) and each row represents a specific transform that is used to construct that
feature for all 10 classes.
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Figures 3-10 and 3-11 each show two features learned from each dataset used in this
work. In Figure 3-10, each column represents a class of the MNIST dataset (10 numerical
numbers) and each row represents a specific transform that is used to construct that feature for all
10 classes. These transforms are shown in the order they appear in the feature. There are 3
transforms in both features shown in Figure 3-10. The first feature (Figure 3-10(a)) consists of a
Gaussian transform (row 1), a Laplacian transform (row 2), and a Median blur transform (row 3).
The second feature (Figure 3-10(b)) consists of a Gaussian transform (row 1), Gradient transform
(row 2), and Sobel transform (row 3).

(a)
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(b)
Figure 3-11. Visualization of features that are learned from the FISH dataset. Both features (a)
and (b) have 3 transforms. Each row represents a class of the FISH dataset (8 fish species) and
each column represents a specific transform that appears in that feature.

Features in Figure 3-11 for the FISH dataset are arranged differently due to space
limitation. In Figure 3-11, each row represents a class of the FISH dataset (8 fish species) and
each column represents a specific transform that appears in that feature. These transforms are
also shown in the order they appear in the feature. There are 3 transforms in both features shown
in Figure 3-11. The first feature (Figure 3-11(a)) consists of a Gradient transform (column 1), a
Gabor transform (column 2), and a Gaussian transform (column 3). The second feature (Figure
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3-11(b)) consists of a Gradient transform (column 1), a Gaussian transform (column 2), and a
Sobel transform (column 3).
Figures 3-10 and 3-11 show that shape information is the most important piece of
information being extracted from the images. From a human expert’s view, shape information is
probably the most important information to be used to classify the 10 classes in the MNIST
dataset. Both features in Figure 3-10 emphasize the shape of the numerical numbers. For the
FISH dataset, the first feature emphasizes more on the shape. Whereas, the second feature
emphasizes both the shape and texture information.
As an experiment, we also replaced the random forest classifier that is associated with
each learned feature with a single decision tree in our evolutionary learning framework to
evaluate each candidate feature. The decision tree did not perform as well as the random forest
classifier. Our result showed that the random forest classifier was able to find good features at
very early stages of the evolution and reduce the error rate faster than the decision tree.
3.5

Discussion
In this chapter, we have introduced a new evolutionary learning method which learns a

high-quality feature set to perform efficient multi-class image classification. This new method is
capable of constructing highly discriminative features automatically from the training data. This
new method constructs features that are often overlooked by humans, and is robust to minor
image distortion and geometric transformations. It uses a genetic algorithm to evolve and
construct prominent features that are defined as a series of elementary image transforms on the
input images. Boosting techniques are used to select the candidate features during evolution and
merge them to achieve accurate prediction. The use of boosting techniques improves
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performance by using a set of combined features instead of using individual features. It also
makes it possible to use fewer features while maintaining classification performance.
Our goal is to find an efficient algorithm that can achieve an acceptable balance between
the accuracy and simplicity of the system for applications that classify a small number of classes
but require real-time classification performance. We evaluate our method on both the MNIST
dataset and a FISH dataset consisting of 8 species of fish. Results from our experiments show
that we have achieved this goal. Visualization of the learned features is also included to help
analyze what features are constructed by our evolutionary learning method.
Although our evolutionary learning method meets the requirements we set for visual
inspection applications, we have identified a few areas to improve its performance further. The
use of the genetic algorithm has some disadvantages when compared with neural networks in
terms of training process and training speed. One alternative could be combining evolutionary
computation with neural networks to speed up the evolutionary process. Runtime performance of
the features could be studied and improved. The proposed algorithm can be optimized for
hardware implementation in an FPGA for real-time embedded visual inspection applications.
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4

Color ECO-Boost Algorithm
Human visual system depends on features such as shape, color, texture, and motion

characteristics to recognize objects. Color provides unique information that others cannot. For
instance, color can be used to evaluate fruit ripeness as many fruits gradually turn from yellow to
orange and then red during ripening.
Color is an important component for visual recognition of objects [74]. Using grayscale
image alone can cause confusion between two completely different features, especially for color
diagnostic objects. Color diagnosticity is defined as the degree to which a particular object is
associated with a specific color [75]. For example, a strawberry, which is a color diagnostic
object, is clearly associated with the red, pink, and green, whereas a dress is a non-color
diagnostic object as it is not strongly associated with any particular color. Color information is
important for the recognition of color diagnostic objects.
Most research studies in feature extraction for object recognition focus on grayscalebased features. Traditional theories of object recognition emphasize the importance of shape and
texture information and de-emphasize the role of color as a useful cue. Extensive experiments
have demonstrated that color plays a critical role in object recognition and it is suggested that the
role of color should be taken into account in models of visual object recognition [76]. Color
SIFT (CSIFT) was proposed to address the problem of SIFT which is designed mainly for
grayscale images. CSIFT is shown to be more robust than the conventional SIFT with respect to
color and photometrical variations [77].
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Color space selection is important to color object recognition. The selection of color
space impacts recognition performance. The most commonly used color space is RGB color
space. Generally, researchers use RGB as their primary color space for object recognition
applications because most image sensors and color display devices use red, green, and blue
channels. It can also be converted to other color spaces to separate illumination and color. Hue,
Saturation, Intensity (HSV or HIS), YC b C r , and YUV are a few well-known examples.
4.1

Motivation
Our ECO-Boost method has been proven to be effective and efficient in many object

recognition applications. A few real-world applications are presented in the next chapter. ECOBoost is designed mainly for grayscale images which limits its performance for color object
recognition. Many objects, especially color diagnostic objects mentioned earlier, can be
misclassified if their color information is ignored. Without considering color information,
valuable information for recognition could be lost during object feature learning and description.
This work addresses this problem and proposes another version of ECO-Boost feature
learning method specifically for the classification of color diagnostic objects. Instead of using the
gray scale space to represent the input image, the proposed approach extracts features from
multiple color channels in the color space of the image. Color provides unique information that
grayscale usually doesn’t have. Most of the real-world objects are color objects and having color
information encoded in the features largely improves the accuracy and efficiency of the object
classification.
In this work, the color ECO-Boost is shown to be more robust for the classification of
color diagnostic objects than the original ECO-Boost method with respect to recognition
accuracy and classification speed.
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4.2

Adding Color information
As defined in our ECO-Boost method, an evolutionary image transformation or an image

feature is constructed using a series of image transforms with their specific parameter values.
Rather than applying a single image transform to the image, we construct the transformation by
applying a sequence of basic image transforms to the input image. Our ECO-Boost method is
designed mainly for gray-scale images which means the evolutionary image transformation is
applied only to grayscale input image. It is a huge loss of information for color diagnostic objects
without considering color in the input image. Since our basic image transforms can all be applied
to color image, we extend our ECO-Boost method for gray-scale image to develop a color
version of ECO-Boost.
Color spaces are very important to color object recognition. The selection of color space
impacts the recognition performance. The most commonly used color space is RGB color space,
but researchers have converted RGB to other color spaces such as HSV and CIE Lab color space
for specific applications. In this work, we use RGB as our primary color space.
In order to calculate a fitness score to evaluate how good the image transformation
sequence is during the evolution process, a weak classifier is trained for each image
transformation using the training images. In the classifier that is associated with each learned
feature, image pixel values from all three channels in the RGB color space are obtained and
taken into consideration in the process of training the classifiers. Compared with the original
ECO-Boost method for gray-scale images, these weak classifiers get trained from color input
images and accordingly perform classification on color images.
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4.3

Experiments
To evaluate the proposed approach, we use two datasets. One is the color FISH dataset

which is a dataset of 8 species of fishes, and the other is the color DATE dataset which is a
dataset of Medjool dates with 4 maturity levels.

Figure 4-1. Samples of the Color Fish dataset.

Figure 4-1 shows samples of the fish dataset and Figure 4-2 shows samples of the color
date dataset. It is noted that there are variations in the image content with respect to the color
changes across different categories. These two datasets are good examples to demonstrate the
performance of the color ECO-Boost method. For evaluation purposes, we compare the
performance of the color ECO-Boost method with the performance of the original ECO-Boost.
Since the learning process of color ECO-Boost and the original ECO-Boost are very close to
each other, we focus our comparison on classification accuracy and the number of features
needed in the model.
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Figure 4-2. Samples of the Color Date dataset.

Figure 4-3. Comparisons of the features evolution on the Color Fish dataset.

With color information, the number of features needed to obtain a steady classification
performance is less than that with only gray-scale information. It generally takes less time for our
method with color information to learn features through evolution. The performance of learned
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features during the evolutionary learning process through multiple generations is also analyzed
and shown in Figure 4-3. It includes 6 different features that are evolved through generations: f1,
f2 and f3 are for gray-scale images and f4, f5 and f6 are for Color Fish images. The fitness scores
of features learned from color images are generally higher than those learned from gray-scale
images. Color information helps to speed up the training process and to obtain better
classification performance.

Figure 4-4. Comparisons of classification performance of each iteration on the Color Fish
dataset.

Our ECO-Boost method with color information obtained a 100% classification accuracy
on the Color Fish dataset whereas with only gray-scale information it obtained 98.4%
classification accuracy on average. Figure 4-4 shows the comparisons of test error rate on this
dataset.
Figure 4-5 shows the classification performance of each iteration in the evolution on the
Color Date dataset. Both methods were able to obtain a 100% classification accuracy. But with
color information only 1 feature is needed to reach perfect performance.
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Figure 4-5. The classification performance of each iteration in the evolution.

Figure 4-6. Comparisons of the fitness score evolution of the whole population through
generations on the Color Date dataset.

We also analyzed the process of 5 different features that were evolved through
generations on the Color Date dataset. In Figure 4-6, features f1, f2 and f3 are learned from gray64

scale images while features f4 and f5 are from color images. With color information encoded in
our method, the fitness scores of the two features quickly reach 100 in just one evolution
generation.
4.4

Discussion
We introduced color ECO-Boost as a colored image feature learning method for the

purpose of adding color information in our traditional feature representation of ECO-Boost
method.
Our experiments conclude that the number of features required in the color space is much
smaller than those for the gray scale images. The color ECO-Boost method requires fewer
features in the model and thus is trained faster. The recognition performance is improved as the
number of features increases in the model. With the color information, the color version of ECOBoost method obtains very good recognition performance with only a small number of features.
Our experiments show that recognition or classification time is essentially unaffected by
including color information. Models of color diagnostic objects presented in color are trained
faster than those that are presented in grayscale.
Our evaluation results show the high performance of color ECO-Boost when compared
with the original ECO-Boost method and prove the importance of adding color information into
the model for color object recognition.
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5

Applications of ECO-Boost Algorithm
This chapter is based on three papers that have been under preparation for publication in

journals. Following is a list of references for these publications.
•

M. Zhang, D.J. Lee, and D. Ventura. “Road Condition Evaluation for Autonomous
Driving Using Evolutionary Learning”. In Preparation for Machine Vision and
Applications.

•

M. Zhang and D.J. Lee. “Using Evolutionary Learning for Shape-based Visual Inspection
Applications”. In preparation for Biosystems Engineering.

•

D.J. Lee and M. Zhang, “Date Quality Evaluation Using Evolutionary Learning of
Boosted Features”. In preparation for Journal of Food Engineering.

5.1
5.1.1

Automatic Road Condition Recognition
Background
Weather condition affects driving and the stability of vehicles. According to the average

of data from 2005 to 2014 from National Highway Traffic Safety Administration, there are over
5 million crashes each year, and approximately 22% of all crashes are weather-related [78][79].
Wet pavement is responsible for 73% of the weather-related crashes. 46% of weather-related
crashes are caused by rain, 17% by snow, and 13% by ice [78]. The statistics prove a need for a
method that can reduce these types of accidents.
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Precipitation causes roadway impacts that include impaired visibility, reduced friction,
and lane obstruction. For the driver, the operational impacts include reduced traction, uncertain
behavior under stress, and less control for speed limits and traffic lights. For anyone else on the
road, these implications result in increased risk for accidents, increased travel time, and less
roadway capacity [79]. Similar effects can be stated for other road obstructions, i.e. potholes,
cracks, etc. It is of particular concern to find a protector against these implications when
considering autonomous system design.
Just as a human driver changes his or her defense mechanisms depending on road surface
conditions, so an autonomous vehicle must do the same. Without the input of the road condition,
an autonomous driving system will not be able to adapt its control of the vehicle for different
road conditions. Using standard autonomous driving actions for all road conditions increases risk
for accidents. Automatic evaluation of road surface condition is considered an important part of
an autonomous vehicle driving system [80].
On-road technologies for detecting road surface condition refer to the sensors set at a
stationary position that monitor conditions over time, or in some cases even aerial surveillance.
They are methods in which sensors are not located on the car itself. For example, road weather
information systems (RWIS), are placed at fixed locations to collect data, and share information
across a series of networks [81]. Similar systems are used to collect data about road cracks and
maintenance. These on-road technologies are not suitable for autonomous driving applications
due to their initial installation costs and the complexity of network communications.
On-vehicle deployed methods range anywhere from vision sensor to using the
accelerometer and GPS present in a cell phone to detect such conditions [82]. Some attempt to
use sensors on windshields to detect the phenomenon, while others may use stereo and other
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types of cameras. One method uses a camera to scan the wheels of the car in front of it and detect
precipitation [83]. One method uses GPS-tagged images in a connection with other vehicles
(suggested public-use vehicles) to communicate and create a network of information [81].
Unlike other sensors such as sonar, radar, LIDAR, or other active sensing technologies,
vision sensors are low cost and compact. Low power consumption is essential for embedded
applications. Most importantly, image sensors are able to acquire and process visual information
to provide more sophisticated assessments of the surroundings than other sensing methods.
Because of its real-time performance and object recognition capabilities, vision sensor
technology has great potential to be expanded to applications such as advanced driver assistance
systems (ADAS) and high or full autonomy self-driving vehicles.
Kuehnle and Burghour use some combined features of the road surface images as the
input to a simple neural network for winter road condition recognition [84]. A method of using
visible image road surface sensors is developed to enable early detection of road surface freezing
and refreezing during winter [85]. A Radial Basis Function (RBF) neural network is used to
classify eight different slippery road conditions based on high-dimensional features and obtains
78.4% classification accuracy [86]. These and most other vision-based methods rely heavily on
manually designed image features extracted from the road surface images and used a neural
network or a support vector machine (SVM) to classify road surface conditions. The
effectiveness and complexity of feature extraction procedure in these cases highly affect the
accuracy of the classification performance.
In this application, we use ECO-Boost as an efficient classification algorithm for road
surface condition recognition and evaluation. It is designed specifically for embedded vision
applications or resource limited systems. This method is able to automatically find useful
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features from road surface training images. Highly discriminative features are automatically
constructed by uniquely employing a standard genetic algorithm to discover a sequence of image
transforms. The construction of the features does not require a human expert to build, select
feature sets or tune their parameters nor does it require complicated initialization methods that
are usually required for deep learning methods.
We expand the evaluation of our method to a wide range of weather-related road
conditions and pavement conditions. The ECO-Boost method is evaluated on two newly created
road condition datasets. One dataset has 6 surface conditions including dryness, wetness, snow,
ice, puddle of water, and sand. The other dataset consists of 4 levels of pavement conditions
including good, line cracks, net cracks, and potholes.
5.1.2

Road surface condition classification
We evaluated our ECO-Boost method on two datasets that were created for this work.

These datasets consist of images obtained from the Internet and recorded videos in real-world
conditions. We implemented our multi-class boosting algorithms using resampling rather than
reweighting because it performs just as well, or significantly better [87]. In our boosting model,
we used sampling with replacement to reflect example weights. A new training dataset with the
same size as the original training dataset is assembled by sampling from the original training
dataset, where the probability that any example to be selected is proportional to its assigned
weight. The image feature learned from this resampled training data therefore places more
emphasis on those examples with higher weights.
We used event data recorder video resources and other online video resources to collect
our road surface condition images. Figure 5-1 shows sample images from this dataset. We

69

collected 1200 images for our road surface condition dataset with 6 categories, each of which has
200 images. We split the dataset into 900 images for training and 300 images for testing.

Figure 5-1. Samples of the road condition dataset, (a) dryness, (b) wetness, (c) snow, (d) ice, (e)
puddle of water, and (f) sand.

The road surface condition dataset was created with six road surface conditions including
dryness, wet surface, snow, ice, puddle of water, and sand. The original images as shown in
Figure 5-1 contain the information of road surface and the surrounding background. The
algorithm is designed for a forward-looking embedded vision sensor mounted on the rear-view
mirror or dashboard. Only the area in front of the vehicle is of interest. The original images
were divided into several blocks and only those road surface blocks of interest are extracted to
create our road surface condition dataset. This sample image collection process helped us build a
high-quality dataset for experiments.
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Figure 5-2. The classification error rate for each evolution iteration on the road surface condition
dataset.

Figure 5-3. The confusion matrix of the classification performance on the road surface condition
dataset
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The ECO-Boost method obtained a 92% classification accuracy on our road surface
condition dataset. For comparison, we also evaluated the boosted random forest method on this
dataset without evolutionary learning. This simple random forest method obtained an 89.33%
classification accuracy. This comparison demonstrated that our evolutionary learning method did
discover useful features for classification. The classification performance of each iteration in the
evolutionary learning on the road surface condition dataset is shown in Figure 5-2. It took the
evolutionary learning algorithm approximately 40 learning iterations to reach its steady-state
performance. The confusion matrix of the classification performance is shown in Figure 5-3.
The dryness and wetness were easily confused because the subtle difference between them. Ice
and snow were the easiest to recognize. In contrast, puddle of water was the hardest because of
its similarity with icy road surface.

Figure 5-4. Performance comparison among 4 different population sizes in the evolutionary
learning on the road surface condition dataset.
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We also performed experiments using four different sizes of the population generated in
the genetic algorithm. Figure 5-4 shows the performance comparison using different population
sizes. It seems that using a relatively small population resulted in better performance. This is
most likely because using a smaller population size allows for the exploration of those transform
combinations which tend to mature more slowly than others but could eventually result in a
higher fitness score. We ran the genetic algorithm in our ECO-Boost method using a population
size of 10. The advantages of this population size are its computational efficiency and its ability
to provide diversity in the learned features.
We took a closer look at the learned evolutionary image transformations or image
features from our learning process and specifically what the ECO-Boost method constructed for
the road surface condition dataset. The output of each image transform in the learned
transformation sequences was examined to show what information these transformations
discovered. For visualization, we averaged the image transform outputs of all training images
used for each specific class. The resulting average outputs are then normalized to be viewed as
images.
Figure 5-5 shows two features learned from the road surface condition dataset. In Figure
5-5, each row represents a class of the road surface condition dataset which includes 6 road
surface conditions and each column represents a particular transform that is used in that feature
for all 6 classes. These transforms are shown in the order they appear in the feature. To be more
specific, the first feature (Figure 5-5(a)) has 3 transforms which consist of a Gaussian transform
(column 1), a Sobel transform (column 2), and a Gradient transform (column 3). The second
feature (Figure 5-5(b)) has 4 transforms which consist of 3 Sobel transforms (column 1-3), and a
Gaussian transform (column 4).
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As shown in Figure 5-5, texture is the most important piece of information that both
features (Figure 5-5(a) and (b)) focus on extracting from the training images. As a human expert
would rely heavily on texture information to classify these 6 classes, our ECO-Boost algorithm
extract image features emphasizing the image texture.

(a)
74

(b)
Figure 5-5. Visualization of features that are learned from the road surface condition dataset. (a)
is a feature that includes 3 transforms and (b) is a feature that includes 4 transforms.

5.1.3

Road pavement condition
Besides the road surface condition dataset, we also created a road pavement condition

dataset. This dataset has 4 typical road pavement conditions including good pavement, line
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crack, net cracks and potholes. These four types of pavement conditions are the most common
road conditions in real world.

Figure 5-6. Samples of the road pavement dataset, (a) good, (b) line cracks, (c) net cracks, and
(d) potholes.

As with the road surface condition dataset, we also included 200 images for each
pavement condition that gave us a total of 800 images in the road pavement condition dataset.
Samples of this dataset are shown in Figure 5-6.
We carried out two experiments for this dataset. In the first experiment, we used our
evolutionary learning method on the road pavement condition dataset. Our classification
accuracy on this dataset was 100%. The confusion matrix is not included because of the perfect
result. For the second experiment, we tested the boosted random forest method on the dataset
without the evolutionary learning. We simply used boosting techniques on the raw image dataset
without using any other feature extraction methods. The classification accuracy dropped to
98.5%. Even though both methods performed well on the road pavement condition dataset, our
evolutionary learning method was able to discover more useful features to obtain perfect
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classification accuracy. The classification performance of each iteration in the evolutionary
learning on the road pavement condition dataset is shown in Figure 5-7. It took the algorithm
only 7 training iterations to reach 100% accuracy.

Figure 5-7. The classification error rate for each evolution iteration on the road pavement
condition dataset.

An approach for understanding and visualizing these evolutionary image transformations
or image features obtained from our learning process has been developed to interpret what the
ECO-Boost method constructed for the road pavement condition dataset. The output of each
image transform in the learned transformation sequences was examined to show what
information these transformations discovered. For visualization, the image transform outputs of
all training images used for each specific class were averaged and then normalized to be viewed
as images.
Figure 5-8 shows four features learned from the road pavement condition dataset. This
dataset has 4 pavement conditions. In Figure 5-8, each row represents a class of the road
pavement condition dataset and each column represents a particular transform that is used to
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construct that feature for all 4 classes. These transforms are shown in the order they appear in the
feature.

(a)

(b)

(c)
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(d)
Figure 5-8. Visualization of features that are learned from the road pavement condition dataset.

The four features in Figure 5-8 have three or four transforms as a result of our
evolutionary learning process. Both the first (Figure 5-8(a)) and the last (Figure 5-8(d)) features
have 3 transforms. The second (Figure 5-8(b)) and the third (Figure 5-8(c)) features have 4
transforms. More specifically, the first feature consists of 2 Sobel transforms (columns 1 and 2),
and a Gabor transform (column 3). The second feature consists of a Gaussian transform (column
1), 2 Median Blur transform (columns 2 and 3), and a Sobel transform (column 4). The third
feature consists of a Sobel transform (column 1), a Gabor transform (column 2), a Gaussian
transform (column 3), and a Gabor transform (column 4). The last feature consists of 2 Gaussian
transform (columns 1 and 2), and a Laplacian transform (column 3). All these learned features
have various transform sequences.
Like the features that are trained from the road surface condition dataset, features shown
in Figure 5-8 also indicate that texture information is the most distinctive information being
extracted from the images. Our model reached 100% classification accuracy with these features
which shows a perfect classification performance on the dataset.
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5.1.4

Discussion
The new ECO-Boost algorithm is designed specifically for embedded vision applications.

The goal is to trade slight accuracy for processing efficiency for real-time performance. We
performed the training multiple times on a desktop computer using our training images for 80
iterations to obtain between 30 to 50 features. We then ran the classification using the learned
features on an embedded system equipped with a Cortex-A15 2GHz processor. The processing
time was approximately 10 milliseconds per prediction. Our algorithm has proved to be efficient
for very high frame rate performance even with a small ARM-based processor.
A hardware-friendly version of the algorithm has been developed. Our hardware
simulation showed that the modifications and optimizations made to the algorithm for hardware
implementation did not affect its accuracy. The hardware-friendly version can be implemented
in a field programmable gate array (FPGA) or an application specific integrated circuit (ASIC)
for applications that required a compact, low-cost, and low-power vision sensor.
In this work, we have introduced our newly developed ECO-Boost algorithm for
automatic road condition evaluation. Our ECO-Boost method is not only capable of
automatically learning global information from training images but also improving performance
through the use of boosting techniques.
The main advantage of the proposed method is its simplicity and computational
efficiency. For both the road surface condition dataset and road pavement condition dataset, it
obtained almost perfect classification performance that is comparable to the performance
obtained using deep learning and other more sophisticated classification methods. Our method
accurately distinguishes six road surface conditions including dryness, wetness, snow, ice,
puddle of water, and sand. It also recognizes different road pavement conditions to detect cracks
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and potholes. It obtains 92% classification accuracy on the road surface condition dataset of
1200 images and 100% on the pavement condition dataset of 800 images.
For future work, we will expand our datasets by collecting more real-world road surface
images to improve the performance of our evolutionary learning method for road surface
condition evaluation. We will take our ARM-based embedded vision system for road testing and
complete the implementation of our hardware-friendly version of the algorithm on an FPGA.
5.2
5.2.1

Oyster Quality Grading
Background
According to the Interstate Certified Shellfish Shippers List as of August 22, 2017 there

were 2666 companies registered and licensed as interstate shippers that could grade oysters for
packing or repacking throughout the United States [88]. Sorting oysters by shape and size is an
important step in getting half shell oysters to market. Restaurants prefer oysters that have a
strong or thick shell, smooth shape, and deep cup filled with meat. Unfortunately, oysters are not
like man-made products that are made with uniform shape. Some are very long, others have a
depth to them and others can be thin and round. Growth varies based on factors such as growing
area salinity, species of oyster, available food and tidal action. Oysters from the same area may
be similar but never identical.
Wild harvested oysters are initially graded upon harvesting and sold to companies or
individuals for further grading. There are at least three grades by oyster size and possibly more
depending upon the markets. Each grower or harvester has their own set of rules in determining
what defines the highest grade of oysters, also known as “choice” or “select” oysters. Oysters
that don’t meet that grade are known as “standards” and are typically sold for lower prices.
Consumers prefer oysters that are round or oval and approximately two inches in diameter [89].
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Experts from the west coast oyster farms established guidelines to describe desirable and
undesirable shell shapes [90].
The introduction of a machine vision system to grade and sort oyster shellstock versus
hand labor can provide consistent grading and warrant evaluation. Based upon limited existing
labor pools, current congressional reduction in foreign temporary labor supply, fluctuating oyster
shellstock availability, and fluctuating but high customer oyster demand, a machine vision
system could support a business and allows for high speed shellstock grading.
Damar et al. used Archimedes principle to measure oyster density and used machine
vision to take top view and side view of the raw oyster meat to estimate volume and then use
cubic spline to predict weight [91][92]. Lee et al. developed a 3-D oyster meat volume
measurement method that truly measured the volume instead of estimating oyster volume from
2-D image [93]. Lee et al. proposed to use Learning Vector Quantization (LVQ) for shape
evaluation and developed a machine vision system that is capable of sorting oysters by size and
detecting irregular shapes [94]. Xiong et al. proposed using a shape similarity measure method
called Turn Angle Cross-correlation (TAC) for size and shape-based oyster grading [95]. None
of the aforementioned methods use machine learning techniques that can automatically learn
distinct features from the images and adapt for different grading criteria efficiently. As discussed
previously, each oyster grower or harvester has their own set of grading rules. A grading
algorithm that is able to learn and mimic human grading will make a more powerful vision
system.
The ECO-Boost algorithm is designed specifically for embedded vision applications or
resource limited systems. It is able to automatically find useful features from training images and
thus can be adapted for the oyster quality grading application in industry. Features are
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automatically constructed by uniquely employing a standard genetic algorithm to discover a
sequence of image transforms that are highly discriminative. Figure 5-9 shows an overview of
the ECO-Boost algorithm for oyster quality grading and evaluation. It generally shows how a
number of evolutionary image transformations are combined to make a stronger classifier in the
ECO-Boost algorithm for object classification.

Figure 5-9. An overview of the ECO-Boost algorithm.

5.2.2

Experimental Results
A total of 300 oyster samples were collected for this work. Our oyster dataset was created

with three categories, banana, irregular, and good. Broken is included in irregular as they should
both be considered the lowest quality. These samples consist of 50 banana shapes similar to the
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example shown in Figure 5-10 (a), 100 of irregular or broken shapes as the examples shown in
Figure 5-10 (b) and (c), and 150 good quality shapes as shown in Figure 5-10 (d).

Figure 5-10. Images samples of each category in our oyster dataset.

Figure 5-11. The classification performance of each iteration in the evolution on the oyster
dataset.
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Samples of the least ambiguous shapes were selected manually to create a training set to
train the proposed evolutionary learning method. This training set consists of 38 banana shapes,
and 75 irregular shapes, and 113 good quality shapes.
Our evolutionary learning method obtained a 98.6% classification accuracy on our oyster
testing dataset. All the banana and broken oysters were correctly classified. There was one good
oyster that was misclassified as broken. The classification performance of each iteration in the
evolutionary learning on this dataset is shown in Figure 5-11. It took the evolutionary learning
algorithm approximately 8 or 9 learning iterations or generations to reach its steady-state
performance.

Figure 5-12. The evolution of features during the evolutionary learning in terms of fitness score.

We also analyzed the performance of learned features during the evolutionary learning
process and through multiple generations. Figure 5-12 shows the statistics of the fitness scores
for the entire population in each iteration. The feature with the highest fitness score in each
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iteration was selected for classification. The maximum fitness score reached 100 (a feature
provides perfect classification result) after around 7 learning iterations.

Figure 5-13. The fitness score evolution of the whole population through generations.

Figure 5-13 shows the process of 5 different features that were evolved through
generations. Our evolutionary learning process is able to learn good features through the
evolution.
The most straight-forward visualization technique is to show the image transform output
of all training images used for each specific class in order to interpret what features the ECOBoost method constructed for the dataset. The outputs of each image transform in the
transformation sequences were averaged and then normalized in order to be viewed as images.
Figure 5-14 shows three features learned from the oyster dataset. There are 3 types of oysters in
this dataset including banana shape oysters, irregular shape oysters, and good quality shape
oysters. In Figure 5-14, each row represents a class of the oyster dataset and each column
represents a particular transform that appears in that feature. These transforms are shown in the
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order they appear in the feature. The first feature (Figure 5-14(a)) has 4 transforms and the other
two features (Figure 5-14(b) and Figure 5-14(c)) both have 3 transforms. To be more specific,
the first feature consists of a Sobel transform (column 1), 2 Gabor transforms (columns 2 and 3),
and a Gradient transform (column 4). The second feature in Figure 5-14 consists of 2 Median
Blur transforms (columns 1 and 2) and a Gaussian transform (column 3). The last feature
consists of a Gabor transform (column 1), a Gradient transform (column 2), and a Laplacian
transform (column 3).

(a)

(b)
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(c)
Figure 5-14. Visualization of features that are learned from the oyster dataset. (a) is a feature
with 4 transforms and both features (b) and (c) have 3 transforms.

Figure 5-14 shows that shape information is the most important piece of information
being extracted from the images. Both features (Figure 5-14(b) and Figure 5-14(c)) emphasize
more on the shape of the oysters as shown in Figure 5-14. The first feature in Figure 5-14
emphasizes both the shape and texture information.
5.2.3

Discussion
In this chapter, we have introduced our ECO-Boost algorithm for automatic shape-based

oyster quality grading. The main advantage of the ECO-Boost method is its simplicity and
computational efficiency. It is able to mimic how a human grader grades for specific
requirements or preferences so it is perfect for embedded vision applications. The algorithm
obtains 98.6% classification performance on the oyster dataset that we collected. All the banana
and broken oysters were correctly classified.
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5.3
5.3.1

Date Skin Delamination Evaluation
Samples collection
Using our ECO-Boost features provides many benefits, one of which is that these features

are not limited to certain image sources including data originating from CMOS Sensors,
synthetic aperture radar (SAR), infrared (IR), and potentially others such as magnetic resonance
imaging (MRI), computed tomography (CT), X-ray, etc. In this work, we collected infrared
images of dates for our date quality grading based on skin delamination. We collected 419
images for training and 240 images for testing for our infrared date image dataset. The infrared
date image dataset was created with four levels of skin delamination including confection, fancy,
extra fancy and large. Figure 5-15 shows samples of different levels of skin delamination from
this dataset.

Figure 5-15. Samples of different levels of skin delamination (from left to right, large, extra
fancy, fancy, confection).

89

5.3.2

Experiments
Our evolutionary learning method obtained a 95.0% classification accuracy on our

infrared date image dataset. The classification performance of each iteration in the evolutionary
learning on the infrared date image dataset is shown in Figure 5-16. It took the evolutionary
learning algorithm approximately 50 learning iterations to reach its best performance.

Figure 5-16. The classification error rate for each evolution iteration on the infrared date image
dataset.

The confusion matrix of the classification performance is shown in Figure 5-17. All
misclassifications happened between neighboring classes. For example, one image from fancy
class was misclassified as confection which is one grading level lower than fancy, and three
images from fancy class was misclassified as extra fancy which is one grading level higher than
fancy.
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One technique for understanding and visualizing the learned features from the ECOBoost method is developed to take a closer look at what the ECO-Boost method constructed for
the infrared date image dataset. The technique is to take all training images used for each specific
class, feed them through each image transform in the learned transformation sequences, and
average the outputs. The resulting average outputs are then normalized to in order to be viewed
as images.

Figure 5-17. The confusion matrix of the classification performance on the infrared date image
dataset.

Figure 5-18 shows three features learned from the infrared date image dataset. In Figure
5-18, each row represents a class of the infrared date image dataset (4 date classes) and each
column represents a particular transform that appears in that feature. These transforms are shown
in the order they appear in the feature. The three features shown in Figure 5-18 all have different
number of transforms after the evolutionary learning process. The first feature (Figure 5-18(a))
has 5 transforms consisting of a Gaussian transform (column 1), a Median Blur transform
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(column 2), A Gaussian transform (column 3), a Gabor transform (column 4) and a Laplacian
transform (column 5). The second feature (Figure 5-18(b)) has 6 transforms consisting of a
Median Blur transform (column 1), a Laplacian transform (column 2), a Gradient transform
(column 3), a Gaussian transform (column 4), a Sobel transform (column 5), and a Gabor
transform (column 6). The last feature (Figure 5-18(c)) has 3 transforms consisting of a Gradient
transform (column 1), a Sobel transform (column 2), and a Gabor transform (column 3).
It can be seen from Figure 5-18 that the first feature emphasizes more of the texture of
the dates and the other two features emphasize both the shape and texture information. Shape and
texture information is the key information used in the infrared date classification in our
experiments and with these learned features our model obtained a good classification
performance.

(a)
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(b)

(c)

Figure 5-18. Visualization of features that are learned from the infrared date image dataset.

5.3.3

Discussion
We applied our ECO-Boost algorithm for this infrared date image quality evaluation. On

our infrared date image dataset that we collected for our experiment, our method obtained 95.0%
classification accuracy which is comparable to the performance obtained using other more
sophisticated classification methods. The experimental results show that our method can
accurately distinguish four types of skin delamination of infrared date images including
confection, fancy, extra fancy and large. This date quality grading standard is commonly used in
real-world date quality grading tasks. It shows that ECO-Boost is good for some real-world
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vision applications. The experimental results also show that one benefit of our ECO-Boost
algorithm is that it is not limited to certain image sources, ECO-Boost also works well on
infrared images.
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6

6.1

Conclusion and Future Work

Conclusion
This work was conducted to explore the feasibility of using evolutionary learning method

to automatically evaluate the quality of agricultural products. It includes the improvements on
the ECO-Feature algorithm and a new feature construction approach called ECO-Boost
algorithm.
The improvements on the ECO-Feature algorithm, including the efficient training of
ECO-Feature and global ECO-Feature algorithm, are presented in Chapter 2. Both improvements
are developed to address the limitations of the original ECO-Feature algorithm and improve the
effectiveness of the features. One improvement is to add a feature descriptor in the features to
reduce the dimensionality of the input space of the classifiers. Histograms of Oriented Gradients,
Local Binary Patterns Histograms, and the Hu set of the invariant moments are the three feature
descriptors included for study. Using a descriptor not only captures the essential properties of
ECO features but also provides invariance to some image deformations. This improvement is
tested on a number of datasets including pistachio, cashew, almond and fruit date. Although the
performance of this improvement on nut quality evaluation and fruit moistness evaluation is
comparable to the original ECO-Feature, the feature dimensionality is greatly reduced and the
training time is significantly shortened.
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The other improvement is to construct a global representation of the object and thus
achieve the invariance to small image deformations. A non-linear down-sampling technique is
employed to reduce the dimensionality of the generated features and help improve the training
efficiency of the features. This improvement was tested on the date dataset and it was shown to
work better for moistness evaluation as well.
A new feature construction approach called ECO-Boost algorithm is developed and the
details are given in this dissertation. This algorithm provides several benefits over the original
ECO-Feature algorithm. Boosting techniques are employed to select candidate features during
the evolution process and merge them to achieve more accurate prediction. The best feature
combinations can be discovered for each specific object classification task.
The performance of the ECO-Boost algorithm is evaluated on both the well-known
MNIST dataset and a fish dataset consisting of 8 species of fish. Experimental results showed
that this approach obtains competitive performance and achieves an excellent balance between
accuracy and simplicity for multi-class object classification. The visualization of the constructed
features was presented to show the object information the evolutionary learning discovered.
The ECO-Boost algorithm was tested and applied to several different datasets for visual
inspection applications with various purposes. Hundreds of images were collected and four
datasets were created to evaluate the performance of the algorithm. For both the road surface
condition dataset and the road pavement condition dataset, ECO-Boost algorithm obtained
almost perfect classification accuracy that are comparable to the performance achieved by other
more sophisticated classification methods. ECO-Boost algorithm can not only accurately
distinguish six types of road surface conditions including dryness, wetness, snow, ice, puddle of
water, and sand but also recognize cracks and potholes on the road pavement. For the oyster
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quality grading and infrared date skin delamination evaluation, the four classes from these two
datasets can be accurately distinguished by the ECO-Boost algorithm.
6.2

Contributions
The summary of contributions is given below.
1. Improve on ECO-Feature method for efficient training.
2. Improve on ECO-Feature method for global feature construction.
3. ECO-Feature with efficient training is tested on several datasets to demonstrate its
abilities to perform visual inspection for nuts quality evaluation and date moistness
evaluation.
4. Global ECO-Feature is tested and proved suitable for date moistness evaluation.
5. Develop a new feature construction approach called ECO-Boost that focuses on learning
global image features for multi-class object recognition.
6. Analyze the image transforms that can be effectively used in ECO-Boost.
7. Enhance the classification performance using a boosted ensemble of classifiers.
8. Extend the ECO-Boost algorithm to include color information and improve the efficiency
of the features.
9. Create visualization of the features that shows what the ECO-Boost algorithm learns from
a number of datasets.
10. Apply the ECO-Boost algorithm to the oyster dataset for oyster quality grading.
11. Apply the ECO-Boost algorithm to two road condition datasets for road surface condition
and road pavement condition evaluation.
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12. Apply the ECO-Boost algorithm to the infrared date skin delamination dataset for date
skin delamination evaluation.
6.3

Future Work
There are several research topics that could be done to improve the performance of the

ECO-Boost algorithm. Although our evolutionary learning method meets the requirements we
set for visual inspection applications, we have identified a few areas to improve its performance
further. The use of the genetic algorithm has some disadvantages when compared with neural
networks in terms of training process and training speed. Speeding up the evolutionary process
could be done to improve the runtime performance of the algorithm.
Our goal of developing ECO-Boost algorithm is to find an efficient algorithm that can
achieve an acceptable balance between the accuracy and simplicity of the system for applications
that classify a small number of classes but require real-time classification performance. The
ECO-Boost algorithm can be optimized for hardware implementation in an FPGA for real-time
embedded visual inspection applications.
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