Abstract-Polar codes are the first class of constructive channel codes achieving the symmetric capacity of the binary-input discrete memoryless channels. But the corresponding code length is limited to the power of two. In this paper, we establish a systematic framework to design the rate-compatible punctured polar (RCPP) codes with arbitrary code length. A new theoretic tool, called polar spectra, is proposed to count the number of paths on the code tree with the same number of zeros or ones respectively. Furthermore, a spectrum distance SD0 (SD1) and a joint spectrum distance (JSD) are presented as performance criteria to optimize the puncturing tables. For the capacity-zero puncturing mode (punctured bits are unknown to the decoder), we propose a quasi-uniform puncturing algorithm, analyze the number of equivalent puncturings and prove that this scheme can maximize SD1 and JSD. Similarly, for the capacity-one mode (punctured bits are known to the decoder), we also devise a reversal quasi-uniform puncturing scheme and prove that it has the maximum SD0 and JSD. Both schemes have a universal puncturing table without any exhausted search. These optimal RCPP codes outperform the performance of turbo codes in LTE wireless communication systems.
I. INTRODUCTION
Rate-compatible coding schemes are desirable to provide different error protection requirements, or accommodate timevarying channel characteristics. Especially, we would like to design a pair of encoder and decoder which can adapt both different code length and different code rate without changing their basic structure in the hybrid automatic repeat-request (HARQ) protocols. In such cases, rate compatible punctured convolutional (RCPC) codes [2] or rate compatible punctured turbo (RCPT) codes [3] are typical coding techniques, which are broadly applied in modern wireless communication systems, such as LTE (Long Term Evolution). Recently, as the first constructive capacity-achieving coding scheme, polar codes [1] reveal the advantages of error performance and many attractive application prospects. According to the original code construction [1] , polar codes are also able to support rate compatibility partially since the code rate can be precisely adjusted by adding or deleting one information bit. However, the code length N still is limited to the power of two, i.e., N = 2 n . Consequently, puncturing code bits and shortening the code length becomes the key technique of designing good rate-compatible punctured polar (RCPP) codes.
To the best of the authors' knowledge, the puncturing schemes of polar codes can be summarized as two categories. First, some code bits are punctured in the encoder and the decoder has no a priori information about these bits which can be regarded as the ones transmitting over zero-capacity channels. In this paper, we call this category as the capacity-zero (C0) puncturing mode. Second, the values of the punctured code bits are predetermined and known by the encoder and decoder. Thus the associated channels can be regarded as one-capacity channels. We use the capacity-one (C1) puncturing mode to sketch the feature of this category.
For the puncturing schemes under the C0 mode, Eslami et al. first proposed a stopping-tree puncturing to match arbitrary code length under the belief propagation (BP) decoding [12] , [13] . Then, Shin et al. proposed a reduced generator matrix method to efficiently improve the error performance of the RCPP codes under the successive cancellation (SC) decoding [15] , whereas searching the good polarizing matrices is still a time consuming process. In [18] , a heuristic puncturing approach was proposed for the codes with short length. In [14] , an efficiently universal puncturing scheme, named quasiuniform puncturing algorithm (QUP) was proposed and the corresponding RCPP codes can outperform the performance of turbo codes in 3G/4G wireless systems.
On the other hand, for the puncturing schemes under the C1 mode, Wang et al. [16] first introduced the concept of capacity-one puncturing and devised a simple puncturing method by finding columns with weight 1 to improve the error performance of SC decoding. Later, the author in [17] exploited the structure of polar codes and proposed a reducedcomplexity search algorithm to jointly optimize the puncturing patterns and the values of the punctured bits.
To sum up, for the mainstream SC/SC-like decoding, most of the current puncturing schemes under the C0 or C1 modes are heuristic methods and lack of a systematic framework to design the RCPP codes. Intuitively, the optimal punctured scheme under the SC decoding can be obtained by enumerating each punctured pattern and calculating the relative upper bound of block error rate (BLER). Obviously, this exhausted search is intractable due to the prohibitive complexity. Theoretically, like the optimization of RCPC or RCPT codes, RCPP codes can also be constructed by the optimization of the distance spectra (DS) or weight enumeration function (WEF) [22] for different punctured patterns. But due to the high complexity of DS/WEF calculation of polar codes [20] , [19] , it is also unrealistic to design RCPP codes based on these metrics. Hence, designing a feasible and computable measurement is crucial for the optimization of RCPP codes under the SC decoding.
In this paper, we establish a complete framework to design and optimize the RCPP codes under the SC/SC-like decoding. Based on this framework, we obtain the optimal puncturing schemes for both modes. The main contributions of this paper can be summarized as follows.
(1) First, we propose a new tool, called polar spectra (PS), to simplify the performance evaluation of RCPP codes under SC decoding. Conceptually, polar spectra are defined on the code tree and include two categories: PS1 and PS0, which represent the number of paths with the same Hamming weight or complemental Hamming weight (the number of zeros) respectively.
Based on PS, we introduce two kinds of path weight enumeration function (PWEF1 and PWEF0) to indicate the distribution of (complemental) path weight. Furthermore, three performance metrics, the spectrum distance for PWEF0 (SD0), the spectrum distance for PWEF1 (SD1), and joint spectrum distance (JSD) for the entire PS, are defined to optimize the distribution of (complemental) path weight under two puncturing modes (C0 and C1).
(2) Second, for the C0 mode, thanks to the easily analyzed property of PS, we prove that the quasi-uniform puncturing (QUP) algorithm proposed in [14] can maximize the metrics SD1 and JSD. Moreover, we analyze the structure feature of this puncturing and obtain the exact number of equivalent puncturing tables.
(3) Third, for the C1 mode, we propose a new reversal quasi-uniform puncturing (RQUP) and prove that this scheme can maximize the metrics SD0 and JSD.
The remainder of the paper is organized as follows. Section II describes the preliminaries of polar codes, including polar coding, decoding algorithm, and upper bounds analysis of Bhattacharyya parameter. Section III describes the puncturing modes of RCPP codes and sketches out the en-/decoding process. The concepts of polar spectra, PWEFs (PWEF0 and PWEF1), and spectrum distances (SD0, SD1, and JSD) are introduced in Section IV. The QUP algorithm is presented and proved to be the optimal one under the C0 puncturing mode in Section V. Similarly, the RQUP scheme is proposed and proved to maximize the SD0 and JSD under the C1 puncturing mode in Section VI. Section VII provides the numerical analysis for various puncturing schemes and simulation results for RCPP and turbo codes in LTE systems. Finally, Section VIII concludes the paper.
II. PRELIMINARY OF POLAR CODES A. Notation Conventions
In this paper, calligraphy letters, such as X and Y, are mainly used to denote sets, and the cardinality of X is defined as |X |. The Cartesian product of X and Y is written as X × Y and X n denotes the n-th Cartesian power of X . We write v
given an index set A ⊆ I = {1, 2, · · · , N } and its complement set A c , we write v A and v A c to denote two complementary subvectors of v N 1 , which consist of v i s with i ∈ A or i ∈ A c respectively. We use E(·) to denote the expectation operation of a random variable.
Throughout this paper, log means "logarithm to base 2", and ln stands for the natural logarithm.
B. Encoding and Decoding of Polar Codes
Given a B-DMC W : X → Y with input alphabet X = {0, 1} and output alphabet Y, the channel transition probabilities can be defined as W (y|x), x ∈ X and y ∈ Y and the corresponding reliability metric, Bhattacharyya parameter, can be expressed as
Applying channel polarization transform for N = 2 n independent uses of B-DMC W , after channel combining and splitting operation [1] , we can obtain a group of polarized channels W (i)
The Bhattacharyya parameters of these channels satisfy the following recursion
By using of the channel polarization, the polar coding can be described as follows. Given the code length N , the information length K and code rate R = K/N , the indices set of polarized channels can be divided into two subsets: one set A to carry information bits and the other complement set A c to assign the fixed binary sequence, named frozen bits. So a message block of K = |A| bits is transmitted over the K most reliable channels W (i) N with indices i ∈ A and the others are used to transmit the frozen bits. So a binary source block u N 1 consisting of K information bits and N − K frozen bits can be encoded into a codeword x
where the matrix G N is the N -dimension generator matrix. This matrix can be recursively defined as G N = B N F ⊗n 2 , where "
⊗n " denotes the n-th Kronecker product, B N is the bit-reversal permutation matrix, and
In this paper, we mainly use the trellis or factor graph based on the coding relationship x N 1 = u N 1 G N to describe the structure of polar or RCPP codes, where the source bits are arranged by the bit-reversal order and the code bits by the natural order. On the other hand, we also introduce the dual trellis to simplify the analysis of puncturing schemes.
Definition 1: The dual trellis or dual factor graph is defined as a trellis deduced from the constraint u [5, Lemma1] ). Compared with the original trellis, in this dual trellis, the source bits are assigned by the natural order and the code bits by the bit-reversal order.
For the construction of polar codes, the calculation of channel reliabilities and selection of good channels are the critical steps. In this paper, for the convenience of theoretic analysis, we mainly use Bhattacharyya parameter to indicate the channel reliability.
As pointed in [1] , polar codes can be decoded by the SC decoding algorithm with a low complexity O(N log N ). Furthermore, many improved SC decoding algorithms, such as, successive cancellation list (SCL) [6] , successive cancellation stack (SCS) [9] , successive cancellation hybrid (SCH) [10] , and CRC aided (CA)-SCL/SCS [6] , [7] , [8] decoding can be applied to improve the performance of polar codes.
C. Upper Bounds of Bhattacharyya Parameters for Polar Codes
The channel index i can be expanded as
where
denote the n-bit binary expansion of i − 1 and l is the polarization level. Let A 0 = a 0 = log 2 (Z 0 ) and A l = log 2 (Z u l ), where Z u l denotes the upper bound of the Bhattacharyya parameter at level l. According to the analytical idea of asymptotic convergence of Bhattacharyya parameter in [4] , the iteration of the upper bound in the logarithmic domain can be expressed as
III. RCPP CODES
In this section, we introduce the definition of RCPP codes and describe the corresponding coding and decoding process. Then, we review the puncturing modes of RCPP codes, such as the C0 and C1 modes. In the end, we analyze the upper bound of Bhattacharyya parameter for both modes.
A. Definition of RCPP Codes
RCPP codes are a kind of rate-and length-compatible polar codes. The entire encoding process can be described by two steps. In the first step, an original K-bit information block is coded by the coding constraint (3) , that is, a binary source block u N 1 consisting of the information subvector u A and the frozen subvector u A c is encoded into a code block x N 1 . Then in the second step, in order to adapt the rate variation, the length of N -bit code block is shortened according to the puncturing table. Here, the puncturing table T N is defined as
with t i ∈ {0, 1}, i ∈ I, where t i = 0 means that the code bit x i in the corresponding index is not to be transmitted, and vise versa. Let B = {i|t i = 0} and B c = {i|t i = 1} denote the puncturing set and the complement set, whereby the corresponding cardinalities are defined as |B| = Q = N − M and |B c | = M respectively. Since the code length of the original polar codes is limited to a power of 2, without loss of generality, it suffices to concern only on the case that 2 n−1 < M ≤ 2 n . So after puncturing Q code bits, an M length RCPP codeword x B c can be obtained from the table T N . Accordingly, the code rate of RCPP coding scheme can be defined as R = K/M .
The encoding process of RCPP code can also be equally described based on the puncturing of source bits. Firstly, we introduce a puncturing set of source bits D, which satisfies |D| = |B| = Q. After deleting Q bits, a minished source vector u D c is obtained. Then the codeword x B c with the code length M can be written by
where the dimension-reduction generator matrix G M is obtained by eliminating the columns corresponding to the set B and rows corresponding to the set D from the matrix G N . The construction of RCPP codes is similar to that of polar codes. Let W denote the punctured channel. For RCPP codes, the transmission channel W can be regarded as a compound of the original B-DMC and the punctured channel, i.e., W = {W, W}. Similarly, under the puncturing operation, after channel splitting and combing, we can also obtain a group of polarized channels W The decoder of RCPP codes has the same decoding structure as that of polar codes. However, the initialization of bit LLRs for those punctured bits is different for the C0 or C1 modes, which will be further explained in the next subsection.
B. Puncturing Modes of RCPP Codes
By now, we have two puncturing modes for RCPP codes: C0 mode and C1 mode. For the former, the code bits in the puncturing set B are deleted in the encoder and their values are unknown in the the decoder. Thus, the transition probabilities of punctured channel W are W (y i |0 ) = W (y i |1 ) = 1 2 . The corresponding channel capacity is zero, that is, I(W) = 0. Given a punctured bit x i (i ∈ B), for the C0 mode, the corresponding LLR in the decoder is L(y i ) = ln
On the contrary, for the latter, the punctured bits are set as frozen bits [16] in the encoder and their values are fixed and known in the decoder. Suppose the fixed value is zero, that is, y i = 0, the transition probabilities are W (0 |0 ) = 1, W (0 |1 ) = 0. So the channel capacity is one, that is, I(W) = 1 and the corresponding LLR is L(y i ) = +∞.
For two channel polarization, the factor graphs of polar codes under the C0 and C1 modes are shown in Fig. 1 .
In this figure and throughout the paper, black circle and black squares denote the variable and check nodes of the factor graph, meanwhile, red cross and blue triangle stand for
Factor graph representation for two channel polarization under two puncturing modes the punctured bits under the C0 or C1 modes respectively. In Fig. 1(a) (1(b) ), the code bit x 1 (x 2 ) is punctured and the corresponding Bhattacharyya parameter is Z(W) = 1. The relative puncturing tables are T 2 = (0, 1) and T 2 = (1, 0) respectively. On the other hand, in Fig. 1(c) , the code bit x 2 are punctured and the corresponding Bhattacharyya parameter is Z(W) = 0, meanwhile, the source bit u 2 is a frozen bit. In this scheme, the puncturing table is T 2 = (1, 0). Lemma 1: For two channel polarization under the C0 mode, both puncturing tables T 2 = (0, 1) or T 2 = (1, 0) can generate the same polarization results.
Lemma 2: For two channel polarization under the C1 mode, the puncturing table satisfies T 2 = (1, 0) and the source bit u 2 should be assigned a fixed value. In addition, the reliabilities of polarized channels satisfies Z W = 0 respectively. These two lemmas will be proved in the Appendix. Furthermore, they can be recursively applied in the process of N channels polarization.
Lemma 3: Given a RCPP code constructed under the C1 mode, the Bhattacharyya parameters of the polarized channels are smaller than those of the original polarized channels, that is, Z W
This lemma reveals that the puncturing under the C1 mode will improve the reliability of each polarized channel and will be proved in the Appendix.
C. Upper bounds of Bhattacharyya Parameters for RCPP Codes
Let Z u l denote the upper bounds of the Bhattacharyya parameters under puncturing and A n = log 2 Z u l , on the corresponding trellis, the upper bounds of Bhattacharyya parameters can be iteratively evaluated by considering the reliability difference of the polarized channels.
In the first case, a pair of independent polarized channels W (i) N/2 with the same reliability are considered. By using the same binary expansion in (4), we can write the iteration of these bounds in the logarithmic domain as
In the second case, we consider a pair of channels have different reliabilities, meanwhile, one is a punctured channel and the other is a polarized channel.
For the C0 mode, from Lemma 1, the upper bounds at level l can be iteratively calculated in the logarithmic domain as
Accordingly, for the C1 mode, from Lemma 2, the upper bounds can also be written by
Now, we consider the third case, that is, a pair of channels have different reliabilities and the Bhattacharyya parameters of both channels are not equal to 0 or 1. Obviously, the channels in this case are obtained from channel polarization in the first and second cases. Let A l and A l denote the upper bounds of these two channels in a log-scale respectively.
Lemma 4: For the C0 mode, the upper bound of the Bhattacharyya parameter at level l−1 should be set to the maximum value, that is, A l−1 = max A l−1 , A l−1 . Furthermore, the upper bounds at level l can be iteratively calculated by (8) .
Proof: In this case, one channel is obtained from the M B-DMCs polarization and the other from the polarization of punctured channels and B-DMCs. We select the maximum value of as the upper bound of Bhattacharyya parameter at level l − 1, which can indicate the worse reliability of RCPP codes under the C0 mode.
Lemma 5: For the C1 mode, the upper bound at level l − 1 should be set to the minimum value, that is,
Proof: By Lemma 3, if the minimum value is selected as the upper bound of Bhattacharyya parameter at level l − 1, this bound ensures that the reliability of each polarized channel under the C1 mode is better than that of the original polarized channel.
So for the C0 mode, the upper bounds of Bhattacharyya parameters can be iteratively calculated by using (8) and (9) in logarithmic domain. Correspondingly, for the C1 mode, the upper bounds can be evaluated by using (8) and (10) .
Level2
Level1 Example 1: Figure 2 gives two examples of N = 4 channel polarization with Q = 1 punctured bits under two puncturing modes. In this figure, the numbers next to the variable nodes of each level denote the upper bounds (in the logarithmic domain) of Bhattacharyya parameters of the transmission channels.
In Fig. 2(a) , under the C0 mode, the first code bit is punctured and the puncturing table is T 4 = {0, 1, 1, 1}. Applying Lemma 4, the number next to the white circle node should be changed from 2a 0 to a 0 . On the other hand, in Fig.  2(b) , under the C1 mode, the fourth code bit are punctured and the puncturing table is T 4 = {1, 1, 1, 0}. From Lemma 2, we can conclude that source bit u 4 at level 2 should be set to a fixed value. Furthermore, by Lemma 5, the number next to the white circle node should be altered from a 0 + 1 to a 0 .
IV. CODE-TREE CHARACTERIZATION
In this section, we show how to use a code tree to describe the process of channel polarization with puncturing operation. Based on the tree structure, we introduce the concepts of polar spectra (PS) and path weight enumeration function (PWEF). Furthermore, three types of spectrum distance, such as SD0, SD1, and JSD, are introduced as key performance metrics to indicate the distribution of polar spectra.
A. Code Tree
Code tree is a compact representation of trellises for polar or RCPP codes. Given the parent code length N = 2 n , the code tree T = (V, P) is a binary tree, where V and P denote the set of nodes and the set of edges or branches, respectively.
The depth of a node is the length of the path from the root to this node. The set of all the nodes at a given depth l is denoted by V l (l = 0, 1, 2, · · · , n). The root node has a depth of zero. The nodes in the set V l can be enumerated one-by-one from left to right on the tree, that is, v l,m m = 1, 2, · · · , 2 l denotes the m-th node in V l . Except for the nodes at the n-th depth, each v l,m ∈ V l has two descendants in V l+1 , and the two corresponding branches are labeled as 0 and 1, respectively. The nodes v n,m ∈ V n are called leaf nodes. Let T (v l,m ) denote a subtree with a root node v l,m . The depth of this subtree can be defined as the difference between the depth of leaf node and that of the root node, that is, n − l.
Recall that channel index i can be expanded by a binary sequence (4), hence, we can use this sequence to label a path ω
from the root node to one leaf node 1 , whereby one branch between depth l − 1 and depth l is assigned a bit value b l . Let ω l = (b 1 , · · · , b l ) denote a partial path from the root node to a node in depth l. Note that, using this labeling method 2 , the source bits corresponding to the leaf nodes are arranged by a natural order.
Considering the one-to-one correspondence between the channel i and the path ω n , we use the reliability of channel i to denote the reliability of the corresponding path ω n . Furthermore, given an end node v n,m of one path, the reliability of this node can also be evaluated by that of the path and denoted by B (v n,m ). Figure 3 shows two examples of code tree with a parent code length N = 4 for the C0 and C1 modes. Each code tree is a compact presentation of the trellis in Example 1. Each depth in the tree corresponds to one level on the trellis shown in Fig. 2 . The source bit u 3 corresponds to a binary expansion (1, 0) and this sequence is assigned to a path ω n to denote a path on the code tree with a depth n. The superscript will be stripped without causing confusion. 2 Hereafter, in all following examples, we will use the same labeling to enumerate the nodes or branches on the code tree. which is also indicated by a node sequence (v 0,1 , v 1,2 , v 2,3 ) . In Example 1, the punctured source bits under the C0 or C1 modes are u 1 or u 4 respectively.
As shown in Fig. 3(a) , the leftmost path is pruned and there are two subtrees, such as T (v 2,2 ) and T (v 1,2 ). The reliability metrics corresponding to the root nodes of these subtrees are a 0 +1 and a 0 , respectively. Similarly, in Fig. 3(b) , the rightmost path is pruned and there are two subtrees, such as T (v 1,1 ) and T (v 2,3 ). The reliability metrics corresponding to the root nodes of these subtrees are a 0 and 2a 0 , respectively.
(a) Code tree for the C0 mode (b) Code tree for the C1 mode Generally, for the punctured source bits on the code tree, we have the following lemmas.
Lemma 6: For the C0 mode, if one punctured leaf node is a right descendent of a subtree, then the left descendent of this subtree is also punctured.
Proof: Given an arbitrary subtree T (v n−1,m ), it has a left descendent v n,2m−1 and a right one v n,2m . These two leaf nodes are corresponding to two channel polarization. Under the C0 mode, if this subtree is punctured one bit, by Lemma 1, the left descendent v n,2m−1 should be firstly punctured. Furthermore, if the right descendent v n,2m is punctured, this subtree will be fully deleted.
Lemma 7: For the C1 mode, if one punctured leaf node is a left descendent of a subtree, then the right descendent of this subtree is also punctured.
Proof: According to Lemma 2, using the same argument as that of Lemma 6, we can obtain the conclusion.
B. Polar Spectra and Path Weight Enumeration Function
Now, we consider the performance analysis of polar or RCPP codes on the code tree. Because each path ω n is relative to a polarized channel i (refer to footnote 1), the corresponding upper bound of Bhattacharyya parameter A n (ω n ) = log 2 (Z u n (ω n )) can be iteratively evaluated by using (5) or (8) in a log scale. This calculation includes two operators, that is, the adding-one operator O a : R → R, O a (x) = x + 1 and the doubling operator
Given the initial value of the root node A 0 = a 0 , a sequence of numbers
where 
Furthermore, we can define the complemental path weight f H (ω n ) as the complemental Hamming weight of the path
Obviously, during the n iterations of the A n (ω n ), we enumerate doubling d H (ω n ) times and adding-one f H (ω n ) times. And these two weights satisfy d H (ω n ) + f H (ω n ) = n.
Theorem 1: Given a path ω n with the path weight d H (ω n ) and the complemental path weight f H (ω n ), the corresponding upper bound of Bhattacharyya parameter A n (ω n ) can be further bounded by
Proof: Suppose the path
and the beginning of the sequence is g 1 = O a (If the beginning is g 1 = O d , we will check the sequence and find a partial one with the beginning of O a ). So there exists l ∈ {2, · · · , n} for which g l−1 = O a and g l = O d . According to the argument in [4, Lemma 1], swapping g l−1 and g l will decrease the result of recursion. So after continuously swapping over the sequence, we can obtain a lower bound on A n (ω n ) corresponds to choosing
By a similar argument, we can find an upper bound A u n (ω n ) which is proved in [4] . Since path weight and complemental path weight indicate the reliability of polarized channel, given the end node v n,m of the path ω n , we can use the lower bound A l n (ω n ) to present the reliability of this node, that is
Definition 3: Polar spectra are defined by the distribution of path weight or complemental path weight on the code tree and characterized by two sets, PS1 and PS0, to count the number of paths with a certain path weight or complemental path weight respectively. Let H M means the number of paths with a complemental path weight r = n − k.
Remark 1: For the original polar code, i.e., M = N , due to the structure of perfect binary tree, the elements in PS1 and PS0 satisfy H 
. Further, the corresponding PWEF1 and
C. Spectrum Distance
We introduce two types of spectrum distances, SD1 and SD0, defined by the expectation of path weight and complemental weight respectively.
Definition 5: The spectrum distance for path weight (SD1) is given by
M is the probability of path weight k for a RCPP code with Q bits puncturing. Correspondingly, the spectrum distance for complemental path weight (SD0) is given by
In addition, we can define the joint spectrum distance (JSD) as follows
Hereafter, we use SD0/SD1/JSD as the main metrics to evaluate and optimize the puncturing table. If these metrics of one puncturing scheme are very close to those of the original polar code, this scheme will generate an optimal RCPP code. Corollary 1: The SD1 and SD0 of the original polar code
Proof: The proof is direct. By Lemma 8, since the probability P 1 (n, k, 0) of the original polar code obeys the binomial distribution, we can write
The derivation of SD0 is similar and omitted.
V. OPTIMAL PUNCTURING FOR THE CAPACITY-ZERO MODE
In this section, the quasi-uniform puncturing (QUP) algorithm is described and proved to maximize the spectrum distances SD1 and JSD.
A. Single Bit Puncturing
Consider the single-bit puncturing under C0 mode. In this case, puncturing at different locations is equivalent regardless of a slight variation in its code tree.
Theorem 2: For the C0 mode, when only one bit is punctured, puncturing any code bit x i is equivalent to puncturing the first code bit x 1 , meanwhile, the source bit u 1 is punctured.
Proof: The polarized transformation u
. Hence, the first source bit can be written as
x i . This bit u 1 is constrained by all the code bits via the modulo-2 operation. When any one code bit is punctured under the C0 mode, it is easy to see that the source u 1 bit must be punctured according to Lemma 1.
Theorem 3: For single bit puncturing under the C0 mode, the maximal path weight on the code tree is n − 1, similarly, the maximal complemental path weight is also n − 1.
Proof: According to Theorem 2, after single bit puncturing under the C0 mode, the leftmost path ω
. . , n) corresponding to the first source bit u 1 on the code tree is pruned. The nodes associated to this pruned path are v l,1 , l = 0, 1, · · · , n. So the original code tree is decomposed into n subtrees and each has a root node v l,2 , l = 1, 2, · · · , n.
Since every bit b l is punctured, by using (9), we can calculate the reliability metric of each root node, that is,
. For one root node v l,2 , we regard its reliability metric as an inheritance from the predecessor (v l−1,1 ). Applying Lemma 4 and (8) on all the subtrees, we can evaluate the reliability of each leaf node. Obviously, the rightmost subtree T (v 1,2 ) has the largest depth and its rightmost path has the maximal path weight n−1. Furthermore, the leftmost path of each subtree has the maximal complemental path weight n − 1.
For a code tree shown in Fig. 3(a) , the rightmost path on the subtree T (v 1,2 ) has the maximal path weight 1. And the leftmost path on all subtrees has the maximal complemental path weight 1. The reliability metrics of two root nodes v 1,2 and v 2,2 are inherited from those of the predecessors v 0, 1  and v 1,1 respectively, that is B(v 0,1 ) = a 0 → B(v 1,2 ) and B (v 1,1 ) = (a 0 + 1) → B(v 2,2 ) .
B. Quasi-Uniform Puncturing Algorithm
The quasi-uniform puncturing (QUP) algorithm proposed in [14] can be outlined as follows.
Stage 1) Initialize the table T N as all ones, and then set the first Q bits as zeros; Stage 2) Perform bit-reversal permutation on the table T N and obtain the puncturing table.
The puncturing table generated by the QUP algorithm is constructive and regular, thereby providing useful tool for the practical application of coding and decoding.
Example 2: N = 8, M = 5, Q = 3. The initial table is T 8 = (00011111). After bit-reversal permutation, the puncturing table is T 8 = (01010111), that means the code bits x 1 , x 3 , and x 5 should be punctured.
Theorem 4: The punctured positions in the QUP puncturing table are roughly uniform, that is, the distance between any two neighboring punctured positions, D, satisfies
where L = log 2 Q . This theorem is proved in [14] . Lemma 9: For the QUP algorithm, the source bit vector u Q 1 is punctured, that is, D = {1, 2, · · · , Q}. Equally, the Q leftmost leaf nodes on the code tree are pruned.
Proof: From the operation of QUP algorithm, the puncturing set of code bits B is generated after bit-reversal permutation. Recall that the source vector can be written by u 
C. Optimal Puncturing Table
Theoretically, the optimal puncturing table of RCPP codes can be optimized by a brute-force search of the distance spectra (for ML decoding) or BLER bounds (for SC decoding). However, the exhausted search for all the puncturing patterns is difficult to be realized. We are, therefore, concerned with the puncturing scheme to optimize the spectrum distances.
Lemma 10: For a subtree after any puncturing scheme under the C0 mode, suppose v l,m and v l−1, m 2 are a root node and its predecessor respectively. Let ζ n denote a pruned path from the original root v 0,1 to a punctured leaf node and containing the leftmost path of the subtree T v l−1, . So the reliability of the root node v l,m can be addressed by
where f H (ζ n ) is the complemental path weight. Proof: Given the puncturing set of source bits D for an arbitrary puncturing, the leaf nodes pertaining to this set can be bit-by-bit punctured on the original code tree. Obviously, the source bit u 1 should be punctured firstly and the reliability metrics of the root nodes on the resulted subtrees can be inherited from the predecessors on the pruned path ω n is an all-zero path, the corresponding path weight is 0 and only the complemental path weight affects the calculation of the reliability. Assuming that one root node is v l,2 and the corresponding partial path (from the original root to this node) is φ l , the reliability of this root can be expressed as B (v l,2 ) = B (v l−1,1 ) = a 0 +f H (φ l ).
Furthermore, the rest punctured source bits can be pruned from these subtrees. Each subtree T (v l,2 ) can be regarded as a perfect code tree. According to Lemma 6, the leftmost path on these trees will be punctured and a group of new subtrees are generated. Then, for a root node v l,m on a final subtree, assuming the corresponding path θ l is a path from the original root to this root node, by Theorem 3, the reliability can be written as B (v l,m ) = a 0 + f H (θ l ). Generally, the pruned path ζ n can be decomposed into two partial paths, that is, ζ n = (ψ l−1 , χ n−l+1 ), where the partial path ψ l−1 is a path from the original root v 0,1 to the node v l−1, to the pruned leaf node. By Lemma 6, the path χ n−l+1 is an all-zero path and the branch between the node v l−1, m 2 and the node v l,m is taken the value 1. Hence, we have f
Theorem 5: Given a RCPP code with a length M = N −Q, for the C0 mode, the puncturing table generated by the QUP algorithm will maximize the spectrum distance SD1.
Proof: For an arbitrary puncturing scheme under the C0 mode, the original code tree can be decomposed into a group of subtrees. Assuming that each subtree has a depth l j and 2 lj leaf nodes, the depth satisfies 0 ≤ l j ≤ n − 1 by Theorem 3. So the code length M can be expressed as
where α lj = 0, 1, 2, · · · stands for the number of subtrees with the depth l j . Define a set E = l j α lj = 0 , whose elements are arranged in the ascending order, that is, l 1 ≤ l 2 ≤ . . . ≤ l |E| . So we can calculate the SD1 over all subtrees by Lemma 10, yielding
(21) Just as the proof of Corollary 1, the last equality is derived from the mean of binomial distribution.
For any puncturing scheme, the number α lj can be an arbitrary integer, such as α lj = 0, 1, 2, · · · . We can treat the structure of SD1 in (21) as a representation and carry of binary number from low-order to high-order. Assuming two consecutive orders l j−1 and l j (l j ≥ l j−1 + 1) and the corresponding digits α lj−1 = 2 and α lj = 1, it is easy to assert
Hence, in order to maximize SD1, the digits α lj should be limited to 0 or 1. This means that (α n−1 , · · · , α 0 ) is the binary expansion of the code length M . On the other hand, according to lemma 9, the digits α lj corresponding the QUP algorithm are taken the values 0 or 1. Therefore, the puncturing table of QUP algorithm can maximize the SD1.
Theorem 6: Given a RCPP code with a length M = N −Q, for the C0 mode, the puncturing table generated by the QUP algorithm will maximize the spectrum distance JSD.
Proof: Like the proof of Theorem 5, for an arbitrary puncturing scheme under the C0 mode, the code length can be expanded by (20) . For the subtrees with the same depth l j , define G j = ψ j,s s = 1, 2, · · · , α lj as a pruned path set, where ψ j,s is the s-th pruned path containing a predecessor of one subtree. Let n j,s = f H (ψ j,s ) − 1.
Thus, according to Lemma 10, the spectrum distance SD0 can be calculated by averaging over all subtrees to yield
where the second line is derived from the mean of the binomial distribution. The above expression enables us to explicitly represent the JSD as
We also treat the structure of JSD in (24) as a process of binary carry computation from low-order to high-order. Assuming two consecutive orders l j and l j+1 , if α lj = 2 for an arbitrary puncturing, there are two digits, n j,1 and n j,2 , for two subtrees. On the contrary, if QUP scheme is applied, there is only one subtree and the corresponding digit is n j+1,1 = max {n j,1 , n j,2 }. Obviously, we have
Therefore, the puncturing table generated by QUP algorithm can maximize the JSD by a recursion of (25). For puncturing with the QUP algorithm, the code length M is expressible as
The PWEF1 of a RCPP code constructed by
Theorem 7: Suppose a RCPP code with the length M = N − Q, for the C0 mode, the SD1 corresponding to QUP satisfies
Proof: First, we prove the right-side inequality. Due to l j ≤ n − 1, we have
2M
and
2 , we need to prove S 0 > S 1 . Due to l |F | = n − 1, we have
where the equality (1) is derived from the summation of arithmetico-geometric sequence [23] . Corollary 3: For the C0 mode, the JSD corresponding to QUP satisfies n − 2 ≤ d avg + λ avg ≤ n − 1.
Proof: By Theorem 6, for the QUP puncturing, there is only one prune path corresponding to a subtree with a depth l j and this path contains the leftmost path of the parent subtree. So we have l j ≤ n j,1 ≤ n − 1. Like the proof in Theorem 7, we have
For the left-side inequality, by Theorem 7, we have
D. Equivalent Class
Recall that for single bit puncturing under the C0 mode, any code bit puncturing is equivalent by Theorem 2. Generally, we have the following definition about the equivalent class for multiple bit puncturing.
Definition 7: Given the puncturing set of source bits D and its corresponding puncturing table T N (or puncturing set of code bits B), if another puncturing table T N (or B ) can generate the same set D, we call these two tables T N and T N (or two sets B and B ) are equivalent, that is, they belong to an equivalent class.
For the QUP algorithm, the puncturing length Q can be expressed as
where U = {m z } and satisfies
Further, let m 0 = −∞ and m |U |+1 = n. We introduce the function h(x) = 2 x to simplify the analysis.
Theorem 8: For the C0 mode, the number of puncturing tables equivalent to that generated by QUP algorithm is h |U | z=1 (n − 2|U| + 2z − m z ) 2 mz . Proof: Given a dual trellis with the original length N = 2 n , we use s p,q , p = 1, 2, · · · , n, q = 0, 1, · · · , n to denote a variable node at the p-th row and the q-th column, where the row index is ascending from top to bottom and the column index is increasing from left to right.
By Lemma 9, the source puncturing set generated by the QUP algorithm is D = {1, 2, · · · , Q}. Let E z = |U | o=z+1 2 mo and E |U | = 0. The set D can be decomposed into a group of subsets, that is,
mz }. By this decomposition, we can separately consider the number of equivalent tables corresponding to each subset.
Suppose there are J z = z−1 e=0 2 me source bits have been punctured, these nodes will generate ξ z−1 equivalent puncturing schemes with J z candidate puncturing nodes at column m z due to the iterative application of Lemma 1. At the present, we calculate the number of equivalent puncturings corresponding to the source bits in D z .
Define the relative node set on the trellis as {s p,0 |p ∈ D z } and the corresponding source vector as u Dz . Let N z = 2 mz . After extending these nodes from column 0 to column m z , we can obtain a local code vector c In all ξ z−1 equivalent puncturing schemes, we consider each constraint between the candidate nodes of one scheme and the nodes in Λ z . Without loss of generality, the candidate nodes in the set Ξ z = s p,mz |p ∈ z−1 e=1 D e are chosen to form a multi-butterfly constraint with the nodes in Λ z .
Due to J z < 2 mz , we have |Ξ z | < |Λ z |. Let Φ z = {s p,mz |p = E z + 1, . . . , E z + J z }, we have Φ z ⊂ Λ z . When extending from column m z to column m z + 1, the nodes in Φ z can form a multi-butterfly constraint with those in Ξ z , that is,
where s p,mz ∈ Φ z and s (p+2 mz ),mz ∈ Ξ z . While, the nodes in Φ c z = Λ z − Φ z are free and not constrained by the set Ξ z . Hence, we consider the equivalent puncturing nodes corresponding to two sets Φ z and Φ c z respectively. In the first case, the node s p,mz ∈ Φ z is a mandatory puncturing node and the node s (p+2 mz ),mz ∈ Ξ z only is a candidate one. In order to ensure these two nodes are punctured, by Lemma 1, the generated nodes s p,(mz+1) and s (p+2 mz ),(mz+1) must be punctured. When extending from column m z + 1 to column m z+1 , each one of these two generated nodes can be regarded as a root of a tree with a depth (m z+1 − m z − 1). Since only one node is punctured on each tree, by Theorem 2, the number of equivalent puncturing nodes is 2 (mz+1−mz−1) . Therefore, the total number of this case is ξ
In the second case, the node in Φ c z is a mandatory puncturing node, which can also be regarded as a root of a tree with a depth (m z+1 − m z ). Similarly by Theorem 2, the total number of equivalent schemes for this case is ξ
. So the number of equivalent puncturings for the source bits in
Iteratively applying the above analysis for all subsets, the number of equivalent puncturing tables of QUP algorithm is calculated by
(31) The second term of the argument inside the function h(·) of (31) can be rewritten as
where 2 m0 = 0 due to m 0 = −∞. Expanding the first term of the argument inside the function h(·) of (31) and by m |U |+1 = n, we have
(33) Combining (32) and (33), we complete the proof. Example 3: An equivalent class example for the QUP puncturing under the C0 mode is shown in Fig. 4 . Given a dual trellis with the original code length N = 8 and the punctured bits number Q = 3, the puncturing set of source bits is D = {1, 2, 3}. Due to Q = 3 = 2 1 + 2 0 , we have m 0 = −∞, m 1 = 0, m 2 = 1, m 3 = 3 and D 2 = {1, 2} , D 1 = {3}.
As shown in Fig. 4 , since the nodes {s 1,0 , s 2,0 } and {s 1,1 , s 2,1 } compose a butterfly constraint (marked by a blue dash box), s 1,1 and s 2,1 are the mandatory puncturing nodes. On the other hand, the node s 3,0 has two candidate puncturing nodes s 3,1 and s 4,1 (marked by a green cross). Therefore, for the puncturing nodes in D 1 , the number of equivalent puncturings is ξ 1 = 2 2 m 1 (m2−m1) = 2. Assuming the candidate node s 3,1 is selected to be punctured, then the nodes s 1,2 and s 3,2 must be punctured because these two nodes form a butterfly constraint with the nodes s 1,1 and s 3,1 .
Hence, the number of equivalent puncturings for the node s 2,1 is ξ to two perfect trees with these two nodes as the roots (marked by purple and yellow lines respectively). So the total number of equivalent puncturing tables is ξ = 4 × 4 × 2 = 32.
As an example, the puncturing set corresponding to QUP algorithm is B = {1, 3, 5}. There are two sets with equivalent puncturing, that is, {{1, 2}, {3, 4}, {5, 6, 7, 8}} and {{1, 2, 3, 4}, {5, 6}, {7, 8}}. We can arbitrarily select three indices from each set of these two set and form an equivalent puncturing scheme, such as {2, 4, 6} or {2, 6, 8}. 
VI. OPTIMAL PUNCTURING FOR THE CAPACITY-ONE MODE
In this section, reversal quasi-uniform puncturing (RQUP) is described and proved to maximize the SD0 and JSD.
A. Single Bit Puncturing
Single bit puncturing under the C1 mode is symmetric to the operation under the C0 mode. Therefore, the corresponding polar spectra are also almost optimal.
Theorem 9: For single bit puncturing under the C1 mode, the maximal complemental path weight on the code tree is n − 1, in addition, the maximal path weight is n − 1.
Based on the symmetry of single bit puncturing under the C0 and C1 modes, the proof is similar to that of Theorem 3 and omitted.
B. Reversal QUP algorithm
For the C1 mode, the reversal quasi-uniform puncturing (RQUP) algorithm can be described as follows:
Stage 1) Initialize the table T N as all ones, and then set the last Q bits of the vector as zeros;
Stage 2) Perform bit-reversal permutation on the table T N and obtain the puncturing table.
One of the main differences between RQUP and QUP algorithm is that the initialization table of RQUP is reversal to that of QUP. The puncturing table generated by the RQUP algorithm is also constructive and regular. It is easy to prove that RQUP has a similar property of Theorem 4.
Theorem 10: RQUP algorithm can ensure that each punctured code bit is known by the decoder.
Proof: Letx Equally, the Q rightmost leaf nodes on the code tree are pruned.
C. Optimal Puncturing Table
Like the RCPP code design under the C0 mode, we also concern the puncturing scheme under the C1 mode to optimize the spectrum distance.
Lemma 11: For a subtree after any puncturing scheme under the C1 mode, suppose v l,m and v l−1, 
Further, like the definition in lemma 10, the pruned path ζ n can be decomposed into two partial paths, that is, ζ n = (ψ l−1 , χ n−l+1 ). By Lemma 7, the path χ n−l+1 is an all-one path and the branch between the node v l−1, m 2 and the node v l,m is taken the value 0. Hence, we have
Theorem 11: Given a RCPP code generated under the C1 mode, the puncturing table generated by the RQUP algorithm will maximize the spectrum distance SD0.
Proof: For an arbitrary puncturing scheme under the C0 mode, the original code tree can be decomposed into a group of subtrees.
Using the binary expansion in (20) and the definition of set E in Theorem 5, we can calculate and average the spectrum distance SD0 over all subtrees by Lemma 11 , that is, SD0 can be written as
Like the proof in Theorem 5, in order to maximize SD0, the digit α lj should be limited to 0 or 1. This means that (α n−1 , . . . , α 0 ) is the binary representation of the code length M . Therefore, the RQUP algorithm can maximize SD0.
Theorem 12: Given a RCPP code with a length M = N − Q, for the C1 mode, the puncturing table generated by the RQUP algorithm will maximize the spectrum distance JSD.
Proof: Like the proof of Theorem 6, for an arbitrary puncturing scheme under the C1 mode, we introduce a pruned path set G j = ψ j,s s = 1, 2, · · · , α lj and a digit n j,s = d H (ψ j,s ) − 1. So SD1 can be calculated and averaged over all subtrees by Lemma 11 , that is,
By the same proof in Theorem 6, we conclude that RQUP algorithm can maximize the JSD. Corollary 5: The PWEF0 of a RCPP code constructed by RQUP algorithm is
where the set F is defined in (26). Theorem 13: Suppose a RCPP code with a length M = N − Q, for the C1 mode, the SD0 and JSD corresponding to RQUP satisfies
and n − 2 ≤ d avg + λ avg ≤ n − 1 respectively. The proof is similar to that of Theorem 7 and Corollary 3.
VII. NUMERICAL ANALYSIS AND SIMULATION RESULTS
In this section, at first, we compare various puncturing schemes under the C0 or C1 modes by calculating the spectrum distances SD0/SD1. Then RCPP codes based on different puncturing schemes under SC or SCL decodings are evaluated. Furthermore, the BLERs of RCPP and turbo codes are also compared via simulations over AWGN channels.
A. Numerical Analysis of Puncturing Schemes
We compare the spectrum distances of various puncturing schemes. For the C0 mode, we mainly concern three typical puncturing schemes, such as QUP algorithm [14] , the algorithm proposed by Eslami et al. [13] and that proposed by Shin et al. [15] . On the other hand, for the C1 mode, we mainly investigate two puncturing schemes, such as RQUP algrithm proposed in this paper and the algorithm proposed by Wang et al. [16] . For the latter, given the generator G N , the index of column with column weight 1 is selected as the punctured position. However there may be many selections for the column weight 1 as stated in [16, Algorithm1] . In order to simplify evaluation, we use a puncturing table where the last Q code bits are punctured as a reference of Wang algorithm.
For all the puncturing schemes under the C0 or C1 modes, the spectrum distances SD1/SD0 versus code length (M = 1 ∼ 1024) are shown in Fig. 5 . Among the three puncturing schemes (QUP/Shin/Eslami) under the C0 mode, the SD1 of QUP algorithm is larger than that of the others due to the optimal polar spectra PS1. Similarly, the SD0 of RQUP is better than that of Wang method due to the optimal PS0. 2 which is consistent with Theorem 7 (13) . For JSDs of all the puncturing schemes, we can observe the similar results, that is, QUP or RQUP have the maximal JSDs under the C0 or C1 modes. Due to the limitation of space, these results are not shown here. However, the performance comparison just based on JSD may result a bias conclusion. As an example, SD1 versus SD0 at the code length M = 990 ∼ 1024 for all the schemes is drawn in Fig. 6 . In this 2-D chart, the point A located at (5, 5) is relative to the SD1/SD0 of the original polar code with the code length 1024. Recall that the aim of RCPP codes optimization is to approach the spectrum distances of the parent codes as close together as possible, that is, in this chart, the more one point corresponding to a puncturing scheme is close to the point A, the better this scheme will achieve an error performance. All points relative to QUP are concentrated at (5, 4) and all points relative to RQUP at (4, 5) . Obviously, among the three puncturing schemes (QUP/Shin/Eslami) under the C0 mode, QUP has the maximal value of SD1 when the value of SD0 is fixed. On the other hand, given the fixed SD1, the SD0 of QUP is larger than that of Wang scheme.
B. Simulation Results
First, we compare the error performance of RCPP codes with various puncturing schemes under the BI-AWGN channels. The Gaussian approximation algorithm [21] is applied to construct these codes. Given the SC decoding and the parent code length N = 1024, the BLER performance comparisons of RCPP codes based on all the puncturing schemes with the code length M = 700 are shown in Fig. 7 for the code rate R = 1/3, R = 3/4 and R = 1/2 respectively. For the low code rate R = 1/3, compared with other schemes, such as Wang, RQUP and Shin algorithms, we can see that QUP achieves the best error performance. On the other hand, for the high code rate R = 3/4, RQUP is the best one among all the puncturing schemes. These results are consistent with the analysis in Section V and VI. Further, we find that the error performance of QUP is worse than that of RQUP in the high code rate and vice versa in the low code rate. Especially, we observe that the schemes of QUP, RQUP and Wang can achieve almost the same performance and they are better than Shin or Eslami schemes. These phenomena may imply that the code rate R = 1/2 is a critical value. So RQUP will be the best scheme when R > 1/2 and QUP will be the best one when R < 1/2.
Next we compare the performance of RCPP and turbo codes under AWGN channel. RCPP codes are constructed from the parent code with the code length N = 1024 by QUP or RQUP schemes and CA-SCL is used as a decoding algorithm with the maximum list size 32. An eight-state turbo code in 3GPP LTE standard [24] is used as a reference. A CRC code is used in all concatenation coding schemes (both for turbo and RCPP codes). The Log-MAP algorithm is applied in turbo decoding and the maximum number of iterations is I max = 8. We investigate the relationship of bit signal noise ratio (SNR) and code length for these two codes. The performance curves of E b /N 0 vs code length M (200 ∼ 4000) for the LTE turbo and RCPP codes (punctured by QUP and RQUP algorithms) at the BLER of 10 −1 , 10 −3 and code rate R = 1/3, 3/4 are shown in Fig. 8 .
In most cases, RCPP codes can achieve additional coding gains relative to LTE turbo codes. For the low code rate R = 1/3, as shown in Fig. 8 , a maximum 0.5 dB additional gain can be obtained at the code length M = 200 and the RCPP codes punctured by QUP algorithms can achieve slightly better performance than those codes punctured by RQUP. On the other hand, for the high code rate R = 3/4, a maximum 1.35 dB performance gain can be attained at the code length M = 200 and the BLER of 10 −3 . In contrast to the case of low code rate, the RQUP algorithms can generate better RCPP codes in this case.
For the medium code rate R = 1/2, additional gain can be obtained and the RCPP codes punctured by QUP or RQUP algorithms can achieve the same performance. Due to the limitation of space, these results are not shown.
VIII. CONCLUSIONS
In this paper, we propose a theoretic framework based on the polar spectra to analyze and design rate-compatible punctured polar code. Guided by the spectrum distances, two simple quasi-uniform puncturing methods (QUP and RQUP) are proposed to generate the puncturing tables under the C0/C1 modes. By the analysis of the performance metrics, such as SD0/SD1/JSD, we prove that these two algorithms can achieve the maximal value of corresponding spectrum distance. Simulation results in AWGN channel show that the performance of RCPP codes by QUP or RQUP can be equal to or exceed that of the turbo codes at the same code length. W (y2|1 ) denote the LLR of B-DMC W (y 2 |u 2 ). Due to L(y 1 ) = 0, the corresponding probability density function (PDF) is F (L(y 1 )) = δ(y 1 ), where δ(·) is the Dirac function. Since the source bit u 2 is relative to a variable node, the PDF of the corresponding LLR can be derived as
where * is the convolutional operation. So the polarized channel W has the same reliability as that of the original B-DMC, that is, Z( W (2) 2 ) = Z(W ) = Z 0 . For the second puncturing scheme, as shown in Fig. 1(b) , based on the symmetric property of swapping two channels (W and W ), we can conclude the same results.
B. Proof of Lemma 3
The Bhattacharyya parameters of the polarized channels W 
where the punctured vector x B is composed of the punctured code bits x m (m ∈ B), and the corresponding received vector can be written by y B = {y m } m∈B .
Under the C1 mode, we assume W (ẏ m |ẋ m ) = 1 is only true for each specific pair (ẋ m ,ẏ m ). Therefore, for the specific vectorẏ B , we can write 
where y 
C. Proof of Lemma 2
Recall that the value of the punctured bit in the C1 mode is known by the decoder. Apparently, puncturing the code bit x 2 is a good selection because this bit is only involved one source bit u 2 . Hence, in order to ensure that the bit x 2 is punctured and has a fixed value to the decoder, as shown in Fig. 1(c) , the puncturing table should be T 2 = (1, 0).
Let L(y 
