This paper addresses the problem of removing sawtooth oscillations from multichannel plasma data in a self-consistent way, thereby preserving transients that have a different physical origin. The technique which does this is called the Generalized Singular Value Decomposition (GSVD), and its properties are discussed. Using the GSVD, spatially resolved electron temperature measurements are analyzed. Special attention is paid to transient regimes in which the temperature is perturbed either by the laser blow-off injection of impurities or by pellet injection. Non-local transport issues are briefly discussed.
Introduction
A basic problem in experimental physics is the extraction of the dynamics of a system which is polluted by some uncontrollable but known perturbation (hereafter called noise). A generic example in fusion plasmas is given by sawtooth oscillations, whose continuous modulation considerably hinders the analysis of transient events such as propagating heat fronts. There are different ways such perturbations can be removed from the observations. The usual approach is based on linear filtering, but this works only if the noise and the dynamics of interest have sufficiently different power spectral densities. A recent and powerful alternative involves filtering in phase or state space; this approach is particularly effective when assumptions can be made on the system or noise dynamics. Low dimensional chaotic systems, for example, can be efficiently processed that way [1] .
Here, we use such a phase space approach to address the longstanding problem of removing sawtooth-induced perturbations from transient plasma data. The approach is based on a linear technique, called Generalized Singular Value Decomposition (GSVD). It is applied to spatially resolved electron temperature measurements made on the Tore Supra [2] tokamak; we focus on stationary discharges in which Ni impurities or H pellets were injected. The transient response of the electron temperature to these stimuli is of great interest since it reveals properties of the underlying transport processes. Their analysis, however, is often compromised by the omnipresence of sawtooth oscillations, which generally mask it and cannot be eliminated without smearing out the dynamical response of the plasma. This problem is particularly acute in perturbative transport experiments, in which the plasma response immediately following the perturbation is of key importance for a proper assessment of the underlying transport processes.
In this paper, we show how this problem can be overcome by applying the GSVD technique, which removes the sawtooth contribution self-consistently and thereby preserves fast transients for further analysis. Non-local transport aspects can then be investigated in more detail. 
Description of the experiments
The injection of a small amount of matter has for more than a decade been a standard method for studying transient transport in plasmas. The recent debate on non-local transport has revived the interest in such perturbative experiments after it was shown on different tokamaks [3, 4, 5, 6, 7, 8] that the core electron temperature reacts almost instantaneously to the ablation at the edge, an effect that cannot not be satisfactorily explained in terms of a local action of the inward propagating impurities.
In some cases, and most surprisingly, the edge cooling even leads to a central electron temperature rise [3, 4, 6, 7] . These scenarii have been reproduced on the Tore Supra tokamak, in which metal impurities were injected by laser blow-off in stationary discharges [9, 10] . The electron temperature £ is measured by a 16-channel electron cyclotron heterodyne radiometer [11] ; its temporal resolution is 1 ms and 12 or 13 innermost channels out of 16 are used. Tore Supra is a supraconducting tokamak with a circular cross-section, major radius
m and a limiter radius
m. Table  1 lists the main plasma parameters of the four discharges we'll be studying in this paper.
In shots #20601, #20792, and #21425, the plasma is weakly perturbed by the injection of a small amount of Ni whose cooling effect results in a small but measurable temperature modification throughout the plasma column [10] . The activation of the ergodic divertor in shot #20601 modifies the electron density at the plasma edge, thereby screening off the intrinsic impurities, reducing the turbulence level and enhancing the radiative power fraction in that region [12] .
Two examples of the time evolution of the electron temperature are given in Figs. 1 and 2. The global behavior is identical to that reported on other tokamaks, namely with an inward propagating cold front. Simultaneous measurements of the soft X-ray emission indicate that the impurities and the cold front initially propagate together, as would be expected from a radiation enhanced cooling. Inside the inversion radius, however, the temperature starts to change well before the influx of the impurities, whose penetration is mediated by the sawtooth activity [10] . This inconsistency with the usual picture of a local action of the impurity flux has been attributed to non-local transport mechanisms.
Clearly, a reliable assessment of the differential propagation velocity in the plasma core heavily relies on our ability to resolve the initial transient following the laser blow-off pulse. This provides a strong motivation for filtering out the sawtooth modulation in such a way that the impurityinduced perturbation is preserved. Filtered data are also needed for a more reliable quantification of the plasma relaxation times.
The processes we deal with are intrinsically nonlinear, but since we consider small deviations from an equilibrium state, there is a good chance that a simple linear analysis may do well in separating them. Indeed, neither the sawtooth period nor its propagation through the plasma are strongly affected by the impurity injection. This is not the case anymore with shot #21429, in which a H pellet perturbs the plasma more significantly and affects the sawtooth oscillations, see Fig. 3 . In this example, the plasma response and the sawtooth dynamics are deeply intertwined, making a complete separation more difficult. This will be confirmed below by the (partial) failure of a GSVD analysis. 
A phase space representation of the data
The main requirement for a GSVD analysis is the possibility to make two different observations of the same system: one with the noisy dynamics of interest and one with merely noise. Remember that noise here has a broad meaning since it designates any known perturbation we want to disregard from our observations. This definition encompasses coherent oscillations such as magnetohydrodynamic (MHD) modes and incoherent instrumental noise.
The GSVD is best understood in terms of a phase space representation, which we now briefly present. Consider an experiment whose time-evolution is recorded by means of different diagnostics or a multichannel diagnostic, giving an ensemble of measurements
. The collection of points whose coordinates are
defines a trajectory in -dimensional phase space. Each state of the system corresponds to a point on that trajectory while the time evolution is depicted qualitatively by the way the trajectories move away these points. This representation provides a starting point for various powerful concepts that were initially developed in the framework of dynamical systems [13, 14] and later applied to nonlinear time series analysis [15, 16] .
The main point here is that processes with different dynamics evolve along different trajectories. States that are associated with deterministic processes tend to cluster in reproducible trajectories [17] whereas stochastic processes (e.g. incoherent noise) merely yield clouds of scattered points [14] . The idea then consists in finding a basis that enhances the representation of those trajectories we are interested in while capturing the least possible of the unwanted ones. Such a basis is not necessarily related to the system eigenmodes (if there are any) since it depends on the system and on what we define as noise. Clearly, the degree of separation that can be achieved depends on our ability to distinguish different dynamics. 
. The plasma electron temperature is probed at 12 different locations, so the associated phase space is 12-dimensional. This does not necessarily mean, however, that the dimensionality of the trajectories is as high. Indeed, the intrinsic dimension is often lower; in our case a 3-D projection with suitably chosen axes already suffices for capturing most of the pertinent features. Such a 3-D phase space is illustrated in Fig. 4a for a stationary regime with sawtooth modulations only. Each axis corresponds to one particular channel of the diagnostic; we have chosen here a central one, a channel located just outside the inversion radius, and a more peripheral channel. The coordinates of the trajectories thus correspond to
. The presence of reproducible trajectories, by analogy with the properties of dynamical systems, clearly attests the deterministic nature of the sawtoothing process, in the sense that the spatio-temporal dynamics of a stationary regime can reasonably well be cast into an equation of the type
. In Fig. 4b the same representation is extended to a regime in which sawteeth and an impurity-induced perturbation coexist. The latter causes a sudden displacement of the trajectories, which subsequently relax to the original ones. Notice how the trajectories are displaced almost perpendicularly to the plane they normally belong to. This suggests that any projection along a direction perpendicular to that plane (shown in Fig. 4b) should mostly reveal the slow relaxation and conversely capture little of the sawtooth-related oscillation. The GSVD technique chooses such directions in an optimal way, to be defined below. A new basis is obtained, on which the trajectories can be projected. A projection on three such basis vectors is illustrated in Fig. 4c , clearly showing how the sawtooth-related modulation has been almost completely eliminated, leaving the slow impurity-induced relaxation only. In this example a linear separation between the two concurrent processes is achieved simply by choosing a suitable projection.
To remove the sawtooth modulation from the original data, we now proceed backwards by keeping the ¥ projections that interest us and setting the ¥ other ones to zero. The trajectories are then transformed back into their original coordinate system, giving the "filtered" time series. We must stress that this operation is not equivalent to a filtering in Fourier space since it preserves fast transients. In particular, any discontinuity whose effect on the plasma differs from that of a sawtooth pulse, will be preserved.
To summarize, there are two basic assumptions we make with the GSVD:
1. The sawtooth oscillations and the transients generated by the injections do not have the same dynamics: they propagate differently and have different source terms. Indeed, a perturbation propagating exactly like a sawtooth pulse would be identified as such even if it had a different physical origin.
2. The sawtooth oscillations are not strongly affected by the perturbation we want to study (the reverse does not have to be true). This means that the sawtooth amplitude and period may vary self-consistently, but not their propagation through the plasma. More exotic phenomena such as compound or double sawteeth are not excluded by this.
The GSVD
The first step in a GSVD analysis is the reconstruction of the phase space. As shown before, this is easily done with multichannel data [18] . Sometimes, only a single time series is available or the intrinsic dimension of the trajectories exceeds the number of probes or variables. In those cases, the possibility to unfold the geometrical structure of the phase space is still ensured by Takens' embedding theorem [1, 13] . Let the vector
designate a scalar time series sampled at a constant rate. The trajectory matrix, which contains lagged versions of the same vector
then defines a trajectory of the system in a -dimensional space. The optimal choice of the delay © and dimension have been the object of numerous investigations [1, 15, 16] and will not be addressed here. This embedding procedure may be combined with multichannel data if necessary to further unfold the trajectories.
In view of future applications and without loss of generality, we'll assume that our data are of the multichannel type, each channel corresponding to a location in space. The coincide with the axes of inertia of the data [19, 20, 21] . In this new basis, the spatio-temporal observables are decomposed into a unique set of orthonormal spatial and temporal modes . This property of the SVD has been successfully used to build Galerkin bases for large-dimensional systems [22, 23] and to characterize spatio-temporal patterns in laboratory plasmas [24, 25, 26, 27] .
The GSVD [19, 28, 29] exploits the same idea as the SVD, but with a basic difference: it gives a common basis for . The technique is used in numerical analysis for total least squares problems [30] but the phase space separation property has to the best of our knowledge only been exploited in medical engineering applications [31] .
A clear ordering of the generalized singular eigenvalues attests the presence of different types of trajectories and thus suggests the possibility to separate them into a "noise" and a "signal" subspace. Indeed, the truncated expansion
retains most of the desired dynamics while rejecting a sizeable fraction of the noise. Conversely, by symmetry we can isolate the noise by discarding some of the leading modes.
It can be shown [19] that the generalized eigenvalues and the basis functions are solutions of the symmetric eigenvalue problem, which reads in matrix notation
Although the basis functions can be easily calculated that way, it is numerically safer to avoid computing the grammians ¨ ¨ ¡ and ¡ and use instead the robust GSVD algorithm [32, 33] . Notice that the structure of Eq. (6) We must stress here that the SVD and the GSVD provide a linear transformation and hence are formally not appropriate for nonlinear analysis purposes. They cannot disentangle structures that are nonlinearly correlated and whose trajectories in phase space are not confined to a hyperplane [34] . However, it is also known that a manifold with nonzero curvature can locally be approximated by its tangent plane, on which the GSVD is applicable. Such a linearization will be justified in the examples that follow.
Removing sawtooth oscillations with weak perturbations
There are a priori good reasons to believe that impurity injection experiments lend themselves to a GSVD analysis since the induced perturbations are relatively weak. , see Fig. 1 . These subsets are large enough to give detailed trajectories, but more samples would be needed if the signal-to-noise ratio were lower.
Since we deal here with small deviations from an equilibrium value, it is natural to preprocess the data by subtracting from each channel the average temperature prior to the injection. Unfortunately, neither the GSVD nor the SVD are scale-invariant, and so the outcome depends on the normalization. There is no general recipe for normalizing the data but it is advisable to remove time-averages and have approximately equal noise variances in all channels. In addition, if the two subsets have different numbers of samples . There is no universal rule for separating the signal and noise subspaces on the basis of these global quantities only. We nevertheless can give some general prescriptions:
1. A good separation can only be achieved with basis vectors whose angular separation¨¥ is either close to '
(signal with little noise) or close to 0 (noise with little signal).
Angles around )
and signal-to-signal ratios in the vicinity of 0 dB correspond to directions along which the noise and signal subspaces are hard to separate. These directions are usually difficult to handle.
The faster the angular distribution drops from '
to 0, the better the separability. An analysis of the separation angle or of the SSR suffices when the two processes separate easily. If this is not the case a visual inspection of the temporal and spatial modes is recommended.
According to these prescriptions, most of the noiseless dynamics in shot #20792 should be captured by the two dominant directions only. This is indeed confirmed by an inspection of the temporal modes . Dots correspond to raw data and the thin lines to the temperature as reconstructed using respectively 1 up to 5 of the dominant GSVD modes. Modes 1 and 2 essentially contribute to the temperature relaxation while the subsequent ones do nothing but add sawtooth modulations.
Now that the separability between the noise and signal subspaces has been demonstrated we can attempt a reconstruction of the sawtoothless dynamics by taking a selection of the dominant modes. Fig. 7 shows how satisfactory reconstructions can be already achieved with one mode only. Two modes improve the initial temperature transient a little. With more than two modes the improvement stops and sawtooth-related noise becomes significant. One may thus safely conclude that the GSVD succeeds in eliminating the contribution of the sawteeth, using a projection on two modes only out of twelve. Analyses carried out on numerically simulated data fully support this conclusion.
Fast penetration of the cold front
After this brief validation of the GSVD, an investigation of non-local transport aspects in sawtoothing discharges is in order. The main results are summarized in Fig. 8 , which displays the filtered time evolution of the electron temperature immediately following the impurity injection for shots #20601, #20792 and #21425. In all of them the cold front propagation can now be observed with unprecedented clarity. The top row in addition shows the simultaneous evolution of the Abel-inverted central soft X-ray emission. The dashed line marks the impurity injection pulse. Notice the fast reaction of the electron temperature and the delayed inverted sawtooth crash which is the signature of the penetration of the impurities inside the inversion radius. The filtered temperature has been reconstructed using two dominant GSVD modes (three for shot #21425). The amplitudes are in arbitrary units.
Several results are noteworthy. The initial inward propagation of the cold front is fast as it reaches the inversion radius 2 to 5 ms only after the ablation. It takes about the same amount of time for the central electron temperature to react, which is extremely short as compared to the time needed for the impurities the reach the core. Indeed, the penetration of the impurities inside the inversion radius is mediated by the sawtoothing process; its distinctive signature is an inverted sawtooth crash appearing in the soft X-ray emission [10] . The first inverted crash following the ablation occurs at least 10 ms after the temperature has started to change, indicating that the central temperature modification is not due to a radiation increase caused by the influx of impurities.
Another illustration of the differing behavior of the central heat and particle transport processes is given by shot #20601, in which the central temperature starts to change during a sawtooth ramp and is not affected by the subsequent crashes. We checked that this could not be an artifact of the GSVD analysis, since it persists when more modes are used to reconstruct the dynamics. It cannot be attributed to a partial sawtooth either, since none are observed in the central soft X-ray emission. At lower densities, the dynamical response completely changes as the peripheral cooling causes the core to warm up (shot #21425). This effect is best observed in the contour plot of Fig. 9 , in which the fast temperature rise just outside the inversion radius and its subsequent penetration inside the core are readily apparent once the sawteeth have been filtered out. Here again, the impurities reach the core well after the temperature has started to rise. and is marked by a dashed line. Notice the peak in the temperature just outside the inversion radius and the small delay before it enters the plasma core.
The most plausible explanation so far is a modification of the heat diffusivity that is induced by the cold front penetration in the plasma periphery [3, 4, 6, 7, 8] . The exact location at which the cold front triggers the modification is still an open question. In some cases (shot #20792) the central electron temperature doesn't change until the cold front has come close to the inversion radius. Similar observations were made before on other tokamaks, in which different types of stimuli caused the same type of response [35] . In other cases (shot #21425) the initial inward propagation appears to be faster but still the the core temperature takes a few ms to react. This delay is best observed in Fig. 9 . We are presently investigating these aspects with predictive transport models [5] and transfer function analyses.
Removing sawtooth oscillations with a strong perturbation
To illustrate the limitations of the GSVD, we finally consider shot #21429, in which an obliquely injected pellet causes a rather local but significant density increase in the vicinity of
The resulting perturbation affects both the plasma equilibrium and the sawtooth activity, see Fig. 3 . In this example, the noise subset consists of 1050 samples preceding the injection, and the signal subset of the 590 subsequent ones. Figure 10 shows the existence of some outstanding directions. In contrast to the preceding examples, however, some of the directions do not preferentially favor one of the two subspaces. An inspection of the temporal modes confirms this, see Fig. 11 . Modes 1 to 3 mostly capture the pelletinduced perturbation whereas modes 4 to 7 reveal both the initial transient and the large sawteeth that follow. This mixture essentially comes from the nonlinear interaction between the two. Indeed, the sawteeth that immediately follow the injection are affected by the pellet-induced change of confinement. In this case, at least 7 of the 12 modes must be included in order to faithfully reproduce the fast evolution of the temperature profile immediately following the injection. Although the GSVD does bring some improvement over the raw data, it is difficult to reach a compromise between what can be rejected and must be kept.
Conclusions
The objective of this paper was to show how the longstanding problem of removing sawtooth oscillations from tokamak data can be successfully solved by means of the Generalized Singular Value Decomposition (GSVD). The technique is sufficiently general to be applicable to other types of experiments in which a predefined coherent or incoherent "noise" has to be removed from multichannel Although the linearity of the technique makes its use straightforward, we would like to stress the need for common sense in applying it, since a proper analysis necessarily requires a prior understanding of the noise process one wants to separate from the data. Two necessary conditions are:
1. The noise and the transient response one wants to extract must have different dynamics, otherwise they cannot be separated. This implies that their covariance matrices must have different eigenspaces.
2. The noise must not be significantly affected by the process of interest. The reverse does not have to be true.
These two conditions are usually met in perturbative transport experiments, for which the GSVD is particularly appropriate.
It has been shown how the GSVD considerably eases the analysis of the plasma response to the injection of small amounts of impurities in sawtoothing discharges. The cold front penetration appears with unprecedented clarity and the differing behavior of the central particle and heat transport mechanisms is revealed. The latter is most likely due to modification of the central heat diffusivity shortly (a few ms) after the ablation pulse.
