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ERGODIC THEORY FOR QUANTUM SEMIGROUPS
VOLKER RUNDE AND AMI VISELTER
ABSTRACT. Recent results of L. Zsidó, based on his previous work with C. P. Niculescu and A. Ströh,
on actions of topological semigroups on von Neumann algebras, give a Jacobs–de Leeuw–Glicksberg
splitting theorem at the von Neumann algebra (rather than Hilbert space) level. We generalize this
to the framework of actions of quantum semigroups, namely Hopf–von Neumann algebras. To this
end, we introduce and study a notion of almost periodic vectors and operators that is suitable for
our setting.
INTRODUCTION
The celebrated Jacobs–de Leeuw–Glicksberg splitting theorem [21, 10] is a fundamental result
in ergodic theory. It considers a weakly almost periodic semigroup S of operators over a Banach
space X, and under an amenability condition, it gives a decomposition of X as the direct sum of
the almost periodic vectors of S and the weakly mixing (or flight) vectors of S. Assume now that
N is a von Neumann algebra, ω is a faithful normal state of N , G is a topological semigroup and
α = (αs)s∈G is an ω-preserving action of G onN . The quadruple (N, ω,G, α) is a noncommutative
dynamical system, generalizing the standard ergodic-theoretic setting of a measure-preserving
transformation T acting on a probability space (Ω, µ), giving rise to the action f 7→ f ◦ T ,
f ∈ L∞(Ω, µ). On the GNS Hilbert space H of (N, ω), one constructs the canonical semigroup
(Us)s∈G of isometries implementing α. The Jacobs–de Leeuw–Glicksberg theorem now applies to
S := {Us : s ∈ G}, yielding a decomposition ofH. But in this setting, it is also desirable to obtain
a decomposition of N as a direct sum of almost periodic operators and weakly mixing operators.
This problem was considered by Niculescu, Ströh and Zsidó [27] in the case G = Z+, and by
Zsidó [41] in the general case where G is a locally compact unital semigroup. They define the
notion of almost periodicity of an operator in N , prove that the set of almost periodic operators
forms a von Neumann subalgebra NAP of N , and establish the existence of an ω-preserving
conditional expectation from N onto NAP [27, Theorem 4.2]. The decomposition of N given by
this conditional expectation is the desired one.
Extending classical results of ergodic theory to noncommutative dynamical systems has been
a central research theme for many years. In addition to the references mentioned above, we
refer the reader to Abadie and Dykema [1], Austin, Eisner and Tao [2], Beyers, Duvenhage and
Ströh [5], Duvenhage [13, 14, 15], Fidaleo and Mukhamedov [20] and the references therein
for (a partial list of) recent works in this spirit. The purpose of the present paper is to extend
the results of [27, 41] detailed in the previous paragraph to actions of quantum semigroups,
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namely Hopf–von Neumann algebras. In this setting the problems become much more delicate.
For instance, it is not obvious at first what the proper definition of almost periodicity should be.
The structure of the paper is as follows. In §1 we give some background and establish the no-
tation and standing hypothesis. In §2 we prove a generalized mean ergodic theorem, extending
the mean ergodic theorem for Hopf–von Neumann algebras of Duvenhage [13]. This general-
ization is of independent interest. §3 is dedicated to (complete) almost periodicity of actions of
Hopf–von Neumann algebras: after giving some motivation, we establish the fundamental com-
pactification result (Theorem 3.11) and then give an alternative definition of complete almost
periodicity (Corollary 3.14). The main results of the paper are obtained in §4. In particular, we
prove that the set NCAP of completely almost periodic operators is a von Neumann subalgebra of
N (Theorem 4.5), and that under certain conditions, there is a canonical conditional expectation
from N to NCAP (Corollary 4.10), which provides the Jacobs–de Leeuw–Glicksberg splitting of
N .
1. PRELIMINARIES AND NOTATION
We shall use the notation of Effros and Ruan [16] for operator space terminology. Throughout
the paper, the symbols ⊙, ⊗, ⊗min, q⊗, ⊗̂ and ⊗ stand for the following respective types of
tensor products: the algebraic, Hilbert space, C∗-algebraic minimal (spatial), operator space
injective, projective and normal spatial (including von Neumann algebraic). A projection over
a Hilbert space is always orthogonal. In the context of operators over a Hilbert space, “weak”
and “strong” refer to the weak and strong operator topologies, respectively. We assume that the
reader is familiar with the basics of compact quantum groups (Woronowicz [40], Maes and Van
Daele [25]) and the Tomita–Takesaki modular theory [31, 32, 34].
The basic quantum structure we consider in this paper is that of Hopf–von Neumann algebras.
Definition 1.1 ([19]). A Hopf–von Neumann algebra is a pair G = (L∞(G),∆), where L∞(G) is
a von Neumann algebra and ∆ : L∞(G)→ L∞(G)⊗L∞(G) is a co-multiplication, that is, a unital
normal ∗-homomorphism which is co-associative: (∆⊗ id)∆ = (id⊗∆)∆.
If G is a Hopf–von Neumann algebra, we denote L1(G) := L∞(G)∗. This space is a Ba-
nach algebra with the product ∗ induced by the predual ∆∗ : L1(G)⊗̂L1(G) → L1(G), that is,
(ω1 ∗ ω2) (x) := (ω1 ⊗ ω2)∆(x) (ω1, ω2 ∈ L1(G), x ∈ L∞(G)).
Definition 1.2. A co-representation of G is an operator u ∈ C⊗L∞(G), for some von Neumann
algebra C, satisfying
(id⊗∆)(u) = u12u13
(we use the customary leg numbering notation). If C = B(K) for some Hilbert space K, we
say that u is a co-representation of G on K. A closed subspace K′ of K is said to be invariant
under u if u(p ⊗ 1) = (p ⊗ 1)u(p ⊗ 1), where p is the projection of K onto K′. The restriction
u(p⊗ 1) ∈ B(K′)⊗L∞(G) is a typical sub-representation of G.
Definition 1.3. A Hopf–von Neumann algebra G is called a locally compact quantum group (see
Kustermans and Vaes [23, 24] or Van Daele [38], and for an alternative approach see Masuda,
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Nakagami and Woronowicz [26]), abbreviated LCQG, if L∞(G) admits a pair of normal, semi-
finite, faithful weights ϕ, ψ, called the left and right Haar weights, that are left and right invariant
(respectively) in the sense that ϕ((ω⊗ id)∆(x)) = ω(1)ϕ(x) for all ω ∈ L1(G)+ and x ∈M+ such
that ϕ(x) < ∞, and ψ((id ⊗ ω)∆(x)) = ω(1)ψ(x) for all ω ∈ L1(G)+ and x ∈ M+ such that
ψ(x) <∞.
The deep theory of locally compact quantum groups is not needed in most parts of the paper,
especially outside of the appendix.
Definition 1.4 ([18, 11, 4]). Let G be a Hopf–von Neumann algebra.
(a) We say that G is amenable if it admits a (two-sided) invariant mean, that is, a state
m ∈ L∞(G)∗ with
m((ω ⊗ id)∆(x)) = ω(1)m(x) = m((id⊗ ω)∆(x)) (1.1)
for all x ∈ L∞(G), ω ∈ L1(G). Recall that if G is a LCQG, then the existence of either
a left- or a right-invariant mean (only one of the equalities in (1.1)) is equivalent to
amenability [11, Proposition 3].
(b) We say that G is (left) co-amenable if L1(G) possesses a bounded left approximate identity.
Remark 1.5. Let G be an amenable Hopf–von Neumann algebra, and let m be an invariant mean
on G. One can use a standard convexity argument (cf. [35, Lemma 3.12, (1)]) to show that
there is a net (mκ) of states in L1(G) with mκ → m in the σ(L∞(G)∗, L∞(G))-topology and
lim
κ
‖θ ∗mκ − θ(1)mκ‖ = 0 = lim
κ
‖mκ ∗ θ − θ(1)mκ‖ (∀θ ∈ L
1(G)).
Example 1.6. The two basic examples of LCQGs are the ones that come from a locally compact
group G as follows.
(a) Let L∞(G) be L∞(G) and define ∆ by (∆(f))(t, s) := f(ts) (f ∈ L∞(G), s, t ∈ G),
employing the natural identification L∞(G)⊗L∞(G) ∼= L∞(G×G). Now the product ∗ is
the convolution on L1(G) = L1(G). Letting ϕ, ψ be integration against a left and a right
Haar measure, respectively, one obtains the commutative LCQG G associated with G. This
G is always co-amenable, and is amenable if and only if G is amenable as a group.
(b) Let L∞(G) be VN(G), the (left) von Neumann algebra of G. We define∆ to be the unique
unital normal ∗-homomorphism from VN(G) to VN(G)⊗VN(G) that satisfies ∆(λg) =
λg ⊗ λg for every g ∈ G (λg being the left translation by g), and take both ϕ, ψ to be the
Plancherel weight of G [34]. This gives the co-commutative LCQG associated with G. We
often write Gˆ for this G. It is always amenable, and is co-amenable if and only if G is
amenable as a group.
Definition 1.7. An action of a Hopf–von Neumann algebra G on a von Neumann algebra N is a
unital normal ∗-homomorphism α : N → N⊗L∞(G) satisfying
(α⊗ id)α = (id⊗∆)α.
Standing hypothesis. Throughout the paper we assume that G = (L∞(G),∆) is a Hopf–von
Neumann algebra and N is a von Neumann algebra such that the following hold:
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(a) G is amenable and (left) co-amenable; and
(b) α is an action of G on N , and ω is a normal faithful state of N invariant under α, that is,
(ω ⊗ id)α = ω(·)1.
Furthermore, for some bounded left approximate identity (ǫλ) of the Banach algebra
L1(G), we have
(id⊗ ǫλ)α(a)→ a
weakly for every a ∈ N .
Our setting evidently generalizes that of [27] (take L∞(G) := ℓ∞(Z+) and define∆ as in Example
1.6, (a)).
Remark 1.8. While N should be countably decomposable for ω to exist, there is no other condi-
tion on N . We believe it should be possible to obtain stronger results on multiple recurrence in
the spirit of Austin, Eisner and Tao [2] if N is assumed finite (also see Remark 4.11).
We let L∞(G) act on some Hilbert space L2(G) (not necessarily in standard position). We
denote by (H, id,Γ) the GNS construction for (N, ω). Since ω is invariant under the action α, the
isometry U ∈ B(H)⊗L∞(G) determined by
((id⊗ θ)(U))Γ(a) = Γ
(
(id⊗ θ)α(a)
)
(∀θ ∈ L1(G), a ∈ N)
implements α in the sense that α(a)U = U(a⊗1) for all a ∈ N . Moreover, U is a co-representation
of G.
For every ζ ∈ H we define a bounded operator Tζ : L1(G) → H by Tζ(θ) := ((id ⊗ θ)(U))ζ
(θ ∈ L1(G)). We note that Duvenhage [13] denotes Tζ(θ) by θ˜αζ .
We shall require a Hilbert space version of α as follows. Denote byHc the column Hilbert space
determined byH [16, §3.4]. Since Γ ∈ CB(N,Hc), we have the map Γ⊗id ∈ CB(N⊗L∞(G),Hc⊗L∞(G)).
Lemma 1.9. The operators Tζ , ζ ∈ H, are completely bounded, and can be regarded as elements of
Hc⊗L
∞(G). Furthermore, the operator α˜ : Hc → Hc⊗L
∞(G) given by α˜(ζ) := Tζ for all ζ ∈ H is
completely contractive. It satisfies α˜ ◦ Γ = (Γ⊗ id) ◦ α and (id⊗∆)α˜ = (α˜⊗ id)α˜ (which belong to
CB(N,Hc⊗L
∞(G)) and CB(Hc,Hc⊗L
∞(G)⊗L∞(G)), respectively). Furthermore, (id⊗ ǫλ)α˜(ξ)→
ξ weakly for every ξ ∈ H.
Proof. Recall that the operator space structure ofHc⊗L∞(G) is given by the naturalw∗-homeomorphic,
completely isometric embedding Hc⊗L∞(G) →֒ CB(L1(G),Hc) [16, Theorem 7.2.3 and Corol-
lary 7.1.5]. For every ζ ∈ H, the operator evζ : B(H) → Hc given by T 7→ Tζ , T ∈ B(H),
belongs to CB(B(H),Hc) and is w∗-continuous. Furthermore, the map Hc → CB(B(H),Hc)
given by ζ 7→ evζ is a complete isometry. Define α˜ : Hc → Hc⊗L∞(G) by α˜(ζ) := (evζ ⊗id)(U).
From the foregoing and as ‖U‖ = 1, α˜ is completely contractive. By the definition of Tζ , we
clearly have α˜(ζ) = Tζ for all ζ ∈ H, and from the definition of U we obtain the formula
α˜(Γ(a)) = (Γ⊗ id)α(a) for all a ∈ N . Consequently, for every a ∈ N ,
(id⊗∆)α˜(Γ(a)) = (id⊗∆)(Γ⊗ id)α(a) = (Γ⊗ id⊗ id)(id⊗∆)α(a)
= (Γ⊗ id⊗ id)(α⊗ id)α(a) = (α˜⊗ id)(Γ⊗ id)α(a) = (α˜⊗ id)α˜(Γ(a)).
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Hence (id⊗∆)α˜ = (α˜⊗ id)α˜. By assumption, (id⊗ ǫλ)α(a)→ a weakly for all a ∈ N , so that
(id⊗ ǫλ)α˜(Γ(a)) = Γ((id⊗ ǫλ)α(a))→ Γ(a)
weakly. From the boundedness of (ǫλ) we infer that (id ⊗ ǫλ)α˜(ξ) → ξ weakly for every ξ ∈ H.
This completes the proof. 
Remark 1.10. For ζ ∈ H and θ, ϑ ∈ L1(G), we have
TTζ(ϑ) = α˜((id⊗ ϑ)α˜(ζ)) = (id⊗ id⊗ ϑ)(α˜⊗ id)α˜(ζ) = (id⊗ id⊗ ϑ)(id⊗∆)α˜(ζ).
Thus
TTζ(ϑ)(θ) = (id⊗ θ ⊗ ϑ)(id⊗∆)α˜(ζ) = (id⊗ (θ ∗ ϑ))α˜(ζ) = Tζ(θ ∗ ϑ).
For the definition of a compact quantum group we use the C∗-algebraic language, which is
more suitable for our purposes, although there is an equivalent von Neumann algebraic one.
Definition 1.11 ([40, 25]). A compact quantum group is a pair H = (C(H),∆), where C(H) is
a unital C∗-algebra, ∆ : C(H) → C(H) ⊗min C(H) is a C∗-algebraic co-multiplication, that is, a
unital ∗-homomorphism which is co-associative, i.e., (∆ ⊗ id)∆ = (id ⊗∆)∆, and furthermore,
the sets (C(H)⊗ 1)∆(C(H)) and (1⊗ C(H))∆(C(H)) are norm total in C(H)⊗min C(H).
If the pair (C(H),∆) satisfies all these assumptions apart from the density conditions, it is
called a compact quantum semigroup.
2. BASIC ERGODIC THEORY
Lemma 2.1. Let C be a von Neumann algebra and u ∈ C⊗L∞(G). Fix µ ∈ C+∗ , and denote its
GNS construction by (Hµ, id,Γµ). Denote Ξ := Γµ ⊗ Γ. For every θ ∈ L
1(G)+, the operator Vu(θ)
given by
Vu(θ) : Ξ(a) 7→ Ξ
[
(id⊗ id⊗ θ)
(
u13 · (id⊗ α)(a)
)]
(∀a ∈ C⊗N)
extends to an element ofB(Hµ⊗H) satisfying ‖Vu(θ)‖ ≤ ‖u‖ ‖θ‖. Moreover, if u is a co-representation
of G, then Vu(θ1)Vu(θ2) = Vu(θ1 ∗ θ2) for all θ1, θ2 ∈ L
1(G)+.
Proof. Let a, b ∈ C⊗N . Since α is ω-invariant, we have
|〈Vu(θ)Ξ(a),Ξ(b)〉|
=
∣∣(µ⊗ ω)[b∗ · (id⊗ id⊗ θ) (u13(id⊗ α)(a))]∣∣ = ∣∣(µ⊗ ω ⊗ θ)(b∗12u13(id⊗ α)(a))∣∣
≤ ‖θ‖1/2 ‖Ξ(b)‖ (µ⊗ ω ⊗ θ)
(
(id⊗ α)(a∗)u∗13u13(id⊗ α)(a)
)1/2
≤ ‖θ‖1/2 ‖Ξ(b)‖ ‖u‖ (µ⊗ ω ⊗ θ)
(
(id⊗ α)(a∗a)
)1/2
= ‖θ‖ ‖Ξ(b)‖ ‖Ξ(a)‖ ‖u‖
by the Cauchy–Schwarz inequality. This proves the first assertion. If u is a co-representation of
G, θ1, θ2 ∈ L1(G)+ and a ∈ C⊗N , then
Vu(θ1)Vu(θ2)Ξ(a) = Vu(θ1)Ξ
[
(id⊗ id⊗ θ2)
(
u13 · (id⊗ α)(a)
)]
= Ξ
{
(id⊗ id⊗ θ1)
[
u13 · (id⊗ α)(id⊗ id⊗ θ2)
(
u13 · (id⊗ α)(a)
)]}
= Ξ {(id⊗ id⊗ θ1 ⊗ θ2) [u13u14 · (id⊗ (α⊗ id)α)(a)]} .
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Using that α is an action and u is a co-representation, we get
Vu(θ1)Vu(θ2)Ξ(a) = Ξ {(id⊗ id⊗ θ1 ⊗ θ2) [(id⊗ id⊗∆) (u13(id⊗ α)(a))]}
= Ξ [(id⊗ id⊗ (θ1 ∗ θ2)) (u13(id⊗ α)(a))] = Vu(θ1 ∗ θ2)Ξ(a).
Hence Vu(θ1)Vu(θ2) = Vu(θ1 ∗ θ2) by continuity. 
The next result is a generalized mean ergodic theorem (cf. [27, Proposition 3.2]) for Hopf–von
Neumann algebras. When taking u to be the trivial representation, one recovers Duvenhage’s
result [13].
Theorem 2.2. Let C be a von Neumann algebra and u ∈ C⊗L∞(G) be a unitary co-representation
of G. Fix µ ∈ C+∗ , denote its GNS construction by (Hµ, id,Γµ) and let Ξ := Γµ ⊗ Γ. Denote by Pu
the projection (over Hµ ⊗H) onto the space⋂
θ is a state in L1(G)
ker(Vu(θ)− 1).
Let (mκ) be a net of states in L
1(G) such that ‖mκ ∗ θ −mκ‖ → 0 and θ ∗ mκ − mκ → 0 in the
σ(L1(G), L∞(G))-topology for each state θ in L1(G) (see Remark 1.5).
(a) We have Vu(mκ)→ Pu strongly.
(b) Suppose that µ is faithful. There exists a unique projection Eu from C⊗N onto the subspace
Nu := {b ∈ C⊗N : (id⊗ α)(b) = u
∗
13b12} satisfying Ξ ◦ Eu = Pu ◦ Ξ. Furthermore, Eu is
normal, it has norm 1 (unless Eu = 0),
(id⊗ id⊗mκ) [u13 · (id⊗ α)(a)]→ Eu(a)
strongly for every a ∈ C⊗N and (mκ) as above and Ξ(Nu) = ImPu.
Remark 2.3. We emphasize that neither Pu nor Eu depend on the chosen net (mκ).
Proof of Theorem 2.2. (a) Recall that for any contraction v ∈ B(H) we have ker(v−1) = ker(v∗−
1), thus ker(v − 1)⊥ = Im(v − 1). Therefore Im(1 − Pu) = span
⋃
θ Im(Vu(θ) − 1), where the
union goes over all states in L1(G). For every state θ ∈ L1(G), we have Vu(mκ) (Vu(θ)− 1) =
Vu(mκ ∗ θ −mκ), and hence ‖Vu(mκ) (Vu(θ)− 1)‖ ≤ ‖mκ ∗ θ −mκ‖ → 0. Thus Vu(mκ)η → 0 for
every η in the dense subspace span
⋃
θ Im(Vu(θ)−1) of Im(1−Pu). Since (Vu(mκ))κ is uniformly
bounded by 1, we deduce that Vu(mκ)η → 0 for all η ∈ Im(1− Pu). Now, for all ζ ∈ Hµ ⊗H, we
have
Vu(mκ)ζ = Vu(mκ)Puζ + Vu(mκ)(1− Pu)ζ = Puζ + Vu(mκ)(1− Pu)ζ → Puζ.
(b) Let a ∈ C⊗N be given. The net
(
(id⊗ id⊗mκ)
(
u13 · (id⊗ α)(a)
))
λ
is bounded by ‖a‖, so
it admits a weak cluster point in C⊗N , denoted Eu(a), with ‖Eu(a)‖ ≤ ‖a‖. By (a) we have
Ξ
[
(id⊗ id⊗mκ)
(
u13 · (id⊗ α)(a)
)]
= Vu(mκ)Ξ(a)→ PuΞ(a), (2.1)
from which the identity Ξ(Eu(a)) = PuΞ(a) is obtained using (a). This proves that Eu does not
depend on the particularly chosen net (mκ) and that it is normal. Moreover, (2.1) entails that
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actually (id⊗ id⊗mκ)
(
u13 · (id⊗ α)(a)
)
→ Eu(a) strongly, as we have convergence at the vector
Ξ(1), which is separating for C⊗N on Hµ ⊗H.
We now prove that Eu(a) ∈ Nu. As α is an action, we have
(id⊗ α)(Eu(a)) = lim
κ
(id⊗ id⊗ id⊗mκ)(id⊗ α⊗ id) [u13 · (id⊗ α)(a)]
= lim
κ
(id⊗ id⊗ id⊗mκ) [u14 · (id⊗ (α⊗ id)α)(a)]
= lim
κ
(id⊗ id⊗ id⊗mκ) [u14 · (id⊗ (id⊗∆)α)(a)]
(all limits are weak ones). Thus, if θ ∈ L1(G) is a state, then by approximate invariance of (mκ),
(id⊗ id⊗ θ) [u13 · (id⊗ α)(Eu(a))] = lim
κ
(id⊗ id⊗ θ ⊗mκ) [u13u14 · (id⊗ (id⊗∆)α)(a)]
= lim
κ
(id⊗ id⊗ θ ⊗mκ)(id⊗ id⊗∆) [u13(id⊗ α)(a)]
= lim
κ
(id⊗ id⊗ (θ ∗mκ)) [u13(id⊗ α)(a)]
= lim
κ
(id⊗ id⊗mκ) [u13(id⊗ α)(a)] = Eu(a).
Hence u13 · (id ⊗ α)(Eu(a)) = Eu(a) ⊗ 1, and u being a unitary, we obtain Eu(a) ∈ Nu. On the
other hand, we obviously have Eu(a) = a if a ∈ Nu. We conclude that Eu is a projection from
C⊗N onto Nu.
The inclusion Ξ(Nu) ⊆ ImPu is clear. To prove that ImPu ⊆ Ξ(Nu), let ζ ∈ ImPu and ε > 0 be
given. Pick a ∈ C⊗N with ‖ζ − Ξ(a)‖ ≤ ε. Then ζ − Ξ(Eu(a)) = Pu(ζ − Ξ(a)) has norm ≤ ε and
Eu(a) ∈ Nu. 
3. COMPLETE ALMOST PERIODICITY
The aim of this section is to give a definition of almost periodic vectors and operators that
is adequate for our setting of actions of Hopf–von Neumann algebras, and then generalize the
compactification result [27, Lemma 4.1]. This is an essential step for the rest of the paper.
The question of how to define almost periodicity in the quantum setting is a nontrivial one.
We begin by recalling the classical setting of Niculescu, Ströh and Zsidó [27] and Zsidó [41].
Let N be a von Neumann algebra, ω ∈ N∗ a faithful state, G a locally compact unital semigroup,
and α = (αs)s∈G a (weakly continuous) action of G on N . We denote the GNS construction
for (N, ω) by (H,Γ). For s ∈ G, the isometry Us ∈ B(H) determined by UsΓ(a) := Γ(αs(a)),
a ∈ N , implements αs in the sense that αs(a)Us = Usa for all a ∈ N . Moreover, U = (Us)s∈G is a
representation of G: UsUt = Ust for every s, t ∈ G. In [27, 41], a vector ζ ∈ H is called almost
periodic if its orbit {Usζ : s ∈ G} is relatively compact in H. In this setting, however, there are
other notions of almost periodicity [21, 10]. We summarize the approaches to defining the set
of almost periodic vectors:
(i) the closed linear span of the unitary subspaces (Jacobs [21], de Leeuw and Glicksberg
[10, Definition of Bp, p. 75]);
(ii) the reversible vectors (Jacobs [21], de Leeuw and Glicksberg [10, Definition ofBr, p. 73]);
(iii) the vectors whose orbits are relatively compact [27, 41] (see above).
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Approaches (i) and (ii) are equivalent by [10, Theorem 4.10], while their equivalence to (iii)
is a consequence of a result similar to [27, Lemma 4.1] together with the theory of unitary
representations of compact groups. Approaches (ii) and (iii), which rely on the period of the
vector, have the clear advantage of being far more tangible than (i) when testing for almost
periodicity.
In the quantum setting, it is desirable to find a definition that would be an obvious general-
ization of (iii). Nevertheless, it seems that the only feasible definition in general is a standard
adaptation of (i). In Subsection 3.1 we give some motivation to almost periodicity in the quan-
tum setting. It is not essential for understanding the rest of the paper, but it does put things in
the right perspective. In Subsection 3.2 we introduce our definition (3.7) of complete almost
periodicity and prove the fundamental compactification result, Theorem 3.11. Then we show in
Corollary 3.14 that under some assumptions, it is indeed possible to give an equivalent definition
of complete almost periodicity, which is very close to (iii).
3.1. Motivation. The following easy lemma serves as some motivation for a possible general-
ization of almost periodicity to the quantum setting.
Lemma 3.1. In the classical setting of [27, 41] (see the introduction to this section), suppose that µ
is a positive Borel measure on G that is finite on compact sets and nonzero on open sets. For ζ ∈ H,
define Tζ ∈ B(L
1(G, µ),H) by Tζ(θ) :=
´
G
θ(s)Usζ ds, θ ∈ L
1(G, µ). Then ζ is almost periodic
⇐⇒ Tζ is compact.
Proof. Let ζ ∈ H. By Mazur’s theorem [12, Theorem V.2.6], ζ is almost periodic if and only if
co {Usζ : s ∈ G} is compact. For every θ ∈ L1(G) with θ ≥ 0 and ‖θ‖1 = 1, we have Tζ(θ) ∈
co {Usζ : s ∈ G}. Moreover, Usζ ∈ {Tζ(θ) : 0 ≤ θ ∈ L1(G), ‖θ‖1 = 1} for all s ∈ G. Hence the
assertion follows. 
As normally happens when one moves from the classical to the quantum setting, Banach space
(“commutative”) notions are replaced by their operator space (“noncommutative”) counterparts.
Definition 3.2 ([29]). LetE, F be operator spaces and T ∈ CB(E, F ). We say that T is completely
compact if for every ε > 0 there exists a finite-dimensional subspace Fε of F such that ‖QFεT‖cb <
ε, where QFε : F → F/Fε is the quotient map. The space of these operators is denoted by
CK(E, F ).
Complete compactness implies compactness, and the two notions agree when E has the max-
imal operator space structure (e.g., in the classical setting). The space CK(E, F ) contains the
cb-closure of the finite-rank operators from E to F , that is, the space of all operators in CB(E, F )
that may be viewed as elements of the injective tensor product E∗q⊗F via its completely isometric
embedding in CB(E, F ) [16, Proposition 8.1.2]. These two spaces actually coincide when F is a
dual operator space and E∗, F are injective [29, Proposition 1.6]. Returning to our setting, we
consider the operators Tζ ∈ CB(L1(G),Hc), ζ ∈ H (see §1). If G is a LCQG, then co-amenability
implies that L∞(G) = L1(G)∗ is injective [4]. All the foregoing suggests that the quantum version
of almost periodicity of a vector ζ ∈ H should be based on α˜(ζ) = Tζ belonging to Hcq⊗L∞(G)
(→֒ Hc⊗L∞(G) →֒ CB(L1(G),Hc)).
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Lemma 3.3. Set K :=
{
ζ ∈ H : α˜(ζ) ∈ Hcq⊗L
∞(G)
}
. Then K is a closed subspace of H, and we
have α˜(K) ⊆ Kcq⊗L
∞(G) and α˜(ΓΓ−1(K)) ⊆ ΓΓ−1(K)cq⊗L
∞(G).
Proof. That K is a closed subspace of H follows easily from Lemma 1.9. To show that α˜(K) ⊆
Kcq⊗L
∞(G), let ζ ∈ K. Since α˜(ζ) = Tζ ∈ Hcq⊗L∞(G), we need to prove that ImTζ ⊆ K;
indeed, this is enough because of the existence of the (orthogonal, thus completely contractive)
projection from H onto K. Fix ϑ ∈ L1(G). For every θ ∈ L1(G) we have TTζ(ϑ)(θ) = Tζ(θ ∗ ϑ)
(Remark 1.10), so letting S : L1(G) → L1(G) be given by θ 7→ θ ∗ ϑ, we conclude that TTζ(ϑ) =
TζS. Since Tζ ∈ Hcq⊗L∞(G) and S ∈ CB(L1(G)), we have TTζ(ϑ) ∈ Hcq⊗L
∞(G), i.e., Tζ(ϑ) ∈ K.
The last assertion follows similarly as TΓ(a)(θ) = Γ
(
(id⊗θ)α(a)
)
for all a ∈ N and θ ∈ L1(G). 
Corollary 3.4. For every a ∈ Γ−1(K) we have α(a) ∈ Γ−1(K)⊗FL
∞(G), where ⊗F stands for the
normal Fubini tensor product of dual operator spaces.
Lemma 3.5. Let E be an operator space and K be a Hilbert space. Let x ∈ Kcq⊗E, and define
Ex := span {(ρ
∗ ⊗ id)x : ρ ∈ K}. Then x ∈ Kcq⊗Ex.
The elementary proof is left to the reader.
Proposition 3.6. Set again K :=
{
ζ ∈ H : α˜(ζ) ∈ Hcq⊗L
∞(G)
}
, and let A be the unital C∗-
subalgebra of L∞(G) generated by {(η∗ ⊗ id)α˜(ζ) : ζ ∈ K, η ∈ H}. Then∆ restricts to aC∗-algebraic
co-multiplication A → A⊗minA. In the case that G is a LCQG, A is a C
∗-subalgebra ofM(C0(G)).
Proof. It follows from Lemmas 3.3 and 3.5 that α˜(K) ⊆ Kcq⊗A. Using the formula (id ⊗ ∆)α˜ =
(α˜⊗ id)α˜ of Lemma 1.9 we have for ζ ∈ K, η ∈ H,
∆((η∗ ⊗ id)α˜(ζ)) = (η∗ ⊗ id⊗ id)(id⊗∆)α˜(ζ) = (η∗ ⊗ id⊗ id)(α˜⊗ id)α˜(ζ) ∈ A⊗min A, (3.1)
since for C∗-algebras, the minimal and the operator space injective tensor products coincide.
Consequently,∆(A) ⊆ A⊗minA. In the case that G is a LCQG, we have U ∈M(K(H)⊗minC0(G))
because U is a co-representation of G (this is folklore; see, e.g., [7], Corollary 4.12 and the
proof of Theorem 4.9), and since (η∗ ⊗ id)α˜(ζ) = (ωζ,η ⊗ id)(U) for all ζ, η ∈ H, we obtain that
A ⊆M(C0(G)). 
The pair (A,∆|A) is, therefore, a compact quantum semigroup (which is a compactification of
G), but normally not a compact quantum group.
3.2. The compactification. The previous discussion indicates that optimally, we would say that
ζ ∈ H is almost periodic in the quantum setting if α˜(ζ) ∈ Hcq⊗L∞(G). Nonetheless, this defi-
nition is too weak for the development of the rest of the theory, and we now introduce a more
restrictive one, as follows. It is the noncommutative version of approach (i) above (also compare
Sołtan [30] and Woronowicz [39]).
Definition 3.7. The setHCP of completely periodic vectors consists of all ζ ∈ H with the following
property: there exists a finite-dimensional sub-representation u of U on a space that contains ζ ,
such that both u and ut are invertible.1
1Here ut is the transpose of u, with respect to some basis of the space.
ERGODIC THEORY FOR QUANTUM SEMIGROUPS 10
The completely almost periodic vectors are the elements of HCAP := spanHCP, and the com-
pletely almost periodic operators are the elements of NCAP := Γ−1(HCAP).
We will give in Corollary 3.14 another characterization ofHCAP under additional assumptions.
Remark 3.8. The set NCAP is a weakly closed subspace of N .
The main objective of this paper is to address the following questions:
(A) Is NCAP a von Neumann algebra?
(B) Is Γ(NCAP) dense in HCAP?
(C) Is NCAP globally invariant under the modular automorphism group σω of ω?
Definition 3.9. Let G be a Hopf–von Neumann algebra. A compact quantum group H =
(C(H),∆H) is a compactification of G if C(H) ⊆ L∞(G) and ∆H = ∆|C(H). If G is a LCQG,
we further require that C(H) ⊆M(C0(G)).
Remark 3.10. If G is co-amenable, then so is H, because if (ǫλ) is a bounded left approximate
identity of G, then any cluster point of
(
ǫλ|C(H)
)
in C(H)∗ is a co-unit of H (cf. Bédos and Tuset
[4, Theorem 3.1]).
Theorem 3.11. There exists a co-amenable compactification H = (C(H),∆H) of G such that
U |HCAP⊗L2(G) is a unitary co-representation of H on H
CAP in the C∗-algebraic sense. To elabo-
rate, C(H) is the unital C∗-subalgebra of L∞(G) generated by
{
(ωζ,η ⊗ id)(U) : ζ ∈ H
CAP, η ∈ H
}
and ∆H is the restriction of ∆ to C(H).
Proof. From Definition 3.7 it follows that ∆(C(H)) ⊆ C(H) ⊗min C(H) and that U is invariant
under HCAP ⊗ L2(G). Taking ζ ∈ HCP and letting u be as in Definition 3.7, the elements
(ωζ,η ⊗ id)(U) = (η
∗ ⊗ id)α˜(ζ), η ∈ H, are just linear combinations of the matrix elements of u.
Since the co-representation u and its transpose ut are invertible and the unitalC∗-algebra C(H) is
generated by
{
(ωζ,η ⊗ id)(U) : ζ ∈ H
CP, η ∈ H
}
, H is a compact quantum group by Maes and Van
Daele [25, Proposition 3.8] (see also Woronowicz [39]). If G is a LCQG, then C(H) ⊆M(C0(G))
by Proposition 3.6 as HCAP is contained in the subspace K therein.
The restriction V := U |HCAP⊗L2(G) is now a co-representation of G on HCAP. By definition,
V (which is isometric) has dense range, so it is unitary. So we need only establish that V ∈
M(K(HCAP) ⊗min C(H)). Let ζ ∈ HCP, η ∈ HCAP and x ∈ C(H). Since α˜(HCP) ⊆ HCP ⊙
C(H), we get V ((ζ ⊗ η∗)⊗ x) ∈ K(HCAP) ⊙ C(H). Let H1 be the finite-dimensional subspace
associated with ζ in Definition 3.7 and pH1 the projection of H
CAP onto H1. Since V is invariant
under H1 ⊗ L2(G) and u := V |H1⊗L2(G) ∈ B(H1) ⊙ C(H) is unitary, we have ((η ⊗ ζ
∗)⊗ x) V =
((η ⊗ ζ∗)⊗ x) u(pH1 ⊗ 1) ∈ K(H
CAP)⊙C(H). The foregoing implies that V (k ⊗ x) and (k ⊗ x)V
belong to K(HCAP)⊗minC(H) for every k ∈ K(HCAP) and x ∈ C(H), hence V ∈M(K(HCAP)⊗min
C(H)) as desired. 
Corollary 3.12. Every left- (or right-) invariant state of G is faithful on C(H).
Proof. Let m be a left-invariant state of G. Since m|C(H) is a left-invariant state of the compact
quantum group H, it must be equal to the Haar state of H [40, 25], which is faithful as H is
co-amenable [3, Theorem 2.2]. 
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Under mild assumptions, we can provide another characterization of HCAP, one which bears
a stronger resemblance to the definition of almost periodicity used in [27, 41] for the classical
case (approach (iii) above).
Definition 3.13. We say that a quantum semigroup G satisfies condition (I) if every isometric or
co-isometric finite-dimensional co-representation of G is unitary.
Condition (I) is satisfied when G is a LCQG, in which case every isometric or co-isometric
co-representation of G is unitary by [7, Corollaries 4.11, 4.12]. It is also satisfied when L∞(G)
is a finite von Neumann algebra.
Corollary 3.14. Let HCP2 be the set of all vectors ζ ∈ H satisfying the following conditions:
(a) there exists a finite-dimensional sub-representation of U on a space that contains ζ;2 and
(b) for every η ∈ H with x := (ωζ,η ⊗ id)(U) 6= 0, we have m(x∗x) > 0 for some left-invariant
mean m on G.
We have HCP ⊆ HCP2. If G satisfies condition (I), then HCP = HCP2, so that spanHCP2 = HCAP.
Condition (b) originates in a concrete interpretation of periodicity. In the setting of Niculescu,
Ströh and Zsidó [27], one has the following: a vector ζ ∈ H is almost periodic if and only if
for every ε > 0, the set {n ∈ Z+ : ‖Unζ − ζ‖ < ε} is relatively dense in Z+ [27, Corollary 9.10].
This obviously implies that if ζ ∈ H is almost periodic and η ∈ H is such that the function
x : Z+ → C, n 7→ 〈Unζ, η〉, is not identically zero, then m(|x|
2) > 0 for every invariant mean m
on Z+. A similar assertion can be stated in the more general setting of Zsidó [41] as well. Thus,
(b) can be viewed as a weak type of recurrence (which is automatic in the classical setting).
Proof of Corollary 3.14. If ζ ∈ HCP and η ∈ H are such that x := (ωζ,η ⊗ id)(U) 6= 0, then
m(x∗x) > 0 for every left- (or right-) invariant mean m on G by Corollary 3.12 as x ∈ C(H). In
conclusion, HCP ⊆ HCP2.
Let ζ ∈ HCP2 with ‖ζ‖ = 1. Write α˜(ζ) = ζ1 ⊗ a1 + . . .+ ζn ⊗ an, where a1, . . . , an are linearly
independent and ζ1, . . . , ζn are orthonormal. Let H1 := span {ζ1, . . . , ζn}. By co-amenability,
ζ ∈ H1 (see Lemma 1.9), so we may assume that ζ = ζ1.
For each 1 ≤ i ≤ n, fix ωi ∈ L1(G) with ωi(aj) = δij for all 1 ≤ j ≤ n. Now α˜(ζi) =
α˜((id⊗ωi)α˜(ζ)) = (id⊗id⊗ωi)(α˜⊗id)α˜(ζ) = (id⊗(id⊗ωi)∆)α˜(ζ). HenceH1 is invariant under U .
Let u ∈ B(H1)⊙L∞(G) be the co-representation of G onH1 given by u := U |H1⊗L2(G). Since u is
an isometry and G satisfies condition (I), u is unitary. Write u as a matrix (uij)
n
i,j=1 ∈Mn(L
∞(G))
by setting uij := (ζ∗i ⊗ id)α˜(ζj). In particular, ai = ui1 for every i.
We need only show that ut is invertible to establish that ζ ∈ HCP. Let m be a left-invariant
mean on G as in the corollary’s statement. Since u is a co-representation of G,
m(a∗i aj)1 = (id⊗m)∆(a
∗
i aj) =
n∑
k,l=1
u∗ikujlm(a
∗
kal) (∀1 ≤ i, j ≤ n).
That is, letting g := (m(a∗kal))k,l, we get u
t∗(g ⊗ 1)ut = g ⊗ 1. The positive semi-definite matrix
g is invertible, for otherwise there is 0 6= c = (ci) ∈ Cn such that gc = 0. Thus, writing x :=
2this is evidently equivalent to Tζ : L1(G)→ H having finite rank
ERGODIC THEORY FOR QUANTUM SEMIGROUPS 12
∑n
k=1 ckak = ((
∑n
k=1 ckζk)
∗⊗id)α˜(ζ), we have x 6= 0 (because a1, . . . , an are linearly independent)
but m(x∗x) = 0, a contradiction. Consequently, (g−1/2 ⊗ 1)ut∗(g1/2 ⊗ 1) is a co-isometric (finite-
dimensional) co-representation of G. Hence, by condition (I), it is invertible. Therefore, so is ut.
This completes the proof. 
4. ANALYSIS OF HCAP AND NCAP
In this section we settle affirmatively Questions A–C (the last one under additional conditions).
The two main tools are the compactification result of §3 and modular theory. Some of the results
and techniques should be compared to Boca [6].
Fix a complete family (uγ)γ∈Irred(H) of irreducible unitary co-representations of H (see [40] for
details). For each γ ∈ Irred(H), uγ = (uγij)
n(γ)
i,j=1 belongs toMn(γ)⊙C(H). AsH is a compactification
of G, every such uγ is also a co-representation of G. Consider the construction in Theorem
2.2 with C being Mn(γ) and µ being the normalized trace trγ on Mn(γ). Denoting the GNS
construction of (Mn(γ), trγ) by (Hγ,Γγ), we get the associated projection Puγ ∈ B(Hγ ⊗H) and
normal projection Euγ : Mn(γ) ⊙ N → Nuγ =
{
b ∈Mn(γ) ⊙N : (id⊗ α)(b) = u
γ∗
13b12
}
. Write (eγij)
for a system of matrix units forMn(γ).
Lemma 4.1. We have ImPuγ ⊆ Hµ⊗H
CAP andNuγ = ImEuγ ⊆Mn(γ)⊙N
CAP for all γ ∈ Irred(H).
Proof. Write u, n for uγ, n(γ), respectively. Let b ∈ ImEu. For all 1 ≤ i, j ≤ n, we have α(bij) =∑n
k=1 bkj ⊗ (u
γ∗)ik , hence α˜(Γ(bij)) =
∑n
k=1 Γ(bkj)⊗ (u
γ∗)ik. Fix j. The operators bij , 1 ≤ i ≤ n,
are linearly independent unless all zero, as u is irreducible. Since ut is invertible [40, 25],
the sub-representation of U on span {Γ(bij)}
n
i=1 satisfies the condition of Definition 3.7, so that
Γ(bij) ∈ H
CP, thus bij ∈ NCAP, for every i. This proves the second assertion. The first one follows
by Theorem 2.2, (b). 
Lemma 4.2. For every a ∈ NCAP and ρ ∈ N∗ we have (ρ⊗ id)α(a) ∈ C(H).
Proof. If ρ is of the form ρ(x) = 〈Γ(x), η〉 for some η ∈ H, then (ρ⊗ id)α(a) = (η∗ ⊗ id)α˜(Γ(a)) ∈
C(H) by construction. The Hahn–Banach theorem implies that the subspace of functionals of
this form is norm dense in N∗, and the assertion follows. 
Let now Auγ (⊆ NCAP) denote the “right leg of Nuγ = ImEuγ”, namely the span of all matrix
elements of matrices in ImEuγ . Similarly, let Buγ (⊆ HCAP) denote the “right leg of ImPuγ”.
Proposition 4.3. The following assertions hold.
(a) The set
⋃
γ∈Irred(H)Buγ is total in H
CAP.
(b) The set Γ
(⋃
γ∈Irred(H)Auγ
)
is total in HCAP.
(c) Γ(NCAP) = HCAP (Question B).
(d) The set
⋃
γ∈Irred(H)Auγ is weakly total in N
CAP.
Proof. Let η ∈ H be orthogonal to
⋃
γ∈Irred(H)Buγ . Let m be an invariant mean on G, and fix (mκ)
as in Remark 1.5. For all ζ ∈ HCAP, γ ∈ Irred(H) and 1 ≤ i, j ≤ n(γ) we have, by Theorem 2.2,
0 = η∗
(
(Γγ(e
γ
ij)
∗ ⊗ id)Puγ (Γγ(1)⊗ ζ)
)
= lim
λ
mλ(u
γ
ij · (η
∗ ⊗ id)α˜(ζ)) = m(uγij · (η
∗ ⊗ id)α˜(ζ)).
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Hence x := (η∗ ⊗ id)α˜(ζ) belongs to C(H) and satisfies m(uγijx) = 0. Since the span of all u
γ
ij for
γ ∈ Irred(H), 1 ≤ i, j ≤ n(γ), is dense in C(H), we have m(x∗x) = 0 which, by Corollary 3.12,
implies that x = 0. By co-amenability of G, we get
0 = lim
λ
ǫλ [(η
∗ ⊗ id)α˜(ζ)] = lim
λ
〈(id⊗ ǫλ)α˜(ζ), η〉 = 〈ζ, η〉
for all ζ ∈ HCAP (see Lemma 1.9). This proves (a) by Lemma 4.1.
From Theorem 2.2, (b) we know that Γ(Auγ ) = Buγ for all γ ∈ Irred(H), so (b) follows. This
in turn implies (c) because
⋃
γ∈Irred(H)Auγ ⊆ N
CAP (Lemma 4.1).
The proof of (d) is very similar to that of (a). Suppose that ρ ∈ N∗ vanishes on Auγ for every
γ ∈ Irred(H). This means that for all a ∈ NCAP, γ ∈ Irred(H) and 1 ≤ i, j ≤ n(γ), we have
m(uγij · (ρ ⊗ id)α(a)) = 0. From Lemma 4.2 we obtain x := (ρ ⊗ id)α(a) ∈ C(H). As above, we
infer that x = 0, and thus ρ(a) = 0 by co-amenability. 
Henceforth we denote the (faithful) Haar state of C(H) by h. The notations σh and σω stand
for the modular automorphism groups of h and ω, respectively. We write u for the contragradient
to a unitary irreducible co-representation u of H, that is, the unique element of (uγ)γ∈Irred(H) that
is equivalent to u∗t. (Note that u∗t is denoted by u in [25].)
Proposition 4.4. For every γ, δ ∈ Irred(H) we have
(a) A∗uγ = Auγ ;
(b) AuγAuδ ⊆ spanβ∈Irred(H)Auβ .
Proof. (a) Write u, n for uγ, n(γ), respectively, and let a = (aij)ni,j=1 ∈ Mn ⊙ N . Since Eu is
a projection, we may assume, for the purpose of showing that the matrix elements of Eu(a)∗
belong to Au, that a ∈ ImEu. Therefore α(aij) ∈ N ⊙ C(H) for every i, j (Lemmas 4.1 and 4.2).
Let m be an invariant mean on G. Recalling that h = m|C(H) (see proof of Corollary 3.12), we
have, by Theorem 2.2 and Remark 1.5,
Eu(a)
∗ = {(id⊗ id⊗ h) [u13 · (id⊗ α)(a)]}
∗ = (id⊗ id⊗ h) [(id⊗ α)(a∗) · u∗13] .
Let E, F ∈ GLn, F positive definite, satisfy u = (E ⊗ 1)u∗t(E−1 ⊗ 1) and (id ⊗ σhi )u = (F ⊗
1)u(F ⊗ 1) (see [40]). Then (id⊗ σhi )(u
∗) =
[
(E−1 ⊗ 1)(id⊗ σhi )(u)(E ⊗ 1)
]t
, and therefore
Eu(a)
∗ =
n∑
i,j,k=1
eij ⊗ (id⊗ h)(α(a
∗
ki)(1⊗ u
∗
jk))
=
n∑
i,j,k=1
eij ⊗ (id⊗ h)
{[
1⊗
(
(E−1F ⊗ 1)u(FE ⊗ 1)
)
jk
]
α(a∗ki)
} (4.1)
by the Tomita–Takesaki theory. Denoting G1 := E−1F and G2 := FE, we get
Eu(a)
∗t = (id⊗ id⊗ h)
(
(G1 ⊗ 1⊗ 1)u13(G2 ⊗ 1⊗ 1)(id⊗ α)(a
∗t)
)
= (G1 ⊗ 1)(id⊗ id⊗ h)
[
u13(id⊗ α)
(
(G2 ⊗ 1)a
∗t
)]
= (G1 ⊗ 1)Eu
(
(G2 ⊗ 1)a
∗t
)
.
(4.2)
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This implies that A∗u ⊆ Au. The converse inclusion is obtained by interchanging the roles of u
and u.
(b) Given a ∈ ImEuγ and b ∈ ImEuδ , that is, (id⊗ α)(a) = u
γ∗
13a12 and (id⊗ α)(b) = u
δ∗
13b12, we
get
(idMn(γ) ⊗ idMn(δ) ⊗ α)(a13b23) = u
γ∗
14a13u
δ∗
24b23 = u
γ∗
14u
δ∗
24a13b23
Thus, for c := a13b23 ∈ Mn(γ) ⊙Mn(δ) ⊙ N and the unitary co-representation u := uδ23u
γ
13 of H,
we have c ∈ ImEu. Since u decomposes (with respect to some basis) as u = uβ1 ⊕ . . .⊕ uβn for
suitable β1, . . . , βn ∈ Irred(H) [40], the desired conclusion follows. 
Theorem 4.5. The space NCAP is a von Neumann subalgebra of N (Question A).
Proof. The subspace span
⋃
γ∈Irred(H)Auγ is a ∗-subalgebra of N
CAP by Proposition 4.4. Thus the
assertion follows from Proposition 4.3, (d). 
We now address Question C, providing a few circumstances under which it has an affirmative
answer.
Theorem 4.6. The von Neumann algebra NCAP is globally invariant under σω if G is a LCQG.
Proof. Denote by τG, τH the scaling groups of G,H, respectively. Since α is an ω-invariant action
of G on N , we get, by Theorem A.1,
(σωt ⊗ τ
G
−t) ◦ α = α ◦ σ
ω
t (∀t ∈ R).
Fix γ ∈ Irred(H) and denote u := uγ. There exists a positive definite F ∈ GLn(γ) such that
(id ⊗ τHt )u = (F
it ⊗ 1)u(F−it ⊗ 1) for each t ∈ R [40]. Thus [23, Proposition 5.45] implies that
(id⊗τGt )u = (F
it⊗1)u(F−it⊗1). If a ∈ ImEu, namely (id⊗α)(a) = u∗13a12, then for every t ∈ R,
we obtain
(id⊗ α ◦ σωt )(a) =
(
id⊗ (σωt ⊗ τ
G
−t) ◦ α
)
(a) = (id⊗ σωt ⊗ τ
G
−t)(u
∗
13a12)
= (F−it ⊗ 1⊗ 1)u∗13(F
it ⊗ 1⊗ 1) ((id⊗ σωt )(a))12 .
Therefore
(id⊗ α)
[
(id⊗ σωt )
(
(F it ⊗ 1)a
)]
= u∗13
[
(id⊗ σωt )
(
(F it ⊗ 1)a
)]
12
,
proving that (id ⊗ σωt ) ((F
it ⊗ 1)a) ∈ ImEu. Thus Au is globally invariant under σω. The result
follows from Proposition 4.3, (d). 
Theorem 4.7. The von Neumann algebra NCAP is globally invariant under σω if the following is
true: for every γ ∈ Irred(H) there exists an invariant meanm onG such that for each 1 ≤ i, j ≤ n(γ)
there is v ∈ C(H) with m(xuγij) = m(vx) for all x ∈ L
∞(G).
Of course, this condition holds trivially if G is classical, namely L∞(G) is commutative.
Proof. First, note that v = σhi (u
γ
ij) in the theorem’s condition by Corollary 3.12. We use the
notation and results of Proposition 4.4. Fix γ ∈ Irred(H), and write u, n for uγ, n(γ), respectively.
Let m be the invariant mean suitable for u as above. In the proof of Proposition 4.4, (a), we
made the assumption that a ∈ ImEu. This cannot be done in the present proof. Taking an
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arbitrary a = (aij)ni,j=1 ∈Mn⊙N , we repeat the calculations of Proposition 4.4 with m replacing
h. The maneuver of (4.1) is now justified by the assumption on m, and we infer from (4.2) that
Eu(a)
∗t = (G1 ⊗ 1)Eu ((G2 ⊗ 1)a
∗t).
Let J,∇ denote the modular conjugation and modular operator, respectively, associated with
(N, ω). That is, the closure S of the conjugate-linear map Γ(x) 7→ Γ(x∗), x ∈ N , over H, has
polar decomposition S = J∇1/2. Write A for the componentwise complex conjugation map
Γγ ((aij)) 7→ Γγ ((aij)) over Hγ. Then by the previous paragraph and Theorem 2.2,
(A⊗ S)PuΞ(a) = (A⊗ S)Ξ(Eu(a)) = Ξ(Eu(a)
∗t)
= Ξ
[
(G1 ⊗ 1)Eu
(
(G2 ⊗ 1)a
∗t
)]
= (G1 ⊗ 1)Ξ
[
Eu
(
(G2 ⊗ 1)a
∗t
)]
= (G1 ⊗ 1)Pu
(
(G2 ⊗ 1)Ξ(a
∗t)
)
= (G1 ⊗ 1)Pu ((G2 ⊗ 1)(A⊗ S)Ξ(a))
for all a ∈Mn ⊙N . Therefore
(G1 ⊗ 1)Pu(G2 ⊗ 1)(A⊗ S) ⊆ (A⊗ S)Pu.
As S = J∇1/2 = ∇−1/2J , we have
(G1 ⊗ 1)Pu(G2 ⊗ 1)(A⊗∇
−1/2J) ⊆ (A⊗∇−1/2J)Pu,
and thus
Pu(1⊗∇
−1/2) ⊆ (1⊗∇−1/2)(G−11 ⊗ 1)(A⊗ J)Pu(A⊗ J)(G
−1
2 ⊗ 1).
Recall that σωt = Ad(∇
it)|N ∈ Aut(N) for all t ∈ R. Abusing notation slightly and letting
σωt := Ad(∇
it) ∈ Aut(B(H)) for t ∈ R, we deduce that
Pu ∈ D(id⊗ σ
ω
−i/2) and (id⊗ σ
ω
−i/2)(Pu) = (G
−1
1 ⊗ 1)(A⊗ J)Pu(A⊗ J)(G
−1
2 ⊗ 1) (4.3)
(see [8, Theorem 6.2]). As Pu, Pu are selfadjoint, using (4.3) twice we obtain Pu ∈ D(id⊗ σωi/2)
and
(id⊗ σωi/2)(Pu) =
[
(id⊗ σω−i/2)(Pu)
]∗
= (G−1∗2 ⊗ 1)(A⊗ J)Pu(A⊗ J)(G
−1∗
1 ⊗ 1)
= (G−1∗2 ⊗ 1)(A⊗ J)(A⊗ J)(G1 ⊗ 1)(id⊗ σ
ω
−i/2)(Pu)(G2 ⊗ 1)(A⊗ J)(A⊗ J)(G
−1∗
1 ⊗ 1)
= (G−1∗2 G1 ⊗ 1)(id⊗ σ
ω
−i/2)(Pu)(G2G
−1∗
1 ⊗ 1).
This entails that Pu ∈ D(id⊗ σωi ) and
(id⊗ σωi )(Pu) = (G
−1∗
2 G1 ⊗ 1)Pu(G2G
−1∗
1 ⊗ 1).
Since u∗t is a (normally not unitary) finite-dimensional co-representation of H, from the proof
of [25, Proposition 6.4] follows the existence of a positive definite F ∈ GLn such that w :=
(F 1/2 ⊗ 1)u∗t(F−1/2 ⊗ 1) is a unitary co-representation of H (which is equivalent to u) and
(id⊗σhi )w = (F ⊗1)w(F ⊗1). Therefore, replacing u by an equivalent unitary co-representation
of H if needed, we may assume that E = F 1/2 in the notation of the proof of Proposition 4.4,
(a). Thus G1 = F 1/2 and G2 = F 3/2, so that G−1∗2 G1 = F
−1 = (G2G
−1∗
1 )
−1. As a result,
(id⊗ σωi )(Pu) = (F
−1 ⊗ 1)Pu(F ⊗ 1).
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Consequently, (id⊗σωt )(Pu) = (F
it⊗1)Pu(F
−it⊗1) for every t ∈ R. Thus, for every a ∈Mn⊙N ,
ΞEu((id⊗ σ
ω
t )(a)) = Pu(1⊗∇
it)Ξ(a)
= (1⊗∇it)(F−it ⊗ 1)Pu(F
it ⊗ 1)Ξ(a) = Ξ(id⊗ σωt )((F
−it ⊗ 1)Eu((F
it ⊗ 1)a)),
and by injectivity of Ξ, (F it⊗1)Eu((id⊗σωt )(a)) = (id⊗σ
ω
t )Eu((F
it⊗1)a). Hence (id⊗σωt )Eu(a) =
(F it ⊗ 1)Eu((id⊗ σ
ω
t )((F
−it ⊗ 1)a)) for all a ∈ Mn ⊙N , and so σωt (Au) ⊆ Au. The result follows
from Proposition 4.3, (d). 
Remark 4.8. The mean mentioned in Theorem 4.7 has the flavor of a hypertrace in the sense
of Connes [9]. Obviously, an invariant mean m on G admitting an m-preserving conditional
expectation from L∞(G) onto C(H) satisfies the indicated condition for every γ ∈ Irred(H). But
a conditional expectation from L∞(G) onto C(H) normally does not exist: for instance, taking
G := Z+ with an action yielding H ∼= T, we would be looking for a conditional expectation
from ℓ∞ onto c0, which does not exist as c0 is not complemented in ℓ∞. The existence of such
a conditional expectation is, nevertheless, not necessary for the assumptions of Theorem 4.7 to
hold. Notice further that we cannot replace C(H) by L∞(H), because even in the classical theory,
the latter cannot normally be quantum embedded in L∞(G).
Proposition 4.9. The condition of Theorem 4.7 holds if H is co-commutative, i.e., if it is the dual
of a discrete group.
Proof. Let m be any invariant mean on G. Let H be the discrete group so that H = Hˆ (Exam-
ple 1.6, (b)). Co-amenability of H is equivalent to amenability of H. Denote by (λh)h∈H the
translation maps on H, and recall that ∆Hˆ(λh) = λh ⊗ λh for every h ∈ H. Let K stand for the
w∗-compact convex subset of L∞(G)∗ consisting of all invariant means on G. Consider the action
of H on K given by (h ·m)(x) := m(λhxλh−1) (h ∈ H, m ∈ K, x ∈ L∞(G)). This action is indeed
well defined, as for every x ∈ L∞(G) and θ ∈ L1(G) we have, by left invariance of m,
(h ·m) ((θ ⊗ id)∆(x)) = m [λh(θ ⊗ id)∆(x)λh−1 ] = m {(θ ⊗ id) [(1⊗ λh)∆(x)(1⊗ λh−1)]}
= m {(θ ⊗ id) [(λh−1 ⊗ 1)∆(λhxλh−1)(λh ⊗ 1)]}
= m {[θ(λh−1 · λh)⊗ id]∆(λhxλh−1)}
= θ(λh−1 · λh)(1)m(λhxλh−1) = θ(1)(h ·m)(x).
Therefore, the mean h · m is left invariant, and similarly it is also right invariant. The action
of H on K is plainly affine and separately continuous (H is discrete!). Thus, by Day’s fixed
point theorem [28, Theorem 1.3.1], there exists m ∈ K with h ·m = m for all h ∈ H, namely
m(λhxλh−1) = m(x) for all x ∈ L∞(G) and h ∈ H. As (λh)h∈H forms a complete family of
irreducible unitary co-representations of H, we are done. 
Our ultimate purpose of giving a von Neumann algebraic version of the Jacobs–de Leeuw–
Glicksberg splitting theorem is achieved in terms of conditional expectations as follows. The
precise nature of the image of id−ECAP, namely the weakly mixing operators, will be the subject
of another paper.
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Corollary 4.10. Assume that either G is a LCQG or the condition of Theorem 4.7 holds. Then
there exists a unique ω-preserving conditional expectation ECAP from N onto NCAP. Moreover,
ECAP is faithful and normal, and denoting by PCAP the projection of H onto HCAP, we have
Γ ◦ECAP = PCAP ◦ Γ.
Proof. By virtue of Theorem 4.6 or Theorem 4.7 as well as Proposition 4.3, (c), the assertion
follows from Takesaki’s theorem and its proof ([33], see also [31, 34]). 
Remark 4.11. If N is finite and ω is a (finite) trace, the result of Corollary 4.10 holds trivially (by
Takesaki’s theorem) without any assumption on G.
Problem 4.12. Determine when the condition of Theorem 4.7 holds. Specifically, does it hold
when G is a LCQG?
Problem 4.13. Determine whether the generalized Day’s fixed point theorem for amenable
LCQGs (see [18, Théorème 2.4, (xii)] for Kac algebras; the proof for general LCQGs is iden-
tical) can be applied to produce a generalization of Proposition 4.9 for every possible H, or at
least when H is a Kac algebra (equivalently, h is tracial).
APPENDIX A. STATE-PRESERVING ACTIONS OF LCQGS
The result that we prove in this appendix has appeared implicitly in several publications, as
have some similar results. For instance, [36, Proposition 2.4] involves a δ−1-invariant weight
and a corresponding co-representation; it is asserted that the proof is similar to that of [17,
Théorème 2.9], although the second condition in [17, Définition 2.7] appears to be missing
from [36, Definition 2.3]. As a second example, in the proof of [37, Theorem 2.11], the authors
used (the 1-invariant, rather than δ−1-invariant, version of) [36, Proposition 4.3] to prove that
their operator Zˆ1 is the canonical implementing unitary of the action µˆ, without referring to the
second condition in [17, Définition 2.7].
To conclude, Theorem A.1 is clearly known to the experts, but since we could not find an
explicit reference, we include here the full proof for completeness. The ideas are by no means
new: they are taken from Kustermans and Vaes [23, §5]. More general statements, related to
the foregoing examples, can be proved in a similar fashion.
Theorem A.1. Let G be a LCQG, N a von Neumann algebra, ω a faithful normal state of N and
α : N → N⊗L∞(G) an ω-preserving action of G on N . Then with τ being the scaling group of G,
we have
(σωt ⊗ τ−t) ◦ α = α ◦ σ
ω
t (∀t ∈ R).
Proof. We fix some notation. Write σ for σω. Let S,R stand for the antipode and unitary antipode
of G, respectively. Denoting by L2(G) the standard representation Hilbert space of L∞(G), we
let I, L be a conjugation and a strictly positive operator, respectively, over L2(G), satisfying
ILI = L−1 and R(x) = Ix∗I, τt(x) = LitxL−it for every x ∈ L∞(G), t ∈ R [23, 24, 38].
Denote by (H, id,Γ) the GNS construction for (N, ω). As discussed in §1, α is implemented by
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an isometric co-representation U ∈ B(H)⊗L∞(G) given by ((id⊗ θ)(U))Γ(a) = Γ
(
(id⊗ θ)α(a)
)
for all θ ∈ L1(G), a ∈ N . The right leg of U is thus characterized by
(ωΓ(a),Γ(b) ⊗ id)(U) = (ω ⊗ id) ((b
∗ ⊗ 1)α(a)) (∀a, b ∈ N), (A.1)
and similarly
(ωΓ(a),Γ(b) ⊗ id)(U
∗) = (ω ⊗ id) (α(b∗)(a⊗ 1)) (∀a, b ∈ N). (A.2)
Recall that as G is a LCQG, U is in fact unitary [7, Corollary 4.12]. Kustermans showed in
the proof of [22, Proposition 5.2] that, since U is a unitary co-representation of G (i.e. U ∈
B(H)⊗L∞(G) and (id ⊗ ∆)(U) = U12U13), it satisfies (η ⊗ id)(U) ∈ D(S) and S((η ⊗ id)(U)) =
(η ⊗ id)(U∗) for every η ∈ B(H)∗. (The argument there uses C∗-algebra language, and treats
co-representations in the sense that (∆ ⊗ id)(U) = U13U23, but the same reasoning works in our
case.) For all a, b ∈ N , taking η := ωΓ(a),Γ(b) yields
(ω ⊗ id) ((b∗ ⊗ 1)α(a)) ∈ D(S) and S [(ω ⊗ id) ((b∗ ⊗ 1)α(a))] = (ω ⊗ id) (α(b∗)(a⊗ 1))
by (A.1) and (A.2). Since S = R ◦ τ−i/2 by definition (see [8] for this terminology), we have
(ω ⊗ id) ((b∗ ⊗ 1)α(a)) ∈ D(τ−i/2) and τ−i/2 [(ω ⊗ id) ((b∗ ⊗ 1)α(a))] = R [(ω ⊗ id) (α(b∗)(a⊗ 1))].
By [8, Theorem 6.2], we get
(ω ⊗ id) ((b∗ ⊗ 1)α(a))L−1/2 ⊆ L−1/2I(ω ⊗ id) ((a∗ ⊗ 1)α(b)) I,
or equivalently, using that ILI = L−1 and putting K := IL1/2 = L−1/2I,
(ω ⊗ id) ((b∗ ⊗ 1)α(a))K ⊆ K(ω ⊗ id) ((a∗ ⊗ 1)α(b)) . (A.3)
Taking adjoints gives
(ω ⊗ id) (α(b∗)(a⊗ 1))K∗ ⊆ K∗(ω ⊗ id) (α(a∗)(b⊗ 1)) . (A.4)
The last two equations hold for every a, b ∈ N . If now a ∈ D(σ−i) and b ∈ D(σi), then by the
Tomita–Takesaki theory and (A.4),
(ω ⊗ id) ((b∗ ⊗ 1)α(a))K∗ = (ω ⊗ id) (α(a)(σi(b)
∗ ⊗ 1))K∗
⊆ K∗(ω ⊗ id) (α(σi(b))(a
∗ ⊗ 1))
⊆ K∗(ω ⊗ id) ((σ−i(a)
∗ ⊗ 1)α(σi(b))) .
Hence from (A.3),
(ω ⊗ id) ((b∗ ⊗ 1)α(a))K∗K ⊆ K∗K(ω ⊗ id) ((σi(b)
∗ ⊗ 1)α(σ−i(a))) .
Write ∇ for the modular operator of (N, ω). Since K∗K = L, we conclude that
(ωΓ(a),Γ(b) ⊗ id)(U)L ⊆ L(ωΓ(σω
−i(a)),Γ(σ
ω
i (b))
⊗ id)(U) = L(ω∇Γ(a),∇−1Γ(b) ⊗ id)(U).
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Since Γ(D(σ−i)) and Γ(D(σi)) are cores of ∇ and ∇−1, we infer that ∇⊗ L−1 commutes with U ,
namely U(∇⊗ L−1) ⊆ (∇⊗ L−1)U (e.g. by [23, Lemma 5.9]). For every x ∈ N we deduce that
(σt ⊗ τ−t)α(x) = (∇
it ⊗ L−it)U(a⊗ 1)U∗(∇−it ⊗ Lit)
= U(∇it ⊗ L−it)(a⊗ 1)(∇−it ⊗ Lit)U∗
= U(∇ita∇−it ⊗ 1)U∗ = α(σt(x)).
This completes the proof. 
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