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About the cover: 
The drawing on the cover is from De homine by René Descartes (1662) 
It shows how visual input on the retina can lead to arm movements. In this 
thesis we studied eye movements that were elicit by visual input. A quite similar 
sensorimotor transformation can be applied in the two cases. This drawing 
therefore nicely illustrates the subject of this thesis. 
Chapter 1 
General introduction 
1.1 Outline 
This thesis deals with the control of the torsional state of the eyes during re-
fixations in direction and depth. In all experiments, I have used a head-fixed 
coordinate system for the description of eye positions and eye movements in 
three dimensions. First, the most important concepts underlying this approach 
are explained briefly in section 1.2. 
Next, I will review the most relevant literature on earlier behaviourial studies of 
refixation eye movements. The main purpose of this highly selective survey 
is merely to provide some background for appreciating the type of problems 
investigated in this thesis. Even in these specific areas I do not claim that the 
review covers all relevant papers. Because the stimuli used in this thesis were 
step displacements of a small target, the oculomotor subsystems of interest here 
are the saccadic system and the vergence system (section 1.3). 
An important objective of this work was to go one step further than the descriptive 
stage and to attempt an evaluation of models on the 3D control of saccadic and 
vergence eye movements. Before current modeling concepts concerning these 
two types of eye movements are reviewed (section 1.5) I will give a brief survey 
of some relevant neurophysiological studies in section 1.4. Finally the specific 
topics of investigation treated in this thesis are briefly introduced against this 
background (section 1.6). 
2 Section 1.2 
1.2 Description of 3D eye positions with rotation vectors 
To measure eye movements in three dimensions, we used the dual search-coil 
technique (Ferman et al., 1987a). To describe the positions of the two eyes 
in three dimensions on the basis of the resulting raw data, after appropriate 
calibration, we used rotation vectors (Haustein, 1989). In this formalism every 
eye position is defined as a rotation from a particular reference position to the 
actual position. The three components of this rotation (torsional, vertical and 
horizontal) are given in a cartesian coordinate system that is head-fixed and has 
its origin in the center of rotation of the eye-ball that is assumed to stay fixed 
in the head. Thus, every eye position is described as a virtual rotation around 
a single head-fixed axis from the previously mentioned reference position; the 
direction of the rotation vector specifies the meridian along which the eye would 
move if it started in the reference position, while the length of the vector specifies 
the amount of rotation along that axis necessary to reach the actual eccentric 
eye position. When analyzing eye positions with this tool one must be careful 
not to interpret components as sequential rotations around three different axes; 
each eye position is specified by a single rotation around a fixed axis. Alternative 
ways of depicting eye positions, used in earlier papers, make use of coordinate 
axes that are coupled like in a gimbal system (Fick and Helmholtz coordinate 
systems). The torsional state of the eye is then specified as a rotation around 
the line of sight so that the torsional axis is eye fixed. A disadvantage of these 
descriptive systems is that every eye position is depicted as a sequence of 
rotations whose outcome depends on which particular system is chosen; the 
advantage of the rotation vector based description is that it specifies only a 
single rotation without any hierarchical order. A system that is nearly equivalent 
to the rotation vector is the quaternion representation (Tweed and Vilis, 1987). 
The quaternion is a mathematical entity with four parameters (one of which is 
dependent on the other three) that can be transformed in the rotation vector 
quite easily (see chapter 2). The most common tool to describe rotations in 3D, 
the rotation matrix, can be used as well to describe eye positions in 3D, but the 
redundancy of six out of nine parameters makes it less suitable for our purpose. 
In the rotation vector description the torsional axis is pointing forward (X-axis); 
seen from behind, the vertical axis is pointing leftward (Y-axis) and the horizontal 
axis is pointing upward (Z-axis). For example, a purely horizontal position (with 
respect to the reference position) is represented by a rotation around the upward 
pointing horizontal axis. 
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Description of 3D eye movements with angular velocity vectors 
In all three-dimensional representations of eye positions, the actual position of 
the eye is specified as a rotation (or a sequence of rotations) from a reference 
position. In general, movements of the eyes are not actually starting in this 
reference position, so if we wish to describe the movement itself (in particular 
the axis around which the eye is spinning and its velocity) we have to introduce 
another concept. In this thesis, velocity has been specified by an angular velocity 
vector. The angular velocity vector describes the instantaneous rotation from an 
initial to the next position. Its direction specifies the axis about which the eye 
rotates during the movement, while its length documents the speed of rotation. 
When the orientation of the angular velocity vector is fixed during the entire 
movement, the movement can be considered to be a single-axis rotation. The 
angular velocity vector can be computed from the position rotation vector and its 
time-derivative (coordinate velocity). The next section will illustrate some of the 
nice features of the representation of eye movements as rotations by position 
rotation vectors and by angular velocity vectors. 
1.3 Behaviourial analysis of eye movements 
The phylogenetically most ancient oculomotor subsystems, the vestibulo-ocular 
reflex and its ally the optokinetic reflex, developed in primitive afoveate animals to 
stabilize the retina during head movements. In this way, these systems prevent 
retinal slip during body movements which would otherwise compromise visual 
acuity. Since the head was stabilized in all our experiments, these subsystems 
will not be discussed further here. 
Later in phylogeny, animals appeared with a highly ¡nhomogeneous retina en-
dowed with a clear fovea where the capacity for analyzing fine detail is concen-
trated. The smooth pursuit system allows foveate animals to pursue a target 
whenever it makes a slow smooth movement. This subsystem is of no particular 
interest here since we always used step displacements of the visual target. 
The other two systems serve to align the eyes at a point of interest. The Saccadic 
system moves the two eyes simultaneously to a target in a different direction. 
The Vergence system, which is phylogenetically more recent, serves to displace 
the binocular fixation point in depth. These two systems will be the subject of 
study in this thesis, focussing in particular on the three dimensional aspects of 
the movements that are generated by these systems either in isolation or in 
combination. 
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The analysis of eye movements in three dimensions provides new opportunities 
for a deeper understanding of the system and raises entirely new questions. The 
importance of some theoretical implications of rotations in three dimensions for 
this analysis have been pointed out by several authors (Tweed and Vilis, 1987; 
Hepp and Henn, 1987). One of the crucial facts to be kept in mind is that the 
final result of sequential rotations in three dimensions depends on the order in 
which they have been performed. 
Commutation 
One of the problems that the oculomotor system has to face is the fact that 
rotations in 3D do not commute. When two such rotations are executed in 
succession, the order in which they are performed defines the final position. 
This property is visualized in Fig. 1.1 using a die which is rotated about two 
perpendicular axes, but in different order. The starting position of the die is the 
same; the two rotations are a rotation about a horizontal and one about a vertical 
axis (in space). As can be seen, the final position orientation of the die is affected 
by the order of the rotations. As we shall see, the oculomotor system avoids this 
situation by adjusting its angular velocity axis dependent upon the actual and the 
desired gaze direction. Accordingly, the eye has the same orientation when we 
look at a target at 30 deg right and 30 deg up, irrespective of whether it got there 
by a direct saccade, or by a horizontal saccade followed by a vertical movement 
or by the alternate sequence of saccades (see below). A further interesting 
aspect of the sensorimotor transformation in the oculomotor system, which is 
somewhat related, concerns the question of whether and how the problem of 
redundancy is solved. 
Redundancy 
The redundancy problem to be solved by the brain when the eyes have to fixate 
a point target requires that, somehow, a two-dimensional retinal input (two eyes: 
four dimensional) must be transformed into a three-dimensional eye position 
(two eyes: six dimensional). The position of an eye can be characterized by the 
direction of the line of sight and the state of rotation of the eye around this line of 
sight. So, for each eye, one degree of freedom (torsional eye position compo-
nent) is not specified by the task. The study of this problem is of key importance 
in the analysis of 3D eye movements and has gained much attention recently 
now that accurate recordings in 3D have become possible. In the last century 
Behaviourial analysis of eye movements 5 
however Heimholte (1867) already speculated on the possible mechanisms that 
could underlie a solution for this problem. 
Figure 1.1: Two sequential rotations yield a different result when the order of the 
rotations is reversed. 
3D aspects: Donders' law and Listing's law 
Helmholtz, using a psycho-physical method to characterize eye position, noticed 
already that eye positions during fixations are subject to some restrictions. Re-
cent studies have confirmed this. Donders' law states that the three dimensional 
orientation of an eye, when fixating a target in far vision, is fully determined by 
the position of the line of sight, and is independent of the way in which that 
position was reached. Listing's law, even more restrictive than Donders' law, 
states that every eye position can be achieved by a rotation from a reference 
position (the primary position) to the actual position about an axis that lies in the 
plane perpendicular to the primary position (Listing's plane). Because of this 
fact, the description of eye positions as rotations from a reference position is a 
very convenient tool to study this phenomenon. Tweed and Vilis (1987) showed 
that, when the primary position is used as the reference position, any eye posi-
tion in far vision can be described by just two parameters (horizontal and vertical 
components of the axis of rotation). Listing's law can be described by the simple 
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statement that the torsional component of the quaternion is zero. In this thesis 
we use rotation vectors (Haustein, 1989) instead of quaternions, but this will not 
influence the conclusions in any respect. The redundancy problem, solved by 
the oculomotor system by restricting eye positions to two dimensions, has been 
studied in other motor systems as well. For example, this topic has been subject 
of study in the control of arm movements (Miller et al., 1992; Hepp et al., 1992; 
Ноге et al. 1992). The fact that similar principles are also valid in limb control, 
indicates that the purpose of Listing's law and Donders' law might be a motor 
strategy. In the case of the eye, there is not yet a firm conclusion as to whether 
these restrictions reflect visual or motor strategies or both simultaneously. 
The implementation of Listing's law by the saccadic system 
The saccadic system, which can be studied in isolation in far vision, moves the 
eyes conjugately, which means that both eyes move at the same time and by the 
same amount. Saccadic movements are rather stereotyped movements and are 
too fast to be controlled by visual feedback. Some studies have indicated that 
they are not ballistic, however. When a saccade to a target is made obsolete by 
a second stimulus, the system can correct its response sometimes even during 
the first movement (Hallet and Lightstone, 1976; Van Gisbergen et al., 1987). 
This compensation has been interpreted as an indication that these movements 
are controlled by a local feedback system. As we shall see, the notion of local 
feedback loops has also been proposed in the context of the 3D control of 
saccades. 
Tweed and Vilis (1990b) showed that the positions of the eyes during saccades 
are not different from those during fixations. In other words, Listing's law also 
holds dynamically during saccadic movements. How can this be accomplished? 
Tweed and Vilis (1987) showed theoretically how the eyes should move in order 
to achieve this for the case when saccades can be considered to be single-axis 
rotations. They showed that a precisely defined amount of tilt of the angular 
velocity is essential for the dynamic implementation of Listing's law during the 
saccade. The required amount of tilt is coupled with the eccentricity of the 
eye movement, and should obey the so-called half angle tilt rule. This means 
that the angular velocity axis is half-way between Listing's plane and the plane 
perpendicular to the eccentricity of the movement. When a saccade is made 
from, to or through the primary position, the angular velocity axis will not be tilted 
at all; in this particular situation half-angle tilt yields no tilt. When movements 
are not going through the primary position and the tilt of the angular velocity axis 
deviates from the half-angle rule, violations of Listing's law will inevitably occur; 
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this can be regarded as a 3D pulse step mismatch. Such deviations in tilt of 
the angular velocity velocity axis do not influence the displacement of the line of 
sight: the eye will still be on target. Thus, a rotation between two directions in 
3D can be made along infinitely many different single-axis trajectories; the only 
consequence of using a different trajectory is that during and after the movement 
the orientation along the line of sight (torsion) will be different. 
It is interesting to note that a non-tilting strategy would be optimal for the VOR 
to avoid retinal image slip. This mode of behaviour leads to a torsional signal 
that is just opposite to that caused by the full-angle tilt. Half-angle tilt ensures 
implementation of Listing's law during and after the movement. Half-angle tilt 
control of saccades also solves the problem of commutation in 3D; it ensures 
that the orientation of the eye along the line of sight is independent of any prior 
movements. 
So, when a refixation is made between two eccentric positions in far vision, 
eye position remains in Listing's plane throughout the movement but the angular 
velocity vector of this movement is not constrained to two dimensions. Only when 
the movement is made to, through or from the primary position, the torsional 
angular velocity signal will be zero. With these theoretical notions in mind, Tweed 
and Vilis (1990b) studied how the system actually functions. They showed that 
saccadic eye movements in human subjects can be described as a rotation about 
a single angular velocity axis that is fully defined by the starting and end position 
of the movement. In far vision every eye position can be thought of as a rotation 
about a single axis from the primary position with a zero torsional component. 
The angular velocity vector of a rotation between to eccentric positions does 
have a torsional component. The angular velocity vector is tilted with respect 
to Listing's plane, by an amount close to what was predicted by theory. For 
example, when the eccentricity is 40 deg, the tilt is close to 20 deg, in line with 
the half-angle tilt strategy. In this way, by implementing Listing's positions before, 
after and during the saccade, the saccadic system avoids the non-commutation 
problem of rotations in 3D. Possible neural correlates and the interpretation in 
terms of models will be discussed in later sections. 
Vergence system and torsional eye position 
In far vision, restricting eye positions to two dimensions is an effective way 
to handle the commutation and the redundancy problem. Theoretically, the 
same solution might be used in near vision. However, Volkmann(see Helmholtz, 
1867) found already that the torsional eye position in near vision differs from 
what is found in far vision. Mok et al. (1992) and Van Rijn and Van den Berg 
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(1993) also analysed the torsion of the eyes in near vision and agreed with 
Heimholte that the torsion deviated from zero. This can be concluded from the 
eye position rotation vectors, in each of the two eyes. Both groups went one step 
further and proposed models on how the vergence and saccadic system interact 
to yield the measured torsion (see Modeling). Unfortunately, the two groups 
used different coordinate systems to describe the results. Mok et al. (1992) 
described the torsion found in near vision saccades as a vergence-coupled 
rotation of the far vision Listing's plane. Van Rijn and Van den Berg (1993) 
defined vergence as a rotation vector (Mok only described horizontal vergence). 
In their descriptive system, each binocular eye position is conceived as the sum 
of conjugate (saccadic) and disjunctive (vergence) position contributions. Both 
data sets showed a dependence of cyclotorsion on horizontal vergence and 
elevation, but differed in the amount of the cyclotorsion. The Van Rijn and Van 
den Berg study was based upon fixations and their model is compatible with a 
control system yielding commands that specify eye positions. The Mok et al. 
study, investigating the behaviour of saccades in near vision, showed that the 
tilt of the angular velocity axis was nearly the same in the two eyes irrespective 
of the amount of horizontal vergence. This indicates a common control system 
for the two eyes. In this thesis we will show how the implementation of torsion 
during vergence movements might be controlled by an adequate angular velocity 
signal. 
1.4 Neurophysiological background 
Saccadic system 
Saccades are generated by a pulse-step activation of the motoneurons. This 
"pulse-step" (pulse: velocity; step: position) coding at the motoneuron level is 
necessary to make saccades fast (velocity upto 600 deg/s) and to keep the eye 
stable at the newly reached position. The pulse-step ratio is adjusted to match 
the dynamical properties of the eye muscle system (the oculomotor plant). The 
pulse, a high frequency burst responsible for the high velocity of saccades, 
is generated by two populations of burst cells. The horizontal burst cells in 
the pontine reticular formation have specialised right and left direction neurons. 
Vertical and torsional bursters are found in the rostral interstitial nucleus of the 
medial longitudinal fasciculus (riMLF). Purely torsional bursters in the riMLF 
can only be studied by using adequate vestibular stimulation (Vilis et al., 1989). 
Since saccades have restricted torsional components, they are not suited to elicit 
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torsional activity without simultaneous vertical activity in the combined torsional-
vertical bursters. 
The step signal in the motoneurons is generated in the so-called neural integrator 
located in the nucleus hypoglossi (NPH, horizontal) and the interstitial nucleus 
of Cajal (INC, vertical and torsional). It is commonly assumed that the step 
signal is derived from the pulse signal by integration, but in 3D this may be a 
complicated process (see Modeling). 
Whereas the activity of the burst neurons determines the direction and the 
velocity of saccades, it is known that so-called pause-cells (OPN) are involved 
in the control of saccade onset and offset (timing). These cells, which pause 
during saccades and which are located at the midline near the abducens nuclei 
(horizontal motoneurons), have reciprocal inhibitory connections with saccadic 
burst cells. 
One of the key problems in the study of the neurophysiology of the saccadic 
system is how the spatial pattern of activation by the location of targets on the 
retina ultimately gives rise to the temporally coded burst signal. It is known 
that two visuomotor centers, the frontal eye fields and the Superior Colliculus 
have separate access to the burst cells and pause cells circuits. The Superior 
Colliculus has been studied in most detail. One of the interesting findings is that 
saccades evoked by local electrical stimulation obey Listing's law (Van Opstal 
et al., 1991). Thus, the implementation of Listing's law must occur downstream 
or at this level. 
As was noted above, there is some behavioural evidence to suggest that sac-
cades are not ballistic. Neurophysiological studies have provided independent 
support for the possibility of a local feedback loop. For example, when cells in 
the Superior Colliculus of monkey are electrically stimulated just before a sac-
cade to a remembered flashed target, the monkey will first make a saccade to 
a position that was defined by the stimulation. Remarkably, after the stimulation 
saccade a correction saccade towards the flashed target position is made. All 
movements are made in complete darkness, so visual input cannot have caused 
this phenomenon (Sparks and Mays, 1983). It is, therefore, generally assumed 
that the saccadic control system relies on a local feedback loop, but there is still 
debate on the precise nature and the precise location of the feedback loop. 
Vergence system 
Although vergence movements are much slower, the neural control of the ver-
gence system shows basically the same pattern as the saccadic system. During 
a vergence movement, the motoneurons carry a pulse-step signal and there is 
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evidence for a separate population of vergence bursters at the premotor level 
(Mays et al. 1986). Electrical stimulation of pause cells results in a decrease 
of vergence velocity. An interesting aspect of coupled saccade vergence move-
ments is that the vergence speed, compared with a vergence movement in 
isolation, can increase significantly. This so-called saccadic facilitation of ver-
gence is probably caused by the fact that the pause neurons cease firing when 
a saccade is present, but not during an isolated vergence movement. Although 
a vergence integrator has not been demonstrated experimentally, its existence 
is often assumed in models of the vergence systems (see Modeling). 
For obvious reasons, the distinction between the left and right eye saccadic 
signals is present at the motoneuron level. It has long been taken for granted 
that premotor neurons, like burst cells and position coding cells, show bilateral 
specialization for leftward and rightward movements but always control both 
eyes. Recently, however, the possibility of separate left eye and right eye 
position signals was indicated (McConville et al., 1994). This might be the 
explanation for the fact that a vergence integrator has not been found. 
1.5 Models for the 3D control of eye movements 
Saccadic system 
The modeling of the saccadic system has been a field of vigorous activity ever 
since the introduction of the so-called Robinson model (Robinson, 1975; Van 
Gisbergen et al., 1981). This now classical model of the saccadic system is 
based on a local feedback scheme in which a new final position is compared 
with the actual eye position. The difference, motor error, is transformed into a 
velocity signal by a nonlinear pulse generator. This velocity command (pulse) is 
fed directly to the motoneurons and integrated to a position signal (step) by the 
neural integrator in a parallel path. This latter signal is fed to the motoneurons as 
well (see Fig. 1.2). In the Robinson model a neural integrator integrates a velocity 
signal to yield eye position and this position signal is also used in the feedback 
loop. Other models use the velocity signal in the feedback loop (e.g. Scudder 
et al., 1988), which is a basic feature in all current models of the saccadic 
system. When these essentially one-dimensional models are extended to two 
dimensions, some new problems emerge. A purely independent horizontal and 
vertical eye movement generator cannot account for the dynamical properties 
of saccades in two dimensions. Therefore, interactions of the horizontal and 
vertical system were proposed (Van Gisbergen et al., 1985; Grossman and 
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Figure 1.2: The classical Robinson model. 
In this scheme a target in head coordinates is compared to estimated eye position (feed­
back) and the difference (motor error) is taken as an input to the non-linear pulse 
generator. The pulse is integrated to yield a step and pulse as well as step signals are 
summed and fed into the motoneurons. The motoneuron activity drives the oculomotor 
plant to generate an eye movement. 
Robinson, 1988). The extension to three dimensions faced the fundamental 
problem that rotations in three dimensions do not commute. 
Since the Tweed and Vilis (1987) model has inspired several analyses in this 
thesis, it will be discussed in some detail here. Tweed and Vilis (1987) proposed 
a scheme in which the linear integrator of the earlier 1D and 2D models was 
replaced by a feedback integrator that takes into account the three dimensional 
properties of rotations (Fig. 1.3). Although Listing's law effectively restricts the 
eye positions to two dimensions, this does not mean that the control system 
is also two-dimensional. Control of eye movements by a velocity signal will 
generally require a three dimensional velocity signal. The 3D integrator in the 
model transforms the 3D angular velocity vector into a 2D eye position rotation 
vector. So, the control of angular velocity is 3D, although all saccadic eye 
positions are defined by two parameters. The first problem considered by Tweed 
and Vilis (1987) was to find an explanation for the behaviour of the angular 
velocity axis of the eye which takes care of the implementation of Listing's law 
during and after a saccade. They showed that one has to take the rotational 
difference between final and starting position for the definition of the angular 
velocity axis. This analysis led to the concept of the so called half-angle tilt 
of the angular velocity axis (see above). The angular velocity axis is tilted 
out of Listing's plane by half the eccentricity where the movement is made. 
Tweed and Vilis (1987) proposed a model in which motor error is coded three 
dimensionally. This 3D motor error is then transformed into an angular velocity 
signal, that is tilted dependent upon the eccentricity. In turn, the 3D angular 
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Figure 1.3: Tweed and Vilis model. 
This model is a three dimensional extension of the Robinson model. The main differences 
concern the comparison of desired and actual eye position and the design of the neural 
integrator. These two stages are now three dimensional to account for the 3D properties 
of saccades. 
velocity signal is transformed into a position signal by the 3D neural integrator. 
The 3D neural integrator determines how an angular velocity signal changes a 
3D initial eye position into a final eye position, by performing a rotation from start 
to end point about the angular velocity axis. Although the precise mathematical 
implementation is far from trivial, the basic idea behind this integrator is fairly 
straight-forward; when the starting position and the angular velocity signal are 
fully specified, the final position in 3D is defined as well. 
Whether the neural coding of the 3D angular velocity signals is necessary and 
physiologically realistic is still subject of debate in the literature (see Hepp, 
1990; Schnabolk and Raphan, 1994; Tweed et al., 1994). Schnabolk and 
Raphan (1994) proposed a model in which both the pulse and the step are 
two-dimensional (in Listing's plane). Their simulations predict that saccades 
will violate Listing's law during the movement, but since the step is 2D, the 
final fixation is forced to be in Listing's plane. Hepp (1990) has proposed an 
alternative model suggesting that the oculomotor plant may not need an angular 
velocity command signal to implement Listing's law during a saccade. 
Combination of Saccadic and Vergence signals in near vision 
A model for the control of eye movements in near vision by cooperating saccadic 
and vergence subsystems, each controlled by local feedback, was proposed by 
Zee et al. (1992). This scheme can account accurately for the 1D dynami­
cal properties of combined vergence saccadic movements. Zee et al. (1992) 
propose the coupling of saccadic and vergence control systems by the pause 
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neurons. The extension from 1D to 3D must solve the problems that arise in the 
extension of the saccadic systems to 3D. But, in addition to this, the interaction of 
saccadic and vergence systems in 3D must be incorporated adequately. One of 
these problems is that horizontal vergence and saccadic position signals cannot 
simply be summed algebraically to yield the combined 3D position signal (Mok 
et al., 1992; Van Rijn and Van den Berg, 1993). 
Mok et al. (1992) studied vertical saccades ¡η near vision and came to a de­
scription of torsional vergence as a quaternion product of horizontal vergence 
and elevation. They showed that simple addition of saccadic and horizontal 
vergence position was not adequate to describe their data. Mok et al. (1992) 
proposed a scheme for saccades in near vision, 'n which the output of the Tweed 
and Vilis (1987) model was combined with the output of a horizontal vergence 
controller in order to account for eye positions in near vision. The combination of 
these two systems was given by the non-linear quaternion product. This same 
product underlies the computation of the saccadic angular velocity vector out of 
desired and actual eye position. According to this model, near vision saccades 
and far vision saccades have the same orientation of the angular velocity axis 
(half-angle tilt) provided one uses the concept of conjugate eye position (mean 
eye position of left and right eye). However, because the eye position of the two 
eyes in near vision differs anti-symmetrically from this conjugate position, this 
leads to opposite torsion in the left and the right eye. This leads to incyclotor-
sion in near upgaze and to excyclotorsion in near downgaze, just as was found 
experimentally. 
Van Rijn and Van den Berg (1993) described their behavioural data quite ad­
equately by an elegant simple model in which the saccadic and the vergence 
position control systems are both limited to two dimensions. The two position 
control systems are restricted to two perpendicular planes. The saccadic system 
implements Listing's law (no torsional component) while the vergence system 
has no vertical component. The further essential restriction for bifoveal fixation, 
that the lines of sight of the two eyes must intersect, fully constrains eye position. 
Simple addition of the saccadic and vergence position signals (tilted dependent 
on elevation, not simply horizontal) leads to positions that resemble their data 
quite well. In their model the torsional component of each eye is computed as 
a product of horizontal vergence and elevation; the product is the consequence 
of the tilt of the horizontal vergence signal. 
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1.6 Topics of this thesis 
In the above mentioned studies eye positions in near vision are considered, 
without analyzing the vergence movement that is necessary to reach the near 
positions. In this thesis, the 3D dynamical properties of saccadic and vergence 
movements and of combined movements have been studied. A thorough anal-
ysis is not possible without confronting the data with predictions derived from 
quantitative models of the oculomotor system. 
In chapter 2 we analyse whether strongly curved saccades, that are not single 
axis, by definition, still obey Listing's law. Tweed and Vilis (1987) showed that 
single axis saccades obey Listing's law, if their angular velocity axis satisfies 
the half-angle requirement. At the time when our 3D experiments were done, 
it still was not clear whether curved saccades should be regarded either as a 
single saccade corrected in midflight or as the sum of two temporally overlapping 
sequential movements in different directions (Van Gisbergen et al., 1987; Henis 
and Flash, 1991). When the latter is the case, the tilt will generally not obey the 
half-angle rule, resulting in a violation of Listing's law. In chapter 2 we present 
an analysis of the curved saccades, in particular their angular velocities, and 
discuss the two alternative models mentioned above. 
In chapter 3-5 we investigate combined saccade-vergence movements. Chapter 
3 is a theoretical paper in which we analyse the model implications of two different 
definitions of vergence and saccadic systems on the torsional component of eye 
positions. We show how model predictions of the torsional component of eye 
position in near vision can be affected by the coordinate system in which the 
model is specified. In the two models discussed in the paper, eye positions are 
given as a combination of rotation vectors of the saccadic and vergence system. 
The basic model is that the saccadic system is restricted to two dimensions by 
Listing's law (no torsion) and that the vergence system is also restricted to two 
dimensions (no vertical component). The basic properties of the saccadic and 
vergence system are assumed to be identical in both models, we only change 
the way in which the signals from the two systems are combined. We confront 
our predictions with data from the literature. The discrepancy between the data 
of the Mok et al. (1992) and the Van Rijn and Van den Berg (1993) paper, along 
with the model of Van Rijn and Van den Berg inspired us to perform this exercise. 
In chapter 4 we confront our own behaviourial data of 3D eye positions in ver-
gence experiments with two models from the literature. The Mok and Van Rijn 
model performed both quite well in the description of their own data, but the 
amount of torsion differed in the two studies. We will provide a data set of fixa-
tions in near vision which was the consequence of a far vision saccade followed 
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by a pure vergence movement at different elevations. We will look at the possible 
influence of horizontal conjugate position, elevation and lighting conditions. 
In chapter 5 we will analyse the data of chapter 4 dynamically, looking at the 
torsional component not only during vergence movements, but also in combined 
saccade vergence jumps. We will investigate whether the cyclotorsion during 
the movement can be described adequately by what is found in chapter 4 for 
the end-fixations. We will also check whether torsional eye position is the same 
irrespective of the way in which a near fixation is reached, so in other words we 
test the possibility of a binocular Donders' law. It appears that various models in 
the literature assume that this binocular extension of a monocular restrictive law 
holds. We further discuss the tilting of the angular velocity axis in pure vergence 
movements and its implications which led us to propose a scheme for the pro-
duction of saccadic and vergence movements (and combinations) in 3D. This 
proposal was inspired by the Zee et al. (1992) model and the Tweed and Vilis 
(1987) scheme. This model predicts eye positions in three dimensions for both 
eyes, assuming saccadic and vergence schemes that are velocity controlled and 
that function almost independently. Coupling arrangements for timing and for 
appropiate tilting of the vergence angular velocity signal are proposed. Its phys-
iological implications and possible underlying neural correlates are discussed, 
and a comparison with existing models is included. 
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Chapter 2 
Three-dimensional analysis of 
strongly-curved saccades elicited 
by double-step stimuli 
Adapted from: Minken AWH, Van Opstal AJ, Van Gisbergen JAM (1993) Three-
dimensional analysis of strongly-curved saccades elicited by double-step stim-
uli, Experimental Brain Research 93, pp 521-533. 
2.1 Introduction 
Saccades are rapid eye movements that direct the fovea towards a peripheral 
target of interest. The saccadic system has been the object of behavioral and 
neurophysiological studies for many years. The resulting availability of a large 
data base and its clear function have stimulated the development of neural con-
trol schemes clarifying the role of important brainstem centers in this system. An 
influential model, based on the notion of internal feedback, has been proposed 
by Robinson in the seventies (Robinson, 1975; Van Gisbergen et al., 1981). 
This model was primarily concerned with the generation of one-dimensional 
saccades in the horizontal direction. It proposed that the brain first computes a 
desired final eye-position relative to the head (Eh), by combining retinal error 
information about the target and efference copy of initial eye-position. Subse-
quently, the saccadic pulse generator (embodied by so-called short lead burst 
cells in the pons) is driven by motor error, which is the net difference between 
this Eh signal and efference copy feedback of current eye-position. The latter is 
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constructed by a velocity-to-position integrator, which receives its input from the 
burst cells. As soon as motor error becomes zero, the burst-cells cease firing 
and the eye stops moving. 
Later experimental studies by Sparks and coworkers (Sparks and Mays, 1983; 
Sparks and Porter, 1983) have shown that, indeed, the saccadic system can 
take eye movements into account when determining the metrics of a targeting 
saccade. These studies have led to the conclusion that the Superior Colliculus 
(SC) is inside the feedback loop which determines the saccade-metrics, but 
since an Eh signal has never been demonstrated at this level, it has been 
questioned whether absolute eye-position feedback is really used. Therefore, 
alternative schemes assume that after target selection, which now defines the 
goal in retinal coordinates, only feedback of changes in eye-position is used for 
updating the coordinates of the saccade-vector (Jürgens et al., 1981; Scudder, 
1988; Goldberg and Bruce, 1990; Droulez and Berthoz, 1991). 
New problems emerged when the above-mentioned models were extended to 
movements in two dimensions (horizontal and vertical). Schemes have been 
proposed which attempt to account for the fact that the horizontal and vertical 
components of oblique saccades are not generated independently, but show 
precise dynamic cross-coupling (Grossman and Robinson, 1988; Tweed and 
Vilis, 1985; Van Gisbergen et al., 1985; King et al., 1986; Smit et al., 1990). 
As was first emphasized by Tweed and Vilis (1987), further new aspects have 
to be considered when it is acknowledged that saccades are in fact rotations of 
the eye in three dimensions (horizontal, vertical and torsional). The fact that 3D 
rotations are not commutative necessitates several revisions of the one- and two-
dimensional models described above. While in one and two dimensions it is still 
feasible to use additive internal feedback, control in three dimensions requires 
the use of non-linear, multiplicative, feedback (Tweed and Vilis, 1987; 1990a). In 
the 3D model of Tweed and Vilis (1987), the burst cells are assumed to carry an 
eye angular velocity signal, which is a 3D vector pointing along the instantaneous 
axis of rotation. It has been shown, that linear integration of this angular velocity 
signal does not yield a correct estimate of eye position. Instead, non-linear 
feedback of eye position has to precede the integration process (Tweed and 
Vilis, 1987; 1990a). An additional challenge for 3D models is how they can 
account for Listing's law. 
2.1.1 Listing's law 
As was already made clear in the previous century, eye-positions can be com-
pletely described by a flat plane, known as Listing's plane (see e.g. Helmholtz, 
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1867). Since the eye can assume positions in the full three dimensional oculo­
motor range by proper vestibular stimulation (Crawford and Vilis, 1991) and also 
during sleep (Nakayama, 1975) it is generally acknowledged that Listing's law 
must be the consequence of a neural control strategy. 
An interesting feature of the 3D models proposed by Tweed and Vilis (1987; 
1990a) is that they provide an elegant implementation of Listing's law. The 
Tweed and Vilis (1987) model imposes Listing's law by proposing that desired 
eye-position is two-dimensional since it belongs to Listing's plane. In their 
scheme, a non-linear comparison of desired eye position and actual eye po­
sition signals yields a 3D motor error vector. This motor error vector specifies 
the rotation required to bring the eye from initial to desired eye position and, in 
general, does not belong to Listing's plane. In a fixed-axis rotation it is tilted out 
of the plane by a specific amount, which depends only on the initial and final eye 
positions (see equation A1 and A2 in Appendix). Motor-error is transformed by a 
non-linear pulse generator into a vector representing angular velocity (ω). In this 
way, the model generates a single-axis rotation from actual eye position to the 
desired eye position, which yields the interesting result that the eye also stays in 
Listing's plane during the saccade. Correct tilting of the motor-error vector, and 
thus of the angular velocity axis, is required to keep the eye in Listing's plane 
at every instant for saccades between tertiary positions (eccentric saccades) 
(Tweed and Vilis, 1987). By contrast, no tilting is required for saccades from, to 
or through the so called primary position (centric saccades, see below). 
Only recently, dynamic measurements of saccades in 3D have become feasible 
in humans (Ferman et al., 1987a,b,c) and monkeys (Hess, 1990; Tweed and 
Vilis, 1990b). Recent recordings in man and monkey have shown that normal 
saccades can be considered, at least in first approximation, as single axis rota­
tions (Tweed and Vilis, 1990b). It appears from these studies that Listing's law 
is reasonably obeyed also during saccades (Ferman et al., 1987c; Tweed and 
Vilis, 1990b). 
Since Listing's law requires active neural control of the orientation of the instan­
taneous angular velocity axis, we wondered how well the system could perform 
this task under circumstances when the trajectory of the eye can become quite 
complicated. For example, saccades towards a target that steps twice in di­
rection can be extremely curved (Van Gisbergen et al., 1987) and are clearly 
non-single-axis rotations. 
It is of interest to note here that an earlier 2D study of these movements could 
not firmly distinguish between two possible interpretations of these midflight-
modified saccades (Van Gisbergen et al., 1987). One way of looking at these 
curved responses is to regard them as the result of a saccadic controller using 
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internal feedback. Initially the eye is guided to the first target, but in midflight 
the saccadic goal is updated whereupon the eye is directed towards the sec­
ond target. Since the plant has low-pass filter properties, this may lead to the 
strongly-curved movements that have been observed. An alternative possibility 
is to regard the curved response as the superposition of two ballistically gener­
ated saccades (each in response to one of the two steps) which overlap in time. 
If the second ballistic saccade starts before the first one has been completed, 
a curved movement may again result even though the saccadic controller does 
not use current eye position information. 
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Figure 2.1: Superposition of angular velocity signals. 
Tilting of the angular velocity axis is not required to implement Listing's law in centric 
saccades A and B, but is essential in eccentric saccade С. Accordingly, if the command for 
controlling С would be based on superposition of angular-velocity signals in movements 
A and B, the resulting oblique saccade would violate Listing's law. Origin of coordinate 
system denotes primary position. 
We considered that repeating these experiments by using 3D recordings may 
yield additional information allowing a more thorough evaluation of these two 
alternative explanations. For example, since implementing Listing's law requires 
current eye position information, one might expect that violations of this law will 
arise in a straight-forward implementation of a ballistic scheme, based on the 
superposition of angular velocity commands. Fig. 2.1 may serve to illustrate 
this point. Suppose that the target first jumps from 20 degrees left towards the 
primary position (step A) and then 20 deg upward (step B). For both movements 
the angular velocity axis remains in Listing's plane (no tilting required). When an 
oblique saccade (step C) is made directly to the final position, by combining these 
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two saccades, the angular velocity axis has to tilt out of Listing's plane by about 
7 deg. Linear combination of the two angular velocity commands for saccades A 
and B, however, does not yield the appropriate torsional tilt. On the other hand, 
if the saccadic controller uses internal feedback of current eye position (Tweed 
and Vilis, 1987), the law would be obeyed even though the angular velocity 
axis changes orientation during the movement as soon as it starts chasing the 
new target. In this paper we explore this problem by investigating 3D saccadic 
responses towards directional double step targets. Preliminary aspects of this 
work have been published elsewhere (Minken et al., 1991; Van Gisbergen and 
Minken, 1991; Van Gisbergen et al., 1991). 
2.2 Materials and Methods 
subjects 
Five male volunteers, two of whom were naive with respect to the purpose of this 
study participated in the experiments. The age of the subjects varied between 
23 and 47; none showed any sign of oculomotor or any other motor deficit or 
pathology. In all subjects movements of the left eye were measured, none of 
them wore corrective spectacles or contact lenses during the experiments. 
The head was stabilized comfortably in a natural upright position with a chin-rest 
and a head-support. No special effort was made to standardize head position. 
Vision wás binocular. Session durations were limited to 45 minutes. Subjects 
were kept alert by encouraging them during the experiments. 
apparatus 
Green light-stimuli (spot diameter 0.3 deg, 5 cd/m2) were rear-projected on a 
translucent tangent screen placed in front of the subject at a distance of 95 cm. 
Background illumination was approximately 1 cd/m2. The precise timing of the 
light stimuli was controlled by a PC-286 equipped with an IEEE-488 interface. 
Eye position was measured using the scleral 3D-coil technique in two alternating 
magnetic fields (see Ferman et al., 1987a). The coil signals were amplified, 
demodulated in lock-in amplifiers (PAR 128 A), low-pass filtered (-3 dB at 150 
Hz; 4th order Bessel filter) and finally sampled at a rate of 500 Hz/channel with 12 
bit resolution and stored on disk of a SUN-3/140 workstation for off-line analysis. 
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experimental paradigms 
In the experiments three different types of stimulus sequences were used. 
1. In-situ calibration. 
This stimulus sequence was designed to calibrate the coil in situ (to 
be further described below). 
2. Listing test. 
A central fixation spot jumped to a peripheral position after a random 
fixation time. The 84 peripheral stimulus locations were arranged in 
an array of 7 circles at eccentricities from 5 - 3 5 deg in 5 deg steps 
and were lying on 12 meridians every 30 deg. 
In some of our subjects a different Listing test stimulus was used. In 
this case we elicited 10 deg target steps in 8 directions (every 45 deg) 
but starting from five different positions (center location and at four 
diagonal positions at 20 deg eccentricity). 
3. Double steps. 
In the double step experiment (Fig. 2.2) the initial fixation stimulus (F) 
was located at 20 degrees to the left of the straight-ahead position. 
The stimulus made a 40 deg oblique movement either upward to 
position Α (φ = 22.5 deg) or downward to position Β {φ = -22.5 deg), 
stayed there a short time (r=50-105 msec), and then jumped vertically 
to the final location (B or A). This resulted in double steps that moved 
the target clockwise (double step FAB) or anti-clockwise (double step 
FBA). These double steps were randomly intermingled with single 
steps to positions A or В and to several other positions. The total 
sequence consisted of 40 trials: 20 double-step trials, 10 single steps 
to A or В and 10 single steps to other positions. The subjects were 
encouraged to follow the light spot as quickly as possible. We tried 
to maximize the proportion of curved trajectories by introducing an 
adjustable gap (Δ) between offset of the fixation-light and first-target 
onset and by varying the duration of presentation of the first target 
(r) . Typical values were Δ = (-50, 0, 50) msec and τ = (50, 60, 70) 
msec, respectively. A fixed gap of 20 msec was interposed between 
first-target offset and second-target onset. 
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Figure 2.2: Double-step stimulus. 
While the subject is fixating at F, the target moves obliquely to either A or В and then 
vertically to the other target location. These double-steps are intermingled with single 
steps to target A and В and several other locations. The left-hand panel shows the 
AB-stimulus; the right-hand panel depicts the ΒΑ-stimulus. Fixation target F is located 
at the left-hand side of the subject. Target A is located in the upper-right visual field, 
while target В is positioned in the lower right-field with respect to the straight-ahead 
position. Note that the coordinate system in this figure has been adapted to the format of 
displaying eye movement responses which is inherently connected to our use of rotation 
vectors (see section on Data-analysis). 
Data-analysis: calibration procedures 
Eye position measurements were calibrated using an experimental procedure 
developed in the Neurology department of Zürich University (Hess et al., 1992). 
First, the sensitivity of the coils was measured in a pre-calibration session by ro-
tating them about predefined angles with respect to the homogeneous magnetic 
fields, using a lucite gimbal system. It is assumed that the mutual orientation 
and the sensitivities of the two coils do not change when the 3D-coil assembly 
is put on the eye. 
Then, in the in-situ calibration, subjects were asked to fixate fifteen different 
vertical targets presented in random order in the mid-sagittal plane of the mea-
sured eye. Our assumption is that the primary position is near this sagittal plane. 
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The in-situ calibration does not yet take into account the precise location of the 
primary position on this vertical meridian (see below). The procedure yields the 
orientation of the coils, with respect to the magnetic fields, when the subject 
fixates the reference position. 
We adopted a right-handed, head-fixed, Cartesian coordinate system (X-axis for­
ward, Y-axis leftward and Z-axis upward) in order to describe three-dimensional 
eye positions as rotations from a reference position (the origin of this coordinate 
system) to the current position. Each rotation is characterized by a unitary rota­
tion axis (Й) and the amount of rotation about this axis (p). Such a rotation can 
succinctly be described by a rotation vector (Haustein, 1989) defined by: 
r = (r
x
,ry,rz) = ta,n(p/2)-ñ (2.1) 
This description is a non-redundant way of representing rotations, and is closely 
related to the quaternion representation used by Tweed and Vilis (1987). When 
the reference position of this coordinate system is aligned with the primary 
position, Listing's law is expressed by the simple relation: 
r* = 0 (2.2) 
In this frame of reference the X-component of the rotation vector indicates a 
torsional eye position, while the Y- and Z-components specify vertical and hor-
izontal eye position, respectively. For example, an eye position at 20 degrees 
left from the primary position is represented as (0, 0, 0.176), an eye-position 
of 15 degrees upward yields (0, -0.132, 0) and a pure torsional deviation of 5 
degrees clockwise (seen from behind the subject) is equivalent to (0.044, 0, 0). 
We will display the rotation vectors in three different projection planes (frontal 
view (yz-plane), side view (XZ-plane) and top view (XY-plane)). In this way 
the rotation vector is represented completely (see e.g. Figs. 2.3- 2.5). In these 
plots, the validity of Listing's law can be judged readily once the reference po-
sition has been aligned with the primary position, since all data points should 
scatter around a vertical line in both the top (X, Y) and the side (X, Z) views if 
the law holds. 
Alignment of the reference position of the coordinate system with the primary 
position of the subject was obtained using a procedure similar to that described 
by Tweed et al. (1990). First, all rotation vectors were expressed in the X', Y', Z' 
coordinate system aligned with the magnetic fields. Three-dimensional plots of 
this type, obtained by sampling a wide range of eye positions (including fixations 
as well as positions in saccadic midflight) every 100 msec, generally show a flat 
slice of data points, often with a tilted orientation in the (X', Z')-plane, since the 
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primary position (normal to Listing's plane) need not be aligned with the magnetic 
field system. We fitted a plane through 840 data samples (r'x, r'y, r'z) obtained 
from the Listing-test data (see experimental paradigms in Methods). We then 
aligned the reference position of the coordinate system with the subject's primary 
position by replotting all the data points in a rotated version {X, Y, Z) of the field-
fixed system such that all data points (rx,ry,rz) scattered minimally about the 
Y - Ζ plane (which corresponds to Listing's plane; mean X-component zero). 
We noticed, that sudden changes in the torsional signal occurred in some of 
our subjects. In such cases subsequent data-points remained in a plane that 
was shifted along the torsional direction. Since we interpret these changes as 
rotational coil slippage, rather than as biological noise, our plots represent only 
the change in torsion (Arx) with respect to the first data-sample taken when the 
eye fixates the same initial location in each trial. In this way, the torsional signal 
is reset to zero every trial in order to cancel out changes due to coil slippage. 
2.3 Results 
As a control, we first describe eye positions in 3D in the simple task, where the 
subject refixated a target that jumped from a central to a peripheral location after 
a random fixation time. The 3D behavior of the eye during the fixation periods 
and during visually guided saccades will be treated separately. 
2.3.1 Fixations 
In line with earlier results in the literature (Tweed and Vilis, 1990b; Van Opstal 
et al., 1991) we found that fixations collected using the Listing-test stimulus 
are contained in a thin "pancake". Fig. 2.3 presents the results for two of our 
subjects. The torsional x-axis in Fig. 2.3 has been aligned to the primary position, 
so that deviations of Listing's law are expressed in the rx-component of the eye 
position rotation vector (see Methods). The thickness of Listing's plane in our 
data is comparable to findings in other laboratories (Tweed and Vilis, 1990b; 
Van Opstal et al., 1991): in our data the mean standard deviation (S.D.) in five 
subjects was 0.89 deg.; range 0.70 - 1.09 deg (see Table 1). Ferman et al. 
(1987b) have reported significantly larger deviations from Listing's law in their 
fixation data. 
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Figure 2.3: Fixations in response to Listing test stimulus. 
The fixation eye positions for the Listing test data are presented in three views for 
two subjects (upper and lower panel). In the frontal view, horizontal and vertical eye 
position-components are displayed (UP, DOWN, LEFT, RIGHT). Side and top view show 
the torsional component (CW: clockwise, CCW: counter-clockwise, seen from behind 
the subject) plotted against the horizontal and vertical component, respectively. 
A. Fixation data from subject AM; S.D.= 0.73 deg 
B. Fixation data from subject JVG; S.D.= 0.78 deg. 
2.3.2 Saccades to single step targets 
The next step was to evaluate the trajectory of normal, single target saccades, 
evoked again by the Listing-test stimulus (Fig. 2.4). These saccades had a 
starting position close to the primary position, displaced about 2 deg downward 
from the primary position in subject A (rightward in Fig. 2.4A, frontal view) and 
about 2 deg upward (leftward in Fig. 2.4B, frontal view) in subject B. The torsional 
extent of the two planes is in the same range as in the fixation data of Fig. 2.3. 
The mean thickness (S.D.) of the Listing planes (saccades and fixations) for 
all subjects was 0.87 deg, range 0.66-1.05 deg (see Table 1). This is again 
comparable to what was found in some other laboratories (Tweed and Vihs, 
1990b; Van Opstal et al., 1991) but clearly less than the values found by Ferman 
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Figure 2.4: Listing test on saccades. 
These plots contain eye position samples both during fixation and rapid eye movements. 
A. Subject AM; S.D.- 0.70 deg. 
B. Subject JVG; S.D.= 0.72 deg. 
et al. (1987c). In summary, fixations and saccades seem to obey Listing's law 
equally well. Nevertheless, small deviations from the law are discernable. 
2.3.3 Curved saccades 
The two dimensional double-step stimulus elicited a variety of movement tra-
jectories. When the interval ( r) between the stimuli-steps was large ( τ = 90 
msec) the subjects typically generated two saccades separated by a full stop, 
one to the first target and then a second saccade to the final target. In cases 
where the saccadic response had a long latency, the eye jumped right away 
to the final target. Between these two extremes the eye could make a variety 
of movements, some of them stopping intermediately and others modified in 
midflight. In the latter case, eye velocity along the path of motion (track velocity) 
had a dip dependent upon the exact timing and spatial properties of stimulus and 
response. The responses of most interest for the purpose of our analysis are 
these midflight-modified saccades (Fig. 2.5). We will now discuss the double-
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Figure 2.5: Curved saccades. 
Curved saccades were selected by requiring that their curvature was at least 0.15 (for 
definition of curvature see Smit and Van Gisbergen, 1990) and, furthermore,that saccade-
amplitude exceeded 25 deg (saccade-amplitude equals the path-length of the saccade). 
No major violations of Listing's law can be seen in the top and side view of the three 
panels. 
A. Subject AM; S.D.= 0.40 deg. 
B. Subject JVG; S.D.= 0.64 deg. 
C. Subject BVDD; S.D.= 0.66 deg. 
step stimulus data, focusing especially upon the midflight-modified saccades. 
We will first show some representative saccades from three different subjects. 
In all three subjects Listing's law seems to be obeyed equally well during these 
responses as during fixations and single step saccades, but systematic viola-
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Table I Thickness of Listing's plane in five subjects. 
Numbers refer to standard deviation (deg) relative to the mean. 
subject 
JK 
AM 
JVG 
BVDD 
JD 
fix 1 
1.02 
0.73 
0.78 
— 
— 
sacc 1 
1.05 
0.70 
0.72 
— 
— 
fix 2 
— 
— 
1.01 
0.70 
1.09 
sacc 2 
— 
— 
1.02 
0.66 
1.02 
cursacc 
0.90 
0.40 
0.46 
0.88 
— 
Abbreviations: 
fix 1: fixation-data from first Listing test (see Methods) 
sacc 1: saccade-data from first Listing test 
fix 2: fixation-data from second Listing test 
sacc 2: saccade-data from second Listing test 
cursacc : curved saccade-data from double-step experiment 
tions causing negative (Figs. 2.5A and 2.5B) or positive (Fig. 2.5C) torsional 
values are noticeable. Despite these violations, the eye positions elicited by the 
double-step stimulus seem to obey Listing's law in reasonable approximation: 
the thickness of the Listing's planes derived from curved-saccade data is com-
parable to the thickness of the Listing's planes from single-step saccades and 
fixations. (Table 1) 
2.3.4 Violations of Listing's law in more detail 
To consider the deviations from Listing's law in more detail we will now analyze 
four responses which we consider to be particularly instructive (Figs. 2.6- 2.10). 
An important question to be answered is whether the deviations from Listing's law 
are due to gross failures of the neural control system, or whether (the alternative 
extreme) they reflect only minor imperfections. In Fig. 2.6 we will first present 
eye position data and, subsequently in Figs. 2.8,2.9 and 2.10 we will analyze the 
angular velocity traces in order to get more insight in the mechanisms underlying 
these movements. 
Panel A in these figures shows properties of a single-step saccade towards 
target A. Similarly, panels B, AB and BA correspond to a single-step saccade to 
B, a curved saccade in response to an AB double step and a BA double step 
response, respectively. 
Both single-step responses (Figs. 2.6A.B) deviate from Listing's law by showing 
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Figure 2.6: Single- and double-step responses in subject JVC 
Panel A. Response to single target-step FA. 
Panel B. Response to single target-step FB. 
Panel AB. Response to double target-step FAB. 
Panel BA. response to double target-step FBA. 
In all panels violations from Listing's law are visible, but these violations are rather 
small. There seems to be no difference, in this respect, between curved double-step 
responses and the rather straight single-step responses. 
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negative torsion. The midflight-modified saccade in Fig. 2.6AB almost crosses 
the primary position, whereas the saccade in Fig. 2.6BA is more eccentric. 
Although there is a clear deviation from Listing's law the overall pattern is similar 
to the single step responses. 
What should one conclude from these data? While it is clear that violations 
from Listing's law occur, in both single-step and double-step responses, an 
important problem is how to judge whether these deviations reflect really gross 
violations due to the ineffective operation of mechanisms which implement this 
law. Since proper behavior (tilting) of the angular velocity axis is crucial for the 
implementation of Listing's law (Tweed and Vilis, 1987), we now proceed by 
comparing the actual angular velocity signal with the signal required by theory if 
Listing's law would have been obeyed perfectly. A gross discrepancy between 
actual and theoretical signal would imply that the implementing mechanisms 
have failed badly. Therefore, in order to allow this comparison, we will show the 
actual, measured angular velocity signals of the responses shown in Fig. 2.6 in 
a set of corresponding panels of Fig. 2.8. Before the angular velocity signals 
of curved saccades are discussed, it is important to be somewhat familiar with 
their interpretation. Therefore, in Fig. 2.7, the relation between the eye position 
traces and the corresponding angular velocity signals is explained in detail (see 
legend). 
2.3.5 Angular velocity signals 
Fig. 2.8A (side and top-view) shows the tilting of the angular velocity axis of the 
straight saccade in Fig. 2.6A. As expected on theoretical grounds (Tweed and 
Vilis, 1987), the tilting in Fig. 2.8B is to the opposite side. Since horizontal and 
vertical eye velocity are tightly correlated (narrow loop in frontal view; see legend 
Fig. 2.7) it seems reasonable to regard these saccades as single-axis rotations. 
The angular velocity axis of the curved saccade shown in Fig. 2.8AB has a tilting 
close to zero (side view). This is expected from theory because the saccade 
almost crosses the primary position. In the frontal view the angular velocity 
signal starts along a downward trajectory (negative horizontal component) and 
then changes direction (positive vertical component) in midflight. The angular 
velocity signal of an eccentric curved saccade (Fig. 2.8BA) shows complicated 
behavior with a modest but significant amount of tilting. In the frontal view the 
trajectory of the angular velocity signal first moves right- and downward and then, 
without stopping, changes course towards the left part of the panel; meanwhile 
the torsional component is temporarily reduced to zero in midflight (side view; 
lower part). 
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Figure 2.7: Interpretation of angular velocity signals. 
Consider the curved eye movement in A (shown in frontal view) which was elicited by a 
BA double-step stimulus. This set of data points summarizes how the visual axis swept 
across the screen. The frontal view plot of the angular velocity signal, in B, specifies 
horizontal and vertical eye velocity during this movement. Since time is implicit in both 
plots, discovering the correspondence between certain features in one graph with those 
in the other requires careful inspection. To establish this correspondence, it is useful 
to consider 4 points in the position panel in particular. These are 1, onset; 2, extreme 
eye position along the vertical axis; 3 , extreme eye position along the horizontal axis; 
4, saccade offset. Since eye velocity is zero at both onset and offset, the trajectory starts 
and finishes in the origin (B). When the eye reaches the vertical and horizontal extremes 
in plot A, eye velocity in the corresponding component reverses sign. At these instants, 
the eye velocity trajectory crosses the Z-axis and the Y-axis respectively (points 2 and 
3). It should be added that the angular velocity trajectory is also useful in judging to 
what extent a particular movement is a fixed-axis rotation. In a strict sense, this is only 
the case if the three components are scaled versions of one another yielding straight-line 
velocity trajectories in all panels. The wide loop in В illustrates that the instantaneous 
rotation axis was continuously adjusted during this particular eye movement. 
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Figure 2.8: Angular velocity signals. 
The data from single-step saccades (see panels A and B) suggest an almost fixed axis of 
rotation. Panels AB and В A show a wide loop in the frontal view so that these responses 
are clearly non single-axis movements. A minor but significant amount of tilting can be 
seen in the side and top-view of all panels, see text. 
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2.3.6 Angular velocity signal required by Listing's law 
In view of the complex behavior of the angular velocity signals, one may wonder 
which details are essential to implement Listing's law and which are even coun­
terproductive. To explore this question, we generated modified versions of the 
movements in Figs. 2.6 and 2.8 by imposing a zero torsional component. Thus, 
the actual saccade was replaced by one which obeys Listing's law perfectly 
( r x = 0), but which retained the same trajectory in the frontal view projection. 
Since the angular velocity signal depends on the position and its derivative, it 
will change due to this restriction. In the Appendix (Eqs. A3, A4) we explain the 
computations underlying this simulation. The angular velocity signals of the four 
modified saccades, which are required for the implementation of Listing's law, 
are shown in Fig. 2.9. 
As can be seen in Figs. 2.9A and 2.9B, the tilting of the angular velocity axis is 
nearly identical in the data (Figs. 2.ΘΑ and 2.8B) and in the Listing's law simu­
lation. Comparison of the side and top view panels in Figs. 2.9AB and 2.9BA, 
which represent simulated angular velocity signals of curved saccades, with the 
corresponding data (Figs. 2.8AB and 2.8BA) reveals very striking similarities. 
Notice that the model replicates the tilting of the velocity axis quite well. As 
expected, there is no noticeable difference between measured and simulated 
trajectories in the frontal view. Simulated and measured angular velocity signals 
were also compared in the time domain (Fig. 2.10). The time courses of the 
superimposed signals, including those of the torsional component (right-hand 
panel), are quite comparable. In both responses AB and BA there is some 
discrepancy in the initial part of the saccade. This is reflected in a violation of 
Listing's law after saccade-onset which does not increase further as the move­
ment progresses. To summarize, we conclude that the saccadic pulse generator 
is producing a dynamic signal quite similar to the signal required by Listing's law, 
which indicates that its behavior in 3D is instrumental in implementing this law. 
The analysis illustrates, furthermore, that deviations from Listing's law up to a 
few degrees should not lead one to infer major imperfections in the implementing 
mechanism. 
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Figure 2.9: Idealized angular-velocity signals. 
Panels show computed angular-velocity signals required to obey Listing's law perfectly 
(see equation A3 and A4 in Appendix). Note remarkable resemblance with the data in 
corresponding panels of Fig. 2.8. This comparison makes clear which features of the 
measured angular velocity signal are necessary for implementing Listing's law. In the 
frontal view there is hardly any difference at all, but in the side and top view there are 
minor discrepancies. Since these deviations are not larger in the curved responses, there 
is no clear difference between curved and single-step responses, in this respect. 
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Figure 2.10: Time course of angular-velocity signals. 
Each panel shows time traces of experimental and theoretical angular velocity signals 
of the responses in Fig. 2.6. For polar plots of these signals, see Fig. 2.8 (experimental) 
and Fig. 2.9 (theoretical). Note that no difference is discernable in the horizontal and 
vertical panels. In the torsional panel, deviations are negligible in responses A and B; In 
responses AB and BA the torsional components show more significant deviations just 
after saccade onset which underlie the minor violations of Listing's law in Fig. 2.6AB 
and 2.6BA respectively. 
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2.4 Discussion 
In the results it became clear that Listing's law is obeyed equally well for fixations, 
normal saccades and curved saccades. We observed small violations, but 
these were not systematically larger in midflight-modified saccades. One of 
the main findings was that the neural control of the midflight-modified saccades 
produces an angular velocity signal that closely corresponds to what is needed 
to implement Listing's law. Thus, implementation of Listing's law by active 
tilting of the angular velocity axis is fully in operation in both single-axis and 
curved saccades. Our analysis suggests that the torsional component, however 
small, is nevertheless of crucial importance for the emergence of Listing's law. 
Therefore, one would expect major violations of the law when this signal is 
abolished. This prediction was tested by restricting the angular velocity axis to 
Listing's plane (non-tilting control strategy). 
2.4.1 Importance of tilting 
Using methods outlined in the Appendix (Eqs. A6, A7) the expected deviations 
from Listing's law resulting from a non-tilting control strategy were computed. In 
the extreme case that these deviations resemble those which were actually ob-
served, we would have to conclude that the system made no effort to implement 
the law. 
In Fig. 2.11 the results of this simulation are shown for all responses from the 
double-step sequence for two subjects. Clearly, there is no agreement between 
actual and predicted torsion. While predicted torsion can be up to fourteen 
degrees in the largest most eccentric curved saccades the actual torsion was 
never more than a few degrees. 
2.4.2 Constraints on 3D models imposed by our data. 
One of our objectives was to investigate whether a 3D analysis of eye-movements 
could lead to more definite conclusions concerning the role of dynamic feedback 
in explaining strongly curved saccade trajectories as opposed to preprogrammed 
control. In an earlier 2D study, it was not possible to disentangle these two al-
ternatives (Van Gisbergen et al., 1987). We are aware of the fact that in order 
to formulate a quantitative preprogrammed saccade model, one has to assume 
that somehow the system must include a stage where the coordinates for the 
second saccade are computed, based on retinal information only. However, this 
unsolved problem is, by itself, not sufficient to discard this hypothesis. 
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Figure 2.11: Simulations with a non-tilted angular-velocity axis. 
The amount of accumulated torsion between saccade onset and offset when the angular 
velocity axis would have been restricted to Listing's plane (see Appendix, Eqs. A5-
A7), plotted against the measured torsion. A slope of 1 would indicate that the Listing 
violations in our data can be explained by an absence of tilting of the angular velocity 
axis. Since in both subjects the slope is close to zero; our data do not support this. 
A. Subject AM. 
B. Subject JVC 
In the Introduction we have shown that linear superposition of eye angular ve­
locity commands would not yield saccades that keep the eye in Listing's plane, 
since the resulting angular velocity vector would lack the required tilting. The 
data in Fig. 2.11 show, that in the complete absence of tilting, large torsional 
eye position offsets would have been produced which, however, have not been 
observed. Therefore, based on our data, we conclude that the linear superposi­
tion scheme should be discarded. In fact, it can be shown that any combination 
of angular velocity commands will fail to generate the required tilting under all 
circumstances. Therefore, any scheme where superposition of commands oc­
curs after the stage of angular velocity generation cannot be reconciled with the 
fact that the eye stays in Listing's plane throughout the saccade. Thus, internal 
feedback control, involving current eye position, seems to be the only alternative. 
One should realize, however, that the crucial assumption underlying this argu-
Discussion 39 
ment ¡s, that the pulse generator of the saccadic system is driven by a 3D motor 
error command which specifies the required rotation from initial to final eye po-
sition (Tweed and Vilis, 1987; 1990a; see equation A1 and A2 in Appendix). 
Therefore, the pulse generator signal represents instantaneous eye angular ve-
locity. This assumption seems to be at odds with recent results obtained by Van 
Opstal et al. (1991; 1990a,b) and Hepp et al. (1990a,b) showing that the signal 
encoded by the SC, generally thought to drive the pulse generator, is not a 3D 
command, but specifies a 2D desired eye displacement vector in Listing's plane. 
One way to circumvent this problem is to assume that eye position information 
is non-linearly combined with the collicular command to yield the 3D motor error 
vector before it is transformed into angular velocity by the pulse generator (see 
Appendix, Eq.A3). 
An alternative, however, would be to assume that the pulse generator does not 
encode eye angular velocity (3D), but specifies the track velocity, ν = dr/dt, of 
the eye (Hepp, 1990). This 2D signal is tangential to the eye position trajectory 
and since there is a unique relation between ν and ώ, the brain can, in principle, 
reconstruct the necessary signals needed to keep the eye in Listing's plane 
(see Appendix, Eqs. A3-A5). Such a computation can be carried out by local 
feedback at the level of the neural integrator and of the motoneurons (Hepp, 
1990). It should be noted that in such a scheme, which is still 2D at the level of 
the pulse generator, superposition of velocity commands remains a possibility. 
Therefore, in the case of a 2D pulse generator, no definite conclusions about 
the need for internal feedback control as opposed to superposition of ballistic 
velocity commands, can be made. 
A detailed 3D movement field analysis of short-lead burst neurons, which are 
thought to constitute the saccadic pulse generator, would help to resolve this 
issue. In addition, it is of importance to know which signals are needed to control 
the oculomotor plant in 3D, since it is by no means trivial how to derive these 
signals from the observed eye position and angular velocity traces (Hepp and 
Henn, 1987). Therefore, insight in the 3D behavior of the oculomotor neurons, 
may shed new light on this problem. 
2.4.3 Related studies in motor control. 
In studies on arm movement control it has been proposed that superposition 
may be a candidate in explaining the generation of arm trajectories in response 
to double-step targets (Henis and Flash, 1991). It has been suggested that arm 
and eye may be controlled in a similar fashion (Henis and Flash, 1991). For 
the arm, however, the use of efference-copy signals is less certain. It would 
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probably be less effective than in eye movement control because changes in 
load and perturbations can occur during the movement. Recent studies have 
indicated that, at least in first approximation, the shoulder joint does not use 
the full 3D motor space during pointing movements but is restricted to a lower-
dimensional subspace reminiscent of Listing's plane (Straumann et al., 1991). 
It would therefore be interesting to analyze arm movement responses in 3D, in 
order to see whether comparable phenomena as described in this paper occur. 
2.5 Appendix 
In this Appendix, the relevant computations underlying our data analysis and 
model simulations will be summarized. The 3D motor error vector, q, which 
specifies the rotation from initial eye position, fon, to final eye position, T0¡¡, both 
in Listing's plane (τ
χ<οη
 = rx<0¡¡ = 0), is determined by (Haustein, 1989; Van 
Opstal et al., 1991; Hepp, 1990; Tweed and Vilis, 1987): 
qz*r0ff-Гоп + ГопХ r0ff (Al) 
where » indicates that third order corrections in the rotation angle (/>, in radians) 
have been neglected and χ denotes the vector product. With the 2D eye 
displacement in Listing's plane, defined by d = TOSS - fon, Eq. (A1) can be 
rewritten as: 
q&d + r
on
xd (A2) 
Computations underlying Figs. 2.9 and 2.10. 
Angular velocity of the eye, ώ, and track velocity, v, which is tangential to the 
eye position trajectory, f, are related as follows (Hepp, 1990): 
ώ&2(ν + τχν) (A3) 
Thus the torsional component of ω, is given by: 
u
x
 « 2(v
x
 + TyVz - rzvy) (A4) 
In the simulations of Figs. 2.9 and 2.10, where the eye is restricted to Listing's 
plane, the torsional components vx and rx are set to zero. 
Appendix 41 
Computations underlying Fig. 2.11. 
Inversely, for given ώ, one can reconstruct the track velocity, ΰ, by (Hepp, 1990): 
v= -(ώ + ώ χ f + (ω · r)f) (Л5) 
Lé 
from which eye position, r, is determined by 
f(t) = f v(t)dt (A6) 
Jo 
where (¿5 · f) indicates the dot product of ώ and f. For a given angular velocity 
vector, ω, and initial eye position, Fon, one can compute ν by substitution in 
(A5). The next eye position sample is determined by substitution of ΰ back into 
(A6). By iteration, the whole trajectory of the eye can thus be computed. In the 
simulations underlying Fig. 2.11, we have adopted a faster procedure: by letting 
ω
χ
 = 0 in (A4), it follows that 
v
x
 = rzVy - TyVz (Al) 
In this equation, the second order effects of the eye position trace leaving List­
ing's plane, have been neglected. 
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Chapter 3 
An alternative 3D interpretation 
of Hering's equal-innervation 
law for version and vergence eye 
movements 
Adapted from: Minken AWH, Gielen CCAM, Van Gisbergen JAM (1995) An 
alternative 3D interpretation of Hering's equal-innervation law for version and 
vergence eye movements, Vision Research 35, pp 93-102. 
3.1 Introduction 
The study of 3D eye movements has become a topic of considerable interest 
following the introduction of the 3D search coil technique (Ferman et al., 1987a). 
Another noticeable development is the growing consensus that rotation vectors 
are well suited for the description of eye rotations. With this tool, an eye position 
is represented as a rotation about a single axis from a reference position to 
the actual eye position. The rotation vector is then defined as f = ñ · tan(|) , 
where η denotes the unit vector pointing in the direction of the rotation axis 
and where α represents the size of the rotation angle. The components of the 
rotation vector, in sequential order, are torsional, vertical and horizontal. This 
representation (or an equivalent one based on quaternions) is now commonly 
used in 3D eye movements research laboratories (Hess et al., 1992; Tweed 
& Vilis, 1987; Haustein, 1989; Van Rijn and Van den Berg, 1993; Minken et 
44 Section 3.1 
al., 1993). Tweed and VNis (1987) and Haustein (1989) argued that such a 
non-hierarchical way of describing the rotations of the eyes is preferable above 
systems in which eye positions are specified as rotations about nested axes. 
This representation is nicely compatible with the way in which eye movements 
are generated by the six extra-ocular muscles which deal with all rotation axes 
on an equal basis. In addition, the description of Listing's law in far vision, is 
very simple in this system: all rotation vectors are lying in a head-fixed plane 
(see e.g. Tweed & Vilis, 1990b; Minken et al., 1993). When the rotation vectors 
are expressed with respect to the primary position, Listing's law yields rotation 
vectors the torsional component of which is zero. 
It is generally assumed that the version and vergence eye movements are con-
trolled by distinct neural control systems implementing Hering's law of equal 
innervation (Carpenter, 1988). When describing one-dimensional eye move-
ments, Hering's notion is mathematically trivial. This is no longer the case in 
three-dimensional studies considering the binocular coordination of eye move-
ments (Mok et al., 1992; Van Rijn and Van den Berg, 1993). One of the main 
issues to be dealt with in these studies is to what extent the reduction of the 
number of the degrees of freedom, which has been noticed in the version sys-
tem (Listing's law), can be generalized to the control of binocular eye positions. 
In this paper we show that the answer to these questions depends critically on 
how binocular eye positions expressed in rotation vectors are decomposed into 
signals attributable to the version and the vergence system. A simple method to 
derive version and vergence-related signals from eye position data expressed 
as rotation vectors was proposed by Van Rijn and Van den Berg (1993). They 
defined a vergence (g: anti-symmetric) signal as half of the difference of the 
rotation vectors of the left and right eye. The version signal (s: symmetric part) 
was defined as the mean (half of the sum) of the rotation vectors of the two eyes. 
We will briefly refer to this decomposition as the 'difference vector scheme'. The 
difference vector scheme is capable of describing the data collected by Van Rijn 
and Van den Berg in some simple terms. Basically, both the ,?and the g signal 
have only two degrees of freedom. While the s system has negligible torsion, 
the g system has virtually no vertical component. On the basis of a model, 
Van Rijn and Van den Berg (1993) showed how these properties may be the 
consequence of dimensional constraints on the operation of the version and the 
vergence systems. 
The model by Van Rijn and Van den Berg (1993) cannot directly explain the 
data collected by Mok et al. (1992) who found a considerably smaller torsional 
vergence than Van Rijn and Van den Berg. The description of the Mok et al. data 
(1992) in the difference vector scheme yields a 3D vergence signal with a small 
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vertical component and is compatible with a so-called optimal correspondence 
model (Van Rijn and Van den Berg, 1993). More specifically, the torsional state 
of the eyes measured by Mok and co-workers can be understood by assuming 
that the vergence system tries to achieve minimal binocular torsional disparity. 
So in summary, the conflicting data sets lead to different model implications: 
when described in terms of the difference vector scheme, the Mok et al. (1992) 
data require a more complex (3D) vergence system than the Van Rijn and Van 
den Berg (1993) data which yield to a parsimonious 2D description. This state of 
affairs has led us to consider the use of different version and vergence definitions 
in which the version and vergence contributions can be seen as rotation vectors 
describing rotations, which is not the case in the difference vector scheme (see 
footnote pg. 703, Van Rijn and Van den Berg, 1993). We will use the term 
'rotation vector system' to distinguish our descriptive system from the 'difference 
vector system'. To clarify the implications of this distinction, we begin with the 
formal definitions of vergence and version signals in both descriptive systems. 
We then show that having a 2D version/ 2D vergence control system leads to 
quite different bifoveal fixation behavior in 3D, depending on whether the system 
implements movements according to one definition or the other. Finally, we point 
out that there is an interesting parallel between the data predicted from these 
two different perspectives and the two actual data sets in the literature (Mok et 
al., 1992; Van Rijn and Van den Berg, 1993). 
3.2 Comparison of the two descriptive systems 
3.2.1 Difference vector system 
When the right (f) and left (/) eye position rotation vectors are expressed with 
regard to a common reference position, the version signal in this system is 
defined as a sum vector: 
s = (í+r)/2 (1) 
while the vergence signal is a difference vector: 
5 = ( f - f ) / 2 (2) 
with: 
s: version vector. 
g: vergence vector. 
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/: left eye position rotation vector. 
f: right eye position rotation vector. 
To what extent do these s and g signals represent the eye movements attributable 
to the version and vergence system? Van Rijn and Van den Berg (1993) cau­
tiously suggest that s and g axe analogues of the classical concept of version 
and vergence. Why is this caution necessary? Taking the difference in compo­
nents to characterize vergence is no problem in case one is only interested in 
horizontal eye movements as was common practice in most earlier studies. 
However, as noticed by Tweed and Vilis (1987), for 3D eye movements the dif­
ference of rotation vectors is inadequate to characterize the rotation underlying 
the difference between two eye positions, since 3D rotations do not commute 
(e.g., 3D motor error is not the difference of actual and desired eye position). 
Therefore, the version and vergence components computed with the difference 
vector system, while perfectly able to describe any binocular eye position combi­
nation, cannot be interpreted as rotations imposed by the version and vergence 
control systems. Our alternative approach, which uses the rotation vector prod­
uct to describe a 3D rotational difference, depicts the version and vergence 
components as rotational contributions. 
3.2.2 Rotation vector system 
We describe eye positions in three dimensions as rotations from a common ref­
erence position. The positions of the two eyes are fully determined by the pair 
of rotation vectors which moves each eye from this common reference position 
to its actual position. Whatever the actual movement made, each eye position 
in transit can be described with respect to the fixed reference position. Eye 
positions may be defined in world coordinates or in coordinates rotated to fit 
Listing's plane. Our descriptive system transforms these right (f) and left eye (Γ) 
rotation vectors into a pair of binocular rotation vectors: the conjugate rotation 
vector (c) and the disjunctive rotation vector (d). Each binocular eye position is 
described by first rotating both eyes symmetrically from their common reference 
position by rotation с and then rotating both eyes anti-symmetrically by d. Thus, 
the binocular rotation vectors provide a formal description of each binocular eye 
position as jf it was achieved by this sequence of binocular rotations, irrespective 
of the actual trajectory of the binocular fixation point. Below, we will first explain 
how to obtain the binocular rotation vectors from the eye rotation vectors. Sub­
sequently, we clarify the inverse procedure: reconstructing eye rotation vectors 
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from a given pair of binocular rotation vectors. The starting point for the compu­
tation of binocular rotation vectors is our definition of vergence. We define the 
vergence signal (v) as the rotation vector characterizing the angular discrepancy 
between the right and the left eye. Half of this angular discrepancy equals the 
disjunctive (d) rotation. The vergence rotation vector (v) is computed as follows 
from the right and left eye position rotation vectors: 
v = Г&Г1 = r®(-f) = n-tan(a/2) (3) 
where: 
ΰ: vergence rotation vector. 
f: right eye-position rotation vector. 
I: left eye-position rotation vector. 
n\ unit vector in the direction of the rotation-axis. 
a: angle of rotation about n. 
®: rotation vector product. 
The rotation vector product describing the discrepancy between the rotational 
states of the two eyes f (right eye position) and / (left eye position) is given by 
(see e.g. Hepp, 1990): 
- г ι .. ? f - I — f χ I 
г® I = r®-l = — (4) 
l + f-l 
This expression consists of two terms. The first-order (f - Í) term reflects the 
difference in the components of the rotation vectors representing the position 
of each eye (cf. Van Rijn and Van den Berg, 1993); the second-order term 
is the cross-product of the rotation vectors oi the two eyes which becomes 
significant when the rotation vectors f and I are not collinear. For example, 
when both horizontal vergence and vertical elevation are large, the contribution 
of the second order term to the torsional vergence component becomes relevant. 
Our definition of the vergence contribution has the attractive property that its 
outcome does not depend on the chosen reference position. This can be shown 
by comparing vergence for two different reference positions separated by the 
rotation characterized by the rotation vector p: 
v[ = f\®íl~ = (f2®p)®{Ì2®P)~X = f*2®P®P~1®h =f*2®h~ =v2 (5) 
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ρ: rotation from first reference position to second reference position. 
Fi, /1: rotation from first reference position to the actual eye position. 
F2, f2: rotation from second reference position to the actual eye position. 
Fi = F2 ® p: f[ can be described as the rotation ρ followed by fi­
lo compute the conjunctive (c) contribution to binocular 3D eye position, we 
need half the ν rotation, the so called disjunctive rotation vector d, defined as: 
d = η • tan(a/4) (6) 
which is used by taking: 
c = d®f= -d®r (7) 
Thus, the с signal is the common deviation from the binocular primary position 
that remains after removal of the disjunctive (¿) contribution from the individual 
eyes. Notice that a is divided by 4, so the rotation angle has an amplitude of 
a/2, thus equaling half the ΰ rotation. 
In our approach, every binocular eye position is described as the result of a con­
junctive and disjunctive rotation. The right and left eye positions are obtained 
by computing the following rotation vector products: 
r = d®c (8) 
f = -<f ® с (9) 
In the next section we will analyze whether and to what extent the different 
definitions, used in the difference vector and the rotation vector scheme, have 
implications for the 3D binocular eye positions that result when the version 
and vergence control system are constrained to provide only two-dimensional 
signals. 
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3.3 Implications 
We will now show that the two definitions lead to different predictions for the 
torsional state of the eyes when identical constraints on the number of degrees 
of freedom are imposed. 
Van Rijn and Van den Berg (1993), who described their data in terms of the dif­
ference vector scheme, noticed that in all cases the vertical part of the vergence 
signal (g2) was almost zero. In an attempt to model the binocular control of eye 
movements, they then used this as a constraint inherent to the control system. 
We will characterize this constraint by the statement: "no vertical vergence". As 
will become clear, this constraint leads to nontrivial differences in the amount of 
cyclotorsion depending upon the descriptive scheme that is used to define the 
vergence signal. 
Requiring fixation of a target, by itself, does not restrict the torsion in each eye. 
So, two degrees of freedom remain after the binocular fixation point has been 
chosen and the question arises how the brain handles this indeterminacy. Like 
Van Rijn and Van den Berg (1993), we assume that this problem is solved by 
imposing two constraints on the version and vergence control systems. The first 
constraint of this type is that the version system implements Listing's law (no 
torsional component). The second constraint is that vergence is also dimension-
ally restricted (no vertical component), so that the rotation vectors for version 
and vergence are each limited to a plane, which is different for version and 
vergence. As will become clear below, the consequences of this restriction for 
torsion depend on whether the difference vector or the rotation vector scheme 
has been chosen to describe binocular eye positions. 
In what follows, it will be necessary to define target position in binocular coor­
dinates. Fixation of a target with both eyes specifies the line of sight of each 
eye, but the amount of rotation about the line of sight is not restricted. The use 
of rotation vectors for describing target position would lead to a cumbersome 
expression in which the rotation about the line of sight is visible in each of the 
components (See Appendix equation A1). The use of a descriptive system in 
which the rotation about the line of sight is a parameter (Fick or Helmholtz) 
is more attractive since then only two parameters are necessary to define the 
target. For binocular eye movements the Helmholtz coordinate system is most 
suitable (Carpenter, 1988). The Helmholtz angles are given by elevation θ 
(downward corresponds to positive values), azimuth a (leftward corresponds to 
positive values) and torsion φ (clockwise corresponds to positive values). In 
Fig. 3.1 the Helmholtz coordinate system is visualized in the case of bifoveal 
fixation. In the case of binocular eye movements, a bipolar system is useful. 
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Right eye Left eye 
i/ 
Target 
Figure 3.1: Helmholtz coordinate system 
Each eye position is depicted as the result of three nested rotations, denoted sequentially 
by elevation (0,·), azimuth (a,) and rotation about the line of sight (φ,, not to scale); the 
index i equals 1: left eye or r: right eye. 
Fig. 3.2 illustrates the bipolar Helmholtz system. In this system target position 
is specified by the line of sight of the cyclopean eye (elevation θ and azimuth 
a) and the amount of horizontal vergence (Δα = ν). The common torsion (φ) 
and the difference in vertical (Δ0) and torsional (Αφ) position complete the six 
Implications 51 
Figure 3.2: Bipolar Helmholtz coordinate system The bipolar Helmholtz coordinates 
correspond to the mean and the differences of the Helmholtz angles of the two eyes. The 
mean Helmholtz angles define the line of sight (Θ and a) for the so-called cyclopean eye 
or the ego-center and the common torsion (φ, not visualized). The difference defines 
the vergence angle (u) and the torsional vergence (Αψ, not shown). Binocular fixation 
requires that (ΑΘ — 0) so that both eyes are in the same plane of regard. The XYZ 
coordinate frame depicts the head-fixed and right-handed coordinate frame for the 
description of rotation vectors (see e.g., Haustein, 1989). 
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dimensional parameter set. A condition for binocular fixation is that the lines of 
sight of the two eyes must intersect (ΑΘ = 0) To clarify the implications of the 
two additional constraints mentioned above, we will now express the rotation 
vectors of the two eyes in bipolar Helmholtz coordinates, first for the difference 
vector scheme and then for the rotation vector scheme. The transformation 
of Helmholtz angles for each eye into rotation vectors (Hepp, 1990) and more 
details about the computation of vergence in the two descriptive schemes, can 
be found in the Appendix. 
3.3.1 The difference vector scheme: implications of model assump­
tions. 
As explained above, each binocular target position can be defined in terms of 
a bipolar coordinate system based on Helmholtz angles. Binocular fixation of a 
target given by θ, a, ν and the further constraint that ΑΘ = 0 (alignment of the 
two visual axes) requires four degrees of freedom out of the six available (two 
eyes with three dimensions each). With two additional constraints, provided that 
these are not contradictory or dependent, all binocular eye positions in three 
dimensions are completely determined. In the first model considered by Van 
Rijn and Van den Berg these two additional constraints were imposed upon the 
version and vergence control systems: 
1. The version system obeys Listing's law (sx = 0) 
2. Vertical vergence is zero (g2 = 0) 
As noted by Van Rijn and Van den Berg, the restriction g2 = 0, by itself, does not 
prevent the eyes from assuming positions that differ in elevation (Van Rijn and 
Van den Berg, 1993) and is not equivalent with the requirement that ΔΘ = 0. 
It restricts vergence to a plane, just as version is restricted to two dimensions. 
This design reduces the remaining number of degrees of freedom in the control 
system to four. However, although the components s2, ¿з> 9ι and g3 are in 
general non-zero, the ratio of gA and g3 depends on s2 (see equation 10), which 
effectively reduces the number of degrees of freedom to three. Any binocular 
fixation position can be reached by the proper choice of the parameters Θ, a and 
v. This allows a prediction of the torsion in both eyes as a function of θ and v. 
rrl = -Гц = ^ . This crucial result is obtained when the constraints mentioned 
above (ΑΘ = 0, sa = 0 and g2 = 0) are substituted into equation A3 and A4 (see 
Appendix): 
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This yields the following for the position of the left eye: 
l=s+g= 
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and the position of the right eye: 
/ 
τ=s-g= 
4 _ \ 
S. .(I _ OC. _|_ al) 
2 ν . 4 T 16/ 
V t-(i + Ç) + i r ( i - ? ) / 2 o. л. a. 2 r 4 
(12) 
The approximations serve merely to gain a better insight in the functional signifi­
cance of the version and vergence contributions. As Van Rijn and Van den Berg 
(1993) noticed, the approximation of tan(p) by ρ introduces errors of the order 
of 2.5% or less for ρ angles up to 30 deg. Since we focus the analysis on the 
amount of torsion, the first component of the vergence vector and of the left and 
right eye position is important. In these equations, convergence corresponds 
to positive values of v. This deviation from the convention of Van Rijn and Van 
den Berg (1993), who gave convergence a negative sign, introduces sign differ­
ences when ν is used, but it is otherwise irrelevant for the purpose of this paper. 
Downward movements correspond to a positive value of θ and leftward rotations 
correspond to positive α-values. 
Van Rijn and Van den Berg have also done this exercise for a second model 
which again incorporates the constraint that the version system implements 
Listing's law while the vergence system now minimizes binocular disparity (Δ^ = 
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0) but is not constrained in its vertical component. In this case they found that 
the predicted amount of torsion in each eye is reduced by a factor of two, which 
approximates the amount of torsion Mok et al. (1992) found in near fixations 
after saccades. 
3.3.2 Implications of the rotation vector scheme 
By using our definition of a conjunctive (c) and a disjunctive (d) signal (described 
above) and imposing the same dimensional restrictions on these two signals as 
above (2D version/ 2D vergence), the torsional state of the eyes can again be 
expressed in terms of the bipolar angles shown in Fig. 3.2. When described 
in terms of the rotation vector scheme, a binocular eye position can be thought 
of as the result of two successive rotations. The first rotation is a conjunctive 
movement made from the common reference position to a peripheral position; in 
the treatment below we assume that this signal is restricted by Listing's law. In 
Helmholtz coordinates, Listing's law is expressed by tan(f) = - tan(|) • tan(|). 
This can be shown by setting the first component of the rotation vector equal 
to zero (see Appendix equation A1). Since the first rotation is conjunctive, the 
rotation vectors of the left (Γ) and right eye (f) are equal and can be described 
by the conjunctive contribution (c): 
0 \ 
c = 7 χ | t a n ( f ) - ( l - t a n 2 ( | ) ) 
tan(f)-(l + tan 2 (§))/ 
/ 0 
(13) 
with 7 = 
l+tan2(f)-tan2(§) 
The second rotation necessary to achieve the final binocular eye position is a 
disjunctive rotation of | deg. We again impose the restrictions that ΑΘ = 0 and 
that vertical vergence is zero (d2 - 0, in itself is not enough for binocular fixa­
tion). The rotation vector of this movement is described by: 
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In the right-hand terms of eq. (13) and (14) we neglected second and higher 
order terms to allow comparison with the formulas in Van Rijn and Van den 
Berg (1993). The restriction of vertical vergence to zero (second d component 
zero) and the requirement that the lines of sight must intersect at all times 
necessitate two opposite rotations about an axis perpendicular to the plane of 
regard. This latter property is expressed by the sine and cosine factors in the 
torsional and horizontal component, respectively (see eq. 14). The only rotation 
that implements Listing's law is one about an axis tilted at half eccentricity (Tweed 
and Vilis, 1987; 1990b). Therefore, rotation ¿which has full-angle tilt, introduces 
deviations of Listing's law. The ¿rotation can also be derived using the formulas 
given in the Appendix (eq. A5 through A10). 
Also in the rotation vector scheme the restriction of vertical vergence to zero 
(d2 = 0) does not prevent different elevations in the two eyes. This is ensured 
by requiring that ΑΘ = 0, which leads to a rotation axis perpendicular to the plane 
of regard. To allow a comparison of the different models, с and dare combined 
to left (Г) and right eye (f) positions. Ignoring second and higher order terms we 
get for the position of the left eye: 
l = d-
- \ 
8 * 
£ 
2 
a v_ 
2 4 
(15) 
and for the position of the right eye: 
r = d\ 
- \ 
+ ï/ 
(16) 
Equations (15) and (16) express the rotation vectors of the two eyes when they 
fixate a (near) target, provided that the version and vergence signals controlling 
them are defined according to the rules of the rotation vector scheme and if 
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the dimensional constraints mentioned earlier are imposed on these subsys-
tems. These equations should now be compared with expressions (11) and 
(12) which give the result of the entirely equivalent exercise for the difference 
vector scheme. The major point to be noticed is that the same task, under the 
same constraints, leads to different torsional eye positions: the amount of tor-
sion found in the rotation vector scheme (^) is half the amount of torsion found 
in the difference vector scheme (^) . A second point to be noticed is that, in 
both versions of the 2D version/ 2D vergence model, this torsional component 
is fully determined by elevation and horizontal vergence so that, effectively, the 
number of degrees of freedom is reduced to three. 
3.4 Discussion 
3.4.1 Describing version and vergence by rotation vectors. 
The present paper illustrates that the outcome of discussions on how the version 
and the vergence system solve the problem that the two eyes have a redundant 
number of degrees of freedom for bifoveal fixation (see above), depends on 
the definition of version and vergence signals. Two quantitative experimental 
studies are available now (Mok et al., 1992; Van Rijn and Van den Berg, 1993) 
but, since the reported data show considerable differences in the amount of 
eye torsion in near vision, the problem of how the control systems handle the 
indeterminacy problem cannot be solved at this moment. One conclusion from 
the present paper is that just repeating these studies, however essential for 
knowing the facts, will not be enough by itself. The point is that inferences about 
the properties of the underlying control mechanisms will depend heavily on one's 
concept of version and vergence. 
It is clear that any formal definition of these signals requires an appropriate 
system for describing eye position in three dimensions. Most groups have now 
adopted a common approach to the description of 3D eye positions by using 
rotation vectors or an equivalent mathematical tool. This reduces the problem 
to one of deriving version and vergence signals (in some way) from the rotation 
vector data of the two eyes. The definition used by Van Rijn and Van den Berg 
(1993) follows a tradition in earlier 1D work on vergence where one can simply 
take the difference in horizontal angular positions of the two eyes. Our definition 
sticks to the description of rotational contributions by rotation vectors. In this 
system, the pair of version and vergence rotation vectors formally describes how 
a particular binocular eye position can be achieved by a sequence of a version 
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and a vergence rotation. The version rotation vector describes the first rotation 
which moves the eyes conjugately from the primary position. Just as in the ro­
tation vectors used for describing eye position (Haustein, 1989), the orientation 
of the rotation vector denotes the direction of this conjugate gaze shift, while its 
amplitude specifies the amount of rotation about this axis. The vergence rotation 
vector subsequently rotates the two eyes equally in opposite directions along 
axes parallel to its orientation by an amount equal to its amplitude. According to 
this descriptive system, each binocular eye position can be conceived of as the 
result of these sequential symmetric and anti-symmetric rotations which bring 
the eyes from the common reference position to their actual position. Noticing 
that the difference vector description scheme is nonhierarchical, one may won­
der why there should be a need for any rotational sequence in our scheme at 
all and, if unavoidable, how we arrived at this particular sequential order (first 
c, then d rotation). Since 3D rotations do not commute, this also applies to the 
version and vergence rotations computed by following our approach. Conse­
quently, combining these same rotations in the reverse order (first vergence, 
then version) will yield a different binocular eye position. The need to put the 
version rotation first follows directly from our definition of vergence as the 3D 
rotation required to transform the left eye position into the right eye position. 
Once this rotation is known, the с rotation vector can be computed in the next 
step of our procedure (see equation 7) by removing the vergence contribution 
from the binocular eye position signals. Of course, the descriptive system only 
makes sense if combining rotations d and с yields again the same binocular 
eye position from which they were derived. Because of the non-commutative 
nature of 3D rotations, this is only the case if recombining с and ¿follows the 
reverse order as the decomposition used to obtain them. As noticed above, our 
description of binocular eye positions in terms of the binocular rotation vectors 
с and dis purely formal and we do not claim a simple relation to the required 
neural control signals (see also below). Nevertheless, behavioral data (Мок et 
al., 1992) suggest that the combination of vergence and version eye movements 
in 3D in the system itself probably has to be nonlinear (see Мок et al., 1992 for 
a discussion of this point) and our description captures some of this complexity. 
Of course, in practice, a particular binocular eye position will almost never be 
achieved by the same sequence of a conjugate and a vergence rotation that 
is used to characterize it in our formal description. This applies similarly to the 
broadly-accepted use of rotation vectors to describe eye position. For exam­
ple, when the eye makes an eccentric saccade, each eye position in transit is 
nevertheless described as a rotation from the primary position to the present 
position. As has been demonstrated in several studies on version movements, 
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the actual movement can be documented by computing the angular velocity 
signal (see e.g., Tweed & Vilis, 1990b). For saccades in far vision it is known 
that the angular velocity signal behaves such (half-angle tilting) that Listing's law 
is maintained during the movement. Mok et al. (1992) have reported that the 
angular velocity axis of saccades in near vision is very similar. So far, dynamic 
studies on 3D vergence movements are not available, so nothing is known on 
the behavior of the angular velocity signal in this system. The latter signal can 
be computed from the vergence rotation vector, using standard procedures. 
3.4.2 Model implications of the two descriptive schemes. 
It should be noticed that the difference vector scheme and the rotation vec­
tor scheme both adhere to Hering's law of equal innervation by decomposing 
binocular eye positions into combinations of symmetrical and anti-symmetrical 
signals. Both descriptions are unambiguous: with the expressions given in this 
paper, it is always possible to go from one descriptive system to the other and to 
reconstruct the position signals of the two eyes. Since the difference between 
the two descriptive systems is rather fundamental, using one or the other re­
flects different 3D interpretations of Hering's law. By adopting rotations as the 
basic entity for characterizing the version and vergence contributions to binoc­
ular eye positions, the signals reconstructed by our scheme have a different 
meaning than in the difference vector scheme. Hence, it is not so surprising to 
find (see above) that imposing 2D constraints on version and vergence signals 
in each of the two descriptive schemes, leads to different eye positions even 
when the eyes are required to look at the same target (see equations 11, 12 
and 15, 16). What is remarkable is that our descriptive scheme, together with 
these dimensional constraints, predicts eye position signals with cyclovergence 
components that are close to those reported by Mok et al. (1992). Van Rijn and 
Van den Berg (1993) could account for these data by dropping the no vertical 
vergence constraint in their model and replacing it by the functional requirement 
of minimal torsional disparity (Δ^ = 0). To explain this result with our scheme, it 
was not necessary to impose any constraint on torsional disparity. As shown in 
the Appendix, it turns out that, in our description system, requiring zero vertical 
vergence automatically guarantees minimal torsional disparity. Thus, if indeed 
the system implements Hering's law in accordance with our definition, it has the 
intriguing feature that keeping the vergence signal simple (2D) is fully compat­
ible with what might be desirable for the analysis of the binocular visual input 
(minimal horizontal and torsional disparity). Although this certainly sheds a new 
light on the existing discrepancy between the data of Mok et al. (1992) and Van 
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Rijn and Van den Berg (1993), it cannot resolve this problem with the present 
data sets, since the eye position data themselves are different in the two studies. 
To explain the data from Van Rijn and Van den Berg (1993), who found more 
cyclotorsion, the vergence system according to our definition would have to be 
3D. In contrast, with their own descriptive scheme, 2D vergence is sufficient for 
these data. Thus, these analyses lead to the conclusion that each scheme can 
parsimoniously describe one of the two data sets on the basis of a 2D vergence 
signal, but requires a 3D vergence signal for the other. 
Mathematically, rotation vectors с and d represent the symmetrical and anti-
symmetrical rotations which, when applied to the eyes in the reference position, 
will yield their present position. One cannot simply regard the tTsignal as a direct 
indicator for the required signals in the neural centers controlling vergence. For 
example, executing a vertical conjugate movement while the eyes are held in 
a converged state, causes cyclotorsional changes without requiring an active 
cyclovergence control signal. The effect can be understood from the laws of 
kinematics as follows. Suppose that, in order to fixate a nearby point target 
at a positive elevation, we begin by first making a disjunctive rotation (far -* 
near) at zero elevation where torsional vergence is zero. Subsequently, in this 
converged state, a conjunctive saccade (level -»• up) is made to the target. Such 
a conjunctive rotation in near vision space introduces a certain amount of torsion, 
depending on the orientation of the saccadic angular velocity axis (see Мок et 
al., 1992). Мок et al. found that the angular velocity axes were aligned in the 
two eyes during such near vision-space saccades. This finding is in line with 
the idea that both eyes are controlled by a common velocity command signal. 
A common control signal cannot implement Listing's law when the two eyes are 
converged. Dynamic implementation of Listing's law requires that the angular 
velocity axis of each eye must be tilted depending upon its eccentricity. Since the 
eyes are not aligned, it is impossible to tilt the angular velocity axis by the proper 
amount in each eye simultaneously with a single controller. If, as indicated by 
the experimental data, the saccadic control system opts for a compromise (i.e., 
the amount of tilting lies between the requirements of both eyes) this causes 
opposite torsion in the two eyes. Computation shows that the amount of torsion 
that is introduced passively during the saccade by this kinematic effect, is quite 
compatible with the actual amount in the data of Мок et al. (1992). 
Мок et al. suggested that keeping the eyes in the new post-saccadic position 
requires neural holding signals, not only for horizontal and vertical, but also 
for torsion. To show how the brain may solve this problem, they proposed 
a nonlinear interaction between version and vergence systems, which would 
generate appropriate torsional vergence holding signals. Note that what is 
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appropriate in this context is precisely defined by kinematical laws if one can 
assume that the angular velocity axis of saccades indeed follows the half-angle 
tilting rule for the cyclopean eye. Clearly, if cyclotorsion in near vision should 
match the kinematical cyclotorsional consequences of saccades, the amount of 
cyclovergence in the preferred model of Van Rijn and Van den Berg (as well as in 
their data) is too large by a factor of two. Thus, there is a discrepancy between 
the cyclovergence holding signals offered by the Van Rijn and Van den Berg 
(1993) model and the requirements that can be deduced from considerations 
of rotational kinematics. So, to get the proper amount of torsion the vergence 
system would have to become active during the nearby saccade, thus spoiling 
the elegance of this model. By contrast, when our descriptive scheme is used 
in combination with 2D vergence control, this discrepancy does not arise. In the 
rotation vector scheme the amount of torsion introduced by the 2D conjunctive 
and the 2D disjunctive signals is equal to the amount of torsion introduced by 
a nearby saccade. It is remarkable that this same amount of torsion is also 
derived by the minimization of torsional disparity, which suggests that visual 
requirements and the need for simple oculomotor control are in nice agreement. 
In conclusion, the concept proposed in this paper is nicely compatible with the 
following simultaneous requirements: 
a) simple (2D) vergence and (2D) version control which, since cyclovergence 
is completely coupled to horizontal vergence and elevation, requires only 
3 control signals; 
b) minimal torsional disparity in the binocular image; 
c) compatibility with the kinematical consequences of saccades in near vision 
space. 
3.5 Appendix 
In this Appendix the equations underlying our analysis (see above) will be pre­
sented. We start by describing the rotation of the two eyes in terms of bipolar 
Helmholtz coordinates. Eye position in Helmholtz coordinates is characterized 
by elevation (θ
τ
), azimuth (a,) and torsion (φ,). The conversion of Helmholtz 
coordinates to rotation vectors is taken from Van Rijn and Van den Berg (their 
eq. B1) and can be verified with some algebra: 
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In good approximation, this equation can be put in a simpler form, by replacing 
tan(p) by ρ and ignoring third and higher order terms: 
. A. <Τ*Ι 
2 ^ 4 
IL Ι ΟΊ-Ψι 
2
 „
4
, 
2 4 
(Α2) 
In this equation the index i denotes the r and I of the right and left eye position. 
We define the bipolar angles α, θ and φ as the mean of the left and right eye 
angles and the angles Δθ, Δα and Δ ^ as the difference of these angles. One 
can derive the following vectors for version s and vergence g in the difference 
scheme, as earlier shown by Van Rijn and Van den Berg (1993): 
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Note that we denote convergence by a positive sign, which is opposite to the 
definition of Van Rijn and Van den Berg. The vergence g in the difference scheme 
is given by: 
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Eq. (A3) and (A4) are the general equations of version and vergence in the dif­
ference vector scheme when no constraints are imposed. In eq. (10), vergence 
and version were restricted to two planes and binocular fixation was assumed 
(•si = 0, g2 = 0 and ΔΘ = 0). 
Next we discuss the computations in the rotation vector scheme. This requires 
that we express the vergence rotation vector in the rotation vector scheme in 
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terms of bipolar Helmholtz angles. By substituting the approximated rotation 
vectors of the two eyes (see eq. (A2)) into eq. (3) we can derive the following 
equation for vergence in the rotation scheme in terms of bipolar Helmholtz angles 
(no constraints are imposed and fourth and higher order terms are neglected): 
ν = f ® / _ 1 
ν = 7 χ Μ . ( 1 + 1 ( α 2 + ν,2_^_ίΔ^)) + ^Μ 
with 7 = 
Я, _ ¡ψ.
 + ( д ^ 
2 
θ-Δ-φ 
2 / 
(A5) 
(! + ¥+£ + £) 
For binocular fixation the restriction ΑΘ = 0 must be made, which leads to: 
υ = 7 χ 
α·Δψ 
2 
№ 
и і + К > 2 - 0 2 - ^ ) ) - ^ / 
with 7 = ( i+Ç+f+^) 
The effect of further restrictions can easily be seen by substitution in eq. (A6). 
For example, it is clear from considering the second component that the re-
striction v2 = 0 (no vertical vergence), which has to be fulfilled for all azimuth 
angles (a), has the same effect as the restriction of minimal torsional disparity 
(Αφ = 0). The restriction imposed on the version system, that it should im­
plement Listing's law, leads to a constraint for φ in both the rotation and the 
difference vector scheme. In that case the first component of the version sig­
nal is zero, which leads to f = =ψ- or φ = =ψ-, by substitution of the bipolar 
coordinates in eq. (A3). In eq. (A6) the term φ2 in the denominator and in the 
third component may be neglected (fourth order), so that vergence simplifies to: 
ν = 7 χ 
Αφ (1-1{θι + α2-^))+ψ 
α-Δψ 
2 (Λ7) 
^.{1 + i{_e2_LML))_tpL 
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With 7 = ττ 5-
The restriction that vertical vergence is zero (v2 = 0, for all a) reduces the ver­
gence expression to a quite simple one: 
ν = 7 X 
e-v 
2 
0 
!-(i-(f)2) 
ν 
with 7 = ( i + M ) 
sino · tan( |) 
0 
coso · tan( |) 
(Л8) 
In this equation, first order approximations are transformed to expressions that 
are equivalent to the equations used in this article (see e.g. eq. (14)). The 
vergence rotation vector ΰ can easily be transformed (by dividing и by 2) into the 
¿"contribution which was derived in the section Implications (eq. (14)), leading to: 
sinö-tan(l) N 
0 
coso•tan(|) , 
/ Ον. 
' 4 
0 
\ \ 
(Л9) 
This illustrates that the earlier result expressed in eq. (14) through (16), in the 
section Implications, can also be obtained by a different procedure. 
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Chapter 4 
A three-dimensional analysis of 
vergence movements at various 
levels of elevation 
Adapted from: Minken AWH, Van Gisbergen JAM (1994) A three-dimensional 
analysis of vergence movements at various levels of elevation, Experimental Brain 
Research 101, pp 331-345. 
4.1 Introduction 
It is generally agreed that three oculomotor systems have evolved to ensure 
proper bifoveal fixation, necessary for the detailed analysis of visual stimuli in 
3D space: two version systems (saccades and smooth pursuit) and the vergence 
system. The recent introduction of the double search coil technique (Ferman 
et al., 1987a) has enabled quantitative studies on the three-dimensional control 
of eye movements. A fundamental problem for such 3D studies is how the 
version-vergence control system solves the problem that six degrees of freedom 
are theoretically available in the two eyes while bifoveal fixation of a point target 
specifies only four position parameters and leaves open how the eyes should be 
positioned torsionally. When the target is at optical infinity, the version system 
can be studied in isolation, which has been the approach in several earlier 
studies. This work has concentrated initially on the 3D control of eye position of 
subjects engaged in fixating or scanning a distant scene with saccades and/or 
smooth pursuit movements. These studies established that one of the principles 
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characterizing the saccadic and smooth pursuit systems in far vision is the 
reduction in the number of the degrees of freedom of eye position from three to 
two (in each eye), a property generally known as Listing' s law (Ferman et al., 
1987b,c; Haslwanter et al., 1991; Tweed and Vilis, 1990b; Tweed et al., 1992). 
Due to an eccentricity-dependent tilting of the angular velocity axis (Tweed and 
Vilis, 1990b), Listing's law holds during normal saccadic eye movements and 
even in complex curved saccades where the tilting of the angular velocity axis 
changes in midflight (Minken et al., 1993). Thus, the saccadic and smooth 
pursuit version systems position the eyes by the use of two degrees of freedom, 
the torsional position is restricted to zero. The sophistication of this behavior 
suggests that implementing Listing's law must confer some advantage to the 
system and several interesting suggestions have been made (Helmholtz, 1867; 
Tweed and Vilis, 1987; Tweed et al., 1992). 
However, such interpretations are complicated by the fact that Listing's law 
does not hold in the same way in near vision. This was already stated by 
Volkmann (in Helmholtz, 1867) on the basis of psychophysical experiments 
relying on afterimages and was documented objectively by Nakayama (1986) 
with a photographic technique. Recently, the 3D search coil technique was used 
to compare saccades made at large and small vergence angles (Mok et al., 1992) 
and in studying binocular fixation positions of the eyes at various depths by Van 
Rijn and Van den Berg (1993). In near vision, both groups found incyclotorsion in 
up gaze and excyclotorsion in down gaze and described a linear relation between 
the ratio of torsional and horizontal vergence and elevation. These analyses 
indicate that strict maintenance of Listing's law is apparently not essential for 
vision or oculomotor control. To understand the mechanisms responsible for 
the violation of Listing's law, the interaction of the version and vergence control 
systems is of interest. Mok et al. (1992) showed that simple addition of a 
2D version and a 1D vergence position signal cannot explain the deviations 
of Listing's law that have been found. In their analysis of the interaction of 
the two systems they made the important observation that a vertical conjunctive 
saccade in near vision introduces opposite torsion in both eyes. Why should this 
be the case? Tweed and Vilis (1987; 1990b) showed how the angular velocity 
axis should be tilted in eccentric saccades to obey Listing's law. In near vision, 
the horizontal eccentricity of the two eyes differs. A single version controller 
cannot adjust the eccentricity-dependent tilting to implement Listing's law in 
both eyes simultaneously. When a compromise control signal is used (tilting 
dependent upon the eccentricity of the cyclopean eye in near vision), torsion will 
be introduced by a pure version movement, leading to opposite torsion in both 
eyes, during the saccade. To prevent the eyes from drifting back to Listing's 
Introduction 67 
plane, the post-saccadic position signal should be vergence dependent. This 
led Mok et al. (1992) to propose a model (Mok model, for short) in which 
2D version and 1D vergence are combined just before the motoneurons by a 
nonlinear product of the position signals, that would ensure stable fixation also 
in near vision. Van Rijn and Van den Berg (1993) proposed a model (Van Rijn 
model, for short) in which the version system implements Listing's law in far 
vision and where the version and vergence signals are thought to lie in two 
perpendicular planes. While the version contribution to eye position is confined 
to the horizontal/vertical plane (no torsion), vergence has only horizontal and 
torsional components (no vertical vergence). Superposition of these version 
and vergence contributions will not preserve Listing's law in near vision. This 
notion is supported by their data in which systematic deviations of Listing's law 
have been found in near vision. Both models predict a straight-line dependence 
of torsional vergence on elevation which is confirmed by the data. 
The present paper aims at a better understanding of two unresolved issues 
concerning binocular eye movements: 
1 The dynamical properties of cyclovergence have never been studied for 
normal near-far refixations. Is the torsional component an integral part 
of the vergence movement with the same time course as the horizontal 
component, or is it characterized by distinct dynamical properties? 
2 The two previous 3D near vision studies disagree on the amount of cy-
clotorsion. Van Rijn and Van den Berg (1993), who found twice as much 
torsion as Mok et al. (1992), suggested that this may be due to different 
stimulus conditions. So far, this possibility has not been investigated. 
By focusing our study on the dynamic changes in binocular eye position during 
refixations from far to near vision, we hoped to learn how the transition from the 
validity of Listing's law in far vision to its violation in near vision is established. In 
particular, we investigated to what extent the eyes, when moving from one depth 
plane to the other obey the same linear relationship between cyclovergence 
and elevation as has been found in bifoveal near fixations. This immediately 
raises the question what may have caused the difference in the amount of 
cyclotorsion found in the two previous studies of 3D version-vergence interaction 
(Mok et al., 1992; Van Rijn and Van den Berg, 1993). Therefore, to investigate 
the effect of different stimulus conditions (see Discussion) we have varied the 
lighting conditions in some of our experiments, and have also elicited vergence 
movements to a remembered target. 
For reasons that we consider important (see Methods section and Minken et 
al., 1995), our definition for the description of vergence movements in 3D differs 
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from that used by Van Rijn and Van den Berg (1993). In their study, Mok et 
al. (1992) did not compute cyclovergence as such but characterized mirror-
symmetric torsion components in the two eyes by documenting the rotation of 
Listing's plane in near-vision conditions. Obviously, this creates a complication 
when it comes to comparing our data with the results of these earlier studies. We 
solved this problem by taking advantage of the fact that both Mok et al. (1992) 
and Van Rijn and Van den Berg (1993) proposed a model with which the data 
can be confronted. In making this comparison, it should be noticed that in both 
cases the model overestimates the amount of torsion that was actually found 
experimentally. Therefore, in the discussion, we will also make a comparison 
between the three sets of data. We computed the 3D position rotation vectors 
of the left and right eye expected from each model, given the position of the 
binocular point of fixation, and then applied our vergence definition. By following 
this procedure (see Appendix), the graphs in the Results section show both what 
we actually found and the predictions of the Mok and Van Rijn model of what we 
should have found, all expressed with the version/vergence description scheme 
outlined in the Methods section. In these graphs, three points merit attention: 
1 Both models predict a straight-line relation of cyclovergence against ele-
vation. 
2 In line with the data on which it is based, the Van Rijn model prediction has 
a steeper slope than the Mok model. 
3 According to both models, the elevation where cyclovergence is zero (i.e., 
the null elevation) equals the primary position in far vision. Furthermore, 
these results imply, since the latter is a property of the version system, that 
both eyes should have a common primary position, to be denoted as the 
binocular primary position. 
Part of this work has been published in abstract form (Van Gisbergen and 
Minken, 1992; Minken et al., 1992) and has been submitted for publication 
in the proceedings of an ENA satellite symposium (Van Gisbergen and Minken, 
1994). 
4.2 Materials and Methods 
subjects 
Five male volunteers, aged between 24 and 31, participated in the experiments; 
none of them showed any sign of oculomotor or any other motor-deficit or pathol-
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ogy. In all subjects, movements of the two eyes were measured simultaneously. 
Two subjects, who needed optical correction, wore their contact lenses during 
the experiments. Three subjects were naive. The head was stabilized in a 
natural upright position with a chin-rest and a tight head-support. No special 
effort was made to standardize head position. Vision was binocular. Session 
durations were limited to 45 minutes. Subjects were kept alert and motivated by 
encouraging them during the experiments. 
experiments 
Light emit, arranged in two depth plane at approximately 20 and 120 cm from 
the eyes and superimposed by the use of a half-silvered mirror, were used to 
elicit changes in the point of binocular fixation: 
• Between points in the far frontal-parallel plane to generate saccades. 
• From a point on the far plane to a corresponding point on the near plane 
to provoke a convergence movement. These pairs were aligned for the 
so-called cyclopean eye. 
The spatial arrangement of the stimuli used in the far-near experiments, is 
depicted in Fig. 4.1. 
experimental paradigms 
In the experiments, three different types of stimulus sequences were used. 
1. In-situ calibration. 
This vertical stimulus sequence, at the beginning of the session, 
served to calibrate the coil in situ for each eye separately (the other 
eye was covered). This procedure was repeated at least once to allow 
recalibration if slippage had occurred (see calibration procedures). 
2. Far-plane Listing test. 
The point jumped from a central to a peripheral position after a random 
fixation time which varied from 800 to 1800 msec. The 24 peripheral 
stimulus locations were arranged in an array of 5 rows of 5 columns 
which were separated by 21.5 cm (only partly shown in Fig. 4.1). 
The subject was instructed to refixate the stimulus immediately after 
it appeared at the peripheral location. The resulting data were used 
to compute the orientation of Listing's plane in each of the two eyes. 
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Figure 4.1: Configuration of our set-up. 
Two LED planes were superimposed in view by a half-silvered mirror (left-hand part). 
The near plane was placed close to the subject's head and the far plane was then mounted 
at a distance of approximately 120 cm, so as to ensure alignment for the cyclopean eye 
(see text). The far LEDs were separated by 43 cm (21.5 cm for the most eccentric ones), 
the near LEDs were separated by 7cm (the most eccentric ones by 3.5 cm). The right-
hand part shows the spatial outline of a single LED plane as it is seen by the subject (UP 
at top of the figure). We show only the LEDs that were used in the near-far experiments. 
3. Vergence experiments. 
In the vergence experiment, the initial fixation stimulus was always 
located at the center of the far frontal LED plane. This made it possi­
ble to check for possible coil slippage in the course of the experiment. 
After a random fixation time (550 to 1050 msec), the stimulus moved 
to one of 11 peripheral targets in the far plane, stayed there for a 
random period of 700 to 1200 msec to allow accurate fixation and 
then jumped to the corresponding LED at the near LED plane. Thus, 
convergence movements were elicited at 11 different directions rela­
tive to the straight ahead direction of the cyclopean eye. We studied 
3-5 different elevations (30 ,20 deg up, level and 20, 30 deg down) 
in the midsagittal plane. In addition the elevation dependence was 
also studied at 3 different azimuthal directions (20 deg left, straight 
ahead and 20 deg right) at three elevation levels (20 deg up, level 
and 20 deg down). These experiments allowed us to study the effect 
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of a fixed conjugate signal on the vergence response. Like in the 
study by Van Rijn and Van den Berg (1993), only one LED was lit at a 
time. The alignment of the far and near LED arrays was carefully ad-
justed for each subject by first aligning the corresponding level LEDs 
in the two planes, and then the 20 deg up and 20 deg down LEDs, 
by changing the distance of the far vision plane (the near LED plane 
was placed as close as possible to the subject, see Fig. 4.1). The 
last step was to adjust the azimuthal angle of the center LEDs. The 
center LED of the far plane was placed in the midsagittal plane and 
the near and far center LEDs were aligned by fixating alternately the 
two center LEDs monocularly with the right and the left eye and then 
changing the horizontal position of the near plane until the perceived 
distance between the two center LEDs in the two viewing conditions 
was equal but opposite so that these center LEDs were now aligned 
in the midsagittal plane. 
Eye position was measured using the scleral 3D-coil technique in two alternating 
perpendicular magnetic fields (Ferman et al., 1987a). The coil signals were 
amplified, demodulated in lock-in amplifiers (PAR 128 A), low-pass filtered (-
3 dB at 150 Hz; 4th order Bessel filter) and finally sampled at a rate of 500 
Hz/channel with 12 bit resolution and stored on disk of a SUN-3/140 workstation 
for off-line analysis. 
Calibration procedures 
Raw eye position signals were calibrated using the procedure developed by Hess 
et al. (1992), which will be briefly described here (see also Minken et al., 1993). 
First, the sensitivity of the coils was measured in a pre-calibration session using 
a lucite gimbal system. Then, in the in-situ calibration-experiment, the subject 
fixated eleven different vertically arranged targets presented in the mid-sagittal 
plane of the measured eye. This procedure assumes that the primary position is 
not too far from this sagittal plane. The precise location of the primary position 
was determined later (see below). This calibration yields the orientation of the 
coils, with respect to the magnetic fields, when the subject fixates the reference 
position. 
A right-handed, head-fixed, cartesian coordinate system (X-axis forward, Y-
axis leftward and Z-axis upward) was used to describe three-dimensional eye 
positions as rotations from a reference position (the origin of this coordinate 
system) to the current position. Each rotation is characterized by a unitary 
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rotation axis (ñ) and the amount of rotation about this axis (p) and was described 
by a rotation vector (Haustein, 1989) defined by: 
r = (rx,ry,rz) = ta,n(p/2)-ñ (4.1) 
In this frame of reference the X-component of the rotation vector indicates a 
torsional eye position, while the Y- and Z-components specify vertical and hori-
zontal eye position, respectively. To illustrate, an eye position at 15 degrees left 
from the primary position is represented as (0, 0, 0.132), an eye-position of 10 
degrees upward yields (0, -0.087, 0) and a pure torsional deviation of 3 degrees 
clockwise (seen from behind the subject) is equivalent to (0.026, 0, 0). The 
rotation vectors were displayed in three different projection planes (frontal view 
(FZ-plane), side view (XZ-plane) and top view (ЛГУ-plane)). In these plots, the 
validity of Listing's law can be judged readily and takes a simple mathematical 
form once the reference position has been aligned with the primary position, 
since all data points should then scatter around a line in both the top (torsional, 
vertical) and the side (torsional, horizontal) views if the law holds. When the 
reference position of this coordinate system is aligned with the primary position, 
Listing's law is expressed by the simple relation: 
r
x
 = 0 (4.2) 
Alignment of the reference position of the coordinate system with the primary 
position of the subject was obtained using a procedure fully described in Minken 
et al. (1993) which is very similar to that described by Tweed et al. (1990). 
Correction for coil slippage 
To correct for rotational coil slippage, our plots represent only the change in 
torsion (Arx) with respect to the first data-sample taken when the eye fixates 
the far central LED in each trial (see above). In this way, the torsional signal is 
reset to zero in every trial in order to cancel out changes due to coil slippage. 
Experiments where coil slippage between two calibrations was considerable 
(e.g., more then five deg) were discarded. 
Use of a common coordinate system for the two eyes 
Before the eye position signals were decomposed into conjunctive and disjunc­
tive contributions, we expressed them by rotation vectors relative to reference 
position which was common to the two eyes. This common reference position 
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will be denoted as the binocular primary position. We defined the binocular pri­
mary position as the mean of the left and right eye primary positions, computed 
separately. In practice, deviations of the monocular primary positions from the 
midsagittal plane were so small (typically less than 1 to 2 deg.) that we ignored 
them. As a consequence, the resulting binocular primary position is a vector 
confined to the midsagittal plane. 
Computation of disjunctive and conjugate contributions to bifoveal 
fixation positions 
The study of deviations of Listing's law in near vision should take notice of the fact 
that binocular eye positions are achieved by two cooperating control systems: A 
conjunctive version system controlling the direction of the two eyes symmetrically 
(by innervations of equal size and sign), and a disjunctive vergence system 
controlling the depth of the binocular fixation point anti-symmetrically by rotations 
of equal size but opposite sign. This concept is inspired by the notion of the 
equal innervation principle formulated by Hering (see e.g., Ono and Nakamizo, 
1978). The equal innervation principle has turned out to be a very useful tool 
in analyzing binocular eye movements in one dimension. The extension to 
three dimensions requires a suitable formal definition of version and vergence 
contributions which is not a trivial point because of the non-commutative nature 
of 3D rotations. A first step in this direction was made by Van Rijn and Van den 
Berg (1993) who developed a scheme in which the mean of the components 
of the rotation vectors of the two eyes describes the version contribution (s) by 
s = Mp. The vergence contribution (g) is defined as half the difference in these 
components so that g - '-ψ. Thus, the left (f) and right {f) eye position rotation 
vectors are related to s and g by I = s + g and f=s-g, respectively. 
In this paper we will use an alternative definition for the vergence signal; de­
tailed understanding of this definition is not necessary for reading of this paper. 
Therefore the definitions are given in an compressed format (for extensive ex­
planation see Minken et al., 1995). To allow the comparison of data and model 
predictions, we present our data and the model predictions in the format of our 
definition. We define the vergence signal (v) underlying the difference in the 3D 
positions of the two eyes as the rotational discrepancy between the right and the 
left eye position vector (see Appendix and Minken et al., 1995). The following 
equations describe the underlying computations in rotation vector notation (see 
Hepp, 1990 and Tweed and Vilis, 1987 for justification and further background): 
v = f® Γ1 = f ® (-Γ) = ñ • tan(a/2) (4.3) 
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where: 
f: right eye-position. 
/1 left eye-position. 
ñ: unit rotation-axis. 
v: vergence signal. 
a : rotation angle. 
<8>: rotation vector product. 
This equation means that the ν signal is a rotation vector which describes the 
rotation required to transform the rotational position of the left eye into that of 
the right eye. Eq. ( 4.3) implies that extorsion and convergence have a positive 
sign. To compute the conjunctive contribution to binocular 3D eye position we 
need the disjunctive rotation (d) which is defined as half the ν rotation and which 
can be computed by simply dividing a by 2: 
d = ñ • tan(a/4) (4.4) 
The conjunctive signal с can then be obtained by computing the rotation vector 
product of the disjunctive rotation and left or right eye position: 
c = d®l = -d®f (4.5) 
Thus, the с signal is the common deviation from the binocular primary position 
that remains after removal of the ¿contribution. 
This description depicts every bifoveal fixation position as the combination of a 
conjugate and a disjunctive rotation. To illustrate this, an example of a binocular 
recording is shown in Fig. 4.2, where the subject was asked to refixate a target 
that stepped in depth at an elevation of 20 deg down in the midsagittal plane. 
The right and left eye show a change in the horizontal component accompa-
nied by a slight change in the torsional component, which is opposite in both 
eyes. The conjugate component shows only minor changes, indicating that the 
direction of the line of sight does not change and that the the conjugate contri-
bution obeys Listing's law. The vergence component focuses on the difference 
in position of the two eyes. Vertical vergence is negligible, but the changes in 
horizontal vergence and in the torsion ' component are clearly visible. In near 
vision (down gaze) the torsional vergence component is positive, in agreement 
with the literature (Мок et al., 1992; г \ Rijn and Van den Berg, 1993). The 
vergence component is computed as
 k -i difference of the right and left eye 
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Figure 4.2: Computation of conjugate and disjunctive signals. 
A binocular refixation from far to near was elicited at an elevation of 20 deg down. The 
left and right eye position rotation vectors were computed as described before (Minken 
et al., 1993). The conjugate and disjunctive signals were obtained as described in the 
Materials and Methods section. Notice that changes in the conjugate signal were min-
imal. In the disjunctive signal, notice the presence of both torsional and horizontal 
components and the absence of a vertical vergence component. The torsional vergence 
signal reflects the difference of the torsional signals in either eye along with the vector 
product of elevation and horizontal vergence. 
components combined with the vector product of these components (see Ap-
pendix and Minken et al., 1995; for the rotation vector product see Hepp, 1990). 
Therefore, it is not possible to evaluate the relation between the components of 
the vergence signal and right and left eye position components merely by visual 
inspection. This holds in particular for the torsional component that is most influ-
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enced by this vector product. In line with conventions in the 1D literature we will 
display the ν rotation vector (which is the 3D equivalent of the vergence angle) 
as the measure for vergence in all figures throughout this article, instead of the 
disjunctive (d) rotation vector. 
4.3 Results 
4.3.1 Determining Listing planes from far-vision saccade data 
After the in-situ calibration of the two eyes, subjects were asked in successive 
trials to make saccades from a central LED to a number of peripheral targets at 
various locations on the far LED array (Listing test). In this way, a total of 48 
binocular saccadic responses was recorded (see Fig. 4.3). The main purpose of 
making these recordings was to explore the idea of a common binocular primary 
position for the two eyes (see Introduction and Materials and Methods). This 
notion (see also Van Rijn and Van den Berg, 1993) would become problematic 
if the primary positions of the two eyes differ too much. To give an impression 
of the results we obtained, rotation vectors of the two eyes are shown in the 
two upper rows of Fig. 4.3 ¡n three projections. The similarity in especially the 
frontal views is remarkable. The conjugacy of the eye movements in far vision 
has been noted before (Bains et al., 1992) and this figure supports this concept 
into the smallest details. The frontal view of the conjugate signal is a measure 
for the displacement of the line of sight and strongly resembles the position of 
right and left eye position. 
Since we used the same alignment procedure for the rotation vectors of the two 
eyes, a common coordinate system was used in all three rows. Thus, if the 
primary position in the two eyes is identical, the best fit-plane through the data 
points should have the same orientation in the side view and top view panels. 
As can be seen, the orientation of the three components (right, left and conj) 
is indeed almost equal. In this particular case, the primary position and the 
straight-ahead position are almost indistinguishable, so the side views are not 
tilted with respect to the vertical. 
The discrepancy in the primary positions of both eyes in five subjects in a total 
of 15 experiments ranged from 0.06 deg to 4.63 deg for the elevation component 
with a mean of 1.81 deg. Of course, the determination of the primary position 
is sensitive to noisy variations in the data and to coil slippage. Clearly, thin 
Listing planes, showing less scatter are more trustworthy in this regard. The 
thickness of Listing planes in the data, taken as the standard deviation in the 
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Figure 4.3: Saccades in response to the Listing test stimulus. 
Eye position data from the Listing test in subject MF presented in three perpendicular 
views. In the frontal view, the horizontal against the vertical eye-position components 
has been plotted. A vertical positive component corresponds to downward movements 
while a horizontal positive component corresponds to leftward movements of the eye. 
Side and top view show the torsional component (clockwise torsion is positive, seen 
from behind the subject) plotted against the horizontal and vertical component, respec-
tively. The three rows show the data from the right and left eye and the conjugate signal 
respectively. Notice the remarkable correspondence of the trajectories from either eye 
in all three dimensions. This similarity suggest a common control by a conjugate signal 
(bottom row). 
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torsion component about the best-fit Listing plane, in general did not exceed 
0.5 deg. 
In view of these results, showing that the two Listing planes of the individual 
eyes have nearly the same orientation relative to the head, we conclude that the 
notion that a common system (the conjugate system) determines both (Van Rijn 
and Van den Berg, 1993), is reasonable. 
Because of this result, data collected in the vergence experiments were re­
aligned to the mean binocular primary position (Fig. 4.3). Accordingly, in the rest 
of this paper elevation is expressed relative to the binocular primary position, 
rather than with respect to the center of the stimulus array. Consequently, data 
collected from the center-to-center depth stimulus trial may be found at a posi­
tive or negative elevation depending upon the binocular primary position of the 
subject. In our coordinate system upward elevations and rightward deviations 
are negative. 
4.3.2 Torsional vergence and its relation with horizontal vergence and 
elevation 
We investigated the vergence signal when subjects refixated a target stepping 
in depth. In one series of experiments, the target jumped in the midsagittal 
plane from far to near at corresponding positions on the two LED arrays at three 
elevations (UP, LEVEL, DOWN). Since the far and near LEDs had identical 
directions relative to the cyclopean eye, the required refixation was a pure ver­
gence movement. An example of the υ contribution to binocular eye position in 
trials at three different elevations is shown in Fig. 4.4. The most striking feature 
of the vergence signal is that there is a clear cyclotorsional component with 
about the same dynamics and the same latency as the horizontal component. 
The coupling between the torsional vergence and horizontal vergence is clear 
from the time course of these components in all three responses, but size and 
sign of the torsional component are modulated by elevation. The three panels 
show incyclotorsion in case of the UP stimulus, almost no cyclotorsion in the 
LEVEL experiment and excyclotorsion in the DOWN experiment. This result 
was representative of all five subjects. 
4.3.3 Torsional vergence does not depend on horizontal eccentricity 
When the same target steps in depth (see Methods) were presented to the left 
and right of the midsagittal plane, at three elevations, we observed the same 
temporal relationship of horizontal and torsional vergence and also the same 
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Figure 4.4: Pure vergence 
movements in the midsagittal 
plane. 
Time course of vergence move-
ments of subject BW at three 
elevations. Torsional vergence 
is coupled with horizontal ver-
gence; sign and amount of tor-
sion is modulated by elevation. 
Notice intorsion of the eyes in 
UP vision (20 deg), extorsion in 
DOWN vision (20 deg) and al-
most no torsion at LEVEL. The 
torsional component is set to 
zero at the beginning of the trial 
(far vision) to correct for possible 
coil slippage (see Methods). 
dependence on elevation. For a typical experiment we refer to Fig. 4.5 where 
target steps at three horizontal eccentricities were elicited in down gaze. These 
results again suggest a coupling between horizontal and torsional vergence, but 
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Figure 4.5: Vergence responses 
at different azimuths. 
Horizontal conjugate position 
does not affect the torsional 
vergence signal (subject AM). 
Responses were elicited at left 
(20 deg), mid-sagittal and right 
(20 deg) vision, all at 20 deg 
down. The coupling of tor-
sional and horizontal vergence 
and the relation with elevation, 
shown in Fig. 4.4, holds and 
is roughly identical in all three 
panels. Thus, no clear coupling 
of horizontal eccentricity with 
torsional vergence was found. 
The amount of torsional ver-
gence is similar to the amount 
found in the DOWN panel of 
Fig. 4.4. 
time (s) 
these data do not indicate any substantial dependence on azimuth. In all ex-
periments where this point was tested we consistently failed to observe a clear 
effect of horizontal eccentricity. We looked at this point somewhat more quanti-
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tatively by using a normalized cyclovergence measure that will be introduced in 
the next paragraph. This analysis, which involved a linear regression analysis, 
confirmed that azimuth was almost of no importance (Д2 typically below 0.1) 
for the amount of cyclovergence. When multiple regression analysis on both 
elevation and azimuth was performed, the correlation only improved very little 
compared to the correlation in the linear regression analysis on the elevation. 
Thus, the azimuthal position of the depth refixation seems of no interest to the 
study of cyclotorsion, in marked contrast to the elevation position. Therefore, we 
focussed entirely on the influence of vertical elevation on the torsional vergence 
in later experiments. 
4.3.4 Normalization of the torsional vergence signal 
Recordings as depicted in plots like Figs. 4.4 and 4.5 illustrate the relationship 
between horizontal and torsional vergence and the effect of elevation. How­
ever, to assess the effect of elevation properly, it is essential to ensure that the 
amount of horizontal vergence (which is equally important) is taken into account. 
In the analysis of the relation among cyclovergence, horizontal vergence and 
elevation we had to face the problem that our LEDs, arranged in flat planes, 
did not require equal horizontal vergence. In addition, the horizontal vergence 
response amplitude may vary from trial to trial even if the stimulus is identical. 
This presents a complication in studying the relation between the amount of 
torsional vergence and elevation. However, plots of horizontal against torsional 
vergence (not shown) yield approximately straight lines indicating that, for a 
given elevation, these two components have a roughly proportional relationship. 
This fact provides a possibility to correct for these differences in the horizon­
tal component by simply taking the ratio of the torsional change {AT) and the 
horizontal change {AH; Fig. 4.6 A). In Fig. 4.6 В this measure for "normalized 
cyclotorsion" ( ^ J ) was used to represent the data of Fig. 4.4. The three panels 
of Fig. 4.4 correspond to the data points from left (up) to right (down). The 
'level' elevation is not aligned with zero because of the fact that elevation is 
expressed with respect to the binocular primary position. We computed Δ Γ and 
AH by considering the entire vergence movement but, since the relationship 
between horizontal and torsional vergence seems roughly stable throughout the 
movement, taking shorter sections of the movement would not really change 
the picture. Understandably, small vergence movements, that occurred in rare 
cases where the subject hardly made a response to the stimulus step, yielded 
noisy normalized cyclovergence data and were, therefore, discarded. 
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Figure 4.6: Normalization of torsional vergence (Τ) with respect to horizontal vergence 
(H). 
A. Measurement of Δ Я and ΔΤ as used to compute normalized cyclovergence ^ J in 
this trial at 30 deg down. 
B. Plot of ^jj of the three responses in Fig. 4.4, showing relationship of normalized 
cyclovergence and elevation. Elevation (horizontal axis) was taken as the vertical con­
jugate component at the time of end-point fixation. Since the elevation is expressed 
in rotation vector components (Haustein, 1989), a vertical position of 30 deg yields an 
elevation of tan(=y) = 0.27. The vertical axis plots normalized cyclovergence, which 
is the ratio of the torsional and horizontal vergence components. In the following fig­
ures the slope of the regression line together with the intersection of the horizontal axis 
(null-elevation) and R2 will be given as a measure for the goodness of fit. 
4.3.5 Inter-subject variability 
We tested the elevation dependence of normalized cyclovergence in five sub­
jects. We show one representative measurement from each of four subjects in 
Fig. 4.7. The results of the fifth subject will be analyzed more extensively in the 
next paragraph. In all five subjects the slope of the regression line was close to 
the prediction of the Mok-model; the population mean of the best-fit slope was 
2.19 ± 0.23 (S.D. to the mean). By contrast, the slope in the Van Rijn-model 
prediction is too steep. In contrast with the prediction from both models, the null 
elevation in several subjects was clearly different from the primary position. We 
investigated this point in more detail in subject AM (see below). 
Another approach, assuming that the results are basically similar, is to pool the 
data from all subjects. In Fig. 4.8, 15 data points of each of the five subjects 
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Figure 4.7: Variability among subjects. 
The torsion/horizontal vergence and elevation relationship in all four subjects is most 
close to the Mok model-prediction. Target steps in the midsagittal plane were elicited at 
five elevations (30 deg down, 20 deg, level, 20 deg up and 30 deg up). 
were taken. Despite the inter-subject differences visible in Fig. 4.7, the overall 
regression fit is remarkably good. The slope of the regression line is some­
what steeper than the Mok-model prediction, but less than the Van Rijn-model 
prediction. The null-elevation is not significantly different from zero. 
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Figure 4.8: Pooled data for five 
subjects. 
Pooled data (N=15) from all five 
subjects. The fit of the regression 
line was good (Ä2 = 0.95); the 
best-fit slope exceeded 2.0, but 
was clearly below three and the 
null-elevation was not different 
from zero. 
ELEVATION 
4.3.6 Intra-subject repeatability of null-elevation results 
The regression lines in Figs. 4.7 and 4.8 do not go through the origin and we 
wondered whether the intercept might be due to technical problems corrupting 
day-to-day reproducibility or whether this may be a physiological phenomenon. 
We investigated this by testing subject AM on six different days. The resulting 
regression lines are shown in Fig. 4.9 A. As can be seen, the slopes and offsets 
of the regression lines scatter from day to day. The slope had an average of 
2.08 ± 0.19 (range: 1.83 - 2.26) which is quite compatible with the value of 2.00 
predicted from the Mok-model. The null-elevation in these data had an average 
value of -0.036 ± 0.031(range:-0.057 - +0.020). As can be seen, this slight 
tendency for a negative value was confirmed by the data of three out of six days 
which nearly coincide on the same values (in both offset and slope). Another 
way of looking at these data is to pool them. In Fig. 4.9 B, 18 randomly chosen 
trials of each day were taken together. The best-fit regression line was: Norm. 
Cycloverg = 2.083 (±0.044) * elevation + 0.083 (±0.068). So, the slope was 
again close to the Mok et al. prediction, and there was no significant difference 
from zero for the null-elevation (-0.040 ± 0.033). When we looked closer to the 
data in Fig. 4.9 A, we noticed that in four of the six days the primary positions 
of both eyes differed less than one degree, while in the other two days the 
differences in the primary positions exceeded 4.5 deg. When the latter data 
are left out of consideration, the picture changed a little (Fig. 4.9 C). The slope 
increased a little, but the most important aspect was that the variance in the 
null-elevation decreased. When the assumption is made that the null-elevation 
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Figure 4.9: Reproducibility on 
different days. 
A. Best-fit regression lines of the 
fifth subject on six days (subject 
AM). Markers serve to distin­
guish different days and do not 
denote data points. Three lines 
are indistinguishable, so only 
four separate lines can be seen. 
The Mok prediction describes 
the data better than the Van Rijn 
prediction. The null-elevation 
shows a slight tendency towards 
a negative value. 
B. Plot of pooled data from six 
days. The slope of the regres­
sion line is close to 2.0 (2.083) 
and the null-elevation does not 
differ significantly from zero. 
C. Selected data from four out of 
six days (see text). The separate 
null-elevations were all close to 
-0.055, but the pooling of the 
data leads to a null-elevation of 
-0.047 ± 0.029 (due to the dif­
ferences in slope of the individ­
ual regression lines). Thus, if 
these data can be considered as 
more reliable, primary position 
and null-elevation in this subject 
are different. 
0 
ELEVATION 
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follows a normal distribution, the probability that the null-elevation in Fig. 4.9 С 
is not different from the primary position is only 5.2 %. So, with a confidence of 
almost 95 % the null-elevation can be claimed to be different from the primary 
position in these data which we regard as most reliable. 
4.3.7 Effect of visual conditions 
In the experiments described so far, we saw that normalized cyclotorsion behav­
ior was close to the prediction of the Mok-model. Van Rijn and Van Den Berg 
(1993), who found considerably more cyclotorsion, suggested different stimulus 
conditions as a possible explanation for this discrepancy: they used LED stimuli 
whereas Mok et al. (1992) did their experiments in full light which allowed their 
subjects to see a mask in their field of view. Like Van Rijn and Van den Berg 
(1993), we also used LED point-stimuli but the light intensity was such that some 
contours of our stimulus set-up were faintly visible. In order to check whether 
this may have caused the strong resemblance in our data to those of Mok et al. 
(1992), we reduced the light intensity of the LEDs to a level where the contours 
of the set up were no longer visible even in the dark adapted condition. We com­
pared the results with the data from a normal LED control experiment collected 
in the same session. The data of the normal and the light-reduced situation are 
depicted in Fig. 4.10 (left and middle column). We found no difference between 
the two conditions. 
To explore this point further, we designed an experiment where we elicited the 
same refixations in depth by a remembered-target stimulus. The near-target light 
flashed briefly (100 msec) and the subject was asked to initiate the refixation 
movement in full darkness, after it was extinguished. As shown in Fig. 4.10 (right 
column), the elevation showed more scatter as movements to a remembered 
target are less accurate then visually-elicited movements. In summary, the null-
elevation and slope in all situations (remembered target versus control condition 
with high light intensity or versus dimmed light condition) were quite comparable, 
so the modification of the visual input made no consistent difference. 
4.4 Discussion 
4.4.1 The cyclovergence component in vergence movements. 
Our experiments have shown that cyclovergence depends upon elevation in 
qualitatively the same way as described earlier in near vision studies (Enright, 
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Figure 4.10: Importance of visual conditions. 
Results in three subjects are shown. The left-hand panels show the cyclotorsion relation 
with elevation in the case where light-intensity was such that contours of the apparatus 
were still faintly visible. In the middle panels the same target steps were used but 
the intensity of the LEDs was reduced, so that contours were no longer visible. There 
is no difference in the three middle panels compared to the left-hand panels, so that 
light intensity seems of no importance. The right-hand panels show the responses to 
remembered target stimuli; the near LEDs flashed during 100 ms. In spite of an increase 
in scatter in the individual responses, the relationship is basically the same as in the left 
panel in that the slope and offset of the regression lines are comparable. 
For reasons that are not understood, the slope in subjects AM (control condition) and 
TD (control and dimmed condition) in these experiments was exceptionally high (cf. 
Figs. 4.7 and 4.9) The data show that the reduction of the light intensity did not lead 
to a reduction of the slope. In the flashed target condition the slope always decreased, 
which was opposite to the expectation of Van Rijn and Van den Berg (1993). In subject 
MF we could not detect any difference in the three conditions. 
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1980; Nakayama, 1986; Mok et al., 1992; Van Rijn and Van den Berg, 1993). 
There are, however, unexplained quantitative differences in the amount of cy-
clovergence for a given elevation. With few exceptions, our findings agree most 
closely with the model prediction of Mok and coworkers (1992), and show less 
cyclovergence than the model of Van Rijn and Van den Berg (1993). More in 
particular, our data have slightly steeper slopes than the Mok model. It is useful 
to make also a comparison of the three data sets as such. The data of Mok 
et al. (1992) would yield a slope of 1.7 in our format (Mok model: slope of 2), 
and the data of Van Rijn and Van den Berg (1993) would yield a slope of about 
2.7 (Van Rijn model prediction: slope of 3). Our data (mean slope 2.3, see 
Fig. 4.8) are intermediate between those of the two latter studies. We compared 
our data with those of the two other laboratories by transforming the latter into 
a common format (based upon the use of the left and right eye position rotation 
vectors) and then expressing the data into version and vergence signals using 
the descriptive scheme outlined in the Methods. Therefore, the differences that 
emerge have nothing to do with our use of a different definition for the vergence 
contribution to binocular eye positions. The discrepancy occurs already at an 
earlier level: the rotation vectors describing the torsional position of each eye 
for a given target position are different. Since the basic method of recording 
eye movements is the same in all three groups, the possibilities that remain are 
that subjects really behaved differently or that differences in calibration and/or 
computational procedures are to blame. Since our results did not change in the 
direction of the Van Rijn and Van den Berg prediction even when we changed our 
stimulus conditions so that a visual fixation point was no longer visible during the 
movement, it seems unlikely that stimulus factors are important. We still cannot 
exclude that some other factor, like instruction, may be of interest. 
Now consider the stationary situation in near vision where Listing's law is vio-
lated. In near vision and in down gaze, the eyes show extorsion, in level gaze 
there is no cyclovergence whereas in near up gaze the eyes show intorsion. Mok 
et al. (1992) studied dynamic transitions in near vision and found that, in line 
with the static description, the eyes develop intorsion when a vertical saccade is 
made. Our new data, which bridge the gap in knowledge on what happens in the 
transition from far to near vision during a vergence movement, fits nicely into this 
picture. Pure vergence movements from the far plane to the near plane show 
roughly the correct cyclovergence component, both in sign and amplitude, to 
ensure a smooth transition from far to near fixation. They exhibit incyclotorsion 
during convergence in up gaze, extorsion in down-gaze and virtually no cyclotor-
sion during convergence at level gaze. This state of affairs raises two interesting 
questions about their interpretation which will be discussed separately below: 
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First, what are the consequences of this behavioral pattern for binocular vision? 
Second, what can be said about the underlying neural control strategy? 
4.4.2 Consequences for vision. 
Whatever the underlying neural mechanisms, there are some interesting con-
sequences for vision. One conclusion is that Listing's law, which is violated in a 
large domain of binocular fixation positions, cannot be an essential requirement 
for good vision. Nevertheless, the study of eye movements in far space, taken 
in isolation, conveys the impression that the oculomotor system uses a refined 
control strategy (tilting of the angular velocity axis) to implement the law. It may 
be argued that this strategy ensures that the eyes achieve their Listing position 
right at the end of the movement, thereby avoiding post-saccadic torsional slip 
which might deteriorate vision. As will be discussed below, the phenomena 
underlying Listing's law also yield to a broader interpretation. 
Our findings raise the question whether the combined operation of conjunctive 
and disjunctive control systems generates binocular eye positions that are inde-
pendent of the precise way in which they were achieved. In near up gaze there 
is a certain amount of intorsion, independent of whether the eyes got there by 
a far vertical saccade followed by a vergence movement or by a level vergence 
movement followed by a near vertical saccade. If this applies generally, it can 
be stated that the eyes obey a binocular version of Donders' law. Before this 
notion can be accepted, more experiments are necessary (work in progress). 
A complication is that Van Rijn and Van den Berg (1993) found larger amounts 
of cyclovergence in up and down gaze than what we report here (see above). 
To explore their interesting suggestion that the cyclotorsion results may be de-
termined by the particular visual conditions in the experiment (see Kertesz and 
Sullivan, 1978; Howard and Zacher, 1991; Van Rijn et al., 1992), we have com-
pared vergence responses to visual targets of different light intensities and to 
remembered locations of flashed targets in full darkness. We wondered whether 
it would be possible to increase the amount of cyclovergence by these measures 
so that our data would come closer to those of Van Rijn and Van den Berg (1993). 
Since we found no consistent differences in these various conditions (our cy-
clovergence data still resemble those of Mok et al., 1992), there is no evidence in 
our data for on-line visual feedback determining the amount of cyclotorsion. Van 
Rijn and Van den Berg made their suggestion that the visual conditions might 
affect the amount of cyclotorsion in an attempt to explain why Mok et al. (1992) 
found this component to be smaller. Based upon their own results, Van Rijn and 
Van den Berg (1993) rejected an alternative version of their model which opti-
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mizes retinal correspondence of ¡mages in the two eyes and which leads to the 
same predictions as the Mok model. Since our data actually come close to the 
predictions of this Optimal correspondence' model, the present study supports 
the possibility that the vergence system may be designed to minimize retinal 
disparity, not only in the horizontal direction, but in the torsional domain as well. 
Our result that the amount of cyclotorsion is not strongly dependent upon the 
visual environment surrounding the target, by itself, does not argue against this 
interpretation. It may merely indicate that the cyclovergence response may be 
the result of preprogramming appropriate for default conditions. We cannot ex-
clude that the system may pursue different optimization strategies in different 
tasks conditions, for example, when rich whole field visual stimulation is used 
(Kertesz and Sullivan, 1978; Howard and Zacher, 1991; Van Rijn et al., 1992). 
We can only state that our measures in the opposite direction (impoverishment 
of the visual scene) did not have any effect in the direction of the Van Rijn and 
Van den Berg prediction. We conclude that the visual conditions in our experi-
ments cannot explain why our data deviate from those of Van Rijn and Van den 
Berg (1993). 
4.4.3 Neural control strategies. 
Very little is known on the neural control mechanisms underlying cyclovergence. 
So far, only a single quantitative study looking at the neurophysiology of ver-
gence movements at various levels of elevation has been performed (Mays 
et al., 1991). This study found evidence for a neural correlate of elevation-
dependent cyclovergence in superior oblique motoneurons in the monkey. This 
finding boosts the belief that the cyclovergence phenomenon is real, but cannot 
shed much light on its possible functional significance, if any. Indeed, it should 
not be taken for granted that cyclovergence, as such, has functional significance. 
In fact, Mays et al. (1991) suggested that cyclovergence may not be the result 
of a deliberate strategy of the oculomotor system (i.e., an end in itself) but may 
merely be an adventitious effect of using the superior oblique muscles to achieve 
a sufficient amount of horizontal vergence. In addition, Van Rijn and Van den 
Berg (1993) discussed a model, based upon their own data, where the version 
and vergence system are subjected to various constraints (version: no torsional 
component; vergence: no vertical component). With these assumptions, they 
showed that the elevation dependence of cyclovergence as found in their study 
is a necessary consequence of binocular fixation. So, again, cyclovergence is 
portrayed as a byproduct of certain mechanisms, not as an end in itself. The 
picture becomes different, however, if the cyclovergence/elevation relationship 
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has the smaller slope found by Mok et al. (1992) and this study. As shown by 
Van Rijn and Van den Berg (1993), the slope of this relation can be predicted to 
be different if the system is faced with a different set of constraints. We believe 
that it can hardly be a coincidence that the movement patterns described in this 
study and by Mok et al. (1992) are compatible with the optimal correspondence 
model (see above). There is still another side to the picture emerging from our 
study. As explained elsewhere (Minken et al., 1995), our description (which 
uses an alternative vergence definition) supports a different model interpreta-
tion of how the system works. Using this description, the relationship between 
torsional/horizontal vergence and elevation as found in this study and by Mok 
et al. (1992) can be predicted in the terms of 2D-version/2D-vergence contribu-
tions. Visual inspection of our data indeed showed that vertical vergence and 
conjugate torsion were rather small (vertical vergence comparable to the Van 
Rijn and Van den Berg, 1993 study). If the binocular version of Donders' law 
holds (see above), this has the interesting consequence that torsional changes 
in the eyes, occurring during repeated circular tracking of a target in depth, will 
be the same each time a certain position is reached. In speculations about the 
possible functional benefits of Listing's law, a similar argument has been made 
for circular tracking in the far plane (Tweed et al., 1992). Seen from this perspec-
tive, Listing's law in far vision may perhaps be regarded as an epiphenomenon 
of a strategy that evolved to prevent torsion accumulation in a subspace of the 
binocular oculomotor range. It is interesting that pursuing this strategy is fully 
compatible with requirements for vision (Minken et al., 1995). Thus, it would be 
wrong to create the impression that this is an either-or problem where a choice 
must be made. A more attractive view may be that evolution has led to a process 
with elegant properties from a motor control point of view which simultaneously 
fully serves the ultimate function of eye movements, namely to subserve and 
improve vision. 
4.5 Appendix 
In this Appendix, the relevant computations underlying the model-predictions 
shown in Figs. 4.6- 4.10 will be summarized. 
4.5.1 Van Rijn model 
The rotation vectors of the two eyes underlying the Van Rijn model prediction 
can be found in eq. (6) of Van Rijn and Van den Berg (1993), who approximated 
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left and right eye position by: 
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The vergence angle ν is negative in convergence, the elevation θ is positive in 
down gaze and azimuth angle α is positive in left gaze (All angles in radians). 
Using eq. (3) to compute the expected vergence expressed in our descriptive 
scheme and approximating Θ, a and ν up to third order, we get (for the explanation 
of the rotation vector product see Hepp, 1990): 
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So, the normalized cyclovergence (^) equals Щ and, when plotted against 
elevation (c2 = |), yields a slope of +3.0. 
4.5.2 Мок model 
In this model the torsional component of eye position rotation vectors is twice as 
small as in the Van Rijn model (see Van Rijn and Van den Berg, 1993, pg. 704 
and 705). This leads to the following prediction for the left and right eye position 
vectors and for vergence (computational steps see above): 
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Thus, for this model we find a slope of +2.0 for normalized cyclovergence (^- = θ) 
against elevation (c2 = f ). 
Although torsion in each eye differs by a factor of two in the two models, the 
predicted slope of normalized cyclovergence against elevation (using our ver­
gence definition) differs by a smaller amount (slope +2.0 versus slope +3.0). 
Notice that the reason why these slopes are not the same has nothing to do with 
our vergence definition, since the same computational procedure was applied 
in both cases. 
Chapter 5 
Dynamical version-vergence 
interactions for a binocular 
implementation of Donders' law 
Adapted from: Minken AWH, Van Gisbergen JAM (1995) Dynamical version-
vergence interactions for a binocular implementation of Donders' law, Vision 
Research, revised version, submitted. 
5.1 Introduction 
The introduction of the three-dimensional search-coil technique (Ferman et al., 
1987a) has led to a variety of studies on the three dimensional control of eye 
movements. Initially, these studies concentrated on the control of the eyes in 
far vision and established the validity of Listing's law in oculomotor behaviours 
like fixation, saccades and smooth pursuit. Recently, several studies on the 
binocular control of eye movements have focused on the deviations from Listing's 
law in near vision (Mok et al., 1992; Van Rijn & Van den Berg, 1993; Minken & Van 
Gisbergen, 1994). Although the results show quantitative differences, all three 
studies agree that vergence has a torsional component that has a proportional 
relationship with horizontal vergence and depends linearly on the elevation of 
gaze. The focus of attention in the Mok et al. (1992) study was on the torsional 
deviations induced during a nearby vertical saccade that persisted in the post-
saccadic fixational period. Van Rijn & Van den Berg (1993) concentrated on 
fixations in near vision without specifically considering the precise trajectory to 
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the near fixation point. Minken & Van Gisbergen (1994) looked at the static 
torsional deviations from Listing's law induced by a vergence movement without 
a simultaneous conjugate component. In the present paper we will concentrate 
on dynamic aspects in an attempt to clarify possible underlying mechanisms. 
Mays et al. (1991) showed that the activity of trochlear nucleus neurons, which 
innervate the superior oblique, contains a component that depends on elevation 
and convergence. Their study strongly suggests that this aspect of superior 
oblique innervation is responsible for the cyclovergence accompanying horizon-
tal vergence. 
Zee et al.(1992) proposed a one-dimensional model to account for dynamical 
interactions between the vergence and saccadic system in the horizontal plane. 
In their proposal, both the vergence and the saccadic system have a similar 
scheme for the generation of a pulse-slide-step signal that drives the motoneu-
rons. The pulse-slide-step signals from both systems are linearly superimposed 
at the level of the motoneurons. It is thought that the two systems do not 
function fully independently, since they are coupled by common inhibitory in-
put from omnidirectional pause neurons which may account, at least partly, for 
saccadic vergence facilitation. This phenomenon entails that vergence veloc-
ity is enhanced during saccades (Enright, 1984; Erkelens et al., 1989; Zee et 
al., 1992). The scheme is capable of implementing the dynamical interactions 
that have been noticed in the horizontal plane. For a thorough explanation we 
recommend the article by Zee et al. (1992) where this model is introduced and 
evaluated. 
Not surprisingly, the extension of this model to three dimensional binocular eye 
movements is far from trivial. Mok et al. (1992) argued that in three dimensions 
linear addition of version and vergence position command signals at the level of 
the motoneurons is not adequate for the description of saccadic movements in 
near vision. Unlike the situation in far vision, a vertical saccade in near vision 
causes an opposite torsional change (cyclovergence) in the two eyes. Thus, 
the saccadic step signal that is adequate for holding the eyes stable after a far-
vision vertical saccade will not suffice in the presence of a vergence signal. They 
showed that this problem can be solved by assuming a nonlinear combination 
of horizontal vergence and saccadic position signals. While a linear scheme 
correctly introduces torsional vergence during a saccade, it would also cause 
post-saccadic torsional drift back to Listing's plane which was not observed 
in the data. The non-linear scheme, by contrast, is capable of stabilizing the 
eyes in the new torsional position reached at the end of the saccade. It seems 
reasonable to conclude from the analysis of Mok et al. (1992) that a nonlinear 
interaction between vergence and saccadic control signals is required. As we 
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will show in the Discussion, it does not follow necessarily that this interaction 
should occur at the level of position signals as Mok et al. (1992) suggested. 
In this paper we compare the dynamic properties of torsional vergence in pure 
vergence movements with the static results we obtained earlier (Minken & Van 
Gisbergen, 1994). We also provide data about the dynamic behaviour of cy-
clovergence in combined direction-depth eye-movements. In this latter paradigm 
we also investigated the possibility of coupled timing suggested by the common 
omnidirectional pause neuron input in the Zee et al. (1992) model. Evidence 
for a velocity coding stage in both saccadic and vergence movements has been 
given by Mays et al. (1986) and this idea of saccadic and vergence pulse gener-
ators is a key concept in the Zee et al. (1992) model. Extension of this concept 
to three dimensions raises new questions about the control of the angular ve-
locity axis which, so far, has been studied mainly in version movements (see 
Tweed & Vilis, 1987). Therefore, we have looked at binocular angular velocity 
signals in the case of pure vergence movements. In the Discussion we will 
propose a model which incorporates the control of angular velocity signals in 
saccadic and vergence eye movements. This model contains a proposal on 
how addition of these angular velocity signals can account for the crosscoupling 
required for the maintenance of stable torsional eye positions in near vision (Mok 
et al., 1992). The nonlinear crosscoupling properties of the 3D noncommutative 
neural integrator proposed by Tweed & Vilis (1987), which is part of our model, 
yields the same holding signals as the Mok et al. (1992) model without requiring 
a separate position interaction stage. 
5.2 Materials and Methods 
Subjects 
Five male volunteers, aged between 24 and 30 participated in the experiments; 
none of them showed any sign of oculomotor or any other motor-deficit or pathol-
ogy. In all subjects movements of the two eyes were measured simultaneously. 
Two subjects who needed correction wore their contact lenses during the exper-
iments. 
The head was stabilized comfortably in a natural upright position with a chin-
rest and a tight head-support. No special effort was made to standardize head 
position from session to session. Vision was binocular. Session durations were 
limited to 45 minutes. 
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Experiments 
Light emitting diodes (LEDs), arranged in two flat planes at approximately 20 
and 120 cm and superposed by the use of a half-silvered mirror, were used to 
elicit changes in the point of binocular fixation: 
• Between LEDs in the far frontal-parallel plane to generate saccades. 
• From a point on the far plane to a corresponding point on the near plane to 
provoke a convergence movement of about 20 deg. These stimulus pairs 
were aligned for the so-called cyclopean eye. 
• Between non-corresponding points to elicit combined version-vergence 
eye movements. In these stimuli the LED position was changed in direction 
and depth. The required version movements ranged in size from about 25 
to 50 deg. 
Eye position was measured binocularly using the scleral 3D-coil technique in 
two alternating magnetic fields (see Ferman et al., 1987a). For a description of 
our calibration procedure of eye position signals and further details we refer to 
Minken et al. (1993) and to Hess et al. (1992). 
Calibration procedures 
Raw eye position signals were calibrated using the procedure extensively de-
scribed by Hess, Van Opstal, Straumann & Hepp (1992), which will be briefly 
recapitulated here (see also Minken, Van Opstal & Van Gisbergen, 1993). First, 
the sensitivity of the coils and their mutual geometrical arrangement was deter-
mined in a pre-calibration session using a gimbal system. Then, in the in-situ 
calibration-experiment, the subject fixated eleven different vertically arranged 
targets presented in the mid-sagittal plane of the measured eye. This proce-
dure yields the orientation of the coils, with respect to the magnetic fields, when 
the subject fixates the reference position. Using the precalibration results, it is 
then possible to express any non-reference position of the dual search coil as a 
single axis rotation that transforms the reference coil orientation into he present 
orientation. It should be noticed that, in this way, misalignments between the 
coil direction vector and the visual axis, which are unavoidable, are fully taken 
into account. 
A right-handed, head-fixed, cartesian coordinate system (X-axis forward, Y-
axis leftward and Z-axis upward) was used to describe three-dimensional eye 
positions as rotations from a reference position (the origin of this coordinate 
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system) to the current position. Each rotation is characterized by a unitary 
rotation axis (Я) and the amount of rotation about this axis (p) and was described 
by a rotation vector (Haustein, 1989) defined by: 
r = {?x,Ty,Tz) = tan(p/2) -n (5.1) 
In this frame of reference the X-component of the rotation vector indicates a 
torsional eye position, while the Y- and Z-components specify vertical and hor­
izontal eye position, respectively. In this format, Listing's law takes a simple 
mathematical form {rx = 0) once the reference position has been aligned with 
the primary position. Alignment of the reference position of the coordinate sys­
tem with the primary position of the subject was obtained using a procedure 
fully described in Minken et al. (1993) which is very similar to that described by 
Tweedetal. (1990). 
Computation of conjugate and vergence contributions to eye position 
signals 
Before the eye position signals were decomposed into conjugate and vergence 
contributions, we expressed them as rotation vectors relative to a reference 
position which was common to the two eyes. This common reference position 
will be denoted as the binocular primary position. We defined the binocular 
primary position as the mean of the left and right eye primary positions (see 
Minken & Van Gisbergen, 1994 for details). 
We define the vergence signal underlying the difference in the 3D positions 
of the two eyes as the rotational difference between the right and the left eye 
position vector. The conjugate signal is then computed from the vergence and 
the rotation vectors of the eyes (Minken, Gielen & Van Gisbergen, 1995). In this 
descriptive system left and right eye positions are conceived of as the result of 
two sequential binocular rotations from a common reference position. The first 
rotation (¿) specifies the conjugate contribution to binocular eye position while 
the second (d) characterizes their vergence state in three dimensions (Fig. 5.1). 
As rotations in 3D do not commute the order of the rotations is relevant. For 
justification and theoretical background we refer to Minken et al. (1995) and 
Minken and Van Gisbergen (1994). When we applied this decomposition of 
left and right eye position into conjugate and vergence contributions to an eye-
movement that was elicited by a target step from far left-down to near right-
above, we obtained the signals shown in Fig. 5.2 for illustrative purposes. 
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Figure 5.1: Idea behind conjugate and 
vergence rotation vectors. 
Every pair of binocular eye positions 
is described as the consequence of two 
consecutive rotations. The first rotation 
(c, common for the two eyes) moves 
binocular gaze from the primary po­
sition to a far peripheral position. The 
second rotation (d, opposite for the two 
eyes) changes binocular fixation from 
this peripheral position to a nearby po­
sition on the midline. The decomposi­
tion of right and left eye position into 
conjugate and vergence rotations pro­
ceeds in the reverse order: vergence 
is computed first as the rotational dif­
ference of left and right eye position. 
Subsequently this vergence signal is 
used (together with left and/or right 
eye position) to compute the conju­
gate signal. Like the widely used de­
scription of eye positions with monocu­
lar rotations rotation vectors (Haustein, 
1989), binocular rotation vectors pro­
vide a formal description which does 
not claim a physiological basis. For fur­
ther explanation and justification we 
refer to Minken et al. (1995). 
Computation of predicted cyclovergence 
Earlier work in three groups (Мок et al., 1992; Van Rijn and Van Den Berg, 1993; 
Minken and Van Gisbergen, 1994) suggest that the relation of torsional vergence 
(Τ, the first component of <£) and horizontal vergence (H, the third component of 
d) with elevation (E, the second component of c) can be fitted by an equation of 
the type: 
^- = a-E + b (5.2) 
η 
There are two reasons for preferring a slightly different equation for our present 
purpose. First, because in our dynamical studies H starts off at a very small 
value, the ratio J may become very large due to noisy variations. Second, 
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Figure 5.2: Decomposition of left and right eye position vectors. 
Illustration of the decomposition of left and right eye position into conjugate and ver­
gence signals. The movement is a downward saccade, accompanied by a change in 
depth (see horizontal vergence, horizontal left and right eye position traces). During the 
vertical saccade there are smaller changes in horizontal conjugate and torsional conju­
gate signals. Torsional vergence and horizontal vergence show a coupling in time. As 
is typically the case, vertical vergence is close to zero. 
Vertical scale: 0 1 ss 10 deg in a pure horizontal, vertical or torsional movement. In right 
eye, left eye and conjugate panels a positive horizontal signal means leftward, a positive 
vertical component denotes downward, while a positive torsional signal designated a 
clockwise rotation (seen from behind the subject). In the vergence component conver­
gence and excyclovergence are positive; vertical vergence is close to zero in general. 
Abbreviations, T: torsional component of the rotation vector; V: vertical component; H: 
honzontal component 
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measurements of absolute torsion (and thus of T) may be corrupted to some 
extent by torsional coil slippage on the eye. Therefore, we used a reformulated 
version of eq. (5.2) which states that changes in Τ (ΔΤ) and in Η (ΔΗ) obey the 
following relation: 
AT = α·(Ε + -)·ΑΗ (5.3) 
a 
This equation has been used to predict the change in torsional vergence from 
its initial value during the peripheral fixation on the far plane, just before the start 
of the vergence movement. This differs from Minken & Van Gisbergen (1994) 
where we took the change relative to the far central LED fixation. The present 
convention led to slightly smaller slope (a) values than in our previous paper 
(Minken & Van Gisbergen, 1994). Slope values (mean and SD) for five subjects 
were 1.77 ± 0.19 in this paper (see Table I) and 2.19 ± 0.23 in the previous paper. 
Model simulations 
In simulations of the velocity interaction model (Fig. 5.1 OB), we used the nonlin­
ear plant model of Mok et al. (1992) which accounts for the non-commutative 
properties of rotations in three dimensions. The angular velocity signals were 
represented by triangular pulses. The precise waveform affects the time course 
of the resulting eye movement, but has no consequence for the torsion behaviour 
during and at the end of the movement which concerns us here. To displace a 
given eye by an equal amount in either a saccadic or a vergence movement, 
the vergence velocity signal had twice the duration (200 msec) of the saccadic 
but the same total area. No attempt was made to include a slide component in 
the signal driving the plant. The direct path from the pulse-generator to the mo­
toneurons had a gain (G) of 0.15 in both the version and the vergence channel. 
5.3 Results 
5.3.1 Dynamic-static comparison 
Pure vergence movements. In an earlier paper (Minken & Van Gisbergen, 1994) 
we investigated how the ratio of the cyclovergence change (ΔΓ) and the hori­
zontal vergence change (AH) depends on elevation (E). In general, this ratio 
( A F ) was not too far from the relationship ^ = 2 · E predicted by the Mok 
et al. (1992) model. Since we compared the components of the overall ver­
gence movement, the description in the previous paper concerned only static 
characteristics. 
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Figure 5.3: Computation of vergence from left and right eye position vectors. 
Left-hand column: predicted (P) and actual (D) torsional position signals (upper panel) 
and horizontal eye position (lower panel) of left and right eye. Note difference in scale 
of upper and lower panels. 
Right-hand column: predicted (P) and actual (D) cyclovergence (upper panel) and 
horizontal vergence (lower panel), derived from the position rotation vectors of the left 
hand panel. Vergence signals were computed with equation (4) in Minken et al. (1995). 
Because of a cross term in this definition, vergence is not simply the algebraic difference 
of right and left eye position. 
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Figure 5.4: Cyclovergence behaviour in pure vergence movements from subject MR 
Left-hand column: predicted (P) and actual (D) cyclovergence at elevations of approx­
imately 20 deg (UP), 0 deg (LEVEL) and -20 deg (DOWN). The actual cyclovergence is 
close to the prediction, see also (Table I). 
Right-hand column: XY-plot of actual cyclovergence against predicted cyclovergence. 
Note that in near upgaze both predicted and actual cyclovergence are negative (incy-
clovergence). In downgaze both signals are positive (excyclovergence). A pure cy­
clo vergence of 10 deg « 0.1 unit on the scale. 
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In order to gain information about the dynamical relationship between torsional 
and horizontal vergence in the course of an ongoing movement, we analyzed 
data from all five subjects during pure vergence movements. Saccades were vir­
tually absent or small in these convergence movements. In the simplest possible 
case that the static characterization applies equally well on a moment-to-moment 
basis in the dynamic situation, it is possible to predict the time course of torsional 
vergence provided horizontal vergence and elevation are known. To test to what 
extent the static description in our earlier paper also holds dynamically, we have 
used the best-fit static parameters to predict the dynamical performance in the 
same session (see Methods for details). As stated before, we define the change 
in torsional (AT) and horizontal vergence ( Δ # ) as the difference between the 
actual position and the far fixation position just before the onset of the refixation 
in depth. 
In Fig. 5.3 we show left and right eye torsional and horizontal position signals 
from an upgaze trial, together with the vergence signals computed from them. 
The prediction of torsional eye position (P) is reasonably close to the data points 
(D). 
The same trial is shown in Fig. 5.4 (upper panel), together with other examples, 
to confront our dynamical torsional vergence data with the static prediction com­
puted on the basis of eq. (5.3). The figure shows the prediction (P) and the 
actual data (D) of a pure vergence movement (subject MF) to a target step in 
depth at various elevations, each plotted against time (left-hand column). The 
prediction fits our dynamical data quite well. A plot of actual against predicted 
data (right-hand column) permits a closer look at the deviations and provides a 
way to evaluate several trials in a single figure. The line with a slope of 1 in these 
figures indicates equality of actual and predicted data. As can be seen, rather 
subtle differences in the time records show up very clearly in the comparison on 
the right-hand side. The direct comparison of the dynamical cyclovergence data 
from a number of different trials with the static prediction in our four remaining 
subjects (Fig. 5.5) shows that data and prediction are closely correlated but not 
precisely equal. In nearly all subjects the prediction of cyclovergence is leading 
the actual cyclovergence. This phenomenon is expressed in the upward and 
downward curving trajectories. That the actual data are nevertheless very close 
to the prediction, can be concluded from the large Ä2 values (see Table I) and 
the fact that the slope through the data points is close to 1 in all cases. To find 
this best-fit line (not shown in Fig. 5.5) we fitted the equation 
D = a-P + ß (5.4) 
to the data. Herein, D represents the data; Ρ is the prediction based on the 
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Figure 5.5: Comparison of actual and predicted cyclovergence in four subjects. 
Data form pure vergence movements at five elevations using the format of Fig. 5.4 (right-
hand column). In all subject the fits are rather good. Generally, the dynamic slopes are 
smaller than the static slopes. In subject TD the situation is just opposite in up vision. 
The fit values are listed in Table I. 
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Table I Static and dynamic fits to pure vergence data in five subjects. 
subject 
MF 
EA 
AM 
TD 
BW 
Static 
slope 
1.63 
2.09 
1.76 
1.73 
1.64 
R2 
0.997 
0.998 
0.999 
0.988 
0.997 
Dynamic 
slope 
1.53 
1.89 
1.65 
1.65 
1.50 
R2 
0.990 
0.985 
0.994 
0.967 
0.992 
Prediction parameters were found by applying eq. (5.3) as explained in Methods. The 
slope values computed in the static case were used to predict dynamic data from the 
same subject throughout this paper, except in Fig. 5.6. The dynamic slope was found 
by multiplying the static slope a of eq. 5.3 with the a of eq. 5.4. Changes in cyclover-
gence and horizontal vergence were computed with respect to the fixation just before 
movement-onset. These data show that in the course of the movement, pure vergence 
movements obey the static relation among cyclovergence, horizontal vergence and ele­
vation, but with a slightly smaller slope. 
Definitions, Static: fit based on end-point fixations in 18 trials. Dynamic: fit between 
onset and offset of the pure vergence movement. 
static slope and offset found in eq. 5.3 for the same subject, a is the slope and 
β is an offset. A slope (a) of 1 and an offset (β) of zero means that the static 
data could predict the dynamic values perfectly. In all subjects we found that 
β was not significantly different from zero . We found a < 1 in all cases. This 
means that the cyclovergence signal is somewhat smaller during the movement 
than would be expected from the static fit based on the difference between the 
endpoint and onset fixations. In other words, the prediction would have been 
better if slope a in eq. (5.3) had been slightly smaller. The a slope value that 
would have been optimal, termed dynamic slope, was computed by multiplying 
the static a value by a and is shown in Table I. 
Saccade-vergence movements. In combined direction-depth target steps the 
situation is more complicated than in the pure vergence case. When we analyzed 
the data in the same way as the pure vergence movements, we noticed that 
during the saccadic part of the combined movement the actual cyclovergence 
and the predicted cylovergence did not match as well as in the pure vergence 
movements. We present these data in Table II which shows the goodness of 
fit (Д2) obtained by applying eq. (5.3). Although the R2 values for the entire 
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movements (fast+slow) are not as high as in the pure vergence movements 
(see Table I), the model clearly has predictive value, particularly in subjects MF 
and TD. To test whether this decrease in R2 values may be due to the presence 
of saccades, we made a similar analysis for two subsets of the data indicated 
by fast and slow in Table II (see legend). Clearly the goodness of fit for the data 
subset containing only saccades (fast) is consistently lower than what we found 
for the the post-saccadic movement (slow). The fit in the post-saccadic slow 
movement is almost as good as in the pure vergence movement (cf. Table I). In 
the discussion we will review possible reasons why the fit for saccadic data was 
less good than for pure vergence movements. 
Table II Fits in combined movements. 
subject 
MF 
EA 
AM 
TD 
fast+slow 
slope 
1.76 
1.58 
1.61 
1.63 
R' 
0.915 
0.545 
0.566 
0.767 
fast 
slope 
1.75 
0.78 
2.31 
1.35 
R¿ 
0.712 
0.080 
0.382 
0.302 
slow 
slope 
1.55 
2.17 
1.59 
1.47 
Ä a 
0.983 
0.953 
0.976 
0.901 
The overall fits (fast+slow) were generally not as good as in the pure vergence case 
(see Table I). The vergence movement after saccade offset (slow) behaved quite like pure 
vergence, resulting in a good fit of data and prediction. In the fast part (saccades) the 
fits were poor, except in subject MR 
Definitions, fast+slow: fit between movement onset and vergence offset (N, the number 
of data points, ranged from 3744 to 5847, mean 5124); fast: fit between saccade onset 
and saccade offset (N ranged from 966 to 1347, mean 1159); slow: fit between saccade 
offset and vergence offset (N ranged from 2621 to 4892, mean 3961). 
Binocular Ponders' law. Previous studies of binocular eye movements show that 
Listing's law is violated in near vision (Mok et al., 1992; Van Rijn & Van den Berg, 
1993; Minken & Van Gisbergen, 1994). Models proposed by Mok et al. (1992) 
and Van Rijn & Van den Berg (1993) imply that instead a binocular version 
of Donders' law is maintained. Validity of this principle would mean that the 
3D position of the two eyes for a given fixation point in near vision is identical 
irrespective of the precise way in which it was reached. To investigate this 
we asked subject AM to refixate a target along three different trajectories, all 
starting from the far central LED. The final target was a nearby LED, again in 
the midsagittal plane, in either up or near vision. In the first type of trial (A) the 
final target was reached by first making a far vertical saccade followed by a pure 
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Figure 5.6: Cyclovergence in various movement sequences (subject AM). 
A: Saccade in far vision followed by a pure vergence movement. Dynamic fit values: 
slope = 2.05; R2 = 0.987 
B: Pure vergence at level followed by a saccade in near vision. Dynamic fit values: slope 
= 2.35; R2 = 0.965 
C: Combined direction-depth movement. Dynamic fit values: slope = 2.36; R? = 0.988 
D: Pooled data. Dynamic fit values: slope = 2.18; R2 = 0.968. The values of this fit were 
used to predict responses in experiments А, В and C. 
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convergence movement. The second trajectory (B) relied on a pure convergence 
movement at level followed by a vertical saccade. Finally, in the third type of 
trial (C), we elicited combined saccade-vergence movements directly from the 
far central LED to each of the two nearby targets. 
In Fig. 5.6A.B.C we show the results for these three different situations, together 
with the pooled data (D). We used the static fit derived from the pooled data as 
the predictor for the response in each of these various trials. Since the prediction 
is reasonably in line with the results from the various trials, these tests show that 
the torsional state of the eyes is the same irrespective of the precise binocular 
trajectory to the same fixation point. Therefore, we assume that the binocular 
control of eye movements implements Donders' law. 
The results in Fig. 5.6, indicating that the static predictions may be quite good 
even when saccades are present in the refixation to a nearby target, seem in 
conflict with the regression data shown in Table II. In part, this may reflect the 
fact that in the Donders' test only midsagittal eye movements were elicited, 
while in the saccade-vergence data of Table II the whole target range was used. 
When we analyzed the data yielding the Table II results from the same subject 
(AM) on a trial by trial basis, we noticed that in 10 out of 18 trials the goodness 
of fit (Л2) was above 0.7 while the dynamic slope was between 0.5 to 2.0 
times the static slope. So in individual trials the relation of cyclovergence and 
horizontal vergence may be close to that found in pure vergence, also in these 
experiments. In the discussion we will come back to the possible factors that 
caused the variability in R2 values in our combined data. 
5.3.2 Saccade-vergence latency coupling 
The model proposed by Zee et al. (1992) suggests the possibility that the 
initiation of saccadic and vergence contributions in combined direction-depth 
movements may be controlled by a common mechanism (the pause neurons). 
To test this hypothesis, we looked at the latencies of saccadic and vergence 
components in the combined movements. In both cases we applied a velocity-
acceleration criterion for the detection of movement onset and movement offset. 
This automatic procedure failed quite often in the detection of vergence move­
ment onset, so visual inspection was necessary. To see whether indeed the two 
contributions to the binocular gaze shift had similar timing, we plotted the la­
tency of the version component against the latency of the version component in 
Fig. 5.3.2 where we show the pooled data from all subjects. It is clear from these 
data that vergence and version components in a combined task are strongly cou­
pled. The same strong relation holds in each of the four tested subjects (see 
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Table III). 
Figure 5.7: Coupled sac-
cadic and vergence latencies 
in combined movements. 
This figure shows the cou-
pling in latency for the 
pooled data from four sub-
jects. The linear regression 
fit (not shown) has a slope of 
1.02 ± 0.02, an offset of -3.2 ± 
9.2 and a goodness of fit of R2 
= 0.967. TheÄ2-valuesforthe 
individual subjects are given 
in Table III. 
Î00 150 200 250 300 350 400 
vergence latency (msec) 
5.3.3 Vergence angular velocity 
For reasons which will be explained in detail below (see Discussion) the ori-
entation of the angular velocity axes in pure vergence movements is of direct 
importance for understanding how cyclovergence is controlled dynamically. We 
show representative angular velocity data (Fig. 5.8) at various elevations by plot-
ting horizontal and torsional angular vergence velocity against each other. The 
left-hand panels depict data from pure vergence movements while the right-hand 
panels show similar plots of vergence movements with a horizontal conjugate 
component at the same elevations. One question to be considered is whether 
pure vergence movements are single axis rotations just like saccades (Tweed & 
Vilis, 1990b). If that appears the case, the amount of tilt of the angular velocity 
axis in these movements is of importance. Tweed & Vilis (1987) showed that 
saccades are single rotations that have half-angle tilts which ensures that List-
ing's law is obeyed during the movement. As can be seen in Fig. 5.8, left-hand 
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Table I I I Latencies of saccades and vergence movements. 
subject 
MF 
EA 
AM 
TD 
Pure 
verg 
161 ± 18 
155 ± 15 
193 ± 2 6 
193 ± 4 2 
sacc 
195 ± 3 5 
167 ± 17 
227 ± 25 
204 ± 43 
Combined 
verg 
179 ±25 
189 ± 19 
268 ± 38 
191 ± 38 
sacc 
182 ± 2 6 
188 ± 17 
272 ± 41 
192 ±36 
R¿ 
0.851 
0.934 
0.929 
0.967 
In combined movements the latencies of saccadic and vergence components are strongly 
coupled yielding high R2 values in each subject. Pooled data are shown in Fig. 5.6. 
Note that pure saccade and pure vergence latencies are shorter than in the combined 
movements in subject EA and especially in subject AM. 
Definitions, pure: latencies in pure saccadic or pure vergence movements; combined: 
latencies in combined movements. Saccadic latencies were detected in the conjugate (c) 
signal, vergence latencies in the disjunctive (d) signal. 
column, the situation in vergence movements is different. Although horizontal 
and torsional angular velocity are scaled versions of each other in first approx-
imation, showing that the movement has a fixed axis of rotation, the tilt of the 
angular velocity axis clearly exceeds the half-angle tilt of saccades and is closer 
to full-angle tilt. Noticing that the torsional vergence in our data resembles the 
Mok et al. (1992) data, this is what can be predicted on theoretical grounds 
(see Appendix). The tilt in the pure vergence data will be an important point 
in modeling the control of binocular eye movements in three dimensions (see 
Discussion). 
Another point of interest is whether the saccadic facilitation of horizontal ver-
gence, which can be seen during saccades, is also visible in torsional vergence. 
When the peak velocity values in the left- and right-hand parts of Fig. 5.8 are 
compared, the saccadic facilitation of horizontal vergence in the right hand pan-
els is clearly visible. If the right-hand panels would simply be expanded versions 
of the pure vergence movements (left-hand panels) one would conclude that 
both horizontal and torsional vergence show facilitation. This situation would 
occur if intra-saccadic vergence would be a single axis rotation with the same tilt 
as in pure vergence but executed at higher velocity. The actual data (Fig. 5.8) 
show several deviations from this idealized picture. First, the trajectory is clearly 
not single axis. This was found in all four subjects. Second, at peak velocity the 
tilt generally is less than full-angle. However, in the initial part of the movement 
the instantaneous tilt is often larger than in the slow movements, resulting in a 
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Figure 5.8: Angular velocity signals. 
XY-plots of horizontal against torsional angular velocity components expressed in radi­
ans per second. Arrows denote direction in which time is running. Oblique lines denote 
full-angle tilt in a single-axis rotation. 
Left-hand column: Angular velocity in pure vergence at three elevation levels, showing 
that these movements are close to single-axis rotations. 
Right-hand column: Combined movements at three elevations. Note that elevations 
differ from those in the left-hand panels. The horizontal velocity component is clearly 
larger than in pure vergence, indicating saccadic facilitation of vergence. As these rota­
tions are not single axis, it is hard to judge whether torsional vergence is also facilitated. 
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fast build-up of torsion. In other trials the torsional component is smaller than 
expected by full-angle tilt throughout the trial, leading to less torsion than in pure 
vergence. Therefore, since the instantaneous ratio of torsional and horizontal 
vergence velocity can be below or above the ratio that is predicted out of the 
static data (see above), the question of whether saccadic facilitation occurs also 
for torsion cannot be decided conclusively. The individual trial analysis (see 
above) indicates, however, that saccadic facilitation of torsional vergence in the 
combined version-vergence movements may occur. 
5.4 Discussion 
5.4.1 Dynamic implementation of cyclovergence 
Earlier studies have already shown that the degree of cyclovergence in near 
fixations is determined by two parameters: horizontal vergence and elevation. 
There is general agreement that this dependence on both parameters is linear 
in the static situation. One of the questions addressed in this paper is: If the 
binocular fixation point moves from one locus to the next, will the amount of 
cyclovergence in transit match the local static fixation value? 
Pure vergence movements. The comparison of the dynamic and static behaviour 
of cyclovergence in pure vergence movements suggests that cyclovergence is 
controlled by a moment-to-moment implementation of static control rules. The 
almost straight-line relationship of predicted and actual cyclovergence in pure 
vergence movements (see Fig. 5.5) indicates that cyclovergence and horizontal 
vergence are controlled by a single system that is modulated by elevation. Our 
analysis of angular velocity data (Fig. 5.8), showing that these rotations are sin-
gle axis, is compatible with this notion. Mok et al. (1992) showed already that 
the elevation dependence holds during a vertical near-vision saccade. 
Control of cyclovergence in combined version-vergence movements. When we 
analyzed data from combined depth-direction refixations, the picture was differ-
ent. In this case, the assertion that dynamic control follows rules derived from 
static situations could not be demonstrated on the basis of our recordings. We 
cannot determine to what extent this reflects the failure of the cyclovergence 
control system to keep up with parameter changes occurring at saccadic speed 
or to other factors, such as technical problems of accurately recording binocular 
eye movements in 3D, especially during saccades. Yet, a few remarks can be 
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made. If the two Listing's planes are not precisely parallel, saccades in far vision 
(vergence zero) may cause the appearance of a cyclovergence component in 
the reconstructed vergence signal although the vergence control system may 
be completely inactive. Apart from this, it is quite probable that phenomena 
with a presumed peripheral origin, like saccadic transient divergence, may have 
corrupted our predictions. In such a case, eq. (5.3) predicts an accompanying 
change in cyclovergence which is not present in the data because the transient 
divergence is probably just a mechanical detail, rather than a reflection of the 
real time course of the vergence control signal (see Zee et al., 1992). By fitting 
the appropiate parameters in the Zee et al. (1992) model, it may be possible 
to isolate the transient divergence component. We have made no attempt in 
this direction by lack of conjugate saccades matched in direction and size. Coil 
slippage in the torsional direction during the fast movement or between the cal-
ibration experiment and the vergence experiment may also create artifacts. 
Coupled vergence and saccade latencies. Latencies differed strongly among sub-
jects and showed considerable variability from trial to trial, but we noticed a strong 
coupling of the onset of vergence and saccadic movements in combined depth 
direction refixations. This finding strongly supports the notion of a common initi-
ation system. In the case of the saccadic system, it is generally acknowledged 
that omnidirectional pause neurons in the brainstem play an important role in 
the initiation of the movement. If these cells also affect the vergence system 
(Zee et al., 1992), our finding of correlated onset latencies in the saccadic and 
vergence systems would be expected. In two out of four subjects we saw an 
increase in latency when version and vergence movements had to be combined. 
Findlay & Harris (1993) earlier showed that the requirement of a depth change 
may influence the latency of an eye movement. They found a linear increase in 
latency when the vergence part of the movement was enlarged. Our instruction 
did not emphasize timing aspects and this may have contributed to the different 
results among subjects. We did not instruct subjects to be fast, but merely to 
refixate the targets as precisely as possible. 
Full-angle tilt of vergence angular velocity. With the theory of Tweed & Vilis (1987) 
in mind, we wondered how the implementation of cyclovergence during a pure 
vergence movement may be related to the control of tilting of the angular velocity 
axis. A saccadic eye movement can be described quite well as a rotation about 
a fixed axis that has a well defined orientation dependent on eye eccentricity. 
Tweed & Vilis (1987; 1990b) showed that, if the movement is to satisfy Listing's 
law, this axis should be tilted by half the angle between Listing's plane and the 
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normal to the the plane of regard, defined by begin and end points of the move-
ment and the centre of the eye (see also Haustein, 1989). By contrast, in our 
pure vergence data the tilt of the vergence angular velocity axis is nearly twice as 
large and comes close to full-angle tilt (see Fig. 5.8). In other words, the angular 
velocity axis of the vergence contribution ¡s perpendicular to the plane of regard 
whereas the version angular velocity signal is tilted with half the eccentricity of 
the movement (see Fig. 5.9). This finding implies that a pure vergence move-
ment can be described as the shortest path (great circle movement) in space 
coordinates. Saccadic movements can be seen as shortest path movements in 
a rotation vector space (Hepp, 1990). Although the moment-to-moment posi-
tion data fully determine the angular velocity axis (see Appendix) we think it is 
useful to discuss the angular velocity aspect of the data since these theoretical 
implications would otherwise remain rather implicit. To illustrate these concepts 
schematically, Fig. 5.9 visualizes the tilt of the angular velocity axis in pure ver-
gence movements (Fig. 5.9A) and in pure saccadic movements (Fig. 5.9B). In 
both these movements the displacement of the line of sight in the eye under 
consideration is identical but the final position of the eye in 3D is different. In the 
case of a horizontal saccade in upgaze to a far away target, eye position exhibits 
no torsion. When the eye under consideration makes the same refixation under 
vergence control, it rotates about a different axis (full-angle tilt) which inevitably 
causes torsion depending on horizontal vergence and elevation. So while the 
line of sight is changed in the same way, the torsional state of the eye now 
depends on the position of the other eye. 
Why full-angle tilt? For the sake of insight, it is interesting to consider briefly two 
alternative options for the control of vergence movements. What, for instance, 
would happen when the angular velocity axis in pure vergence would tilt with 
half the eccentricity just as in the saccadic system? In that case, Listing's law 
would also be valid in near vision, at least during a pure vergence movement. 
When the angular velocity axis would not be tilted at all, pure horizontal vergence 
would introduce torsion with a realistic amount of cyclovergence, but with a sign 
opposite to that of our data. Another consequence when the tilt is not full-angle is 
that the lines of sight of the two eyes do not intersect in near vision. Intersection 
of the lines of sight is an obvious requirement for binocular vision (Van Rijn & Van 
den Berg, 1993) and can be implemented if the vergence system has full-angle 
tilt (Minken et al., 1995). 
Since we actually see full-angle tilt, the question arises whether this mechanism 
for controlling vergence may have further advantages which are not available 
to the alternative control strategies. In this context, the results obtained by Mok 
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Figure 5.9: Tilt in vergence, saccadic and combined movements. 
A: The right eye rotates about the ω
υ
 axis in a pure convergence movement with a full-
angle tilt. So that the vergence velocity axis is perpendicular to the direction of gaze 
(plane of regard). 
В : In the saccadic case the tilt is halfway between Listing's plane and the plane orthogonal 
to the direction of gaze (dashed line). When the total displacement of the line of sight in 
the vergence and saccadic movement is the same, the amount of torsional change will 
nevertheless be different. 
C: Combination of vergence and saccadic angular velocity command signals as proposed 
in our model (Fig. 5.10B). The left and right eye angular velocity vectors are the difference 
and the sum, respectively, of the saccadic and vergence angular velocities. 
et al. (1992) seem relevant. They found that the tilt of the angular velocity axis 
during saccades is similar in the two eyes even in near vision. This supports the 
idea of a single conjugate controller for the saccadic system and argues against 
independent control of the movements in both eyes. The torsional vergence 
resulting from a near conjugate saccade can be understood qualitatively as 
follows. In a far-vision saccade, the proper amount of tilting, which depends upon 
eccentricity, is equal for the two eyes and ensures the implementation of Listing's 
law (Tweed & Vilis, 1990b). When the eyes are converged, a single saccadic 
controller cannot generate the appropriate tilt for Listing's law in each eye. The 
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actual tilt, seen ¡η the Mok et al. (1992) data, is a compromise between the 
different amounts of tilt required for the implementation of Listing's law in either 
eye. In the latter case, the eyes develop torsion in opposite directions as the tilt 
is too large for the left eye and too small for the right eye by equal amounts. The 
amount of torsion during a vertical saccade in near vision gradually increases 
during the movement, implying that the same relationship is valid both statically 
and dynamically (Mok et al., 1992). 
In this paper, we showed that pure vergence movements can be described 
as single axis rotations in good approximation so that the amount of torsion 
increases linearly with horizontal vergence. Since the vergence angular velocity 
axis has full angle tilt with respect to elevation, a pure vergence movement will 
generate the same amount of cyclovergence as found by Mok et al. (1992) at the 
end of a vertical saccade in near vision which implies that a binocular version of 
Donders' law will hold. In view of our results in a previous paper (Minken & Van 
Gisbergen, 1994) which match the Mok et al. (1992) data reasonably well, and 
the more direct demonstration by example in Fig. 5.6, the idea of a binocular 
Donders' law seems reasonable. A feature of this particular control is that it 
prevents the eyes from accumulating torsion in repetitive movements. 
5.4.2 Modeling 3D control of binocular eye movements 
Position interaction. Mok et al. (1992) have proposed a scheme showing how 
the amount of torsion found in near vision may result from a nonlinear interaction 
at the level of position signals. In their model, the proposed nonlinear interac­
tion between the position signals of the vergence and version system generates 
opposite torsion holding signals in the two eyes. In the next section we will 
discuss the alternative possibility that the interaction occurs more upstream, at 
the level of the pulse generators that supposedly control these systems (Mays 
et al., 1986; Zee et al., 1992). As a way of introducing the velocity interaction 
model, we will first propose (see Fig. 5.1 OA) how the basic idea behind the Mok 
et al. (1992) model can be extended to include the saccadic and vergence pulse 
generators proposed by Zee et al. (1992). In what follows, we will denote this 
scheme as the position-interaction model. Mok et al. (1992) did not discuss 
the velocity signals explicitly, but their inclusion in the extended scheme seems 
reasonable since burst cells encoding either saccadic or vergence velocity have 
been found in monkey (Mays et al., 1986). The saccadic velocity signal in the 
model has half-angle tilt and is processed further by the nonlinear 3D neural in­
tegrator proposed by Tweed & Vilis (1987). The nonlinear 3D version integrator, 
although not shown explicitly in their scheme, is required in the Mok et al. (1992) 
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model to yield its saccadic position signal (q). The vergence velocity signal in the 
position-interaction model is purely horizontal and yields the vergence position 
signal in the Mok et al. (1992) model, which is also horizontal, by simple inte-
gration. In the case of a pure vergence movement, the purely horizontal velocity 
signal in this arrangement would lead to a displacement that is slightly faster 
horizontally than torsionally, as the pulse speeds up the horizontal component 
but not the torsional component. 
The position-interaction model (Fig. 5.1 OA) reflects the commonly held notion 
that the vergence and the conjugate system have separate integrators (see Zee 
et al., 1992; Mok et al., 1992). It should be noted that Mok et al. (1992) placed 
the interaction between the saccadic and vergence control systems behind these 
integrators. The data of Mok et al. (1992) showed that the saccadic angular 
velocity axes of the two eyes are similar even in near vision. This result indicates 
that the interaction of the saccadic and vergence control signals must occur after 
the saccadic pulse generator, but not necessarily after the neural integrator. In 
the following section, we discuss an alternative scheme which puts the interac-
tion at the level of velocity signals and, as a consequence, abandons the notion 
of separate integrators. 
Velocity interaction. In this section we first concentrate on the basic rationale 
of the velocity-interaction model and postpone the discussion of its possible 
physiological basis (see Neurophysiological aspects). As in the position in-
teraction model, we assume that the control of binocular eye movements is 
implemented by a conjugate and a vergence system, each generating its own 
velocity command signal. The pulse generators of the version and vergence 
system (Fig. 5.1 OB) are relatively independent, but share the inhibition by the 
omnidirectional pause neurons, as proposed by Zee et al. (1992). Whether, and 
how, these pulse generators are controlled by internal feedback will not con-
cern us here. The saccadic pulse generator is assumed to be two-dimensional 
while the vergence pulse generator is purely horizontal. In this arrangement the 
version pulse generator generates the pulse that displaces the cyclopean line 
of sight, thereby specifying the directional displacement of the bifoveal fixation 
point. The vergence pulse generator only specifies the desired change in ver-
gence angle in oculocentric coordinates. As has been pointed out elsewhere 
for the case of the saccadic system (Tweed & Vilis, 1987), however, a simple 
displacement-coding pulse will not yield realistic 3D eye positions. The same 
holds for the simple vergence pulse. 
To solve this problem for the saccadic system, we adopted the Tweed & Vilis 
(1987) proposal for the implementation of 3D properties of eye movements in far 
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Figure 5.10: Models for binocular coordination in three dimensions. 
A. Position-interaction model. This scheme is an extension of the Mok-model featuring 
saccadic and vergence pulse generators. Position signals, obtained by integration, have 
nonlinear interaction at junction Π to account for the torsion behaviour in near vision. 
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В. Velocity-interaction model. In this scheme, velocity pulses of the saccadic (2D) and 
vergence (ID) system are tilted to match the 3D properties of saccades and pure vergence 
movements. To implement the tilting in the version channel, this system requires 
information about the eccentricity of the cyclopean eye (not shown) but this process is 
thought to be independent of the state of the vergence system. Tilting in the vergence 
channel requires information about the elevation of gaze from the version channel (not 
shown). This means that the operation of the vergence system depends on the state of 
the version channel in contrast to the more independent version system. Notice also 
that the tilt rules in saccades and vergence are different (see Figs. 5.9A, B). In this model 
the tilted angular velocity signals of the systems are added and fed into the 3D neural 
integrator. The 3D integrator takes care of the implementation of torsion in near vision. 
The full-angle tilt with respect to elevation guarantees that the lines of sight intersect at 
all times. Because saccadic facilitation of vergence is thought to occur at the level of the 
vergence pulse generator (Zee et a l , 1992) our scheme implies that torsional vergence is 
also facilitated as the tilt of the angular velocity is behind this pulse generator. 
In our scheme positive interactions are denoted by filled arrows, negative interactions 
by open arrows. The saccadic signals interact positively, but the vergence signals are 
positive for the right eye and negative for the left eye. Both models incorporate the 
ideas of Zee et al. (1992) about the temporal coordination of vergence and saccadic 
components. 
vision. Accordingly, the saccadic pulse needs to be transformed into an angular 
velocity signal that is tilted by a half-angle rule (see Fig. 5.9B). Just like in the 
position interaction model, this saccadic angular velocity is then fed into a 3D 
neural integrator that can deal with the non-commutative properties of rotations in 
three dimensions. Thus, our model incorporates the three-dimensional saccadic 
controller of Tweed & Vilis (1987) together with their three-dimensional nonlinear 
integrator. Although this concept has been challenged (Schnabolk & Raphan, 
1994), a recent test of different models indicates that it is quite satisfactory for the 
description of three-dimensional phenomena (Tweed, Misslisch & Fetter, 1994). 
For the vergence system we used a similar control scheme, except that we 
now assume full-angle tilt (see Fig. 5.9A). Although the tilt in the present data 
was generally smaller (see Results), assuming full-angle tilt keeps the model 
simpler (see below). The key feature of the velocity-interaction model is that the 
nonlinear position interaction in the Мок et al. (1992) model is no longer needed 
if the summed angular velocity signals of version and vergence are processed 
by the nonlinear 3D integrator formerly assigned exclusively to the saccadic 
system. Accordingly, the velocity interaction model proposes linear addition of 
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the angular velocity vectors before or at at the level of the shared nonlinear 
integrators. To be more precise, the arrangement we are proposing entails that 
the right eye is controlled by the vector sum of these two inputs while the left eye 
is driven by the difference velocity vector (Fig. 5.9C). If the neural integrator is 
to function properly, it should produce a 3D holding signal that keeps each eye 
in its new position, once the binocular refixation has been executed. It appears 
that the Tweed & Vilis (1987) integrator, fed with the sum or difference angular 
velocity signal, introduces nearly the same torsion as predicted by the Mok et 
al. (1992) model. Adjustment of the amount of tilt, not only affects the amount 
of torsion at the output of the Tweed & Vilis (1987) integrator, but is also directly 
relevant for binocular fixation. As we noticed in an earlier paper (Minken et 
al., 1995), full-angle tilt of the angular velocity axis (without vertical vergence) 
ensures intersection of the lines of sight in a pure vergence movement. 
To test our model, we performed the simulation described in the Mok et al. (1992) 
paper (for details see Methods). In near vision (vergence 30 deg) a saccade is 
made from level (primary position) to 30 deg upward or downward. Apart from 
minor differences, overall we obtained the same results as Mok et al. (1992). 
Another simulation concerned a pure vergence movement of 30 deg at 30 deg 
elevation. This movement yielded the same torsion as occurred at the end of 
the nearby saccade. The most critical test was a combined version-vergence 
movement. Also in this case we found that the model implemented a binocular 
version of Donders' law (even dynamically), just as our data suggest (Fig. 5.6). 
We also varied the precise timing of onset of version and vergence with respect 
to each other, but this made no difference. Tweed (in preparation) has pointed 
out that the Mok et al. (1992) model cannot guarantee binocular fixation in 
eccentric positions. We have ascertained that our model does not have this 
problem (by comparing the elevation in Helmholtz-coordinates, for definition see 
Minken et al., 1995), but this requires that the vergence angular velocity signal 
has full-angle tilt. 
Neurophysiological aspects. The major motivation behind our model (Fig. 5.10B) 
was to explore whether it would be possible to extend the Zee et al. (1992) 
model by incorporating the ideas of Tweed & Vilis (1987) such that the system 
can implement the 3D properties of eye movements in far and near vision. 
The saccadic pulse generator in the model is thought to code initially a 2D 
velocity signal that is later transformed into the 3D angular velocity signal. This 
is compatible with the finding of Van Opstal, Hepp, Hess, Straumann & Henn 
(1991 ) who showed that the superior colliculus, which may embody this primitive 
pulse generator, is two- rather than three-dimensional. Vergence burst cells 
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found in the midbrain (Mays et al., 1986) may be responsible for the vergence 
velocity signal in our model. 
In Fig. 5.1 OB we show left and right eye angular velocity signals, although the 
existence of burst cells dedicated to either left or right eye has not been demon­
strated conclusively (Mays & Gamlin, 1994). Alternatively, the combination of 
version and vergence velocity may occur at the synapses of the neural integrator, 
in which case the signals шц and ωι would not be carried by distinct neurons. 
The neural integrators of the version and vergence system are generally thought 
to be separate but this belief has no firm experimental basis. To test this notion of 
dedicated integrators, it would be necessary to record from an integrator neuron 
while varying the position of each eye by using a variety of fixation points in 
both far and near space. When McConville, Tomlinson, King, Paige & Na (1994) 
tested this the monkey, they found that these cells carry a uni-ocular position 
signal. This finding suggested to them the possibility of shared neural integrators 
which notion is a key feature of our model. We are aware that our model does 
not account explicitly for the many connections that would be required to link our 
integrators to agonist and antagonist eye muscles. McConville et al. (1994) have 
called attention to the fact that these connections may cause bilateral deficits 
after a uni-lateral integrator lesion. 
5.4.3 Concluding remarks 
In this paper we showed that the dynamic control of cyclovergence during pure 
vergence movements can be predicted by the static relationships. The imple­
mentation of cyclovergence can be described as a rotation about a single axis 
that is tilted by full-angle, which deviates strongly from the half-angle tilt of the 
saccadic system. 
A model featuring linear addition of vergence and version velocity signals fed 
into a nonlinear 3D neural integrator can account for the torsion behaviour of the 
eyes in both far and near vision. This model implements a binocular version of 
Donders' law which ensures that there is no accumulation of torsion. 
122 Section 5.5 
5.5 Appendix 
In this Appendix, we show that the full-angle tilt of vergence angular velocity 
should be expected when the static relation of torsional vergence with elevation 
and horizontal vergence (Mok et al., 1992) holds also during a pure vergence 
movement. Angular velocity of the eye, ω, and track velocity, v, which is tangen­
tial to the eye position trajectory, f, are related as follows (Hepp, 1990): 
ω « 2(v + f x v) (Al) 
Mok et al. (1992) showed how eye position in near vision can be described by a 
nonlinear product of conjugate (c) and vergence (d) control signals. Eye position 
f a n d track velocity ν of the right eye are given by: 
c2d3 
C2 
V с з + d3 J 
(A2) 
In the velocity signal we defined c2 and c3 to zero because we are considering 
a pure vergence movement. Combining eq. (A1), eq. (A2) leads to the angular 
velocity in pure vergence movements. 
c2d3 + c2d3 - 0 ^ 
ώ « 2 | 0 + (c3 + d3)c2d3 - c2d3d3 
<¿3 + 0 - c2c2d3 / 
= 2 
2c2d3 \ 
c3c2d3 
¿з(1 - C22) / 
(A3) 
The tilt of the angular velocity axis in pure vergence can be computed by simply 
taking the ratio of the first and third component of the angular velocity axis in 
eq. (A3). The second conjugate position component c2 can be approximated by 
tan(f ) (E: elevation) and this leads to the tilt that can be expressed by: 
^ 1 
tilt = — = 
2c2d3 2c2 2tan(f) 
W3 ~ (1 - c22)¿3 " (1 - c22) " ( l - t a n 2 ( f ) ) 
= tan(£7) (A4) 
So in pure vergence the angular velocity axis is characterized by full-angle tilt in 
good approximation, if the Мок et al. (1992) relation of torsional vergence with 
horizontal vergence and elevation holds in these movements. 
Chapter 6 
Summary and conclusion 
6.1 General summary 
In this thesis we investigated how cyclotorsion is implemented by the saccadic 
and vergence system in isolation and in combined movements. In the general 
introduction (chapter 1) we discussed basic principles that underlie our study 
of eye movements in 3D. We outlined problems like the redundancy of the eye 
movement system in certain tasks and the non-commutation property of rotations 
in 3D that are challenges the oculomotor system has to face as it operates in 3D. 
Against this background, we have approached the problem of how the eyes are 
controlled in 3D during refixations in direction and depth. This was done, relying 
both on behaviourial studies in human subjects and modelling. The results have 
been described in chapters 2-5, where we analysed the saccadic and vergence 
oculomotor system and their combination. The results from this work will be 
summarized in the next four sections. 
Listing's law holds during strongly curved saccades (Chapter 2) 
Earlier recordings of eye position in three dimensions (3D) have revealed that 
Listing's law is obeyed in reasonable approximation, both statically and dynami-
cally. This implies that all eye positions are confined to a plane (Listing's plane) 
when using a rotation vector or quaternion representation. As was already 
stated by Helmholtz (Helmholtz, 1867) and as recently stressed by Tweed and 
Vilis (1987) the orientation of the angular velocity axis is crucial in order to pre-
serve the law. For a single-axis rotation, the eye's angular velocity axis has 
to tilt out of Listing's plane, otherwise the law cannot be preserved in eccentric 
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saccades. Experimental work has confirmed that normal visually-guided sac-
cades resemble single-axis rotations whose angular velocity axis tilts by the right 
amount. 
We investigated how well the saccadic system implements Listing's law when 
the trajectory of the eyes is more complicated, like in a non-single-axis rotation, 
where the angular velocity vector depends on instantaneous eye position. Eye-
position was measured in 3D using the magnetic scleral search coil method in 
five subjects. Non single-axis rotations of the eye were evoked with a double-
step paradigm. 
We found that Listing's law is obeyed equally well during fixations, single-axis 
saccades and in non single-axis saccades. Some deviations from the law were 
found in both curved and single-axis eye-movements but we demonstrate that 
the net torsional component of eye position of these saccades is negligible com-
pared to what would be expected if the angular velocity axis would not tilt at 
all. In addition, analysis of the angular velocity signals in the curved movements 
showed strong similarity to the computed signal required for implementing List-
ing's law. Our results show that the observed deviations from Listing's law reflect 
only minor failures in the mechanism underlying its dynamic implementation. 
We conclude that single-axis rotations are not a necessary condition for the 
implementation of Listing's law in saccades. Our results are compatible with 
the notion that the implementation of Listing's law relies upon internal feedback 
(Tweed and Vilis, 1987). Various suggestions on how models can be reconciled 
with recent data on the 3D control of saccades are discussed. 
Hering's equal innervation law extended to 3D (Chapter 3) 
In the context of Hering's equal innervation law, this paper discusses the problem 
of how the three dimensional positions of the two eyes, each expressed by a 
rotation vector, can be separated into contributions of the version and vergence 
system. As proposed by Van Rijn and Van den Berg (1993), this can be done 
by taking the sum and difference of the position rotation vectors of each eye. In 
our alternative procedure the vergence signal is defined as the rotation which 
transforms the left eye position into the right eye position and the version signal 
is the common factor in both eye positions that remains after removing the 
vergence signal. The version and vergence contributions, defined in this way, 
can be interpreted straightforwardly as rotations. 
When Van Rijn and Van den Berg applied their definitions to their own data, 
they obtained the interesting result that the reconstructed version and vergence 
contributions were effectively limited to two dimensions. The version signal was 
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confined to Listing's plane (no torsion) whereas the vergence signal remained 
within a horizontal-torsional plane (no vertical vergence). They showed the-
oretically that a model based on 2D version/ 2D vergence control will indeed 
produce the torsional eye positions in near fixations found in their experiments. 
This model cannot account for a second set of data in the literature (Mok et al., 
1992). With our definitions, we found that the simple 2D version/ 2D vergence 
control strategy cannot account for the Van Rijn and Van den Berg (1993) data 
but is nicely compatible with the considerably smaller amount of cyclotorsion in 
the data collected by Mok et al. (1992). We also show that, in such a system, 
having 2D vergence control is compatible with minimization of torsional disparity 
and provides the cyclovergence signals suitable for stabilizing the eyes in the 
non-Listing positions caused by a vertical saccade in near vision. 
Cyclovergence changes with elevation (Chapter 4) 
Earlier studies have shown that eye positions, recorded in subjects scanning a 
distant visual scene with the head in a stable position, have only two degrees 
of freedom (Listing's law). Due to cyclovergence, this law is modified in near 
vision. Two previous quantitative studies have documented that the sign of the 
torsional vergence component depends systematically on elevation: when fixat-
ing a nearby target, the eyes show incyclotorsion in up gaze, excyclotorsion in 
down gaze and no cyclotorsion at some intermediate elevation level (to be de-
noted as the null elevation). Both studies found a linear cyclovergence/elevation 
relation, but disagreed on the amount of cyclotorsion. A further uncertainty is 
how this phenomenon develops dynamically when the binocular fixation point 
shifts from a far to a near position. Therefore, we have investigated the dy-
namic coupling between the horizontal and torsional components of vergence 
in human subjects who were instructed to refixate a light target after it stepped 
in depth. The target steps were presented at various vertical and horizontal 
directions relative to the straight-ahead axis of the cyclopean eye. We found 
that the quantitative relations among horizontal vergence, torsional vergence 
and elevation were intermediate between those found in the two earlier near 
vision studies and that they correspond reasonably to the predictions of a model 
by Mok and co-workers. The cyclotorsion vergence component had about the 
same latency and dynamics as the horizontal component. When refixations 
were studied at different elevations, the torsional vergence component changed 
from incyclotorsion in up gaze to excyclotorsion in down gaze. In agreement 
with expectations derived from two quantitative models, the null-elevation of cy-
clovergence was near the binocular primary position. Furthermore, we found 
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no consistent additional dependence on the horizontal direction of the refix­
ation trajectory relative to the midsagittal plane. Other experiments showed 
that the cyclotorsional changes accompanying convergence were not critically 
dependent upon the visual conditions. Quantitatively similar cyclotorsional com­
ponents were found even in convergent refixations executed in full darkness 
towards the location of a remembered (flashed) near target. We conclude that 
visual feedback is unlikely to be very important in controlling cyclovergence in 
these various conditions. 
A scheme for the control of torsional eye movements (Chapter 5) 
Recent investigations of the three dimensional binocular eye positions in near vi­
sion have shown that a full characterization of vergence requires incorporation of 
its torsional component. The latter has a proportional relationship with horizontal 
vergence and elevation, causing the eyes to have incyclotorsion in near upgaze 
but excyclotorsion in near downgaze. In this study, we focus on the dynamical 
implementation of the torsional vergence component in both pure vergence and 
combined direction-depth binocular eye movements. We report on experiments 
in five subjects whose eye movements were recorded binocularly with the 3D 
magnetic search-coil technique. 
In pure vergence movements at a given elevation, torsional vergence increased 
with almost the same time course as horizontal vergence. In addition, the 
dynamic relationships among torsional vergence, horizontal vergence and ele­
vation were close to static results in all subjects. In combined direction-depth 
movements a similar relationship held for the complete movements, but we could 
not firmly establish a straight-line relationship during the saccadic portion of the 
movement. Possible factors determining these responses are discussed. 
We computed the angular velocity profiles of pure vergence movements to see 
how tilting of the vergence angular velocity axis relative to Listing's plane gen­
erates torsional vergence. It is widely held that both saccadic and vergence 
movements are controlled by dedicated pulse generators specifying velocity 
signals. Little thought has been given to the question of how these controllers 
can be coordinated to yield realistic eye movements in 3D. Our finding that this 
tilt was close to full-angle, suggests a model in which version and vergence ve­
locity signals are combined before the 3D neural integrator proposed by Tweed 
and Vilis (19Θ7). The implications of this scheme for the control of binocular 
eye movements in three dimensions are discussed, along with possible neural 
correlates. 
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6.2 Conclusion 
Although the entrenched terminology, attributing oculomotor 'laws' to nineteenth-
century giants in the field, may suggest otherwise, the ability to really test the 
validity of Donders' law, Listing's law and Hering's law is a recent development. 
Nevertheless, it appears that these grand concepts have lost nothing of their 
luster and can still guide our search for basic oculomotor control principles. 
In this thesis we showed that torsion in non-single axis saccades is restricted 
by the same rule as in single axis saccades. Vergence torsional position is con-
trolled by different rules, but can be described as a simple product of horizontal 
vergence and conjugate elevation. In the quest for possible underlying mech-
anisms it is an important question whether the requirements for good binocular 
vision and simple oculomotor control may pose conflicting demands to the sac-
cadic and vergence system. We showed that this need not be the case when 
our analysis of eye movements in 3D was extended to incorporate bifoveal re-
fixations. We made clear that these demands may be compatible, provided 
the system uses a particular coordinate system which then leads to a matched 
description of eye movements as rotations and a particular way of combining 
saccadic and vergence (angular velocity) control signals. When this is the case, 
optimal binocular correspondence can be implemented by a binocular oculomo-
tor control system that can be described by a relatively simple scheme (chapter 
5). In this proposal, appropiate tilting of angular velocity signals before summa-
tion to left and right eye angular velocity takes care of both the far vision and 
near vision oculomotor restrictions. The angular velocity signals are integrated 
to 3D eye positions that not only meet the oculomotor requirements but provide 
optimal binocular correspondence as well. 
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Hoofdstuk 7 
Samenvatting en conclusie 
7.1 Algemene samenvatting 
In dit proefschrift is onderzocht hoe cyclotorsie door het saccadische en vergentie-
systeem wordt veroorzaakt, zowel ¡n geïsoleerde als in gecombineerde oogbe-
wegingen. De principes die de basis vormen voor onze studie van oogbewe-
gingen in 3D worden in de algemene inleiding (hoofdstuk 1) besproken. Pro-
blemen waarmee het oogbewegingssysteem te maken heeft, omdat het in 3D 
werkt, zoals de redundantie van het oogbewegingssyteem in sommige taken en 
het feit dat rotaties in 3D niet commuteren, zijn hier behandeld. Tegen deze 
achtergrond hebben we de 3D-sturing van oogbewegingen bij refixaties in rich-
ting en diepte bestudeerd. Dit is gedaan door gedragsstudies bij mensen en 
door modelwerk. De resultaten zijn beschreven in de hoofdstukken 2 t/m 5. We 
analyseren het saccadische en vergentie-oogbewegingssysteem en de samen-
werking van die subsystemen. De resultaten van dat werk zijn samengevat in 
de volgende vier paragrafen. 
De wet van Listing geldt tijdens sterk gekromde saccades (Hoofdstuk 2) 
Eerdere studies van oogposities in 3D hebben duidelijk gemaakt dat de wet 
van Listing in goede benadering opgaat, zowel statisch als dynamisch. Dit 
heeft tot gevolg dat alle oogposities beperkt zijn tot een vlak (Listing's vlak), als 
een quaternion- of rotatievector-representatie wordt gebruikt. Zoals reeds opge-
merkt door Helmholtz (1867) en, zoals recentelijk is benadrukt door Tweed & Vilis 
(1987), is de oriëntatie van de hoeksnelheidsas cruciaal voor de implementatie 
van de wet van Listing. Tijdens een vaste as-rotatie moet de hoeksnelheidsas 
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uit Listing's vlak kantelen omdat anders de wet niet gehandhaafd kan blijven in 
excentrische bewegingen. Experimenteel werk heeft bevestigd dat normale, vi-
sueel geleide saccades lijken op vaste as-rotaties waarvan de hoeksnelheidsas 
met de juiste hoeveelheid gekanteld is. 
Wij onderzochten hoe goed het saccadisch systeem aan de wet van Listing 
voldoet wanneer de oogbeweging ingewikkelder is, zoals in een niet vaste as-
rotatie, waarbij de hoeksnelheidsvector afhangt van de instantane oogpositie. 
Oogposities werden gemeten met een 3D magnetische oogspoelmethode bij 
vijf proefpersonen. Niet vaste as-rotaties werden uitgelokt met een dubbelstap 
paradigma. 
Onze bevinding was dat de wet van Listing even goed opgaat tijdens fixaties, 
vaste as-saccades en niet vaste as-saccades. Sommige afwijkingen van de wet 
werden gevonden in gekromde en vaste as-oogbewegingen, maar we hebben 
laten zien dat de torsiecomponent van de oogpositie tijdens deze saccades ver-
waarloosbaar is in vergelijking met wat verwacht werd als de hoeksnelheidsas 
helemaal niet zou kantelen. Aanvullende bestudering van de werkelijke hoek-
snelheidsas in de gekromde bewegingen en een berekend hoeksnelheidssig-
naal, dat nodig was om aan de wet van Listing te gehoorzamen, vertoonde 
een grote gelijkenis tussen die signalen. Onze resultaten laten zien dat de 
gevonden afwijkingen van de wet van Listing kleine foutjes weerspiegelen in het 
mechanisme dat de dynamische implementatie verzorgt. 
Wij concluderen dat saccades geen rotaties rond een vaste as hoeven te zijn 
om te voldoen aan de wet van Listing. Onze resultaten zijn in overeenstem-
ming met het idee dat implementatie van de wet van Listing stoelt op interne 
terugkoppeling (Tweed & Vilis, 1987). Verschillende manieren waarop modellen 
met recente 3D-data kunnen worden verenigd, zijn bediscussieerd. 
Hering's wet van gelijke innervatie uitgebreid naar 3D (Hoofdstuk 3) 
Dit hoofdstuk bediscussieert, in het licht van Hering's wet van gelijke innervatie, 
de wijze waarop 3D oogposities van twee ogen, beiden uitgedrukt als rotatievec-
tor, ontbonden kunnen worden in bijdragen van het versie- en het vergentie-
systeem. Dit kan gedaan worden door de som van en het verschil tussen de 
rotatievectoren van de positie van elk oog te nemen, zoals is voorgesteld door 
Van Rijn en Van den Berg (1993). In ons alternatief wordt vergentie gedefinieerd 
als de rotatie die de linker oogpositie omzet in de rechter oogpositie. Het versie-
signaal is het gemeenschappelijke deel dat overblijft als de vergentie verwijderd 
is. Door deze definitie kunnen versie- en vergentie-bijdragen rechtstreeks als 
rotaties geïnterpreteerd worden. 
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Toen Van Rijn en Van den Berg hun definities toepasten op hun eigen data von-
den ze het interessante resultaat dat de gereconstrueerde versie- en vergentie-
bijdragen begrensd waren tot twee dimensies. Het versie-signaal was beperkt 
tot Listing's vlak (geen torsie) en het vergentie-signaal bleef in een horizontaal-
torsie vlak (geen verticale vergentie). Met een theoretische afleiding lieten zij 
zien dat een 2D versie/2D vergentie-sturing precies die torsie produceerde die 
zij gevonden hadden bij dichtbij-fixaties in hun experimenten. Dit model kan 
een tweede set data uit de literatuur niet verklaren (Mok e.a. 1992). Eenzelfde 
simpele 2D versie/2D vergentie-sturing is bij het toepassen van onze definities 
niet in staat de data van Van Rijn en Van den Berg (1993) te verklaren, maar is 
daarentegen in overeenstemming met de duidelijk kleinere hoeveelheid torsie 
in de data van Mok e.a. (1993). We laten verder zien dat in zo'n systeem 2D 
vergentie en het minimaliseren van torsie-dispariteit samengaan, en dat juist die 
cyclovergentie-signalen worden gegenereerd die geschikt zijn om de ogen te 
stabiliseren in de niet Listing-posities, veroorzaakt door een verticale saccade 
tijdens dichtbij zien. 
Cyclovergentie verandert met elevatie (Hoofdstuk 4) 
Vroegere studies hebben laten zien dat oogbewegingen, gemeten bij proefper-
sonen die met hun hoofd in een stabiele positie naar een veraf gelegen visueel 
beeld kijken, maar twee vrijheidsgraden hebben (Wet van Listing). Tengevolge 
van cyclovergentie wordt deze wet gewijzigd tijdens dichtbij zien. Twee voor-
gaande kwantitatieve studies hebben bewezen dat het teken van cyclovergentie 
systematisch afhangt van elevatie. Tijdens dichtbij kijken zien we ¡ncyclotorsie 
bij omhoog kijken, excyclotorsie bij omlaag kijken en geen cyclotorsie op een 
tussengelegen hoogte (de nul-elevatie). Beide studies vonden een lineaire cy-
clovergentie/elevatie relatie, maar ze verschillen in de hoeveelheid cyclotorsie. 
Een verdere onzekerheid is hoe cyclotorsie zich dynamisch gedraagt als het 
binoculair fixatiepunt van veraf naar dichtbij verlegd wordt. Om dit te onder-
zoeken hebben we de dynamische koppeling tussen de horizontale en torsie-
component van vergentie in menselijke proefpersonen onderzocht. Hun werd 
verzocht een lichtspotje te volgen dat stapsgewijs in diepte verplaatst werd. 
De doelverplaatsingen vonden plaats op verschillende verticale en horizontale 
richtingen t.o.v. de recht vooruit-richting die door het cyclopisch oog loopt. Wij 
vonden kwantitatieve relaties tussen horizontale vergentie, cyclotorsie en ele-
vatie die tussen de twee eerder gerapporteerde waarden in lagen. De door 
ons gemeten waarden kloppen redelijk goed met de voorspellingen van een 
model dat door Mok e.a. is voorgesteld. De cyclotorsie-component had vrijwel 
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dezelfde latentie en dynamica als de horizontale component. Bij het bestuderen 
van refixaties op verschillende hoogten bleek dat de torsie vergentie-component 
veranderde van incyclotorsie bij omhoog kijken tot excyclotorsie bij omlaag kij-
ken. In overeenstemming met de verwachting uit de twee kwantitatieve model-
len, bleek de nul-elevatie dichtbij de binoculaire primaire positie te liggen. Het 
variëren van de horizontale kijkrichting t.o.v. het mid-sagittale vlak leidde niet 
tot een eenduidige verandering van cyclovergentie. Andere experimenten lieten 
zien dat dat de cyclotorsie niet kritisch afhangt van de visuele condities. Gelijke 
cyclotorsie werd zelfs gevonden in convergerende oogbewegingen in volledig 
donker naar de herinnerde lokatie van een geflitst doel. Wij concluderen dat 
het onaannemelijk is dat visuele terugkoppeling belangrijk is in de sturing van 
cyclovergentie in deze verschillende omstandigheden. 
Een schema voor de sturing van torsie oogbewegingen (Hoofdstuk 5) 
Recent onderzoek van de 3D binoculaire oogpositie bij dichtbij zien heeft aange-
toond dat een volledige beschrijving van vergentie ook een torsie-component 
moet bevatten. Deze laatste heeft een proportionele relatie met horizontale 
vergentie en elevatie, met als gevolg dat de ogen tijdens dichtbij kijken incy-
clotorsie hebben bij omhoog kijken en excyclotorsie bij omlaag kijken. In deze 
studie concentreren we ons op de dynamische torsie vergentie-component in 
zowel pure vergentie-bewegingen als in gecombineerde richting-diepte oogbe-
wegingen. We laten resultaten zien van 5 proefpersonen van wie de binoculaire 
oogbewegingen gemeten werden met de magnetische spoelmethode. 
Bij pure vergentie-bewegingen op een bepaalde hoogte, neemt torsie-vergentie 
toe met hetzelfde tijdsverloop als horizontale vergentie. Bij alle 5 proefpersonen 
lagen de dynamische relaties dichtbij de statische relaties tussen cyclotorsie, 
horizontale vergentie en elevatie. In gecombineerde richting-diepte bewegin-
gen bleef deze relatie gelden voor de totale beweging, maar we konden geen 
duidelijke relatie vinden tijdens het saccadische deel van de beweging. Moge-
lijke oorzaken hiervan worden bediscussieerd. 
We berekenden de hoeksnelheidsassen van pure vergentie-bewegingen om te 
zien hoe de kanteling van de vergentie-hoeksnelheid t.o.v. Listing's vlak zich uit 
in cyclotorsie. Zoals bekend worden saccadische en vergentie-bewegingen ge-
stuurd door speciaal daaraan gewijde puls-generatoren die snelheid coderen.Er 
is nog niet veel bekend over de wijze waarop de puls-generatoren samen kunnen 
werken om realistische oogbewegingen in 3D te verkrijgen. Onze bevinding dat 
de kanteling van de hoeksnelheidsas dichtbij volledige hoek-kanteling is, was 
de basis voor een model waarbij versie- en vergentie-signalen gecombineerd 
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worden net voor de 3D neurale integrator, die is voorgesteld door Tweed & Vilis 
(1987). De gevolgen van het schema voor de sturing van binoculaire oogbewe-
gingen in 3D worden besproken, te zamen met mogelijke neurale correlaten. 
7.2 Conclusie 
Hoewel de ingeburgerde terminologie, die oculomotor-wetten opdraagt aan ne-
gentiende eeuwse giganten in het veld, anders doet vermoeden, is de mogelijk-
heid om de geldigheid van wet van Donders, de wet van Listing en de wet van 
Hering te testen, een recente ontwikkeling. Het is daarentegen wel zo dat deze 
grote concepten niets aan geldigheid hebben ingeboet en nog steeds als gids 
kunnen gelden in het zoeken naar oculomotor principes. 
In dit proefschrift hebben we laten zien dat voor cyclotorsie in niet vaste-as 
saccades dezelfde regels opgaan als voor vaste as-saccades. Torsie-vergentie 
wordt gestuurd met andere regels, maar kan beschreven worden als een een-
voudig produkt van horizontale vergentie en conjugate elevatie. In het zoeken 
naar mogelijke onderliggende mechanismen lijkt het van belang of er tegen-
strijdige eisen aan het saccadische en vergentie-systeem gesteld worden in het 
geval van goed binoculair zien of eenvoudige oculomotor sturing. Wij hebben 
laten zien dat dit niet nodig is wanneer de analyse van oogbewegingen in 3D 
uitgebreid werd met bifoveale refixaties. We hebben duidelijk gemaakt dat deze 
eisen verenigbaar zijn als een bepaald coördinaatsysteem wordt gebruikt, de 
oogbewegingen als rotaties worden beschreven en er een bepaalde manier 
wordt gekozen om saccadische en vergentie (hoeksnelheid)-stuursignalen te 
combineren. Als dit het geval is kan er zorggedragen worden voor optimale 
binoculaire correspondentie door een binoculair oogbewegings-systeem dat 
beschreven kan worden door een relatief eenvoudig schema (Hoofdstuk 5). In dit 
voorstel zorgt geschikte kanteling van de hoeksnelheids-signalen (voordat som-
matie tot linker- en rechteroog hoeksnelheid plaatsvindt) voor het naleven van 
de beperkingen die gelden in zowel veraf als dichtbij kijken. De hoeksnelheids-
signalen worden geïntegreerd tot 3D oogposities die niet alleen aan de oculomotor-
eisen voldoen, maar tevens zorgdragen voor optimale binoculaire corresponden-
tie. 
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