The authors describe mathematical and computational models in neuroscience as well as neuroanatomy and neurophysiology of several important brain structures. This is useful guide to mathematical and computational modelling of structure and function of nervous system. The book highlights the need to develop a theory of brain functioning, and it offers some useful approaches and concepts.
2 separately in many details. There is important philosophical question about relations between Structure, Function, and Dynamics in this triad. In 1970s my supervisor Professor Albert Molchanov told that a biological "function" is the result of kinetic/dynamical development/realisation of "structure" and further, today's structure is a consequence/fixation of yesterday's kinetic (Molchanov, 1967) 1 . These relations might be realised on different hierarchical levels. Figure 1 gives a graphical representation of relations in the triad. A functional overview presents mostly the schema theory, which is rooted in Immanuel Kant philosophy and was further developed in Jean Piaget's work. From a modern point of view schema theory is a "language" to describe different mental functions. Also computational and mathematical models of neural networks are particular examples of schemas to realise some definite function. For example, the authors consider in detail the schemas for reaching and grasping which are based on the cybernetic model with feedback loop. This is interesting to note that in 1970s the outstanding Russian physiologist academician Petr Anokhin developed the theory of "functional systems". The theory is still the basis for many neurophysiological studies (Sudakov, 1997) . However it has not been reflected in the book at all. 1 At that time scientists in the USSR understood the role of oscillations in biological and chemical systems and they studied the relations between "structure" and "function". 3 In the chapter "A Dynamical Overview" the methodology of neural network models is considered. The authors define deterministic models and consider attractors of dynamical systems: equilibrium point, limit cycle, and strange attractor. In principle one more attractor type exists in the phase space: this is a torus, which corresponds to quasiperiodic (envelope) oscillations. Computational models with multi-frequency dynamics seem to be very promising for modelling of information processing in brain structures (see, for example paper by Borisyuk et al., 1999 where the feature binding problem is described with using of multi-frequency oscillations). It is likely that the process of the book publication was too long and took more than 3 years. The majority of referenced papers are published before 1996.
Computational neuroscience is a very rapidly developing field and during the last 3-4 years a huge amount of interesting and important papers have been published. We can say that the main results and achievements in the brain modelling at the last millennium are summarised in the book. Now it is the right time to write a new book, 5 which will provide the concepts and ideas for the further development of computational neuroscience in the third millennium. Finally, the book highlights the need to develop a theory of brain functioning, and it offers some useful approaches and concepts.
