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Summary
111 a mobile environment, communication links are subject to a wide range of channel 
variations due to mobility, multipath fading, shadowing, interference, etc. These varia­
tions combined with limited allocated bandwidth often constrain the design of such links 
and result in degradation of the quality of service and lowered capacity. Techniques such 
as error correction code are often used to mitigate channel errors at the expense of band­
width. Other techniques such as the use of smaller cells with extensive frequency re-use 
are used to enhance system capacity. However, this operation approaches the theoretical 
channel capacity and increases the likelihood of errors on the channel due to co-channel 
interference. Although marginal channel conditions are quite common in mobile commu­
nication links, they are intermittent. These conditions are encountered for example just 
prior to handover; during deep shadowing such as is experienced when a communicating 
mobile suddenly goes behind a building or hill; during the power ramp-on phase of new 
mobiles joining the system etc. Therefore, the design of a mobile communication link that 
can adapt to such conditions when it is necessary would be ideal.
A multi-rate source and channel coding (MRC) is one form of link adaptation which 
represents a new approach to achieving consistent high quality speech combined with 
efficient spectrum usage. In MRC, link adaptation is achieved by trading-off the gross 
bit rate of each traffic channel between the speech and channel codecs according to the 
prevailing channel conditions. When channel conditions degrade excessively, the system 
allocates more bits for error protection thereby operating with a lower bit rate speech 
codec. In this case, the powerful error protection might well correct all the errors and thus 
speech synthesis proceeds with nncorrupted parameters. This thesis presents a design 
of a CDMA-based MRC system. A quad-rate speech coder is designed based on Pulse 
Residual Excited LPC (PRELP), an algebraic CELP coder. Unequal error protection 
is used in the design of a quad-rate convolutional channel coder. In order to evaluate 
the output speech quality and capacity over realistic channel conditions, a CDMA-based 
comprehensive dynamic link simulator (DLS) is developed and used as a testbed.
The simulation results of the MRC show that it is capable of maximising the output speech 
quality during good channel conditions and maintaining a satisfactory quality in marginal 
channel conditions. Whilst the lower rate speech codec is expected to produce reduced 
quality speech, the perceived degradation is shown to be less than that of a fixed rate 
system in which the error protection would quickly fail, possibly resulting in cessation of 
the link. Errors on the rate switching commands show no impact on the output speech 
quality. Indeed, the MRC system keeps its integrity with severe channel conditions and 
occasional command errors. This is assisted, however, by the careful design of the switching 
algorithm in which switching can only occur in consecutive modes. Since the multi-rate 
system permits the use of minimum resources of speech and channel coding bits, capacity 
of the mobile system is obviously increased. However, in this work it is shown that the 
multi-rate system can be particularly useful in crowded cells where it can increase the 
robustness ox the system and enhances the capacity.
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Introduction
Chapter 1
1.1 B ackground
Over the last two decades, there has been widespread research into the problem of low 
bit rate speech coding for communication systems [73]. This has largely been fueled by 
the emergence of new applications in mobile communications and the concept of a uni­
versal mobile telecommunication system (UMTS). The feasibility of the emerging UMTS 
depends on the availability of high quality low bit rate (LBR) speech codecs, the most 
efficient of these being model-based codecs [6]. To accommodate a large number of users, 
it is envisaged that UMTS will be based on an overlay of increasingly small cells, employ­
ing extensive frequency re-use. This operation which is close to the theoretical channel 
capacity, increases the likelihood of errors on the channel due to co-channel interference. 
The LBR speech codecs used in these systems compress the speech signal into a few model 
parameters whose corruption often results in high subjective degradation of the received 
speech quality. Forward error control (FEC) strategies must therefore be used to limit the 
degrading effects of channel errors on the output speech.
Traditionally, FEC techniques are deployed in much the same way as link budgets - de­
signed to maintain an average quality of service for 90 to 99% of worst case channel 
conditions. When channel conditions exceed the worst designed case, conventional FEC 
techniques often fail, leading to service interruption. In normal operation however, nom­
inal channel conditions (prf up to 60% worst case) predominate. Therefore, for most of 
the time, the FEC redundancy deployed on the link does not contribute to better speech 
quality. Spectral scarcity in mobile systems limits the gross bit rate for each speech chan­
nel. So the redundancy allocated to FEC subtracts from the bit rate potentially available 
for the speech codec. For a given speech codec algorithm, reduction in bit rate results in 
lower speech quality. Therefore, during good channel conditions, the potential quality of 
service is actually restricted by the excess FEC redundancy applied.
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As the concept of universal personal communications (UPT) takes root, networks would 
become more ubiquitous. It is expected that the same handset would be used for placing 
calls indoors as outdoors, with the subscriber either stationary or mobile. The condition 
of the radio channel will thus vary both with the location and the mobility of the handset. 
It is therefore desirable for the communicating handset and base station in such systems 
to be able to adapt to the varying channel conditions - ideally, without changing the gross 
bit rate of the channel [59]. In a multi-rate system, this link adaptation is achieved by 
trading-off the gross bit rate of each bearer channel between the speech and channel codecs 
according to the prevailing channel conditions. Such a system is capable of maximising 
quality of service during good channel conditions. Yet, when channel conditions degrade 
excessively, link adaptation allocates more bits to FEC thereby operating with a lower 
bit rate speech codec. In this mode, the powerful FEC might well correct all the errors 
and so speech synthesis proceeds with uncorrupted parameters. Whilst the lower rate 
speech codec is expected to produce reduced quality speech, the perceived degradation is 
expected to be less than that of a fixed rate system in which the FEC would quickly fail, 
possibly resulting in cessation of the link. Thus, a multi-rate coded system is capable of 
maintaining acceptable quality of service even under marginal channel conditions. Whilst 
intermittent, such marginal channel conditions are quite common in operating systems. 
These are encountered for example just prior to hand-off; during deep shadowing such 
as is experienced when a communicating mobile suddenly goes behind a building or hill; 
during the power ramp-on phase of new mobiles joining the system etc. In CDMA-based 
systems, channel degradation arising from interference progressively worsens as more users 
enter the network.
A mobile communication system which uses multi-rate source and channel coding is ca­
pable of trading-off the source codec rate against the channel codec rate to optimise 
performance over a wide range of channel conditions. This link adaptation enables a mo­
bile station to maintain reasonable speech quality even during marginal C/I conditions. 
The main work in this thesis was to formulate and design a multi-rate source and channel 
coding system and testing its performance on a mobile communication testbed. The main 
issues looked at in the performance of such a system are the average speech quality out­
put iu severe channel degradations and high interference; and the enhancement in system 
capacity particularly in critical channel conditions.
1.2 Approaches and Motivation
Multi-rate source and channel coding was suggested as a strategy for error control in per­
sonal communication systems and a means to maintain speech quality in limited channel 
resources [15, 19]. It has also been proposed in the European RACE initiative within the
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ATDMA project [52]. The motivation behind it was to give mobile terminals the ability 
to adapt their operating source and channel coding rates in their communication links to 
match current interference and propagation conditions. The adaptive nature of radio re­
source allocation proposed for the ATDMA project has helped in establishing the concept 
of multi-rate as a viable technique for link adaptation. In principle however, with careful 
considerations in system design, muLti-rate operation is feasible for virtually all available 
multiple access schemes. Notwithstanding, code division multiple access (CDMA), a mem­
ber of the family of spread spectrum technologies, makes an elegant platform for multi-rate 
systems.
In this work, a quad-rate speech and channel coding system has been designed. The 
speech coding algorithm is based on an AC EL P-like algorithm, namely PRELP, originally 
designed with major features of high quality, reduced complexity and inherent robustness 
to channel errors. Filter memory continuation is essential during rate switching in multi- 
rate operation to avoid any abrupt changes in the output speech quality. The channel 
codecs are based on convolutional codes employing unequal error protection, A CDMA- 
based environment is used as a testbed for multi-rate operation. This was based on 
our belief of the potential of this technology as a likely hid for UMTS with the major 
supporting argument of capacity increase. In addition, from the view point of multi­
rate operation, the flexibility of CDMA systems to adapt themselves to changing traffic 
conditions, trading off increased capacity in one area against a reduction in capacity in 
another, and the ability to modify the system grade of service for the best operation add 
to the advantages of this technology. The effects of multi-rate system, having different 
classes of speech quality, on capacity can be easily demonstrated in CDMA systems in 
which performance is dependent to a great extent on system load and grade of service.
After designing the multi-rate speech and channel codecs and the testbed, the feasibility 
of the system can be realised from two main objectives. Firstly, over different channel 
conditions, the output speech quality is constantly maintained. In highly interfering envi­
ronments and critical channel conditions in particular, the system exhibits robustness and 
high quality performance when compared with single rate systems which utilise high fad­
ing margin. Secondly, the use of multi-rate system implies an increase in system capacity. 
This is because the multi-rate system utilises minimum resources and introduces channel 
robustness solely when it is necessary to mitigate channel degradations. The multi-rate 
system is particularly useful when the system is loaded. In this case, introducing new 
users to the system can be tolerated as opposed to call rejection in a single rate system.
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1.3 Outline of Thesis
The area of research undertaken in this thesis can be broadly divided into three categories 
: (i) PRELP-based speech coding algorithm suitable for multi-rate operation, (ii) unequal 
error protection channel coders, and (iii) a CDMA-based verification environment used as 
a testbed.
Chapter 2 gives a brief overview of mobile communication systems and their evolution 
from first to second and third generation. Brief description of the main multiple access 
techniques CDMA and TDMA represented by IS-95 and GSM were presented. The main 
characteristics of CDMA were briefly discussed since the multi-rate system presented in 
this work is based on a CDMA environment. One of the advantages of CDMA is its 
ability to exploit multipath diversity. A channel adaptive RAKE receiver utilised for 
semi-coherent detection on the uplink is investigated.
Chapter 3 gives a brief overview of the main characteristic for speech coding algo­
rithms and channel codes. This includes issues such as delay, coding rate, complexity, and 
robustness which are particularly pertinent for today’s high quality medium rate coding 
algorithms. This is accompanied by a synopsis of the many strategies currently available 
for speech compression. The fact that many of the standards which have been recently 
adopted are based on the CELP architecture points to the importance and success of 
this scheme. A description of the fundamental techniques and principle used in AbS- 
LPC schemes was explained leading the way to explain the general concept of the CELP 
algorithm. The second half of this chapter is concerned with channel coding. The im­
plementation simplicity and ease of utilising soft decisions at the decoder have resulted 
in widespread use of convolutional codes in cellular systems. Unequal error protection 
is a favourable technique in which more FEC is applied to the more sensitive bits than 
to the less sensitive ones. This enhances the efficiency of utilising FEC redundancy bits. 
Lost speech frame reconstruction is also essential in mobile communications which add to 
the robustness of the system. The above mentioned techniques and some other beneficial 
techniques such as source aided channel coding are briefly discussed in the chapter.
Chapter 4 describes an overview of the multi-rate system configuration and a scenario 
of rate handovers. Variable rate speech coders which change their rates according to the 
source activity are distinguished from multi-rate coders which function according to ra­
dio channel variations. This chapter also provides details of the design of the quad-rate 
speech and channel codecs. For the quad-rate speech codecs at 9.6, 8.0, 6.4 and 4.8kb/s, 
the main requirements for the design are (i) high speech quality with minimum quality 
differential between different rates (ii) robustness against channel errors (iii) continuity 
in the filter memories during rate changes (iv) minimum complexity and (v) reservation 
of binary codes for in-band signaling. CELP algorithm is a potential candidate to meet
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these requirements. However, since its invention, CELP has been plagued by the prob­
lem of computational efficiency. Initial attempts for implementations have been centred 
around altering the structure of the original Gaussian codebook. However, since the in­
troduction of algebraic CELP (ACLEP), there has been considerable interest in using 
sparsely populated excitation vectors. This offers an efficient solution to the problem of 
secondary codebook search and in some cases can result in an increase in perceptual qual­
ity. Pulsed residual excitation linear prediction (PRELP) is one form of ACELP which can 
be utilised to meet multi-rate speech coding requirements. Several variations of PRELP 
excitation such as MP-PRE and DP-PRE were analysed and structure of the multi-rate 
codecs finalised. The quad-rate channel codecs axe based on half-rate convolutional codes. 
Sepaxate puncturing patterns were used to provide different redundancy allocation in util­
ising unequal error protection. Performance of the PRELP codecs with rate switching axe 
presented.
Chapter 5 describes a comprehensive dynamic link simulator based on CDMA en­
vironment. The structure of the simulator is modular and set to take account of the 
following elements. Uplink communication between a mobile terminal and a base station 
in a cell of interest. This uplink includes speech and channel codecs, modulation, spread­
ing at the transmitter; and a RAKE receiver, de-spreading, channel and speech decoders. 
The mobility of the mobile terminal is simulated assuming a linear mobility algorithm 
with fixed mobile speed. The uplink communication is carried out through a propagation 
model which simulates path loss, multipath fading and shadowing. The performance of 
this link is influenced by other existing mobile terminals communicating with the base 
station and causing interference. The number of users in the cell is governed by a tele- 
traffic model and handover algorithm. For any number of users in the cell of interest at 
any time, the total interference on the uplink is computed. In a CDMA environment, 
standard Gaussian approximation (SGA) is a good representation for users’ interference 
when the number of users is large. Otherwise improved Gaussian approximation (IGA) 
can be used. Other-cell interference can be modelled in the same manner. For simplicity 
reasons it can be represented as an interference factor which is dependent on neighbouring 
cell load. The near-far problem in CDMA systems is dealt with by applying open and 
closed loop power control. A feedback closed loop algorithm similar to IS-95 inner loop 
power control is modelled. Power control performance depends on algorithm type as well 
as E s/ Iq estimation accuracy, bit command error rate and step size. The inaccuracy of 
E s/ I q results in power control error which to a large extent affects system performance 
and capacity. The main issues in the design of a power control algorithm are a speedy 
convergence rate and the ability to operate asynchronously without the need for global 
information. Limited global information between base stations using the same frequency 
could be a viable scheme. Investigation of different power control algorithms was carried
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out. In the adaptive link simulator, only one cell is simulated. Therefore, feedback power 
control is sufficient to counteract the near-far effects. Tlie adaptive link simulator is a 
generic and reconhgurable environment. It can be run for different type of application. 
Simulation tests are presented to show its performance for certain sets of conditions and 
initial parameters.
Chapter 6 presents results of experiments carried out in order to assess the performance 
of the multi-rate system over the adaptive dynamic link simulator. The rate switch criteria 
are based on two estimation values, namely the Es/ I 0 and frame error rate (FER). The 
first value is continuously available at the base station for the power control algorithm. 
However, this value is updated according to the power control clock edge. A long-term 
estimation of E s/ Iq is required for the rate switching decision. Averaging the Es/ Iq 
estimated values over 20ms is carried out. The second value, FER, is also available at the 
output of the channel decoder. This value is used in the outer power control algorithm to 
update the power control threshold. To avoid any sharp change in quality, rate switching 
is carried out gradually from a mode to its consecutive neighbouring mode until final mode 
is reached. A set of experiments are conducted to assess the total output speech quality 
on a user roaming in an urban environment in moderately loaded cells. In this case, the 
long-term variation of Es( I q is mainly attributed to long-term fading effects and power 
control errors. Another set of experiments were carried out with heavily loaded cells in 
order to assess multi-rate system performance in high interfering environment.
The final chapter is a summary of the results in the proceeding chapters. Conclusions 
drawn from the work reported in the rest of the thesis are also presented. Finally, possible 
directions of future research to augment and consolidate this work were discussed.
1.4 Original Achievements
In summary, the original work presented in this thesis is as follows:
• Based on the PRELP algorithms, a quad-rate speech codec which adapts to features 
suitable for the multi-rate operations were designed. The output speech quality 
decreases gradually between the highest rate towards the lowest one.
• Quad-rate channel codecs employing unequal error protection on the highly sensitive 
bits of the quad-rate speech codecs are designed. Different patterns of punctured 
codes are used to achieve the required output gross rate.
• A proof of concept and feasibility study of multi-rate operation were presented.
• A new proposed CDMA-based system employing multi-rate source and channel cod­
ing was suggested. An air interface was designed to take account of the multi-rate
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operation.
• A CDMA verification environment was designed as a testbed for tire multi-rate 
system. This included a dynamic link simulator which can be re-configured for 
different parameters. Initial parameters include terrain type, mobile and base station 
antennas heights, mobile terminal speed, location, and direction flag; number of 
initial mobiles in the cell, power control threshold, step size ... etc. The DLS was 
designed in a modular way to facilitate changes in the architecture of the system by 
changing one module at a time. The DLS system included the following modules 
: propagation model, mobility algorithm, handover model, power control model, 
multi-user interference model and teletraffic model.
• An evaluation of the total performance and quality enhancement for the multi-rate 
system and its ability to combat the effects long-term fading were studied.
• An evaluation of the effects of high interference environment on multi-rate system 
and formulation of capacity gain in such a critical condition.
Some of the above work has been published in various papers, a full list is included in 
Appendix A.
Chapter 2
Digital Mobile Communication 
Systems
2.1 Introduction and Background
The mobile communications industry has experienced unprecedented growth in order to 
meet ever increasing commercial demands. For many years there has been a dynamic 
development within land mobile radio communications. Within the last few years the 
development has accelerated, especially in the mobile telephony field. This has been 
prompted by advances in UHF technology and development of cellular radio techniques. 
Cellular mobile radio communication is now a multi-billion dollar industry with initial 
analogue systems proving to be tremendously successful throughout the world.
Today, several types of cellular mobile radio systems are in operation around the world. 
However, all systems are designed to meet very similar objectives and operate in essentially 
the same manner. Some of these objectives can be summarised by the following: the ability 
to serve a high subscriber density, efficient use of radio spectrum, widespread availability, 
low cost, telephone quality of service and the roaming capability. The 1980s witnessed 
the introduction of a number of analogue cellular systems such as the Nordic Mobile 
Telephone (NMT), the American Advanced Mobile Phone Service (AMPS), the British 
Total Access Communications System (TACS), the German Nets C and D network, and 
the Japanese Nippon Advanced Mobile Telephone System (NAMTS) [121]. In the 1990s 
there was another leap forward in mobile communications with the development of digital 
cellular networks. These second generation mobile radio systems such as GSM and IS-96 
will eventually replace the existing analogue systems.
The fundamental requirement of all second generation cellular systems has been to 
provide high quality voice telephony to a rapidly expanding subscriber base. The band­
width limitation restricts the ability of these systems to support the increasing variety of 
services such as video, data and multimedia applications requiring data rates from 64kb/s
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to 2Mb/s. Therefore, given the limitation of the second generation mobile systems, a third 
generation system, namely the Universal Mobile Telecommunication System (UMTS), is 
currently underway. The UMTS constitutes the main future personal communication sys­
tem with its divers range of teleservices and environment. Telecommunication services 
that may be provided by UMTS are normally considered as:
Teleservices: A type of telecommunication service that provides communication be­
tween users according to standardised protocols.
Bearer Services: A type of telecommunication service that provides the capability for 
the transmission of information between user-net work interfaces.
Supplementary Service: A service which modifies or supplements a basic telecommu­
nication service.
Teleservices will support a range of small, low cost speech only pocket telephones to laptop, 
palmtop and pen based PCs, offering a mixture of audio, voice, data, graphics and video 
services at varying costs. The diversity of these services creates the requirement for a 
number of bearers such as bit pipes provided by the network to facilitate the transfer of 
information between users in real time. The set of teleservices and environments being 
proposed for UMTS poses a fundamental challenge on the choice of radio interface with 
flexible radio bearer. A number of radio bearer recommendations are being considered 
with CDMA and TDMA being strong candidates [100].
This chapter presents a brief description of digital mobile radio systems and highlights 
the main features of two prime examples of these systems, namely the TDMA-based GSM 
system and the CDMA-based IS-95 North American system. Spread spectrum communi­
cation is then briefly discussed leading to detail description of DS-CDMA principles and 
problems. Multipath diversity being one of the most important features of CDMA systems 
is presented last with details of a semi-coherent receiver for the uplink.
2.2 Second Generation Cellular Communication Systems
Digital radio technology is currently being deployed in cellular systems with the attempt 
to increase their quality and capacity. The digital effort is meant to take advantage 
of many features and techniques that are currently unobtainable for analogue cellular 
communication. One of the key advantages provided by these systems over first generation 
analogue networks, is the ability to support international roaming. Previously, analogue 
networks used around the world were incompatible and could never support the level of 
harmonisation offered by roaming. The major benefits associated with utilising digital 
radios for a cellular environment involve
• Increased capacity over analogue systems.
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• Reduced capital infrastructure and subscriber terminal costs due to tbe large scale 
production of handsets. The lowered complexity and the smaller size of digital base 
stations and other network equipments also add to the cost reduction.
• Reduced cellular fraud due to the inherent protection features which use authenti­
cation algorithms to validate the identities of all users.
• Enhanced services such as speech and data as well as a host of supplementary services 
such as facsimile, short message service, call forwarding, call waiting ... etc.
• Ability to employ encryption/decryption algorithms giving an inherent privacy with 
moderately inexpensive communications receivers.
Several competing digital techniques are being deployed in the cellular arena. The com­
peting digital techniques fall into two primary categories, TDMA and CDMA. Prime 
examples of those two schemes are the European GSM scheme employing TDMA and the 
North American IS-95 employing CDMA scheme. Brief description of the two systems is 
presented next.
2.2.1 TDM A-Based European GSM  system
The GSM standard was developed during the 1980’s and specified to provide a digital 
cellular system with a capability for pan-European roaming at 900MHz. It would ulti­
mately replace first generation analogue cellular systems that were already experiencing 
capacity limitations in different key markets. In addition, an extension of the GSM stan­
dard defined by ETSI as DCS 1800 for the 1800MHz band, is currently being deployed in 
several European countries [119]. DCS1800 was derived from GSM to permit operators to 
support personaL communication services.
The GSM system is an 8 slot/frame TDMA system operating at a data rate of 
27Q.8kb/s over the air. The duration of the basic TDMA frame is 4.615ms and the modula­
tion format employed is GMSK [79]. In the transmitter, the speech signal is transformed 
into a digital representation at 13kb/s using residual pulse excited with long-term pre­
diction (RPE-LTP) coder [2]. The most significant bits of the speech coder output are 
channel coded using a half-rate convolutional coder and the resulting (coded and uncoded 
bits) are interleaved and applied to a GMSK modulator.
In the receiver, the signal is equalised, demodulated, de-interleaved, convolutionally 
decoded, and applied to a speech decoder. The speech decoder converts the signal back 
to analogue speech. Table 2.1 shows the main specifications of the GSM system. At the 
transmission rate of 271kb/s multipath propagation leads to deep fades and to uncontrolled 
intersymbol interference. Transmission errors are combated by using channel coding a.id
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System Feature GSM
Frequency band 890-915MHz MS Transmit
935-960MIlz BS Transmit
Duplex Technique FDD/TDD 45MHz
Channels Structure TDMA, 8 channels per carrier
Modulation and Channel
Type GMSK
Frequency Hopping 217 hops/second
Peak Rate 270.83kb/s
Channel Separation 200kHz
Full Rate Speech Channel 8 max per TDMA carrier
Half Rate Speech Channel 16 max per TDMA carrier
Speech and Data
Speech Full Rate 13.0kb/s
Codec RPE-LPC
Channel Rate 22.8kb/s
Speech Half Rate 5.9kb/s
Data various up to 9.6kb/s
Table 2.1: GSM System Specifications
channel equalisation. The channel coding method employs two concatenated codes. A 
block code provides error detection for the most significant 50 speech bits, followed by a 
half rate convolutional code, while the 78 least significant bits are not protected at all. 
Slow frequency hoping with 217 hops/s can be used to provide diversity effect and to 
increase the efficiency of coding and interleaving for slow moving mobile stations as well 
as to help in decreasing the effect of co-channel interference.
2.2.2 CDM A-Based North American IS-95 System
In the United States and other parts of the world, an ever-increasing demand has been 
placed on the resources of the existing analogue cellular system. Looldng at the rapid 
growth of mobile communications demand, it was projected that the existing anaLogue 
system would run out of capacity in a few coming years. In 1989, Qualcomm Inc. proposed 
the use of DS-CDMA technology as a means of overcoming the expected capacity limits 
of analogue cellular systems. In the years following, Qualcomm has further developed the 
idea of DS-CDMA digital cellular system into an actual implementation that has now been 
adopted as a standard IS-95 [55] by the Telecommunications Industry Association (TIA) 
as one of two digital standards accepted for deployment in North America by the existing 
analogue cellular carriers within their allocated spectrum at 800MHz. Recently, IS-95 has 
seen commercial deployment in new cellular systems in the United States and some other 
countries.
The downlink and the uplink in IS-95 operate at a 1.288 Mchips/s. Conceptual block
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Figure 2.1: Block diagram of IS-95 (a) downlink (b) uplink
diagrams of the downlink and the uplink axe shown in Figure 2.1. Table 2.2 summarises 
many of the parameters of the IS-95 system. Because of the difference between the uplink 
and the downlink, each link is described separately next. The IS-95 system operates with
Parameter Downlink Uplink
Frequency bands 869-894 MHz 824-849 MHz
Cell-reuse pattern single sector reuse single sector reuse
Modulation BPSK with Walsh 
orthogonal covering
64-ary orthogonal 
signalling
DS spreading QPSK spread, period=215 
with modulation shaping
QPSK spread, period=215 
with modulation shaping
Chip rate 1.2288 Mchips/s 1.2288 Mchips/s
FEC Rate 7, lt=9 convolutional code Rate k=9 convolutional code
Interleaving 20 ms block interleaver 20 ms block interleaver
Scrambling Decimated 242 — 1 length user sequence 242 — 1 length user sequence
Receiver Structure Three branch Rake receiver Four branch Rake receiver
Table 2.2: IS-95 DS-CDMA cellular system specifications
a low Eb/No ratio, exploits voice activity, and uses sectorisation of cells. Each sector has 
64 CDMA channels. It is a synchronised system, and there are three receivers to provide 
path diversity at the mobile terminal and four receivers axe used at the cell site. An 
interesting feature of CDMA is that it can operate with single cell clusters. The single cell 
cluster enables cells to be easily replicated along streets and buildings. Complex frequency 
reassignment procedures required in TDMA and FDMA systems when small cells are 
introduced to alleviate teletraffic hot spots are avoided. Neighbouring BSs transmit to 
their MSs using same carrier frequency, although different codes are used for the pilot, set
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up and traffic channels. As the MS moves to the edge of its single cell, i.e., cluster, the 
adjacent BS assigns a modem to the call, while the current BS continues to handle the call. 
The call is then handled by both BSs on a make-before-break basis. In effect, handover 
diversity occurs with both BSs handling the call until the MS moves sufficiently close to 
one of the BSs which then exclusively handles the call [205]. This handover procedure 
is called a soft handover, as distinct from the more conventional break-before-make hard 
handover method. The main features of the downlink and the uplink are presented next.
D ow nlink: The downliuk employs coherent demodulation [206] aided by a fixed pilot
channel for all users. The speech is encoded by a variable rate vocoder that generates 
downlink traffic channel data at rates 1.2, 2.4, 4.8 and 9.6kb/s, depending on speaker 
activity at a given instant in time. As the frame duration is fixed at 20ms, the number of 
bits per frame varies according to the traffic rate. Half rate convolutional encoding with 
a constraint length of 9 doubles the traffic rate to 19.2ks/s. To ensure the rate is always
19.2 k symbols/s, data repetition is appropriately used at the lower speech rates. The out­
put of the convolutional encoder is block interleaved over 384 symbols (20ms). The coded 
symbols are scrambled and exclusive ORed with a row of a 64 dimension Walsh-Hadamard 
matrix. This process ensures that each user within a given cell is orthogonal to every other 
user within the cell, assuming that different rows Walsh-Hadamard matrix are used for 
each user. The symbol stream then modulates the 800 MHz carrier using BPSK modu­
lation with QPSK spreading. This modulation/spreading scheme effectively randomises 
the phase of the desired user relative to that of the other users, thereby ensuring that 
the other users do not introduce a significant phase alignment degradation factor into the 
desired user’s receiver [202]. Following PN spreading, each of the two branches is filtered 
separately with a FIR filter prior to modulating a quadrature carrier and combining.
In the downlink receiver, as shown in Fig. 2.1 (a), the operations at the base transmit­
ter are essentially reversed. The received signal is de-spread, with identical version The 
resulting signal will then consist of the signals intended for all users in the desired cell, the 
pilot, paging and sync signals for the desired cell, and an attenuated version of interference 
from other cells. The pilot signal is initially recovered from the de-spread signal and is 
used to perform coherent demodulation of the desired user’s signal as well as to perform 
multipath searching and tracking to be used for the RAKE receiver. The de-spread, co­
herently detected signal is further de-spread by the desired user’s Walsh cover. In the 
absence of multipath, the Walsh-despread signal will contain only the desired user’s signal 
and an attenuated version of signals from other cells. A coherent RAKE receiver is used 
to combat the effect of multipath on the desired signal. The Walsh despread signal is then 
descrambled, de-interleaved, convolutionally decoded with soft decision Viterbi decoder, 
and then applied to the speech decoder.
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The transmitted pilot signal level for all BSs is some 4 to 6 dB higher than a traffic 
channel and is of constant value. A mobile terminal processes the pilot channel and 
finds the strongest signal components. The processed pilot signal provides an accurate 
estimation of the time delay, phase and magnitude of three of the multipath components. 
The chip rate on the pilot channel, and on all other channels is locked to precise system 
time, e.g., by using the Global Positioning System [189].
Uplink: The uplink employs noncoherent modulation. As shown in Fig. 2.1 (b), in the
mobile transmitter the vocoder output is supplied to | rate convolutional encoder with 
constraint length of 9, and data is repeated depending on speech activity. Interleaving is 
then performed over the vocoder block length of 20ms. The coded, interleaved symbols are 
then block coded using 64-ary orthogonal modulator. The 64-ary orthogonal modulator 
uses six sequential symbols from the block interleaver to form an index into a Walsh- 
Hadamard matrix of dimension 64. The index is then used to select a row of the Waish- 
Hadamard matrix whose 64 elements are then transmitted in place of the 6 bits index. It 
should be mentioned that the Walsh codes are used in a totally different way in the uplink 
and the downlink. In the downlink the Walsh codes label the channels, while on the the 
uplink they convey base station. The followed by quadrature modulation.
The uplink does not use a pilot CDMA since to give each mobile station a pilot channel 
would be impractical. The receiver at the base station has a tracking receiver and four 
receivers that each locks on to a significant path in the channel impulse response. The 
output of 64 correlators, one associated with each Walsh functions, are examined for each 
receiver. The output of the four receivers are combined and the correlator number having 
the maximum output selected to identify the recovered 6 bits symbol [189]. Progressive 6 
bits symbols are serialised, de-interleaved, convolutionally decoded and fed to the speech 
decoder,
2.3 Mobile Radio Propagation
The communication quality between a mobile subscriber unit and the cell site depends on 
a variety of factors affecting the path over which the radio signal travels. Several types 
of signal impairments take place over the radio path. The four basic impairments experi­
enced in a communication path involve path loss, shadowing, multipath and Doppler shift. 
Path loss is a direct result of the distance between the transmitter and the receiver in the 
communication path. Slow fading is caused largely by partial blockage or environmental 
absorption such as trees. Multipath propagation is a direct result of more than one re­
flection in the transmission path adding constructively or destructively. The dispersion 
occurs when multiple signals arrive at different times to the receiver and the difference in
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time between the signals is in the order of a bit period. Doppler shift on the other hand 
is caused by motion between the transmitter and the receiver.
Understanding the nature of the propagation characteristics is important for maximis­
ing the efficiency of the network planning, the process of deciding where the base stations 
and what frequencies and power levels they will be allowed to use. One of the scarcest 
resources available to the network planner is frequency spectrum and knowing more about 
the propagation details will permit the planner to re-use the same frequencies as often 
as possible without causing unbearable deterioration of the communication channel. The 
radio planners make use of path loss prediction models which combine extensive empirical 
measurements with detail theoretical predictions to produce simulations of the coverage 
area.
Also it is important to understand the effects of short term variations in RF propaga­
tion conditions as it is important for optimising the performance of the receivers. Multi­
path fading produces variations in the signal strength over relatively short spans which, 
if not countered, could cause the communication channel to be broken and the phone call 
to be dropped.
The wideband multipath channel model can be represented by a simple mathematical 
model. If we transmit the real signal _Re{s(/)eU^c*)}, where s(t) is a bandpass signal 
transmitted on the carrier wc, the isotropically received complex low-pass signal envelope 
centred on the carrier will be given by
oo
r(t) =  ^2 ak • s(t — rk)  • ej9h -j- n(t) (2.1)
k=0
where ak, rk and dk are the amplitude, delay, and phase of the kth propagation path. The 
additive noise term is n(t) and is often assumed to be AWGN. The propagation model 
is completed once the statistics of all the variables have been defined. There has been a 
lot of research and experiments in this field in order to establish a multipath profile and 
create a mathematical model to describe it. Some published work in this field can be 
found in [40], [44], [22], [199], [192] and [86]. The channels which were initially studied 
are predominantly those of urban areas. A detailed propagation model is presented in 
chapter 5 as a module in the CDMA verification environment.
2.4 Spread Spectrum Communication
Spread spectrum is used to describe a variety of different technology platforms in wireless 
communications. A spread spectrum system is any communication system where the 
transmission bandwidth employed is much greater than the minimum bandwidth required 
to transmit the digital information. The rational behind using spread spectrum is to
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gain an improvement in the signal-to-noise ratio of the communication system itself. The 
amount of performance improvement that is achieved through the use of spread spectrum 
is defined as processing gain. The processing gain determines the number of users that can 
be allowed ill a system and the difficulty to jam or detect a signal. For spread spectrum 
systems it is advantageous to have a processing gain as high as possible. An often used 
approximation for processing gain is the ratio of the spread bandwidth to the information 
rate. The advantages of spread spectrum have been long utilised in military systems [72], 
and are now of growing interest for commercial systems [174]. Mobile communications [42] 
and indoor wireless systems [105] are areas of particular interest at the present. There 
are a number of advantages associated with using spread spectrum [50] such as :
• Low power spectral density. As the signal is spread over a large frequency-band, the 
power spectral density becomes very small, so other communication systems do not 
suffer interference from this kind of communications. However the Gaussian noise 
level increases.
• Privacy due to unknown random codes. The applied codes are - in principle - 
unknown to a hostile user. This means that it is hardly possible to detect the 
message of another user.
• Applying spread spectrum implies the reduction of multipath effects.
• Random access possibilities. Users can start their transmission at any arbitrary 
time.
• Good anti-jam performance.
However, due to the inclusion of the spreading process at the transmitter and the de­
spreading process at the receiver the complexity, and therefore the cost, of the spread 
spectrum system is increased. Nowadays, spread spectrum systems are gaining popularity 
in commercial applications particularly for multiple access. Indeed, the North American 
cellular system IS-95 [55] has exploited spread spectrum technology for commercial use 
employing DS-CDMA for cellular communication with promising performance in recently 
deployed systems. Also, currently there are a few proposals for the UMTS which suggest 
wideband CDMA as the multiple access scheme for the third generation communication 
system [100].
There exists different techniques to spread a signal: Direct-Sequence (DS), Frequency- 
Hopping (FH), Time-Hopping (TH) and Multi-Carrier CDMA (MC-CDMA) [214]. It 
is also possible to make use of combinations of them. An overview of the more conven­
tional spread spectrum techniques can be found in [50, 91, 181]. The two most popular 
techniques, however, Direct-Sequence and Frequency-Hopping are presented briefly next.
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Figure 2.2: Basic DS-SS technique
2 .4 .1  D ir e c t  S e q u e n c e  S p rea d  S p e c tr u m  (D S -S S )
Direct Sequence is the most famous Spread Spectrum Technique. The signal is spread 
to wideband by a pseudo random noise code (PN-code) as illustrated in Figure 2.2. The 
data x(t), transmitted with a data rate R  is modulated by a carrier fc first, then by a 
spreading code G(t )  to form a DS signal St(t) with a chip rate Rp which takes a DS 
bandwidth Bss. The DS signal St(t — f )  after a propagation delay r is received and goes 
through a correlator using the same spreading code G{t) to despread the DS signal. After 
demodulating the despreaded signal by /c, the data signal a'(f) is recovered. To put that 
in a mathematical representation, let x(t) be a bipolar data
x(t) = ±1 (2.2)
modulated by a binary shift keying
S(t) =  x(t) * cos(2wfct) (2.3)
At the transmitting end, the spreading sequence G(t )  modulation also uses BPSK
G(t )  =  ±1 (2.4)
then
St(t) =  x(t) • G(t ) • cos(2irfci) (2.5)
At the receiving end, St(t — r )  is received after r seconds propagation delay. The de­
spreading process then takes place. The signal S(t — r) coming out from the correlator 
is
S(t — r )  =  x(t -  r )  • G(t — r) • G(t — f )  * cos(2Kfc(t — r )) (2.6)
where t is the estimated propagation delay generated in the receiver. Since G(t) =  ± 1,
G(t — r)  • G(t — i )  — 1 (2.7)
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Figure 2.3: direct-sequence spreading (a) time domain (b) frequency domain 
for r = f. Then
S(t — r)  — x(t — t ) • cos{2Ttfc{t — t ) )  (2-8)
After it is demodulated by the carrier frequency /c, the data x(t — r) are then recovered.
The spread-spectrum signed has a low power spectral density such that it appears almost 
like background noise to a casual receiver and causes little interference. This is illustrated 
in Figure 2.3. The codes used for spreading have low cross-correlation values and are 
unique to every user. This is the reason that a receiver which has knowledge about the 
code of the transmitter, is capable of selecting the desired signal.
The main problem with applying Direct Sequence spreading is the so-called Near-Far effect 
which is detailed in section 2.4.1.2.
2.4.1.1 P N -C o d e  Sequences
Research into the properties of PN-codes has resulted in the identification of superior 
families of codes for multiple access purposes [77]. These PN-codes provide “channels” for 
multiple access transmission within the same bandwidth. The number of users that the 
channel can support is dependent on the length, and also the orthogonality of these codes 
with respect to each other. To be usable for direct-sequence spreading, a PN-code must 
meet the following constraints:
• The codes are easy to generate.
• The codes must have a sharp (1-chip wide) autocorrelation peak to enable code­
synchronisation.
• The codes must have a low cross-correlation value, the lower this cross-correlation, 
the more users we can allow in the system. This holds for both full-code correlation 
and partial-code correlation. The latter because in most situations there will not be
T)baseband 
signal
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Figure 2.4: Example of Walsli codes
a full-period correlation of two codes, it is more likely that codes will only correlate 
partially due to the use of random-access.
• The codes have randomness properties. That is the difference between ones and 
zeros in the code may only be 1. This last requirement stands for good spectral 
density properties (equally spreading the energy over the whole frequency-band).
Codes that can be found in practical DS-systems are: Walsh-Hadamard codes, M-sequences, 
Gold-codes and Kasami-codes. These code sets can be roughly divided into two classes: 
orthogonal codes and non-orthogonal codes. Walsh sequences [25] fall in the first category, 
while the other group contains the so-called shift-register sequences [90, 167, 173].
Walsh Hadamard codes
Walsh-sequences, illustrated in Fig. 2.4, are orthogonal functions which permits the can­
cellation of any multi-access interference. There are however a number of drawbacks:
• The codes do not have a single, narrow autocorrelation peak.
• The spreading is not over the whole bandwidth, instead the energy is spread over a 
number of discrete frequency-components.
• Although the full-sequence cross-correlation is identically zero, this does not hold for 
partial-sequence cross-correlation function. The consequence is that the advantage 
of using orthogonal codes is lost.
• Orthogonality is also affected by channel properties like multipath.
Despite the drawbacks of Walsh-sequences, their orthogonality property makes them at­
tractive in cellular systems. For example, in IS-95 Walsh-sequences are applied for both 
uplink and downlink [94] with a combination of a Shift-Register sequence.
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Figure 2.5: Linear shift register sequence generator 
Shift-Register Sequences
Shift-Register sequences are not orthogonal, but they do have a narrow autocorrelation 
peak. The name already makes clear that the codes can be created using a shift-register 
with feedback-taps. The generating function, depicted in Fig. 2.5 of the sequence is defined 
as:
Gr(-D) — <Zo + Oj\D -j- tt2-D2 +  . . . — (tnD 7 (2.9)
71=0
Where D  stands for the delay operator. Every coefficient an in Eqn 2.9, can be found 
according with the following formula:
—  C.\0>n— 1 +  C2&71— 2 +  * ’ ’ "4" CrCLn — r —  )   ^C{CLn — i (2.10)
With these two definitions, and making some manipulations, the following result can be 
deduced :
Yf, C{Di(a -iD i + • • * + a-iD  x) . .
G (D )  =      = (2.11)
where
/ ( » )
(2.12)
is called the characteristic polynomial. The polynomial go(D) depends on the initial 
conditions. G (D ) sequences are called linear shift register (LSR) sequences, and they 
exhibit the following three properties:
• Every LSR sequence is periodic with period P  < 2 r — 1. Also, a maximum length 
shift register (MLSR) sequence is defined as a LSR sequence with period P  = 2r — 1 
for all nonzero initial vectors.
• For all but degenerate cases, the period P of G (D ) is the smallest positive integer 
P  for which f ( D ) divides 1 — D p; where go(D) and f (D )  are primes.
• A necessary condition for G (D ) to generate a MLSR sequence is that f ( D )  of degree 
r be prime (irreducible, not factorable).
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A good PN sequence is a MLSR sequence. In order to get a MLSR sequence, we need 
prime polynomials of degree r.
M-Sequences : As explained above by using a single sliift-register, maximum length
of M-sequences increases rapidly with r. The M-sequences have a number of special 
properties [90] such as :
• M-sequences are balanced: the number of ones exceeds the number of zeros with 
only 1 in each period of the sequence.
• The auto-correlation function Rc(k) is given by
where N  =  2r — 1. This property is important since the shape of the auto-correlation 
determines the spectrum. Partial auto-correlation is also an important feature of M- 
sequences since correlation at the receiver occurs at a time interval corresponding to 
the bit duration which is often smaller than the M-sequence period.
• As a result of the shape of the auto-correlation function, the spectrum of an M- 
sequence can be shown to have a smc2-envelope [156].
The cross-correlation property of M-sequences is as important as the auto-correlation 
property, especially in CDMA where high values of cross-correlation should be avoided. 
The cross-correlation functions of M-sequence are studied in detail iu Chapter 5. Typically, 
a secure application would require long sequence lengths, which in the case of M-sequences 
would require many shift register stages. This kind of security is necessary to avoid code 
cracking by unwanted receivers. In addition, in many applications large sets of sequences 
are needed. The available number of sequences in the case of M-sequences is very much 
smaller that the sequence length, N , particularly in the case of even shift register orders. 
Certain codes which exhibit low cross-correlation properties and high number of available 
sequences such as Gold and Kasami sequences are presented next.
sequences (M-sequences) can be obtained by choosing the feedback coefficients so as to 
achieve maximal length. If the shift-register size is r then the length of the code is equal 
to 2r — 1. The number of possible codes is dependent on the number of possible sets of 
feedback-taps that produce an M-sequence and is given by
1
(2.13)Num ber of Sequences —  '
where (f>(k) is the number of positive integers less than k and prime to k [41]. The number
when k — 0, N, 2N, • • •
otherwise (2.14)
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Gold Sequences : Gold showed [77] that certain pairs of M-sequences of code period
N  exhibit a three-valued cross-correlation function with values
f \ \ 7 +( \ _  / 2^ m+2)/2 + 1  when m even , .I —1, t(m) — 2} where tlm) — < (2.15)
1 5 v v J s I 2(m+1>/2 + 1  when m odd v ’
To generate a Gold sequence two M-seqnences which form a “preferred pair” are combined. 
By giving one of the codes a delay with respect to the other code, different sequences can be 
obtained. The number of sequences that are available is (2r — 1) + 2 (the two M-sequences 
alone, and a combination with different shift positions). If we combine a Gold-code with 
a decimated version of one of the 2 M-sequences that form the Gold-code another set 
of codes can be obtained. This set is called “Kasami-code” . More details about other 
Kasami-codes and other sequences can be found in [173, 91].
2.4.1.2 Near-Far Problem  in the Uplink
A near-far problem is a phenomenon that occurs when an interfering transmitter is much 
closer to the receiver than the intended transmitter as illustrated in Fig. 2.6. The prop­
agation path loss difference between these users may be many tens of dB. Although the 
cross-correlation between codes A and B is normally low, the correlation between the 
received signal from the interfering transmitter and code A would be higher than the cor­
relation between the received signal from the intended transmitter and code A. The result 
is that proper data detection is not possible. In general, the strongest received mobile sig­
nal will capture the demodulator at the base station. In CDMA, stronger received signal 
levels raise the noise floor at the base station demodulators for the weaker signals, thereby 
decreasing the probability that weaker signals will be received.
The solution to overcoming the near-far problem is the use of a stringent power control in 
the uplink. In the downlink however, near-far is not a problem since the base station can 
transmit all signals with equal power, thereby ensuring that none of the multiple access 
signals are dominant jammers. Power control algorithms for uplink and down link are 
discussed in detail in chapter 5.
Receiver 
Code A
Intended transmitter 
Code A
I Interfering transmitter 
CodeB
Figure 2.6: Illustration of Near-Far problem
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Figure 2.7: A Frequency hopped signal
2 .4 .2  F r e q u e n c y  H o p p in g  S p rea d  S p e c tr u m  (F H -S S )
The idea of FH-SS systems is to hop or switch the carrier frequency over a set of frequencies 
in some pattern specified by a PN sequence. The frequency hopping can be fast or slow 
depending on whether hopping is faster or slower than the data rate. Frequency Hopping, 
shown in Fig. 2.7, results in a wideband signal with a well defined set of frequency peaks 
in its spectrum, each separated by fk. A disadvantage of Frequency-Hopping as opposed 
to Direct-Sequence is that obtaining a high processing-gain is hard. There is need for a 
frequency-synthesiser able to perform fast-hopping over the carrier-frequencies. The faster 
the “hopping-rate” is, the higher the processing gain. On the other hand, Frequency- 
Hopping is less affected by the Near-Far effect than Direct-Sequence.
2 .4 .3  A d v a n ta g e s  o f  C D M A  S y s te m
There exist many performance comparisons of FDMA, TDMA and CDMA multiple access 
schemes [102, 103]. FDMA divides radio channels into a range of radio frequencies and 
is used in the traditional analogue cellular system. With FDMA, only one subscriber is 
assigned to a channel at a time. Other conversations can access this channel only after the 
subscriber’s call has terminated or after the original call is handed off to a different channel 
by the system. TDMA divides conventional radio channels into time slots to obtain higher 
capacity. As with FDMA, no other conversations can access an occupied TDMA channel 
until the channel is vacated. CDMA on the other hand, assigns each subscriber a unique 
code to put multiple users on the same wideband channel at the same time, as explained 
in section 2.4.1. Any performance comparisons between these schemes are usually drawn 
in terms of the number of admissible users per cell for a given total bandwidth, for given 
radio propagation conditions, and for a required transmission quality. This number is 
termed the cellular radio capacity. There are other elements which also play roles in 
making comparisons such as complexity. The earlier deployment of TDMA to CDMA 
gives slight advantage for TDMA in the access to the communication market. However,
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studies and research papers of performance comparisons will still appear in the literature 
and in many proposals to come in the search for a suitable multiple access scheme for the 
UMTS [136, 134, 100].
In tliis section, some features of the CDMA scheme are highlighted since the multi-rate 
source and channel coding system was designed on CDMA platform. Some of these features 
detailed in [94, 129] can be summarised as :
Increased O rder o f  D iversity  : CDMA offers frequency and multipath diversity. The
frequency diversity is due to the wideband nature of the spread spectrum signals whilst 
the multipath diversity is due to the time discrimination ability of the spread spectrum 
receiver. Exploitation of the multipath environment through spread spectrum processing 
(RAKE receiver), allowing signal arriving with different propagation delays to be received 
separately and combined, can be translated into gain. In general, the greater the order of 
diversity in a system, the better the performance in difficult multipath environment.
Pow er Efficiency : Due to the wide channel bandwidth employed in CDMA system, it
is possible to use extremely powerful high redundancy error correction code. This leads 
to a reduction of the required E^/Nq which results in the reduction of transmitter power 
required to overcome noise and interference.
Frequency R eu se  and Sectorisation  : Frequency planning is minimised due to the
use of the wideband channel in every cell. The total interference at the cell site to a given 
inbound mobile station signal is comprised of interference from other mobile stations in the 
same cell pins interference from mobile stations in neighbouring cells. The contribution of 
all the neighbour cells is equal to approximately half the interference to the mobile stations 
within the same cell. This is due to the ability of CDMA to provide orthogonal downlink 
channels with proper PN coding and due to its inherent interference cancellation of other 
signals by an amount equal to the processing gain. When directional cell site antennas 
are used (typically 3 sectors per cell), the interference is simply divided by three.
V oice A ctiv ity  D etectio n  : In a typical full duplex two-way voice conversation, the
voice activity is around 40%. It is possible with CDMA scheme to reduce the transmission 
rate when there is no speech, and thereby substantially reduce interference to other users. 
This increases capacity and reduces average mobile station transmit power requirements 
by approximately a factor of two as shown in section 2.4.4.
Soft H andover : During handover, the mobile terminal is able to track both the orig­
inating and the target base stations simultaneously. Not only does this minimise the
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probability of a dropped call, but it also makes the handover virtually undetectable by 
the user.
Soft Capacity : When demand of service is at its peak, e.g. at motorway junctions,
additional service requests can be accommodated by taking advantage of the soft relation­
ship between the number users and the grade of service. For example, the system operator 
could decide to allow a small degradation in the bit error rate and increase the number of 
available channels during peak hour. Since a multi-rate system is concerned with capacity 
improvement, capacity analysis of CDMA system is detailed next.
2 .4 .4  C D M A  S y s te m  C a p a c ity
Several analysis have been carried out concerning the performance and the capacity of a 
CDMA cellular system, e.g. [75] [122], [204] and [207], For a CDMA digital cellular 
system that employs power control such that all uplink signals are received at the same 
power level, i.e. no power control error, and all users are spread over the total available 
bandwidth IF, a simple equation for capacity may be developed to give :
&  W /R
No * ( N - l )  +  ( v/S )  ( ' >
Where W /R  is the processing gain, S is the signal power, 77 is the background noise, and 
(Eb/No)Ke(l is the value required for adequate performance of the modem and the decoder, 
which for digital voice transmission implies a BER of 10“ 3 or better. The background 
noise establishes the required received signal power at the cell site, which in turn fixes the 
subscriber’s power or the cell radius for a given maximum transmitter power.
The derivation of Equation 2.16 for the number of users N  assumes a single cell system 
with no interference from other cells. In addition, each interferer is transmitting continu­
ously and has a perfect power control. To increase capacity in Equation 2.16, (£?6/7V0)Req 
can be reduced through improved coding or possibly modulation. However, this is limited 
by the increase in complexity and the Shannon limit. Capacity can also be increased by 
reducing other user interference and hence the denominator of Equation 2.16. This can 
be achieved through using sectorisation and exploiting voice activity. Sectorisation, which 
refers to directional antennas at the cell site, is a common technique of reducing other 
user interference. When using three antennas per cell site for example, the interference 
sources seen by any antenna are approximately one-third of those seen by an omnidirec­
tional antenna. This reduces the ( N  — 1) term in the denominator by a factor of 3 and 
consequently, N  is increased by nearly this factor.
Voice activity can be monitored, and transmission can be suppressed for any user 
when no voice is present. In effect, this reduces the interference term from ( N  — 1) to
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( N  — l )a  where a is the “voice activity factor” . Thus, with sectorisation and voice activity 
monitoring, the average E^/Nq in Equation 2.16 becomes
i£ = m _
No ( N s - l ) a  +  ( V/S )  (
where N s is the number of users per sector.
In a multiple cell system, users experience more interference accrued from users outside 
their own cell. Therefore, the number of channels available in a cell depends upon loading 
of the neighbouring cells. If neighbouring cells are less than fully loaded, then the capacity 
of heavily loaded cells can be increased. The total other-cell user interference-to-signal 
ratio is worked out in [75] with the changes of capacity as a function to neighbouring cell 
loads. Neglecting additive noise, in the presence of interference from other cells the Eb/N0 
of the system becomes
w “ (w L / »  <2 i8 >
where /total is the total interference generated from surrounding cells. In order to obtain 
the same level of E^/No as obtained within the single-cell system (Eb/No)ie<l, it is clear 
that the number of system users must be reduced such that :
-Y (m u lt ip le  cells) = N s + N sIXotJ S  (2.19)
Hence, the system efficiency is given by :
1
E  —  A s / l V ( multiple cells) ~  , r  7 7 T ( 2 . 2 0 )
t  *T  -/total/ &
The capacity equations presented so far for the CDMA system have assumed that the 
number of users per cell are fixed and each user is perfectly power controlled. These two 
assumptions are not valid in practical CDMA systems. Power control nonidealities will 
result in some misadjustment of the power received from users [157]. Also, the number of 
active users within a cell varies according to a Poisson distribution given by
P r  (N,active =  ; ; - ( * / > . ) ( 2 .2 l )
iVs.
where A and p are the arrival and the service rate, A/p, is the Erlang traffic. The Eb/N0
varies for each user depending on the accuracy of power control. Experimental data
suggests that the variation of Eb/No is log-normal [203, 151].
^  = 10*/10 (2.22) 
No
where x is a Gaussian variable with 7 dB mean and 2.5dB standard deviation [204]. Several 
papers in the literature calculated capacity with imperfect power control e.g. [157, 98,
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204]. Including a power control error factor that reduces capacity, the final capacity 
equation can be then written as
Nmultiple cells «  W /R  * —  ^  - F - D - G - y  (2.23)
where D  is the capacity gain due to VAD, G  is the gain due to the use of sectored antennas, 
F  is the efficiency due to other-cell interference, and P  is the capacity reduction factor 
due to errors within the power control process. Details of computing the factor F  can be 
found in [207] and [75]. The factor P, its implication on capacity and how to compute it 
can be found in [144] and [115].
2 .4 .5  M u lt ip a th  D iv e r s ity  R e c e p t io n
It is well known that over Rayleigh faded multi-path channel, significant degradation in 
the receiver performance may occur. For mobile communications, this degradation due 
to fading is often unacceptable, as it will result in requiring that the transmitters trans­
mit with excess power required to overcome the deleterious fading effects. For portable 
transceivers, this requirement can have a significant impact on the design. One method 
commonly employed to overcome the degradation in performance due to fading is the 
use of diversity. The goal of diversity is to reduce the depth of fades and/or fade dura­
tion by supplying the receiver with multiple replicas of the transmitted signal that have 
passed over independently fading channels. In mobile radio applications, the most com­
mon approaches employed are time diversity, antenna diversity, multi-path diversity, and 
frequency diversity.
In time diversity, identical replicas of the transmitter signal are sent spaced in time 
with the time spacing between transmission exceeding the coherence time of the channel. 
In antenna diversity, multiple antennas spaced sufficiently far apart are employed at the 
receiver. In a Rayleigh scattering field, the separate antennas will encounter different scat­
tering volumes, hence the received signals will undergo independent fading. In frequency 
diversity, multiple copies of the information signal are sent over independent fading chan­
nels, where the frequency spacing between channels exceeds the coherence bandwidth of 
the channel. Finally, multi-path diversity is employed if the signal bandwidth W  is much 
greater than the coherence bandwidth (A / )c of the channel so that the multipath compo­
nents can be resolved. Thus, the receiver receives with multiple copies of the signal with 
several independently fading paths to be combined in an advantageous manner. The time 
resolution is 1 jW .  Consequently, with a multipath spread of Tm seconds, there are TmW  
resolvable signal components. The number of resolvable paths can also be expressed as 
L ~  W / ( A f ) c. Because spread spectrum signals are often wideband, multipath diversity 
is often employed and constitutes cue of the important features of this scheme. A receiver
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structure which performs multipath diversity, known as RAKE receiver [158], is detailed 
in section 2.4.5.2.
2.4 .5 .1  D iversity  com biners
There are two types of diversity combiners: the predetection type and the postdetec- 
tion type. A predetection diversity combiner cophases, weights, and combines all signals 
received on the different branches before signal detection. Well known predetection com­
biners are the selection combiner (SC), equal gain combiner (EGC), and the maximal 
ratio combiner (MRC) [177, 208, 76]. These predetection diversity combiners require sev­
eral complicated functions, such as a function to cophase all received signals which suffer 
fading induced fast random phase variations. On the other hand, postdetection combiners 
weight and combine all branches after signal detection and do not require the difficult- 
to-implement cophasing function [3, 93], Since the postdetection combiner structure can 
be much simpler, postdetection diversity is more attractive for mobile radio. In this com­
biner, the detector outputs are weighted according to each branch’s channel condition 
before combination so that the contribution of the weaker signal branch is minimised. 
However, for the purpose of this thesis, predetection method is considered.
To make use of any diversity approaches, methods of combining the multiple branches 
in a manner that improves the performance of the communication system must be con­
sidered. If the combining process is to be effective, the combiner should not degrade the 
performance of the system relative to the performance achieved by using a single branch 
available and should improve the performance of the receiver relative to the best branch. 
Different methods of combining such as selection combiner, equal gain combiner and max­
imal ratio combiner are detailed in [177].
2 .4 .5 .2  T h e R A K E  R eceiver
The idea of the RAKE receiver is simply to recombine the various multipath signal returns 
such that the overall SNR is improved. This is achieved by combing, or “raking” , the 
strongest of the received signals such that they are brought back into alignment with the 
main component and are weighted according to their signal strength [158]. A tapped-delay 
line or transversal filter may be used for this purpose [198]. However, the performance of 
RAKE receivers is very dependent on the accurate estimation of the delays and phases 
of the accumulated signals corresponding to different propagation paths. In the forward 
link, the availability of a pilot channel allows air accurate channel estimation and provides 
coherent detection of the received signals. In the uplink on the other hand, the absence 
of a pilot channel and the fast time variations of the channel make it difficult to the
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Figure 2.8: Block diagram of N-finger RAKE receiver (a) PSK finger details (b) DPSK 
finger details
implement coherent detection. Therefore noncoherent detection such as DPSK is more 
suitable for the uplink demodulation [89]. Nonetheless, even for DPSK, it is still difficult 
to precisely track the time at which the desired signal components corresponding to a 
propagation path are received in order to demodulate the desired signals. This is because 
the propagation profile may vary rapidly and, furthermore, the received signal may suffer 
from Doppler shift due to handset motion [63].
The analytical evaluation of the performance of a N-finger RAKE receiver over an L-path 
multipath fading channel is based on the general model shown in Figure 2.8.
The performance of the conventional coherent PSK detector in a single path Rayleigh
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fading is given by [159]
1 -
1 + 7 (2.24)
where P& is the average bit error rate; 7 — ’ E (a 2) is the average S N R  and a is the
channel attenuation factor. While for DPSK, the average bit error rate is given by [159]
1
P b = 2
1
.1 + 7.
In multi-finger RAKE, the average bit error rate is given [159] as
(2.25)
A  =  (  +  r  E  (  +  )■' (2.26)
where N  is the diversity order and ji =  for maximal ratio combiner, /i =  for
equal gain combiner; 7c is the average S N R  per channel which is related to the average 
SNR per bit %  by
7b =  N %  (2.27)
Different combining techniques have been studied thoroughly in [89] and [82]. Because 
selection combiner involves transients due to switching between strongest paths, there is 
a practical reason for desiring a combiner in which the several channel coefficients vary 
more gradually with the signal fading (such as maximal ratio combiner) so the abrupt 
switching is avoided. However, although the maximal ratio combiner is an ideal in linear 
diversity combining technique, it requires a major effort in instrumentation to achieve 
the correct weighting factors. Furthermore, the additional advantages of maximal ratio 
combiner over selection combiner for example are not so large that they cannot be lost by 
difficulties in achieving the proper combining [177]. When such difficulties in estimating 
the weighting factors arise, other combining methods such as equal gain combiner become 
more attractive [104], Nevertheless, usually for coherent demodulation maximal ratio 
combiner is employed, while for non-coherent demodulation equal gain combiner is used.
The performance of practical RAKE receivers depends on the following parameters :
• The modulation format as coherent demodulation offers significantly better multi- 
path diversity.
• The ratio between the number of multipath components and the diversity order 
exploited at the receiver (N /L ) .
• The number of fingers is limited because of receiver complexity.
• The combining technique is usually related to the modulation type depending on 
whether it is coherent or non-coherent.
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• The shape of the delay power spectrum and the ability of the DSP unit to adjust 
the RAKE fingers always to the strongest paths.
This function of the DSP unit is critical to the operation of the RAKE receiver because 
inclusion of false paths to the combiner leads to a severe degradation in performance. 
However, in our experimental RAKE receiver [195] we assume that all paths are of equal 
strength, an assumption that maximises the multipath diversity gain from RAKE recep­
tion. This assumption also removes the dependence of the results on the shape of the 
delay power spectrum.
In [134], Equation 2.26 was modified to take the above parameters into consideration 
for N-finger RAKE receivers over L-path multipath fading as :
• for maximal ratio combiner
Pb = I  ' - J S  )  £  (  N ~ }  +  i )  (  l~ \ f 3 k  )  (2.28)
• for equal gain combiner
( 2 -2 9 )
Due to the simplification involved in the derivation of Equations 2.28 and 2.29, the results 
obtained from the evaluation of these formula may lead to slightly more optimistic con­
clusions. Thus, in order to assess the performance of RAKE and RAKE employing DPSK 
(DRAKE) receivers, Monte-Carlo simulation models were developed with the following 
features : the model uses Gold sequences, and the multipath channel consists of 6 paths 
of equal strength with the delays of 0,2,4,6,8 and 10 chips. The choice of Gold sequences 
was based on their high level of auto- correlation values which minimises the self-noise in 
multipath channels with any delay spread. Thus, the choice of the relative delays between 
the paths is not a critical parameter.
Figure 2.9 shows the simulation results for a non-diversity receiver, 4-finger RAKE and 
4-finger DRAKE receivers. The results show that in order to achieve a BER of 10~3 in 
a single user channel, the non-diversity receiver requires SNR/bit 1 equals to 27dB; the 
4-finger RAKE receiver needs 11.8 dB; and the 4-finger DRAKE receiver needs 20.1 dB. 
Figure 2.9 also show that the DRAKE receiver has no advantage over a multipath rejecting 
receiver when the SNR/bit is less than 9 dB.
In Figure 2.10, the SNR/bit which is required for the DRAKE and RAKE receivers to 
start producing a multipath diversity gain is shown. The minimum required SNR/bit to
1 SNR/bit =  A v (E b/N0)
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start producing multipatli diversity gain for the DRAKE is 16 dB; while for the RAKE 
receiver it starts from 0 dB SNR/bit.
2 .4 .5 .3  C hannel A d ap tive  R A K E  R eceiver  (C A R A K E )
CARAKE was proposed in [134] to achieve a semi-coherent demodulation on the uplink 
channel. The simulation model is shown in Fig. 2.11. The idea behind CARAKE is to 
have two RAKE receivers at the base station, one uses coherent detection on the traffic 
channel (TCH) with the aid of the second RAKE on an associated control channel (CCH) 
which uses differentially coherent detection. The CCH RAKE tracks each individual path 
producing complex amplitude estimates which are subsequently used in the TCH RAKE 
receiver to compensate for the phase variations.
Figure 2.12 compares the performance of the CARAKE and the RAKE receivers. It is 
evident that practical RAKE receivers have performance that deviate from those predicted 
theoretically under the assumption of perfect phase compensation. To show the effect of 
channel estimation in the uplink on the performance of a practical RAKE receiver, a 
Monte-Carlo simulation of CARAKE was developed. As it can be observed, at BER of 
10~3 the loss between the RAKE receiver with perfect channel estimation and CARAKE 
performances is about 2.0 dB but for higher SNR/bit there is less deviation.
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2.5 Concluding Remarks
For many years there has been a dynamic development within land mobile radio com­
munications. Within the last few years the development has accelerated, especially in 
the mobile telephony field. In this chapter, a brief survey of cellular systems including 
analogue first generation and digital second generation systems was presented. Prime ex­
amples of the second generation systems, the TDMA-based GSM and the CDMA-based 
IS-95, were briefly examined. A CDMA-based environment was favoured as a work base to 
verify the multi-rate concept. This choice was prompted by the adoption of CDMA scheme 
in cellular applications and the emerging commercial application of spread spectrum as a 
viable and competitive technology. Furthermore, in the studies being carried out for the 
UMTS system, wideband CDMA scheme constitutes a very strong candidate. Therefore, 
a CDMA-based environment was chosen to test the multi-rate source and channel coding 
scheme. However, the multi-rate concept can also be applied to TDMA-based systems.
Principles of spread spectrum and some of its application were presented briefly in this 
chapter. The great attraction of CDMA technology from the beginning was its inherent 
ability to boost communications capacity and reuse frequencies to a degree unheard of iu 
narrowband multiple access wireless technology. The advanced methods used in commer­
cial CDMA technology improve capacity leading to a new generation of wireless networks. 
CDMA receivers, conversely, separate communication channels by a pseudo-random mod-
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Figure 2.11: CARAKE simulation model
ulation that is applied and removed in the digital domain. Multiple users can therefore 
occupy the same frequency band. This universal frequency reuse is crucial to CDMA’s 
high spectral efficiency.
One of the most important aspects of CDMA has been its high capacity. The principal 
feature of CDMA leading to potential high capacity is its inherent interference averaging 
ability. Different users, spread with different codes, when added together appear as noise- 
lilce interference to each other. This noise then becomes suppressed with the processing 
gain during the decoding process. This addition and suppression of several interferers in 
DS-CDMA systems results in interference averaging. And as interference is one of the 
limiting constraints, interference averaging inherently leads to increased capacity. It also 
enables other features of CDMA to be used to increase capacity. Voice activity detection 
whereby the transmitter only transmits whilst the user is speaking, reduces interference 
levels when the user is not speaking and, through interference averaging, increases the 
system capacity. Similar advantages accrue from soft hand-off and high diversity against 
fading. Theoretical capacity analysis were detailed in this chapter including the effect of 
power control error on decreasing system capacity.
Multipath diversity is also an important feature of CDMA. Because CDMA signal 
bandwidth is often much greater than the coherence bandwidth of the channel, the multi- 
path components can be resolved, A brief description of RAKE receiver was presented in 
this chapter as well as some diversity combining techniques. Because coherent detection
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Figure 2.12: Performance of CARAKE receiver
in the uplink proves to be difficult to achieve, a channel adaptive RAKE receiver was pro­
posed to allow quasi-coherent detection. Some results of the CARAKE were presented.
Chapter 3
Speech and Channel Coding for 
Mobile Communications
3.1 Speech Transmission Systems
3.1.1 Introduction
Digital technology has been adopted for virtually all communication systems because of 
its many obvious advantages. The earliest use of digital speech technology in telephony 
was in the 1960s [124], when pulse-code modulation (PCM) systems extended the eco­
nomic life of junction circuits. PCM at 64 kb/s has become the standard for transmission 
and switching in modern telephony, enabling all the performance and economic benefits 
of the digital revolution in telecommunications. In the 1980s, the precision and repeata­
bility offered by digital signal processing (DSP) devices finally removed the limitations of 
analogue signal processing. This has created a renaissance of signal processing, enabling 
the economic use of a wide range of complex, adaptive or nonlinear processing algorithms. 
Digitisation has enormously improved the economics and flexibility of switching systems. 
The emergence of 64 kb/s PCM and later, ADPCM at 32 kb/s permitted the digitisa­
tion of the public switched telephony network (PSTN), one of the primary branches of 
the global telecommunications infra-structure. However, the original design of PSTN to 
carry telephone bandwidth speech of 300-3400 Hz limited the use of such high rates to 
trunk circuits. The recent revolution in other networks and the rapid growth in mobile 
communications has highlighted the need for low bit rate (LBR) speech coders due to the 
limitation of allocated bandwidth. For such services to be economic they must employ a 
very narrow bandwidth per channel.
Digital encoding of speech has been a topic of research for over three decades, and as 
a result of this intense activity many strategies and approaches have been developed for 
encoding. Although a number of lower bit rate speech coding schemes have been proposed,
3.1 Speech Transmission Systems 37
none of them have been commercially viable until the last few years. Speech coders for 
particular applications are selected according to a trade-off between coding complexity, 
bit rate and signal quality as discussed in section 3.1.2. The design trade-offs are further 
restricted by additional factors such as codec delay, transparency to non-speech signals, 
robustness to transmission errors and background noise, and tandeming ability.
Speech Coding Techniques : Speech coding techniques can be broadly divided into
three categories, namely waveform coding, voice coding, and hybrid coding. Waveform 
coders attempt to reproduce the original waveform as accurately as possible on a sam­
ple by sample basis. These coders are not speech specific and usually have high fidelity 
but with relatively high bit rate, e.g. 64 kb/s PCM and 32 kb/s ADPCM. In contrast, 
voice coders derive a set of parameters at the encoder, which are transmitted and used 
to control a speech production model at the receiver. Typically, linear prediction cod­
ing (LPC) is used to derive the parameters of a time-varying digital filter, which models 
the dominant resonances of the vocaL tract. Speech quality from these is not satisfactory 
for telephone network applications. Hybrid coders, on the other hand, combine features 
from both waveform and voice coders to provide good quality and efficient speech coding. 
Time domain hybrid coders employ a simplified speech production model consisting of a 
vocal tract filter being excited by a residual waveform signaL. According to the degree 
of utilising the speech production model, some hybrid coders resemble waveform coders 
more than vocoders, for instance, adaptive prediction coding (APC) [128]. On the other 
hand, some of them are more vocoder-like such as the residual excited LPC (RELP) coder 
(also called RELPC vocoder or voice excited vocoder). Before hybrid coders became well 
accepted, these two were classified as waveform coders and vocoders respectively. The 
general objective is to derive an excitation signal such that the difference between the 
input and the synthesised speech signal is minimised according to some suitable percep­
tual criterion. One important hybrid coder is the code excited linear prediction (CELP) 
coder. It employs analysis-by-synthesis (AbS) and vector quantisation (VQ) to improve 
the quality and reduce the bit rate. CELP coders, detailed in section 3.3.3, can deliver 
high quality speech at bit rates as low as 4.8 kb/s. Fig 3.1 taken from [210] shows the 
relation of the different coding techniques with respect to speech quality.
Speech Coding Applications and Standards : The main application areas for dig­
ital speech transmission include: (i) digital telephony which employs high and medium 
bit rates; (ii) cellular digital mobile radio (DMR) systems, and (iii) satellite fixed, mo­
bile and leased line systems which employ medium and low bit rate coders. Table 3.1.1 
provides a summary of various digital speech coding standards which are currently in use 
or advanced stages of development for some of those applications. Notwithstanding the
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Bit rate, kbit/s
Figure 3.1: State-of-the-art in Speech Coding
advances of technology and the emergence of optical fibre, speech compression in fixed 
networks is still a significant issue particularly for international links, whether they are 
satellites or cable, where speech compression is increasingly employed. The efficient use 
of the transmission medium permits lower tariffs, leading to increase of market share. In 
mobile communications, on the other hand, the limited available radio bandwidth makes 
speech compression essential for the provision of viable services. The rapid growth and 
the potential market of this service have boosted the speech coding research and put more 
demands on competing algorithms. It is not surprising that if a good mobile service could 
be provided at sufficiently low cost, the number of domestic mobile customers would be 
expected to increase dramatically. In this market nowadays, there exists some speech 
coders such as the 13kb/s long-term predictive regular pulse excited (RPE-LTP) codec 
in GSM, the 7.95kb/s vector sum excited linear predictive (VSELP) codec in the digital 
American mobile phone system (DAMPS), and the 6.7kb/s VSELP codec in the Japanese 
digital communications (JDC) system. The objective for the near future in this market 
is to have a toll-quality 4kb/s low cost speech codec. The bit rate demands for maritime 
and aeronautical applications are even more strict. There are also other important ap­
plications that require very low bit rate coders and constitute a very important market. 
Military communications, for instance, is one of the applications that use bit rates as low 
as 2.4kb/s where speech quality is of less importance if the objectives of high intelligibility 
and robustness to transmission conditions are achieved.
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Standard Year Coding Type Bit rate (Kb/s) MOS
ITU-G.711 1972 PCM 64 4.3
ITU-G.721 1984 ADPCM 32 4.0
ITU-G.726 1991 VBR-ADPCM 16,24,32 and 40 2.0,3.2,4.0 and 4.2
ITU-G.727 1991 Embedded-AD PCM 16,24,32 and 40 -
ITU-G.728 1992 LD-CELP 16 4.0
ITU-G.729 1995 CSA-CELP1 8.0 4.0
ITU-G.723 1995 A/MP-MLQ CELP1 5.27/6.3 communication
ITU 1998 (to be defined) 4 (toll)
Inmarsat-B 1985 APC 9.6/16 communication
Sliy-phone
(Inmarsat-aero)
1989 BT-MPLPC 8.9 3.5
Inmarsat-M 1990 IMBE 4.15 3.4
GSM
Full-Rate
1989 RPE-LTP 13 3.7
GSM
Half-Rate
1994 VSELP 5.6 3.5
GSM-EFR 1995 ACELP 12.2 4.0
DAMPS IS-54 
Full-Rate
1991 VSELP 7.95 3.6
IS-95 1991 Qualcomm CELP 1,2,4 and 8 3.5
JDC Japanese 
Full-Rate
1991 VSELP 6.7 communication
JDC Japanese 
Half-Rate
1993 PSI-CELP2 3.45 communication
American 
DOD FS1016
1990 CELP 4.8 3.0
American 
DOD FS1015
1984 LPC-10 2.4 synthetic
TETRA 1994 ACELP 4.56 communication
^ A / M P -M L Q  C E L P  is A lgebraic/M ulti-pu lse M axim um  Likelihood Quantisation C E LP  
2 P S I-C E L P  is Pitch-Synchronous Innovation C E L P
Table 3.1: Some Digital Speech Coding Standards
3 .1 .2  C h a r a c te r is t ic s  an d  D e s ig n  C r ite r ia  o f  S p e e c h  C o d ers
The speech coder is perhaps one of the most important subsystem of digital speech com­
munication systems as it determines to a large extent the final output speech quality. 
In designing any speech communication system, many factors have to be carefully taken 
into consideration to achieve an optimum balance between often conflicting requirements. 
Speech coding algorithms have to be reconciled with these requirements. In general, the 
generic problem in speech coding is to minimise the bit rate in the digital representation 
of the signal while maintaining required levels of signal quality, complexity and commu­
nication delay. The importance and significance of these factors and characteristics vary 
relatively from one application to another. These are briefly discussed in the following
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subsections.
3.1.2.1 Bit Rate and Quality
Speech coder bit rate and quality are the most important criteria in determining the 
speech coding algorithm for any application. Generally, for a given speech algorithm, the 
higher the bit rate the higher the output speech quality. For a given complexity/cost, the 
objectives are to achieve the highest speech quality and the low bit rate possible. Hence, 
these are two conflicting factors. Bit rate is limited by the shortfall in channel bandwidth, 
an expensive currency of communication systems, and/or power, a factor limited by com­
plexity and technological advancement. Therefore, many applications operate at bit rates 
close to the channel capacity leading to an obvious susceptibility to channel errors. In 
most applications however, error control schemes are used to mitigate the effect of channel 
errors. These require some redundancy which can be maximised if the speech coding rate 
is minimised. In general, digital speech coders may be classified according to their bit 
rates into four categories. High bit rate (HBR) coders, medium bit rate coders (MBR), 
low bit rate (LBR) coders and very low rate (VLBR) coders, operating at data rates of 
>16 kb/s, 8-16 kb/s, 4.8-8 kb/s and <4.8 kb/s respectively.
For systems that connect to networks such as PSTN and broadcasting services, the 
quaLity requirements are top priority and very stringent. In some other networks such as 
private commercial networks and secure military communication networks, bit rate has a 
higher priority. However, for any speech communication network, the general objective of 
a digital speech coder is to produce a quality as good as the current available analogue 
systems. The quality requirements are usually laid down by regulatory bodies such as 
ITU, ETSI, INMARSAT etc. The quality is often graded as either broadcast, toll, commu­
nications, or synthetic. Toll quality corresponds to commercial telephone speech quality. 
Communications quality is highly intelligible, but has noticeable quality reduction, and 
perhaps lessened speaker recognition. In the case of synthetic quality, the speech loses its 
naturalness, but it keeps essential intelligibility.
Quality assessment of speech coder output can be by objective and/or subjective mea­
sures such as segmental signal to noise ratio (SegSNR) and mean opinion score. It is 
also common to use a quality comparison with previously standardised systems. Quality 
assessment is often performed to determine the user acceptance of the synthesised signal, 
to compare the performance of competing speech coding algorithms, or to evaluate the 
different parameter choices in the design of a new speech coding algorithm. The subjec­
tive quality usually includes intelligibility, naturalness, and speaker identifiability. Mean 
opinion score (MOS) is most common subjective measurement based on individual opin­
ion rating. Five grades of speech quality are distinguished : excellent, good, fair, poor,
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and bad and weighted mean values are calculated using weights of 5-1, respectively, for 
each grade. In this quality evaluation method, much time, effort, and human resources 
are required. Therefore, it is desirable to develop relatively compact objective measures 
which correlate well with subjective results over all sets of distortions introduced by the 
speech coding algorithm. Objective measures can be classified into waveform distortion 
measures and frequency-spectrum distortion measures [107]. Combinations of the two 
classes are sometimes required as each identifies different types of degradation. SegSNR, 
for instance, is a fidelity measure often used with waveform coders. Whereas cepstral 
distortion (CD) measure which quantifies the speech spectral envelope distortion is often 
used with low bit rate hybrid coders. Quite intensive research has been carried out in the 
past to identify good quality measurements that correlate with subjective measurements 
[49,106]. Nevertheless, more research is still required to develop more accurate and secure 
measure.
3,1.2,2 Robustness
Transmission channels in most speech communication applications frequently suffer from 
degradations causing errors in the transmitted signal. For some channels such as PSTN 
and Integrated Services Digital Network (ISDN) these errors are distributed randomly 
and very low in rate. Whereas for others such as cellular mobile radio and mobile satel­
lite channels they are both random and bursty in nature and high in rate. Since low bit 
rate speech coding algorithms use few parameters to represent important acoustic char­
acteristics, errors on these parameters will result in serious degradations of the output 
speech quality if left uncorrected. Therefore, forward error correction (FEC) techniques 
are usually used to protect the digital speech coder parameters. These often introduce a 
high degree of redundancy that subtracts from the overall channel bit rate which could 
have been used for the speech coder to enhance the quality and/or allocate more users 
particularly in the case of mobile systems. In addition, although FEC schemes generally 
are able to deal with a high percentage of channel errors, there are often still some errors 
left uncorrected. Therefore, the exclusive use of FEC could be inefficient.
The built-in robustness of a speech coding scheme against channel errors is vital for an 
acceptable overall performance. Built-in robustness requires less FEC, hence minimising 
the redundancy used for FEC in order to maximise the output speech quality. Joint source 
and channel coding strategy is therefore a common approach of the design of new speech 
coders. Built-in robustness includes the use of optimum quantisation and coding schemes, 
error detection and concealment, parameter smoothing and replacement, and lost frame 
reconstruction techniques [14]. The obvious penalty for tills is the increase in complexity. 
Since speech coder parameters have different degrees of sensitivities, FEC redundancy bits
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can be optimally arranged to heavily protect error-sensitive bits and less redundancy for 
less error-sensitive bits Examples of such a practice include the full rate 6.4 kb/s Inmarsat- 
M standard consisting of 4.15 kb/s source coding rate and 2.25kb/s channel coding rate, 
and the full rate 22.8kb/s GSM system consisting of 13kb/s source coding rate and 9.8kb/s 
channel coding rate. The transmission robustness can be measured by the speech quality 
against bit error rate (BER) or frame error rate (FER).
In addition to transmission robustness, speech coding design should take into consid­
eration acoustic robustness. In other words, the speech coding algorithm should be able 
to work depending on the application with most of the following features: speaker inde­
pendence, background acoustic noise, ability to pass voice band data aud control signals, 
and tandeming connections. Background acoustic noise is particularly important to be 
identically reproduced in order to maintain naturalness during conversation.
3.1 .2.3 Communication Delay
The communication delay of a transmission system affects the user’s perception of the 
quality of service and causes conversational difficulties. In addition, long delays cause 
echo in the system to become more annoying in two-way conversation. A delay becomes 
perceptible in a conversation at around 150 ms [68]. Nevertheless, in most applications 
echo cancellers have to be adopted when the total communication delay exceeds 40 ms [69]. 
For geostationary satellite service for example, the use of echo cancellers is already manda­
tory as a result of the long propagation delays. CCITT G.114 recommends that total delay 
above 400 ms is not acceptable and above 300 ms requires special echo control devices. 
However, the provision of extra echo control devices imply extra cost and effort. In ad­
dition, confidentiality and encryption requirement in mobile communications increase the 
processing delay. Thus, in designing a speech coder for a given application the overall 
delay should be taken into account.
Communication delay consists of the speech codec delay, interleaving, the channel 
transmission delay including the error control codec delay, and signaling. In most land 
based systems, the speech codec delays predominate while in satellite based systems the 
transmission delay is substantial. The speech codec delay comprises of algorithmic delay 
and processing delay. Algorithmic delay is due to speech buffering in predictive coders. 
Buffering is usually in the range of 16-30 ms in the case of forward predictive and up to 
5 ms in the case of backward predictive coders. This buffering delay consists of at least 
two speech frames, one for analysis and the other for synthesis. Shorter buffering can 
reduce this delay but at the expense of higher rate and complexity. The processing delay 
becomes longer as low bit rate speech coders get more complex. This can be minimised 
for well implemented coders employing sophisticated DSP hardware. Channel coding and
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interleaving delays become of significance when using block interleaving over a long buffer. 
Therefore, convolutional interleaving is recommended in some cases in order to reduce this 
delay.
3.1 .2.4 Complexity
The complexity of a speech coding algorithm is the amount of computations required dur­
ing the implementation of the encoding and the decoding processes. Table 3.2 shows an 
estimation of algorithmic complexity for some famous speech coders that are implemented 
using the floating point DSP TMS230C30 [95]. Usually, complexity is a conflicting factor 
with higher quality and lower bit rate. Theoretically, for a given speech coder, the speech 
quality can be maintained as the bit rate drops with an unlimited algorithmic complexity. 
However, low cost and low complexity implementations are essential requirements in or­
der to attract a mass market. Speech coder complexity can be divided into computational 
complexity and implementation complexity. Computational complexity is usually indi­
cated by measures such as million instructions per second (MIPS) and/or million floating 
point operations per second (MFLOPS). It has been estimated that in the range of 8 to 64 
kb/s, the computational complexity in MIPS increases by an order of magnitude when the 
coding rate is halved for approximately equal speech quality [99]. Nevertheless, complexity 
stands as a subjective quantity in the sense that approximate simplifications in the speech 
algorithm may achieve high reduction in complexity with slight quality degradation. In 
this case a balance should be struck between how much quality sacrifice is acceptable with 
hardware and cost reduction. Implementation complexity, on the other hand, depends on
Speech Coding 
Algorithm
Bit Rate 
Kbit/s
Computational Complexity 
(for DSP TMS320C3X in MIPS)
PCM (G.711) 64 0.3 to 0.6
ADPCM (G.721) 32 «  8
LD-CELP(G.728) 16 18 to 20
RPE-LPC (FR GSM) 13 4.5 to 5
VSELP (US IS-54) 7.95 »  15.5
CELP (US DoD) 4.8 15 to 19
IMBE (Inmarsat-M) 4.15 »  10.5
LPClOe (US DOD ) 2.4 «  11
Table 3.2: Computational complexity estimation of some speech algorithms
advancement and availability of technology. Recently, advances in VLSI technology have 
resulted in faster and cheaper fixed and floating point digital signal processors (DSP) al­
lowing more sophisticated algorithms to he implemented. Fixed-point DSP’s are usually
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cheaper and less power consuming than floating-point which make them more attractive 
options for implementation. However, implementing an algorithm in a hxed-point DSP 
requires significantly more computational capability than in floating-point [190].
3.1.2.5 Power Consumption and Cost
Speech coders employing high complexity DSPs and large amounts of memory generally 
consume more power. In order to dissipate this power large size heat sinks are required 
which leads to increased weight. Large power consumption and weight of a speech coder 
may not be of much importance for non-portable or vehicle-mounted systems but for mobile 
communication systems employing small hand-held terminals with limited battery power 
they are of a major concern. The power consumption can be almost halved by switching 
off the transmitter when there is no speech activity. This requires a suitable voice activity 
detector (VAD) which can efficiently identify gaps and pauses during a conversation.
3,2 Speech codecs in Mobile and Satellite Applications
The last few years have witnessed a remarkable growth in the mobile telephony market. 
In the development of speech codecs for PSTN applications, the emphasis has been on 
maintaining good quality and low delay. The need for cost-effective network has also 
meant low complexity codecs. However, more considerations are to be taken in the design 
of a speech codec for mobile applications. These depend on a large number of factors:
1. the radio bandwidth allocated to the service,
2. the type of the system such as cellular radio or satellite,
3. the operating environment and associated radio propagation problems, such as mul­
tipath and shadowing,
4. sources of radio interference such as other user interference and co-channel interfer­
ence,
5. and limitation on radio transmission power which could be regulatory or technical.
These and many other factors constrain the bit rate available to individual users in radio 
communications. Furthermore, a problem of ambient acoustic noise arises in mobile radio 
in environments such as a vehicle, aircraft, or in a busy street. A speech codec selected 
for mobile radio applications should therefore exhibit acceptable performance with signals 
containing a high acoustic noise level. In addition, mobile users experience high and vari­
able error races depending on the velocity of the mobile particularly in areas of marginal
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reception. High degree of FEC redundancy, therefore, is often employed in mobile commu­
nication systems. To enable FEC to work effectively during an inherently bursty mobile 
radio channel, long frame interleaving has to be adopted. This introduces significant delay 
putting more constraints on the speech codec algorithm, FEC can also exploit the residual 
redundancy of the speech frame and the correlation between some of the parameters to 
enhance the quality.
Discontinuous transmission (DTX) is a common practice iu mobile radio in which 
the user’s radio transmission is limited to the period when they are speaking. DTX 
makes efficient use of the radio resources and reduces interference to other users on the 
same carrier frequency as well as reducing the power consumption of hand-held terminals 
through reduced transmission. The main factor in DTX is the voice activity detector 
(VAD) which identifies the speech frames that should be transmitted. Failure of the VAD 
could cause either missing out some of the speech transmission leading to reduction in the 
speech quality, or transmitting unwanted frames reducing the benefit of the DTX system. 
In any case, background noise is generated at the receiver to provide continuity between 
speech bursts. It is important to have the noise generated as close to the background noise 
at the encoder to keep the naturalness of the speech output.
3 .2 .1  L an d  M o b ile  R a d io  C o m m u n ic a tio n s
The idea of being able to communicate with anyoue, anywhere and at any time has long 
attracted those who could afford a portable radio system, but until the past ten years the 
customers have been primarily the military and civil emergency services with some use of 
private mobile radio despatch systems. However, with the changing life-style of the people 
in the developed world, the use of land mobile radio equipment such as a hand-held mobile 
telephone has now become a norm. Looking at the rapid growth of these services and the 
extent of popularity they have met over the past few years, one can predict a future with 
more mobile than fixed network connections. Amongst the numerous services that evolved 
in recent years only mobile telephony is discussed here. Mobile telephony includes cellular 
mobile radio systems, cordless mobile radio systems and personal communication systems. 
A brief account of each of these follows.
3.2.1.1 Cellular M obile Radio Systems
The first generation of cellular telephony was introduced in the mid-1980’s using analogue 
standards such as Advanced Mobile Phone Systems (AMPS) in North America, Nordic 
Mobile Telephone system (NMT) iu Scandinavia, Nippon Advanced Mobile Telephone 
Systems (NAMTS) in Japan, Netz C and D in Germany and Total Access Communication 
Systems (TAGS) in the UK [154]. As a result of having too many different systems world­
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wide, handset roaming between countries was almost non-existent, nor was there any 
evolutionary path to bring these systems to a common format. The desire for a common 
European standard for cellular telephony and the large and expanding demand led to 
the development of a second generation system namely GSM. Similarly, the IS-54 Digital 
AMPS and the North American IS-96 were developed in the US and the JDC system was 
developed in Japan. This generation employed digital speech to offer secure, interference- 
free, cost effective, roaming capability and feature-rich alternatives to analogue cellular 
systems.
GSM, IS-54 and JDC employ FDMA/TDMA multiple access which allocates fixed time 
slots for each user’s transmission, whereas IS-95 employs CDMA in which all users use 
the same bandwidth with different spreading keys. The GSM (Full Rate) system operates 
at a gross bit rate of 22.8kb/s which accrues from 13kb/s for speech coding based on 
RPELPC with Long Term Prediction (RPE-LTP) and 9.8kb/s for channel coding based 
on a half-rate convolutional coder used to protect the most sensitive bits [142], The IS-54 
system operates at a gross bit rate of 13 kb/s which accrues from 7.95 kb/s for speech 
coding based on Vector Sum Excited LPC (VSELP) [74] and 5.05 kb/s for channel coding 
based on half-rate convolutional coding used to protect the most sensitive bits. The IS-95 
system employs a variable rate Qualcomm CELP coder operating at the bit rates of 8, 4, 
2 and lkb/s depending on the speech activity and one-third and half-rate convolutional 
coding for reverse and forward links respectively. The JDC system operates at a gross 
bit rate of 11.2kb/s which accrues from 6.7kb/s for speech coding based on VSELP and 
4.5kb/s for channel coding based on 9/17 convolutional coding used to protect the most 
sensitive bits.
3.2.1.2 Cordless M obile Radio Systems
The first generation cordless telephones (CT1) became established with anaLogue domestic 
units in the mid-1980’s, being an adaptation of the US standard but with addition of the 
handset/base security handshake over the air to prevent improper access [212]. The limi­
tation of allocated frequency bandwidth and the handset density that could be supported 
led to the development of digital cordless telephony (CT2) supporting 40 channels in the 
range 864-868 MHz. The CT2 standard was intended for: (i) domestic radio base stations 
plugged into the standard telephone socket where it functions as a conventional cordless 
telephone, (ii) wireless PABX where people with a cordless handset can call or be called 
anywhere in the coverage area and (iii) at a telepoint where radio base stations linked to 
the PSTN are provided in many public places including shops, airports, railway stations 
and restaurants.
The Digitally Enhanced Cordless Telephony (DECT) standard followed close behind
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CT2 [23], Its goal is to provide for liigli density of operation found in offices and support 
higher bit rates for data applications. It also offers a wider range of business applications 
with its ability to concatenate channels and support ISDN applications.
3.2.1.3 Personal Communication Networks (P C N s )
PCN employ the GSM system with frequency translated to operate at 1800 MHz and 
optimised for pocket size, low-cost, and less power consuming terminals that would be 
carried by just about everyone and would allow communication at any time and anywhere. 
In the early 90’s, ETSI standardised the Digital Cellular System 1800 (DCS 1800) PCN 
system which was introduced in the UK. German PCN is also based on DCS-1800 and 
was expected to be operative by the end of 1995 [1]. Most of the system requirements 
are similar to cellular telephony with more emphasis on low cost, low power consumption, 
small size and light weight. The RPE-LTP employed in GSM was adopted in the PCN 
systems in the UK at a gross bit rate of 22.8kb/s.
3.2.2 Satellite Communications
Satellite systems offer (i) fixed satellite service (FSS), (ii) mobile satellite service (MSS), 
and (iii) broadcast satellite service (BSS).
• The FSS geosynchronous (GEO) satellites orbiting at 35786 km altitude, function as 
active repeaters in space. The main advantages of these satellites are (i) minimum 
tracking operations at the earth stations, (ii) able to provide with 3 satellite units a 
continuous coverage up to 75 degrees latitude, (iii) minor impact of Doppler effects 
[61]. These features make their use attractive for long distance communications, 
due to their cost effectiveness compared to terrestrial networks. The FSS operates 
essentially to fixed earth stations and includes television-relay, telephony and data 
communication. The speech coding requirements of the FSS are the same as for 
PSTN, except that more emphasis is placed on minimising the coding delay in order 
to minimise the end-to-end communication delay within the CCITT limit of 400 
ms. Since the one way propagation delay for a single satellite hop is of the order of 
270ms, double-hop satellite links are generally avoided.
• On the other hand, the MSS satellites could be GEO orbits such as Inmarsat and 
Euteltracs systems, low or medium earth orbit (LEO/MEO) such as ICO, Iridium 
and GlobalStar systems. In these orbits, path delay is substantially reduced, thus, 
reducing the power requirements on board and on the mobile terminals. These 
terminals operate in the maritime mobile service, aeronautical mobile service and 
land mobile satellite service. The services supported include telephony, messaging,
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telex, facsimile and data transmission. Other services such as videophone and high­
speed data applications are expected to be readily available with the launch of third 
generation mobile communication systems. Therefore, future systems will have the 
following features :
— broadband and multimedia capability,
— speech quality comparable with fixed network,
— global availability and global roaming,
— combined terrestrial and satellite capabilities with one terminal,
— mass-market products in one system.
• The BSS covers the domain of broadcasting satellites with higher payload power and 
much smaller earth stations that provide mainly broadcasting of television and radio 
programmes.
3.3 Speech Coding Techniques
3 .3 .1  I n tr o d u c tio n
This is the process of converting speech into digital bit streams for efficient transmission 
over bandlimited channels. It can exploit redundancy in speech signals to reduce the 
transmitted bit rate while at the same time exploiting the known properties of human 
speech perception to reduce the coding distortion to acceptable levels. In the next section, 
the Anaiysis-by-Synthesis scheme used iu speech coding is presented. An important ex­
ample of this scheme is the CELP algorithm which is also detailed. The different parts of 
CELP corresponding to the time-varying filter, excitation signal, and perceptually based 
minimisation procedure are also described.
3 .3 .2  A n a ly s is -b y -S y n th e s is  C o d in g  o f  S p e e c h
The Analysis-by-Synthesis (AbS) procedure is a general technique used in many areas of 
estimation and identification of signals and systems [26]. This technique has dominated 
speech coding at meduim bit rates since it was first introduced into speech coding by Atal 
and Remde [12] in the form of Multi-pulse LPC (MPLPC) in 1982. Since then, AbS is used 
to enhance the analysis and coding procedures in many low bit rate speech coders leading 
to the invention of the Code Excited LPC (CELP) algorithm [175]. Since the idea of 
combining the source filter model with the AbS principle, this approach to speech coding 
has become the most widely studied and implemented to date. In AbS-LPC coding, 
a closed loop optimisation procedure is used to determine the excitation signal, which
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when used to excite the source filter model, results in perceptually optimal synthesised 
speech signal. Thus, all the codec sub-systems are optimised such that the overall error is 
minimised. This is often done by trying all possible states for each sub-system parameter 
while keeping the other parameters fixed so that a set of parameters that produces an 
output which is maximally matched with a given reference is determined. Therefore, AbS 
type coders are usually complex and require intensive computations, a price for good 
output speech quality. However, various simplifying methods have been adopted in many 
AbS coders such as local optimisation on sub-frame basis rather than global optimisation, 
in order to make them implement able.
The A bS -LPC  Scheme
Figure 3.2 shows the basic structure of an AbS-LPC scheme. The LTP and secondary 
excitation source are shown in parallel to each other unlike the usual fashion in which the 
secondory excitation source comes before the LTP [113]. The purpose behind this is to 
emphasise the role of the LTP as a source of quasi-periodic pulse-like excitation which 
models the long term correlations present in the speech signal. This is called primary 
excitation. The secondary excitation, on the other hand, models any remaining structure. 
The AbS-LPC system shown in Fig. 3.2 functions as follows:
1. A frame of typically 20 to 30ms of original speech signal s(n) is buffered and LPC 
analysis (usually 8-12 order) is performed to determine the coefficients for the syn­
thesis filter. This filter models the short term correlations (i.e. spectral envelope) 
present in the speech.
2. Each frame of original speech is split into a number of smaller subframes (typically 
4-8). For each subframe, the optimum excitation signal is modelled as a combination 
of a primary and a secondary excitation vectors and calculated in two stages.
3. In the first stage, each primary excitation candidate sequence p(n) is passed through 
the LPC synthesis filter 1 /A (z )  and the output is compared in a MSE sense to the 
reference signal s(n). All available primary sequences are tried and the one which 
gives the minimum perceptually weighted error between the reference and the candi­
date synthesised primary vector is selected as the optimal primary sequence popt{n). 
Having found popt{n), its corresponding gain gp(n) is then calculated. Finally, the 
contribution of the scaled popt(n) synthesised through 1 /A(z )  is subtracted from s(n) 
to obtain a reference sequence ?'(?i).
4. In the second stage, the optimum secondary excitation sequence %opt(n)-, is searched 
exactly in the same manner as for popt(n) except that the output of the 1/A(z) filter
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is compared with r(n) instead of s(n). Having found xopi(n), its corresponding gain 
sequence gx(n), is computed.
5. Steps 1 to 4 are then repeated for subsequent frames.
Encoder
Decoder
Excitation Generator
Figure 3.2: Basic structure of AbS-LPC speech coders
From the above description it can be deduced that the operation of AbS-LPC techniques is 
not trnely analysis-by-synthesis because the LPC parameters are calculated first and then 
keeping them fixed for the duration of the excitation search. Consequently, the optimality 
of the excitation is limited by optimality of the LPC parameters. Also the excitation 
vectors from the primary and secondary sources are typically searched sequentially. Ideally, 
the LPC filter parameters and the excitation should be optimised in parallel inside the AbS 
loop. However, this “joint” optimisation is computationally very intensive and therefore 
a sub-optimal approach is usually adopted.
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The AbS-LPC methodology described above is generally utilised, to some degree, by 
all the coding schemes adopting the AbS. Codecs such as MPLPC and CELP are prime 
examples of the AbS-LPC technique. In the MPLPC model, the excitation is mo defied 
by a number of pulses whose amplitudes and positions are determined by minimising the 
perceptually weighted error between the original and synthesised speech. The original 
MPLPC [12] uses pulses that are non-uniformly spaced with varying amplitude. The 
optimal solution would involve an exhaustive search for all possible combinations of pulse 
positions and amplitudes which is clearly impractical, especially as the number of pulses 
increases. Numerous sub-optimal techniques have been suggested for determining the 
amplitudes and positions of the individual pulses [120]. Most of them rely oil a sequential 
search technique where the pulses are derived individually in the AbS search loop. Upon 
location of the best position, the pulse together with its quantised gain is synthesised 
through the LPC synthesis filter and then the contribution of the selected pulse position 
is subtracted from the reference signal. The procedure is then repeated for the next pulse. 
The original MPLPC [12] did not incorporate an LTP. However, various publications 
[182, 187] have shown that the inclusion of an LTP into the coding structure can result in 
a significant reduction in the overall bit rate without incurring a loss in the speech quality. 
The main reason for this is that each subframe now requires fewer pulses to effectively 
model the remaining residual after LTP analysis is performed. In general, the MPLPC 
can be used to produce good quality speech at bit rates as low as 9.6 kb/s. When the bit 
rate is reduced below 9.6kb/s, MPLPC fails to maintain good speech quality [189]. This 
is due to the large number of bits needed to encode the excitation pulses, and the quality 
deteriorates when these pulses are coarsely quantised, or when their number is reduced, to 
reduce the bit rate. Therefore, if the AbS-LPC structure is to be used for producing good 
quality at bit rates below 8.0kb/s, more subtle approaches have to be used for defining 
the excitation signal.
In the CELP model, the excitation signal is modelled as an entry of a very large vector 
quantisation stochastically populated codebook. The optimum excitation vector is chosen 
by minimising the perceptually weighted error between the original and the synthesised 
speech. As the same codebook is available at both the encoder and the decoder, only 
an index to the optimum codebook vector along with the quantised gain axe transmitted 
allowing less than one bit per sample for encoding the secondary excitation. Since the 
number of excitation vectors in the codebook is finite, the codebook must be populated 
with vectors representative of the excitation to be encoded. At the heart of CELP coding 
is the stochastic excitation model of speech production [176], The success of this model 
is due to the following reasons. Firstly, the nature of the speech signed itself which allows 
it to be represented as a zero mean stochastic Gaussian process with a power spectrum 
that varies slowly with time. Secondly, a property of the human auditory system by which
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the preservation of the short-term power spectrum is generally sufficient of generating 
perceptually identical signals. Finally, the probability density function of the prediction 
error samples produced by the inverse filtering of the speech through the short-term (STP) 
and long-term predictors (LTP) is very nearly Gaussian. For this reason, the original 
CELP [175] employed unit variance white Gaussian random numbers. Other choices of 
codebooks entries, described below, offer slightly better performance than the unit variance 
Gaussian vectors and require less computational complexity.
Although CELP codecs are capable of producing high speech quality at low bit rates, 
the extensive high computational demands due to the exhaustive search of the large ex­
citation codebook for determining the optimum innovation sequence made the algorithm 
very complex. Many algorithms were introduced to simplify this coder resulting in too 
many different codecs such as Self Excited LPC (SELP) [168], Vector Sum Excited LPC 
(VSELP) [74], Pulse Residual Excited LPC (PRELP) [111], Regular-Pulse Excited LPC 
(RPE-LPC) [114], Algebraic CELP (ACELP) [117] and others are well covered in many 
texts on speech coding [152]. Since all the above algorithms are based on CELP, sec­
tion 3.3.3 describes it briefly.
Perceptual W eighting
The AbS-LPC coder of Fig. 3.2 minimises the squared error between the reference signal, 
s(n), and the synthesised signal, s(n) according to a suitable error criterion, often MSE, 
Eqn. 3.1, by varying the excitation signal applied to the LPC synthesis filter.
N -l
E  =  H  e20 )
n—0
=  E  M » ) -  ^O)]2 (3-1)
n=0
Since formants are high energy bands, they can mask noise in adjacent bands, partic­
ularly in valleys. Therefore, weighting is used to de-emphasise the formant regions and 
emphasise the valley regions. This stems from the well known fact that the ear is less sen­
sitive to noise in the high energy formant regions than in the valley regions. A weighting 
filter with transfer function of the form of Eqn. 3.1 is often used
A(z/S)
A (z f7 )
1 -  £  a f i z - i
  —  (3*2)
1 -  E  aiT z 1 «=1
W (z )
where aj are the coefficients of the LPC filter of order p, 7 and 8 are the factors that
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Figure 3.3: Frequency response of the weighting filter for a given LPC envelope
control the error energy in the formant regions as shown in Fig. 3.3. The factors 7 and S 
are fractions between 0 and 1 , and 6 >  7 . Suitable values of 7 and 6 are; 1.0 and 0.8, 0.9 
and 0.7, or 0.9 and 0.6, which can be fine tuned by listening tests.
The weighting filter, commonly referred to as the noise spectral shaping filter, has an 
effect of broadening the frequency regions corresponding to the formants. This is due to 
the fact that the poles of the LPC filter are pulled further away from the unit circle in 
the Z-plane than the corresponding zeros. Since the zeros of the noise shaping filter have 
a higher weighting factor, their effect will always be stronger than that of the poles, and 
therefore for voiced speech the weighting filter will provide a tilt towards higher frequencies 
in addition to emphasising the valley.
3.3.3 C E LP  Coder
The invention of Code-Excited Linear Prediction (CELP) coding by AtaL and Schroeder 
in 1984 [13, 175] has been one of the important milestones in the history of digital speech 
coding as it offered the potential of encoding high quality speech at low bit rates. However, 
a great deal of research was focused on reducing its high computational complexity in 
following years [117, 169, 197]. As discussed above, the CELP algorithm is based on 
AbS-LPC model of speech production [175], in which speech is generated by filtering an 
excitation signal. The LPC filter represents the combined frequency characteristics of the 
vocal tract, lip radiation and the excitation spectrum [24]. Fig. 3.4 shows the algorithmic 
concept of CELP. The model comprises two time-varying linear predictors operating in
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separate feedback loops. The long-term predictor (LTP) given by the transfer function 
P (z ) models the pitch periodicity of voiced speech whereas the short-term predictor (STP) 
given by the transfer function A(z )  models the spectral envelope.
As the excitation sequence and the two predictors must be determined frequently 
enough for the system to yield high quality speech, the input speech signal <s(ti) is divided 
into blocks each consisting of N  samples. For each such block, after computing coefficients 
for the two predictors, an TV-sample excitation sequence which minimises the subjective 
error between the original speech s(n), and the synthesised speech s(n), is chosen. Each 
such sequence can be viewed as a codeword of a random codebook whose entries are 
constructed of white Gaussian random numbers with unit variance. Thus an AbS system 
is developed in which the selection of the optimum excitation sequence involves scaling 
each TV"-sample codeword (or vector) by a gain factor G', “passing” it through two recursive 
filters (embodying the two predictors) and comparing the output s(n) with s(n) according 
to an appropriate error criterion as shown in Fig. 3.4. The gain factor was originally 
defined by Atal [13] as the rms value of the prediction error obtained after both short and 
long term inverse filtering of the input speech segment.
Input Speech
Figure 3.4: The concept of CELP coding
The index of the selected codeword along with the gain factor and the coefficients of the 
two predictors are encoded and transmitted to the decoder where an identical codebook is 
employed. The codeword corresponding to the received index is scaled by the gain factor 
and clocked through the two recursive filters to produce the synthesised speech sequence 
s(n). The use of a codebook in CELP enables very efficient coding of the excitation signal. 
Typically, for a 40-sample input block (TV=40) of speech (sampled at 8 kHz), the excitation 
(shape) can be quite accurately modelled by a codebook containing 1024 (210) codewords 
requiring only 10 bits to transmit the index of the selected vector to the decoder for every
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40-sample input block thus encoding the excitation at a rate of 1/4 bits per sample.
CELP Algorithm Description
The CELP algorithm operates as follows:
1 . The input speech signal s(n), is buffered into frames of around 20-30 ms and the 
LPC analysis is performed on each frame to obtain a set of LPC coefficients aj , 1 
C j  < P, where P  is the order of the STP.
2. The weighting filter is applied to s(n) to obtain the weighted input signal
3. The initial conditions (IC) of the weighted LPC synthesis filter 1/Aw(z), are restored 
and its output corresponding to zero input (i.e. the memory response) is subtracted 
from s.u,(ti) to obtain the first reference signal Si(n), so that a memoryless LPC 
synthesis filter can be used in subsequent analysis.
4. Since the LTP parameters have to be updated more frequently (typically, 5-10 ms) 
for accurate modelling of the voiced periodicity, Si(ft) is split into a number of 
subframes and the LTP analysis performed on each subframe using the weighted 
LPC synthesis filter 1/Aw(z), to obtain the LTP parameters D  and {3 where D  
denotes the LTP delay and j3 the LTP gain.
5. The contribution of the LTP memory through the filter 1/Aw(z), sjtp(n), is sub­
tracted from si (ft) to obtain the second reference signal S2(ft), so that a memoryless 
LTP synthesis filter 1/P (z ), can be used in subsequent analysis.
6. The secondary excitation parameters are updated usually as frequently as the LTP 
parameters, i.e. every subframe. In standard CELP, the secondary excitation is 
modelled by a gain-shape codeboolc in which the shape is modelled by a random 
white Gaussian codebook. During the search process, each candidate excitation 
vector is passed through the cascade of 1 / P ( z )  and l /Aw(z), and the output Sk(n), 
is compared with ^(ft)- The codebook vector $fc(ft), which results in the minimum 
squared error is chosen and the corresponding gain g is then computed. As the 
same codebook is available on the decoder side, only the index K  of the optimum 
codebook vector Xk(n), along with the quantised gain </*., need to be transmitted.
7. Finally, the memories of the two filters 1 /Aw(z)  and 1/P(z )  are updated by restoring 
their initial conditions and passing the scaled optimum codebook vector (gkXf/n)) 
through the filters. Thus, the operation of the decoder (or synthesiser) is imple­
mented at the encoder as well.
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(a) Excitation Search Procedure
(b) Memory Update Procedure
Figure 3.5: Block Diagram of the standard CELP Model -  Encoder
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It is quite clear from the above description that the algorithm comprises of three main 
functional blocks which are the short-term prediction, the long-term prediction and the 
secondary excitation or codebook. These axe discussed next.
3.3.3.1 Short-Term Predictor (S T P )
The role of the short-term predictor is to model the slowly varying spectral envelope of 
the speech signal. In its inverse filter configuration, it attempts to remove the short-term 
correlation in the input speech signal and in its synthesis filter configuration, it shapes the 
excitation signal according to the spectral envelope of the input speech determined a priori. 
The parameters of the STP are computed on a frame-by-frame bases using, for example, 
the autocorrelation method [110]. The frame-by-frame calculation of the STP parameters 
can lead to two potential problems, namely algorithmic delay and variation of the spectral 
envelope from one frame to the next known as the block-edge problem. The algorithmic 
delay is dictated by the LPC analysis window (or frame) size and it can be solved by using 
a smaller frame size but this involves larger coding capacity. The block-edge effects are not 
significant in voiced regions of speech because the spectral envelope varies slowly during 
these regions. However, in transition regions which are believed to be perceptually more 
important, the spectral envelope may change rapidly from one frame to the next which 
can lead to a degraded output speech quality. One commonly used technique to overcome 
such problems is to interpolate the STP parameters between consecutive frames. The 
basic idea is to achieve improved representation of the spectral envelope by computing 
intermediate sets of parameters between adjacent frames so that transitions occur more 
smoothly at the frame edges. The main disadvantage of LPC interpolation, however, is 
its additional computational complexity.
Quantisation o f LPC  parameters The quantisation of the STP coefficients is com­
monly performed through a transformed set of LPC parameters, the line spectral frequen­
cies (LSFs) or the analogous line spectral pair (LSPs). The reason for this is to guarantee 
the stability of the STP filter after quantisation is coefficients as this is often critical for 
LPC synthesis. Also, employing interpolation between frames to ensure a smooth transi­
tion can result in LPC coefficients that produce unstable filters.
For the derivation of LSPs, the P th order (P  assumed to be an even number) inverse 
filter polynomial A(z), is used to formulate two polynomials Q(z )  and R(z )  such that:
A{z) = \[Q{z) +  R{z)\(3.3)
where
P + 1
Q{z )  = A{z)  +  *-Cp+1>A(*-1) =  z-<p+1> 0  -  «*) (3.4)
1=0
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and
P+1
R(z )  =  A(z )  -  =  z-<p+1> I I  (z -  6«') (3-5)
4=0
The roots of Q(z )  and R(z )  all lie on the unit circle, and occur in complex conjugate pairs, 
which means there is a total of p roots to find, i.e. the arguments of cq and The LSP
coefficients are the cosines of the arguments of ci{ and b{. Various methods exist for solving
the polynomials Q(z )  and R(z )  and are well documented in the literature, e.g. [188, 6]. 
The conversion from LSPs to the corresponding LSFs is given by
LSF(i) =  X T 'W K  (3.6)
where T  is the sampling period.
LSFs have several useful properties which can be exploited in order to achieve efficient 
quantisation of the parameters and also to provide a filter stability checking mechanism 
once the parameters have been quantised [6]. One of the most important properties is the 
inherent ordering of the LSFs. The stability of the filter is guaranteed if the LSFs are 
monotonically increasing and are bound between the limits 0Hz and f s /2 where fs is the 
sampling frequency of the input speech signal, i.e
0 < L S F (0) < LSF (  1) < .... < LSF(p  -  1) < fs/2 (3.7)
Fig. 3.6 shows plots of typical LSF trajectories. The plots shows that no individual tra­
jectories actually cross over at any point as in accordance with the monotonicity criterion.
The correlation property can be exploited to achieve a higher coding efficiency by 
employing predictive and/or differential quantisation schemes [180].
V ector Q uantisation  o f  LSF
Vector Quantisation(VQ) [81, 126, 34] is currently widely used in the quantisation of LSF 
parameters. VQ quantises parameters as a vector rather than as individual scalars. If x 
is a vector of N real-value
X  =  [® 1  X 2 . • • X n ] 
it can be mapped into an entry, yi in a reproduction set codebook, Y :
y  = h r  y * • • • y c \
where C  denotes the number of vectors in Y , and the components, {y/j ; i =  1.. .C , j  =  
1... N } ,  are real-valued continuous or discrete vaLues.
Thus to recall the quantised version of x , i.e. yi, one would only need the index to the 
codebook entry. The number of bits needed to code this index (commonly termed as the
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Time (*20 ms)
Figure 3.6: Typical LSF trajectories for unvoiced and voiced speech
rate of the vector quantiser) is:
R  =  log2 C  (bits per vector)
Hence, if a sufficiently small codebook size is used (typically 210 ), with no significant dis­
tortion due to quantisation errors observed, then fractional bits per sample coding would 
have been achieved. However, codebooks of this size are not often large enough to effec­
tively represent the parameters. Instead, a split-VQ approach is often used where the LSF 
parameters are split into groups and each group is then individually vector quantised [183]. 
This is due to the fact that LSFs exhibit intraframe and interframe correlations as stated 
above, which can be exploited during the quantisation process.
3.3.3.2 Long-Term Predictor (L T P )
The long-term predictor (LTP) in CELP synthesis the voiced part of speech. In the fre­
quency domain, the LTP contributes to the periodic “comb-structure” of the speech signal, 
with its delay value (otherwise termed as pitch period) determining the spacing between
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the harmonics. However, the LTP filter models the long term correlative components in 
speech, irrespective of whether the signal is voiced or not. As such, the pitch correspond­
ing to the delay value in the LTP may not necessary indicate the presence of voiced speech 
at all. It is known that a good degree of accuracy is needed in the computation of the 
delay (or pitch) and this makes the LTP analysis/synthesis processes in CELP a major 
factor in high speech quality reproduction.
Associated with the pitch period for the LTP are scaling factors, LTP coefficients or 
pitch gains (/%), whose number depends on the order of the LTP, In general, the pitch 
inverse filter is given by:
J
P (z )  =  1 -  £/?i2r<D+i> (3.8)
i=I
where I  and J are the tap limits, and D is the LTP delay. The determination of the 
LTP parameters, D  and /?;, follows a procedure that closely resembles that in the LPC 
analysis -  that of error energy minimisation. Since CELP employs a “closed loop” AbS- 
LPC optimisation procedure, the analysis of the desired LTP parameters then involves 
minimising the error between the original and the processed speech. This process is 
depicted in Figure 3.7. From Figure 3.7, by minimising the LTP error signal energy, ELTF
D
Figure 3.7: Block diagram of closed-loop LTP analysis.
defined as:
L - l
^LTP = ~ ^(n)]2 (3-9) 
n—0
where L is the LTP update length, the values of (3i and D of the LTP filter can be 
determined. The formulation of the closed-loop LTP procedure is well documented in 
the literature, e.g. [165]. Given the STP parameters, the LTP parameters (/%, D )  and 
secondary excitation parameters should ideally be determined by exhaustively searching 
through all the possible combinations of their values. However, this joint optimisation 
involves extremely large computation and therefore, sub-optimal solutions are used in 
practical systems. The most commonly used approach is a sequential approach in which
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the optimum LTP parameters are computed first while assuming a zero secondary ex­
citation and then the secondary excitation parameters are calculated while holding the 
pre-computed LTP parameters constant.
The performance of a long-term predictor depends on many factors, including the 
predictor order (number of taps), sampling frequency and the update rate. In general, 
prediction gain of the LTP increases when any one or more of these parameters are in­
creased. However, increasing the update rate or the predictor order results in a substantial 
increase in the coding capacity as well as the computational requirements. An alternative 
approach for improving LTP performance which does not involve a substantial increase in 
the coding capacity is to use a non-integer delay LTP analysis. This procedure is called 
fractional LTP and is detailed iu [112, 130]. In this method, the best instant of similarity 
between the reference signal and the synthetic signal is found by providing higher tempo­
ral resolution via an up-sampling procedure. However, this procedure is computationally 
highly inefficient because the low-pass filter operates at a much higher sampling rate. An 
efficient implementation of this structure realises up-sampling and low-pass filtering using 
a polyphase network [45].
3.3.3.3 Secondary Excitation Codebook
After having totally removed all periodicity in the reference waveform, the source-filter 
model would only have the random unvoiced constituent of speech left. This component 
is obtained from a codebook composed of, usually, Gaussian samples. However, since the 
LTP is located after the codebook excitation sub-block, the codebook vectors have to, in 
addition, provide initialisation samples in the LTP memory.
s(n)
Codebook vectors
Figure 3.8: Codebook vector search in CELP
The AbS search for the codebook vector is illustrated in Figure 3.8. The objective is 
to minimise the error signal energy between s(n) and sk(n).
L ~  1
With Skin) given as:
E c o d e 'b o o 'k . —  ^  4 [ ^ ( ^ 0  ^ A r ( ^ ) ]
n=0
$k(n ) =  G  rk(n ) ® h(n)
(3.10)
(3.11)
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where G is the codebook vector scaling factor or gain, h(k) is the impulse response of the 
STP, ® donates the convolutional sum operation, and k indicates the codebook vector 
index. Minimising -ELodebook? that is:
dEr/codebook
~dG
= 0
gives:
E  sO ) fafe(») ® K n)] 
G = n=°
Substituting into Equation 3.10:
min{f?codebook} X > 2W
n=0
E  [»**?(») ® K n)f
n = 0
L —l
E  s(n) [h(n) <g> rk(n)]
n—0
(3.12)
(3.13)
E  [h(n) ® rk(n )f
n — 0
k = l . . . C (3.14)
Minimising Acodebook is the most computationally intensive process in CELP since C  is 
usually large (>  1000).
As depicted in Figure 3.5, the CELP decoding process involves scaling the codebook 
excitation vector with its associated gain, then filtering it through the cascaded LTP and 
STP synthesis blocks. In effect, the codebook gain, G, is proportional to the energy of the 
speech signal. Together with the feedback implied by use of memory in the LTP and STP, 
corruption of G is subjectively very annoying, and seriously limits CELP’s operation in 
noisy transmission channels. On the contrary, corruption of the codebook index is known 
to be less subjectively noticeable.
3.3.3.4 Codebook Structures
Reduction in complexity can be achieved with constraints on the structure of the code 
vectors. Such procedures may lead to a loss in performance, but the trade-off is usually 
far too great to be ignored in real time implementations. A major area of computational 
complexity reduction stems from the initial synthesis of the code vectors. A number of 
codebook types have been designed to cater for different levels of performance requirements 
with varying degree of computational and storage complexities. In the following, a brief 
description of several codebook structures is given.
Gaussian Populated Codebooks This type of codebook modelling assumes a Gaus­
sian distribution of the pitch residual pulse amplitudes. Hence, each vector in the code­
book can be considered as samples with random amplitudes of unit variance. Such a
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vector shape is a close model of the excitation signal but it requires an extremely high 
computational effort as the effects of all samples within the vector need to be considered.
Sparse Excitation Codebooks In this codebook, most of the excitation pulses are 
forced to zero. This is done by using centre-clipping whereby the input of a zero-mean 
unit variance process is set to zero whenever its absolute value is below a specific threshold. 
This results in a sparse structure, with the percentage of clipping controlling the scarcity 
of the number of non-zero pulses. In this way the computational complexity, in terms of 
code vector synthesis operations, is immensely reduced. Research has shown that up to 
96 % of codebook samples can be zeroed with little distortion to the output quality [186].
Ternary Codebooks This type of codebook is a simplification of the sparse excitation 
with non zero ptdse amplitudes set to either +1 or -1. The signs and positions of the 
pulses are all randomly chosen. Simulation results have shown that ternary codebooks 
perform as well as Gaussian or sparse codebooks [189].
Algebraic Codebooks Initially, algebraic codebooks were obtained using binary error- 
correction codes [118]. Efficient codebook search algorithms can be obtained using the 
highly structured algebraic codebooks. ITU-G.729 uses an algebraic codebook with inter­
leaved single-pulse permutation design. In this codebook, each vector is used to encode 40 
samples and contains 4 nonzero pulses. Each pulse can have either the amplitude + 1, or 
-1, and can assume the position given in Table 3.3.3.4. The excitation is identified by the
pulse Sign Positions
*0 mo: 0, 5, 10, 15, 20, 25, 30, 35
H S\i i l mi: 1, 6, 11, 16, 21, 26, 31, 36
h $2- i l m2: 2, 7, 12, 17, 22, 27, 32, 37
h 53: i l m3: 3, 8, 13, 18, 23, 28, 33, 38
4, 9, 14, 19, 24, 29, 34, 39
Table 3.3: Structure of the aLgebraic fixed codebook in G.729
positions of its nonzero pulses. Thus, searching the codebook is in essence searching the 
optimum positions of nonzero pulses. The codebook vector c(n) is constructed by taking 
a zero vector of a dimension 40, and putting the 4 unit pulses at the required locations, 
multiplied with their corresponding sign:
7=4
C (n ) = siKn ~ n = 0 ,. . .,39 (3.15)
7=0
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where <5(0) is a unit in pulse. Algebraic codebooks have several advantages. Firstly, it 
does not require any storage. Secondly, it has inherent robustness against channel errors 
as the pulse positions are transmitted and one channel error will alter only the position 
of one pulse. The most important advantage, however, is that the codebook can be very 
efficiently searched [189].
O verlapping Codeboolcs Overlapping codebooks are another efficient structure for 
reducing complexity. The vectors share M  samples out of a total of N  samples. Hence 
in synthesising a new code vector only N  — M  samples need to be synthesised [189]. A 
new vector is then formed by shifting the old vector by N  — M  positions to the left or 
right. A major problem with this structure is the high correlation that exists between the 
neighbouring vectors, leading to inefficient modelling of the excitation signal, especially 
for low values of N  — M . This type of codebook is very efficient in memory storage, as 
few samples need to be stored.
Different codebook search algorithms are commonly used in speech coding such as full 
search and binary search [81, 6, 120]
Full search codebook  : In a full search codebook each input vector is compared with all 
the codewords in the codebook. In terms of performance, full search or exhaustive search 
codebooks generally are the best [81] but they are the most computationally intensive 
as well. Also, their storage and computational requirements increase exponentially with 
the codebook size. For an TV-dimensional L size full search codebook, the computational 
requirement is N  X L MAC operations per input vector and the total storage requirement 
is N  X L locations or words where L typically takes on a value of 2R with R being the 
rate in bits per vector.
B in ary  search codebook  : The main attraction of a binary search codebook (also 
known as tree search codebook) is that the computational effort required to search for 
the minimum distortion codeword is proportional to log2 (L ) rather than L. However, 
this reduction in computational complexity is at the expense of almost doubled storage 
requirement. The extra storage is used for storing the intermediate optimised codewords 
(the so called mother codewords) which define the minimum effort search path from an 
input vector to a codeword in the codebook. While designing a binary search codebook, 
the A-dimensional input vector space is first divided into two regions corresponding to the 
two initial vectors. Then each of the two regions is divided further into two sub-regions 
and the process continues until the space is divided into 2R =  L small regions. At each 
stage of splitting of a mother codeword, each new pair of vectors is optimised using the 
region of the database represented by their mother codewords.
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3.4 Error Control in Speech Coding
3 .4 .1  In tr o d u c tio n
In the previous section, high quality low bit rate (LBR) speech codecs advantages were 
highlighted. It was apparent that the continuous growth of mobile communication sys­
tems and the feasibility of the emerging UMTS depend on the availability of these codecs. 
Furthermore, the urge to accommodate as large as possible number of users using increas­
ingly smaller cells and extensive frequency re-use increase the likelihood of errors on the 
channel. This is due to co-channel interference as well as users’ interference, shadowing, 
fading and multi-path effects, depending on the transmission medium and stationarity of 
the transmitter and receiver. The LBR speech codecs used in these systems compress the 
speech signal into a few model parameters whose corruption often results in high subjective 
degradation of the received speech quality. Forward error control (FEC) strategies must 
therefore be used to limit the degrading effects of channel errors on the output speech [16].
Conventional error coding schemes involve the transmission of redundant data which 
can be used in error detection and correction at the receiver. This redundancy compromises 
the original aim of speech transmission at low bit rates. The factors that affect the choice of 
FEC codes for a given channel and application are discussed in section 3.4.2. Section 3.4.3, 
examines the coding, decoding and characteristics of convolutional codes and puncture 
codes. For optimum performance in any application, the design of source and channel 
coders must take into account the channel characteristics. Discussions on how the speech 
coder and channel characteristics can be matched to produce optimum error performance 
are also presented. During the last decade, there has been a gradual, if haphazard, shift 
towards zero redundancy error control for low bit rate speech transmission. This has led 
to the adoption of a combined source and channel coding approach for speech transmission 
applications [14,179]. Finally, the source aidbd channel coding scheme is briefly discussed.
3 .4 .2  C h o ic e  o f  F E C  C o d e
For optimum performance, error correction codes appropriate for the channel and the 
application have to be chosen. The various considerations for the choice of appropriate 
codes include:
1. Burst or random error correction: For channels with predominantly random errors, 
random error correcting codes should be used. For bursty error channels however, 
random error correcting codes can be used with interleaving if the end-to-end delay 
is not exceeded. Burst error correcting codes are ideal for these channels if the delay 
budget is very low. A concatenation of random and burst error correcting codes is 
frequently used on compound channels. There is usually a limit on the end-to-end
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delay. Interleaving schemes across speech frames involve quite substantial delays.
2. Complexity: Codes with complex encoding and/or decoding algorithms might be too 
costly to implement or if cheaply implemented, might cause the delay budget to be 
exceeded.
3. Coding Rate versus Performance: For a given channel, the coding rate is determined 
jointly by the available bandwidth, the bit rate (quality) of the speech coder and the 
maximum FEC decoder residuaL error rate that the speech decoder can withstand. 
Low coding rates, mean lower residual error rates. On the other hand, the high 
redundancy involved subtracts from the source coder bit rate, resulting in lower 
quality speech. The choice of an FEC code is made only after careful consideration 
of all these factors.
3 .4 .3  C o n v o lu tio n a l C o d es
Convolutional codes form a widely used class of FEC codes. An (n, k, m) convolutional 
code consists of the set of all encoded sequences produced by a fc-bit input, n-bit output 
encoder of memory order m. The factors n, k are typically small integers and error control 
power can be added by increasing the memory order m while keeping n, k and R =  k/n 
constant. Unlike BCH block codes, which depend on algebraic properties for constructing 
good classes of codes and developing decoding algorithms, good convolutional codes are 
found by computerised searches. Since the encoder contains memory, it must be imple­
mented with a sequential circuit. The implementation simplicity and ease of utilising soft 
decisions at the decoder have resulted in widespread use of convolutional codes in practice 
in cellular systems such as the GSM, IS-96, IS-54, and JDC. In the following sub-sections 
we will briefly explain the encoding and decoding of convolutional codes and the use of 
puncture codes.
3.4.3.1 Encoding
Convolutional codes can be viewed as the convolution of the impulse response of the 
encoder with the information sequence. For each input bit, this convolution results in an 
impulse response. Each output is derived from the summation of appropriate terms of the 
impulse responses from given input bits. This relationship is often presented in the form 
of generator polynomials of the form:
gV). =  cmD m + cm- i D m 1 +  cm- 2D m 2 -f- • • ♦ -f- 1 (3.16)
where is the contribution to output bit i of the impulse response due to input bit j. 
The term D  is a single frame delay operator (equivalent to z_1 in sampled systems) which
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Figure 3.9: Sequential circuit for encoding the (2,1,2) convolutional code
operates on the input sequence. Its power term can also be regarded as an index to the 
corresponding impulse response. The coefficients cs, s =  m, m — 1,..., 1 are either 0 or
1 . The integers, i and j  define the ordering of the output and input bits, respectively. 
As an example, Fig. 3.9 shows the convolutional encoder sequential circuit for a half rate 
convolutional code with k — 1 and n =  2.
Keeping the general notation above, the two generator polynomials for this code are:
9(0)0 = D2 +  D +  1 
9«  „ = D + 1 (3.17)
The memory order of this code is 2 (the maximum number of shift register stages 
along any path through the encoder). Another factor which influences the complexity of 
the decoder is the constraint length of the code, IC, defined as the sum of the memory 
elements and the input bits, i.e. K  =  k +  v, where v , sometimes called the memory span, 
is the number of memory elements in the encoder. Decoding complexity increases as the 
constraint length increases. At the beginning of the encoding process, the encoder memory 
is reset to zero. After shifting the whole data sequence through the encoder circuit, m 
additional zeros have to be shifted in to flush the memory. This results in a tailing 
sequence of up to mn bits which represents a significant overhead for short transmission 
sequences. As the encoder is basically a sequential circuit, convolutional encoders are 
sometimes characterised by the number of states in the circuit. In general, an encoder 
with v memory elements is a state machine with 2V states. There are many ways of 
representing the behaviour of the encoding process, and these include state diagrams, 
generator polynomials and code trellises. For decoding convolutional codes, the code 
trellis is often the most appropriate.
3 .4 .3 .2  D ecod ing
The decoding of tree codes like convolutional codes, involves the use of a conceptual 
tree. There are numerous algorithms for decodiug convolutional codes [125, 133, 194] The
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most widely used fall in the class of maximum-likelihood decoders. The nodes on the tree 
represent the states of the encoder circuit while the branches represent transitions to other 
states based on assumed inputs. At each transition, we accumulate a metric based on the 
difference between the output of the encoder along that transition a.nd the received block. 
At the end of the channel sequence, we choose the path through the tree (sequence of 
states) that minimises the accumulated metric, as the encoder path. The data can then 
be extracted from the transitions along this path.
This decoding algorithm is very computationally complex for real-time implementa­
tions. For more efficient performance, it has been widely simplified. One of the most 
widely used algorithms is the Viterbi algorithm which applies a tree pruning scheme to 
reduce the complexity of the full tree maximum-likelihood decoder. The decoder tree is 
thus reduced to a trellis which despite having fewer branches to evaluate, provides the 
same error correcting performance.
T h e V iterb i A lgorithm
Viterbi [201] introduced a decoding algorithm for convolutional codes, best illustrated 
using a trellis, see Fig. 3.10, which is efficient and provides a maximum likelihood perfor­
mance [64]. For every trellis node that could be arrived at a given time, paths emanating
Figure 3.10: Code trellis for a (2,1,2) convolutional code.
from a total of 2*° previous nodes have to be considered.
Hence, the selection criterion for the optimal path is to choose one which minimises 
the j -th  node’s distance cost function (or metric), dnode(j, n):
4 o d e 0 » = minjdnode( i ,n -  1) +  dpath( i , j ) }  (3.18)
where n indicates the frame index. The path metric is computed as follows:
2no —1
d p * t h ( * , i ) =  -  r(p )f  ( 3 - 1 9 )
p=0
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si,j(p) denotes the p-th bit of the output sequence from node i to node j , and r(p) is 
the p-th bit of the received frame. For a complete decoding procedure of a received code 
sequence, the node metrics are initialised as follows:
, ,. JO for i — 0,
n^ode(bO) -  | ^  X <  ^< 2^0 _  1 (3*20)
Since the encoder’s memory is cleared at the end of the code sequence, the optimal node 
for decoding the last bit will be the zero-tli node.
The highly modular structure of this algorithm is the key behind the simplicity of 
the decoder for convolutional codes. Consequently, integrated circuits implementing the 
decoder can operate at very high data rates. The basic limitation, however, is that the 
storage of 2ml:° nodes for every single iteration is required, precluding the use of large mem­
ory orders. At the same time, computations increase at an exponential rate, thus making 
the implementation of powerful convolutional codes both memory and computationally 
intensive.
3.4.3.3 Punctured Codes
If one or more bits from each output n0 bits were not to be transmitted on a regular basis, 
then the resulting convolutional code is said to be punctured. For instance, in a (2,1,2) 
code, if the first output bit were not to be relayed to the receiving end on alternate frames, 
then for every two input bits, three output bits will be produced. Thus, the rate of the 
code has been changed from 1/2 to 2/3.
Punctured convolutional codes offer the communications engineer the ability to adapt 
the FEC coding scheme to the system requirements without excessively modifying either 
the encoding or decoding algorithms. At the same time, puncturing a binary code to 
produce the same rate as that obtained by using an optimum code means considerable 
computation reductions at the cost of little degradation in performance.
Decoding a punctured code is carried out in very much the same way, using the Viterbi 
algorithm. Bits that are not transmitted are treated as erasures at the receiving end, that 
is, the path metric is computed without considering the punctured bit.
3 .4 .4  P e r fo r m a n c e  E n h a n c e m e n t for  E rror D e c o d e r s
Error correction codes generally have an upper bound in their error correcting abilities. 
The performance of codes on given channels is measured by the coding gain. In its 
most basic form, the coding gain, measured in dB, can be described as the savings in 
transmission power due to the code, if the same bit error rate is achieved as before coding.
3.4 Error Control in Speech Coding 70
For optimum operation, codes should be optimised for maximum performance on the 
channels 011 which they are employed. Such optimisation strategies include:
3.4.4.1 Interleaving
In many applications, interleaving is used in conjunction with FEC codes to enhance error 
correction performance. Most FEC codes are designed to combat random independent 
errors which usually occur in a memoryless channel. For channels having memory, burst 
errors are observed that are due to the mutually dependent signal transmission impair­
ments. An example of such a channel is a fading channel. Interleaving is deployed to 
disperse the burst errors into random errors making the channel appear as a random error 
channel to the decoder [101]. On channels with extremely long but intermittent bursts 
employing burst correcting codes, block interleaving techniques can be used to split long 
bursts between adjacent code words [21]. The interleaving degree is the number of code 
words stacked together in the interleaver. Higher interleaving degrees result in better 
coding gain. However, the end-to-end coding delay is significantly increased. Convolu­
tional or diagonal interleaving schemes as used in the M l rate GSM [37] channel present 
a compromise between delay and interleaving performance.
3.4.4.2 Soft Decision Decoding
It is desirable for the demodulator to supply a certainty value about its hard decision. 
This combination of the hard decision and certainty is referred to as a soft decision. The 
error decoder can use this information as a first indication of whether or not the symbol is 
likely to be in error. All that is required of the decoding algorithm is to extend the range 
of values from which the path metric, dpa.th(i, j ) ,  is derived. That is:
0 < r(k) < Q -  1, for 0 < k < 2n° -  1 (3.21)
where Q is usually a value of 8. Soft decision decoding is more structured and developed 
for convolutional than for block codes. It is generally agreed that soft decision decoding of 
error control codes, if well implemented adds at least 2dB to the coding gain on additive 
white Gaussian noise channels [62],
3 .4 .5  O p tim ise d  C h a n n e l C o d in g  for S p e e c h  T r a n sm iss io n
Zero-redundancy 1 error control schemes fail when the designed aveBER is exceeded. In 
practice, as many as possible of these schemes are designed into the coder to achieve
1 Zero-redundancy is a term used for source coder robustness to errors and is used to minimise channel 
coding redundancy
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the so called robust coder. The channel error performance of these schemes can then be 
augmented with conventional error control codes. During operation, we will hope that the 
zero-redundancy schemes will mask any FEC decoder residual errors. In order to achieve 
efficiency and maximise performance, error control coding has to be adapted to both the 
source coder and the predominant channel characteristics.
3.4.5.1 Unequal Error Protection (U E P )
Only some of the parameters of the speech production model are vital for speech percep­
tion and intelligibility. Some others are only included to enhance fidelity. The various 
parameters therefore exhibit a wide range of error sensitivities. Even within the bit map 
for each parameter, the individual bits also exhibit different error sensitivities. Ideally, 
we would like to use an FEC scheme which offers more protection to the more sensitive 
bits than to the less sensitive ones. Codes with these properties are called unequal error 
protection codes [85, 131]. This approach is a consequence of the following observations:
1. Despite the speech coder’s attempts to remove all redundancy from the speech signal, 
there is often a residual redundancy in some of the speech model parameters. There 
are two reasons for this: (a) there are no known techniques to model and then 
remove this redundancy or, (b) its removal would require an excessive amount of 
computational complexity. Indeed, given infinite computing power, operational pre­
requisites such as delay limits, might still prevent complete removal of all redundancy. 
This residual redundancy is often exploited at the receiver to render some channel 
errors subjectively unimportant - by techniques such as smoothing as in [16]. Often, 
simple error detection which requires less redundancy than error correction might 
suffice for these parameters.
2. Some model parameters are inherently not vital for speech intelligibility. Their trans­
mission and use is mostly to enhance fidelity. The corruption of these parameters is 
therefore not a disastrous event. They can therefore be transmitted unprotected or 
with only mild protection.
3. For any scaler quantised parameter, corruption of the msb of its index often causes 
more quality degradation than corruption of the Isb. Thus, for such parameters, the 
msb can be more powerfully protected than the Isb. Indeed, one of the guidelines for 
designing robust source codecs is to avoid whenever possible the use of quantisation 
techniques such as VQ, differential and adaptive quantisers etc. which are known to 
result in more error sensitive bits [16, 135].
In general, various degrees of redundancy for different codes can be employed both for error 
detection and correction on the various parameters or bits. The redundancy required for
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error correction is thus minimised by employing the more powerful low rate codes only 
for the most sensitive parameters or bits. Furthermore, for parameters which are highly 
responsive to substitution or smoothing techniques, redundancy might be needed only for 
error detection [14].
In designing an unequal error control scheme, it is vital to determine the error sensitiv­
ities of the various parameters and bits. The ideal way to do this would be by subjective 
comparisons. However, since these tests are usually quite involved and require time and 
human effort, objective methods are usually used. Therefore, the choice of an appropriate 
objective quality evaluation criterion which correlate well with subjective tests over all 
sets of distortions introduced by the speech coding algorithm is crucial [163]. The chosen 
criterion must be capable of evaluating accurately the effect of corrupting each parameter 
or bit of the speech coding algorithm.
3.4,5.2 Lost Speech Frame Reconstruction (LS F R )
During operation, the channel sometimes becomes so degraded that speech information is 
completely erased and effectively lost to the speech decoder. This is a relatively common 
occurrence on mobile communication channels which frequently suffer from severe interfer­
ence and fading. Frame reconstruction techniques can be used to mitigate the degradation 
caused [17, 20, 51]. The loss of a speech frame results in two forms of degradation at the 
output of the decoder:
1. Frame reconstruction error: This is the localised degradation at the output of the 
codec suffered by the reconstructed frame. An effective LSFR technique must seek 
to minimise this error objectively aud/or perceptually.
2. Error propagation: Low bit rate speech decoders incorporate recursive filters whose 
memories become corrupted when a frame is lost. The corrupted memories tend to 
persist in the system, degrading the following frames. LSFR techniques must also 
seek to curtail this error propagation.
Transmitted speech frames are said to be lost when (i) they arrive at the receiver and 
are found to have suffered an excessive channel bit error rate and so are not reliable for 
speech synthesis e.g in mobile communications; (ii) when they are intentionally dropped 
by a network node due to congestion of its outgoing links e.g. in packet switched networks. 
Whilst in case (ii) the network could inform the transmitter of this drop, the delay be­
tween transmitting the packet and receiving the information about its drop is often high, 
rendering this feedback useless to the transmitter in real-time telephony. Frame recovery 
strategies here therefore involve the use of estimated parameters in continuous synthesis 
through the filters. This helps to flush out the filter memories as soon as possible [20].
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In some systems, channel erasures might last over multiple frame periods. The coder 
has to possess a means of reducing the reverberations that result from the resultant mul­
tiple frame reconstructions. Ideally, the output should be made to degrade as gracefully 
as possible. In the full rate GSM coder [38], lost frames are reconstructed by repeating 
the parameters of the previous frame with scaled down gains [178], In cases of contiguous 
multiple frame losses, this has the effect of muting the output after about 320 ms, after 
which comfort noise is generated at the decoder output. This scheme works extremely well 
for the RPE-LTP coder employed. For other coders however, lost frame reconstruction 
techniques have to be tailored to the characteristics of the speech coding algorithm used.
3.4.5.3 Source A ided Channel Coding (S A C C )
SACC [149, 146, 147, 148] is a technique developed to alleviate the demands on FEC 
in LBR speech coders, and aims to provide extra error correction power without the 
obligatory increase in coding redundancy. In this technique, the FEC decoding algorithm 
is aided by source criteria in the codeword searching process. In other words, the FEC 
decoding algorithm is forced to take into account and satisfy the appropriate source criteria 
of the speech coder parameters. SACC, thus, represents an integral consideration of the 
speech and channel decoding processes in interpreting the received bit stream. In contrast, 
error control in conventional schemes are designed, implemented and optimised separately.
SACC, depending on the validations of the source criteria, can improve FEC coding 
scheme’s error performance [149] in smiliar fashion to soft decision decoding. The use 
of channel state information in soft decision decoding accounts for the improvement of 
an FEC code’s capability to correct more errors than would usually be possible via hard 
decision decoding. In SACC, the LBR speech coder’s source criteria constitute another 
degree of freedom which the FEC decoder can further exploit. This has the effect of 
limiting the vector space which the FEC decoder has to search to obtain the best codeword 
and also include other vectors, which are beyond the soft decision decoding bounds but 
conform with the constraints of the source criteria. Consequently, the error correction 
power of the FEC code can be expected to be increased further.
In CELP coders for example, since the LSF’s should comply with the following rela­
tionship:
LSF(i) +  K  < LSF(j), 0 < i < j  < p -  1
this monotonicity criterion of the LSFs which guarantees the stability of the LPC synthesis
filter, can be used as a source criterion. Other source criteria could be derived from the 
pitch gains and lags. This stems from the fact that in highly voiced speech regions, the 
speech characteristics (pitch gains and lags) in adjacent sub-blocks are highly correlated. 
In these subjectively prominent regions, the values of the pitch lags are often related to
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each other as follows:
p(n) — ^ p(n +  1 ) ± P d  for n =  0... N s -  1 (3.22)
where N s is the number of sub-blocks in the CELP coder, a and b are constants in the 
range {1,2,3}, and pd is a constant [146]. The search for the pitch lag values can be 
quite extensive since the number of possibilities implied by Equation 3.22 is numerous. 
Thus, the implementation of the source criterion for the pitch lag values in CELP can be 
considerably expensive in terms of computation complexity. However, the successful use of 
this criterion can potentially reduce “roughness” in the speech synthesised with corrupted 
values.
In addition to the coding gain offered by SACC, it has also the advantage that code­
words corresponding to parametric values which do not observe the LBR speech coder’s 
source criteria are eliminated by the FEC decoder, including those which are considered 
to be the best estimates of the received code sequence.
3.5 Concluding Remarks
In this chapter, types of digital speech transmission systems have been examined. Charac­
teristics and design criteria of speech coders including bit rate, quality, robustness, delay, 
complexity, power consumption and cost are all discussed. A brief survey of the most dom­
inant areas of application for low bit rate speech coding were presented. This included 
applications in satellite and land-mobile systems. For these applications, specific low bit 
rate speech and channel coders, with qualities that match the system requirements, have 
been adopted. Analysis by synthesis speech coding techniques are briefly presented and 
CELP coders were described.
In designing the speech coding algorithm, the characteristics of the channel on which it 
will operate have to be considered. During design, careful consideration of the quantisation 
techniques adopted and employing coding schemes adapted to the channel, can render 
some errors subjectively unimportant. These zero-redundancy measures are expected to 
result in a coder which is inherently robust to channel errors. Forward error correction 
codes are frequently used to correct some of these errors at the receiver. This approach 
however, besides introducing redundancy into the transmitted bit stream, also overlooks 
the variability in parameter sensitivities to errors. Speech coding algorithms were based 
around removing redundancy in order to reduce coding rate. The emergence of joint speech 
and channel coding techniques which meet the appropriate capacity, quality, robustness, 
complexity, and delay requirements has improved the potential success of channel codecs 
in combating channel degradations.
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In tlie second part of this chapter, channel coding for speech bit streams were discussed. 
Convolutional codes were briefly discussed since they form the core of our multi-rate 
channel codecs presented in next chapter. In addition, some channel coding optimisation 
techniques such as unequal error protection and source aided channel coding were briefly 
described. Lost speech frame reconstruction, a viable technique particularly in mobile 
communication channels was also explained.
Chapter 4
CDMA-based Multi-rate Source 
and Channel Coding System
4.1 Introduction
In mobile communication system design, perhaps the most important question is the num­
ber of admissible users per cell for a given bandwidth and channel propagation conditions. 
Efforts to maximise this number must take into account the question of assuring the in­
tegrity of each user’s communications. The usual practice is to guarantee a satisfactory 
quality of service over a reasonable range of channel conditions. Thus, the communica­
tion link budget is often designed for a certain outage probability during worst channel 
conditions. This scheme could be effective if efficient utilisation of the available resources 
is not the primary concern. However, for applications such as land mobile and cellular 
communications where resources are limited and the channel conditions can vary over a 
wide range, fixed rate-allocation schemes become ineffective in maintaining a given grade 
of service.
It has recently been proposed that instead of having a fixed link design, the link design 
should be allowed to adapt in order to maintain performance as propagation conditions 
worsen [18, 53]. One such link adaptation technique employs multi-rate source and channel 
codecs (MRC) [18]. In a system which employs this technique, fink adaptation is obtained 
by changing the vocoding and channel coding rates in response to prevalent channel con­
ditions. Thus, when channel conditions worsen, the transmitter reduces its speech rate 
and increases its channel coding rate. This increases the coding gain and thus enhances 
the receiver’s ability to mitigate the higher degradation. This is equivalent to having an 
adaptive allocation of fade margins in the link budget to combat channel variations. This 
link adaptation maintains the robustness of the link as well as maximising the efficient use 
of the radio resource all the time.
Multi-rate source and channel coding has been suggested in the European RACE
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(Research for Advanced Communication in Europe) initiative, within the Advance Time 
Division Multiple Access (ATDMA) project [52, 53]. The idea in this project was to allow 
the mobile to dynamically select the most appropriate operating rate which satisfies the 
quality requirements of the required service and to adapt the operating mode for the link 
to match the current interference and propagation conditions. A variable rate vocoder of 
four rates is assumed. Owing to the adaptive nature of radio resource allocation proposed 
in ATDMA, it is possible to increase the gross rate by allocating additional resources and 
hence changing the time slot allocated for each user [52]. In the proposed RACE ATDMA 
project [60], one mode has a gross rate equal to twice that of others and is implemented 
by using two ATDMA slots per frame.
As shown in chapter 2, Code Division Multiple Access (CDMA) has recently become 
an attractive option for wireless networks. In CDMA, each user iu a cell transmits a signal 
whose spectrum is spread over the entire spectral band available. Reducing the bit rate 
of one user reduces the the interference seen by all other users. Therefore, Multi-rate 
source and channel coding can be adopted in CDMA systems more easily and effectively. 
Unlike TDMA systems, there is no need in CDMA systems for slot allocations since all 
users use the same bandwidth. This makes it feasible and easy to upgrade the operating 
grade of service in some cases to increase number of users on demand in peak hours with 
slight increase of interference and slight decrease of the service quality. In this case, Multi­
rate system proves vital as it can keep the quality of service within a satisfactory level 
by forcing users to decrease their speech rates and therefore allowing more users to get 
into service without the need for a wide range change to the grade of service. In effect, 
multi-rate systems can be exploited in CDMA systems to maintain the quality of service 
within satisfactory levels all the time with minimum available resources; and/or increase 
the system capacity in critical conditions. Although the Multi-rate system is in principle 
applicable for most multiple access schemes, in this thesis the work only applies to CDMA 
schemes.
4.2 Multi-rate System Description
Figure 4.1 1 depicts a schematic block diagram of the MRC system. It represents a 
CDMA-based communication link with multi-rate voice and channel coders. The system 
uses a four-rate speech coder that is based on pulse residual excitation linear prediction 
(PRELP) coding algorithm. The design and performance of the speech coders are detailed 
below in section 4.4. The corresponding four-rate channel coder is based on half-rate 
convolutional channel coding employing different puncture code configurations. The design
1 Figure 4.1 is a symbolic diagram. The switch rate commands are sent using in-band signalling on the 
downlink and the rate indicators are sent in-band on the uplink
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and performance of the channel codecs are detailed in section 4.5. After the channel 
encoder, the code symbols are interleaved by a block interleaver with span equal to one 
frame or 20ms, i.e. 260 bits, and modulated by a 64-ary orthogonal modulator using Walsh 
functions similar to the uplink in IS-95 [150]. The modulation symbols are then spread 
by a PN sequence at a rate of 1.248 Mchips/s, i.e. 576 chips per orthogonal modulation 
symbol. Furthermore, the waveform is arranged in BPSK format and transmitted through 
a wideband multipath channel. The simultation of the multipath channel and interference 
effects on this link are all detailed when describing the CDMA verification environment 
in chapter 5. At the receiver, a four-finger RAKE receiver is implemented to demodulate 
the four strongest multipath components. The RAKE receiver, see chapter 2, involves 
despreading and demodulating the signal then generating a single stream of soft-decision 
inputs to the channel decoders.
Figure 4.1: MRC-CDMA schematic block diagram
The MRC system operates with a gross rate of 13kb/s achieved in four modes (0,1,2 
and 3) corresponding to a four-rate vocoder with corresponding fonr-rate channel coder as 
shown in table 4.1. The transmitter initially operates with mode 1 and depending on the
Mode of Operation 0 1 2 3
Speech Coding Rate (kb/s) 9.6 8.0 6.4 4.8
Channel Coding Rate (kb/s) 3.4 5.0 5.6 8.2
Gross Rate (kb/s) 13.0
Table 4.1: MRC operational modes
prevailing channel conditions it switches mode or continues in its current mode. The rate 
switching is carried out from one mode to another by increments or decrements of one, in 
order to smooth the quality transition between different rates. As the mode changes from 
3 to 2, 2 to 1, or 1 to 0, the vocoder rate increases at the cost of reduction of channel coding
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redundancy. Since the channel coding gain is proportional to the amount of redundancy 
bits, MRC operates at four different Eb/Io giving the system more flexibility in combating 
interference and fading. This implies that the lower vocoder rate modes can operate in 
more degraded channels.
Ideally, the system operates in mode 0 in good channel conditions. It takes the system 
therefore at least 20ms to switch from the initial mode 1 to mode 0 unless the channel 
conditions degrade whence a lower rate vocoder is activated until the conditions improve 
again. This also implies a reduction in the speech quality as a result of switching to a 
lower vocoder rate. In order to show the performance of the speech codecs in switching 
modes, an experiment was carried out where another mode is injected randomly into the 
original mode. Fig. 4.2 depicts the output speech quality, in terms of segSNR, variation
8.00
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§  3.00
9.6kb/s injected with 8.0kb/s
9.6kb/s 10% 30% 40% 100%
8.0kb/s
8.0kb/s injected with 6.4kb/s
8.0kb/s 10% 20% 30%
6.4kb/s injected with 4.8kb/s
6.4kb/s 10%
-,8kb/s
Rate Switching
Figure 4.2: Performance of multi-rate system with rate switching
as a result of rate switching. Since rate switching is carried out on consecutive modes, i.e 
between the modes (0,1), (1,2), and (2,3), for any combination, the first mode is injected 
randomly into the second mode with 10, 20, 30, 40 and 50 % rate switching in this test. 
The results show that the variation in quality as a result of switching is not very significant 
and change slowly with the rate of injection.
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4.3 Variable Rate coding vs Multi-rate Systems
Variable rate speech coding is a key component for certain multiple access schemes for 
wireless networks. Such coding methods exploits the silent intervals iu a conversation and 
the statistical variability of active speech, such that the average bit rate is less than that 
used by an equivalent fixed rate coder. Therefore, the information rate is increased for 
those speech segments that require finer quantisation such as transients, and is decreased 
for highly correlated steady state segments. The output quality of such coders should 
be at least as good as, but preferably better than, the equivalent fixed rate system. The 
motive behind variable rate speech coder is to enhance network capacity for a given speech 
quality.
In this section we distinguish between variable rate speech coding schemes in which the 
speech coding rate is changed according to the time varying characteristics of the speech 
signal as opposed to multi-rate systems in which the rate is changed according to switching 
commands that are initiated in response to certain channel conditions. However, variable 
rate coding could still be used in multi-rate systems for each mode independently. For 
mode 0 for example, the maximum speech coding rate would be 9.6kb/s varying with the 
content of the active speech signal. The bits gained can be used for channel coding. This 
could prove beneficial in cases where the coding rate drops instantaneously with worsening 
of the channel conditions simultaneously. In other words, coding gain is increased when 
it is necessary to combat the channel degradations. This special case may not happen 
frequently in real systems. The more important benefit of variable rate coding when 
applied to CDMA systems is to reduce the transmission power where the transmitter is 
gated on-off according the available output rate such as in IS-95 [150], In IS-95, although 
the vocoder uses a variable speech coding scheme, it is designed to produce four fixed rates
i.e. 8.0, 4.0, 2.0 and l.Olcb/s. Determining which of these rates is based on a threshold 
comparison of the energy of the speech frame. The threshold which is based on an estimate 
of the background noise level of each frame, is updated for each frame [55]. It is worth 
mentioning that changing the rate can also be forced by the base station by ordering the 
mobile to reduce the number of bits assigned to speech coding in two modes of operation, 
known as “dim-and-burst” and “blank-and-burst” by a factor of two or all the way down 
to zero, such that the remaining bits can be used for signaling or secondary traffic. The 
overall result of reducing the transmit duty cycle at lower rates is the reduction of self­
interference by a factor directly proportional to the average voice activity of the users, 
e.g. 40 percent voice activity corresponds to 4.0 dB interference reduction equivalent to 
a 2.5 times increase in the number of users [150]. Although it is attainable, variable rate 
coding is not used in the design of the multi-rate system in this thesis. A brief description 
of some variable rate speech coding algorithms and applications are presented next.
In the past, many variable rate coders have relied on dynamic allocation of bits for 
the parameters, such as LPC coefficients [153]. These systems were aimed towards low bit
4.4 Design of Multi-rate Speech Codec 81
rate vocoders where a significant fraction of the bit resources were allocated for the LPC 
filter parameters. Other techniques involve varying the bit rate after the speech has been 
encoded. These techniques are outside the influence of the coder and are often triggered by 
external events such as network overload where the system is forced to disregard packets. 
Embedded coding is a prime example. This is where the speech signal can be stripped 
of less important bits if the need arises, with only a gradual degradation to the output 
speech quality. For example, PCM includes a system in which the least significant bits 
for each sample are dropped resulting in the ideal utilisation of the remaining bits. This 
technique can also be applied to AD PCM [78]. However both encoder and decoder contain 
a prediction feedback which is based on past quantised speech. Recently, the concept of 
embedded coding was applied, with some degree of success, to the CELP scheme [92]. 
Another technique of selecting variable coding rate involves employing a rate-distortion 
trade-off. In finite state CELP (FS-CELP) [200], among the coders available for coding a 
frame, the one which achieves a predetermined SNR with the smallest bit rate is selected. 
This scheme is an example of closed-loop rate selection, where the data rate is made to 
depend on the outcome of the coding operation. However, the lack of suitable distortion 
measures of coded speech quality renders this approach rather inefficient. In particular, 
frames corresponding to unvoiced speech, require the most bits in FS-CELP in order to 
achieve a given SNR, whereas from a perceptual standpoint they require fewer bits than 
frames classified as voiced. In an example of open-loop rate selection, the decision is made 
according to phonetic classification, which has been proposed as a way to adapt the coder 
to the needs of each coding frame in a perceptually meaningful manner [209, 66].
Applications of variable bit rate coders include in addition to the ones mentioned above 
store and forward systems such as voice mail and answering machines where the storage 
space is often limited. Another application of variable rate coders is in networks such 
as ATM (Asynchronous Transmission Mode) [140], which utilise a statistical bandwidth 
allocation strategy to provide a virtually continuous range of bit rates, within physical 
network limits. To take full advantage of this flexible allocation of bandwidth, it is neces­
sary that the speech is coded as efficiently as possible by varying the information rate in 
accordance with the characteristics of the speech signal.
4.4 Design of Multi-rate Speech Codec
Major constraints in the choice of the speech coding algorithm to be used in the design of 
multi-rate speech codecs include:
1. High output quality similar or better than the newly developed speech coders at 
similar rates corresponding to a MOS score of 3.0-4.0.
2. Bit rate between 9.6 to 4.8kb/s.
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3. Robustness against channel errors.
4. Continuity in the filter memories during rate changes.
5. Minimum complexity and quality differential between the different rates.
6. Reservation of binary codes for in-band synchronisation and signaling of rate change.
The demand for high quality medium bit rate coder is increasing at a very fast rate. 
This demand has been accompanied by a plethora of new coding standards which have 
been released in the medium bit rate region of 4 to 8kb/s. The last two years alone have 
seen numerous standards being announced for coders operating within this region. For 
example, the G.729 8kb/s speech coder [96] was recently ratified by the ITU together with 
G.723 [97], a dual rate speech coder for multimedia telecommunication at 5.3 and 6.3 kb/s. 
Other recently released standards include the ETSI half rate GSM coder [58] operating 
at 5.6kb/s. All these coders are based on the same principle of AbS-LPC detailed in 
chapter 3. The code excited linear prediction (CELP) [175] algorithm, a generic schematic 
of which is shown in Fig. 4.3, is a prime example of AbS-LPC and a potential candidate 
for multi-rate operation because it produces reasonable quality speech from medium rates 
(> 8kb/s) to low rates («4kb/s). However, excitation modeling in traditional CELP has 
some shortcomings which result in a wide quality differential between 8.0kb/s and 4.8kb/s 
CELP. In traditional CELP, the excitation is modelled as a codebook of noise sequences.
Figure 4.3: Generalised schematic of the CELP model
At low bit rates, there are four main disadvantages associated with this model:
# The use of a noise-like fixed codebook (FCB) is based on the wrong premise that the 
excitation always has a white noise spectrum. In Atal and Schroeder’s original CELP 
formulation [175] it was noted that the fixed secondary codebook should be populated 
with excitation vectors that reflect the statistics of the residual signal to be encoded. 
Since it was shown in [11] that the probability density function of the prediction
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error samples (after both STP and LTP prediction) was nearly Gaussian, it was 
naturally assumed that the fixed co debook should ideally be populated with unit 
variance Gaussian vectors. This limitation in modelling leads to the characteristic 
roughness of low rate CELP coded speech. At lower rates, compression is achieved 
by increasing the dimension of the excitation vectors thereby exacerbating the effect 
of poor matching.
• The exhaustive searching of the codebooks involves high computational complexity. 
The secondary codebook search is one of the most computationally intensive stages 
within the coder. Therefore, initially, the design of the structure of this codebook was 
primarily driven by the requirement to produce a computationally less demanding 
algorithm which was suitable for real time implementation. Various approaches have 
been used to achieve this, such as the use of overlapping codevectors in successive 
entries in the codebook [108], or codevectors with a few non zero entries like the 
centre clipped Gaussian structure [46]. Other examples include ternary codebooks, 
where each vector sample can only have one of three possible amplitudes + 1, -1 and 
0 [213], and sub codebook methods where an initial efficient search is performed to 
find a group of the most likely candidate vectors which are then fully searched [132].
• At the onset of high energy voiced segments, only the adaptive codebook (ACB), 
also known as the primary co debook, is left to build up the periodic speech energy 
since the excitation vectors have no pitch structure. This delay in energy build up 
results iu muffling of the output speech. In order to maintain the harmonic structure, 
and hence speech quality, the secondary excitation source needs to maintain pitch 
continuity as well as provide clean pitch pulses.
• At the low end of the bit rate scale, compression is achieved by increasing the 
dimension of the excitation vectors. This results in an overall poorer matching 
between the synthetic and original speech in the AbS process thereby increasing 
roughness of the synthesised speech.
Therefore, new forms of excitations such as sparsely populated fixed codebook structures 
have become popular because of the increase in quality and the decrease of complexity. 
These techniques together with others achieve the increase in quality by exploiting the 
pulse characteristics of the vector excitation. By using such techniques it is possible 
to model the pitch pulses and therefore maintaiu the speech quality. There are three 
advantages associated with using these codebooks:
• Reducing the computational complexity of the convolutions in the filtering operation.
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• It is easier to model these residual components by a few well positioned pulses in 
the excitation vector, rather than using a codebook consisting of many randomly 
generated vectors.
• Sparsely populated pulse excitation structures do not require too much storage.
Examples of codecs that use sparsely populated codebooks include algebraic code excited 
linear prediction (ACELP)[117], binary pulse codebooks [84], and pulse residual excitation 
linear prediction (PRELP) [111]. These methods are detailed below.
4 .4 .1  P u ls e  V e c to r  E x c ita t io n  for  C E L P  B a se d  C o d ers
The fixed codebook (FCB) excitation serves two main purposes:
• to provide start up information for the LTP memory, this includes any sudden 
changes in the speech not adequately treated by the LTP,
• and to provide the “filling in” information that the LTP has failed to predict.
It is the structure and design of this codebook that has attracted a great deal of interest, 
resulting in many publications. The complexity of codebook search is reduced by using 
methods such as overlapping codevectors in successive entries in the codebook, centre 
clipped Gaussian structure, or ternary codebooks. All these methods achieve the reduction 
in computational complexity by imposing constraints on the structure of the stochastic 
codebook. Other methods achieve the required reduction in computational complexity by 
moving the excitation vector selection from the time domain to a transform domain, where 
the convolutions in the filtering operation are replaced by multiplications [88, 197]. This 
has the advantage of not imposing constraints on the structure of the stochastic codebook. 
All the above mentioned techniques essentially rely on Gaussian vectors to populate their 
codebooks. Alternatively the reduction in computational complexity can be achieved 
using sparsely populated codewords consisting of individual or groups of pulses. In this 
approach each excitation vector consists of a few non-zero components whose magnitudes 
are typically set to unity. Examples include algebraic codebooks[117], and binary pulse 
co debooks [84].
It is also known that the quality of coded speech, especially during voiced regions, is 
strongly influenced by the continuity of the harmonic structure. For steady voiced regions 
this continuity is primarily maintained by the LTP. However, for transitory regions of 
speech such as voiced onsets, it is left to the secondary codebook to model the remaining 
pitch information. This is because the LTP memory has not been able to adapt to the 
changing voiced speech characteristics. In order to maintain the harmonic structure, and 
hence speech quality, the secondary excitation source needs to maintain pitch continuity
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as well as provide clean pitch pnlses. In CELP, the Gaussian codebook is unable to 
provide this and ultimately the voiced harmonic structure cannot be reproduced cleanly. 
In Figure 4.4, where the synthetic speech has been produced using a 4.71cb/s CELP coder, 
the harmonic valleys have a high level of noise which in some cases can distort the harmonic 
content resulting in a significant loss of speech quality. By using a sparsely populated pulse 
style excitation it is possible to model these pitch pulses and therefore maintain the speech 
quality.
Frequency (kHz)
Figure 4.4: Spectral comparison of waveforms, (a) Original speech, (b) Gaussian excited 
CELP output at 4.7kb/s
4 .4 .2  A lg e b r a ic  C o d e  E x c ite d  L in ear  P r e d ic t io n  (A C E L P )
The algebraic codebook structure [4] is perhaps the most widely adopted pulse vector 
excitation. This is due to its incorporation in many speech coding standards such as the 
ITU’s G.729 and G.723. The sparse algebraic codebook consists of a set of excitation 
vectors containing few non zero elements. The pulse amplitudes are fixed to be either dbl, 
and each pulse can take a number of distinct positions. Thus, since the pulse amplitudes 
are fixed, a sparse algebraic vector is solely determined by the position of its non zero 
pnlses. Typically the size of these codebooks can be very large and in order to determine 
the optimum excitation vector the algebraic codebook employs efficient search techniques.
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The most computationally intensive part of this expression is the convolution between each 
co debook vector and the impulse response of the weighted synthesis filter. The algebraic 
codebook search routine utilises a technique called backward filtering [84] to reduce the 
computational load of this calculation. To further illustrate the codebook structure a, 217 
sized codebook is described which can be used for a subframe length of 40 samples. Every 
subframe contains four pulses. Each pulse can have an amplitude of ±1, and the four 
pulses can assume the positions given in Table 4.2.
Note that the first three pulses can each occupy 8 distinct positions and the last 
pulse can occupy 16. Consequently, any position within the subframe can be occupied 
with a pulse. As the best location for each pulse is searched (within the constraints 
of the fixed amplitudes) then the selected excitation vector will have, to some extent, 
optimised pulse positions. This implies that the selected excitation vector will have less 
unmatched components when compared to stochastic CELP structures. It is tills last point 
that contributes to the increase in perceived quality of pulsed codebooks when compared 
to equivalently sized Gaussian formulations. The algorithm is free to choose any pulse 
position within the subframe length. However, one particular pattern of pulses consisting 
of alternate signs with a separation of up to a few samples appears frequently.
pulse Sign P osition s
*0 sq: ±1 mo: 0, 5, 10, 15, 20, 25, 30, 35
k si: ±1 mx: 1,6,11,16,21,26,31,36
k 2^* ±1 m2: 2, 7, 12, 17, 22, 27, 32, 37
k 53: ±1 m3: 3, 8, 13, 18, 23, 28, 33, 38 
4, 9, 14, 19, 24, 29, 34, 39
Table 4.2: Structure of the algebraic fixed codebook in G.729
4 .4 .3  P u ls e  R e s id u a l E x c ita t io n  L in ear  P r e d ic t io n  (P R E L P )
4.4 .3 .1  M u lti-p u lse  P R E  E xcita tion  M odel (M P -P R E )
In the original Pulsed Residual Excitation Linear Prediction (PRELP) [111] it is assumed 
that after LPC and LTP predictions, there are still long term correlations remaining in 
the residual signal. This is especially true for certain regions, such as speech onsets and 
souud transitions. In order to pick out the remaining important secondary excitation 
pulses, the basic pulsed residual excitation MP-PRE is formed as follows. Firstly a set of 
primary excitation vectors are formed by placing a unit amplitude pulse at the start of the 
excitation buffer x  and then after every Pj samples. The pulse spacing Pj is varied from 
D min to N  — 1 (subframe size-1) to get all the primary vectors. Whilst Dm{n is related to 
the minimum pitch, it may also be varied to enhance fidelity. Therefore, for each Pj, the
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primary candidate excitation is derived as follows:
f l  n — iPj < N , i =  0 ,1 ,2 ,... , .
X* n) =  {  0 otherwise
In order to construct all possible phase positions for each primary vector Pj — 1
further vectors Xj+k(n)y k = 0,1,2,.. .,P-1 are derived by shifting the vector to the right 
by one position for each additional phase position while inserting a zero in the vacant left 
most position as given by,
M _ f  0 n — 0, 1 ,2, . . . ,A; - 1 , .
Vj+k(n) -  | x^ n _  n =  k,k +  l , . . . , N - l   ^ ^
In order to form all possible phase positions it should be noted that the number of candi­
date excitation vectors La depends on N  and D min such that,
N/2 Nf 2 -1
C =  N  +  £  M +  M  (43)
M —D min M —l
Thus the number of bits required for transmitting the excitation index is B =  flog2 C ] .
By forcing the secondary excitation to have a pitch like structure, it is possible to 
match voiced onsets more accurately. This is because, firstly, the LTP memory builds 
up faster to track the incoming periodicity more accurately and secondly, the secondary 
excitation provides the required periodicity where the LTP fails. This ultimately results 
in the continuity of the harmonic structure especially for transient regions of speech.
The MP-PRE ensures that the best pulse spacing and phase combination is selected. 
As shown in Fig. 4.5, the output speech produced by MP-PRE matches the input speech 
more closely than that produced by the centre-clipped Gaussian excitation. Similarly, 
from the spectral comparison shown in Fig. 4.6, it is quite clear that MP-PRE performs 
noticeably better than the centre-clipped overlapping Gaussian excitation. In the case of 
MP-PRE, the harmonics are clearly defined throughout the spectrum which makes the 
output speech sound smoother and sharper. The MP-PRE codebook structure can be 
extended to include signed pnlses. This is called multi-sign PRELP. Thus for each primary 
vector all possible combinations of signed pulses can be formed by rewriting Equation 4.1 
as
/ x / ±1 n =  iPj < N, * =  0,1,2,... (A .v
* »  =  { ( ,  otherwise ^
4 .4 .3 .2  D ual-pu lse E xeita tion  (D P -P R E ): Im proved P R E L P
The original PRELP algorithm assumed that after LPC and LTP prediction the remaining 
residual signal still contained long correlations. This is particularly true for dynamically
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Time (Samples)
Figure 4.5: Speech waveforms: (a) Original speech (b) MP-PRE excited CELP output at 
4.7kb/s (c) Overlapping centre-clipped Gaussian excited CELP at 4.7kb/s
changing regions of speech, such as voiced onsets, where the LTP memory has not been able 
to build up the incoming periodic signal. For this reason the original PRELP excitation 
was forced to have a pitch like structure. However, there are artefacts which the original 
PRELP algorithm fails to model. These typically occur during regions of voiced speech. 
For example, the current subframe of speech may differ from the previous one in the LTP 
memory by an extra spike, or a momentary change of waveform shape. Since the LTP 
memory has no record of this characteristic it is left to the secondary excitation codebook 
to model this effect. To accurately model these differences it was found that a pulse 
excitation vector whose components consist of unit pulses of alternate signs was required, 
particularly where the separation between the pulses was small compared to the size of 
the subframe. This is a pattern which is frequently chosen from the algebraic codebook 
structure. Obviously other regions of speech may require a different pattern of pulses. 
For instance, voiced onsets would require a pattern consisting of pulses of the same sign 
with a relatively large separation between them, in order to provide the unmodelled pitch 
structure. The objective then is to design an excitation which incorporates the long term 
matching ability of the original PRELP algorithm whilst possessing the flexibility to focus 
on a particular artefact which is important from a MSE aspect, such as a prominent spike,
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Frequency (kHz)
Figure 4.6: Spectral comparison of waveforms: (a) Original speech (b) MP-PRE excited 
CELP output at 4.7kb/s (c) Overlapping centre-clipped Gaussian excited CELP at4.7kb/s
as discussed earlier. For these reasons it was decided to use a pulsed residual co debook 
where each excitation vector consisted of just two pulses, hence the name dual-pulse (DP- 
PRE).
To generate each primary vector, a unit sample pulse is placed at the start of the buffer 
and then the second pulse placed at a distance P j. Here, Pj is varied from D min to Dmax 
to generate other primary vectors. Furthermore, for each primary vector, the polarity of 
the second pulse is changed to generate the second set of (signed) primary vectors. The 
fixed excitation gain, G in Fig.4.3, is signed so the inverted vectors corresponding to those 
in these two vector sets are not explicitly searched. Secondary vectors are generated by 
shifting each primary vector by S samples at a time to search some of its phase positions. 
The number of shifts k for a primary vector with pulse separation Pj ranges as 0 < k < 
N  — Pj where, N  is the excitation buffer length.
In order to form all possible phase positions, the number of candidate excitation vectors 
C is related to the minimum spacing D min, maximum spacing D max, and N  the excitation
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buffer length. Dmax can be varied to enhance fidelity.
C =  2
Dmax
£  (N ~ M )
M = D min,M + = S
(4.5)
As in the originaL PRELP excitation model the global sign of the MSE calculated gain is 
used to change all the pulses signs simultaneously.
It is apparent that as the maximum number of allowable separations S is increased 
then the corresponding rise in the number of possible phase positions searched becomes 
smaller for a fixed subframe length. Referring to Equation 4.5, the size of the codebook 
is determined by Dmin and D max. These values should be carefully chosen, such that the 
sub set of pulse separations searched encompasses the more objectively important pulse 
patterns. Thus for a typical subframe size of 40, Dmax is set to 11 or 20.
4 .4 .4  C o m p a r iso n  o f  P u ls e d  V e c to r  C o d e b o o k s
The ACELP algorithm described in section 4.4.2 is effectively free to choose any pulse 
position and sign within the dimensions of the excitation vector. If this is taken to its 
natural limit then the algorithm would be able to vary the number of pulses as well. 
By imposing certain constraints on the position and sign of the pulses in the algebraic 
codebook, it is possible to obtain all forms of the PRELP algorithm. Hence the algorithms 
described in sections 4.4.3.1 and 4.4.3.2 can be viewed as a sub set of ACELP. Figure 4.7 
shows the relationship between these algorithms.
4 .4 .5  Multi-R a te  P R E L P  D e s ig n  an d  C o n fig u ra tio n
In designing multi-rate codecs the two PRE models, MP-PRE and DP-PRE, were chosen 
for the following reasons:
1. Unlike in CELP, the FCB is generated on the fly. This saves on memory and eases the 
use of different codebook configurations for the various rates. A multi-rate CELP- 
based system would require that a separate codebook be designed and stored for 
each codec rate.
2. The pulsed codebook makes for low complexity A searching of the excitation [111].
3. The pulsed codebook enables the fast buildup of energy required for voiced onsets. 
When compared to CELP, this fast build-up enhances quality, especially for the 
larger excitation block sizes which are used at lower bit rates. Speech quality is thus 
significantly better at lower bit rates.
4. The number of bits required to transmit each excitation index is I  — flog-^C] . This 
leaves 21 — C  unused codes to be used for in-band signaling.
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Figure 4.7: Relationship between the ACELP and PRELP codebook structures
The multi-rate codecs operate at four rates of 9.6, 8.0, 6.4, and 4.8kbs with an input 
frame size of 160 samples at all rates. The source codec configuration for each rate is 
summarised in Table 4.3. Modelling of the secondary excitation uses mainly dual-pulse
9.6kb/s 8.0kb/s 6.4kb/s 4.8kb/s
LSF Quantiser Non-uniform scaler Split VQ Split VQ Split VQ
ACB Resolution x4 x4 Xl X4
FCB type DP-PRE DP-PRE MP-PRE DP-PRE & ME
FCB Config. 2, 11, 1 2, 18, 1 20 2, 20, 2
Sub-block length 32 40 40 80
Table 4.3: Quad-rate speech codec configuration
PRE because it produces higher subjective quality than multi-pulse PRE. However, at 
6.4kb/s coder the quality difference between DP-PRE and MP-PRE is significant. There­
fore, MP-PRE was chosen to operate for 6.4kb/s. For these rates which use the dual-pulse 
PRE model, the FCB configuration parameters are listed in the order D min, D max, S. The 
FCB configuration parameter shown for the multi-pulse PRE model is Dmin. When the 
bit rate becomes low, as in the 4.8kb/s where only two subframes are used, the LTP 
matching performance to the pulse-like codebook is decreased. This is particularly true 
during voiced offcets where the STP memory response makes up most of the required
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mode-0
9.61cb/s
mode-1
8.0kb/s
mode-2 
6.4kb/s
mode-3 
4.8kb/s
LSF 37 28 28 28
ACB index 9 x 5 9 x 4 7 x 4 9 x 2
ACB gain 5 x 5 5 x 4 5 x 4 5 x 2
FCB index 9 x 5 10 x 4 8 x 4 11 X 2
FCB gain 6 x 5 6 x 4 4 x 4 6 x 2
Frame Energy 6 6 4 6
CRC 4 4 0 0
Total 192 158 128 96
Table 4.4: Parameter bit assignment per 20ms frame
speech signal, leaving behind a very random looking signal to be matched by the LTP 
and the codebook responses. To overcome these problems a mixed excitation is used of 
two codebooks operating in parallel. During unvoiced speech regions, steady state voiced 
regions (where the LTP performance is high) and voiced offsets (where the STP mem­
ory response is very effective), a sparse linear codebook of 664 vectors is used to cater 
for highly unvoiced regions. In all other cases, DP-PRE is used. Switching between the 
two excitations is indicated to the decoder with an additional bit in the codebook index. 
However, this switching must be based on accurate speech characterisation as explained 
in [111]. Table 4.4 shows the parameter bit assignment per 20ms speech frame for each 
rate. The multi-rate coders are based on 20ms frames. Each frame is windowed using 
20ms Hamming window and analysed to obtain 10 LPC parameters. A 15 Hz bandwidth 
expansion is applied to the LPC parameters to smooth the occasionally sharp peaks in 
the spectral envelope. The LPC parameters are then transformed into LSFs and then 
quantised using four codebooks according to the rate of operation. The 9.6kb/s uses a 
37-bit non-uniform scalar quantiser. The other rates quantise the LSF using split vector 
quantisation (split-VQ) which uses four codebooks. The first codebook is used for VQ-ing 
the whole LSF vector. The quantiser error vector is then split into three segments each 
quantised with a separate codebook.
Following the LPC analysis and quantisation/encoding of the LSFs each frame is seg­
mented into a number of subframes. For each subframe a set of LSFs is obtained by 
interpolating the current and previous frame’s LSFs using the interpolation factors given 
in Table 4.5. These factors were found to provide smooth transition of the spectral enve­
lope from one frame to the next. The interpolated LSFs are inverse transformed into LPCs 
which are used in the subsequent analysis. The LTP used is single tap, integer lag and 
closed-loop implemented as an adaptive codebook as shown in 3.7 in Chapter 3. The LTP 
analysis is performed in two stages. In the first stage the LTP gain (/?) is set to unity and 
the search for the optimum LTP lag (D opt) is carried out in the range of 20 to 147. In the
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Subframe
mode-0 9.6kb/s mode-1 8.0kb/s mode-2 6.4kb/s mode-3 4.8kb/s
Previous
frame
Current
frame
Previous
frame
Current
frame
Previous
frame
Current
frame
Previous
frame
Current
frame
1 19/20 1/20 7/8 1/8 7/8 1/8 29/40 11/40
2 15/20 5/20 5/8 3/8 5/8 3/8 11/40 29/40
3 10/20 10/20 3/8 5/8 3/8 5/8 - -
4 5/20 15/20 1/8 7/8 1/8 7/8 - -
5 2/20 18/20 - - - - - -
Table 4.5*. LSF interpolation factors for each subframe at the four rates
second stage the gain (3 is computed corresponding to the chosen lag value (D opt) which 
is then quantised and encoded using the 5-bit non-uniform scalar quantisation. In order 
to improve the LTP performance a non-integer delay LTP analysis known as fractional 
delays [130] is used.
Searching for the optimum codebook excitation is then performed. Finally, the opti­
mum LTP and codebook excitation vectors are scaled with their respective quantised gains 
(gk and (3) and added together. The result is then fed (a) to the LTP or adaptive codebook 
with a delay equal to one subframe to update its memory and (b) to the LPC synthesis 
filter to update its memory. During searching of both fixed codebooks, matching of the 
reference signal is carried out over the whole of the current sub-block and ten samples of 
the future sub-block to take account of the effect of the current excitation on the future 
speech. This process does not entail any extra buffering delay as there is already a half 
frame ( 10ms) extra buffering delay inserted for spectral interpolation purposes.
In the decoder for each subframe encoded LSFs are decoded, interpolated and inverse 
transformed to obtain LPC parameters. The LTP lag and gain and codebook index and 
gain are decoded to construct the primary and secondary excitations. The two excitations 
are added together and the result is feedback (with a subframe delay) into the LTP or 
adaptive codebook to update its memory and also passed through the LPC synthesis filter 
to recover a close replica of the original speech. The synthesised speech was postfiltered 
using a short-term postfilter to obtain better subjective performance.
4 .4 .6  C o m p le x ity  R e d u c t io n  S tr a te g ie s
In a typical CELP speech coding algorithm, most of the processing time is taken up by 
the closed-loop LTP and codebook search procedures. Therefore, for efficient implemen­
tation, strategies for reducing the complexity of these procedures should be investigated. 
The overall complexity of these searches can be split into three main blocks. Firstly, con­
volution computations are required to compute the filtered response of each excitation 
candidate from the LTP and codebook. Secondly, the cross-correlation computation of 
each synthetic output with the reference signal. Finally, the computation of the auto­
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correlation (variance) of eacli synthetic response for normalisation and optimum vector 
gain calculations. Some strategies are formulated for reducing complexities of these blocks 
in [109] and are used during the course of this work. Details of complexity reduction 
strategies can also be found in [6] and [190].
4.4.7 Design of Discontinuous Transmission (D T X ) in M R -P R E LP
Discontinuous transmission (DTX) is essential in cellular radio system due to reduce the 
level of interfereuce. DTX transmission makes use of the fact that every speech channel 
is not active continuously. In a duplex conversation, each party is active for less that 50% 
of the time [31]. Even during activity, there are occasionally sizeable gaps between words 
and expression. Therefore, by using a voice activity detector (VAD) to indicate active 
times, the transmission power is disallowed during silent period such as in GSM [56], or 
alternatively reduced such as in IS-54 [54]. This has the effect of reducing co-channel 
interference as well as conserving the batteries of hand held mobile terminals. DTX has 
been adopted as part of the overall specification of new mobile systems such as GSM [57], 
The efficiency or gain of such systems depends on the performance of the VAD algorithm 
which has to work in severe background noise environments typically in a vehicle mounted 
mobile. The basic assumptions in which VAD algorithms are based are as follows:
• Speech is a nonstationary signal.
• It exhibits spectral changes after short periods of time, e.g. 20 to 30ms.
• Background noise is usually stationary during much longer periods and changes very 
slowly with time.
• Speech level is usually higher than the background noise level otherwise speech will 
become unintelligible.
Using these assumptions a VAD algorithm is designed in this project similar to the GSM 
VAD [67]. The function of the VAD is to distinguish between noise with speech present and 
noise without speech present. This is achieved by comparing the energy of a filtered version 
of the input signal with a threshold. The presence of the reshold is indicated whenever 
the threshold is exceeded. The detection of speech in mobile environment is difficult due 
to the low speech-to-noise ratios which are encountered, particularly iu moving vehicles. 
To increase the probability of detectiug speech, the input signal is adaptively filtered to 
reduce the its noise content before the voice activity decision is made. The frequency 
spectrum and level of noise may vary within a given environment as well as between 
different environments. It is therefore necessary to adapt the input filter coefficients and 
energy threshold at regular intervals. Figure 4.8 depicts a schematic diagram of the full-
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Signal
VAD decision
Figure 4.8: Structure of the GSM VAD
rate GSM VAD. The input signal is first filtered by an inverse linear predictive model of 
the acoustic noise. The energy of the filtered signal frame is then compared to an adaptive 
threshold to form an intermediate decision. A hangover mechanism is used to calculate the 
final VAD decision, which extends the duration of periods classified as speech. The noise 
model and adaptive threshold are updated if the secondary VAD indicates the absence 
of speech. This occurs if the signal is non-periodic and spectrally stationary. Hangover 
is added to the secondary VAD decision to reduce the probability of adaptation during 
speech. During the silence period, the acoustic noise is characterised at the encoder by 
averaging the spectral information and energy of the input signal. A silence descriptor 
(SID) frame, which contains the noise information, is then transmitted. The decoder uses 
the SID information to generate comfort noise between the speech bursts. SID frames are 
transmitted from every 1-6 speech frames. The lower the rate of SID frames transmissions, 
the higher the capacity saving via DTX. This might, however, result in poorer background 
noise generation at the decoder.
4.4.8 Subjective Speech Quality of Multi-rate PR ELP  Codec
Tests were performed to assess the quality of the Multi-rate PRELP speech codecs to 
confirm that the codecs meet the expected quality for a potential UMTS codec. In this 
first test, the absolute subjective quality of the codec running at each of the rates was 
measured using in-house informal listening tests. Five sentences, two spoken by medium 
pitch females, one by a high pitch female and two by males were encoded at each rate.
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Figure 4.9: Subjective test results of multi-rate codecs compared to the G.728
The four output sentences resulting from coding of an input sentence at all four rates were 
treated as one set. Each of 20 subjects was then presented with two sets, the presentation 
order randomised with respect to the encoder rate. Each sentence was then scored on 
the usual subjective scale of 1 (bad) to 5 (excellent). For validation purposes, the 16kb/s 
G.728 was also played to each subject. The results, averaged to give a mean opinion score 
(MOS) for each rate are shown in Fig. 4.9. The accuracy of the results is confirmed 
by the 4.0 score for G.728. The PRELP at 9.6kb/s scored slightly less than G.728. At 
8.0kb/s PRELP scores 3.8 quite similar to the observed score for G.729 [27]. The quality 
deterioration at 6.4kb/s and 4.8kb/s is clearly noticeable as expected. On the whole 
however, the PRELP codec compares favourably with standardised codecs of similar rate 
such as G.728 and G.729.
4.4.9 Quality Variation with Rate Switching
In section 4.1, it was acknowledged that quality is bound to drop simply by switching 
from a higher to a lower rate. This is also evident from Fig. 4.9. It is therefore instructive 
to evaluate the quality degradation introduced solely by intermittent rate switching for 
the speech codec. Such quality is the maximum possible when rate switching occurs - 
assuming a zero residual bit error rate for the lower rate source codec. Because of the 
high number of possible permutations, two sets of tests were carried out. One set of tests 
were limited to a bi-rate sub-system involving only the 6.4 and 4.8kb/s codecs - the lower 
end of the proposed system, the second set involved random switching for all rates. In 
the first set of tests, see Fig. 4.10(a), it is assumed that the default source rate is 6.4kb/s 
and occasionally, some frames are coded at 4.8kb/s. In the tests, these frames are chosen 
randomly with the iujectiou rate (IR) of 4.8kb/s frames set to 0%, 5%, 10%, 30%, 50% 
and 100%, respectively. When IR  — 0, all frames are coded at 6.4kb/s whilst at IR  =
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Figure 4.10: Subjective test results of multi-rate codecs with different rate switching
100%, all frames are coded at 4.8kb/s, The subjective test results averaged for 13~subjects 
listening to two 15 seconds (mixed maLe and female) utterances are plotted in Fig. 4.9(a). 
The quality drop as the IR  of 4.8kb/s frames increases is quite slow, only about 0.1 MOS 
at IR  =  10%. Quality then stays almost constant until at IR  — 50% whence the drop 
is about 0.25 MOS. With this bi-rate system therefore, rate switches with IR  < 30% are 
quite unnoticeable.
Following the same procedure on the another set of tests involving all the rates were 
carried out as shown in Fig. 4.10(b). This also would confirm our assertion that PRELP 
quality differential as bit rate falls is reasonably narrow. In these tests the multi-rate 
codecs operate according to random rate switching. For each test the codecs operate at 
mixed rates of different percentage as shown in Fig. 4.10(b). In test E l  for example, the 
PRELP operates at 9,6kb/s for 50%, 8.0kb/s for 30%, 6.4kb/s for 10% and 4.8kb/s for 
10%. Mode 0 and 1 are most dominant in this case which explains the MOS score of 3.8 
similar to the pure 8.0kb/s score. In experiment E 5 where the 4.8kb/s and 6.4kb/s are 
the most dominant, the MOS score is slightly highe1* than the pure 4.8kb/s. The results
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also emphasise the gradual quality degradation when switching from higher rate dominant 
modes to lower ones. This feature is vitally important in the operation of a multi-rate 
system where the user should not suffer from abrupt quality changes.
4.5 Design of Multi-rate Channel Codec
In the design of channel coding for mobile telephony, two opposing requirements have to 
be balanced. Firstly, due to spectrum scarcity per channel, there is very little transmission 
capacity available for error control redundancy. On the other hand, the channel is usually 
so corrupting to the transmitted information that the error control performance must 
be maximised to assure a reasonable quality of service. The FEC scheme chosen must 
be matched to the channel conditions and the coded speech parameters. Unequal error 
protection (UEP) scheme is often used with different coding gain for different sensitive bits. 
Convolutional encoding with Viterbi decoding, widely used in existing cellular systems 
such as GSM [83] and IS-95 [55], is among the most attractive means to achieve significant 
coding gain on discrete noisy channel. One main advantage of this scheme is the ability 
to exploit soft decision information.
In applications where good error performance is required for band-limited channels, 
powerful high rate R =  kjn convolutional codes are needed. For high rate codes, the 
number of operations and the amount of memory path histories to be stored increase very 
rapidly and the implementation of Viterbi decoders becomes impractical. However, high 
rate convolutional codes can be significantly simplified by employing punctured convolu­
tional codes [35]. These codes are obtained by periodically deleting some of the coded bits 
from a low-rate convolutional code, called the mother code. Therefore, they are ideal for 
multi-rate coding because they exploit the same decoder as the mother code. To provide 
UEP, the FEC redundancy allocated to different parameters is varied by applying separate 
puncturing patterns to the output of a mother encoder during encoding of the different 
parameters. Figs 4.12 shows a schematic of the UEP schemes adopted for the multi-rate 
system. The system is based on a \ rate mother code of constraint length 7. The classes 
of protection are no protection, |-rate puncturing (pattern { 11,10}),  §-rate puncturing 
(pattern {11,11,10}) and puncturing rates to full mother code rate protection. The most 
sensitive bits at each rate are further protected by a cyclic redundancy check which is used 
at the decoder to detect high residual error frames for lost frame reconstruction. For the 
4.8kb/s rate, additional error protection is provided by flushing the encoder memory after 
every 20 input bits.
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Figure 4.11: Multi-rate Channel Coder
4.5.1 Robustness Considerations
The multi-rate source coder described above uses some techniques that will result iu pa­
rameters which are very sensitive to channel errors. A classic technique for maximising 
error control performance and increasing the robustness of the coder whilst limiting the 
required redundancy is to apply techniques that reduces the error sensitivities of these 
parameters. Unequal error protection (UEP) is therefore used. Figs. 4.12 shows the error 
sensitivities of the bits in a coded speech frame for each rate of the quad-rate codec. The 
bits of each parameter are clustered together along the bit/parameter axis with the first 
bit of each cluster being the msb for that parameter. To calculate the error sensitivity 
of a given bit, the bit was consistently toggled every 4 speech frames (over 2000 speech 
frames spoken by two males and two females) and a segSNR computed between the syn­
thesised speech and the clear channel coded speech. For a frame size of 160 bits, this 
rate of toggling is equivalent to a uniform error rate of around 2 X 10"3. Although the 
segSNR is not a rigorous objective quality measure, it is sufficient in this case since we are 
only interested in relative bit sensitivities. By taking the segSNR between the corrupted 
and clear channel output (as opposed to the original speech), quantisation noise effects 
are eliminated from the results. The more sensitive the bit, the higher the corresponding 
segSNR and vise versa.
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In each plot, the parameters are ordered as follows:
• LSF indices: 10 for 9.6kb/s (L S F (0),... ,LSF (9 )) and 4 VQ indices, each for the 
other rates.
® Frame Energy
» For each sub-block: the ACB index and gain, the FCB index and gain
For each parameter, the bits are ordered from the msb to the Isb going from left to right, 
taking the sign bit of any signed parameter as its msb. Usually, the FCB gains are quite 
sensitive to errors. Here however, two techniques were applied to reduce their sensitivity to 
errors. Firstly, the transmission of the frame energy means that these gains only represent 
the residual energy left after quantisation of the frame energy. This reduces their role in 
determining the amplitude envelope of the synthesised signal. Secondly, even the dynamic 
range of this residual was further reduced by normalising each gain wrt the synthesised 
contribution of its corresponding vector [28].
Using the plots in Figs 4.12, UEP schemes based on punctured convolutional codes 
[85] were designed for each of the rates. The system is based on a | rate mother code of 
constraint length 7 whose generators are
9l(x ) = 1 +  D 2 +  D 3 +  D 5 +  D 6
= 1 + D  +  D2 +  D3 -j- D 3 (4*6)
UEP is variously provided by puncturing and outright no protection for some bits. For 
the 4.8kb/s rate, enhanced error correction capability is provided by flushing the encoder 
memory after every 20 input bits.
4.5.2 Channel Encoding
The bit map from each frame is classified, according to parameter importance and bit 
sensitivity, into three different classes as shown in Table 4.6. Class A (84 bits for 9.6kb/s, 
85 bits for 8,0kb/s, 72 bits for 6.4kb/s and 62 bits for 4.8kb/s) holds the most sensitive 
bits. Class B (30 bits for 9.6kb/s, 49 bits for 8.0kb/s, 39 bits for 6.4kb/s and 34 bits for 
4.8kb/s) holds bits that are less sensitive to errors such as the LSFs Isb bits and some Isb 
and msb bits of the excitation parameters (ACB and FCB indices and gains). Class C (74 
bits for 9.6kb/s, 20 bits for 8.0kb/s, 18 bits for 6.4kb/s and 0 bits for 4.8kb/s) includes 
the least sensitive bits. In the “Classes” columns in Table 4.6, the letters indicate the 
classification of the corresponding bit from the parameter in the “Parameter” columns. 
The bits of each parameter are shown with the msb to the left and the Isb to the right. The 
bits in Class C are considered to be the least sensitive and so are transmitted unprotected.
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Figure 4.12: Bit error sensitivity for speech frame parameters: (From top to bottom 
9.6kb/s, 8.0kb/s, 6.4kb/s, and 4.8kb/s
The sensitive Class A and B bits are protected with 2/3, 3/5 or 1/2 rate codes according 
to the source codec rate as shown in Fig. 4.12. To increase error detection after Viterbi 
decoding, a 4-bit cyclic redundancy check (CRC) is computed on and then included in the 
Class A bits before convolutional encoding.
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A  frame of 9.6kb/s
Parameter Classes A C B  index Sub Frame ACB  Gain
LSF 0 A A A A A A A A A A A A 1 A  B B C C
LSF 1 A  A  B C A A A A A A A A A 2 A  B B C C
LSF 2 A  A  B C A A A A A A A A A 3 A  B B C C
LSF 3 A  A B  C A A A A A A A A A 4 A  B B C C
LSF 4 A  A B  C A A A A A A A A A 5 A  B B C C
LSF 6 A  A  C C FCB  Index FCB Gain
LSF 5 A  A C  C C C C C C C C C B 1 A  A  B B C C
LSF 7 A  A C  C C C C C C C C C B 2 A  A  B B C C
LSF 8 A C C C C C C C C C C B 3 A  A  B B C 0
LSF 9 B C C C C C C C C C C B 4 A  A  B B C C
Frame Energy A A A A A A C C C C C C C C B 5 A  A  B B G C
A  frame of 8.0kb/s
Parameter Classes A C B  index Sub Frame ACB  Gain
LSF Split-VQ 0 A A A A A A A A A A A A A A A A A 1 A  A  B B C
LSF Split-VQ 1 A  A  A  A  A  A  A A A A A A A A A A 2 A  A  B B C
LSF Split-VQ 2 A A A A A A A A A A A A A A A 3 A  A  B B C
LSF Split-VQ 3 A  A  A  A  A  A  A A A A A A A A A A 4 A  A  B B C
FCB Index FCB Gain
B B B B B B C C C B 1 A  A  B B B C
B B B B B B C C C B 2 A  A  B B B C
B B B B B B C C C B 3 A  A  B B B C
Frame Energy A  A  A  A  A  A B B B B B B C C C B 4 A  A  B B B C
A  frame of 6.4kb/s
Parameter Classes A C B  index Sub Frame A C B  Gain
LSF Split-VQ 0 A A A A A A A A A  A  A  A  A  A  A 1 A  B B B C
LSF Split-VQ 1 A  A  A  A  A  A  A A  A  A  A  A  A  A 2 A  B B B C
LSF Split-VQ 2 A  A  A  A  A  A A  A  A  A  A  A  A 3 A  B B B C
LSF Split-VQ 3 A  A  A  A  A  A  A A A A A A A A 4 A  B B B C
FCB Index FCB Gain
B B B B B C C C 1 A  A B  B
B B B B B C C C 2 A  A  B B
B B B B B C C C 3 A  A  B B
Frame Energy A  A  A  A B B B B B C C C 4 A  A B  B
A  frame of 4.81cb/s
Parameter Classes A C B  index Sub Frame ACB  Gain
LSF Split-VQ 0 A A A A A A A A A A A A A A A A A 1 A  A B  B B
LSF Split-VQ 1 A  A  A  A  A  A  A A A A A A A A A A 2 A  A B  B B
LSF Split-VQ 2 A  A  A  A  A  A
LSF Split-VQ 3 A  A  A  A  A  A  A
FCB Index FCB Gain
B B B B B B B B B B B 1 A  A  A  B B B
Frame Energy A  A  A  A  A  A B B B B B B B B B B B 2 A  A  A  B B B
Table 4.6: Classification of encoder bit map for FEC encoding
4 .5 .3  O b je c t iv e  P e r fo r m a n c e  o f  M u lt i-r a te  C h a n n e l C o d ec s
Figures 4.13, 4.14 and 4.15 display a set of simulation results of the multi-rate channel 
codecs shown in Fig. 4.11 over Gaussian channel. By using soft decision Viterbi decoding 
we obtained a set of results for The plots in the figures depict bit error rate (BER)
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measurements at the decoder output as a function of signal-to-noise ratio (Eb/No) using 
binary phase shift key (BPSK).
Figure 4.13: Performance of multi-rate channel codec applied for 9.6kbs source codec
In addition, the figures show the performance of the uncoded bits as well as the total 
performance of each rate combined together. The total performance was derived by adding 
the weighted performance of each rate and multiplying the result by the total number of 
bits. This performance shows a quite poor result as expected because it includes the 
performance of the uncoded bits in the source coders. However, the heavily protected 
bits are the most important ones which affect the subjective performance of the multi- 
rate codecs. Therefore, only the plots which show their performance are considered when 
calculating the coding gain at BER of 10-3 for the communication link budget design.
In a mobile radio environment where the narrow band transmission link is modelled by 
a Rayleigh fading channel, burst errors occur due to deep fades. This sometime results in 
the convolutional codes becoming overloaded and the BER performance deteriorates [138]. 
In order to decrease the BER and spread out the bursty errors in a nearly random fashion, 
interleaving techniques are introduced. The interleaver depth should be wide enough to 
disperse the errors in fast fading [179].
4.5.4 Improving Performance by Interleaving
Interleaving is often used to achieve temporal separation of the symbols in order to reduce 
the number of symbols per frame covered by a single error burst. A block interleaver
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Figure 4.14: Performance of multi-rate channel codec applied for S.Okbs source codec
spanning 20ms is used in an array of 26 rows and 10 columns (i.e 260 bits). To increase 
the performance of the convolutional codes, inter-frame bits shnfHing of groups of 26 
bits is employed. This inter-code interleaving helps to share error bursts between all 
bits, effectively increasing the number of received words with correctable error patterns. 
Additionally, the nncoded Class C bits are stuffed in between the symbols of the interleaved 
bit map to enhance the burst sharing. The effect of interleaving and soft decision on the 
performance of the convolutional codes in a mobile radio communications is evident. For 
example at bit error rate of 10“ 3, interleaving can bring as much as 10 dB improvement 
in S N R  when soft decision is used [179]
4.6 Lost Frame Reconstruction
Frequently, during severe channel degradations, only part of the transmitted data is erased. 
Since the lost information represented by these bits are different, separate recovery tech­
niques could be developed for each part, i.e. LSFs or excitations. For frames in which 
only one part is lost, it is hoped that the rest of the speech frame with the intact pa­
rameters will smooth, to some extent, the adverse effects of reconstructing the other lost 
part. This reduces the number of the more severe full frame reconstructions, resulting in 
a better overall quality during severe erasures. Atungsiri et al [20] have developed the 
following techniques for recovery from the loss of LSFs and excitations. These have been
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Figure 4.15: Performance of multi-rate channel codec applied for 6.4kbs source codec 
used throughout this work.
Spectral Reconstruction
Due to system constraints, all lost information had to be recovered from past information. 
The spectral parameters, LSFs, are highly correlated from frame to frame. Thus the less
effective vector replacement method was adopted in which the LSFs from the previous
frame are carried forward to replace those lost. When the n-th frame is lost, the LSF 
vector { L n- i }  received for the previous frame is transformed into LPC coefficients (o (i) }.  
Bandwidth expansion is then applied to {<*(£)} to derive a vector {& («)} which is trans­
formed into an LSF vector {L n}. Ln is then interpolated, as usual, across the excitation 
subframes according to,
Ln>0(i ) =  0.675Ln- i(0  +  0.325J&n(0
Ln>1(i ) = 0.325Ln_ i(0  + 0.675i„(t)
~  In if ) 
In, 3(0 “  In (  0
where Lnj , j  — 0,... ,3 will be couverted into LPC coefficients {un,j(0} which will be 
used for synthesising the j-th subframe.
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E x c ita t io n  R e c o n s tr u c t io n
To recover the excitation signal, it is assumed that the lost excitation is voiced with a 
given period r. This can be generalised to include unvoiced excitations with arbitrary 
periodicity. The period is found using a backward auto-correlation technique 011 the past 
LPC residual signal held in a buffer. The period is the position m =  r which gives the 
maximum auto-correlation coefficient R(m).
1
R (m ) =  x(n +  m)x(n), m = 20,..., 100 (4.7)
n = -1 6 0
where the buffer 0(71) holds the past 160 samples of the LPC excitation signal with ®(—1) 
the most recent one. The reconstructed LPC excitation e(n) is then built up from a scaled 
repetition of the pitch window as follows,
e(n) =  px(n -  r ) (4.8)
The gain term (3 is computed from the ratio of the energies of the first and second pitch 
windows of the residual signal as follows,
(3 =
\
y v ( - » Q
— —  (4-9)
E  *2(-rc)
n=r+l
The excitation e(n) is then synthesised through the STP synthesis filter to give the recon­
structed speech frame. This continuous synthesis makes use of the significant amount of 
information contained in the filter memories and also helps to flush these memories as soon 
as possible and so cuts down on the propagation of frame loss effects to future frames. The 
LTP memory is then updated with e(n). A persistent problem with this scheme was the 
tendency for this ‘extra LTP’ to introduce instabilities in the output speech, resulting in 
annoying ‘pops’ and ‘clicks’ especially during transitional and unvoiced regions. This was 
overcome by bounding /? between 0.6 and 1.2. Additionally, the output frame energy for 
each reconstructed frame (and the one immediately after) was restricted to be not greater 
than 90% of the energy of the preceding frame.
P e r fo r m a n c e  o f  F ram e R e c o n s tr u c t io n
In evaluating the performance of the frame reconstruction strategy, a random frame loss 
situation is deemed to be more realistic than the uniform frame loss. Thus the frame 
construction algorithm was tested on the 6.4-kb/s rate with random frame lose rates of 1% 
to 5%. Informal listening (mean opinion score) tests were carried out with the synthesised
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speech. For these tests, three coded speech sequences, together of 48s duration, were used. 
The synthesised speech was then played back to each test subject with a different random 
play-back order for each subject. The results of these tests are tabulated in Table 4.7.
Frame Loss Rate 0% 1% 3% 4% 5%
MOS 3.6 3.45 2.9 2.6 2.5
Table 4.7: LSFR MOS test results
4.7 MRC System Performance in Rayleigh Channel
In section 4.4.8 it was also postulated that the drop in quality induced when the speech 
codec switches from a higher to a lower rate would be substantially less than that which 
would result from synthesising a corrupted higher bit rate speech frame. To completely 
prove this assumption involves a significant number of tests. Subjective tests would be 
therefore exceedingly time consuming. Instead, an objective measure has been used in 
simulations which combine the speech and channel codecs, with the coded information 
transmitted over a simulated Rayleigh fading channel. Though objective measurements 
do not in general provide good indications of absolute speech quality for parametric codecs 
such as PRELP, it is reasonable to use such measures to indicate relative differences 
between variations of the same codec [48]. Such comparisons are especially reasonable 
for codecs based on the same algorithm. These tests use the segmental signal to noise 
ratio (segSNR) between the synthetic and uncoded speech as an objective measure of 
comparative quality. The simulated channel assumes a constant mobile speed of 50km/h, 
a carrier frequency of 900MHz and QPSK modulation. Signal distortions are limited to 
the received signal envelope thereby allowing ns to apply coherent demodulation without 
the need for a phase recovery mechanism. The detector did not incorporate an equaliser or 
RAKE combiner. A plot of the segSNR of each speech/channel codec pair against average 
channel SNR per bit is shown in Fig. 4.16.
From this figure, it can be seen that the 9.6kb/s codec produces the best performance 
only when S N R  >  15.5dB. For 8.0 < S N R  < 15dB, the 8kb/s produces the best 
quality. The respective ranges for the 6.4kb/s and 4.8kb/s are 7.6 < S N R  < 9.3dB 
and S N R  <  7.6dB. Similar results were achieved using cepstral distortion [107] as the 
objective measure of comparative quality.
4.8 Concluding Remarks
In tills chapter, the design of an integrated source and channel coding scheme for a multi- 
rate application has been described. The design was geared towards acnieving defined
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Channel SNR (dB)
Figure 4.16: MR codecs: performance in Rayleigh fading channel
operational requirements for an envisaged system. Although the major blocks of the pro­
totype system are described separately for convenience, there was a constant flow of infor­
mation between the stages during design resulting in re-adjustments and re-optimisations. 
We believe that as a result of this integrated source and channel coding approach, an 
optimum balance in the system characteristics was achieved. The results presented show 
that a majority of the requirements were met. The major constraint on the complexity of 
the source coder was achieved by adopting a PRELP coder which combines high quality 
with low complexity. In informal subjective tests, it was shown that the PRELP coder 
at 9.6kb/s produces similar quality to the 16kb/s LD-CELP G.728. This is evidence of 
the progress made in speech coding technology since the adoption of ITU G.728 some 
years ago. The quality differential as bit rate falls from 9.6kb/s to 8.0kb/s to 6.4kb/s 
and to 4.8kb/s is reasonably narrow. The inherent robustness of the coder is significantly 
enhanced by the adoption of sensible quantisation and coding techniques.
The channel codecs exploit the concept of unequal error protection to minimise the 
redundancy required for error control. The initial motivation to choose convolutional 
codes for the channel coding function was their ability to employ soft decision decoding 
in order to maximise the error correcting performance. Using a channel simulator with 
fixed Rayleigh statistics, it has been shown that the concept of multi-rate coding as a
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link adaptation technique is useful and attractive. However, the actual practice of link 
adaptation is envisaged for a less stationary channel. It the next chapter, it will be shown 
that rate adaptation will show even better performance when compared to a fixed rate 
system.
The lost frame reconstruction adopts separate recovery techniques for the loss of LSFs 
and excitations. This exploits the realisation that frequently, only part of the frame 
information is erased. The performance result showed that with high frame loss rate the 
synthesised speech still maintains good quality.
CD M A Verification Environment
Chapter 5
5.1 Introduction
Figure 5.1 shows a communication link between a mobile station (MS) of interest and a 
base station (BS). The simulation of this end-to-end link involves, as shown in Fig. 5.1, 
the simulation of the following components:
1. The speech coding interface which includes the PRELP multi-rate speech codecs 
described in the previous chapter.
2. The channel codecs based on convolutional codes designed for UEP of the speech 
codecs in order to mitigate channel errors.
3. A block interleaver of 20ms delay to disperse bursty errors resulting from the multi- 
path fading.
IXu»-
Figure 5.1: Schematic diagram of a cellular system
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4. the modulation and spread spectrum scheme which employs BPSK spread spectrum 
modulator using a unique M-sequence code.
5. The channel simulator which includes path loss, multi-path fading and shadowing 
components.
6. The demodulator and despreader that uses the same unique M-sequence for this 
particular BS.
7. A RAKE receiver of four fingers that exploits the multi-path diversity and combines 
in a semi-coherent way the accumulated signals from each channel propagation path.
8. BPSK demodulator which produces a multi level signal in order to exploit the soft 
decision decoding feature of the channel decoder.
9. A block de-interleaver to re-organise the signal to the same form as before the inter­
leaver.
10. A channel decoder using multi-rate convolutional codecs as described in Chapter 4.
11. The Speech decoders based on PRELP multi-rate codecs.
Dynamic Link Simulator (DLS)
The roaming feature in mobile communication systems needs to be considered in the 
simulation of this link. Due to mobility of the MS, the multi-path fading and Doppler shift 
are functions of the speed of the mobile station. Therefore, the simulated communication 
link should be made dynamic to take this feature into account.
This communication link functions amongst similar communication links counteracting 
with the same BS as well as other communication links dealing with neighbouring BS’s and 
originating other-cells interference. Active users operating in the same cell as the MS of 
interest use the same bandwidth and cause user’s interference. The amount of interference 
allowed on any communication link in the cell determines the active maximum number
Figure 5.2: Block diagram of uplink communication
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of users at one time, i.e. system capacity. It is ideal therefore to have all users’ powers 
to be equal. In other words to have their camer-to-interference ratio (CIR) at the BS 
maintained at equal levels. This would require users who are at long distances from the 
BS to transmit with higher power than users when are closer to the BS, and to update their 
powers consistently so that the CIR condition is realised all the time. A power control 
mechanism is therefore an essential requirement for the simulated system. In addition, 
the number of users in service varies and could be modelled with a proper teletraffic 
model. When the number of users is high and causing highest allowed interference on 
the communication link, the BS starts rejecting new users from service until at least one 
active user drops.
Taldng all the above points into account, a dynamic link simulator (DLS) based on 
a CDMA environment was developed in which a comprehensive adaptive link between 
the mobile station (MS) of interest and a base station (BS) is simulated. Fig. 5.3 shows 
a schematic flow chart of the DLS. The final output of the DLS is a random variable 
representing Es/Io. This variable is a function of the structure of the link itself (i.e. the 
channel coding gain, interleaving, modulation scheme, RAKE receiver gain ... etc). It is 
also a function of the factors that influence the link (i.e. interference, power control error, 
multipath fading, shadowing..etc). The DLS simulates all these effects in a modular way 
as shown in Fig. 5.3. Each block is reconfigurable and adaptive. This gives flexibility to 
adapt the DLS to any required configuration in the design of cellular systems. Initially, 
the DLS was designed to create a database of information that includes number of users, 
each user’s location relative to the BS, each user’s speed, direction of roaming (towards 
or away from BS), transmit power, power control error, and PN-sequence. The DLS uses 
the closed loop power control clock edge as a base clock for information update. From 
this information, the DLS computes the intra-cell interference power. A simplified model 
was produced afterwards which gives similar performance under the conditions that the 
multi-rate project is concerned with which is the highly interfered link with maximum 
number of active users without the need for accurate information on other users locations. 
Each individual model is detailed below.
5.2 Channel Propagation Model
In mobile communication, the received signal has been shown experimentally to undergo 
a process known as fading. A fading channel may exhibit properties as selective frequency 
response, intersymbol interference in digital communications, spreading of signals in fre­
quency domain, time varying amplitude response, or any combinations of these attributes. 
The radio wavelength for cellular systems is rather short and as a result has some unique 
propagation chaxacueristics which have been modelled in the literature [87, 33, 43] Typi-
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Figure 5.3: DLS Flow Chart
cal wave propagation phenomena like scattering, diffraction, and absorption by physical 
structures in the environment lead to a diffusion of a transmitted wave into a continuous 
distribution of partial waves [32]. Real environments show a broad variation of these phys­
ical properties, leading to varying channel behaviour. Typically, the scattering structures 
are irregularly distributed. This makes a statistical description of the propagation process 
appropriate in terms of distributions of the time delay, amplitude, phase, and angular 
distribution of waves incident on the antenna [199, 40].
Fading encountered over a mobile channel has been shown to be of two types: short 
duration rapid fading and long duration fading. The rate at which the envelope fades is 
directly proportional to the speed of the mobile receiver. Analytically, this observation 
manifests itself as a Doppler frequency shift associated with each signal component. The 
spread of relative time delays of the signal components comprising the received signal is
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perhaps the most important radio channel characteristic affecting the design and perfor­
mance of digital communication systems. Excessive time delay causes rapid decorrelation 
of the received signal statistics, frequency selective fading, and intersymbol interference.
The simulation of a verification environment requires a carefully developed model for 
the radio propagation channel. In view of the multitude of possible environments, universal 
deterministic modelling for such channels is infeasible. Statistical modelling based on 
stochastic measurments is therefore used. With an accurate channel propagation model, 
it becomes feasible to optimise and compare various designs by analysis and/or simulations, 
rather than by extensive field measurements with experimental hardware. Many papers 
have been published in the literature which describe simulation models and computer 
generated simulators of the mobile radio channel, e.g. [86], [185], [47], [10], [36], and [127]. 
A similar approach to multipath channel simulators reported in these papers has been 
followed for the purpose of the propagation model iu the DLS. In addition, a simulation 
of a path loss using the Hata model [87] and a slow fading model based on log-normal 
distribution were also incorporated in the propagation model. These are detailed next.
5 .2 .1  T h e  H a ta  M o d e l
In establishing a path loss model used for predicting coverage, many factors should be 
considered which impact the actual RF coverage prediction of the site such as receiver 
sensitivity, transmit power, antenna gain, and antenna height above average terrain, ter­
rain loss, tree loss, building loss, electrical noise, antenna pattern distortion * • • etc. Most 
cellular operators use a version of the Hata model for propagation characterisation [184]. 
The Hata model was developed by Hata [87] from an extensive database of measurements 
made by Okumura [145] so the results could be used in a computational model. The 
typical urban Rata model is defined as:
Lh  — 69.55 + 26.16 log (/)-13,82 log(/iBS)-a (h MS) + (44.9-6.55 log(hBS) log(d) (5.1)
where /is the propagation frequency in MHz, hBS and hMS are the BS and the MS antenna 
height in meters, respectively, a(hMS) is a terrain dependent correction factor, while d is 
the BS-MS distance in km. The correction factor a(hMS) for small and medium cities was 
found to be
a(hMs) =  (1.1 log (/) -  0,7)^ms -  (1.56 log (/) -  0.8) (5.2)
It should be noted that some additional conditions are applied when using the Hata model. 
The values are dependent on the range over which the equation is valid. If the equation is 
used with parameters outside the values for which it is defined, the result will be suspected. 
The range for which the Hata model is valid is ( f ) =  150 to 1500MHz, hss — 39 1° 200m, 
^MS =  1 to 10m, and d =  1 to 20km. Therefore, in order to use the Hata model when the
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MS is at d < 1 km from the BS, the the path loss output should be corrected. From our 
point of view however, the Hata model is a good enough representation for the simulated 
link since there is no point of bringing the MS too close to the BS. Figure 5,4 depicts the 
output of the path loss model for a mobile user moving according to the mobility model 
described in section 5.6 away from the base station.
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Figure 5.4: Output of path loss model with MS roaming according to mobility model
5.2.2 Fast Fading Propagation M odel
Multipath fading presents some of the most challenging problems for designing a mo­
bile communication system. Multipath fading is the predominant form of transmission 
degradation in an urban environment since these are often more than one reflection in 
the transmission path. The cause of fading is scattering of the electromagnetic wave by 
a random medium. If the random medium is a single surface and it is time-variant, the 
received signal, after scattering, can be shown to have Rayleigh-distributed amplitude, and 
uniformly distributed phase [155]. This is due to the mobility of the receiver as well as 
the mobility of the objects surrounding the receiver. The mobile motion causes a Doppler 
shift fd =  (v / X)cos(a) where a is the relative arrival angle between the receiver and the 
transmitter. Following the analysis carried out in [166], the received signal conforms to 
Rice’s model and is expressed as
S — x(t) cos wc(t) — y(t) sin wc(t) (5.3)
5.2 Channel Propagation M odel 116
Figure 5.5: Rayleigh fading simulating model
where x(t) and y(t) are independent Gaussian processes corresponding to the inphase and 
quadrature components of S and can be written as
x(t) — Ai cos {w{t +  f i )
V(t) ~ sin
(5.4)
(5.5)
where Ai, Wi, and (pi are the amplitude, frequency, and phase, respectively, of the 7th wave 
in the electrical held [36]. Since x(t) and y(t) are Gaussian, the envelope and phase of S 
are given by
r — (x2 +  y2) 1/2 0 — tan ~l (y /x ) (5-6)
where ?' has a Rayleigh-distributed probability density function and 9 has a uniform dis­
tribution from over the interval 0 to 2tt. The basic Rayleigh fading generator design is 
depicted in Fig. 5.5. Independent band-limited Gaussian noise generators are added in 
quadrature to produce the Rayleigh fading signal [208, 10]. The simulation of the fading 
spectrum appropriate to mobile radio is obtained by properly shaping the spectrum of the 
noise sources. The spectrum depends on the antenna pattern being used in the mobile 
radio. For an omnidirectional antenna, the theoretical spectral density of the complex 
envelope of the received signal is given by [40]
S ( f )  =
1
27r/d -(£)2p f < h
f  > fd
(5.7)
where fd =  v /\  is the Doppler shift corresponding to a vehicle speed v and a carrier 
wavelength A. This spectrum is shown schematically in Fig. 5,6.
The Rayleigh model with shadowing model can now construct a typical tapped-delay 
multipath model as shown in Fig. 5.7. The multipath model consists of L paths. The 
ith path is characterised by a path delay 2}, a constant path weight Wi and a set of time 
varying factors which represent the multiplicative distortion of the signal. The two main 
time varying distortions are the Rayleigh fading Ri and the Log-normal fading G{.
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5.2.3 Slow Fading Propagation Model
Slow fading, or shadowing is primarily caused by large scaLe variations iu terrain between 
transmitter and receiver as the mobile moves through the cell area. Shadowing is very 
difficult to combat because of its long-term nature. In practice a fade margin is incorpo­
rated when designing the system to compensate for the additional signal variability due to 
shadowing. Shadowing can be modelled as a multiplicative, slowly time-varying random 
process. This process is generally assumed to be log-normally distributed [155]. Typical 
shadowing statistics are based on a standard deviation of between 4 to 8 dB for the log­
normal distribution. This results in a required fade-margin of approximately 2<r to ensure 
that the probability of signal loss is minimum.
The propagation model combining the path loss, the fast fading model and the slow fading 
model is tested for a mobile speeding at 50km/h. Fig. 5.8 depicts the signal envelope at 
the receiver with shadowing component of 8 dB standard deviation.
5.3 Power Control Model
Power control is an important issue in mobile communications. It has been proposed as a 
technique for minimising cochannel interference due to frequency re-use in wireless mobile 
and personal communications. In CDMA based systems, all traffic channels within the 
cell share the same radio channel. Thus, in uplink communications all users interfere with 
each other. All power of signals from near-in mobiles, therefore, should be reduced so that 
they do not mask the weaker signals received from far-end mobiles. This is known as the 
near-far problem in CDMA systems and was presented in Chapter 2. In order to reduce 
the near-far ratio interference, a power control scheme should be applied ou the uplink. 
This will minimise other users’ interference as well as the cochannel interference. Power 
control schemes aim to make the received power levels from all users the same at the base
Figure 5.6: Power spectrum of Rayleigh fading signal (filter shaping response)
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Figure 5.7: Multipath, propagation channel model
station.
Power control essentially determines the system capacity and quality of service. In 
practical systems, power control inaccurate performance will result in some misadjustment 
of the power received by the system from users resulting in a significant instantaneous 
power control error. Power control errors have two effects. Since all users are subject 
to power control error, the statistical characteristics of the interference will alter from 
that found for ideal power control. Second, and more importantly, the power level of the
F ^  RAYLEIGH COMPONENT
I I shadowing component
RAYLEIGH + SHADOWING
time
Figure 5.8: Output of propagation model: Rayleigh component and shadowing component
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required signal will be subject to variation. Since both the signal and the interference 
componeuts may be represented as random variables, it is clear that for any individual 
user there is a probability that the E^/Iq of the radio link on which they are operating may 
fall below the minimum required for acceptable performance [144]. In general however, it 
is clear that the higher the power control error is, the higher the user capacity loss. An 
example of the effect of power control error on system capacity is presented in [115] where 
it was shown that if the power control error standard deviation was larger than 2 dB, the 
user capacity was decreased by more than 60%. Also, it was found that in order to achieve 
90% of the maximum user capacity with ideal power control, the standard deviation is 
required to be less thau or equal to 0.5% dB,
Power control commands can be issued based on measurements of signal strength [8], 
carrier-to-interference ratio (CIR) [29], signai-to-interference ratio (SIR) [9], or bit error 
rates (BERs) [116]. However, signal-based schemes may give only limited performance 
improvement in radio systems when compared to SIR measurement based schemes which 
give substantial performance gain [7]. CIR and SIR measurements have received a lot 
of attention in the literature in the design of power control algorithms [216, 80, 65]. 
SIRs determine the performance of the receiver after antenna diversity combining. Since 
short-term interference power on different diversity antennas can be quite different due 
to independent variations of components from each interfering user, an optimal diversity 
combiner must measure these interference levels in order to provide proper weighting 
proportional to the inverse of interference power on each branch. Bit error rates (BER) 
also provides a useful measurement for power control algorithms [116] since it can be 
readily measured and it constitutes a direct representative of quality. However, BER 
measurements are not available until the channel decoder starts decoding the received 
signal. This delay in the estimation could be a problem for fast command rate power 
control algorithms. Therefore, to minimise this delay usually the estimation of the SIRs 
are performed before de-interleaving and decoding.
For a power control algorithm to be effective it has to be able to converge as fast as 
possible for each mobile to the required CIR. If the convergence occurs to an unacceptable 
value then every link becomes unreliable and this will make the system unstable. Ideally, 
for mobiles joining the system, if there is no significant improvement on CIR between 
successive iterations then the channel is heavily loaded and the mobile should be dropped 
out of the system. Also, for cost reasons, power control algorithms should operate in an 
asynchronous mode without the need for coordination and synchrony among base stations. 
In CIR-balancing algorithms for example [216, 80], the computation of the normalisation 
factor requires global information among base stations. This will incur some cost on the 
system. Therefore, it is desired for the power control algorithm to function with local
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Figure 5.9: Feedback Power Control Model
information on each user rather than the need for global information. Some proposed 
power control algorithms are briefly presented next.
5 .3 .1  F eed b a ck  P o w er  C o n tro l A lg o r ith m
The initial work on power control centred on schemes which kept the received power at 
a constant level [139], Feedback algorithms that allow power command decisions to be 
made at the base station receiver have been proposed [171]. A typical feedback power 
control model proposed in [39] is depicted in Fig. 5.9. In this model, the user transmit 
power pi (dB) is updated by a hxed step Ap (dB) every Tp seconds. During the ith period, 
the signal power received at the base station is pi +  Xi (dB) where X{ (dB) is the channel 
variations. The received power is compared to a desired level at the base station and a 
hard quantised power command bit is transmitted back to the user over the return channel. 
The power control error et- (dB) represents the difference between the desired power and 
the achieved one. kTp is extra loop delay to account for the propagation delay and the 
time delay involved in generating, transmitting and executing a power control command.
This algorithm can be represented mathematically by a first-order feedback loop [164]. 
The mathematical analysis and the performance of this algorithm is detailed in section 
5.3.3. in IS-95.
5 .3 .2  D is tr ib u te d  a n d  C o o p e r a t iv e  P o w er  C o n tro l A lg o r ith m s
The concept of centralised power control scheme that balances CIR in all the radio links 
was introduced for power control in [5]. Many distributed power control algorithms have 
been developed following this concept such as the ones presented in [216, 143, 65, 80]. The 
objective in all these algorithms is to maintain the CIRs of all users above a target value.
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Figure 5.10: Link geometry and link gain model
However, these algorithms differ in the approach of achieving balanced CIRs and therefore 
they have different performance in terms of convergence and dynamic range. Examples 
of these algorithms are presented briefly in this section. To explain these algorithms, 
a cellular radio system with a finite channel set of size N  is considered. The channels 
are being reused in the system according to some arbitrary channel assignment scheme. 
Figure 5.10 shows a possible scenario in which it is assumed that there are K  base stations, 
each of which has one active user communicating with it. For each user, a channel pair 
is assigned for uplink and downlink communications. Uplink is chosen for power control 
analysis. Same analysis can be applied for the downlink.
Let pi denote the power transmitted by the ith mobile station. The link gain from the 
mobile j  to base station i is denoted by G ij. Let rp denote the receiver noise at the base 
station i. Thus, the carrier-to-interference ration (C IR ) at the base station *, I\, can be 
written as :
r . =  ^  G  (5  8 )
YY G i j  Pj  +  TJi
For any communication link to be active or operational, its CIR, I\ should be lie above 
a threshold known as the protection ratio yp. A  power control scheme is therefore needed 
to make the mobiles adjust their transmitting powers while they are moving in discrete 
time steps. The power adjustment made by the zth mobile at the nth time instant is given 
by :
Zander’s A lgorithm  [215]
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G rand h i’s A lgorith m  [80]
(»)(n+l) _  (n)P*_
i ~  ° (5.10)
where p\n  ^ is the power transmitted by the ith mobile at the nth iteration, 7 }^  is its 
resulting CIR <  7 P, and [s some positive constant.
In both algorithms, the c(n) need to be chosen properly to prevent the transmitter 
powers from becoming too large or too small. A  possible choice of c(n) is 1 /
where M  are number of active users. This would necessitate some sort of communication 
between the base stations for global information exchange. This inflicts further costs 
on the system. A  cooperative algorithm which minimises the communication between 
the base stations by allowing some limited information to flow between base stations is 
proposed [2 1 1 ]. Assuming that N x are the set of base stations which send control data
where c is a constant satisfying 1 — e <  c < 1  for arbitrary small e >  0 , and m 
is a parameter of the algorithm, typically between 1 .1  and 1 . 2  that controls the 
convergence rate.
5,3,3 Power Control in IS-95 System
The power control mechanism in IS-95 comprises of two parts. The first is open loop power 
control (O LPC ) in which the mobile station autonomously adjusts its transmitting power 
level based on the forward link received signal strength. The second component is called 
close loop power control (CLPC ) wherein the base station commands the mobile station 
to adjust its transmit power based on the reverse link received signal to interference ratio 
(SIR ) [94]. CLPC itself is comprised of two parts: the inner fast loop and the outer slow 
loop [202]. The inner loop aids the mobile in reaching its current SIR target through 
a sequence of power up/down commands. The inner loop assumes knowledge of E s/Nz.
information to base station i according to the control data flow structure. In the (n  +  l)th  
step, each mobile unit adjusts its transmitted power p in+1  ^ as follows
1.
p ( ° )  _  p  .
i —  -1 m i ri (5.11)
2 .
p ( n+l) _  a (n )p (n ) (5.12)
3.
max
a -----
r>(«) r mnY- atrl  i »c aXjgjvt-1 j
(5.13)
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The outer loop is responsible of setting the target E s/ N q and dynamically adjusts this 
target so that adequate performance in terms of frame error rate (FER) is achieved. The 
inner loop updates take place every 1.25ms while the outer loop updates are once per 20ms 
frame.
When the base station determines that any user’s received signal on the uplink has too 
high or too low E s/ I q level compared to the target value, a one-bit command is sent by 
the base station to the user over the downlink to command it to lower or raise its relative 
power by a fixed amount, A  dB. The probability of up/down command is a function of 
E s / I q estimation at the output of the receiver correlator. The up or down command must 
be transmitted over the downlink channel to the mobile unit so that it may increase or 
decrease its transmitted power level by A  dB. I f  this command is received in error, the 
opposite action will take place. Hence, given that a downlink command error occurs with 
probability Perror, the actual probability that the power will be reduced for a received 
E s/Io is [2 0 2 ]
M e s/Iq) =  ( 1  -  Perror) P r (P s/I0) +  Perror P r (F s/I0) (5.14)
a  d  u
— ( 1  — 2 P e r r o r )  P'/'(Eg/lo) +  P e r r o r  (5.15)d
and that it will be increased is
Pr(£„/ io) =  1 -  P>(X/7o) =  (1 -  P „ ,„ ) (5.16)U d
The purpose of this inner loop control is to maintain the E s/ I q level in an environment 
where the propagation loss varies significantly, but slowly enough that the control mecha­
nism, including inherent delays, can track the changes. The received energy over'the j th 
power control measurement
E ( j )  =  T ( j ) - L ( j ) d B  (5.17)
where T ( j )  is the total transmitted energy and L ( j )  dB is the propagation loss during 
the jth  instant. The command loop causes the transmitted power during the ( j  +  l)th  
measurement interval to increase or decrease by A  dB. Thus,
T ( j  +  1) =  T ( j )  +  A  • C [ ( E ( j  -  1 ))] (5.18)
=  /  “ 1  witlL P r o b a b ility  P?u(Es/Io)
{ } \ +1 with probability 1 -  PrU(E S/I0) 1 }
where
Thus,
E ( j  +  1) =  E ( j )  +  A  • C [ ( E ( j  -  1))] -  [ L ( j  +  1) -  L( j ) }  dB (5.20)
A  Monte-Carlo simulation of Equation 5.20 determines the random variable F , properly 
normalised to yield E s/Iq, under different SIR estimation conditions. It can be shown that
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E s/Io distribution takes a log-normal function with variable standard deviation dependent 
on the accuracy of estimating SIR as well as the command error rate [206].
Since the propagation conditions for different users are different and also vary with 
time, the received E s/ Iq after inner loop adjustments is still quite variable and the extent 
of variability depends on fade rate compared to the inner loop update rate [2 0 2 ]. Also, 
power control commands in the inner loop are sent unprotected, resulting in higher bit 
error rates for the power control bits. This adds to the variability. Therefore, using a 
fixed E sflQ target for all users will not result in the same performance for all users in 
terms of frame error rate [172]. An algorithm using a fixed E s/ Iq target would have to 
be designed for the “worst-case” which would make the system inefficient. It is necessary 
therefore to use a dynamic algorithm which adjusts the target E s/ Iq for each user based 
on current individual propagation conditions, to yield the required FER for all users on 
an equal basis [204]. To achieve this the following algorithm was proposed in [172] for 
adjusting the target SIR, ( E s/ I0) t . For frame j  — 1, 2 , • • *, the algorithm functions as:
1 . Use CRC to check i f  current frame is in error.
2 . If frame in error: (E s/I0)T ( j  +  1) =  (E s/I0)T ( j )  +  A  A
3. else if no error: (E s/I0)T ( j  +  1) =  ( E a/I0) T ( j )  ~  A
where A  is the step size in dB and K  >  1 is an integer that indicates the jump in target 
when a frame is in error, as a multiple of A . In analysing this algorithm, a trade-off 
between small and large step sizes can be drawn. This is due to the fact that too small 
step size may result in sluggish convergence to the system steady state while large step 
size may result in excess in the power used.
5.3.4 Power Control in the DLS
The DLS simulates an open and closed power control, depicted in Fig. 5.11, using a 
feedback algorithm similar to the IS-95 inner loop scheme. The base station estimates 
the (Es/Io)iota.i the received signal transmitted by the mobile terminals and compares it 
with ( E sf To)target5 a threshold that represents a power control operating point. Thus, a 
decision is made to increase the power if  (E s/Io)6SiimdiUd <  (E 8/J0)tMget or to decrease the 
power if (E s/Io)estima_ied > (E s/Io)t3iTse%. The communication uplink shown in Fig. 5.2 was 
used with the DLS in this simulation. The propagation model described in section 5.2 
is also included. The interference from other users is modelled as Gaussian noise. This 
assumption is only realistic in highly populated cells [196]. However, in scarcely populated 
cells, this assumption is not valid and will lead to an optimistic performance [191]. For the 
application of muld-rate system in which the experiments concentrate on the system when
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Figure 5.11: Schematic diagram of the DLS power control scheme
the cells are heavily loaded with very high interference, the assumption stands. Normally 
the estimation of SIR is carried out at the output of the receiver correlator.
The power control command is sent unprotected with error rate chosen to be 5% [193]. 
The power control step size and the power control command update rate are configurable 
and were chosen to be 0.5 dB and 800 Hz respectively in this test. Fig. 5.12 shows the 
effect of power control errors on the distribution of (E s/Io)Xotai. The standard deviations 
of the received (-Fs/Jo)totai are shown as a function o f power control errors.
5.4  M u ltip le  A ccess In terferen ce M odelling
Different methods have been proposed in the literature to evaluate the probability of bit 
error for DS-CDMA systems and the multiple access interference. Early work by Purs- 
ley [160, 161] has produced performance analysis of phase-coded DS-CDMA in additive 
white Gaussian noise (AW G N) channels. Then, performance analysis for Racian fading 
channels [30, 70] and multipath Rayleigh channels [71] have been discussed. Techniques 
employing upper and lower bounds on the probability of bit error have also been pre­
sented in [162] and [123]. When K ,  the number of users, in DS-CDMA is large, the 
multiple access interference can be modelled as a Gaussian random variable [160, 123]. 
This simplifies things greatly because a Gaussian random variable is completely charac­
terised by its mean and variance. However, generally the Gaussian approximation model
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Figure 5.12: Distribution Function of the Received E s/Iq at the BS as a function of Power 
Control error
is not accurate enough especially when the number of users K  is small [123, 191]. An 
improved Gaussian approximation with good accuracy [137] can be used instead.
An accurate computer simulation of multiple access interference can be achieved by 
simulating each link in Fig. 5.13 and calculating the interference at the output of the 
correlator for the user concerned. However, due to the large number of users this method 
is impractical. Therefore, multiple access interference is simulated as a standard Gaussian
aP  cos (2jt(.H0k)
Figure 5.13: DS-CDMA multiple access model
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approximation (SGA) or improved Gaussian approximation (IG A ) depending 011 the sys­
tem parameters. The derivation of the SGA and IG A  over AWGN and fading channels is 
briefly presented next.
A  typical direct sequence spread spectrum model for k users is shown in Fig. 5.13. The 
transmitted signal of the kth user with coherent BPSK can be expressed as
sk(t )  =  V2Pa,k(t)bk(t) cos (u ct +  $k) (5.21)
where bk(t ) is the data sequence of unit amplitude rectangular* bipolar* pulses of duration 
Tb, ak(t ) is the spreading signal, which consists of a periodic sequence of unit amplitude 
rectangular bipolar pulses of duration Tc, P  is the signal power, uc represents the common 
angular centre frequency, and 0k is the phase of the kth carrier. If a rectangular pulse 
is defined by P rb(t ) =  1 for Tj> > 0 and P rb(t )  =  0, otherwise, the kth data signal can 
be expressed as bk(t )  =  E  ^ P r b(t ~  jTb ), where the sequence is the binary data
j = - 00
sequence of the kth transmitter (6 ^  € { —1,1} fo r  each j ) .  If the chip waveform i/>(t) is 
defined to be time limited in the interval [0, Tc], the spreading signal of the ktlx transmitter
OO /1\ /j \
can be expressed as ak(t )  =  E  a)  + ( t —iT c), where ’ is a periodic binary sequence of
j —- 00
elements from the set { —1,1}. The low-pass equivalent impulse response of the passband 
fading channel for the link between the fcth user transmitter and receiver is
L
hk(t) =  E  (5.22)
1=1
where /?/,&, f i ik and Ti<k are, respectively, the Ith  path gain, phase and time delay of the 
kth. user. For any input signal sk(t )  that can be written as in Equation 5.21, the signal 
output yk(t )  produced by the compsite multipath fading channel model consists of a sum 
of delayed, phase shifted, attenuated replicas of the input signal, and therefore can be 
expressed as
L
Vk(t) =  Vf2PP\,k°'k(t ~  Ti>k)bk{t -  Titk) cos (u ct +  (pi>k) (5.23)
1 = 1
where cpi)k =  </>l>k +  0^k -  a)cr l>k.
The channel output yk(t )  is further corrupted by multiple access interference and ther­
mal noise n (t ), which is modelled as AW GN two-sided spectral density N q/2. Assuming 
that Tb — N T C where N  is the binary sequence period and asynchronous transmitters, the 
received signal r ( t )  is given by
K  L  _ _
r ( t )  -  n (t) +  X )  '/2El3i>kak(t -  r l}k)bk(t  -  n tk) cos (u>ct +  (piik) (5.24)
k=1 /=!
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Assuming that the reference receiver is locked to the first path, =  0, and r1)X — 0, 
then the output of the correlation receiver is
^ 1 ,1 =  [  r(t)a i(t) cos (uct)dt (5.25)
Jo
Substituting Equation 5.23 into Equation 5.25, Z ip  becomes
  I<    K  l—L
Zip  =  n(t)h\JP(2(3ipb\Tb +  yjP/2 ^  PipWip cos (<pifk) + y/P/2 Z  Z cos (w O
k- 2 k=l 1=2
(5.26)
where W\)k =  [b ^ R ip ir ip )  +  b®Ri}k(r itk)], b f1 and 6° represent a pair of consecutive 
data bits of the kth signal; R ifk(ri)k) and Ri,k(ri}k) are the continuous time partial cross­
correlation functions of the kth and 1st spectral spreading waveform.
The standard Gaussian approximation assumption is to treat all the interference in 
Equation 5.26 as Gaussian noise. The second term in Equation 5.26 is the signal term. 
The third and fourth terms of Equation 5.26 represent the multiple access interference. 
The variances can be calculated for these terms assuming Gold codes with sequence length 
N  and Rayleigh fading to be [161] :
_2 =  ( K - l ) P T j
3d term g j y  ( 5 . 2 7 )
and
( » » >
Finally, the signal to noise ratio is given by
SNR  =  f  + ( .2f,i* + (r2-----
noise ~  w 3d term ' u tth term 
1
(5.30)No  , 2(J<’—1 )  , 2 IC (L -l )  
2  E b P  3 N  P  3 N
where E b =  P T b is the energy per bit. Equation 5.30 can be simulated to produce a 
multiple access interference model. In the multi-rate system testing where heavily loaded 
cells are of interest, the SGA model is accurate enough to represent the multi-user inter­
ference. However, for applications where the number of users are small improved Gaussian 
approximation model can be used [137, 196]
5.5 U ser Traffic S im ulation  M od el
A  simple Markov loss teletraffic model is simulated. In this model, the number of users 
increases/decreases by one according to a Poisson arrival or termination. Normally, a 
realistic teletraffic model for cellular systems must incorporate mobility variations in ve­
hicular traffic, build-up of traffic jams, and movement of pedestrians. This relate directly
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Figure 5.14: Markov Loss Traffic Model
to the call arrival rate and the handover rate [141]. It is important to categorise users 
according to their traffic status such as on a highway, in a tunnel, on an arterial street, and 
pedestrians. The speed and the density of users of each category vary and therefore the 
flow density varies. For simplicity reasons, the DLS teletraffic model puts all users in one 
category. An average call duration is used in generating the traffic. When the amount of 
interference measured by the base station exceeds a certain threshold the teletraffic model 
drops incoming users. The model can be developed further to incorporate road map and 
different users’ categories.
5.6 M ob ility  a lgorithm
The currently developed mobility model is based on an adaptive linear vehicle roaming 
algorithm. The mobility model takes into consideration the following mobile parameters: 
position (a;, y) relative to the BS, velocity of MS of interest, and direction of roaming to­
wards or away from BS. The roaming algorithm looks at the direction of the MS movement 
and takes a decision of increasing or decreasing the ($, y) by a variable number related to 
the speed of the mobile station. The other users within the cell o f interest are considered 
initially randomly distributed. A  database of their positions, velocities, directions among 
other user’s specifying parameters such as transmitting powers, PN-codes is created. This 
database is updated with the simulation running every 1.25 ms allowing the use of a dis­
crete velocity track for all users. For simplicity reasons this option of tracldng all the users 
in the DLS is not used in this investigation reported here but rather an assumption of 
randomly distributed MS’s is made all the time.
5.7 DLS C onfiguration  and Link B u d get
The DLS can be configured for different types of terrain (urban, suburban, rural) and 
can be adapted for changes in the BS and the MS’s antenna heights and gains. Table 5.1 
shows link budget values for a possible DLS configuration. In the calculation of this link
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budget, the parameters of the DLS are chosen to match most of the cellular specifications 
for the IS-95 system [55] for light urban environment. The MS terminal is IS-95 CLASS- 
III, suitable for medium sized cities. The maximum transmit power for this terminal is 
23 dBm [55]. The noise floor for the receiver is -60 dBm. For this type of terminal, the 
maximum cell radius would be «  5km. The BS receiver implements a channel adaptive 
RAKE suitable for the reverse link channels [195] where coherent demodulation is difficult 
to achieved. (C / lo)totai can be calculated for maximum number of users 30 with voice
Parameter value
Power amplifier peak power E IR P  =  23.0 dBm
Mobile antenna gain G t  =  O.OdBi
Max. isotropic path loss 
for r  =  4.8&m
loss =  —147.5 dB
Log-normal shadowing sigma L sh =  8.0 dB
Base station antenna gain G r  =  12.0 dBi
Base station feeder loss a — —2.0 dB
Receiver noise figure F  =  5.0 dB
(Eb/No ) Required 7.0 dB
( y O & a se station -19.6 dB-k
R c 13.0 kb/s
Table 5.1: Link budget
activity assumed to be 40% to give 43.73 dB-Hz which meets the (C/Jo)Require(i of 46.8 
dB-Hz.
5.8 P erform ance o f DLS S y stem
A ll the models of the DLS update their rates, on the power control command clock edge. 
A  typical output of the DLS model for urban environment is depicted in Fig. 5.15. The 
variations of the E sj I q is a function of the propagation model, the power control algorithm, 
the multi-user interference and other factors.
5.9 C oncluding R em arks
In this chapter, a full description o f a CDMA verification environment is presented. This 
involves a dynamic link simulator (DLS) which simulates a CDMA cellular system that 
looks at an adaptive uplink communication for a user of concern. The effects of other 
users within a cell of interest and neighbouring cells are simulated. The DLS implements a 
simple Markov loss traffic model that simulates the traffic of mobile terminals entering and 
leaving the cell of interest. Then, it updates locations and speeds of each mobile terminal 
according to a linear mobility algorithm. The DLS creates a database of information
5.9 Concluding Remarks 131
Simulated received Eb/IO at the base station
Output of the DLS system
2.0 -
tim e
Figure 5.15: Output of the DLS system
that includes number of users, each user’s location relative to the BS, each user’s speed, 
direction of roaming (towards or away from BS), transmit power, power control error, and 
PN-sequence. This information is updated at every closed loop power control clock edge. 
From this information, the DLS can compute intra-cell interference power. For simplicity 
reasons, intra-cell interference is modelled using standard Gaussian approximation (SGA) 
in fully loaded cells. However, the SGA model is not accurate enough in scarcely loaded 
cells. Therefore, an improved Gaussian approximation model is used over these conditions. 
Other-cell interference was simulated as a factor which relates to the load of neighbouring 
cells. Nevertheless, the DLS can be reconfigure to compute other-cell interference from 
each individual user in neighbouring cells on the expense of a complicated system. A  
power control algorithm consisting o f closed and open loop is used to combat co-channel 
interference and near-far problem. The closed-loop power control is based on a first order 
feedback algorithm similar to the IS-95 inner loop. The DLS can also reconfigure to 
implement distributed power control algorithm.
The system was tested over different set o f conditions and is shown to match the test 
results of field trials presented in the literature for the IS-95 system. Some of the DLS 
test results are shown in this chapter.
Multi-rate Simulation and Results
Chapter 6
6.1 In trod u ction
After multi-rate speech and channel codecs design criteria are met, comprehensive tests 
of the whole scheme over real environment are required. In chapter 4, test results have 
shown the performance o f multi-rate switching by injecting secondary modes randomly 
into an original mode speech coder. The rates of injection were 10, 20, 30, 40 and 50 %. 
The results showed that variation in quality as a result of switching is not very significant 
and change slowly with the rate of injection. However, these tests were conducted over 
clear channel conditions which are not representative of normal operation in hostile mobile 
environments. In addition, switch rates were assumed to be instantaneous and accurate. 
In practice, switch rates are based on signal quality measurements which have estimation 
errors. Furthermore, switch rate commands are sent unprotected and are subject to errors. 
These issues will affect the total performance of the multi-rate system. Therefore, in order 
to have a realistic performance in real operational conditions, a number of experiments 
were carried out on the multi-rate system integrated with the DLS.
A  rate switching algorithm was designed based on signal quality estimation which also 
took into account rate switch commands errors. Over a period o f time, rate switching 
sequences can be represented using Markov chains. This allows analysis and computation 
of probability of occurence of any mode over a number of frames. The average probability 
of occurence o f a mode is computed via simulation when the multi-rate system is run over 
the DLS.
The simulation tests are designed to assess the ability of the multi-rate system to 
combat long-term fading and high interference with minimum speech quality degradation. 
They aLso show some capacity gain in a CDMA-based cellular system in overloaded condi­
tions. To emphasise the performance, the experiments compared the performance of the 
multi-rate system with a fixed rate system operating at 8.0kb/s speech coder with the
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same gross rate over same channel conditions.
Because of the large number of experiments needed, subjective tests were not used as 
this would be exceedingly time consuming. Instead, an objective measure has been used. 
Objective measurements do not in general provide good indications of absolute speech 
quality for parametric codecs such as PRELP. The absolute score of these codecs using 
these measurements is therefore usually low and misleading. However, it is reasonable to 
use such measures to indicate relative differences between variations of the same codec [48]. 
These tests use the segmental signal to noise ratio (segSNR) between the synthetic and 
uncoded speech. Simulation results of these rate switching algorithm tests are presented 
next in this chapter.
6.2 R a te  Sw itch ing A lgorith m
One of the key issues for the success o f a multi-rate scheme is the rate switching algo­
rithm and how rate switching commands are sent to the transmitters. In this work, the 
rate switching criteria are based on an already available estimated value of E s/Iq at the 
base station and/or frame error rate (FER). E s( I q is estimated frequently in the inner 
loop power control algorithm. Since rate switching is not as frequent as power control 
commands, a long-term E s/Io estimation over a 20ms frame basis is adequate. This is 
achieved by averaging the acquired E s/I0 for power control over a frame period. On the 
other hand, FER is continuously computed at the base station to be used in the outer 
loop power control algorithm. To avoid any abrupt changes in quality, rate switching 
is carried out gradually from one mode to its consecutive neighbouring mode until final 
mode is reached. The mode switching transition scheme is depicted in Fig, 6.1, Ini­
tially, the multi-rate system operates in mode 1 at 8.0kb/s speech coding rate. The rate 
switching mechanism is activated according to prevailing channel conditions mapped into 
E s/Iq and/or FER. When the number of errors exceeds a threshold, the receiver i.e. the 
base station, issues a command to the transmitter to switch to a different mode. The 
commands are issued to increment, decrement or maintain modes. This requires two bits 
allocation per frame. When the multi-rate system is operating at mode 3, i.e. at 4.8kb/s 
speech coder, any mode increment command is ignored. Similarly, when it is operating at 
mode 0, i.e. at 9.6kb/s speech coding rate, any mode decrement command is dismissed. 
This consecutive mode switching results in a smooth the transition in the output speech 
quality. The switching commands are sent unprotected. Therefore, errors may result in 
an unwanted operating mode. However, since the rate switching feedback loop is updated 
on a frame by frame basis, the wrong mode will last for one speech frame only and will be 
corrected in the following frame. Two bits representing the operating rate are protected 
using one-third convolutional coder and signaled to the receiver in order to avoid decoding
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Figure 6.1: Mode switching transition representation
the wrong mode in case of switch command errors.
Mode switching can be modelled using Hidden Markov Models (HM M ) [170]. The 
transition matrix for this model is given by
&oo &01 0 0
“ 10 ftll a 12 0 s
0 a 2 \  CL22 a 2 3
0 0 0,32 a 3 3
The values of the transition matrix vary according to the operating environment. 
HMM allows us to compute the probability that the multi-rate system operates in one 
mode for certain number of frames. This is useful in analysing the average capacity gain.
The operating rate can be indicated to the receiver using two bits that are punctured 
in the traffic bit stream using symbol puncturing similar to the power control commands 
that are used in IS-95 [55], In our simulation, we send the rate switch commands on a 
separate data channel subjected to an error rate of 5%.
6.3 P erform ance o f  M u lti-ra te  S y stem  in th e  DLS
A  number of experiments were carried out on the multi-rate speech and channel codecs 
combined with the DLS system aiming to prove two main points. Firstly, with limited 
resources, the speech quality is maintained within a satisfactory level over all channel 
conditions. Secondly, the multi-rate system shows robustness in capacity in an overloaded 
system with high interference when compared to a conventional CDMA system operating 
with a single rate.
6.3.1 Multi-rate Performance in Long-term Fading
In this experiment the performance of the multi-rate system in half loaded cells is assessed. 
The quad-rate system, depicted in 5.2, is integrated with the DLS which uses fixed number 
of users, i.e. 25 users/cell, distributed randomly in cells. Under this condition, the long­
term variations in the received E c/Iq at the base station of concern are attributed mainly
A  — {cq-j} —
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to power control errors and long-term fading. In these tests, the DLS was run with the 
parameters shown in Table 6.1. A  4-finger RAKE receiver was used at the base station
Parameter value
Environment Type Light urban (medium size city)
Cell radius 3.5 km
Maximum MS Tx  power 23 dBm
MS speed (Fixed) 20 km/h
BS height 30 m
MS height 2 m
Initial MS location (relative to the BS) 1.5 km
Roaming direction Away from the BS
Number of users (Fixed) 25 users/cell
Shadowing sigma 8 dB
Table 6.1: DLS configuration
assuming coherent detection and maximal ratio combiner. The multipath channel is based 
on a set of 6-tap channel impulse responses positioned differently according to the terrain 
type [189].
Each rate of the multi-rate system is run over the DLS individually. Figure 6.2 presents 
the segmental signal-to-noise (SegSNR) of the speech coder for each mode versus the E C/ IQ. 
Figure 6.2 shows that for channel conditions with E c/ Iq below 3.5 dB the 4.8kb/s vocoder 
produces the best SegSNR (3.55-4.2 dB). For E c/ Iq between 3.5 dB and 5.9 dB, the 
6.4kb/s gives the best SegSNR. As channel conditions become better, i.e. E c/ I0 between 
5.9 and 9.5 dB the 8.0kb/s produces the best SegSNR (4.6-6.8 dB). Finally, when channel 
conditions are best, the system operates at its highest rate, 9.6kb/s, giving a SegSNR of 
up to 7.6 dB.
For the set of parameters in Table 6.1, the distribution function of the received E c/ Iq 
at the BS is attained and depicted in Figure 6.3. In this figure the standard deviation 
is 1,95 dB, This varies with number of users and neighbouring cell loads. The multi-rate 
modes change as shown in the pdf: mode 0 occurs when E c/Io >  9.5 dB, mode 1 occurs 
with E cI I q between 5.9 and 9.5 dB, mode 2 occurs when E c/ Iq lies between 3.5 and 5.9 
dB, and finally mode 3 occurs with E c/ Iq <  3.5 dB.
Comparing Figs 6,2 and 6.3, it can be seen that the multi-rate system operates in 
mode 0 for 9%, mode 1 for 57%, mode 2 for 26%, and mode 3 for 8%. Since modes 0 
and 1 predominate (66% of the time) the speech quality of the multi-rate system will be 
dominated by mode 1 speech quality which has 3.8 MOS score as shown iu Table 4,7. 
Thus, using the multi-rate system allows us to maintain the quality and integrity of the 
voice link within an acceptable level of fidelity over a wide range of channel conditions.
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Figure 6.2: Multi-rate Source and Channel Coding Performance in a Multipath Environ­
ment
6 .3 .2  M u lt i-r a te  E ffe c ts  O n S y s te m  C a p a c ity
This experiment shows the performance of the multi-rate system as a function of inter­
ference fluctuation in the system . It also compares the performance o f the multi-rate 
system with the performance of a conventional CDMA system that uses fixed vocoder 
rate of 8.0kb/s and gross rate o f 13.0kb/s. The multi-rate system and the conventional 
CDMA system run under the DLS operating with different number of users distributed 
randomly in the cell of interest. The number of users is varied from 10 to 35 per sector 
and average speech quality assessed. Figure 6.4 depicts the objective quality performance 
of the multi-rate and the conventional CDMA systems as a function o f number of users. 
The figure shows that for low number of users the multi-rate system performs better than 
the fixed rate system. This is due to the fact that when the channel conditions are good 
and the interference is low the system operates at mode 0 of 9.6kb/s vocoder rate. As 
the number of users increases the multi-rate system switches to lower vocoder rate modes, 
hence, the performance becomes similar to the conventional system. However, when the 
number of users becomes very high the output speech quality of the conventional system 
drops dramatically. The multi-rate system on the other hand preserves the quality within 
a satisfactory level by switching to mode 1 or 2 depending on the channel conditions by 
increasing the robustness o f the system. Therefore, the multi-rate system can tolerate 
extra number of users in such critical conditions.
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6 .3 .3  M u lt i-r a te  v s  F ix e d -r a te  S y s te m s  P e r fo rm a n ce
This experiment is designed to assess the effect of errors on the rate switching commands on 
the performance of the multi-rate system under severely degraded channel conditions. The 
multi-rate system is tested under the DLS using initial number of users of 30 distributed 
randomly in the cell of interest. The power control commands and the rate switching 
command error rate are assumed to be 5%.
Figure 6.5 presents a comparative performance of the multi-rate system using rate 
switching versus a single rate system which employs the 8.0kb/s vocoder. Both systems 
were tested under the same conditions of the DLS. The figure depicts the segmental signal- 
to-noise (SegSNR) of both systems versus the E c/ Iq. The E c/ Iq varies at the base station 
according to the channel conditions. The figure shows that for channel conditions with 
E c/Io below 5.0 dB the 8.0kb/s system drops the output speech quality dramatically. 
The multi-rate system on the other hand maintains a reasonable quality at low Ec/Io by 
switching to a lower rate. When the system is operating with E c/ Iq between 5.0 and 9.5 
dB the 8.0kb/s and the multi-rate system performs the same SegSNR (5.2-6.5 dB) which 
indicates that the multi-rate is operating in the 8.0kb/s mode. Finally, when channel 
conditions are best (i.e. E c/ Iq is above 9.5 dB), the multi-rate system operates at its 
highest rate, 9.6kb/s, giving a SegSNR of up to 7.6 dB and performing better than the
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8.01cb/s system.
6.4  C oncluding R em arks
The results of the tests have shown that reducing the speech rate to accommodate more 
channel coding when channel conditions deteriorate indeed produces better quality than 
operating with a single rate speech coder. The speech coder used here produces similar 
quality as the G.728 despite operating at about half its rate. The channel codecs exploit 
the concept of unequal error protection to minimise the redundancy required for error 
control. Using a channel simulator with fixed Rayleigh statistics, it has been shown in 
Chapter 4 that the concept of multi-rate coding as a link adaptation technique is indeed 
feasible. However, the actual practice of link adaptation is envisaged for a less stationary 
channel. Therefore, the multi-rate coding system is tested under real environment. The 
DLS was configured and integrated with the multi-rate system in order to conduct these 
experiments.
The first experiment presents the performance of a multi-rate coding system in a 
multipath environment with long-term fading effects. It shows that for 66% of the time 
the system can operate at 8.0 and 9.6 kb/s and for 34% we drop to 6.4 and 4.8 kb/s. The 
average speech quality of the link corresponds to that of 8.0 kb/s. This means that the 
integrity of voice links in mobile communications can be maintained within a satisfactory
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level of fidelity. The second experiment shows that the multi-rate system is particularly 
useful and robust in an overloaded system with high multi-user interference. A  comparison 
of the multi-rate with a single rate operating at 8.0kb/s performances is shown. The multi­
rate system can tolerate high increase of number of users in the system. The single-rate 
system on the other hand shows a sharp drop in speech quality when number of users 
increases beyond a certain threshold. Finally, corruption of rate switching instructions is 
shown to have little effect on the total performance of the multi-rate system.
Chapter 7 
Conclusions
7.1 P ream ble
The subject of this thesis has been the investigation and formulation of link adaptation 
using a multi-rate source and channel coding system. The concept of link adaptation 
has been proposed to cope with expected wide variations in channel conditions in future 
UMTS. Furthermore, link adaptation is a beneficial strategy that can be applied on second 
generation cellular systems to enhance average output speech quality and often increase 
system capacity. Multi-rate source and channel coding is a link adaptation paradigm in 
which the gross channel bit rate is traded-off between the speech and channel coders ac­
cording to prevailing channel conditions. It therefore has potential of assuring a graceful 
reduction of quality when channel conditions worsen in order to maintain link availabil­
ity. This capability is vital for the envisaged UMTS in which the mobile station would 
experience wide differences in channel conditions arising from changes in its operating 
environment and mobility. This causes more co-channel interference and increases the 
likelihood of errors on the channel. Forward error control (FEC) strategies must therefore 
be used to limit the degrading effects of channel errors on the output speech. Usually, FEC 
techniques are designed to maintain an average quality of service for worst case channel 
conditions. In normal operation however, FEC redundancy deployed on the link do not 
contribute to the output speech quality when channel conditions are good. So the redun­
dancy allocated to FEC subtracts from the bit rate potentially available for the speech 
codec. W ith limited available bandwidth, this form of link adaptation makes use of FEC 
bits to protect vital speech coding bits only when necessary.
The multi-rate scheme formulated has been for real speech and channel coders applied 
on a CDMA-based cellular system. The results obtained show that the scheme works 
and achieves its two main objectives, quality enhancement and/or capacity increase. The 
design of multi-rate speech coders employing low bit rate (LBR ) with high switching 
capability between rates and Slight output speech quality variations is critical for the
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success of this scheme. Over the last decade, numerous speech transmission applications 
that employ LBR speech coders have emerged. This explosion has been fuelled mainly by 
the emergence of fast and robust digital signal processors which have made the real-time 
implementation of very complex LBR speech coding algorithms feasible. Recently, we 
have witnessed the increase number of coding standards which have been released in the 
low bit rate region of 4 to 8kb/s. The last two years alone have seen numerous standards 
being announced for coders operating within this region. A ll these coders are based on the 
same principle of AbS-LPC. CELP algorithm employing sparsely populated fixed codebook 
structures is a potential candidate for multi-rate operation for medium rates (>8kb/s) to 
low rates («4kb/s). This is due to the increase in quality and the decrease of complexity 
when compared to traditional CLEP. The reasons behind this are attributed to: firstly, 
the quality of the coded speech, especially during voiced regions, is strongly influenced 
by the continuity of the harmonic structure; and secondly, the reduction o f complexity of 
codebook search is reduced by using sparsely populated codewords consisting of individual 
or groups of pnlses. PRELP algorithm is one type of algebraic coding chosen for the 
application of multi-rate in this work.
The problem of errors for low bit rate speech transmission systems such as cellular 
systems is especially acute for two main reasons. Firstly, low bit rate speech coders, 
such as LPC-based coders, are based on parametric models of speech production and/or 
perception. If these parameters are corrupted during transmission, the parametric model 
at the receiver differs from that at the transmitter. The signal produced by this corrupted 
model is thus going to be ‘perceptually’ different from the original speech signal Secondly, 
those speech transmission systems which require low bit rate coders frequently operate with 
limited transmission power and bandwidth. The possibility of co-channel interference and 
other degradations, which result in an increased probability of corruption o f the model 
parameters is thus significantly high. Therefore, on the one hand, the signal is transmitted 
in a form that makes it very sensitive to errors, whilst on the other hand, the transmission 
channels are highly likely to introduce errors on the transmitted parameters. In the design 
of multi-rate channel coders, the FEC scheme chosen must be matched to the channel 
conditions and the coded speech parameters. Unequal error protection (U EP) scheme is 
often used with different coding gain for different sensitive bits. Punctured codes are used 
to adapt to the required channel coding rate.
To verify the performance of a proposed scheme such as the multi-rate system, real 
testing environment should be used to make factual and equitable assessments. This can 
be done by building and real time implementing the system, then testing it in real life 
operation. In practice, this method is costly and inefficient particularly when frequent 
changes in the original design are required as a result of the test trials. Alternatively,
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environment simulators which can be programmed to match a real environment axe used 
in test trials. In this work, the multi-rate speech and channel coding system is designed 
to operate on a CDMA-based cellular system, A  CDMA verification environment was 
therefore an essential element for this work to substantiate and consolidate the designed 
layout of the system and the obtained results. A  dynamic link simulator (DLS) was 
thus developed to test the multi-rate system. The DLS system was made generic and 
reconfignrable with parameters that can be adapt to the required application. Using the 
DLS it has been shown that the concept of multi-rate coding as a link adaptation technique 
is indeed feasible. The quality can indeed be preserved within a satisfactory level even 
on severely degraded channel. The impact of errors on the rate switching commands has 
shown that the system keeps its integrity with error rate as high as 5%. This is helped by 
the fact that rate switching is allowed to occur to consecutive rates only in the switching 
algorithm. The use of minimum resources can obviously increase the capacity of the mobile 
system. However, further to that it has been shown that the multi-rate system can be 
particularly useful in crowded cells where it can increase the robustness of the system and 
allow more users into service. In the following section, general appraisals of the system 
and some concluding insights into the results obtained will be given. This will be followed 
by a section on possible directions of further research to augment and consolidate this 
work.
7.2 C oncluding O verview
The main body of the thesis can be roughly divided into two parts. The first part deals with 
speech and channel coding design for multi-rate operation, whilst the second part presents 
a verification environment used to assess the performance of the multi-rate system design. 
The first part started with a brief survey of the characteristics of speech coders and those 
communication systems which employ low bit rate coding subsystems. After a presen­
tation of the principles behind analysis-by-synthesis linear predictive (AbS-LPC) coding 
techniques which has enabled the achievement of ‘natural’ sounding speech, a review of 
general CELP speech coding algorithm was given. Although CELP codecs are capable 
of producing high speech quality at medium bit rates, the extensive high computational 
demands due to the exhaustive search of the large excitation codebook for determining the 
optimum innovation sequence made the algorithm very complex. Therefore, new forms 
of excitations such as sparsely populated fixed codebook structures have become popular 
because of the increase in quality and the decrease of complexity. Pulsed Residual Ex­
citation Linear Prediction (PR E LP ) is a CELP-type coder which falls in the subclass of 
algebraic CELP (AC ELP). The main difference between PRELP and CELP lies in the 
modelling of the FCB excitation. PRELP is a good multi-rate coding candidate for its
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increase in quality and decrease in complexity, as well as liigli performance at low rates 
such as 6.4 and 4.8kb/s. Analysis of the performance of PRELP and comparisons with 
CELP, as well as performance results of the multi-rate speech codecs were all presented 
in this part of the thesis.
Convolutional codes with ability to employ soft decision decoding were chosen for the 
multi-rate channel codecs and analysed in the third chapter of this review. It was pointed 
out that these codes involve the transmission of redundancy which takes up the already 
scarce transmission bit rate. The ideas behind the so-called zero-redundancy FEC were 
briefly mentioned with some ideas of source aided channel coding presented. Unequal 
error protection (U EP) is a vital technique in the design of the multi-rate channel codecs 
in order to minimise the redundancy required for error control. This scheme is often used 
with different coding gain for bits of varying sensitivity. Lost frame re-construction is also 
essential to compensate for occasional high error rates in multi-rate scheme. The lost frame 
reconstruction adopts separate recovery techniques for the loss of LSFs and excitations. 
This exploits the realisation that frequently, only part of the frame information is erased. 
These techniques were surveyed in the third chapter and the practical design and test 
performance were presented in the fourth chapter.
The second part of the thesis involves applying the multi-rate system on a cellular 
environment. The second chapter surveyed some of the existing second generation cellular 
systems which are based on two main access systems, namely TD M A and CDMA. CDMA 
systems seem to be an attractive option for the future UMTS. Therefore, it was proposed 
as a platform to test the feasibility of the multi-rate system. Some highlights of the poten­
tials of CDMA were briefly presented in the second chapter. One o f its main advantages is 
the ability to exploit multipath diversity employing RAKE receivers. The optimum per­
formance of RAKE receivers is achieved when using coherent demodulation and maximal 
ratio combining. Coherent demodulation is easily achieved on the downlink because of the 
presence of a pilot channel. This is not possible on the uplink. Therefore, non-coherent 
detection on the uplink is often used leading to a performance degradation when compared 
to the downlink. To maximise the performance a semi-coherent scheme was proposed em­
ploying channel adaptive RAKE receiver on the uplink. The result showed significant gain 
when compared to non-coherent RAKE receiver employing differential BPSK modulation.
In the fifth chapter, an air interface based on CDMA was proposed. The gross rate of 
the source and channel coders was chosen to be 13.0kb/s. This was the gross rate suggested 
for the ATD M A project. The air interface specifications are mostly similar to the IS-95 air 
interface. The output chip rate is 1.248 Mchips/s. Orthogonal modulation on the uplink 
was performed. A  CDMA verification environment which simulated a cellular system 
with a varying number of users communicating with a base station and interfering with
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an observed link was simulated. Many modelling techniques have been used to achieved 
an accurate representation of the simulated cellular system. The performance results of 
the simulator have matched with the held tests that were performed by Qualcomm when 
IS-95 system was assessed. One of the main advantage of such a simulator is the ability 
of reconfiguring it with different parameters. Also, because it was designed in a modular 
way, each model can be easily replaced with new algorithm if needed. This adds to the 
flexibility of system appraisals and assessing new ideas in the design. Finally, in the sixth 
chapter the multi-rate system was integrated and run on the CDMA environment. The 
first set of results has shown that with minimum resources speech quality can always be 
maintained. In extremely bad channel conditions with high interference particularly, it has 
been shown that the link adapts itself and uses high channel coding gain to maintain its 
availability and the output speech quality. On the other hand, when the link is subjected to 
less interference and operates in good channel conditions, the speech quality outperforms 
a single-rate system operating with same conditions. The second set of results has shown 
that employing multi-rate system results in an increase in system capacity when the CDMA 
system is overloaded.
7.3 Future W ork
The achievements of the work so far are capable of further development in several respects. 
In the following, generalised statements are made regarding further expansion of some 
aspects of the work presented in tills thesis.
1. In this thesis, the multi-rate system was studied on a CDMA-based environment. 
Although CDMA environment is very suitable for multi-rate operation, it can be 
equaiy applicable to TDMA-based systems such as the GSM.
2. Due to the variability o f output bits in video coders and variant sensitivities in 
different bits, it would be very beneficial to apply multi-rate coding on the output 
of the video coder. The optimum way of achieving unequal error protection and 
determining the highly sensitive bits instantaneously in the video coding signal as 
well as designing error resilience techniques for robust transmission are interesting 
topics for future research within the multi-rate system,
3. The adaptive link simulator has been developed to simulate a narrowband CDMA 
cellular system. The simulator can be further developed to adapt to wideband 
CDMA and can be used as a testbed platform for proposed UMTS multiple access 
schemes.
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