Concerning the further development of gas turbine engines, advances of the aero-thermodynamic design can be achieved most efficiently by co-operative efforts aimed at the improvement of both the numerical simulation methods and the experimental test and measurement techniques. Rapid development of numerical capability is accompanied by increasing demands on experimental data. In this context significant instrumentation research efforts are being conducted to develop the needed measurement technologies.
Introduction
Today advances in the development of gas turbine engines are driven by several technology programmes established in different countries among which the US Integrated High Performance Turbine Engine Program (IHPTEP) has taken the role of a model programme for future military and civil propulsion. The common goals of these technology programs are to develop turbine engine technologies for more affordable, more reliable, higher performance propulsion engines.
The new engine generation is characterized by a • very high by-pass ratio (>20), • very high combustor pressures and temperatures (>50 bar; ∼2000 K), • high thrust to weight ratio (∼20),
• low specific fuel consumption (−20 to −30%), • low noise production and low emissions (−10 dB; −90% NO x ), • short development time, reduced manufacturing and maintainence costs.
To achieve these technologically challenging goals, remarkable progress in all technology regimes, advanced materials, innovative structural design, improved aero-thermodynamics and advanced computational methods, are necessary. Rapid development of numerical simulation techniques, along with the increased speed and memory of today's computers, allow CFD users to model the real physical processes with increasing realism. In this way CFD gives insight into complex flow phenomena such as 3D flows, tip clearance flows, secondary flows, vortex generation and development, shock-boundary layer interaction, flow separation, non-stationary flow of blade row interaction, aero-elasticity and acoustic flow phenomena, mixing and reacting flows, two phase flows and others.
This progress of numerical simulation techniques has increased demands on experimental data, which are needed not only to validate the theoretical results but also to improve the understanding of the physical flow processes.
In this context, significant instrumentation research efforts are being conducted to develop the needed measurement technologies. For the analysis of the internal flow and reaction processes optical systems are being developed to make accurate measurements in the harsh environment of engine testing with minimal perturbation of the flow to be investigated.
Recently planar optical measurement techniques have undergone a rapid pace of development and the status achieved promises their applicability to engine component testing.
In the DLR-Institute of Propulsion Technology three planar light sheet methods have been developed, which operate on the rather simple concepts of usual light sheet visualization techniques which are:
• transmitting a laser light sheet into the flow region of interest, • seeding the flow with small particles, • detecting the Mie-scattered light from the illuminated region in the flow with a camera.
Depending on the physical principles employed, flow velocity, mass concentration and shock wave topology can be extracted from the recorded images. These three techniques are treated in the following sections.
Doppler global velocimetry (DGV)
Since its invention in 1990 Doppler global velocimetry, also referred to as planar Doppler velocimetry, has undergone a rapid pace of development. In principle the technique is simple: the frequency shift of light scattered by particles in the flow is measured by means of a frequency-tointensity converter, typically an iodine-vapour absorption cell (Komine 1990 (Komine , 1991 . The measured direction of the velocity component is determined by the direction of the light sheet and the direction of observation. DGV offers a number of advantages not found in other planar measurement techniques. Unlike particle image velocimetry (PIV) and particle tracing velocimetry (PTV), there is no need to resolve discrete particles and their displacement over a short time interval. DGV only needs to record the light scattered by the illuminated particles and inherently allows the size of the field of view to be chosen arbitrarily. Image resolution is not vital for DGV, which makes the technique attractive in situations with poor optical access or varying refractive indices, such as internal flows or combusting media.
With regard to the technical realization of the DGV concept, a number of researchers are focusing their efforts on the development of single-pulse Doppler global velocimeters based on frequency-stabilized Nd:YAG lasers. By recording the Doppler-shifted pulsed light from three different observation directions simultaneously using three DGV receivers (cameras), the aim is to obtain instantaneous three-component planar velocity data (McKenzie 1996 , Meyers 1996 , Smith et al 1996 , Arnette et al 1998 , Clancy et al 1998 . The other efforts in DGV implementation are directed toward the development of time-averaging velocimeters (Meyers 1995 , Roehle 1996 , Roehle and Schodl 1997a , b, Roehle 1998 . Such a system will be described next.
The DGV measurement apparatus
The DGV system developed at the DLR-Cologne turbomachinery instrumentation division is optimized for the measurement of time-averaged, three-component, planar velocity fields. Rather than using three camera systems for the observation of the illuminated plane, the laser light sheet is alternatingly introduced into the plane of interest from three different, preferably orthogonal, directions (figure 1). There are a number of advantages in this approach, which make it the method of choice in flow fields that exhibit a steady-state behaviour: aside from the reduced cost, the single camera setup allows much easier calibration, both in terms of viewing geometry and intensity-to-frequency conversion. In general, the viewing axis is normal to the illuminated plane such that no de-warping of the images is necessary. This also means, that the recovered velocity component images do not need to be explicitly merged because the data fields already coincide.
The DGV system consists of three main pieces of equipment: (a) a frequency-stabilized CW laser, (b) three light sheet generators and (c) a DGV image acquisition system (i.e. DGV camera). The stabilized laser system consists of a modified Ar + laser operating in the single frequency mode at 514.5 nm and 1-2 W. Frequency stabilization is achieved by directing a portion of the emitted light through a reference iodine cell (figure 2). In full analogy to the concept of DGV, the beam intensity before and after the iodine absorption cell is used to obtain an intensity fraction. A PID controller is used to maintain this fraction at a fixed value and thereby stabilizes the laser frequency. The remaining frequency jitter is on the order of σ ν = 1 MHz. The laser can be continuously tuned over a frequency range of 2 GHz without mode-hops which makes it possible to obtain the transmission curve of the iodine cell.
As indicated in figure 2 , an opto-mechanical switch, based on obliquely mounted glass plates and mirrors, directs the frequency-stabilized laser light into one of three fibre launchers, which are connected to the light sheet generators via 10 m long multi-mode fibres (10 µm core diameter). The light sheet generation employs a sweeping beam approach based on magnifying the linear translation of the laser beam as it passes through a rotating square block of glass (figure 1). In contrast to the non-uniform, typically Gaussian, light sheet intensity profile obtained with stationary optics (i.e. cylindrical lenses), the sweeping beam light sheet exhibits an essentially top-hat intensity profile. This aspect minimizes the intensity dynamics in the measured image with positive influence on the overall signal-to-noise ratio (SNR).
The third component of the DGV hardware, the camera system, is shown in figure 3 . Whereas the common approach is to use a separate objective lens for each CCD sensor, this receiver employs a single collecting lens in conjunction with a relay lens and a non-polarizing beam-splitter, which separates the optical paths. Hence the intermediate image is transmitted onto two CCD sensors, one of which views the image through an iodine absorption cell (50 mm length, 40 mm diameter). Once aligned this optical arrangement is much easier to adapt to new viewing arrangements and also permits the use of an endoscope, which would be located in place of the objective lens. A pair of Peltier-cooled, 12-bit, slow scan CCD cameras with linear sensitivity (γ = 1) and high signal-to-noise ratio (exceeding 500:1) provide the digital images from which the DGV data are computed. By cooling the CCD down to −5
• C, long integration times of tens of seconds are possible, because the dark current and associated dark current noise are significantly reduced. For comparison, standard eight-bit video cameras can usually only provide SNR levels of about 40:1. Although micro-positioning is used for alignment of the sensors, the residual misalignment is accounted for in software using polynomial image warping.
The iodine cell placed in front of the signal CCD sensor is made from fused quartz glass and contains a small amount of pure iodine. Since the cell's transmission profile strongly depends on the temperature and vapour pressure in the cell, a cell temperature is chosen such that all of the solid iodine is evaporated (in our case 55-60
• C). This limits the iodine vapour density within the cell. Beyond this temperature changes of the transmission profile still occur but with a strongly reduced temperature dependency. Operating the iodine temperature control under this conditions stabilizes the transmission profile very precisely.
A number of processing steps and additional input data are required to reconstruct the three-component velocity data from the three image pairs each of which consist of a signal image (viewed through the iodine cell) and a reference image. Ambient light effects and laser reflections are accounted for by subtracting a set of background images, which are recorded in the absence of seeding. Another image pair, recorded with uniform illumination, is used to correct for pixel-specific sensitivity. Since the CCD sensors are not in perfect alignment with each other, an image mapping accomplishes this at this point. Additional de-warping may be used to account for an oblique viewing axis and/or geometrical distortions. A quotient image is computed from the spatially coincident image pair-the desired transmission ratio image is formed. The iodine cell transmission profile is applied to the image in the form of a look-up table resulting in an image containing Doppler-shifted data, which in turn can be readily converted to velocity.
The three distinct, but non-orthogonal, velocity component images are combined by applying a co-ordinate transformation based on the local observation vector and light sheet direction. The observation vector is obtained from the position of the camera collecting optics in relation to the position within the observation plane, while the local illumination vector is either determined interactively from image data or defined directly if the position of the light sheet devices is known.
With current PC-based computing, all of the described processing steps take only a few seconds to complete. Highlevel scripting languages such as IDL are used to implement the software in a platform-independent manner leaving room for future modifications.
Error sources
Whereas the primary source of error in single pulse is speckle noise (Smith et al 1996 , McKenzie 1997 , this does not arise in time-averaging DGV, especially when the light sheet is generated by a scanning beam. The long integration times (up to several seconds) smooth out the moving speckle patterns.
A significant source of error in both single shot and time-averaged DGV arises due to multiple scattering. It arises when light scattered from particles illuminates other particles. In the presence of moving particles, this scattered light already has a Doppler shift imposed. As a consequence the collected light no longer represents the correct Doppler shift. Although this error is known to increase with increased seeding density (Voigt 1998), it has not been fully quantified.
Similar to the multiple scattering error source, the light scattered from dense seeding may illuminate the surrounding areas, such as surfaces and vessel walls. Background images recorded in the absence of seeding do not capture this phenomenon.
In this case fluorescent paints or blackened (non-scattering) surfaces can essentially alleviate the problem. Another error source arises in the presence of reflecting surfaces, such as glass windows, which may re-introduce a portion of the light sheet from a different direction and hence produce an undesired Doppler-shifted signal component. Turbo-machinery applications and other internal flows are mainly affected by this problem such that care must be taken in the optical design of the light sheet access (anti-reflection coatings, beam dumps etc).
With small seeding density and care taken to suppress light reflections the resulting measuring error can be kept smaller than 5% of the absolute velocity, depending on the test object, while the instrumental measurement uncertainty has an absolute value of only ±1.5 m s −1 .
DGV measurement applications
The described DGV system has already been applied in a variety of applications including a swirl flow atomizer nozzle and the flow in the wake of a model car (Roehle 1996, Roehle and Schodl 1997a, b) . A more recent application was performed in a double staged combustion chamber consisting of two main and three pilot burners (figure 4) with optical access from at least three sides at a time. The chamber itself represents a segment of an annular combustion chamber for use in the engine of a civil transport aircraft. One of the principle aims was to obtain a database to validate CFD codes. Since the flow structure inside a combustion chamber is very complex, it is desirable to acquire the entire three dimensional volume data set-a task very tedious to accomplish with single point measurement techniques (e.g. LDA).
For the measurement the light sheets were introduced from either side as well as from the top or bottom of the chamber. A mirror was placed downstream of the combustion chamber exit such that the camera was not directly exposed to the flow. The entire DGV equipment, camera and light sheet devices, were mounted on a common translation stage, such that the interior flow field could be mapped in a tomographic manner at increments of x = 2 mm. Up to 50 adjacent planes were recorded in this manner resulting in volumetric data sets containing up to 120 × 60 × 50 distinct data points at a spacing of 1 × 1 × 2 mm 3 . The DGV measurements of the isothermal (unfired) gas flow were carried out under atmospheric conditions. The flow was homogeneously seeded with propylene glycol particles (1.5 µm mean diameter) supplied by a specially designed fog generator.
Figures 5-7 give an impression of the quality of the recovered data by showing various cross-sections through the flow. The interaction between the swirling burner flows and the mixing jets of the secondary air can be easily recognized. Even the mixing patterns resulting from the small holes are very clearly resolved (see figure 5, x = 92 mm). Swirls within the mixing jets are also visible and were surprisingly similar to the CFD results (data not presented in this context). The amount of detail provided by this technique in a short time makes it a viable tool to understand the global flow patterns as well as guide the application of e.g. LDA to obtain single point data such as turbulence spectra. A comparison between DGV data and LDA data obtained for the swirler nozzle flow is presented by Lehmann and Roehle (1998) .
Although a variety of sources of measurement uncertainty have yet to be fully understood and treated, on the whole the DGV method is to be understood as an important addition to the established velocimetry techniques such as PIV and LDA.
The quantitative light sheet (QLS) technique
Mixing processes in aero-engines occur predominantly in the combustors where the air jets intruding via injection holes in the liner casing impinge with the internal cross flow. The quantitative concentration distribution of air jets in main flows is very important for the understanding of the mixing processes, for the optimization of the mixing hole configurations and for code validations.
Most of the existing techniques for concentration measurements are based on pointwise measurements, like chemical or thermal probe sampling. It is obvious that probe sampling techniques have severe drawbacks in combustion research, since these methods are time consuming and the probe influences the mixing process where it is most intense: in the high gradient regions. Optical techniques are promising, since they have the potential to give planar information about the mixing process without disturbing the flow field.
Measurement principle and error estimation
The QLS technique described in this chapter was previously published by Voigt and Schodl (1997) and Voigt (1998) . The light sheet method uses scattering of light by small particles added to the flow. The inflow must consist of at least two separate streams, allowing us to inject tracer particles to only one of them while the other streams must remain unseeded.
The mixing of the seeded injection flow (index 1) with the unseeded main flow (index 2) is analysed by illuminating the interaction region with a laser light sheet and recording the scattered light from this region on a camera film or CCDchip (figure 8).
If the particle production rate is kept fixed and the particle size distribution does not change during mixing with the unseeded flow component, then the particle concentration inside the mixing zone is proportional to the measured scattering light and hence equivalent to the mass flow ratio thus:
whereṁ 1 is the mass flow of the seeded component, whereaṡ m 2 remains unseeded.
Since it is practically impossible to calibrate the scattering intensity I sca ( r) against mass concentration c( r) because of too many parameters influencing the light detection, the QLS technique has been set up as a relative method, meaning that all grey values in the detected image are related to the value at the location ( r 0 ) of the injection jets, where the seeded particle flow penetrates the cross flow. This reference point (index 0) is used as a measure of 100% with the factor k( r) accounting for the intensity distribution in the light sheet as well as the scattering direction. The latter is very important due to the fact that the scattering intensity varies across the image according to the direction of incident light-high intensity for forward scattering, low intensity for backward scattering. The factor k( r) can be determined from a calibration image taken from the measurement region in the light sheet by applying homogeneous seeding across all flows. However, with increased seeding significant sources of error are extinction and multiple scattering. As these errors can only be partially corrected for the seeding must be adjusted to the lowest possible level which can be tolerated with regard to the camera sensitivity. For practical seeding levels the remaining measurement error of the QLS-technique was found to be about 5% (see Voigt and Schodl 1997).
Experimental set-up and application
The experimental set-up consists of an Ar + laser (1 W power) fibre linked to a light sheet generating box in which a polygon scanner with 20 facets generates a scanning light sheet with a nearly constant intensity distribution.
A thermo-electrically cooled CCD camera with a dynamic range of 12 bits records images of the light sheet, with the viewing axis normal to the sheet. Being restricted to low seeding levels several seconds of exposure time are required.
Instantaneous measurements with much shorter exposure time (∼70 µs) require an intensified CCD camera.
As an example of concentration measurement in combustors, figure 9 shows the mixing field in the RQL combustion chamber shown in figure 8. The rectangular model with optical access was equipped with multiple air blast atomizers at the chamber head which ensure a very homogeneous flow field at the primary zone outlet. The mixing sector for which the measurements were obtained had three rows of staggered injection holes.
Tests were carried out under atmospheric non-preheated conditions. Only the secondary air was seeded. The light sheet was positioned axially and parallel to the flow direction illuminating the upper part of the mixing region.
The core of the jets of the first and the third row of secondary air jets can be seen clearly. The penetration of the secondary air jets is strong enough to ensure a satisfactory mixing in the whole quench zone. Since these measurements take a very short time images of the 3D-mixing field can be collected at a number of parallel light sheet positions, providing tomographic mass concentration values for the whole volume of the combuster chamber.
Short exposure measurements have also been taken in a very similar combustor model of RQL type (rich-quenchlean). In this case an intensified CCD camera was used. The exposure time was 70 µs and equals the time for a single sweep of an Ar-laser beam needed to generate the light sheet. Several thousand images were taken from the same mixing region each of them delivering the instantaneous mass concentration distribution. Figure 10 (a) and 11 show the mean the value and RMS values of mass concentration evaluated from this set of data.
Given the numerous images it is possible to provide histograms of the unsteady fluctuating mass concentration at each location of the mixing field.
The shape of these histograms delivers valuable information for code development. An enlarged view from the marked region of figures 10 and 11 is shown in figure 12 representing an instantaneous distribution. Further valuable information can be extracted from the visualized structures, which vary from image to image.
These results were compared to CFD calculations. To demonstrate this, figure 10(b) shows the mean concentration distribution, predicted with the so called TRUST code.
These concentration data together with the DGV flow velocity data provide a very detailed insight into the running mixing processes of combustion chambers.
3D-shock visualization in a transonic compressor rotor
A new optical non-intrusive technique capable of visualizing the position and the structure of shock waves is presented in this section. Although the technique is not suited for quantitative density measurements such as the Rayleigh scattering method its practical implementation is significantly simpler and optical access problems are less severe. The following description of the technique is mainly related to the publication of Roehle et al (1999) .
Principle of tracer-based shock visualization (TSV)
A shock wave is characterized by a sudden increase of the density across the shock. To visualize this, the flow is seeded homogeneously with a fog of particles. Across the shock the particle density, that is the number of particles per unit volume, increase together with the density of the fluid. This increase in particle density can easily be visualized with a laser light sheet. The particles in the light sheet scatter the laser light. The integral scattered light intensity from one volume element is proportional to the number of particles in the volume element and therefore also proportional to the density of the fluid. The light sheet is observed with a camera. In the captured image the region downstream of the shock is brighter than the region upstream of the shock. Thus the shock position is identified by a sudden change of the brightness (see figure 13) .
To carry out such measurements in the blade passage of a rotating compressor, the time of a single exposure of the image needs to be short compared to the blade period, so that a frozen picture with a fixed blade position is obtained. Intensified CCD cameras generally provide sufficiently short exposure times. Furthermore, this sort of camera enables multiple exposures, so that a so called 'on chip integration' can be performed, accumulating the light of a large number of single exposures from the same phase-locked position of a periodically repeating flow. This feature makes it possible to use a scanning light sheet, e.g. a light sheet generated by a sweeping laser beam. While the laser beam is sweeping slowly across the region of interest the camera integrates many single exposures ( figure 14) . The result is an image of an evenly illuminated light sheet plane with a homogeneous intensity distribution and sharp edges, two very convenient features for the shock visualization in a blade passage.
The light sheet is introduced into the blade passage by guiding the laser beam from a CW YAG laser (400 mW) via a fibre into a rotating probe. A measurement time of some seconds is necessary to obtain an image representing the shape and position of shock waves at a particular plane in the blade passage. By taking more pictures at different radial positions the 3D shock structure of the blade passage flow is visualized.
The compressor test rig
The presented measurements were carried out in a transonic axial compressor fitted on the ERECA facility of ONERAPalaiseau.
At the rotor entrance position the casing radius is 123 mm and the hub radius is 78 mm. The design speed of rotation is 33.000 rpm. At the design mass flow rate of 5.8 kg s −1 the relative Mach number varies from 1.406 at the tip to 0.998 at the hub. The compressor consists of a rotor with 23 blades and a stator located several chords downstream of the rotor. There were no inlet guide vanes. This configuration is particularly interesting for basic research because complex unsteady rotor-stator interactions do not occur. Consequently the flow field can be considered as stationary in the relative frame of the rotor.
The intake flow was seeded with oil droplets generated by a Laskin nozzle generator operated with rotor bearing oil. The mean particle size was in the order of 1 µm. The seeding was introduced through a small tube 1.5 m upstream of the rotor.
TSV results and comparison to CFD calculations
Examples of measurement results are shown in the following figures.
Figures 15 and 16 show the shock structure at the design mass flow rate at a depth of h/H = 0.95 and 0.64. An oblique shock wave starting at the leading edge of the blade and a normal shock wave in the centre of the blade channel can be identified. Also a fork-shock structure near the leading edge on the pressure side was observed.
Near the surge a separation of the shear layer on the suction side behind the shock can be observed (figure 17). In the wake region the luminosity was very low. Of course this cannot be interpreted as a very low density. It is rather due to the fact that the air in the separation zone is less seeded. This effect is well known from previous velocimetry experiments. Although it is not fully understood, this effect nevertheless is quite helpful for visualizing purposes as in this experiment.
An important result was that the shock position differed from blade passage to blade passage.
Therefore all measurements were carried out in one particular blade passage, which seemed to be most representative.
An intensity profile across a normal shock is presented in figure 18 (see dashed line in figure 15 ). The form of this profile was very repetitive. It did not show a step-functionlike shape (as one might have expected), but a transient region between the supersonic and the subsonic area, with a thickness of about 3 mm. The reason for this rather large thickness is not understood. Bad flow following behaviour of the particles, the most likely explanation, should not be the reason because of two arguments: first, we have been using particles that are known as good tracers in laser anemometry and second, if following behaviour was the problem, the intensity profile in figure 18 would have shown the shape of a exponential decay function, which was not the case. Therefore we tend to believe that the shape of the intensity profile is due to fluctuations of the shock position.
In order to give an impression of the 3D shape of the shock wave the shock position for each radial position (h/H ) is plotted together with the corresponding blade profile in figure 19 . The experimental shock position (solid line) and the shock position extracted from the CFD calculations (see Billonet 1995) are shown for the compressor design point. The results agree very well and show that in this case the shape of the shock wave is very flat. The development of the interaction of the oblique shock from the blade tips with the normal passage shock can also clearly be identified.
Although TSV is only a qualitative density visualization technique, it is well suited to identify shock locations in transonic flows and this information in turn is well suited for quantitative validation of numerical data and for the evaluation of transonic flow phenomena. The accuracy of the position detection depends on the contrast achieved within the detected images which depends on a variety of different parameters, which makes it difficult to provide a general specification of the measurement accuracy. This technique is applicable not only in turbomachines but also in any kind of transonic flow found in wind tunnels or cascade wind tunnels and delivers the 3D shape of transonic shock formations. 
Conclusion
An overview of three planar measurement methods was given which have been successfully used for quantitative visualization of various flow characteristics.
These methods take advantage of light scattering of particles or molecules. Since light sheet imaging depends on a variety of parameters influencing the signal level, none of the techniques is completely capable of providing an absolute measure of a fluid property. However, when scaling the signal image with respect to specific references, e.g. a reference point in the signal image of known quantity or a reference image taken under well quantifiable conditions, relative measures of rather high accuracy can be achieved which, together with the known reference value, deliver absolute measurement data.
The shock visualization technique does not require any references at all since it takes advantage of localizing steep gradients instead of quantifying intensities thereby delivering quantitative data of the shock wave shape and position.
The common properties of these techniques are:
• comparatively simple to implement in a turbo-machinery environment, • quick in collecting and processing data and • capable of being extended to 3D flow characteristics.
Therefore the characteristics make these techniques efficient tools in development tests. Voigt P 1998 Non-linear 
