Abstract. We prove a two-term asymptotic expansion of eigenvalue sums of the Laplacian on a bounded domain with Neumann, or more generally, Robin boundary conditions. We formulate and prove the asymptotics in terms of semi-classical analysis. In this reformulation it is natural to allow the function describing the boundary conditions to depend on the semi-classical parameter and we identify and analyze three different regimes for this dependence.
1. Introduction and main result 1.1. Introduction. The Laplace operator on a bounded domain Ω ⊂ R d , d ≥ 2, initially defined as a symmetric operator in L 2 (Ω) with domain C ∞ 0 (Ω), admits various self-adjoint extensions that correspond to different boundary conditions. Our goal in this paper is to study how different boundary conditions influence the asymptotic behavior of the eigenvalues.
We consider self-adjoint extensions that are generated by a quadratic form where ∂ ∂nx denotes the inner normal derivative. We remark that c ≡ 0 corresponds to the important case of Neumann boundary conditions. The Dirichlet Laplacian, generated by the quadratic form Ω |∇v| 2 dx with form domain H 1 0 (Ω), can be recovered formally by taking the limit c → ∞.
If the boundary of Ω is sufficiently regulary (e.g., Lipschitz continuous), the spectrum of −∆ c is purely discrete: It consists of a sequence of eigenvalues λ 1 < λ 2 ≤ λ 3 ≤ . . . that accumulate at infinity only. Here we study how the asymptotic distribution of the eigenvalues depends on the boundary condition induced by the function c.
It is a classical result that the eigenvalues satisfy
where |Ω| is the volume of Ω and ω d denotes the volume of the unit ball in R d . In the case of Dirichlet boundary conditions these asymptotics go back to [Wey12] . They have been generalized in various ways, in particular, to the case of Robin boundary conditions (1.2); see, for instance, the lecture notes [BS80] . It has been conjectured by Weyl that (1.3) is the beginning of an asymptotic expansion in n and that the second term should depend on the surface area of Ω. Initially, a weaker form of this conjecture has been verified, not for individual eigenvalues, but for smooth functions of the eigenvalues; see, e.g., [Ple54, MS67] . For instance, [BG90] computed in the case of boundary conditions (1.2)
as t → 0 .
(1.4)
Here H(x) is the mean curvature (the trace of the second fundamental form) at x ∈ ∂Ω. We see that the second term indeed depends on the surface area |∂Ω| and is independent of c. The boundary condition enters only in the third order term. (For Dirichlet conditions, however, the sign of the second term flips.) In contrast to (1.3), the expansion (1.4) requires the boundary to be smooth. A two-term asymptotic formula for individual eigenvalues was eventually shown in a celebrated work of V. Ivrii; see [Ivr80a, Ivr80b, SV97, Ivr98] . He showed that, under a certain condition on the global geometry of Ω (and some smoothness conditions), one has for boundary conditions (1.2)
(1.5)
Again, for any bounded function c the result is the same as for Neumann conditions. We emphasize that (1.5) implies the two-term analogue of (1.4), but not vice versa.
In this paper we shall study an eigenvalue quantity which is intermediate between (1.4) and (1.5), namely, partial sums n j=1 λ j as n → ∞ or, equivalently, ∞ j=1 (λ j − µ) − as µ → ∞. These partial sums describe the energy of non-interacting fermionic particles in Ω at fixed particle number n or at fixed chemical potential µ, respectively. They play an important role in physical applications.
Since the function λ → (λ − µ) − is not smooth, we cannot expect that a three-term asymptotic expansion exists for these eigenvalue sums. Hence, to see the effect of boundary conditions already in the second term of the asymptotic expansion we have to choose energydependent boundary conditions. Let us state this problem in a semi-classical set-up. For a small parameter h > 0 we define self-adjoint operators H(b) = −h 2 ∆ b/h − 1 in L 2 (Ω) generated by the quadratic form In this introduction, we denote by E n (b, h) the eigenvalues of the operator −h 2 ∆ b/h ; consequently, the eigenvalues of H(b) are given by E n (b, h) − 1. As we explained, our main goal will be to study the sum of the negative eigenvalues of H(b),
in the semiclassical limit h ↓ 0. We prove two-term asymptotics and show how the second term depends on the function b. Our analysis will show that the asymptotics has different forms in three different regimes depending on the size of b as h ↓ 0. The three different regimes are where b → 0 as h ↓ 0, b of order one as h ↓ 0 and |b| → ∞ as h ↓ 0.
As an example of the first regime, let us consider the case b = hc with a bounded function c independent of h. This corresponds to the classical situation discussed above, where the boundary condition (1.7) is independent of h and therefore the eigenvalues E n (b, h) = h 2 λ n depend trivially on h. Then (1.5) implies
and this is equivalent, by a simple majorization argument, to
Of course, we find again that the first two terms of the asymptotics are independent of the boundary condition. As we shall see, this is characteristic for the whole regime where b → 0 as h ↓ 0. We emphasize that as a byproduct of our analysis we establish (1.9) independently, without using (1.5); see Theorem 1.2. This includes, as a special case, the Neumann Laplacian.
Among the three regimes mentioned above, the technically most interesting one is when b is independent of h. In this case the second term of the semi-classical limit of TrH(b) − does depend on the local behavior of b(x); see Theorem 1.1 below.
Finally, in Theorem 1.3, we consider functions b such that |b| diverges as h ↓ 0. In this case, the form of the asymptotics depends on whether b is negative somewhere or whether b is non-negative. In the first case, the asymptotics are determined by the negative part of b alone. Moreover, if b diverges fast enough, then the boundary term becomes the leading term and diverges faster than the Weyl term. On the other hand, when b is non-negative the order of the second term is preserved but the coefficient may change.
We obtain these results by further extending the approach developed in [FG11, FG12] , where we treated the Dirichlet Laplacian and the fractional Laplacian on a domain. One virtue of this approach is that it requires only rather weak regularity assumptions on ∂Ω and b. Essentially, a C 1 assumption on ∂Ω and on b suffices for a two-term asymptotics.
We now turn to a more precise description of our assumptions and results.
, be a bounded domain such that the boundary satisfies a uniform C 1 condition. That is, the local charts of ∂Ω are differentiable and their derivatives are uniformly continuous and share a common modulus of continuity; see (4.1) for a precise definition. Moreover, we assume that the boundary coefficient b is a continuous, real-valued function on ∂Ω and we denote a modulus of continuity by β, i.e.,
for all x, y ∈ ∂Ω. We assume that β is non-decreasing. We remark that the boundary conditions (1.7) for functions in the operator domain of H(b) need not hold in the classical sense under these weak assumptions on the boundary. For ∂Ω ∈ C 1 , however, this operator can still be defined by means of the quadratic form q b and the characterization of the operator domain in terms of the form domain gives a weak sense in which (1.7) are valid. This suffices for our proof.
For a constant b ∈ R we set
for b = 0 ,
where
This expression comes from the explicit diagonalization of a one-dimensional model operator; see Section 3. Although it is not obvious from the definition, the function L
is continuously differentiable and non-increasing; see Lemma 3.5 and the remark after Proposition 3.1. In particular, for b > 0, we have
with L
(1)
d−1 defined after (1.9). To control error terms we have to introduce a non-decreasing function δ :
Our first main result is the following.
Theorem 1.1. Let ∂Ω ∈ C 1 and assume that b satisfies (1.10) and (1.13) with β(l) = o(1) and δ(l) = o(1) as l ↓ 0. We write
Then, for an h-independent domain Ω, a given h-independent upper bound on b ∞ and given h-independent β and δ, the asymptotics
holds uniformly in b satisfying these conditions.
In other words, in this theorem we claim that R h = o(h −d+1 ) if b is independent of h. Moreover, we claim that these asymptotics are valid even if b depends on h, as long as it can be controlled in some uniform way. More precisely, we prove that given β and δ (both non-decreasing and vanishing at zero) and constants C > 0 and ε > 0, there is an h ε > 0 such that |R h | ≤ εh −d+1 for all 0 < h ≤ h ε and all b satisfying b ∞ ≤ C, (1.10) and (1.13). Our proof would also allow us to consider h-dependent domains Ω, but we do not track the dependence of the constants in terms of Ω for the sake of simplicity.
Our next result concerns the case where b ∞ → 0 as h ↓ 0. We will see that the asymptotics are the same as in Theorem 1.1 with b = 0. We cannot apply Theorem 1.1, however, since for b ≡ 0 we cannot choose δ independent of h such that (1.13) is satisfied and δ(λ) = o(1) as λ ↓ 0. Moreover, we can dispense with the assumption that b is continuous. Theorem 1.2. Let ∂Ω ∈ C 1 and assume that b = θ(h)b 0 with θ(h) = o(1) as h ↓ 0 and with a bounded function b 0 . We write
Then, for an h-independent domain Ω and a given h-independent upper bound on b 0 ∞ , the asymptotics
We refer to (2.17) for an explicit bound on R h . Our third result concerns the case where
as h ↓ 0 and with b 0 satisfying (1.10) with β(l) = o(1) as l ↓ 0. We write
Then, for an h-independent domain Ω, a given h-independent upper bound on b 0 ∞ and a given h-independent β, the asymptotics
holds uniform in b satisfying these conditions. If, in addition,
We emphasize that, if the negative part of b does not vanish and Θ(h) = h γ with γ = 1/(d + 1), then the order of the boundary term is the same as the order of the Weyl term. For γ > 1/(d + 1) the boundary term becomes the leading term.
Since β(l) vanishes at most linearly in l for non-constant b, the condition β(M h)Θ(h) = o(1) as h ↓ 0 in the second part of the theorem implies Θ(h) = o(h −1 ). Our techniques do not allow us to consider faster growing b's and we do not know whether one still can expect the result in that case.
Strategy of the proof
In this section we outline the main steps of our proof. In particular, we explain how the main results follow from local estimates.
First, we localize the operator H(b) into balls, whose size varies depending on the distance to the complement of Ω [Hör85, SS03] . Then we analyze the local asymptotics separately in the bulk and close to the boundary.
To localize, let d(u) = inf{|x − u| : x / ∈ Ω} denote the distance of u ∈ R d to the complement of Ω. We set
where 0 < l 0 ≤ 1 is a parameter depending only on h. Eventually, we will choose l 0 = o(1) as h ↓ 0. In Section 5 we introduce real-valued functions
and, for all
Here and in the following the letter C denotes various positive constants that are independent of u, l 0 and h, but may vary from line to line. To estimate error terms in the following results we put
Proposition 2.1. There is a constant C Ω > 0 such that for 0 < l 0 ≤ C −1 Ω and 0 < h ≤ l 0 /4 the estimates
This proposition will be proved in Section 5. In view of this result one can analyze the asymptotic behavior of Tr(φ u H(b)φ u ) − separately on different parts of Ω. First, we consider the bulk, where the influence of the boundary is not felt. Proposition 2.2. Let φ ∈ C 1 0 (Ω) be supported in a ball of radius l > 0 and let
Then for all h > 0 the estimates
(2.5) hold, with a constant C > 0 depending only on C φ .
For φ ∈ C 1 0 (Ω) we have φH(b)φ = φ(−h 2 ∆ − 1)φ, where −∆ is defined on the whole space L 2 (R d ) with form domain H 1 (R d ). Hence, this result is independent of the boundary coefficient b and the proof of Proposition 2.2 is the same as in [FG11] .
Close to the boundary of Ω, more precisely, if the support of φ intersects the boundary, a term of order h −d+1 appears that depends on b. In this situation let B be a ball containing the support of φ and put
To state the remainder estimate we denote by ω a modulus of continuity of the boundary of Ω; see (4.1) for a precise definition.
Proposition 2.3. Let φ ∈ C 1 0 (R d ) be supported in a ball of radius l > 0 and let inequalities (1.10) and (2.4) be satisfied. Then there is a constant C Ω > 0 such that for 0 < l ≤ C −1 Ω and 0 < h ≤ l we have
with
For b s ≤ h/l we also have
Here the constants C > 0 depend only on Ω and C φ .
The first statement in Proposition 2.3 is the crucial result of this section. It yields a precise estimate with the boundary term including the correct constant L (2) d (b). However, we obtain an error term that diverges as b i → 0. To overcome this effect we also need the second statement for b very close to zero. The next lemma is a simplified version of (2.8), where we estimate the boundary term by
Lemma 2.4. Under the conditions of Proposition 2.3 there is a constant C Ω > 0 such that for 0 < l ≤ C −1 Ω and 0 < h ≤ l we have
Both Proposition 2.3 and Lemma 2.4 will be proved in Section 4. Based on the preceding results we can now give the proofs of our main results.
Proof of Theorem 1.1. We fix two parameters 0 < λ ≤ 1 and 0 < µ ≤ 1/4 and set l 0 = hµ −1 . Let us recall the definition of l(u) from (2.1) and of B u = {x ∈ R d : |x − u| < l(u)}. We set
First, we need to estimate l(u) uniformly. Note that by definition
. Therefore the assumptions of Proposition 2.1, Proposition 2.2, and Proposition 2.3 are satisfied.
Depending on λ we decompose U into the regions
We remark that U = U 0 ∪ U * ∪ U > and that the three sets are mutually disjoint. Indeed, if x ∈ ∂Ω ∩ B u with u ∈ U 0 , then by the continuity of b, see (1.10),
and similarly, if
Thus, by our assumption on β, we have for all sufficiently small h > 0 (depending on µ and
. Thus U 0 ∩ U > = ∅, as claimed. We can also make sure that for all sufficiently small h
To estimate error terms we put, similarly as in (2.6),
First, we apply Proposition 2.1. Then, in order to estimate Tr(φ u H(b)φ u ) − , we use (2.5) for u ∈ Ω \ U , (2.7) for u ∈ U > , (2.8) for u ∈ U 0 , and (2.9) for u ∈ U * . We obtain
In the main term we change the order of integration and use the partition of unity property (2.3) to obtain
Thus, we get
and to complete the proof it remains to bound the remainder terms R ± . We now argue that the last term in the definition of R + is controlled by the last term in the definition of R − , that is, by
(2.14)
To prove this, we note that for
Here |∂Ω t | denotes the surface area of the boundary of Ω t = {x ∈ Ω : d(x) > t}. Using the fact that |∂Ω t | is uniformly bounded and that |∂Ω t | = 0 for large t, we get
This proves that the last term in R + is bounded by (2.14).
To proceed, we note that inequalities (2.11) and (2.10) show that l(u) for u ∈ U is comparable with l 0 . Since B u ∩ ∂Ω = ∅ we find d(u) < l(u) ≤ Cl 0 and, for any positive and non-decreasing function r,
Thus, if we insert the identity l 0 = hµ −1 and the estimates (2.12), (2.13), (2.16) and (2.15) into the expressions for R − and R + , we find that both are bounded by a constant times
Here we used the facts that |U 0 | ≤ |U | ≤ Cl 0 and |L
To estimate |U * | we apply Lemma A.1, given in the appendix, to the set N = {x ∈ ∂Ω : 0 < |b(x)| < λ}. By the defining property (1.13) of δ we obtain lim sup
Hence, by our assumptions on ω and β, it follows that lim sup
By our assumption on δ, the right hand side can be made arbitrarily small by choosing first λ small and then µ small. This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. This proof is similar to the proof of Theorem 1.1 above. Again we choose
and we assume that l 0 = hµ −1 with 0
for all x ∈ ∂Ω and u ∈ U . Then we can apply (2.8) to estimate Tr(φ u H(b)φ u ) − for u ∈ U . This yields
Similarly as above we bound
We multiply this by h d+1 and let h ↓ 0 recalling that
. Since µ can be chosen arbitrarily small, we obtain the claimed asymptotics.
In this case the proof shows that the remainder R h from Theorem 1.2 can be estimated as follows. For all 0 < µ ≤ 1/4 we have
Proof of Theorem 1.3. First, we assume that the negative part of b does not vanish. Then in the same way as in the proof of Theorem 1.1 we fix parameters 0 < λ ≤ 1 and 0 < µ ≤ 1/4 and set l 0 = hµ −1 and
Here we chooseŨ
Then, similar as in the proof of Theorem 1.1, by applying (2.5) for u ∈ Ω \ U , (2.7) for u ∈ U \Ũ * , and (2.9) for u ∈Ũ * , we obtain
We emphasize that in order to arrive at this bound we used the estimates |Ũ * | ≤ |U | ≤ Cl 0 and
for x ∈ ∂Ω ∩ B u with u ∈ U * . (Note also that the role of β in Proposition 2.3 is now played by Θ(h)β.) To simplify the main term we note that L
It remains to note that lim sup
can be made arbitrarily small. (Since we only assume an h-independent upper bound on b 0 ∞ , one needs to distinguish here the cases whether lim inf Θ −1 (1 + b ∞ ) is positive or zero.)
We now turn to the proof of the second part of the theorem. If the boundary coefficient b is non-negative we argue in the same way as in the proof of Theorem 1.1. We obtain
In this case the continuity of L
by dominated convergence as h ↓ 0. Again applying Lemma A.1 in the same way as in the proof of Theorem 1.1 we see that all terms equal o(h −d+1 ) as h ↓ 0.
To summarize this section, we have reduced the proof of our main results to the proof of Proposition 2.1, Proposition 2.3 and Lemma 2.4.
Local asymptotics in the half-space
From a technical point of view, this section is the heart of our proof. We analyze in great detail a model operator which is explicitly diagonalizable. More precisely, we prove local estimates corresponding to Proposition 2.3 in the case where Ω is the half-space
with form domain H 1 (R d + ) and with a real constant b independent of x.
3.1. Statement of the results. Our goal in this section is to prove the following
For |b| ≤ h/l ≤ 1 we also have
with |R
Here the constants C > 0 depend only on d and C φ .
Remark. The proposition shows, in particular, that L 
The first part of Proposition 3.1 is the key semi-classical estimate that we will later generalize to curved boundaries and variable b's. The problem with this bound, however, is the |b| −1 in the error term which blows up for small values of b. For that reason we need to include the second part, which deals with small values of b. (In passing, we note that since L To deal with the transition region between |b| ≥ 1 (where the first part of Proposition 3.1 applies) and |b| ≤ h/l (where the second part applies) we need the following rough estimate.
Lemma 3.2. Assume that b ∈ R is constant. Let φ ∈ C 1 0 (R d ) be supported in a ball of radius l > 0 and let (2.4) be satisfied. Then for all 0 < h ≤ l we have
Here C > 0 depends only on d and C φ .
From this lemma we immediately deduce a simple bound that will be useful in the following sections.
Corollary 3.3. Assume that b ∈ R is constant. Let φ ∈ C 1 0 (R d ) be supported in a ball of radius l > 0 and let (2.4) be satisfied. Then for all 0 < h ≤ l the bound
holds with a constant C depending only on d and C φ .
The next remark will be used at several places without explicit mentioning in the proofs of Proposition 3.1 and Lemma 3.2.
Remark. When bounding error terms in the following proofs we will sometimes encounter the term φ ∞ , which is not mentioned in Proposition 3.1 and elsewhere. The reason is that it can be controlled in terms of C φ . Indeed, for x in the support of φ we can choose y at the boundary of the support with |x − y| ≤ l and use (2.4) to estimate
Hence, φ ∞ ≤ C φ , as claimed. 
(3.1)
For t ≥ 0 and b ∈ R we define
and, for b < 0,
In order to treat positive and negative b without distinction we set Ψ b ≡ 0 for b ≥ 0. Then we have
and all functions satisfy boundary conditions (3.1). These functions form a complete system of (generalized) eigenfunctions: For functions v ∈ L 2 (R + ) we have
in the sense of L 2 -convergence. This identity holds for continuous v ∈ L 1 (R + ) ∩ L 2 (R + ) and is extended first to L 1 (R + ) ∩ L 2 (R + ) and then to L 2 (R + ) as in the case of the ordinary Fourier transform. We need the following technical result.
Lemma 3.4. For t ∈ R + and b ∈ R we have
is uniformly bounded with respect to t ≥ 0 and b ∈ R. It satisfies with C > 0 depending only on the dimension.
Proof. The first assertion follows directly from the definition of ψ b since
It is clear from the definition that I b is uniformly bounded. To establish decay in t we write
i2tp dp ,
It is well known thatǦ
denotes the Bessel function of the first kind. The absolute value of this Bessel function behaves like t d/2+1 as t → 0+ and is bounded by a constant times t −1/2 as t → ∞; see [AS64, (9.1.7) and (9.2.1)]. Hence, we have |Ǧ(t)| ≤ C min{1, |t| −(d+3)/2 }. Moreover, we compute thať
Thus we may rewrite I b (t) in terms ofǦ andȞ b and get
In the last change of variables we have assumed that b = 0. From the bound |Ǧ(t)| = |Ĝ(−t)| ≤ C min{1, |t| −(d+3)/2 } we easily derive that
This implies (3.5) for b = 0. The case b = 0 is similar.
The next lemma establishes a connection between the function I b and the coefficient L 
Because of the first bound in (3.5) we may apply the dominated convergence theorem to write
where F (x) = e −x 2 x 0 e y 2 dy. Using the fact that
we find
b b 2 + p 2 dp for b = 0 and 
We omit the details.
3.3. Proof of Propositions 3.1 and Lemma 3.2. After these preliminaries we can turn to the proof of local asymptotics on the half-space. We split the proof into three lemmas.
Lemma 3.6. Under the conditions of Proposition 3.1 we have
− min{b − , h/l}) , where C d is given in (1.11). Here the constant C > 0 depends only on d and C φ .
Proof. First note that we may rescale φ and thus assume l = 1 without changing the value of b. Since b is fixed throughout the proof we write H + instead of H + (b).
To prove the lower bound we apply the variational principle and obtain
Let a + (x, y) denote the integral kernel of (H + ) − . From (3.2), (3.3), and (3.4) we see that
and we get
Here we perform the ξ ′ -integration and obtain the lower bound.
We proceed to prove the upper bound. To simplify notation write
We define the operator γ = (H + ) 0 − with kernel γ(x, y) = γ 1 (x, y) + γ 2 (x, y), where
Thus, γ satisfies 0 ≤ γ ≤ 1 and a variant of the variational principle, discussed in Appendix B, yields − Tr(φH
We note that the range of φγφ, φγ 1 φ, and φγ 2 φ does not belong to the domain of H + . However, the functions φf and φF belong to the form domain H 1 (R d + ) of H + . Therefore (3.8) is valid if we interpret Tr(φγφH + ) in the sense described in the appendix, namely
, and similar for Tr(φγ 2 φH + ). In the first summand we integrate by parts and use (3.1) and (3.2) to get
We insert this into (3.9) and due to (2.4) and Lemma 3.4 we can estimate
Note that the second summand in (3.8) is zero for b ≥ 0. For b < 0 we use (3.1) and (3.3) to show that
To estimate the last summand we use Ψ b/h 2 ∞ ≤ −2bh −1 , Ψ b/h 2 2 = 1, and (2.4) to obtain
Performing the ξ ′ -integration as before yields
Here we also used the fact that 1
− min{b − , h}). Hence, the upper bound follows from (3.8), (3.10), and (3.11).
Lemma 3.7. Under the conditions of Proposition 3.1 we have
with |r 1 (h, b)| ≤ C(1 + 1/|b|)l d−2 h 2 for b = 0 and |r 1 (h, 0)| ≤ Cl d−2 h 2 . For b < 0 we also have
− . Here the constants C > 0 depend only on d and C φ . Proof. Recall that
Hence,
We insert (3.6) and perform the ξ ′ integration and see that the right-hand side equals
with I b introduced in Lemma 3.4. To analyze the second term we insert
and substitute x d = th. We obtain
Using (2.4) and the remark at the end of Subsection 3.1 we bound
The first assertion of the lemma now follows from (3.5).
The second assertion follows similarly by inserting (3.14) and by definition of Ψ b .
Note that the error terms in Lemma 3.7 diverge as b → 0. Hence, we also need the following estimates that yield better results for |b| ≤ Ch/l. Lemma 3.8. Under the conditions of Proposition 3.1 we have
Proof. This proof is a variation of the previous one. Again, we write
We add and subtract I 0 to and from I b . According to the previous lemma and Lemma 3.5 we have
Thus, it remains to control
Recalling the definitions of I b and I 0 we see that the absolute value of this term is bounded by
This finishes the proof of the first assertion of the lemma. The second assertion follows similarly as at the end of the proof of Lemma 3.6.
Proof of Proposition 3.1. Combining Lemma 3.6 with (3.12), (3.13), and (3.7) we obtain the first claim of Proposition 3.1 with a remainder
. To obtain the second claim we combine Lemma 3.6 with Lemma 3.8. In this case the remainder is bounded by a constant times
For |b| ≤ h/l ≤ 1 this simplifies to
This finishes the proof of the proposition.
Proof of Lemma 3.2. Combining Lemma 3.6 with (3.15) we obtain the claim with a remainder bounded by
In the first term on the right side we substitute x d = th and use the first inequality in (3.5) to bound
By Lemma 3.8 we also have
and the proof is complete.
Local asymptotics close to the boundary
Here we show how Proposition 2.3 and Lemma 2.4 follow from the results in Section 3. We straighten the boundary locally and estimate the operator H(b) given on Ω in terms of H + (b) given on the half-space R d + . In this section we work under the conditions of Proposition 2.3: Let φ ∈ C 1 0 (R d ) be supported in a ball of radius l > 0 and let inequalities (1.10) and (2.4) be satisfied. Then let B denote the open ball of radius l > 0, containing the support of φ. Choose x 0 ∈ B ∩ ∂Ω and let ν x 0 be the inner normal unit vector at x 0 . We choose a Cartesian coordinate system such that x 0 = 0 and ν x 0 = (0, . . . , 0, 1).
We now introduce new local coordinates near the boundary. Let D denote the projection of B on the hyperplane given by x d = 0. Since the boundary of Ω is compact and in C 1 , there is a constant C Ω > 0, independent of x 0 ∈ ∂Ω, such that for 0 < l ≤ C −1 Ω we can find a real function f ∈ C 1 , given on D ⊂ R d−1 , satisfying
The fact that ∂Ω ∈ C 1 means that the functions ∇f corresponding to different points x 0 and different values of l share a common modulus of continuity which we denote by ω, that is,
for all x ′ , y ′ ∈ D. We assume that ω is non-decreasing and we emphasize that ω(δ) ↓ 0 as δ ↓ 0. The choice of coordinates implies f (0) = 0 and ∇f (0) = 0. Hence, we can estimate sup
We introduce new local coordinates given via a diffeomorphism ϕ :
Note that the determinant of the Jacobian matrix of ϕ equals 1 and that the inverse of ϕ is defined on ran ϕ = D × R. In particular, we get
For y ∈ ran ϕ putṽ(y) = v • ϕ −1 (y) and extendṽ by zero to R d . An explicit calculation shows that the effect of this change of coordinates on the gradient is small: Lemma 4.1. For v andṽ defined as above we haveṽ ∈ H 1 (R d + ) and
Based on this estimate we now prove a result from which Proposition 2.3 follows. For φ ∈ C ∞ 0 (R d ) supported in B defineφ = φ • ϕ −1 on ran ϕ = D × R and extend it by zero to R d . It follows thatφ ∈ C 1 0 (R d ) and ∇φ ∞ ≤ Cl −1 hold, with C depending only on C φ and ω. We set b − = inf x∈∂Ω∩B b(x) and b + = sup x∈∂Ω∩B b(x) and note that (
where b s was introduced in (2.6). We also recall the notation H + (b ± ) introduced in Section 3.
Lemma 4.2. Under the conditions of Proposition 2.3 there is a constant C Ω > 0 depending only on Ω such that for 0 < l ≤ C −1 Ω and 0 < h ≤ l we have
Proof. The definition ofφ and the fact that detJϕ = 1 immediately give (4.4). In view of (4.1) we can estimate
This proves (4.5). Using the fact that |L
The continuity of b, see (1.10), and the fact that
Inserting this into the estimate above gives (4.6).
To prove (4.3) we first note that the variational principle implies
Thus it remains to show that
To this end choose v andṽ as in Lemma 4.1. First we estimate
and using (4.1)
By decreasing, if necessary, the constant C Ω from the beginning of this section we may now assume that l > 0 is small enough such that 2Cω(l) ≤ 1/2 holds. Then Lemma 4.1, (4.4), and (4.8) imply, for b ± ≥ 0,
whereq + is the same form as q + but with h replaced by h/ √ 2. For b ± < 0 we get, using (4.9),
To deduce estimates for Tr (φH(b ± )φ) − we recall the variational principle
where we can assume that the infimum is taken over trial density matrices γ supported in B × B. Fix such a γ. For y and z from D × R set
so that 0 ≤γ ≤ 1 holds. Moreover, the range ofγ belongs to the form domain ofφH + (b ± )φ. First, we assume b ± < 0. According to (4.11) it follows that
where the operatorH + is generated by the formq + . This implies
and Corollary 3.3 yields
In the same way we can treat non-negative b ± using (4.10) and we obtain the lower bound in (4.7). Finally, by interchanging the roles of H(b ± ) and H + (b ± ), we get an analogous upper bound and the proof of Lemma 4.2 is complete.
Proof of Proposition 2.3 and Lemma 2.4. The assertions follow from Lemma 4.2 together with Proposition 3.1.
If we combine the estimates of Proposition 2.2, Corollary 3.3, and Lemma 4.2 we obtain the following simple bound that is useful to estimate error terms.
Corollary 4.3. There is a constant C Ω > 0 with the following property. Let φ ∈ C ∞ 0 be supported in a ball of radius l > 0 and let (2.4) be satisfied. Assume that b is a real constant independent of x.
Then for 0 < l ≤ C −1 Ω and 0 < h ≤ l the estimate
holds with a constant C > 0 depending only on d, C φ and ω.
Localization
In this section we construct the family of localization functions (φ u ) u∈R d and prove Proposition 2.1. The key idea is to choose the localization depending on the distance to the complement of Ω, see [Hör85, Theorem 17 Fix a real-valued function φ ∈ C ∞ 0 (R d ) with support in {|x| < 1} and φ 2 = 1. For u, x ∈ R d let J(x, u) be the Jacobian of the map u → (x − u)/l(u). We define
such that φ u is supported in {x : |x − u| < l(u)}. By definition, the function l(u) is smooth and satisfies 0 < l(u) ≤ 1/2 and ∇l ∞ ≤ 1/2. Therefore, according to [SS03] , the functions φ u satisfy (2.2) and (2.3) for all u ∈ R d . To prove the upper bound in Proposition 2.1, put
Obviously, γ ≥ 0 holds and in view of (2.3) also γ ≤ 1, hence, by a variant of the variational principle discussed in the appendix,
To prove the lower bound we use the IMS-formula.
Combining this identity with the partition of unity (2.3) yields
Using (2.2) and (2.3) one can show [SS03] , for every
We insert this into (5.1) and deduce
where Ω * = {u ∈ R d : suppφ u ∩ Ω = ∅}. For any u ∈ R, let ρ u be another parameter 0 < ρ u < 1 and estimate
We now claim that choosing ρ u proportional to h 2 l(u) −2 yields
To see this, let us write τ u = ρ u /(ρ u + Ch 2 l(u) −2 ) and note that τ u < 1 and
HereH is generated by the same quadratic form as H but with h replaced by √ τ u h. If 
With our choice of ρ u proportional to h 2 l(u) −2 we find that τ u is order one and (5.3) follows. If φ u ∈ C ∞ 0 we can argue similarly by using the lower bound in Proposition 2.2 and get
Finally, we insert (5.3) and (5.4) into (5.2) and arrive at
where U = {u ∈ R d : ∂Ω ∩ B u = ∅}. Thus the claim of Proposition 2.1 follows from (2.15) and (2.16).
Appendix A. A geometric lemma
In the proofs of Theorem 1.1 and Theorem 1.3 we used the following estimate.
Lemma A.1. For every domain Ω ⊂ R d with ∂Ω ∈ C 1 there is a constant C with the following property. For every 0 < l 0 ≤ 1 and u ∈ R d let l(u) be defined as in (2.1) by
Then for any relatively open N ⊂ ∂Ω the set
Proof. We split U * into two parts U * i = U * ∩ Ω and U * o = U * ∩ R d \ Ω and we prove the assertion separately for each of them. We begin with U * i . Note that for u ∈ Ω we have dist(u, R d \ Ω) = dist(u, ∂Ω). We first argue that there is a constant L l 0 such that
and such that l 0 /4 ≤ L l 0 ≤ l 0 / √ 3. To prove (A.1) let us consider the function
This function is continuously differentiable and satisfies
The fact that F l 0 is decreasing shows that the inequality dist(u, ∂Ω) < L l 0 implies F l 0 (dist(u, ∂Ω)) > 0, thus dist(u, ∂Ω) < l(u). Similarly, the inequality dist(u, ∂Ω) < l(u) implies dist(u, ∂Ω) < L l 0 . This proves (A.1).
Our next step is to fix an 0 < ǫ < 1 and to decompose
The second term on the right side can easily be bounded,
Here we wrote ∂Ω t = {u ∈ Ω : dist(u, ∂Ω) = t} and used the facts that σ(∂Ω t ) is uniformly bounded and that L l 0 ≤ l 0 / √ 3. After these steps we have reduced the lemma to proving that lim sup
with a constant C independent of ǫ. To do so we start from the representation
where U * t = {u ∈ Ω : dist(u, ∂Ω) = t ∧ dist(u, ∂Ω \ N ) > l(u)} , 0 ≤ t < (1 − ǫ)L l 0 . Recall that every u ∈ U * and, in particular, every u ∈ U * > satisfies dist(u, ∂Ω) < l(u). We now claim that for every 0 < ǫ < 1 and every 0 < l 0 ≤ 1 there is an r > 0 such that every u ∈ U * > satisfies l(u) > dist(u, ∂Ω) + r .
This follows again from the monotonicity and continuity of the function F l 0 . Indeed, we can set r = F l 0 ((1 − ǫ)L l 0 ). We consider the set To prove (A.4) let 0 < t < (1 − ǫ)L l 0 , x, y ∈ ∂Ω with |x − y| < r and u ∈ U * t with |x − u| = t. Then |y − u| ≤ |y − x| + |x − u| < r + dist(u, ∂Ω) < l(u) .
Since dist(u, ∂Ω \ N ) > l(u) by the definition of U * t , we infer that y ∈ N . This proves (A.4). To prove (A.5) we note thatÑ satisfies the following uniform interior ball condition. For each y ∈ ∂Ñ there is an open ball B ⊂ R d of radius r such that y ∈ ∂B and B ∩ ∂Ω ⊂Ñ . In order to prove (A.5) we introduce local coordinates similarly as in Section 4. In this way we are reduced to the situation whereÑ is a subset of R d−1 satisfying a uniform interior ball condition (with a possibly smaller radius). The claim (A.5) follows from Lemma A.2 below.
The definition ofÑ easily implies that This completes the proof of (A.2). For U * o we get an analoguous bound by following the same strategy. In this case the estimates are somewhat simpler since, for u ∈ R d \ Ω, we have l(u) ≡ 1 2 l 0 /(l 0 + 1) and this plays the role of L l 0 .
Lemma A.2. Let A ⊂ R n be bounded. Assume that there is ρ > 0 such that for each x ∈ ∂A there is a ball B ⊂ R n of radius ρ with x ∈ ∂B and B ⊂ A. Then |∂A| n = 0.
Proof. Let δ > 0 be a constant to be specified later and put l m = δρ5 −m for m ≥ 0. We denote by Q m the collection of open cubes of side length l m centered at points in (l m Z) n . Let C m be the collection of those cubes in Q m that intersect both A and R n \ A. Since A is bounded, ν m := #C m is finite. We claim that for all sufficiently small δ > 0 there is a constant M < 5 n such that for all m ≥ 1 ν m ≤ M ν m−1 .
(A.6) Deferring the proof of this bound for the moment we now explain why it implies the lemma. First, we iterate (A.6) to learn that ν m ≤ M m ν 0 . Thus, since ∂A ⊂ Q∈Cm Q for any m, we conclude that
This proves |∂A| n = 0 and we are left with showing (A.6).
To do so, we fix m ≥ 1 and an arbitrary cube Q ⊂ C m−1 . When passing from m − 1 to m, this cube is subdivided into 5 n cubes in Q m . We shall show that if δ > 0 is sufficently small then at least one of these cubes of side length l m does not belong to C m (i.e., does not intersect both A and R n \ A). This will imply (A.6) with M = 5 n − 1.
Consider the cube Q ′ ∈ Q m in the center of Q. If this cube does not belong to C m we are done. Thus, we may assume that Q ′ intersects both A and R n \ A. Because of our assumption on ∂A there is an open ball B of radius ρ such that B ⊂ A and ∂B ∩ Q ′ = ∅. We now make use of the following
Claim. There is a constant C n > 0 such that if B ⊂ R n is an open ball of radius r ≥ C n with B ∩ Q = ∅, where Q = (−1/2, 1/2) n , then γ + Q ⊂ B for some γ ∈ Z n with |γ| ∞ ≤ 2.
Indeed, one can take C n = max{ √ n, n/2}. The proof of this claim uses only elementary geometric facts and is omitted. By a rescaled version of the claim we infer that, under the assumption that ρ ≥ C n l m , there is a cube which is contained in B and whose center is at most an ∞-distance 2l m away from that of Q ′ . Since Q ′ lies in the center of Q this cube is also contained in Q. Moreover, since it is contained in B, it is also contained in A and, therefore, does not belong to C m .
Finally, we argue that for all δ > 0 small enough the assumption ρ ≥ C n l m is satisfied for all m ≥ 1. Indeed, this assumption is equivalent to 1 ≥ C n δ5 −m , which holds uniformly in m ≥ 1 provided we choose δ ≤ 5C −1 n . This completes the proof.
