Abstract. Let E/F be a quadratic extension of p-adic fields and U 2r+1 be the unitary group associated with E/F . We prove the following local converse theorem for U 2r+1 : given two irreducible generic supercuspidal representations π, π 0 of U 2r+1 with the same central character, if γ(s, π × τ, ψ) = γ(s, π 0 × τ, ψ) for all irreducible generic representation τ of GLn(E) and for all n with 1 ≤ n ≤ r, then π ∼ = π 0 . The proof depends on analysis of the local integrals which define local gamma factors and uses certain properties of partial Bessel functions developed by Cogdell-Shahidi-Tsai recently.
Introduction
Let E/F be a quadratic extension of p-adic local fields and U 2r+1 be a quasi-split unitary group of 2r + 1 variables, corresponding to E/F . In this paper, we prove the following Local Converse Theorem for U 2r+1 . Let π, π 0 be two irreducible generic supercuspidal representations of U 2r+1 with the same central character. If γ(s, π × τ, ψ) = γ(s, π 0 × τ, ψ) for all irreducible generic representation τ of GL n (E) and for all n with 1 ≤ n ≤ r, then π ∼ = π 0 .
When r = 1, the above theorem was proved in [Ba97] . In the above theorem, the local gamma factors are those defined from local functional equations of the local zeta integrals considered in [BAS] . To the author's understanding, it is still not known whether these local gamma factors are the same as those defined using Langlands-Shahidi method.
In [Jng] , D. Jiang proposed local converse conjectures for classical groups. Following the recent proof of Jacquet's local converse conjecture for GL [Ch, JLiu] , the local converse conjectures for many classical groups could be proved by considering the descent map from GL to the classical groups, for examples, see [JngS03] for the SO 2n+1 case and [ST, M] for the U(n, n) case. The Sp 2n case is announced in [JngS12] , although the proof is not published. To the author's knowledge, the irreducibility of the descent from GL to U 2r+1 is not considered in the literature and thus our result is new.
In [Zh2] , we proved local converse theorems for Sp 2r and U(r, r) based on pure local analysis of the integrals which define the local gamma factors. In particular, the proof of [Zh2] is independent of the recently proved local converse theorem for GL [Ch, JLiu] . The current paper is a sequel of [Zh2] . Here we use similar methods as in [Zh2] to give a proof of the above local converse theorem for U 2r+1 .
Our method of proof can give a "new" local converse theorem for GL 2r+1 as discussed below. Temporarily, let E/F be a quadratic extension of global fields, and U 2r+1 (E/F ) be the unitary group associated with E/F . Let A F (resp. A E ) the ring of adeles of F (resp. E). Let π be an irreducible generic cuspidal automorphic representation of U 2r+1 (A F ) and τ be an irreducible generic cuspidal automorphic representation of G n (A F ), where G n = Res E/F (GL n ). In [BAS] , Ben-Artzi and Soudry constructed a global zeta integral which represents the L-function of π × τ at unramified places. If v is an inert place of F , then E v /F v is a quadratic extension of local fields and the group U 2r+1 at such a place is a local unitary group associated with E v /F v . The local functional equation gives a local gamma factor γ(s, π v × τ v , ψ v ), which is the local gamma factor we used in the above local converse theorem for U 2r+1 , see §1 for more details.
If v is a place of F which splits over E, then
, and G n (F v ) = GL n (F v ) ⊕ GL n (F v ). At a split place v, π v is a generic irreducible representation of GL 2r+1 (F v ) and τ v is a pair of irreducible generic representations (τ 1,v , τ 2,v ) of GL n (F v ) ⊕ GL n (F v ). From the local functional equation of the local zeta integrals at a split place v, one can obtain a local gamma factor γ(s, π v × τ v , ψ v ). Our method of proof can give the following version of the local converse theorem for GL 2r+1 .
A "new" local converse theorem for GL 2r+1 . Let F be a p-adic field and π, π 0 be two irreducible supercuspidal generic representations of GL 2r+1 (F ) with the same central character. If γ(s, π × τ, ψ) = γ(s, π 0 × τ, ψ) for all pairs τ := (τ 1 , τ 2 ) of irreducible generic representations of GL n (F ) and for all 1 ≤ n ≤ r, then π ∼ = π 0 .
The above "new" local converse theorem is expected to be not new. In fact, for a pair of irreducible generic representations τ = (τ 1 , τ 2 ) of GL n (F ), it is expected that γ(s, π × τ, ψ) = γ(s, π × τ 1 , ψ)γ(s,π × τ 2 , ψ) up to a normalizing factor which only depends on τ 1 , τ 2 , where γ(s, π × τ i , ψ) is the standard local gamma factor for GL 2r+1 × GL n for i = 1, 2. If the expected property holds, the above "new" local converse theorem for GL 2r+1 in fact gives a new proof of Jacquet's local converse conjecture for GL 2r+1 , which was proved in [Ch] and [JLiu] recently. A consideration in the U(r, r) case would give a new proof of Jacquet's conjecture for GL 2r .
Since the similarities of these two situations, in our paper, we will only give details of the proof in the non-split case, i.e., U 2r+1 case, and leave the proof in the split case, i.e., the above "new" local converse theorem for GL 2r+1 to the reader.
As a byproduct of our proof, we can prove the stability of the local gamma factors for U 2r+1 :
Stability of the local gamma factors for U 2r+1 . Let π, π 0 be two irreducible generic supercupidal representations of U 2r+1 with the same central character. Then there exists an integer l = l(π, π 0 ) such that for any quasi-character χ of E × , with cond(χ) > l, we have
Stability of local gamma factors are proved in various settings. For example, in [CPSS08] , CogdellShahidi-Piatetski-Shapiro proved the stability of local gamma factors arising from Langlands Shahidi method for any quasi-split groups. Since it is still not known the local gamma factors arising from the local functional equation are the same as those local gamma factors arising from LanglandsShahidi method, our case is not covered by [CPSS08] . This paper is organized as follows. In §1, we review the definition of local gamma factors for U 2r+1 × Res E/F (GL n ) for n ≤ r. In §2, we review some background materials, including Howe vectors and Cogdell-Shahidi-Tsai's theory on partial Bessel functions, and then give an outline of our proof of the local converse theorem for U 2r+1 . After some preparations in §3, the local converse theorem for U 2r+1 is proved in §4. We then prove the stability of the local gamma factors in §5.
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Notation
Most of our notations follow from [BAS] . Let F be a p-adic field and E/F be a quadratic extension. Denote by o E (resp. o F ) the ring of integers of E (resp. F ), by p E (resp. p F ) the maximal ideal of o E (resp. o F ). Let ̟ E (resp. ̟ F ) a fixed uniformizer of E (resp. F ). Let q E = |o E /p E | and q F = |o F /p F |.
Denote by z →z, z ∈ E the nontrivial Galois action in Gal(E/F ). Then we can define the trace and norm by tr E/F (z) = z +z and Nm E/F (z) = zz for z ∈ E. Denote E 1 the norm 1 elements of
where GL k is viewed as an algebraic group over E. Thus G k is an algebraic group over F and G k (F ) = GL k (E).
For a positive integer k, denote
For k = 2n even, we denote by Q 2n = M 2n ⋉ V 2n the Siegel type parabolic subgroup of U k , where
Here a * is determined by a such that m(a) ∈ U 2n . One can check that a * = J n tā−1 J n . Let N 2n be the upper triangular unipotent subgroup of U 2n . Denote w n = I n I n ∈ U 2n .
In this paper, we will mainly concern U k when k is odd, i.e., k = 2r + 1 for a positive integer r.
be the upper triangular Borel subgroup with maximal torus A k and maximal unipotent N k . The center of U 2r+1 is consisting elements of the form diag(z, z, . . . , z, z), z ∈ E 1 . We will identify E 1 with the center of U 2r+1 via the map z → diag(z, z, . . . , z, z). A typical element t ∈ A 2r+1 has the form
where t = zdiag(a 1 , . . . , a r , 1,ā
which is the set of simple roots of U 2r+1 . For a root β, denote by U β the root space of β and we fix an isomorphism x β : F → U β , where F = E or F , which depends on the root β.
Throughout the paper, we will focus on the group U 2r+1 for a fixed positive integer r and consider its various subgroups. If r is understood, we will drop the subscript r from the notation. For example, the letter A will be used to denote the maximal diagonal torus of U 2r+1 and N will be used to denote the upper triangular maximal unipotent subgroup of U 2r+1 if r is understood.
For n ≤ r, we consider the embedding
From this embedding, we will identify U 2n as a subgroup of U 2r+1 without further notice. Thus the element w n ∈ U 2n can be viewed as an element of U 2r+1 for n ≤ r. For X ∈ G r , following [BAS] , we denote
For n ≤ r, denote w n,r−n = I n I r−n ∧ . Note that w −1 n,r−n = w r−n,n . Denotẽ
For n ≤ r, denote by P n the parabolic subgroup of U 2r+1 with Levi subgroup
Here E 1 is still identified with the center of U 2r+1 .
1. The local gamma factors for U 2r+1
We fix a non-trivial additive character ψ 0 of F and put ψ = ψ 0 • tr E/F . Note that ψ(z) = ψ(z) for z ∈ E.
1.1. Induced representation of U 2n . Following [BAS] , we denote by Z n the upper triangular unipotent subgroup of G n (F ) = GL n (E). We consider the character ψ Zn of Z n by
Zn -generic representation of GL n (E). We fix a nonzero Whittaker functional λ ∈ Hom Zn (τ, ψ −1 Zn ). Note that M n ∼ = GL n (E). Given a complex number s ∈ C, we consider the induced representation I(s, τ ) = Ind
. Thus the space of I(s, τ ) is consisting of all smooth functions f s :
For f s ∈ I(s, τ ), we consider the C-valued function
From the quasi-invariance property of f s , we have
It is well-known that M (s, τ ) is well-defined for Re(s) >> 0 and can be meromorphically continued to the whole C-plane.
1.2. The local gamma factor. Recall that N is the upper triangular unipotent subgroup of U 2r+1 . Consider the generic character ψ N of N defined by
Let π be an irreducible ψ U -generic representation of U 2r+1 . Denote by W(π, ψ N ) its Whittaker model. Let n ≤ r be a positive integer and τ be an irreducible ψ
−1
Zn -generic representation of GL n (E). For W ∈ W(π, ψ N ) and ξ s ∈ V (s, τ, ψ −1 ), we consider the following local zeta integral
Recall that N 2n denotes the upper triangular unipotent subgroup of U 2n . The above local zeta integrals were studied in [BAS] , where it was proved that the above integral is absolutely convergent for Re(s) >> 0, is nonzero for certain choices of W, ξ s , defines a rational function of q −s E , and computes
L(2s,Asai,τ ) if every data is unramified. Remark: Some special cases of the above integrals were considered earlier in [GPS, Ba97] when n = r = 1, and in [Ta] when n = r ≥ 1.
Proof. If n = r = 1, this is proved in [Ba97, Corollary 4.8] . The general case in fact follows from the uniqueness of Bessel models for U 2r+1 , which is proved in [GGP, AGRS] . Since we could not find appropriate reference, we provide some details here. We fix n, r with n ≤ r. Temporarily, we denote P (X) = M (X)N (X) the parabolic subgroup of U 2r+1 with Levi subgroup
and unipotent subgroup N (X). Here the notation X is nothing but just an index symbol. Denote by U X the upper triangular unipotent subgroup of GL r−n (E), which is embedded into M (X) in the natural way. Denote by ψ X the character on U X defined by
We also consider the character ψ
Temporarily, we denote by H the following subgroup of U 2r+1 :
Recall that we always identify U 2n with a subgroup of U 2r+1 and with this identification, U X · U 2n is a subgroup of M (X). In matrix form, we have
One important property for the character ψ
, where U X and U 2n are viewed as subgroup of U 2r+1 in the usual way. From this fact, we can extend ψ ′ X to a character of H. In particular, for an irreducible representation σ of U 2n , there is a representation
The pair (H, λ X ⊗ σ) is called a Bessel data of U 2n+1 . Given an irreducible smooth representation π of U 2r+1 and an irreducible smooth representation σ of U 2n , one has
by the main theorem of [AGRS] (which deals with the equal rank case, i.e., when n = r) and [GGP, Theorem 15 .1] (which deduce the general case from the equal rank case). A nonzero element in Hom H (π, ψ X ⊗ σ) defines an embedding π ֒→ Ind U2r+1 H (λ X ⊗ σ), which is called the Bessel model of π associated with the data λ X ⊗ σ.
We now go back to the proof of our proposition. Denote by π j the representation of U 2r+1 defined by π j (g) = π(w n,r−j gw −1 n,r−n ). It is routine (but tedious) to check that both of the bilinear forms
Here we identified the representation π j with its Whittaker model. Since the induced representation I(s, τ ) is irreducible outside a finite number of q s F , we get dim Hom H (π j , λ X ⊗ I(s, τ )) ≤ 1 outside a finite number of q s F by the uniqueness of Bessel models. This gives us the local functional equation and the existence of local gamma factors.
Remark: It is expected that the above local gamma factor is the same as the local gamma factor defined from Langlands-Shahidi method up to a normalizing factor. Kaplan addressed this question for some other classical groups in [Ka] , but unfortunately the unitary group case is not included in [Ka] .
Howe vectors and Partial Bessel functions
In this section, we collected some results on Howe vectors and the associated partial Bessel functions we will need for the proof of the local converse theorem. The exposition here is quite similar to [Zh2, §2] , and we refer the reader to [Zh2, §2] for more details.
In the following, we will fix a positive integer r and consider the group G = U 2r+1 . Recall that we have identified E 1 with the center of G. Let ω be a character of E 1 and let C ∞ c (G, ω) be the space of compactly supported smooth functions f on G such that f (zg) = ω(z)f (g) for all z ∈ E 1 . Note that if π is a an irreducible supercuspidal representation of G with central character ω, then the space M(π) of matrix coefficients of π is a subspace of C ∞ c (G, ω). Recall that B = AN is the upper triangular Borel subgroup with torus A and maximal unipotent subgroup N . Let ψ be an unramified non-trivial character of E and let ψ U be the corresponding generic character of N . Denote by
Howe vectors. Let m be a positive integer and K
Let ψ be a nontrivial unramified character of E as above. We can define a character
One can check that τ m is indeed a character. Define a character
Let ω be a character of E 1 . Given a function W ∈ C ∞ (G, ψ N , ω) with W (I 2r+1 ) = 1 and a positive integer m > 0, we consider the function W m on G defined by
Let C = C(W ) be an integer such that W is fixed by K G C on the right side. Following [Ba95, Ba97] , a function W m with m ≥ C is called a Howe vector.
Lemma 2.1. We have
The proof of the above lemma in similar situations can be found in [Ba95, Lemma 3.2] or [Ba97, Lemma 5.2]. The same proof applied in our case.
By Lemma 2.2(2), for m ≥ C, the function W m satisfies the relation
Due to this relation, we also call W m a partial Bessel function.
Proof. The proof is the same as in some other cases considered by Baruch, see [Ba95, Lemma 6.2.9] and [Ba97, Lemma 5.4 ]. We give some details here. Given x ∈ p −m E , we have the relation
Since x αi (x) ∈ N m , and ψ m (x αi (x)) = ψ(x), by Eq.(2.1) we get
Thus if W m (t) = 0, we have ψ((α i (t) − 1)x) = 1 for all x ∈ p −m E . Since ψ is unramified, we have
Corollary 2.3. Let t = zdiag(a 1 , a 2 , . . . , a r , 1,ā −1 r , . . . ,ā −1 1 ) ∈ A with z ∈ E 1 , a i ∈ E × , 1 ≤ i ≤ r, and m ≥ C, then we have 
This concludes the proof.
Note that the above integral is well-defined since N g is closed in G and f has compact support in G. In fact we have W f ∈ C ∞ (G, ψ U , ω). We assume that there exists a function f ∈ C ∞ c (G, ω) such that W f (I 2r+1 ) = 1. For sufficiently large m, we consider the corresponding partial Bessel function
2.2. Weyl group. Let W = W(G) be the Weyl group of G = U 2r+1 . Denote by 1 the unit element in W. For w ∈ W, denote C(w) = BwB. The Bruhat order on W is defined as follows. Given w 1 , w 2 ∈ W, then w 1 ≤ w 2 if and only if C(w 1 ) ⊂ C(w 2 ). For w ∈ W, we denote Ω w = w ′ ≥w C(w ′ ). Then C(w) is closed in Ω w and Ω w is open in G. Let B(G) be the subset of W which support Bessel functions, i.e., w ∈ B(G) if and only if for every simple root α ∈ ∆, if wα > 0, then wα is also simple. Let w ℓ = J 2r+1 ∈ G, which represents the longest Weyl element of G. It is well-known that w ∈ B(G) if and only if w ℓ w is the longest Weyl element of the Levi subgroup of a standard parabolic subgroup of G. For w ∈ B(G), let P w = M w N w be the corresponding parabolic subgroup such that w ℓ w = w
Mw ℓ
, where M w is the Levi subgroup of P w and w Mw ℓ is the longest Weyl element of M w . Let θ w be the subset of ∆ which consists all simple roots in M w . Then we have the relation
The assignment w → θ w is a bijection between B(G) and subsets of ∆. Moreover, it is known that the assignment w → θ w is order-reversing, i.e., w ′ ≤ w if and only if θ w ⊂ θ w ′ , see [CPSS05, Proposition 2.11] . For example, we have θ w ℓ = ∅ and θ 1 = ∆.
Given a subset θ ⊂ ∆, we will write the corresponding Weyl element in B(G) by w θ .
Lemma 2.4. For every n with 1 ≤ n ≤ r, we havew n = w ∆−{αn} .
Proof. We have
which is the longest Weyl element in the Levi subgroup
Thus θw n = ∆ − {α n } .
Given w, w ′ ∈ B(G) with w > w ′ , define (following Jacquet [J] )
The number d B (w, w ′ ) is called the Bessel distance of w, w ′ . By [CPSS05, Proposition 2.1] and Lemma 2.4, the set of elements in B(G) which has Bessel distance 1 with the element 1 ∈ B(G) are {w n , 1 ≤ n ≤ r}, i.e., (2.3) {w|d B (w, 1) = 1} = {w n |1 ≤ n ≤ r} .
For w, w ′ ∈ W with w < w ′ , we denote by [w,
Lemma 2.5. Given an integer n with 1 ≤ n ≤ r. The set w ∈ W with C(w) ⊂ P nwn P n is a closed Bruhat interval [w min , w max ] with w min =w n and w max = w Ln ℓw n , wherew
The proof is the same as the proof of [Zh2, Lemma 2.5] and we omit the details here.
2.3. Cogdell-Shahidi-Tsai's theory on partial Bessel functions. In this subsection, we review certain basic properties of partial Bessel functions developed by Cogdell-Shahidi-Tsai recently in [CST] .
For w ∈ B(G), we denote A w = {a ∈ A|α(a) = 1 for all α ∈ θ w } .
The set A w is in fact the center of M w .
Theorem 2.6 (Cogdell-Shahidi-Tsai). Let ω be a character of E 1 .
(1) Let w ∈ W, m > 0 and f ∈ C ∞ c (Ω w , ω). Suppose B m (aw, f ) = 0 for all a ∈ A w . Then there exists f 0 ∈ C ∞ c (Ω w − C(w), ω) which only depends on f , such that for sufficiently large m depending only on f , we have B m (g, f ) = B m (g, f 0 ) for all g ∈ G.
(2) Let w ∈ B(G). Let Ω w,0 and Ω w,1 be N × N and A-invariant open sets of Ω w such that Ω w,0 ⊂ Ω w,1 and Ω w,1 − Ω w,0 is a union of Bruhat cells C(w ′ ) such that w ′ does not support a Bessel function, i.e., w ′ / ∈ B(G). Then for any f 1 ∈ C ∞ c (Ω w,1 , ω) there exists f 0 ∈ C ∞ c (Ω w,0 , ω) such that for all sufficiently large m depending only on f 1 , we have
Proof. Part (1) is [CST, Lemma 5 .13] and part (2) is [CST, Lemma 5.14] . Note that although the results in [CST] were proved in a different setting, their proof is in fact general enough to include our case.
Corollary 2.7. Let f, f 0 ∈ C ∞ c (G, ω) with W f (I 2r+1 ) = W f0 (I 2r+1 ) = 1. Then there exist functions fw i ∈ C ∞ c (Ωw i , ω) for all i with 1 ≤ i ≤ r such that for sufficiently large m (depending only on f, f 0 ) we have
This is the analogue of [CST, Proposition 5.3 ]. The proof is quite similar to the proof of [CST, Proposition 5.3] and is almost identical with the proof of [Zh2, Corollary 2.7] . Because of its importance, we repeat the argument in the following. 
See Eq.(2.3) for the last equality. By Theorem 2.6(2), there exists a function f
. Using a partition of unity argument as in [J] and [CST, Proposition 5 .3], there exist functions
for all g ∈ G and sufficiently large m (depending only on f and f 0 ).
2.4.
The local converse theorem. We now state the main theorem of this paper.
Theorem 2.8. Let π, π 0 be two irreducible generic supercuspidal representations of U 2r+1 with the same central character ω. If γ(s, π × τ, ψ) = γ(s, π 0 × τ, ψ) for all irreducible generic representations τ of G n = GL n (E) and for all n with 1 ≤ n ≤ r, then π ∼ = π 0 .
Remarks: 1, The gamma factors we used are the gamma factors defined by the local functional equation in Proposition 1.1. It is expected that these gamma factors are the same as the local gamma factors defined by Langlands-Shahidi method. In particular, the local gamma factors should satisfies multiplicativity properties. If this is true, one only need to use the local gamma factors of U 2r+1 twist by irreducible supercuspidal representations of GL n (E) for 1 ≤ n ≤ r. 2, Note that there is only a single orbit of generic characters of N under the torus A action. Thus if π is generic with respect to a given nontrivial additive character ψ of E, then it is generic with respect to any nontrivial additive character of E. Thus we can assume the additive character ψ is unramified.
In the rest of this subsection, we outline our proof of the above theorem. We fix two irreducible generic supercuspidal representations π, π 0 of U 2r+1 . We denote by C(0) the condition that π and π 0 have the same central character (say ω). For a positive integer n with 1 ≤ n ≤ r, we define the condition C(n) for π, π 0 inductively: the condition C(n − 1) and
for all irreducible generic representations τ of GL n (E).
Since the representation π is supercuspidal, we have M(π) ⊂ C ∞ c (G, ω), where ω is the central character of π as usual. We can consider the linear functional
Since π is ψ N -generic, the above linear functional is nonzero. Thus we can take f ∈ M(π) such that W f (I 2r+1 ) = 1. Note that for f ∈ M(π), we actually have W f ∈ W(π, ψ N ). Recall that we have defined the partial Bessel function B m (g, f ) :
The partial Bessel function B m ( , f ) is also in the Whittaker model W(π, ψ N ).
. By Corollary 2.7, we have the expansion
for sufficiently large m.
In §4, by induction, we will show that the condition C(n) implies that
for some fw i ∈ C ∞ c (Ωw i , ω). Thus the condition C(r) implies that B m (g, f ) = B m (g, f 0 ) for all g ∈ G and sufficiently large m. This implies that π ∼ = π 0 by the uniqueness of Whittaker models and the irreducibility of π, π 0 .
Preparations of the proof
We fix an unramified additive character ψ of E.
3.1. Sections of induced representations. Let n be a positive integer with 1 ≤ n ≤ r. Denote by V 2n the opposite of V 2n , i.e.,
Let i be positive integer and H i be the subgroup of U 2r+1 defined in §2.1. Denote
Zn -generic representation of G n . For v ∈ V τ , we consider the
otherwise. The proof is similar, and in fact easier than the proof in the Sp 2n case, which is given in [Zh2, Lemma 3.2] .
As in §1.1, we fix a nonzero ψ
−1
Zn -Whittaker functional λ of τ and consider the C-valued function ξ
Here W v (a) = λ(τ (a)v) is the Whittaker function of τ associated with v.
We then considerξ
The proof is the same as in the Sp 2n -case, see [Zh2, Lemma 3.3] . Sinceξ 
3.2.
A result of Jacquet-Shalika. Proposition 3.3. Let W ′ be a smooth function on GL n (E) which satisfies W ′ (ug) = ψ Zn (u)W ′ (g) for all u ∈ Z n , g ∈ GL n (E), and for each integer k, the set g ∈ GL n (E)|W
is compact modulo Z n . Assume, for all irreducible generic representation τ of GL n (E) and all Whittaker functions W ∈ W(τ, ψ
This is a consequence of [JS, Lemma 3.2] . See [Chen, Corollary 2 .1] for a proof of the current form of the above proposition.
Proof of the local converse theorem
Let ψ be an unramified additive character of E and let π, π 0 be two irreducible supercuspidal ψ N -generic representations of U 2r+1 with the same central character
The main result of this section is the following Theorem 4.1. Given an integer n with 0 ≤ n ≤ r. Then condition C(n) implies that there exist
for all g ∈ G and all sufficiently large m depending only on f, f 0 .
If we take n = r in Theorem 4.1, we see that C(r) implies
for all g ∈ G and m large. Thus we get π ∼ = π 0 by the uniqueness of Whittaker models and the irreducibility of π, π 0 .
The idea of the proof of Theorem 4.1 is the same as in the Sp 2r case considered in [Zh2, Proposition 4.1]. The only difference is that the local zeta integrals for U 2r+1 and Sp 2r are different.
We will prove Theorem 4.1 by induction. Note that the base case when n = 0 is proved in Corollary 2.7. We assume the following Inductive Hypothesis: Let n be a positive integer with 1 ≤ n ≤ r. We assume that the condition C(n − 1) implies that there exist functions
Recall that P n is the standard parabolic subgroup of G with Levi L n . The simple roots in L n is the set {α 1 , . . . , α n−1 }. Denote
By [Ca, p. 12] , the product map
Let m be a positive integer, we have defined N m in §2.1. For a ∈ GL n (E), denote by t n (a) the element
Lemma 4.2.
(1) We have
for large enough m depending only on f, f 0 . (2) We have P nwn P n ∩ Ωw i = ∅ for i ≥ n + 1. In particular, we have B m (g, fw i ) = 0, for all g ∈ P nwn P n and i ≥ n + 1, and thus
for sufficiently large m depending only on f, f 0 . (3) Let fw n ∈ C ∞ c (Ωw n , ω) be as in the inductive hypothesis. For sufficiently large m depending only on fw n (and hence only on f, f 0 ), we have
Proof. The proof of this lemma is the same as the proof of [Zh2, Lemma 4.3] . For later use, we will repeat the proof of (2) here.
Suppose that P nwn P n ∩ Ωw i = ∅ for some i ≥ n + 1. Then there exists a w ∈ W such that C(w) ⊂ P nwn P n ∩ Ωw i . By Lemma 2.5, we have w max = w Ln ℓw n ≥ w ≥w i . A matrix calculation shows that
which is the long Weyl element of the Levi subgroup M max ∼ = G n 1 × U 2r−2n+1 . Thus w max ∈ B(G). From the matrix form of w ℓ w max , we can also read that
On the other hand, we have θw i = ∆ − {α i }. Thus for i ≥ n + 1, we cannot have θ wmax ⊂ θw i . Since the map w → θ w is order-reversing, we cannot have w max ≥w i . Contradiction. This proves (2). Proposition 4.3. Under the inductive hypothesis, the condition C(n) implies that B m (t n (a)w n , fw n ) = 0, for all a ∈ GL n (E) and sufficiently large m depending only on f, f 0 .
In the following proof, we will write j(g) = w n,r−n gw −1 n,r−n for g ∈ G. Then we havew n = j(w n ) and
Recall that we have identified U 2n as a subgroup of G = U 2r+1 and thus w n ∈ U 2n can be viewed as an element in G. For an a ∈ GL n (E), the element m(a) = diag(a, a * ) is identified with
Proof. Let m be sufficiently large integer such that the inductive hypothesis and Lemma 4.2 hold. Let (τ, V τ ) be an irreducible generic representation of G n = GL n (E) and let v ∈ V τ . Consider the open compact subset V 2n,m of V 2n defined by V 2n,m = {u(y) : j(u(y)) ∈ H m }. Recall that we have identified U 2n as a subgroup of U 2r+1 and thus it makes sense to talk j(u(y)).
Let i be an integer with i ≥ max {m, i 0 (v), I(V 2n,m , v)}. Then we can consider the section ξ
By Eq.(3.1), we have
Forū ∈ V 2n,i , we have j(ū) ∈ H i . Thus by Eq.(2.1), we have
One can check that
is of the form X ∧ with X ∈ GL r (E). Thus by Lemma 4.2 (1), we have
Thus we get 1−s ). Since V 2n M 2n w n V 2n is dense in U 2n , we will replace
There is a similar expression for Ψ(W =t n (a)w n j(û(xa))j(u(y)),
where (xa) ′ is uniquely determined by xa such thatû(xa) ∈ U 2r+1 . We have
From the description of P nwn P n , we see that t n (a)w n j(û(xa))j(u(y)) ∈ P nwn P n . By Lemma 4.2(2), we get
By the above discussion and Eq.(4.2), we have
where in the last step, we changed variable
by Lemma 4.2(3). On the other hand, if j(û(x))j(u(y)) ∈ D m , we have
by Eq.(2.1). On the other hand, for j(û(x))j(u(y)) ∈ D m , we have u(y) ∈ V 2n,m . By our choice of i and Eq.(3.2), we havẽ
Note that this equation holds for any irreducible generic representation (τ, V τ ) and any vector v ∈ V τ . Thus we get B m (t n (a)w n , fw n ) = 0 by Lemma 4.2(4) and Proposition 3.3. This concludes the proof. Now we can finish the proof of Theorem 4.1 and hence the proof of our main theorem, Theorem 2.8.
Proof of Theorem 4.1. Let w max = w Ln ℓw n be as in the proof of Lemma 4.2. We can check that
Thus any element a ∈ A wmax has the form zt n (a 0 ) with z ∈ E 1 and a 0 = diag(a 1 , . . . , a n ) ∈ GL n (E). By Proposition 4.3, we have
For any w ∈ B(G) withw n ≤ w ≤ w max , we can write w = w ′w n for a Weyl element w ′ of the Levi L n , which has a representative of the form t n (b ′ ) with b ′ ∈ GL n . Since w ≤ w max , we can check that A w ⊂ A wmax . Thus an element a ∈ A w is also of the form t n (a 0 ) for certain torus element in GL n (E). Following a similar argument as above, Proposition 4.3 implies that Eq.(4.4) and Theorem 2.6 imply that there exists a function f
for all g ∈ G and sufficiently large m (which depends on fw n and thus can be chosen so that it only depends on f, f 0 ).
We now classify the set {w ∈ B(G)|w > w max , d B (w, w max ) = 1}. From the proof of Lemma 4.2, we see that θ wmax = {α i |n + 1 ≤ i ≤ r} .
Note that the bijection w → θ w from B(G) to the subsets of ∆ is order reversing. Thus if w > w max and d B (w, w max ) = 1, there exists an i with n + 1 ≤ i ≤ r such that θ w = θ max − {α i }. Denote
By a partition of unity argument, there exists
Thus we have
. Now Eq.(4.5) and the inductive hypothesis imply that
This finishes the proof of Theorem 4.1 and hence the proof of Theorem 2.8.
Stability of the local gamma factors for
Using our technique of the proof of the local converse theorem, we can prove the stability of the local gamma factors for U 2r+1 × Res E/F (GL 1 ):
Theorem 5.1. Let π, π 0 be two irreducible supercuspidal generic representation of U 2r+1 with the same central character ω. Then there exists an integer l = l(π, π 0 ) such that for any quasi-character χ of E × with cond(χ) > l, we have γ(s, π × χ, ψ) = γ(s, π 0 × χ, ψ).
Here the local gamma factors are defined from the local functional equation as in Proposition 1.1. Remark: Stability results of local gamma factors were proved in many different settings. For example, for a quasi-split classical group G, the stability of the local gamma factors for G × GL 1 arising from Langlands-Shahidi method is proved in [CPSS08] ; in [CST] , the authors proved the stability of the exterior square local gamma factors for GL arising from Langlands-Shahidi method. Since it is not known that the local gamma factors defined in Proposition 1.1 coincide with the local gamma factors arising from Langlands-Shahidi method, our stability result cannot be covered by the known cases.
For simplicity, in this section we write j(g) = w 1,r−1 gw −1 1,r−1 as in the proof of Proposition 4.3 (for n = 1).
Before we go to the proof of Theorem 5.1, we consider the following Lemma 5.2. Let ψ be an unramified additive character of E. Let W ∈ C ∞ (G, ψ N , ω) with W (I 2r+1 ) = 1. Let C be a constant such that W is right invariant under K G C . For m ≥ C, a ∈ E and x = t (x 1 , x 2 , . . . , x r−1 ) ∈ Mat (r−1)×1 (E), we have
Proof. This follows from a standard argument regarding "root killing". We omit the details, see [Zh1, Lemma 2.6 ] for a proof in a similar situation.
Proof of Theorem 5.1. Take f ∈ M(π), f 0 ∈ M(π 0 ) such that W f (I 2r+1 ) = W f0 (I 2r+1 ) = 1. Since π, π 0 have the same central character ω, by Corollary 2.7, there exist functions fw i ∈ C In the above expression m depends on cond(χ). To prove the stability, we will show that in the Eq.(5.6), the integer m can be replaced by k, which only depends on f, f 0 , and thus only depends on π, π 0 . Since m ≥ k, by Lemma 2.1(3), we have Note that we have t 1 (a)w 1 u + = u + t 1 (a)w 1 . Thus
Remark: We expect the method developed in [CST] can give a proof of the stability for the local gamma factors of U 2r+1 × Res E/F (GL n ) for general n, i.e., for given irreducible generic representations π 1 , π 2 of U 2r+1 with the same central character, and irreducible generic representation τ of GL n (E), there exists an integer l = l(π 1 , π 2 , τ ) such that for any quasi-character χ of E × with cond(χ) > l, then γ(s, π 1 × (χ ⊗ τ ), ψ) = γ(s, π 1 × (χ ⊗ τ ), ψ).
In general, let G be a classical group over a p-adic field F . The local gamma factors for generic representations of G × GL n (F ) can be defined, either using Langlands-Shahidi method or using integral representation method. One expects stability for such local gamma factors. But to the author's knowledge, this kind stability (when n > 1) was solved only for G = GL m in [JS] , and is still open for any other classical group G.
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