When the system is with DG (distributed generation), Power 
Introduction
In modern society, the deficiency of centralized power increasingly exposed such as electricity crisis, energy crisis and large-scale power outage. These problems show electric power system with a single power supply cannot meet the requirement of system and users as the requirement of power supply quality and reliability is increasing day by day. It's main operation mode is large scale power grids, a lot of generating set and high voltage, etc. In this environment, Distributed generation technology arised. Many and various types of DGs connect to different power network. This has become an important direction of the electric power industry development in the future [1] .But the DG connected to power network may produce influence in many aspects. Different position and capacity may produce the change of stability, economy, electric power loss and reliability. In the development of future electric power industry, optimal configuration of DG included positions and capacity to connect becomes particularly important.
The optimization problems of DG in distribution network due to the different types of decision variables are divided into two categories, namely: 1) Single planning approaches; 2) Integrated and coordinated planning approaches. The former is to optimize capacity and locations of DGs in the situation which feeder substation configuration and system is unchanged. The latter is a planning in the whole distribution network for the coordination and optimization, there are many types of decision variables, so the latter is the whole planning targeted at distribution stations and substations, distributed power, or feeder, etc. The related research: Literature [2] proposes a multi-objective optimization algorithm of Pareto
Research and Analysis of TSPSO Algorithm
The problem of power system with distributed power supply network involved in the optimization is a large complex optimization problem, so the requirement of solving this type of problems seems relatively high, not only the convergence accuracy is required high, but also requires the convergence faster.
Research of TSPSO algorithm
In this study, combine with the advantages and disadvantages of various algorithms, selection algorithm based on particle swarm optimization using tabu search mechanism to improve the initially algorithm, so that achieve complementary advantages, improve the algorithm optimization ability, accelerate the convergence speed of improved intelligent optimization algorithms, then validate and analyze, and ultimately its application to practical problems which guide the selection of optimal solutions.
Find the optimal solution, the particles used to update the velocity and position of the formula is as follows:
Where, v k is the particle flying velocity vector, x k is current particle position, pbest k the position of the particle current optimal solution, gbest k is the current optimal position of the whole population, c0, c1, c2 are cognitive factors.
Added in distributed network, the number, positions and size of distributed generations are discrete values. Therefore, the proposed method requires the ability to solve discrete optimization problems has a strong advantage, and PSO in solving issues such as discontinuous, nondifferentiable, nonlinear combinatorial optimization problems shows outstanding advantages, so this article selected PSO algorithm. However, PSO is also flawed, for example: local optimum conditions and prone to premature phenomenon, in this paper introduces a new mechanism for particle swarm algorithm to solve this problem.
Tabu search (TS) algorithm has the following advantages: a strong "climbing" capability, the search process appears acceptable inferior solutions, and it could jump out of local The steps of TSPSO algorithm as follows:
1. Initialization of the parameter data, etc. Setting the initial population size G, tabu list length L, the maximum number of iterations I max , and the control parameter c0, the upper and lower limits of c1, c2.
2. Randomly generate a set of solutions, calculate the objective function value. Determine the optimal solution of the population G best , and sends the value to tabu objects, term is L. Set the current position of each particle is the current optimal solution P best , set the initial number of iterations Iter = 1.
3. Use equations (1) and (2) to update the position and velocity of particles.
4. Check whether the position of the particle banned, and if so, recalculate the flight speed and position of the particle; if not, continue to the next process.
5.
Computing the individual objective function value obtained, and comparing it to f ibest which is the corresponding target value of P i , after that we determine the global optimal solution.
6. Determine whether the number of iterations has been reached maximum Imax, if has been reached, then the optimum output groups G best ; if it is not reached, then set, go to step 3.
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Analysis of TSPSO algorithm test results
The present study may use 5 typical characteristics of test simulation function judgment and analytical improvements to the TSPSO algorithm. And then test results with standard comparison of particle swarm optimization, genetic algorithm, the algorithm is used to validate the rationality, effectiveness, as well as good optimization skills.
The algorithm to select test function:
2. Rosenbrock function: 
Spherical function f 1 is a unimodal functions of spherical model, you can use it to verify the characteristics of local optimization algorithm, the global minimum point is
. Rosenbrock function f 2 is a quadratic function of morbid, and characteristics of the function is difficult to minimize. Although it is easier to discover the minimum point of the area, but it is still difficult to do global converge to minimum point. The global minimum point of f 3 is x i =0(i=1,2,…n), and the function has a number of local minima hugged. Rastrigin function f 4 is x i =0(i=1,2,…n), and it can achieve the global minimum of multimodal function.
Operations process simulation tests conducted to obtain space dimensionality: D=30, Number groups: N=20, Maximum number of iterations: Imax=2000, set the random number test to 100. Finally, the optimumt results obtained with conventional standard algorithm for the comparative analysis, the results shown in Table 1 . The results in Table 1 show that iteration of the same number, as well as the same search space area: For function f 1 , PSO algorithm optimization ability and convergence results better than GA algorithm, and the performance of TSPSO algorithm presented is strong on PSO algorithm. Performance comparison of f 2 , GA and PSO algorithm for function is similar. Global Optimization has a big gap, TSPSO algorithm with respect to GA and standard PSO algorithm and its accuracy has been improving, rather approximate global optimal value. Through the comparison of optimization results we can see performance is considerably improved optimization algorithm, mainly because of the disadvantages of improved tabu search algorithm, that is relatively dependent initial solution, combined with excellent climbing ability of the algorithm so that it can eventually obtain results very close to the global optimal solutions of optimization. Figure 3 show the improved algorithm can get the solution to converge to the optimal solution, higher accuracy. Especially for Rosenbrock function, the advantages of the improved algorithm is more outstanding. Schaffer function f 5 is a multimodal function. The function characterized by strong shocks, making it difficult for traditional algorithms search for optimal solutions. So for this particular situation, we thought when seeks once the optimal solution is smaller than -0.9999, then determines as the success, we are here to determine the merits of the standard algorithm for the 100 randomized experiments to search for the number of successes. Evolving algebra the maximum value are the 200, 300, and 500. Table 2 is the standard particle swarm optimization, genetic algorithm, and improvement algorithm computed result. As shown in Table 2 , TSPSO algorithms for search in the number is far greater than a set of particle swarm optimization algorithm and genetic algorithm, and when a sufficiently large number of iterations later, searches can be almost achieving a success rate of 100%.
Simulation results show that presented an improved optimization algorithm, made up for the original typical PSO algorithm for searching for local optimal solutions that are power is relatively weak and prone to premature maturation of disadvantages, a tabu search algorithm for strong "mountain climbing" capacity, speed up the convergence timeand the effectiveness of converged solution, to achieve a combination of complementary advantages.
Distributed Generations Allocation

Mathematical model
The objective function:
Distributed generations are connected into the distribution network which will cause the power flow to be changed, generally the power flow in branches can be reduced, so network loss will reduce. However, if the distributed power capacity is too high, the network is easy to increase the loss. Considering the importance of the power loss, in this paper we select it as the objective function as follows:
Where, P Loss is the power loss value, G k (i, j) is the conductivity in the line ij, i
 is the voltage phase angle at node i, U i and U j are the voltage at the node i and node j respectively, N is the total number of branches. (10) Where, U and P l are the voltage value of each node and active power vector value, P DG is the rated capacity of distributed power, P s and P smax are the actual power and the maximum power value and the upper limit of power in the system, I scL and I scLmax are maximum shortcircuit current value and the upper limit of breaking current.
The constraints of the model a) Equality constraints:
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Numerical example of power system with distributed power network
The selection of model parameters:
The proposed method is applied to the IEEE-33 node system, and verified by simulation using MATLAB 7.6. IEEE-33 node network structure is shown below. In this system, node 0 is as the balance node and the reference power is 100MVA, and the maximum power limit is 600kW, population size is 100, maximum number of iterations is 400. 
Numerical results analysis:
In this power system, firstly, this research analyzes the system operational status which is without DG. Respectively, and adding a distributed power supply and two cases were compared.
Case 0: None DG is connected, then get the system power loss; Case 1: 1 DG is connected in the system, and analysis to obtain the position and capacity of it, then get the power loss. Table 3 shows that using the proposed method in the system with distributed generations, the system power losses declined. Through the resulting data can be seen, case 1 (1 DG connected) is compared with the case 0 (without DG), the power loss reduced 51.26%. And in case 2, the power loss decreases 81.95 percent, then calculating the voltage value of each point. Shown in Figure 7 , we can get different changes from different DGs. In the power system which with no DG, the voltage value of every node show in Fig.6 . Compared with the case 0, the case 2 can obtain more stable voltage values.
From the data above, we can find that using the proposed improved optimization algorithm to optimize the allocation of power generations, not only the power losses had significantly reduced, but voltage stability also obtained a marked decrease. Therefore, this method can prove the feasibility and effectiveness. The following conclusions can be drawn from the above table, system power losses based on connected number and location of distributed power will change, if the optimization is reasonable, then the power loss can be effectively reduced. As shown in Table 4 , according the case 4, connecting 4 DGs into the system, then the power loss ratio decreased 0.3 percent to 31.3944kW than the situation that connecting 3 DGs.
Next, determine the voltage profile. After settlement procedures, the voltage value of each node obtained. The results are showed in Figure 8 . From the Figure 8 can be found: in case 3 and case 4, the system node voltage is gradually stabilized, so the superiority of this method is verified.
The simulation results show that the improved PSO algorithm can be used to achieve optimal allocation by locating and sizing for the system with DG. The proposed algorithm compared the two situations that has or hasn't connect distributed generations. Then finish the simulation and computing in the number of 1,2,3,4 which all the optimized position and capacity of the distributed power can be obtained. Bur when the number of access DG was set an upper limit, for example, the simulation result shows that if the limit number was set as 4, we can get the optimal solution to keep the system with minimum losses when the selected DG number is 4 under the guidance of the objective function.
Using the method to optimize allocation of the system, we can obtain the minimum loss of the network and the improved node voltage stability of the system. Therefore, the rationality and superiority of the proposed method can be proved by the simulations.
Conclusion
The development and research of distributed generation technology has get high attention in the field of electric power technology nowadays. But the planning and research for distributed generation connected to the power distribution network has not reached maturity stage now. In this paper, the study of locating and sizing was finished through the improved PSO algorithm.
First, Tabu Search Algorithm was used to improve the PSO algorithm. By making use of both advantages, the speed of optimization and the optimization ability of algorithm were improved. Finally the simulation was finished by the test function, then the result proved the rationality and other related advantages of the algorithm. In addition, the distributed generation of distributed power network was optimal allocated. The main content of the work was to determine the access number, location and capacity of distributed generation according to the result of power flow calculation, which was obtained through the improved PSO
