By employing Monte Carlo random sampling, traditional binary population synthesis (BPS) offers a substantial improvement in efficiency over brute force, grid-based studies. Even so, BPS models typically require a large number of simulation realizations, a computationally expensive endeavor, to generate statistically robust results. In this work we describe our publicly available code dart board which combines rapid binary evolution codes, typically used in traditional BPS, with modern Markov chain Monte Carlo methods. dart board treats the initial binary conditions and the supernova kick vector as model parameters using the same prior distributions typically used in traditional BPS and a given set of observations as the likelihood function. This approach has several advantages such as the ability to trivially model either populations of systems or individual binaries, the natural inclusion of observational uncertainties, and the flexible addition of new constraints which are problematic to include using traditional BPS (such as star formation history maps). We test our code on three mock systems, finding excellent recovery of their input parameters. We then apply dart board to three test cases to demonstrate how it can flexibly model a variety of stellar binary populations: (i) a generic population of high mass X-ray binaries (HMXBs), (ii) the population of HMXBs in the Large Magellanic Cloud (LMC) in which the spatially resolved star formation history is used as a prior, and (iii) one particular HMXB in the LMC, Swift J0513.4−6547. We find that spatially resolved star formation histories can add a powerful constraint on the formation of individual systems. Although this work focuses on HMXBs, dart board can be applied to model a variety of stellar binary populations including the merging compact object binaries recently detected by gravitational wave observatories.
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INTRODUCTION
Efforts to theoretically model populations of binary stars have traditionally relied on binary population synthesis (BPS) in which one randomly generates, according to some predetermined initial probability distributions, a large number of stellar binaries (e.g., Portegies Zwart & Verbunt 1996; Lipunov et al. 1997; Tout et al. 1997 ). Using our knowledge of astrophysics built into a rapid binary evolution code, these synthetic binaries are evolved until their present state, when one takes a "snapshot" of the modeled systems (for a recent discussion of state-of-the-art BPS codes and their differences, see Toonen et al. 2014) . The resulting samples are used to understand the evolutionary history of individual systems (e.g., Sørensen et al. 2017) , make predictions (such as rate estimates) for future observations (e.g., Ablimit et al. 2016) , and constrain binary evolution physics by comparing the set of simulated systems to a well-characterized observational sample (e.g., Andrews et al. 2015) .
Despite its common use, BPS can be an inefficient tool for rare or short-lived evolutionary states since significant computational time is spent on regions of parameter space of no interest to the observed systems. For instance, when studying neutron star (NS) or black hole (BH) binaries, many or even most simulated systems disrupt due to the natal kick imparted to the compact object during the supernova (SN).
Other astrophysical processes such as the unstable mass transfer phase, known as a common envelope, may cause a large fraction of simulated systems to merge (for a recent review, see Ivanova et al. 2013) . Unfortunately, there is no way to know a priori which set of initial binary conditions form the systems of interest; the entire region of plausible parameter space must be tested. Therefore, in BPS studies, more than 10 6 binaries are often required to make even qualitative comparisons with observed populations. For instance, in a recent study of the ultraluminous X-ray binary (ULX) M82 X-2, Fragos et al. (2015) generated 10 7 initial binaries, finding only 10 2 − 10 3 evolved into systems matching the observational characteristics of M82 X-2. An alternative to traditional BPS is desirable.
One approach uses a Jacobian formalism to transform initial binary probability distributions to distributions of observed parameters. This method has been developed by Kolb (1993) and Politano (1996) for cataclysmic variables and extended by Kalogera (1996) for high mass binaries, including SN kicks (see also Kalogera & Webbink 1998; Kalogera 2000) . Jacobian transformations have most recently been employed by Bhadkamkar & Ghosh (2012 , 2014 to describe populations of high mass X-ray binaries (HMXB) and low mass X-ray binaries (LMXB), respectively. Although analytic and efficient, these works lack flexibility and can only approximate key binary evolution physics. It remains to be seen whether analytic methods can incorporate the level of detail required to provide more than qualitative comparisons with observations.
In this work, we describe dart board, an open-source code written in python that provides a statistical wrapper to rapid binary evolution codes. We consider the ini-tial binary parameters (including the SN kick magnitude and direction) as model parameters with prior probabilities based on the same initial distributions used by traditional BPS. Our likelihood function flexibly combines available binary observables, which allows our method to be adaptable to model either individual systems or a population. We employ a Markov chain Monte Carlo (MCMC) algorithm to search the parameter space of initial binary conditions. Crucially, because MCMC focuses computational power based on the posterior probability (rather than the prior distributions as in traditional BPS), little computational time is wasted on evolving binaries that disrupt or merge. Throughout this work, we use a modified version of the widely used rapid BPS code BSE (Hurley et al. 2000 (Hurley et al. , 2002 with python bindings within dart board. However, dart board can be easily adapted to be used with any BPS code.
We choose to demonstrate the viability of this method by modeling populations of HMXBs which are comprised of a neutron star or black hole accreting material from an early-type star (for reviews, see Bhattacharya & van den Heuvel 1991; Tauris & van den Heuvel 2006) . This choice is motivated principally by the exquisite quality of the observational sample which has grown immensely over the past decade. With its unprecedented angular resolution, the space-based X-ray observatory Chandra has identified hundreds of X-ray point sources in nearby galaxies (e.g., Sarazin et al. 2001; Fabbiano et al. 2001; Fabbiano 2006; Wang et al. 2016) . Studies of these objects, both observational and theoretical using BPS, have yielded a deeper insight into the physical processes forming individual accreting stellar sources, including LMXBs and HMXBs (e.g., Belczynski et al. 2004; Fragos et al. 2008 Fragos et al. , 2009 Lehmer et al. 2010; Luo et al. 2012; Tzanavaris et al. 2013) , as well as ULXs (Swartz et al. 2004; Feng & Soria 2011; Kaaret et al. 2017) . The relatively short lifetimes of HMXBs imply that they are indicators of recent star formation, and indeed extragalactic observations find that the contribution from HMXBs to the collective X-ray luminosity of a galaxy increases with increasing star formation rate (Grimm et al. 2003; Lehmer et al. 2010; Mineo et al. 2012) .
The nearby Small Magellanic Cloud (SMC) and Large Magellanic Cloud (LMC) have the best-studied extragalactic X-ray populations. X-ray campaigns with Chandra (e.g., Laycock et al. 2010; Hong et al. 2017 ) and XMM-Newton (e.g., Sturm et al. 2013 ) have brought the number of candidate and confirmed HMXBs in the SMC to 148 (for the most recent catalog, see Haberl & Sturm 2016) , and ongoing observations are identifying and characterizing new X-ray objects in the somewhat larger LMC (Antoniou & Zezas 2016; Haberl et al. 2017) . At the same time, infrared, optical, and ultraviolet imaging provide detailed spatially resolved star formation histories (SFH) of regions within the SMC and LMC, with angular resolutions as small as 12 by 12 (Harris & Zaritsky 2004 ). These SFHs are precise, particularly so in the past 10 8 yr when HMXBs were formed.
Observational studies comparing X-ray populations with star forming regions have shown that HMXBs are typically found near regions with recent star formation (Zezas et al. 2002a; Kaaret et al. 2004; Antoniou et al. 2010) . Moreover, Kaaret et al. (2004) found that more luminous X-ray objects are typically found closer to star forming regions, implying that the kick imparted to the system during the primary star's core collapse was either smaller or only applied recently in the history of the system. By including information from the SFH, BPS models can add extra constraints to the population of observed HMXBs. Sepinsky et al. (2005) demonstrated that the distance traveled by a population of HMXBs depends on the binary physics assumed. Later, Zuo & Li (2010) and Zuo (2015) went further by correlating this travel distance with orbital period and X-ray luminosity. A more in-depth study of HMXB travel distances, including either the formation of individual systems or spatially resolved SFHs, is lacking; however, it is the next step in modeling X-ray binary populations given the increasing availability of spatially resolved SFHs.
Using the binary's birth position as model parameters and the SFH as a prior on the birth position and time, dart board can constrain the evolution of specific systems by comparing a system's current properties and its coordinates on the sky with SFH maps. This increases the constraining power of our method since it incorporates the current positions of binaries in the fit. Figure 1 shows conceptually how this can be done. Systems that have traveled for a longer time since the primary star's core collapse, could have been formed at an increasingly wider region on the sky. In the example shown, the HMXB may have formed at the peak of high star formation (red contour) to the left of the system (lower right ascension, α), but could only have done so if the system has had enough time to travel there. The region of possible formation is defined by a cone with the areas of possible birth positions (α, δ) forming concentric circles that become progressively larger as the system travels away from its birth position for longer 1 . The shape of the cone is determined by the specific parameters of the binary (the slope is determined by the post-supernova systemic velocity, and the height by the time since the primary's core collapse). Clearly, for a model to make meaningful constraints, the formation of the system must simultaneously account for both the system's evolution and the spatially resolved SFH.
To our knowledge this is the first time that MCMC methods have been combined with BPS. However, many groups have recently developed methods to combine population synthesis with Bayesian inference, including matching stellar populations with isochrones (Stenning et al. 2016) , deriving galactic properties from photometry and spectra (Krumholz et al. 2015) , and obtaining photometric redshifts (Tanaka 2015) , among others. Specific to HMXBs, Douna et al. (2015) developed an MCMC ap-1 Note that the effect from the gravitational potential of the host galaxy is minimal for typical HMXBs with a lifetime of ∼1 Myr and a systemic velocity of dozens of km s −1 . The velocities of LMXBs, on the other hand, are strongly affected by their host galaxy since these systems have lifetimes of Gyr. For an observed system today (at the point of the cone), possible birth locations form axisymmetric circles on the sky that increase progressively for longer times since the primary underwent core collapse. The systemic velocity sets the slope of the cone. A putative system at the position shown is likely to have travelled longer, from the region of high star formation indicated by red contours at the bottom left. Therefore, in principle the position of a system near a region of high star formation can constrain the system's age and overall formation. A second region of high star formation exists at the bottom right. However, the system is unlikely to have formed here since, although this region currently has a high star formation rate, the rate was much lower in the past, in the region accessible to this system given its velocity.
proach to correlate the X-ray luminosity function from a population of HMXBs with a galaxy's star formation rate and metallicity. Previous works by Ihm et al. (2006) and Andrews et al. (2015) each used Bayesian statistical techniques in post-processing to compare traditional BPS results with the sample of known double neutron stars (NS). In Section 2 we describe our statistical method and provide the relevant prior and posterior distributions. We test our model on three individual mock systems in Section 3. We then apply our model to a general population of HMXBs in Section 4, the population of HMXBs in the LMC in Section 5, and one specific HMXB in the LMC in Section 6. Finally, we place our method in the broader context of binary population studies, providing some limitations and future directions as well as our conclusions in Section 7.
STATISTICAL METHOD
In this section we define our statistical method, with specific attention to the differences between our method and traditional population synthesis. In Sections 2.1 and 2.2 we demonstrate how our method can be used to model populations of binaries and individual binaries, respectively. Following that, we describe our prior probabilities on model parameters in Section 2.3 and the likelihood functions in Section 2.4. 
Modeling Populations
In BPS, one randomly produces a set of binaries by evolving the distribution of initial binary parameters through binary evolution prescriptions. Since in general we do not a priori know which initial conditions will produce systems of a certain population (for instance, many binaries are disrupted or merge during their evolution), we must test the entire region of initial binary parameter space that could plausibly produce that population. Traditional BPS codes solve this problem by making random draws of x i , the initial binary parameters, from observationally derived distribution functions, P (x i ):
To first order, at a given metallicity, high-mass binaries can be determined uniquely by only a few parameters (ignoring dynamical effects such as three-body interactions): the binary components' initial masses, M 1,i and M 2,i , the separation, a i , the eccentricity, e i , and the birth time t i . Depending on the population being modeled, we may optionally include the coordinates for the binary's birth position, α i and δ i , and the kick velocity received when the primary, and potentially the secondary, collapsed to form a compact object:
where the two SN kicks are discerned by their separate subscripts. One key aspect of this model is that the SN kick magnitudes and directions are included as model parameters rather than determined from random draws on-the-fly during binary evolution. Using a binary evolution code, these initial binaries are then evolved from x i into its current state, represented by x f :
We can now define a function P (x type | x i ) which is either unity or zero depending on whether x f represents a system of the specific type we are trying to model:
dart board: pop. synth. with MCMC where M is our binary evolution model. Distributions of the components of x f (such as the spatial distribution of systems, X-ray luminosity function of HMXBs, orbital period distribution, etc.) can then provide model predictions for populations or comparisons to observational samples. For binary populations involving NSs and BHs, traditional BPS may be an inefficient tool; mass transfer and SN kicks may merge or disrupt the majority of systems before they evolve into objects of interest (i.e., P (x type | x i ) = 0 for many or even most of the randomly drawn x i ). The fact that these binaries are discarded is a major source of computational expense in traditional BPS.
Rather than taking random draws of x i , we consider the components of x i model parameters. In this formulation P (x i ) is the prior probability on the model parameters, and P (x type | x i ) is the likelihood of producing a binary of a particular type from a given x i . Using Bayes' Theorem, we can then identify the set of x i most likely to produce these binaries:
We ignore P (x type ), which serves as a normalization constant, and define the posterior probability as the numerator on the right hand side of Equation 5.
2 The large dimensionality of x i argues for an efficient numerical method to probe the region of viable parameter space.
In an MCMC algorithm, a "walker" moves around the x i parameter space: the posterior probability of the current x i is calculated, a new trial x i is randomly selected, the posterior probability of the new position is compared to that of the current position, and depending on the ratio of the two posterior probabilities, the new x i is either selected and added to the chain or rejected and the current position is kept for another step. The chain stores a record of all the walker's past positions. Samples from this chain comprise the synthetic population analogous to the population generated by traditional BPS.
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In principle, for an infinite number of iterations, the distribution of posterior samples of x i produced by this method will identically mimic the distribution generated by traditional BPS. Since we are limited to a finite sample, the computation time to produce a statistically robust sample using each method depends on the relative formation efficiency of systems and the autocorrelation length of the MCMC posterior distribution. For systems with a high formation efficiency, traditional methods may be preferred, since every random draw from BPS is independent. However for systems with a low formation efficiency or short lifetime, MCMC may be preferred.
Correct implementation requires careful attention to the prior distributions, P (x i ), and an efficient method to calculate P (x type | x i ). We describe how we calculate the prior probabilities in Section 2.3 and our binary evolution prescription, which is a modified version of BSE, in Appendix B.
Modeling Individual HMXBs
If we would like to quantitatively compare a model to a set of observationally derived properties, D, of a particular system rather than a population, we need to adapt our method. We may be interested in either deriving the initial binary conditions that could have produced the observed systems, P (x i | D), or determining the current binary parameters, P (x f | D). These two quantities are closely related since binary evolution directly relates x i to x f .
Instead of calculating P (x i | x type ) as in Equation 5, we can again use Bayes' Theorem to calculate P (x i | D):
where P (D | x i ) is the likelihood function, P (x i ) is the prior probabilities on the model parameters, and P (D) is again a normalization constant that for our purposes can be ignored. The posterior probability is the numerator in the right hand side of Equation 6. Traditional BPS takes a shotgun approach, making many random draws of x i from P (x i ). If one wants to then calculate a Bayesian posterior probability, P (x i | D) can be determined from the subset of systems that are consistent with the observations (e.g., Andrews et al. 2015) . Results are then derived from the selected subset of systems. Since only a small subset of the binaries that form a type of binary of interest will be consistent with any particular observed system, the likelihood function may be non-zero for only a small region of parameter space. The more precisely a system is measured, the smaller the phase space volume of interest.
We simulate individual systems using the same model parameters that we use for a population of systems, so x i is still defined by Equation 2. The priors on these parameters are identical for individual systems compared with those derived for populations of HMXBs.
Individual systems may have well measured quantities such as the orbital period (P orb ), eccentricity (e ) or companion mass (M 2 ), where primed quantities indicate observed rather than true, underlying quantities. Each of these measured quantities has some uncertainty associated with it which should be taken into account. For ease of notation, we will combine the set of these observables into O . Furthermore, individual systems have a specific observed location that we are trying to associate with nearby star forming regions. In the following discussion, we will assume that we are including the system's current position as an observable, but this constraint may be trivially removed.
We start by defining D as:
Uncertainties on the observed quantities are not explicitly included in D, and we ignore uncertainties on the position. To generate our likelihood function, we now marginalize over the true values of the observables (O) and the (scalar) systemic velocity (v sys ). Our model likelihood then becomes:
We substitute for D, and based on independence we factor the integrand into separate, tractable parts:
The first term in the integrand of Equation 9, P (O | O), accounts for the observational uncertainties on the binary's parameters. We discuss this term along with the second term in the integrand, which describes the function evolving the binary from its ab initio state to the parameters of the system today, in Section 2.4.1. Note that this is the only term which depends on the chosen set of binary evolution prescriptions.
The last term in the integrand accounts for the fact that the system's birth place will, in general, be different from its observed position since the center of mass of a system received a kick during the primary's core collapse. We explicitly include the dependence on x i and v sys since the distance travelled depends on both the system's velocity and the time since the primary's SN. We derive this term in Section 2.4.3 below.
Prior Probabilities
Typically prior probabilities are set within rapid BPS codes. In dart board, a BPS code is used only to rapidly evolve binaries from their initial conditions. User-defined, external prior probabilities for individual parameters can be easily imported. Here, we describe the default prior probabilities, which are used in the tests and examples in the remainder of this work. Our model includes between eight and 13 parameters, which can be factored into several parts:
This equation is equivalent for the P (x i ) term used in both Equations 5 and 6. We discuss the priors on each model parameter in turn below.
Initial Binary Parameters
Our prior probabilities over M 1,i , M 2,i , a i , and e i are all equivalent or similar to the distributions used in other population synthesis codes (e.g., Belczynski et al. 2008 ).
The initial primary mass follows a power law initial mass function (IMF):
where C m is a normalization constant dependent upon the limits of the distribution (M 1,min = 8M and M 1,max = 39M ) and α IMF :
We choose 8 and 39 M as the lower and upper mass limits based on typical masses producing NSs; however these could be altered based on the particular type of binary being modeled. In the present analysis, since the distribution strongly preferences lower mass stars, our results are relatively independent of the upper mass limit. We choose a Salpeter power law:
We choose a prior on the secondary mass based on a flat mass-ratio distribution which has the subtle effect that the prior on the secondary is dependent on that of the primary. The maximum mass-ratio is unity to ensure the primary is the more massive of the pair, and the minimum mass is set to 2 M . This leads to a prior probability:
We choose a thermal initial eccentricity distribution (Duquennoy & Mayor 1991) :
Finally, we choose a prior on the initial orbital separation of the binary that scales with a −1 i (Abt 1983) :
where C a is a normalization constant
and a min and a max are set so that the system will not be separated by less than 10 R at pericenter or more than 10 4 R at apocenter (hence the dependence on e i ).
SN Kick Parameters
The SN kick velocity, v k , is composed of three parameters, which we represent as a kick magnitude (v k ) and two angles (θ k , φ k ) 4 . If the binary is a double compact object, the two SNe are independent, but have the same prior probabilities. In traditional BPS, SN kick parameters are determined through Monte Carlo random draws from a predefined distribution on-the-fly during each binary's evolution. In our model, we instead include the SN kick magnitude and direction as model parameters with prior probabilities corresponding to standard distributions: we assume that v k follows a Maxwellian distribution with a dispersion of 265 km s −1 (Hobbs et al. 2005) . We can therefore express the normalized probability of v k as:
Since the kick distribution is assumed to be isotropic, normalized probabilities for the kick polar, θ k , and azimuthal, φ k , angles are straightforward:
Formally, φ k varies between 0 and 2π; however, as described in Appendix C, the only contribution of φ k to the evolution of the binary is through a sin 2 φ k term, which is periodic from 0 to π.
Star Formation History
The priors on α i , δ i , and t i depend on the local SFH at that position and time. Our model can be run with a basic time-dependent SFH, ignoring the systems' positions, but the most power is gained by including spatially resolved SFH maps as a prior on both position and time. One example is the SFH map for the LMC from Harris & Zaritsky (2009) . These maps cover the LMC with ∼1300 separate regions with angular resolutions of 12 on a side in the inner regions and 24 on a side in the outer regions. The SFH for each region has a resolution of 0.2 dex in t ranging from 6.8 to 10.2 in log t. We ignore uncertainties on the SFHs and generate linear interpolation functions over log t for each of the 1300 regions. For testing with HMXBs, we only take into account star formation at a metallicity of z = 0.008, the dominant metallicity at which stars have been formed in the LMC over the past 1 Gyr. Since HMXBs have all been born in the past 10 8 yrs, the older, lower-z population is irrelevant for the systems we model in this work.
These histories provide the function: SFR(α i , δ i , t i ), the rate per unit area on the sky that stars were formed at a specific location and time in the LMC. With a normalization constant, this spatially dependent star formation rate is the prior on position and time:
where N LMC is the number of stars with z = 0.008 produced throughout the lifetime of the LMC. Figure 2 shows the star formation rate map for four different times spanning the range of typical HMXB lifetimes. These maps indicate that the locations and overall rate of star formation have substantially evolved over the past 5×10 7 years.
Binary Parameter Likelihood
Given a birth time and a particular set of initial binary parameters, the likelihood function provides the probability that a binary of interest will be formed. For populations of systems, the likelihood is simply the function provided in Equation 4. Determining this function nevertheless requires evolving the system through its evolution. Currently, this requires rapid binary evolution codes. We provide a modified version of one such code, BSE, along with dart board. Our minor modifications to the freely available version are described in Appendix B.
Fitting Observables with Uncertainties
If we would like to model an individual system with a set of observations, the likelihood function includes the observations and their uncertainties. For evolved stellar binaries, calculating this term relies first on the evolution from x i to x f which is determined by a rapid binary evolution code. Using our example of HMXBs, the rapid binary evolution code provides the term P (O, v sys | x i ) in Equation 9. We then need to compare the model results with the observed properties of the system. For an observed parameter with a known, Gaussian standard deviation (measurement uncertainty), the likelihood function is straightforward and involves the evaluation of the probability density of the normalized Gaussian distribution for that parameter at its final state, O:
where N represents a normalized Gaussian distribution with mean O and standard deviation σ O , evaluated at O . Our method can adapt to any observation of an individual stellar parameter included in our model; we only need to compare the evolved binary parameters to the observations. To simultaneously fit multiple observations, the resulting likelihood is then a product of the fits to each of the k individual observed quantities:
Observables may not always be in a Gaussian form. For instance, in some cases only an upper limit is measured for a binary's eccentricity: e upper . In this case, the likelihood function for the eccentricity term is:
upper , e < e upper 0, e > e upper ,
The e
upper term is a normalization constant.
Mass Function
In the case of many binary systems, one is limited to observations of the mass function, m f , rather than the companion mass. m f depends on the inclination angle, i, by which the system is viewed, and comparing simulated systems to an observed mass function requires a convolution integral over the inclination angle. Since the measured m f (denoted as m f ) typically has some uncertainty associated with its measurement, we further require an additional convolution integral over the true mass function m f :
After separating terms, we have:
where
is the measurement and uncertainty associated with it (typically modeled as a Gaussian), and P (m f | i, x i ) is a delta function derived from the definition of m f . The delta function reduces this integral to:
where, from Andrews et al. (2014) :
dart board includes the mass function (and its associated uncertainty) as an optional observable. The integral in Equation 26 is calculated using a Monte Carlo method:
where we draw N random samples of m f,i from the Gaussian distribution centered around the observed m f with its associated uncertainty, σ m f :
We find that 100,000 random draws provide a sufficiently precise calculation of this integral.
Position Likelihood
The position likelihood provides the probability that, given a system's position, systemic velocity, and time since SN, the system would be observed at its current position. To solve the positional component of Equation 9, we first marginalize over ω, the angle between the line of sight vector to the birth location and the systemic velocity vector:
We next perform a coordinate transformation from the absolute positional coordinates α and δ to the relative angular separation, θ proj , and the position angle, φ, measured from the system's birth location. Figure 3 shows our parameterization of the transformation from a system's birth location at α i and δ i to its current location at α and δ. The determinant of the Jacobian matrix for this transformation is:
These partial derivatives can be calculated by taking the derivatives of standard formulae for the angular separation and position angle of double stars. Equation 30 now becomes:
where we have separated terms based on independence. ω is a randomly chosen polar angle and φ is a randomly chosen azimuthal angle:
The physical distance a system travels is the product of v sys and the time since the primary's core collapse, t travel :
We ignore the effects of the host galaxy's gravitational potential and assume that systems move in free space after receiving a kick. We can only observe the projection of d onto the sky, s = d sin ω. Separately, we can approximate s as the product of D LMC and θ proj . After equating these two expressions for s and solving for θ proj , the first term of the integrand in Equation 32 becomes a delta function:
where:
With the delta function from Equation 36, the integral in Equation 32 can be reduced:
where the sum is over the roots of G(ω), ω * j . There are two roots corresponding to whether the object is in front of or behind its birth location. This integral can now be evaluated analytically:
Markov Chain Monte Carlo Algorithm
When multiplied, the prior probabilities and likelihood function form the posterior probability for a point in initial parameter space. Many algorithms exist for efficiently exploring a multidimensional parameter space, and since it is modular, dart board is constructed to allow for easy adaptation to include different algorithms. However, most algorithms are not well-suited for the formation of binaries with compact objects. This is because the likelihood function has infinitely steep boundaries separating the viable region in parameter space from the region that does not form systems of interest. The posterior space is therefore somewhat pathological; steep prior probabilities are cut off by the infinitely sharp likelihood distribution in a high dimensional space with boundaries unknown a priori.
Our preferred method to explore this parameter space based on the posterior probability in Equations 5 or 6 is the MCMC code emcee (Foreman-Mackey et al. 2013) . emcee employs an affine-invariant ensemble sampler using multiple "walkers" in concert (Goodman & Weare 2010) . We typically use 320 walkers. Since a large portion of the parameter space has a zero probability, it must be ensured that the walkers are initialized in non-zero probability regions of parameter space. Then the walkers must be "burned-in" until they have settled around the high probability region of parameter space. We provide details of our procedure for the initialization and burn-in of the walkers in Appendix A. To summarize, after initialization, we run our simulation for 20,000 steps for a burn-in. We check the chains to make sure they have converged and run each model for 200,000 additional steps for sufficient statistics. Autocorrelation lengths and acceptance fractions vary between the different models we test. We discuss these in detail in Appendix A.
In principle, the walkers could all be confined to a local maximum, while other maxima in the parameter space could exist. Such a situation would naturally arise if multiple evolutionary channels can form an individual system or if there are physically separate regions of star formation on the sky. In practice we find that emcee is efficient at identifying multiple maxima, if they exist, even when they are separated by modest likelihood barriers. In some cases, particularly when modeling specific systems with precisely measured parameters, the likelihood barrier can be steep enough that only the local maximum is found that is closest to the point in parameter space where the walkers are initialized. In our tests, we found this to be a problem only when applying our model to the HMXB Swift J0513.4−6547 as discussed in Section 6. We discuss how the problem of multiple maxima in the framework of dart board can be approached in this section.
TESTING WITH MOCK SYSTEMS
Exactly because of the multidimensional nature of BPS, along with the potential for any particular system to be formed from different evolutionary channels, careful testing of our method is required. As a first test, we randomly choose three sets of initial conditions that produce HMXBs, evolve these test systems forward using BSE, then attempt to recover the initial parameters using the current values of these parameters by adding uncertainties that mimic observational errors. Specifically, we test one system in which we "observe" only the companion mass and eccentricity, one system in which we observe the sky position only, and one system with a precisely measured companion mass, orbital period, eccentricity, X-ray luminosity, and sky position. The exact values of the initial conditions and the observed quantities are provided in Tables 2 and 3 , respectively. For the second and third mock systems, we use the LMC's SFH as a prior on the birth location and time.
The principle product of applying our model to one of the mock systems, using the "observed" values provided in Table 3 , is a set of samples from the posterior distribution for the initial conditions of the binary. Comparison of these posterior samples to the input values for each of our mock systems provides a test of our algorithm. This is typically done by generating either 1D histograms of the distribution of individual parameters or contours for 2D projections of the higher dimensional parameter space of the different combinations of parameters. For example, Figure 4 shows both the 1D histograms and the 2D distributions for all possible permutations of two of the eight initial binary parameters for mock system 1. Input values are designated by the blue horizontal and vertical lines in each panel. Unfortunately, this is an imperfect test since strong priors may skew the posterior distribution. Particularly in the case of HMXBs where observations may have large uncertainties and degeneracies between input parameters exist, the differences between the input values and the posterior distributions may be large. In such cases some differences, such as in the disparity between the "observed" orbital separation and the posterior distribution, may be more representative of how typical are the randomly chosen initial parameters.
Mock System 1
Despite the caveat described above, the distribution of posterior samples and their covariances, plotted in Figure 4 , show that our model is able to recover all the initial parameters forming our first mock system. The characteristic arc in the covariance plot comparing the posterior distributions over a and e from smaller separations and eccentricities to larger separations and eccentricities is due to mass transfer physics. In BSE binaries are assumed to instantly circularize at the pericenter separation as soon as mass transfer due to Roche lobe overflow begins. Binaries at larger separations, but low eccentricities never reach close enough separations at pericenter to transfer mass, whereas binaries at large eccentricities and short separations will circularize and merge at small separations.
Also of note, a and e show some evidence of bimodality in the posterior distributions, with one peak at relatively shorter separations and lower eccentricities and another The covariances and 1D histograms of our posterior distribution of model parameters for mock system 1. The subscript i's on plot labels indicate initial binary parameters, each of which are described in Table 1 . Our model successfully recovers all the input parameters. Top right panels compare the posterior distribution of current M 2 and e (black distributions) with the "observational" constraints (red). These need not necessarily match, as in the slight differences in the distribution over M 2 , but are an important consistency check indicating that the model can, indeed, reproduce the observed parameters of the system. at larger separations and higher eccentricities. This bimodality is derived from a bifurcation in the formation of HMXBs. Systems with initially larger separations do not transfer mass until the primary has evolved into an asymptotic giant branch star, whereas systems at shorter separations begin to transfer mass earlier in its evolution, once the donor becomes a giant star. This dichotomy combined with a correlation between a and e drives the bimodal distribution of both a and e.
The distribution of posterior samples of φ i in Figure 4 are bimodal due to our formulation of SN orbital dynamics as described in Appendix C. Since the only dependence on φ i enters from a sin 2 φ i term and sin 2 φ i = sin 2 (π − φ i ), the distribution of posterior samples of φ i shows a reflective symmetry around φ i = π/2 (Note that the prior on φ i is flat). So long as the systems of interest include a supernova kick, this symmetry can serve as an independent posterior check on any model run: The reflective symmetry around φ i = π/2 should always appear in the distribution of posterior samples.
Mock System 2
For many HMXBs in external galaxies, we may have minimal information about the orbital parameters of the system and no optical counterpart to constrain its donor. To test such a scenario, we place no constraints on the formation of mock system 2 except its currently observed location. Since we are now including the system's position, we have ten model parameters rather than eight as in mock system 1. More than previously, this tests how typical our choice of initial binary parameters for this system are, since we include no direct observations of the current orbital parameters. Figure 5 shows the posterior distribution of parameters for mock system 2. Even with minimal information about a particular system dart board can identify the possible regions of parameter space forming that system by producing well sampled and defined contours. As with our first mock system, there is some evidence for multiple evolutionary scenarios which can be seen in the panel showing the covariance between a and e.
There is a degree of randomness in the observed position of a particular system since it is not known which direction the supernova kick has pushed the system (or equivalently the orientation of the binary orbit in space). Nevertheless, the true birth position is near the center of the contours of the posterior distribution, which can be seen from the panel comparing α i with δ i . The panel at the top right of Figure  5 compares the birth position distribution to the star formation rate at 30 Myr, the peak of the posterior distribution of birth times. It can be seen that deviations in the black contours from circularity are due to spatial variations in star formation; the widest contour, which contains 75% of the samples, is pushed to smaller right ascensions, in the direction of a region of high star formation. However, despite this rather strong prior, the posterior distribution is very much consistent with the input value.
Mock System 3
Our third mock system tests the ability of dart board to recover the parameters forming a binary in which the observations are precise. Included in the likelihood function for this system are observations of the donor mass of the system, the orbital period, eccentricity, X-ray luminosity, and current position. Combined, these observations allow one to substantially reduce the possible parameter space forming a particular system. The covariances and 1D histograms of our posterior distribution for mock system 2. There are ten parameters in this model since we use spatially resolved SFHs and include the birth position as model parameters. In this case, the input kick velocity is at the edge of the posterior distribution. We do not expect to recover the exact birth location since there is a degree of randomness corresponding to the direction by which the system traveled as a result of the supernova kick. Nevertheless, the correct birth location is within the contours of posterior samples. The top right panel compares the posterior distribution of birth locations (black contours) with the local star formation rate map (blue backgrounds) at 30 Myr, roughly the peak in the posterior distribution of birth times. The current location of the mock binary is indicated by the red star. Figure 6 shows the distribution of posterior samples for our model of mock system 3. Most parameters are accurately recovered and precisely constrained; M 1,i lies between 11 and 13 M , and M 2,i lies between 7 and 8 M . The birth time is somewhat skewed toward shorter ages compared with the input value, and the posterior distribution of initial eccentricities is somewhat higher than expected. Nevertheless, our model recovers the input parameters fairly accurately. . The covariances and 1D histograms of our posterior distribution for our third mock system. There are ten parameters in this model since we use spatially resolved SFHs and include the birth position as model parameters. As in our first and second mock examples, we are able to recover the input parameters forming this system. The four panels at the top right compare the posterior distribution of current binary parameters (black) to the four observables (red), as in Figure 4 . The right panel compares the distribution of birth locations (black contours) with the star formation rate map at 30 Myr, as in Figure  5 . The current position of the binary is indicated by the red star.
The enlarged panel at the middle right of Figure 6 compares the posterior distribution of birth locations to the local SFH at 30 Myr, near the peak of the posterior distribution of birth times. The contours spread toward the Northwest, caused by the increased star formation in that region. Also worth noting, there is some patchiness in the black contours. The patch toward the bottom left of the distribution is centered on a region of relatively higher star formation, demonstrating that emcee, and dart board in general, can explore non-contiguous star formation regions.
The four panels in the top right of Figure 6 compare the posterior distributions of the observables, M 2 , e, P orb , and L x , to the observational constraints on these systems (red Gaussian curves). In general, it is not expected that the posterior distributions will match the observational constraints since the posterior distribution need not match the likelihood distribution exactly. In this respect, the small inconsistency between the measured and posterior distribution of M 2 is expected. In this case, a combination of binary prior distributions and local SFHs has provided an improved estimate for M 2 . Nevertheless, there is enough flexibility and degeneracy in binary evolution that the posterior probabilities of e, P orb , and L x are determined almost entirely by the likelihood function. These three parameters (e, P orb , and L x ) show excellent agreement.
APPLYING TO POPULATIONS: HMXBS
Having tested dart board by recovering the input parameters producing three separate mock systems, we apply dart board first to the population of HMXBs. Rather than compare with data, dart board can give use the initial binary parameters that produce a population of binaries with certain characteristics (HMXBs in our example) expected from our understanding of binary evolution and a star formation scenario. We use the model described in Section 2.1 with x type = x HMXB in Equation 4 and a flat SFH. Our definition of an HMXB is a bound system in which a NS or BH is accreting from a non-degenerate companion with a mass above 6 M . No constraints are placed on the minimum X-ray luminosity or the SFH (i.e., a flat star formation rate) since we are interested in the overall HMXB population. The posterior probabilities for model parameters that can produce such a population and their covariances are shown in Figure 7 .
Distributions over the initial masses, M 1,i and M 2,i , strongly favor lower mass stars due to the strong weighting of the IMF toward lower masses.
The orbital separation distribution shows a dichotomy, with a high density at small separations and a tail extending to several thousand M . This is due to a bifurcation in the evolutionary channels forming HMXBs. The systems with smaller initial separations all overfill their Roche lobes while the primary is on the giant branch. Systems with larger initial separations avoid mass transfer at this evolutionary phase, instead overfilling their Roche lobes on the asymptotic giant branch 5 . Orbits with very large separations will never become HMXBs since they will neither overfill their Roche lobes, nor go through a common envelope which is necessary to shrink the orbit.
For initial eccentricities below 0.5, the eccentricity posterior distribution reflects the prior, which linearly weights larger eccentricities. At larger eccentricities, the Figure 7 . The covariances and 1D histograms of our posterior distribution that produces HMXBs. Some of the posterior distributions, such as e and φ k , closely reflect the priors probabilities, however others, such as v k , θ k , and t i , show substantial differences.
posterior distribution shows two distinct high probability regions, which we attribute to the same two evolutionary channels leading to a dichotomy in a.
The SN kick magnitude posterior peaks at a velocity ≈200 km s −1 , somewhat lower than the input Maxwellian prior (which peaks at √ 2σ ≈ 375 km s −1 for σ = 265 km s −1 ). The posterior distribution over the azimuthal kick angle, φ k , is nearly flat, mirroring the flat prior on this parameter; in our orbital evolution parameterization due to SN kicks provided in Appendix C, φ k only affects the post-SN orbital eccentricity. There is a deviation from a flat distribution for φ k ≈ 0, as some fraction of these systems are disrupted. We also identify a large deviation from the prior distribution for the polar kick angle, θ k . The posterior peaks at π/2 indicating that most surviving binaries received a SN kick in the reverse of their orbital motion, as expected. Figure 8 . The present-day properties of the simulated HMXB population. The top panel shows the distribution of orbital periods, while the second panel compares the donor mass with the systemic velocity of the system. The third panel demonstrates that HMXBs are young, typically less than 10 Myr, but with a tail out to several tens of Myr. These systems therefore typically travel no farther than 10 , but a fraction will travel out to and beyond 1 • from their birth locations. The bottom panel shows the luminosity function of HMXBs predicted by the model.
The tail of the distribution in θ k extends toward small values, but systems surviving prograde kicks are exceedingly rare. The covariance between v k and θ k hints that if the prior distribution on v k were pushed toward smaller velocities, more binaries may survive SNe with prograde kicks.
The last row in Figure 7 shows distributions over the birth time. In this model, the star formation rate has a flat prior. Essentially all HMXBs are formed in the past 50 Myr with a peak in the distribution around 25 Myr. The dominant parameters affecting this peak are the initial masses of the two stars in the binary, as seen from the panels in Figure 7 demonstrating the covariance between masses and birth times. These panels confirm our intuition that, since higher mass stars have shorter lifetimes, more recently formed HMXBs are typically formed from more massive stars.
By taking the posterior distribution of the model parameters and evolving the binaries forward, we can identify the distributions of binary parameters today.
6 The top panel of Figure 8 shows the distribution of current binary orbital periods, P orb , and eccentricities, e; the bulk of systems have P orb ranging from weeks to years and e > 0.5, in broad agreement with the observed distribution of HMXBs (Rajoelimanana et al. 2011; Liu et al. 2006) . It can also be seen in the top panel of Figure 8 that a small subset of HMXBs are Roche-lobe overflowing systems which have P orb of a few days and e = 0.
The second panel shows the distribution of current companion (donor) masses in HMXBs, compared with systemic velocities. The most common binaries have v sys ≈ 30 km s −1 and current donor star masses, M 2 , ranging from 8-10 M . This mass range is in agreement with the fact that the spectral type distribution of the donor stars in Be-type XRBs in the SMC and our Galaxy peaks at B1−B2 (McBride et al. 2008; Maravelias et al. 2014) . Although note that we have used a flat SFH here whereas the Be-type XRB population in the SMC has been explained as a result of a peak in the star formation rate ∼40 Myr in the past (Shtykovskiy & Gilfanov 2007) . Additionally, the systemic velocity range is consistent with constraints on systems in our Galaxy and the Magellanic Clouds (van den Heuvel et al. 2000; Coe 2005; Antoniou & Zezas 2016) . A second set of systems have lower systemic velocities (≈20 km s −1 ) and higher companion masses (M 2 ≈ 15 M ). The third and fourth panels show the length of time a system has been traveling (how long since the primary underwent core collapse) and the angular separation between a binary's birth position and its current position. Systems may be found as much as 1
• (≈875 pc) away from their birth positions, but typically travel no farther than 10 (≈150 pc). This result agrees with studies of HMXBs in the SMC by Antoniou et al. (2010) , who find that HMXBs are typically located near regions of high star formation.
In the bottom panel, we show the X-ray luminosity function produced from our posterior samples. This is calculated using the mass accretion rate onto the compact object provided by BSE and a conversion from gravitational energy into X-ray luminosity of 15% for NS accretors and 40% for BH accretors as in the prescription for wind-fed accretion by (Belczynski et al. 2008) . Currently, dart board does not treat Roche-lobe overflow binaries separately. Our simulations show what appears to be a broken power law distribution, with a break of ∼10 34 erg s −1 and a second peak just above 10 38 erg s −1 . Since we do not account for phase-dependent mass-transfer in eccentric orbits or increased mass transfer due to Be-star HMXBs, these luminosities are only indicative.
APPLYING TO POPULATIONS: HMXBS WITHIN THE LMC
In principle, one could simulate the LMC (or any galaxy with a spatially resolved SFH) by post-processing the posterior sample of HMXBs discussed previously in Section 4. Although a non-trivial exercise, this can be done by taking the already produced posterior samples and weighting each of them by the SFH of the LMC, then randomly placing them in a birth position in the LMC based on its star formation rate at that system's birth time. Weighted distributions of the posterior samples provide posterior distributions of initial binary parameters and current population parameters. However, if the star formation rate is strongly peaked at a given time period (as is usually common in star-forming galaxies experiencing star formation episodes, a small number of simulated binaries will be weighted strongly over the others, leading to statistical uncertainty in the results that can be difficult to quantify.
Rather than performing this procedure, we adjust our model to include two extra parameters, α i and δ i , corresponding to the right ascension and declination of the birth position of the binary. We now have a joint prior on α i , δ i and t i based on the spatially resolved SFH of the LMC (Harris & Zaritsky 2009 ). We prefer this method as it does not require any post-processing, can robustly deal with SFHs that deviate significantly from flat, and is generally more elegant. With a sufficiently large number of samples, the two methods should produce identical results. Figure 9 shows the posterior sample of model parameters for our model of HMXBs within the LMC. Excluding the addition of the birth position parameters, the posterior distributions are nearly identical to those of our HMXB population model described previously in Section 4, with one notable exception: Figure 2 shows that the LMC experienced rapid star formation in the past ≈20 Myr which is reflected in the excess seen in the histogram of the posterior distribution of t i for our LMC HMXB model (bottom right panel of Figure 9 ) compared with our general HMXB population model (bottom right panel of Figure 7 ). Any other differences in the posterior distributions of model parameters between the two models (e.g., in M 1,i ) are due to covariances between t i and other parameters: the episodic SFH acts as a filter that allows only systems with parameters resulting in active HMXBs at the present day.
The top right panel in Figure 9 shows the distribution of birth locations in α and δ. These are patchy which is expected since the recent star formation in the LMC is not spatially uniform (Harris & Zaritsky 2009 ). As was discussed in Section 3.3 in reference to mock system 3, despite the non-contiguous nature of the SFH, emcee is able to explore the entire region of recent star formation demonstrating its ability to explore more generally disparate regions of parameter space. By taking the posterior distribution of birth positions, determining the systemic velocity kicks these systems received and for how long they traveled, and applying a random direction to their systemic velocity, we can determine the current position distribution for HMXBs in the LMC. Figure 10 compares the model distribution of current positions (black contours) with the SFH at 10 and 30 Myr (blue background). The distribution of current locations is somewhat more extended than the star forming distribution as well as the distribution of birth locations shown in the top right panel of Figure 9 . This indicates that kick velocities can be substantial enough to move the HMXB population away from its birth position by a tens of arcminutes or larger (as demonstrated by the fourth panel of Figure 8 ). Note that at the LMC's distance of 50 kpc (Pietrzyński et al. 2013) , 1 degree ≈ 875 pc.
In principle, one can use the posterior samples from our model to determine the distribution of current parameters of HMXBs in the LMC as was done to generate Figure 8 . However, since the distribution of model parameters are very similar, the characteristics of the current population does not substantially differ from the distributions in Figure 8 . For other galaxies, distributions of observed parameters (for instance, the luminosity function) can be extremely valuable for understanding the populations of X-ray sources (e.g., Tzanavaris et al. 2013) . As another example, since the covariances between positions and model parameters are accounted for within our model, one can make predictions about the characteristics of systems within different parts of a specific galaxy. For instance, regions with very recent star formation may be more likely to host HMXBs with BH accretors. By selecting subregions from the posterior samples, one may be able to quantify this likelihood. A more focused analysis of the simulation expectations of the HMXB population within the LMC and SMC will be presented in a future work. The binary system Swift J0513.4−6547 (hereafter J0513) was first detected by Krimm et al. (2009) as a pulsating X-ray source within the LMC. Analysis of X-ray and γ-ray data, as well as follow up optical observations, allowed Coe et al. (2015) to identify the system as a Be-star HMXB with a B1V companion in a 27.4 day orbit. We use as input parameters the observables and their uncertainties provided by Coe et al. (2015) which are summarized in Table 4 . In addition to the orbital period, these include the position of the binary, an upper limit on eccentricity, and a measure of the mass function. Although Coe et al. (2015) measure the orbital period to a precision of 0.008 days, we use a measurement uncertainty of 0.5 day for our model, as convergence for this exceedingly small region in posterior space can take a long time. We discuss convergence and possible improvements to dart board in Appendix A. We could also include the X-ray luminosity as an observable for our model to fit, however the system was discovered after it underwent an outburst. Although such outbursts are common in Be-star HMXBs, models cannot robustly predict their frequency, length, and luminosity for a particular system.
We apply our MCMC model to J0513. As was done previously in our mock systems, we run the system for 220,000 steps. After checking the chains, we find that they have converged after ≈ 20,000 steps. These steps form the burn-in, which we throw away, leaving us with 200,000 steps for each walker.
Model Constraints
The resulting posterior distributions of model parameters are shown in Figure 11 . As with the test cases, the structure in the posterior distributions of v k , θ k , and φ k are all principally driven by the observed P orb and upper limit on e.
The covariance between α i and δ i in Figure 11 demonstrates the birth coordinate distribution for J0513. In the top right panel of Figure 11 we compare this distribution (black contours) to the star formation rate map (blue background) 25 Myr ago. The system (red star) currently lies in a region with little star formation at its most likely birth age. The contours indicate that the system could not have travelled too far. The posterior probability spreads to the northeast which has somewhat higher star formation rates. In our three test cases, we compared the posterior distribution of model parameters to the input values. In addition to verifying the validity of our model, this comparison provides an additional check that the MCMC walkers have converged. Obviously, we cannot perform such a test for J0513. As an alternative, we evolve the posterior distribution of initial binary parameters through our binary evolution prescriptions and show the posterior probability of the observables P orb , and e as solid lines in Table 4 . Observational Constraints, taken from Coe et al. (2015) , included in our model of J0513. Current data only provide an orbital period, an upper limit for the eccentricity, and a mass function. The current location for the system is provided in decimal rather than sexagesimal.
Parameter
Value Model predictions for the current parameters for J0513 for three different models: our standard, full model ("lmc sfh") as presented in Section 6.1, one with a flat SFH throughout the LMC as described in Section 6.3 ("flat sfh") , and an eight parameter model in which the position is ignored (the star formation rate is flat in this case) as described in Appendix D ("no sfh"). Figure 12 . The constraint on P orb is a Gaussian (which indicates uncertainty on the measurement), while the constraint on e is an upper limit. Different colored distributions correspond to the different models we produce for J0513: our standard, full model ("lmc sfh") as presented here, a model for demonstrative purposes which has a flat SFH throughout the LMC as described in Section 6.3 ("flat sfh"), and an eight parameter model for testing in which the position is ignored (the star formation rate is flat in this case) as described in Appendix D ("no sfh").
Assuming the model can accurately describe the observations, a converged model will probably have posterior distributions of model parameters similar to the observed values. Such a comparison provides an important check on both the feasibility of the model to adequately explain the data and the model's convergence. In general, it is not expected that the posterior distributions exactly match the uncertainties on the observables; non-flat prior distributions on the model parameters and binary evolution in general will skew the resulting posterior distribution of observables. However, the posterior and observed distributions over P orb are nearly identical. Figure 12 also shows the posterior distribution of the current orbital eccentricity. Although the observations only provide an upper limit, our model makes a prediction that the Table 5 . 1-σ confidence levels for posterior samples from our full model of J0513 (described in Section 6.1), our test model in which the LMC is assumed to have a flat SFH (described in Section 6.3), and our model ignoring positional information (described in Appendix D). For nearly every parameter, our full model which takes into account the position of J0513 and includes the SFH produces more precise constraints than our models ignoring that information.
Parameter Full Model
Flat orbit of the system is non-circular. This is an example of how our model can improve the constraints on system characteristics, even those that are directly observable. Figure 12 further shows model predictions for other current parameters of the system. In this case, we show the posterior distribution of M 1 and M 2 . Our model predicts a NS mass less than 1.5 M , close to the canonical value, and a companion mass of ≈15 M , which is consistent with the observed spectra type of the donor star (B1V; Coe et al. 2015) .
Why Include Star Formation Histories?
J0513 resides in a position in the LMC in which the most recent star formation episode occurred around 25 Myr ago. This additional information constrains the formation path of J0513. As a demonstration of this, we run an additional model of the formation of J0513, as was done in Section 6.1, except using a "flat" SFH for the LMC that is constant in time and space. Figure 13 shows the distribution of posterior samples of our model using this demonstrative SFH.
The clearest difference between the two posterior samples can be seen in the bottom right-most panel showing the 1D histogram of birth times. This model, with a flat SFH, has a posterior distribution of birth times skewed toward younger ages compared to that of our model with the actual SFH of the LMC. The younger ages result in relatively more massive initial masses for the binary's components. These are the most significant differences between the two models, but other minor variations can be seen. For instance, the birth location distribution is now axisymmetric, which can be seen from the panel at the top right of Figure 13 , as expected from a nonspatially varying SFH. Furthermore, as expected, with the inclusion of one additional constraint (the SFH information), the model parameters are much better constrained. For J0513, one may be able to obtain reasonable results by running a simplified model without the birth position as a parameter, instead applying a prior to the birth time which corresponds to the SFH of the closest pixel in the SFH map. However, the SFH maps of the LMC have a somewhat finer resolution than the typical distances traveled by a HMXB. Indeed, this is why many HMXBs are found some distance away from the star forming regions (assuming the SFH maps have a fine enough resolution) in which they were presumably born (see Kaaret et al. 2004, although note that this result is for more distant galaxies.). The resolution with which SFHs can be probed may be larger than typical distances traveled by HMXBs for more distant galaxies. In such cases, a simplified model using merely the SFH of the closest pixel may provide an accurate result. However, for nearby galaxies, this is not the case. As methods of calculating the spatially resolved SFH improve and the angular precision with which such histories can be determined becomes smaller, inclusion of this information becomes more important.
The results in Table 5 provide an example of the importance of including spatially resolved SFHs. In this table, we provide the median value of the input parameter, with uncertainties corresponding to the 68% confidence interval on the median. Comparison of the uncertainties on parameters between the "Full Model" described in Section 6.1 and the "Flat Model" described in this section shows that, at least in this example, the SFH can substantially improve the constraints on nearly every parameter defining a system's formation.
7. DISCUSSION AND CONCLUSIONS
A New Approach in BPS
Past observations have shown that the population of extragalactic HMXBs are often found near, but not necessarily coincident with, regions of high star formation (Zezas et al. 2002b) . Sepinsky et al. (2005) showed that SN kicks can lead to a displacement between a binary's current position and its birth location. At the same time, the SN kick affects the binary's orbit, and a correlation should exist between binary parameters and the distance an HMXB travels from its birth site (Zuo & Li 2010; Zuo 2015) . These models use traditional BPS to reproduce general characteristics of the HMXB population, such as the observation that HMXBs with higher X-ray luminosities tend to be found closer to star forming regions than systems with lower X-ray luminosities (Kaaret et al. 2004 ).
Traditional BPS is too inefficient to correlate the local SFH with binary characteristics for individual systems; too many of the Monte Carlo generated systems merge or disrupt at some point during their evolution. Of those that do evolve into HMXBs only a fraction evolve into systems of interest for a given study. The best-observed HMXBs, those systems with the most potential to constrain binary evolution, are often the least efficient to model since many separate observational characteristics need to be simultaneously matched. The situation is even more difficult for LMXBs, which undergo more complex evolutionary paths (Kalogera & Webbink 1996 , 1998 Podsiadlowski et al. 2002) .
In this work we describe a fully Bayesian method that allows for more detailed comparisons between HMXBs and SFHs. We interpret BPS as a parameter estimation problem that includes the spatially resolved SFH as a prior, together with observations of individual systems and their uncertainties in the likelihood function. Prior probabilities for the binary parameters and SN kicks are based on the same distributions used by traditional BPS.
dart board includes several novel features: First, simultaneous consideration of source position and orbital parameters, which can set more stringent constraints on the formation of systems. Second, an MCMC fitting approach to explore the parameter space, which provides more efficient sampling, particularly important for rare or short-lived systems. Third, flexible inclusion of different observational constraints or biases (e.g., incompleteness) without the need for fine tuning of the methodology, allowing for a consistent approach to a heterogeneous data set. Finally, adaptability to study both individual systems as well as populations of systems.
Our approach avoids some of the common problems of traditional BPS. When comparing to an observed populations, traditional BPS studies often ignore observational uncertainties (or treat them in an ad hoc manner); whereas uncertainties are seamlessly included in our Bayesian formalism in the form of a likelihood function. Unique or rare systems may have been formed in relatively low probability regions of the parameter space, and using traditional BPS, it is both difficult to synthesize a statistically substantial number of systems and to know if those systems fully represent the parameter space. By moving through the parameter space based on the posterior probability, rather than making random draws from the prior probabilities, our MCMC model is able to efficiently generate a statistically significant distribution of posterior samples. This efficiency translates into the faster inclusion of updates to binary evolution physics and a faster comparison between XRB evolution models with different physical prescriptions.
Current Limitations and Future Directions
The potential applications for MCMC in BPS are numerous, as are the potential pitfalls. Careful attention needs to be paid to ensure the prior probabilities are properly described since binary parameter priors are often strong; the prior distributions should be properly normalized, particularly when model parameters have joint priors such as with M 1,i and M 2,i or with α i , δ i , and t i in our model.
The posterior chains need to have converged to draw conclusions from the model. Although convergence cannot be guaranteed, we provide three informal methods to check for convergence in the chains: First, visual inspection of the trace should indicate that the dispersion of chains does not considerably vary as the chain progresses. Second, the distributions of posterior parameters in the covariances between model parameters should be smoothly varying unless there are underlying physical reasons for abrupt changes in the distributions (e.g., non-contiguous star formation). Third, when evolving the posterior distribution of initial binary parameters through our binary evolution code, the posterior distribution of observables should roughly corre-spond to (but not necessarily exactly mimic) the values indicated by the observations and their uncertainties.
In Section 6.2 (Figure 12 ), we discuss how to use this method to demonstrate that the chains have converged after applying our model to J0513. Obviously, using posterior samples from unconverged models can lead to incorrect results and conclusions. A potential downside of MCMC methods is that they can have problems moving across sharp boundaries in parameter space. In our tests, we have seen that the chains typically are able to transition between different evolutionary channels. We have tested this by initializing the walkers in separate locations. For systems with precise observations which increase the height of the likelihood barrier between separate maxima in probability space, we have found that the model can have difficulties transitioning between two general evolutionary channels which are defined by whether the system overfills its Roche lobe on the giant branch or asymptotic giant branch. This difficulty can be overcome using a parallel tempering algorithm (e.g, Vousden et al. 2016 ) which we provide as an option within dart board, although it is not necessary for the systems we have used here.
Other aspects of binary evolution may cause separate local maxima. For instance, the LMC clearly shows non-contiguous star formation. Nevertheless, the top right panel of Figure 9 shows that the walkers are successfully distributed throughout different star forming regions. This suggests that other less obvious boundaries may not be problematic. However, we note that even if emcee successfully moves across different regions of parameter space, sharp boundaries and multiple maxima in the parameter space may lead to a decreased acceptance fraction.
An additional limitation of using MCMC rather than traditional importance sampling for BPS is that MCMC cannot straightforwardly provide rates; the evidence integral (denominator in Equation 6) must be calculated, which is a non-trivial exercise from a set of posterior samples. Typical methods such as thermodynamic integration are stymied by the requirement that x f ∈ x type which effectively denormalizes the prior distributions. This is not a problem for constraining BPS model parameters, determining the initial and present day parameters of a particular system, or simulating the HMXB population of a particular galaxy, but it means that we cannot calculate the absolute number of HMXBs or use the current version of dart board for comparisons between different models. We defer a further exploration of this for future work.
The relative efficiency of our method compared to traditional BPS depends on the problem at hand (see Appendix D for a demonstration). Traditional methods will be less efficient when the binary population is rare or short-lived and therefore the region of relevant parameter space is smaller (such as the merging double compact object systems that produce gravitational wave radiation). However, our method suffers from inefficiencies as well: each step is related to the previous one, therefore the set of independent posterior samples is reduced by a factor of the autocorrelation length. For the cases presented in this work, we find relatively long autocorrelation lengths (see Appendix A). The chains must be run for enough steps that the region of viable parameter space has been thoroughly explored.
Although our method efficiently identifies the initial parameters forming a specific HMXB (or population of HMXBs), this is only the first step. The technique described in this work can be used to determine aspects of the system that are not observable directly, such as the binary's formation scenario or whether it likely hosts a NS or BH. Furthermore, the same MCMC techniques can be applied to well-measured Xray binaries in nearby galaxies (as was done here for J0513) using different binary evolution prescriptions. Ultimately, after combining similar analyses from multiple binaries, identifying the initial parameters forming the observed population can lead to constraints on underlying models for key binary evolution physics, such as the kicks applied to systems at birth. Our model can be expanded in a number of ways. First, we plan to expand this model to other X-ray binaries (including both HMXBs and LMXBs) in a variety of nearby galaxies including the SMC and M81, as well as the LMC as was done here, each of which also have well understood SFHs (Harris & Zaritsky 2004 ) and HMXB populations (e.g., Antoniou & Zezas 2016) .
With the recent LIGO detections of compact object mergers (Abbott et al. 2016b (Abbott et al. ,a, 2017 The LIGO Scientific Collaboration et al. 2017 ; The LIGO Scientific Collaboration & The Virgo Collaboration 2017), there is renewed interested in deriving evolutionary histories for merging, evolved massive binaries (e.g., Belczynski et al. 2016) . As instrument sensitivity improves and the number of detections increases, new methods for deriving evolutionary histories for merging compact objects will be crucial for fully understanding the formation of these systems and modeling their population. Although our model is derived for HMXBs, a subset of these systems, particularly those with massive Wolf-Rayet components that are unlikely to disrupt after the second component's core collapse, may evolve into binary black holes (Belczynski et al. 2013; Maccarone et al. 2014; van den Heuvel et al. 2017) . With updates to the binary evolution physics, our MCMC approach could provide a natural, general method by which to efficiently derive posterior distributions for those systems forming merging compact object binaries. Specifically, by using the SFH of the galaxy hosting a merging double compact object (by association of a LIGO event with an electromagnetic counterpart and a nearby host galaxy) as a prior, more stringent constraints on a system's evolutionary history can be made.
In addition to new applications for dart board, we also plan to develop new features. For instance, whereas we have demonstrated here how dart board can be applied to individual systems to derive their evolution, by applying dart board to multiple systems, one can use the combined posterior samples to constrain binary evolution prescriptions (e.g., the SN kick dispersion velocity). Alternatively, a more complex, hierarchical model could simultaneously constrain formation scenarios for the observed systems as well as the parameterizations themselves. Such a model requires a Bayesian approach such as the one described here (Lee et al. 2011; Xu et al. 2014; Wysocki et al. 2017 ).
Conclusions
We describe a fully Bayesian method to identify the binary initial conditions forming both individual HMXBs and HMXB populations. Our method includes both binary evolution physics as well as spatially resolved SFHs to constrain the formation channels of HMXBs. As a test, we apply our method to three individual mock binaries, and our method is generally able to recover all the initial parameters of these binaries. Having passed this test, we apply our model to the population of HMXBs as well as the population of HMXBs within the LMC. Finally, we apply our model to the LMC HMXB Swift J0513.4−6547, and our model converges on the region of parameter space forming this binary; the posterior distribution of model parameters produces HMXBs matching the observations of this system. Our model is, by construction, flexible to allow the inclusion of different X-ray binaries with different observables. Furthermore, it forms the basis for future, hierarchical models that would allow us to constrain the formation and evolutionary parameters for populations of X-ray binaries in individual as well as samples of galaxies. Our model, and MCMC techniques more generally, have the potential to become a powerful tool for the study of binary populations. Typically, only a small portion of the multi-dimensional parameter space has a non-zero posterior probability, and it is necessary to initialize the walkers in this small region. We initialize our walkers using a multi-step procedure. For each of our walkers, we randomly test positions in the parameter space until we find one with a non-zero posterior probability. From experience, we have found that many of these positions may be in very low probability regions. These walkers may become stuck and the sampler may not find a better position for many 10,000's of steps, despite its low posterior probability.
After each walker has been placed at a random, non-zero position in parameter space, we then select the walker with the highest posterior probability. Following the advice of Foreman-Mackey et al. (2013), we move each of the walkers to a multidimensional "ball" in a region of high posterior probability; each walker is placed in a randomly selected position drawn from a narrowly peaked Gaussian centered on the best walker, ensuring the posterior probability is non-zero. We find that, from this initialization the ensemble algorithm is efficient at expanding into the surrounding region of viable parameter space.
Once the walkers have been set, we begin the burn-in stage. For the populations described in this work, we burn-in the model for 20,000 steps so the walkers distribute around the parameter space based on the posterior probability. We find this is a sufficient number for the chains to converge based on visual inspection of the trace of the chains. Figure 14 shows the trace of our 320 walkers for the first 40,000 steps for our HMXB model described in Section 4. Although there is no formal proof that the walkers have completely converged, there is a difference in the evolution of the walkers during the burn-in and later in the evolution of the chains.
After our burn-in for 20,000 steps, we run our production models for 200,000 steps. Conclusions are only drawn from the production stage; data from the burn-in stages are removed. It is clear that the distribution of walkers in Figure 14 is not entirely smooth, a result of the complex posterior probability over these dimensions (for instance, multiple evolutionary channels). This is most obvious from the distribution in a, which has an overdensity at low separations (as discussed in Section 4). One randomly selected chain is colored red to demonstrate the typical evolution of an individual walker. The highlighted walker demonstrates that walkers can move throughout the parameter space between different evolutionary channels.
Quantitatively, we can estimate how easily an individual walker can move around the parameter space using an autocorrelation function (see discussion in ForemanMackey et al. 2013 ). This determines how many steps need to be simulated before a walker has reached an effectively independent position in parameter space. Since our MCMC sampler uses an ensemble of 320 walkers, we stack them end-to-end to Figure 14 . The individual panels show the trace of the first 40,000 walker positions for each of the eight model parameters in our model of HMXBs described in Section 4. For all models, we remove the first 20,000 steps as the burn-in (in this figure, the burn-in has not yet been removed). However, typical burn-in times vary substantially between models, and for this model, the trace indicates that a shorter burn-in is probably sufficient. One randomly chosen walker is highlighted in red, demonstrating that the walkers are able to move around the parameter space and do not become stuck in local minima.
produce one long chain. Figure 15 shows the autocorrelation function for the long chain from the eight parameters in our HMXB model described in Section 4 in the top panel and for our ten parameter model of J0513 described in Section 6.1 in the bottom panel. The autocorrelation length is defined by the longest length of any individual parameter, in this case, a. For this model, we find an autocorrelation length of 5000-10,000 steps. The bottom panel shows that our model for J0513 has a substantially longer autocorrelation length of nearly 100,000 steps. Autocorrelation lengths must be calculated separately for each model, and clearly these differ significantly depending on the particular model run. One should be wary that enough steps need to be run before robust results are derived.
B. BSE IN PYTHON
We alter the publicly available stellar evolution code, BSE, to run within python, which requires several adjustments. First, we create a wrapper around the main Figure 15 . The autocorrelation function for each of the parameters for our model of the population of HMXBs (top panel; as described in Section 4) and of J0513 specifically (bottom panel; as described in Section 6.1). These are calculated on the combined chains, in which each chain is stacked end-to-end for each parameter. Typical autocorrelation lengths for our eight parameter model are 5000-10,000. For a model in which the position and SFHs are included, autocorrelation lengths can be as much as a factor of 10 longer. In the case of J0513, the autocorrelation length is nearly 100,000 steps. stellar evolution function call to include various model parameters (e.g., the common envelope efficiency) as inputs. The updated version of BSE is then compiled into a python module using f2py. We then create a second, higher-level python module which calls this module. We include a setup.py file for a user to add to their python libraries. This version of BSE, is provided along with dart board.
With the exception of the reparameterization of supernova kicks, as discussed below in Section C, and the required adjustments to the function calls, we have not adjusted the physics within BSE. This approach allows for easy adjustment by different groups to import their own updates to prescriptions within BSE.
C. SUPERNOVA KICKS As mentioned in Section 1, our approach is to treat the supernova kick parameters as model parameters rather than random variables to be chosen within the stellar evolution code. While this requires editing of the function calls within BSE so that the variables may be propagated throughout the code, this is a necessity using our approach.
We calculate the post-SN orbital separation, a SN , systemic velocity, v sys , and eccentricity, e SN , based on the equations in Hills (1983) and Kalogera (1996) . In particular, we follow the reference frame from Kalogera (1996) which differs from the default described by Hurley et al. (2002) . Our reference frame (at the instant of SN) sets the collapsing object at the origin, but with the velocity of the companion, such that the primary is moving with orbital velocity, v r . The supernova kick is parameterized by a magnitude, v k , a polar angle, θ k , and an azimuthal angle, φ k . θ k defines the angle between the kick velocity and the direction of orbital motion. This reference frame is optimal since, when eccentricity is not an observable this parameterization effectively removes a parameter.
We start by determining a SN based on energy conservation:
where a pre−SN is the pre-SN orbital separation, M CO is the post-SN compact object mass, M 2 is the companion mass, and v 1 is the post-kick velocity of the primary (in the reference frame of an initially stationary secondary):
The pre-SN orbital velocity, v orb is defined as:
The post-SN systemic velocity is:
where we have included two substitutions:
The post-SN eccentricity is determined by angular momentum conservation:
1 − e Figure 16 . The normalized, 1D histograms for the ten parameters in our model for J0513. We compare the histograms from three different models: our standard, full model ("lmc sfh") as presented in Section 6.1, one with a flat SFH throughout the LMC as described in Section 6.3 ("flat sfh") , and an eight parameter model in which the position is ignored (the star formation rate is flat in this case) as described in Appendix D ("no sfh"). The red and green distributions are identical as expected since they both adopt a flat SFH.
It should be noted that this approach is only appropriate for systems which are circularized prior to undergoing core collapse, an assumption satisfied by the vast majority of binary systems. Eccentric binaries could be taken into account by including the mean anomaly at the time of core collapse as an additional model parameter. We leave such a model for interested users as only rare evolutionary channels are eccentric at the time of core collapse.
D. CONSISTENCY CHECKS AND BENCHMARKING
In Section 3, we use dart board to recover the input parameters of three mock systems. These provide an important check of the method, however three mock systems do not form a complete test. We further want to make sure that by adding the position of the binary as an observable, a central advantage of using dart board over traditional population synthesis, the results for the other binary parameters are unbiased.
We can perform a simple consistency check to ensure that adding position does not incorrectly bias our results. In our model of J0513 described in Section 6.1, we use a flat SFH for the LMC; the birth right ascension and declination are therefore nuisance parameters, since no extra information has been added by including the star formation as a prior. Indeed, as we show in Figure 13 , the posterior distribution in the birth position forms an axisymmetric distribution around its current position. We additionally generate a new model of J0513 using eight parameters, ignoring position information, but using the other three observables provided in Table 4 as constraints on the system. For a correct implementation of the math described in Section 2, we should obtain the exact same posterior distribution for these eight parameters as in our model with a flat SFH for the LMC.
We compare the posterior distributions of model parameters in Figure 16 for the three different models of J0513: our standard, full model ("lmc sfh") as presented in Section 6.1, one with a flat SFH throughout the LMC as described in Section 6.3 ("flat sfh"), and an eight parameter model in which the position is ignored (the star formation rate is flat in this case). For a clear comparison we only show the 1D distributions of initial parameters for the Figure 16 . The posterior distributions are nearly identical for our "flat sfh" model and our "no sfh" model, as desired. Quantitatively, the similarity between the distributions holds up: the right two columns of Table 5 show that the median and 1σ confidence levels for our "flat sfh" model and our "no sfh" model are nearly identical. The model for J0513, using the actual SFH for the LMC differs significantly in Figure 16 , as expected since we demonstrate in Section 6.3 that the actual SFH adds important constraints on the model.
As a second consistency check, we compare the posterior distribution of model parameters against the distribution produced by BPS using traditional sampling methods. Figure 17 compares the 1D distributions from our MCMC approach using dart board for the HMXB model described in Section 4 with the results from BPS using traditional sampling methods. As done previously, we only show the 1D distributions for clear comparison. Figure 17 shows that the two methods reach the same result. The only difference is that the traditional method produces a coarser distribution; had it been run longer, the two distributions will converge to the same result.
Why did we not run our simulation for more trials? To produce the sample using traditional methods, we generated random samples from the prior distributions, using the same amount of computation time as was used by dart board to produce the MCMC sample in Figure 17 . In this case at least, the samples produced using our MCMC approach generate a smoother distribution, demonstrating the efficiency of this new approach. Figure 17 . The normalized, 1D histograms for the eight parameters in our model for HMXBs described in Section 4. Filled blue distributions show the results for a sample of HMXBs using the same BPS model, but produced using traditional sampling methods. Although the two distributions were run for the same computation time, dart board produces a smoother posterior distribution.
