Here we propose an efficient estimation method to interpolate new samples in a blurred and aliased observation, in such a way that (1) aliasing artifacts in an ulterior restoration are mitigated, and (2) thanks to aliasing we may recover some spatial frequencies beyond the Nyquist frequency (super-resolution). The only requirement is having a good approximation of the blurring kernel in high resolution (HR). The method consists of two sequential steps: (1) to perform a Maximum Likelihood Interpolation, according to a Gaussian model; and (2) to apply a standard deconvolution to the interpolated image, using the HR blurring kernel in both steps. Simulations show strong improvements with respect to first deconvolving the unprocessed observation and then doing a standard interpolation with splines, and also with respect to first doing a standard interpolation and then deconvolving.
INTRODUCTION
Real-world blurred images are usually quite different from simulations done by convolving an ideal image and adding white Gaussian noise. In previous papers we have addressed such deviations in terms of mixed Poisson-Gaussian noise [1] , space-variant blur [2, 3] and, more recently, non-circular boundary conditions [4] . Here we address yet another important deviation from the classical model simulations which is enough, by its own, to spoil restoration results: the aliasing.
Aliasing occurs whenever the sampling grid is not dense enough to represent all the spatial frequencies of an image. This happens, e.g., in real imaging devices, which have Point Spread Functions (PSFs) that are far from ideal low-pass filters. The combination of blur and aliasing appears in many real imaging situations, either being the blur entirely due to the device, or being combined with external agents (scattering, movement, defocus, etc.). For digital cameras, a good balance is achieved when having both slight blur and slight aliasing. In that case, the PSF is not properly sampled by the sensor, and a high resolution (HR) PSF is required for image restoration [5] . When aliasing is not negligible, and we know the PSF in a higher resolution than the sensor's, we can exploit this knowledge for interpolating the aliased blurred image and so obtaining an approximation to the aliasing-free blurred image in HR. The interpolated image can then be deconvolved in HR, producing a HR image without strong aliasing artifacts.
Previous super-resolution methods [6] either consider a set of multiple degraded observations (e.g. [7, 8] ), which may be affected by a combination of blur, aliasing and noise, or consider a single observation, as we do here. In the latter case, they either rely on sophisticated prior image models, mostly exploiting the self-similarity of natural images through scale and space (e.g., [9, 10] ), or use accumulated evidence from many examples (e.g. [11, 12] ). The approach described here is radically different. First, referring to the method's goal: no previous super-resolution method has attacked the problem of restoring heavily blurred aliased images from a single observation. Previous single-observation schemes arbitrarily set an anti-aliasing filter for subsampling the ideal image. In contrast, for us the PSF plays a central role. Second, referring to the methodology: ours, unlike previous methods, consists of an interpolation step followed by a deconvolution step.
METHODS
In a recent contribution [4] , we proposed a pre-processing (extension) of blurred images such that they become likely in terms of a circulant-boundary convolution. Here we apply the very same concept and methodology, but for interpolating samples in the aliased blurred observation. An important practical improvement with respect to Ref. [4] has been to include a standard vector convergence acceleration technique for efficiently solving the involved linear system of equations.
A Gaussian model for aliasing-free blurred images
A useful observation model for noisy convolved images is
where x is the vectorized (lexicographically ordered) ideal image, the H HR matrix represents an N x N y × N x N y blockcirculant matrix performing a convolution with a kernel h HR , and w is the vectorized added noise term, assumed white and Gaussian. Whereas using a non-circulant matrix is the correct choice for real-world image convolution, most restoration algorithms assume, for convenience, a circular boundary condition observation model. 1 Our observation model is completed by subsampling z (simulating the sensor sampling), resulting in an aliased blurred and noisy observation y:
We have assumed that the added noise and the ideal image x follow a shift-invariant distribution. Thus, the Discrete Fourier Transform diagonalizes their covariance matrices. In their diagonals appear the corresponding Power Spectral Densities (PSDs):
for each of the N x N y discrete frequencies (u, v), where X(u, v) represents here the Fourier transform of x (analogous with z, h HR and w). Considering, for simplicity, Gaussian distributions for all the implied vectors, the minus log likelihood of z is (ignoring constant terms)
Problem assessment
Our aim is obtaining a maximally likely interpolation of y, z(y), such that it provides an approximation to the aliasingfree image z. Obtaining an image that is spectrally compatible with the aliasing-free one will allow us to perform a standard deconvolution onẑ(y) with greatly reduced aliasing artifacts. According to Eq. (3), our maximum likelihood (ML) interpolation problem is to minimize such sum, that is:
where F * is a matrix performing a 2D-DFT, and D P Z is a diagonal matrix whose entries correspond to P Z (u, v). The meaning of this optimum is as follows: aliasing-free image z is constrained to be likely in terms of coming from a typical image filtered by the h HR kernel. It is, in this sense, a smooth image. However, it is not just smooth: it also complies with some features the blurring kernel imposes, like its zeros in the Fourier space. This information (PSD of the typical images, zeros of the kernel's spectrum) is included in the spectral model for the aliasing-free image z. Note that the blur-plus-noise model of Eq. (1) is not applicable to the observation y (not even after re-scaling the filter), because of the aliasing. Aliasing distorts the spectral profile of the image (in particular, the very sensitive location of its zeros in Fourier). By interpolating likely samples in terms of an aliasing-free model using the (assumed known) HR kernel, we are mitigating the spectral effects of aliasing.
Power Spectral Density model
We set P X , the spectral density of the unknown ideal image, first, and then apply Eq. (2). Even if we use for P X just a generic signal model, it will suffice to identify the set of frequencies of the extended observation that are more penalized by the cost function (low P Z (u, v)).
We have chosen a Gaussian Markov Random Field model for the ideal image x, a separable AR-1 (auto-regressive, one tap) model, whose PSD is:
We have hand-optimized its parameters, obtaining σ x = 30 and ρ = 0.65. The methods performance was very little sensitive to these parameters' values, on a wide range.
Unconstrained reformulation
First, we split
T into two non-overlapping vectors: z o = y, corresponding to the M x M y observed pixels, and z i , corresponding to the N x N y − M x M y pixels to be interpolated. P is a permutation matrix. Analogously, the Fourier transform can be re-ordered such that
, corresponding to the two component of the Fourier transform applied only to the interpolated and the observed pixels, respectively.
and operating we obtain:
In terms of practical implementation, it is useful to re-express
is the extension of interpolated pixels to a vector containing the whole image, with the observed pixels set to zeros. S T (N x N y × M x M y ) performs conversely, preserving the observed pixels, and setting to zero the rest. Their transpose do the reverse (selection) operations. Thus, the difficulty in Eq. (7) lies only in the matrix inversion. 
Efficiently solving the system of equations

Let us call
We have used λ = 2σ 2 w , an approximation to λ = 2/||A|| (||A|| is the largest eigenvalue of A in absolute value). In addition, we have used the Minimal Polynomial Extrapolation technique here [14, 15] for accelerating the convergence of z in Eq. (8) . We can express differences of consecutive estimations as a linear combination of a previous differences:
We obtain the k coefficients c i by solving this system of k equations (in practice using the pseudo-inverse). Then, we set c k = 1, and, provided that
We obtain the approximation toẑ (∞) as [15] :
As starting guess we used a cubic spline interpolation. We used k = 15, and applied 2 runs. Sample mean was subtracted, and added back after the interpolation. Running times on 512 2 images in Matlab (R) code on a 2-Quad Intel Xeon computer are around 1 s.
EXPERIMENTS AND RESULTS
We have tested our method with two 8-bit gray-level (N x = N y = 512) pixel images: Barbara and Pirate, from data base [16] . We have used the following 3 point spread functions (PSFs) for h HR , all of them with normalized sum:
PSF2 is a 9 × 9 uniform kernel. PSF3 is the oblique blurring 5 × 7 kernel given by [0000111; 0012321; 0134310; 1232100; 1110000]. We first obtain z, the aliasing-free noisy blurred image, by applying circular convolution and noise addition to the ideal image. Then we simulate the observation y by subsampling z with a factor 2 along each dimension (so obtaining M x = N x /2 = 256, same with M y ). For computing the results we have used two different restoration methods: the classic Wiener filter (by using the same spectral model of Eqs. (5) and (2)), and the L 2 -r-L 0 method ConDy-10, as described in [17] . 3 We have compared the performance, measured as increment in signal-to-noise ratio (ISNR, in decibels) w.r.t. a double-size version of y (repeating each pixel), of: (1) R+I, directly deconvolving the observation, with a 2 × 2 subsampled version of h HR (always keeping the PSF's central sample), and then applying a cubic spline interpolation; (2) I+R, applying first a cubic spline interpolation, and then deconvolving the HR image; (3) MLI, applying our Maximum Likelihood interpolation and then deconvolving; and (4) Oracle, image obtained by deconvolving the aliasingfree image z. This sets an upper bound for the performance.
To understand the influence of the degradation on the results we have plotted in Figure 1 the average (for the two images and two restoration algorithms) mean square improvement ratio (expressed as ISNR) of the compared methods, for every simulated degradation. First, we observe that, for PSFs having zeros in Fourier (PSF2, a uniform square, and PSF3, an oblique blur), non-aliasing-aware methods R+I and I+R are not robust at all, providing very bad results, especially in the low-noise scenarios. In contrast, the proposed method behaves very robustly for all tested degradations, and it always obtains a significant improvement with respect to the two non-aliasing-aware methods R+I and I+R. Table 1 showsthe complete results of our MLI method, as compared to the the two combinations of standard interpolation and restoration, plus the oracle. General behavior is similar for Wiener and L2-r-L0 restoration methods. Barbara results are more negatively affected by aliasing, given the large amount of high frequencies on her clothes. On average, our MLI is 1.5 dB and 2.5 dB above R+I and I+R, respectively, and 2.5 dB below the oracle. Roughly speaking, the ML interpolation method goes half-way between a standard (splines) interpolation and an "ideal interpolation" completely regenerating the aliasingfree blurred image. We can see how, in such different conditions, the method is able to avoid the strong aliasing artifacts obtained using standard interpolation. Some aliased details in the observation have even been de-aliased (see lines on Barbara's shoulder).
CONCLUSIONS
Results show that standard restoration techniques, on their own, are not robust against aliasing. We have presented an aliasing-aware image restoration method, which, from a single observation, it (1) mitigates the restoration artifacts caused by the aliasing, and (2) allows to recover some of the aliased spatial frequencies. It achieves this by using a spectral model to interpolate the observation to a larger image, and then deconvolving it, assumed the blurring kernel is known in high resolution. A maximum likelihood estimate is obtained by efficiently inverting a large spatially-variant linear system of equations, using convergence acceleration. The resulting interpolated image is then deblurred in high resolution with any standard deconvolution method. We have tested the method with 2 × 2 subsampling, under 3 kernels and 3 noise levels, with striking improvements over using standard interpolation. R+I refers to first restoration, then spline interpolation, I+R the same, but in the reversed order, MLI refers to our method (Maximum Likelihood Interpolation, plus image restoration), and "Oracle" to an upper bound reference (direct deconvolution of the HR aliasing-free blurred image). 
