See the abstract for Chapter D2.
Viewed within the mathematical framework of numerical analysis, gradient-based techniques often provide superlinear convergence rates in applications on convex surfaces. First-order (steepest or gradient descent) and second-order (i.e. conjugate gradient, Newton, quasi-Newton) methods have been successfully used to provide solutions to the neural connection weight and bias estimation problem (Kollias and Anastassiou 1988 , Kramer and Sangiovanni-Vincentelli 1989 , Simpson 1990 , Barnard 1992 , Saarinen et al 1992 . While these techniques may prove useful in a number of cases, they often fail due to several interrelated factors. First, by definition, in order to provide guaranteed convergence to a minimum point, first-order gradient techniques must utilize infinitesimally small step sizes (e.g. learning rates) (Luenberger 1973 , Scales 1985 .
Step size determination is most often a balancing act between monotonic convergence and time constraints inherent in the available training apparatus. From a practical standpoint, training should be performed using the largest feasible step size to minimize computational time. Several automated methods for step size determination have been researched with some providing near-optimal step size estimation (Jacobs 1988 , Luo 1991 , Porto 1993 , Haykin 1994 . By the Kantorovich inequality, it can be shown that the method of the basic gradient descent algorithm converges linearly to a minimum point with a ratio no greater than [(λ 1 − λ 2 )/(λ 1 + λ 2 )] where λ 1 and λ 2 are the largest and smallest eigenvalues, respectively, of the Hessian of the objective function evaluated at the solution point. However, convergence to a global optimum point is not guaranteed.
Second-order methods attempt to approximate the (inverse) Hessian matrix and utilize a line search for optimal step sizes at each iteration. These methods require the assumption that a reasonably smooth function in N dimensions can be approximated by a quadratic function over a small enough region in the vicinity of an optimal point. In both cases, however, the actual process of iteratively converging on the series of solutions is computationally expensive. For example, convergence of the DavidonFletcher-Powell method is inferior to steepest descent with a step size error of only 0.1%, so second-order information does not always provide superior convergence rates (Luenberger 1973 , Shanno 1978 . It should be noted that problems encountered when the Hessian matrix is indefinite or singular can be addressed by using the method of Gill and Murray, albeit with the added computational cost of solving a nontrivial size set of linear equations (Luenberger 1973 , Scales 1985 . In practice, quasi-Newton methods work well only on relatively small problems with up to a few hundred weights (Dennis and Schnabel 1983) .
One alternative approach to training neural networks is to utilize the numerical solution of ordinary differential equations (ODEs) to estimate interconnection weights (Owens and Filkin 1989) . By posing the weight estimation problem as a set of differential equations, ODE solvers can iteratively determine optimal weight sets. These methods, however, are subject to the same prediction-correction errors and, in practice, these too can be quite costly computationally.
Hypothetically, one can find an optimal algorithm for determining step size with the desired gradientbased algorithm. A major problem still remains whereby all of the convergence theorems for these methods prove convergence to an optimum point. There is no guarantee that this is the global optimum point except in the rare case where the function to be minimized is convex. Research has proven convergence to a global optimum point is guaranteed on linearly separable problems when batch mode processing, errorbackpropagation learning is used (Gori and Tesi 1992) . However, linearly separable problems are easily solved using non-neural network methods such as linear discriminant functions (Fisher 1976, Duda and Hart 1973) . In real-world applications, neural network training can, and often does, becomes entrapped in local minima points, generating suboptimal weight estimates (Minsky and Pappert 1988) . The most commonly used method to overcome this difficulty is to restart the training process by using a different random starting point. Mathematically, restarting at different initial weight solution 'sample' points is actually an implementation of a simplistic stochastic process.
Stochastic training methods provide an attractive alternative to the traditional methods of training neural networks. In fact, learning in Boltzman machines is, by definition, probabilistic and uses simulated C1.4 annealing for weight adjustments. By their very nature, stochastic search methods, and evolutionary algorithms in particular, are not prone to entrapment in local minima points. Nor are these algorithms subject to step size problems inherent in virtually all of the gradient-based methods. As applied to the weight estimation problem, stochastic methods can be viewed as sampling the solution (weight) space in parallel, retaining those weights which provide the best fitness score. Note that in a stochastic algorithm fitness does not necessarily imply a least-mean squared error criterion. Virtually any metric or combination of metrics can be accommodated. In real-world environments robustness against failure of connections or nodes is often highly important. This robustness can easily be built into the networks during the training phase with stochastic training algorithms.
D2.2.1.2 Case studies
Evolutionary algorithms have been successfully applied to the aforementioned problem of training, that is, estimating the optimal set of weights for neural networks. Numerous approaches have been studied ranging from simple iterative evolution of weights to sophisticated schemes whereby recombination operators exchange weight sets on subtrees in the topology. It is important to note the that these algorithms do not typically utilize gradient information, and hence are often computationally faster due to their simplicity of implementation.
Differences between several techniques suitable for training multilayered perceptrons (MLPs) and C1.2 other neural networks were investigated by Porto and Fogel (1992) . The computational complexity of standard backpropagation (BP), modified (line-search) BP, fast simulated annealing (FSA), and C1.4.2 evolutionary programming (EP) were compared. In this paper, FSA using a Cauchy probability distribution Evolutionary computation approaches to solving problems in neural computation for the annealing schedule-the temperature schedule for mutating weights is set inversely proportional to time (number of iterations)-is contrasted with EP. The EP weight optimization is performed with mutation variance inversely proportional to the RMS error of the aggregate input pattern training set. Thus the mutation variance decreases as training converges to more optimal solutions. Computational similarities between the FSA and EP approaches and increased robustness of a parallel search technique such as EP versus the single solution member of an FSA search are shown. A number of tests are performed using underwater mine data using MLPs trained from multiple starting points with each of the aforementioned training techniques in order to ascertain the potential robustness of each to multimodal error surfaces.
Results of this research on neural networks with multiple weight set solutions (i.e. local minima points) demonstrate better performance on naive test sets using FSA and EP training methods. These stochastic training methods are proven to be more robust to multimodal error surfaces and hence demonstrate reduced susceptibility to poor performance due to entrapment in local minima points. The problem of robustness to processing node failure was addressed by Sebald and Fogel (1992) . In this paper, adaptation of interconnection weights is performed with the emphasis on performance in the event of node failures. Neural networks are evolved using EP while linearly increasing the probabilistic failure rate of nodes. After training, performance is scored with respect to classification ability given N random failures during the testing of each network. Fault-tolerant networks are demonstrated as often performing poorly when compared against non-fault-tolerant networks if the probability of nodal failure is close to zero, but are shown to exhibit superior performance when failure modes are increased. Evolutionary programming is able to find networks with sufficient redundancy which are capable of dealing with nodal failure.
Using evolutionary computation to evolve network interconnection weights in the presence of hardware weight value limitations and quantization noise was proposed by McDonnell (1992) . A modified version of backpropagation is used whereby EP is used for estimating the solutions of bounded and constrained activation functions, and backpropagation is used to refine these solutions. Random competition of the weight sets is used to choose parent networks for each subsequent generation. Results of this research indicate the robustness of this technique and its wide range of applicability to a number of unconstrained, constrained and potentially discontinuous nodal functions.
D2.2.2 Topology selection
Selection of an optimal topology for any given problem is perhaps even more important than optimizing the training technique. It is a well known fact that suboptimal performance of any system can occur by overfitting of data using too many degrees of freedom (network nodes and interconnections) in the model. A balance must be struck between minimizing the number of nodes for generalization in learning and providing sufficient degrees of freedom to fully encode the problem to be learned while retaining robustness to failure. Evolutionary computation is well suited to this optimization problem, and provides for self-adaptive learning of overall topology as well.
D2.2.2.1 Traditional methodology versus self-adaptive approaches
Selection of the most appropriate neural architecture and topology for a specific problem or class of problems is often accomplished by means of heuristic or bounding approaches (Guyon et al 1989 , Haykin 1994 ). An eigensystem analysis via a singular value decomposition (SVD) approach has been suggested by Wilson et al (1992) to estimate the optimal number of nodes and initial starting weight estimates in a feedforward topology. An SVD is performed on all patterns in the training set with the starting weights initialized using the unitary matrix. The number of nodes in the topology are determined as a function of the sigma matrix in a least-squares sense.
Other analytic and heuristic approaches have also been tried with some success (Sietsma and Dow 1988 , Frean 1990 , Hecht-Nielsen 1990 , Bello 1992 ) but these are largely based upon probability distribution assumptions, and presence of fully differentiable error functions. In practice, methods which are selfadaptive in determining the optimal topology of the network are the most useful as they are not constrained by a priori statistical assumptions. The search space of possible topologies is infinitely large, complex, multimodal, and not necessarily differentiable. Evolutionary computation represents a search methodology which is capable of efficiently searching this complex space. Evolutionary computation approaches to solving problems in neural computation
D2.2.2.2 Case studies
As indicated previously, genetic algorithms (GAs) generate new solutions by recombining representational components of two population members using a function known as crossover. Some degree of mutation is also used but the primary emphasis is on crossover. Specific task environments are characterized as deceptive when the fitness (goodness of fit) is not well correlated with the expected abilities inherent in its representational parts (Goldberg 1989 , Whitley 1991 . The deception problem is manifested in several ways. Note that identical networks (networks which share identical topologies and common weights when evaluated) need not have the same search representation since the interpretation function may be homomorphic. This leads to offspring solutions which contain repeated components. These offspring networks are often less fit than their parents, a phenomena known as the competing conventions problem (Shaffer et al 1992) . Second, the crossover operator is often completely incompatible with networks with different topologies. Finally, for any predefined task, a specific topology may have multiple solutions, each with a unique but different distribution of interconnections and weights. Since the computational role of each node is determined by these interconnections, the probability of generating viable offspring solutions is greatly reduced regardless of interpretation function. Fogel (1992) shows GA approaches are indeed prone to these deception phenomena when evolving connectionist networks. Efforts to reduce this susceptibility to deception are studied by Koza and Rice (1991) where they utilize GP techniques which generate neural networks with much more complex representations than traditional GA binary representations. They propose using these alternative representations in an effort to avoid interpretation functions which strongly bias the search for neural network solutions. The interpretation function which maps the search (representation) space to the evaluation (fitness) space in a GA approach will exceed the complexity of the learning problem (Angeline et al 1994) . Recent trends have been focused away from binary representations in using GA approaches to solve neural network topology determination problems. Angeline proposes EP for connectionist neural network searches as the representation evaluated by the fitness function is directly manipulated to produce increasingly more appropriate (better) solutions. The generalized acquisition of recurrent links (GNARL) algorithm evolves neural networks using both structural level mutations for topology selection as well as simultaneously evolving the connection weights through mutation. Tests on a food tracking task evolves a number of interesting and highly fit solutions. The GNARL algorithm is demonstrated by simultaneously evolving both the architecture and parameters with very little restriction of the architecture search space on a set of test problems. Polani and Uthmann (1993) discuss the use of a GA to improve the topology of Kohonen feature C2.1.1 maps. In this study, a simple fitness function proportional to the measure of equidistribution of neuron weights is used. Flat network as well as toroidal and Möbius topologies are trained with a set of random input vectors. The GA tests show the existence of networks with nonflat topologies with the ability to be trained to higher quality values than those expected for the optimal flat topology. Given that the optimally trainable topologies may lie distributed over different areas on the topological space, the GA approach is able to find these solutions without a priori knowledge and is self-adaptive. Use of this technique could prove valuable in construction of network topologies for self-organizing feature maps where convergence C2.1.1 speed or adaptation to a given input space is crucial.
Genetic algorithms are used to evolve both the topology and weights simultaneously as described in a paper by Braun (1993) . In weak encoding schemes, genes correspond to more abstract network properties which are useful for efficiently capturing architectural regularities of large networks. However, strong encoding schemes require much less detailed knowledge about the genetic encoding and neural mechanisms. Braun researched a network generator capable of handling large real-world problems. A strong representation scheme is used where every gene of the genotype relates to one connection of the represented network. Once the maximal architecture is specified, potential connections within this architecture are chosen and iteratively mutated and selected. Crossover mutation is performed using distance coefficients to prevent permuted interval representations in order to minimize connection length. This is where crossover alone often proves problematic. Tests on digit recognition, the truck-backer-upper task, and the Nine Men's Morris problem were performed. These experiments concluded that weight transmission from parent to offspring is very important and effectively reduced learning times. Braun also notes that mutation alone is potentially sufficient to get good selection performance.
The use of evolutionary search to determine the optimal distribution of radial basis functions was B1.7.3 addressed by Whitehead and Choate (1994) . Binary encoding was used in a GA with the evolved networks Evolutionary computation approaches to solving problems in neural computation selected to minimize both the residual error in the function approximation as well as the number of RBF nodes. A set of space filling curves as encoded by the GA are evolved to optimally distribute the RBFs. The weights from the first layer which form linear combinations of the RBFs are trained with a conventional LMS learning rule. Convergence is rapid since the total squared error over the training set is a quadratic. C1.1.3 An additional benefit is realized whereby the local response of each RBF can be set to zero beyond a genetically selected radius thus ensuring only a small fraction of the weights need to be modified for each input training exemplar. This methodology strikes a balance between representations which specify all of the weights and require no training, and the other extreme where no weights are specified and full training of each network is required on each pass of the algorithm. Results indicate the superiority of evolving the RBF centers in comparison to k-means clustering techniques. This may possibly be explained by the fact that a large proportion of the evolved centers were observed to lie outside the convex hull of the training data, while the k-means clustering centers remained within this hull.
