Abstract. Let Ω ⊂ R n be a smooth bounded domain and m ∈ C(Ω) be a sign-changing weight function. For 1 < p < ∞, consider the eigenvalue problem −∆pu = λm(x)|u| p−2 u in Ω, u = 0 on ∂Ω, where ∆pu is the usual p-Laplacian. Our purpose in this article is to study the limit as p → ∞ for the eigenvalues λ k,p (m) of the aforementioned problem. In addition, we describe the limit of some normalized associated eigenfunctions when k = 1.
Introduction
Our main goal in this paper is to study the limit as p → ∞ in the eigenvalue problem for the p-Laplacian with a sign-changing weight.
Let Ω ⊂ R n be a smooth bounded domain, 1 < p < ∞, and consider ∆ p u := div(|∇u| p−2 ∇u) the usual p-Laplacian operator. Let m ∈ C(Ω) be a function (the weight) that changes sign in Ω. We set Ω + := {m > 0}, Ω − := {m < 0}, Ω 0 := {m = 0}.
Since we assume that m changes sign we have that Ω + = ∅ and Ω − = ∅. The eigenvalue problem associated with the p-Laplacian with a weight function m is given by (1.1) −∆ p u(x) = λm(x)|u| p−2 u(x) x ∈ Ω, u(x) = 0 x ∈ ∂Ω.
It is a well-known fact in the literature (cf. [1, 10, 11] and references therein) that the first (positive) eigenvalue can be characterized variationally as follows: Regarding higher eigenvalues, it is also known that a sequence of positive eigenvalues λ k,p (m) can be obtained by the Ljusternik-Schnirelman theory. In fact, it holds that 0 < λ 1,p (m) < λ 2,p (m) ≤ λ 3,p (m) ≤ ... ≤ λ k,p (m) → ∞ as k → ∞, see e.g. [1, 15] and references therein. Of course, the same ideas also give the existence of a sequence of negative eigenvalues µ k,p (m),
Eigenvalue problems have received an increasing amount of attention along the last decades by many authors, being studied mainly via variational methods. We quote, among many others, [2, 3, 4, 5, 6, 10, 11, 13, 14, 15, 17, 18, 20, 21, 22, 23, 25, 27, 28] . In some of these references the limit as p → ∞ of the eingenvalue problem associated to the classical case, m ≡ 1, was considered. In particular, this limit as p → ∞ was studied in detail in [18] (for the first eigenvalue) and [17] (for higher eigenvalues), see also [4] for an anisotropic version. In those papers it is proved that
where R is the largest possible radius of a ball contained in Ω. In addition, they take the limit as p → ∞ in the eigenfunctions of the p-Laplacian eigenvalue problems (see [18] ) and are viscosity solutions of the following eigenvalue problem (called the infinity eigenvalue problem in the literature and studied in [7, 9, 16, 18, 29] )
The operator ∆ ∞ that appears here is called the ∞-Laplacian and is given by
Our main first result for the weighted case gives a geometric characterization of the first ∞-eigenvalue and establishes that it is associated to an eigenfunction that satisfies a limiting variational problem, as well as a partial differential equation, the later being satisfied in the viscosity sense. These results generalize classical results for the p-Laplace eigenvalue problem without the weight. It is interesting to emphasize that positive ∞-eigenvalues only take into account the geometry of the set where the weight m is positive. Theorem 1.1. The limit as p → ∞ in the minimization problem (1.2) is given by
Moreover, this value λ 1,∞ (m) has a geometric characterization: (Ω), it is a minimizer of (1.3) and a viscosity solution to
Concerning higher eigenvalues, which will be properly defined in section 4, we have been able to establish an upper bound. This bound is analogous to the one obtained in [17] for the unweighted case, but again the balls need to be centered in the set Ω + . We have the following result: Theorem 1.2. Let λ k,p be the k-th eigenvalue of the p-Laplacian problem, as defined in (4.1). Then we have that
where
{there are k disjoint balls of radius r in Ω centered at x 1 , . . . , x k ∈ Ω + }.
For the case of the second ∞-eigenvalue, k = 2, we are also able to completely determine λ 2,∞ and give a geometric characterization similar to the classical one by [17] , once again depending only on the set where m is positive. Theorem 1.3. Let λ 2,p be the second eigenvalue of the p-Laplacian problem, as defined in (4.1). We have that
Remark 1.4. Although in the above theorems we focus on the first positive eigenvalue, we can obtain analogous results for the first negative eigenvalue. It holds that
In this case, we have
where R − the radius of the largest ball included in Ω centered at a point in Ω − , i.e., R − := max x∈Ω− d(x, ∂Ω). Also, the limit of the associated eigenfunctions satisfies an eigenvalue problem analogous to (1.4) . A similar result concerning higher eigenvalues also holds for the negative ones.
Finally, let us observe that with the same ideas we can analyze a slightly different operator. Namely, we now add a term C(x)|u| p−2 u to the p-Laplacian and obtain the following eigenvalue problem:
where C is continuous and positive in Ω and m changes sign and satisfies the previous conditions. For this problem, it is known (see [11] ) that there exists a principal eigenvalue given by
Concerning the limit as p → ∞ we have the following result.
Theorem 1.5. The limit as p → ∞ in the minimization problem (1.7) is given by
where, as before,
The rest of the paper is organized as follows: In Section 2 we collect previous necessary results, namely we recall the definition of viscosity solution and the equivalence between viscosity and weak solution in the p-Laplacian setting. Next, in Section 3, we concentrate on the first ∞-eigenvalue and prove Theorem 1.1. In Section 4 we deal with higher eigenvalues and include some simple examples to see how the eigenvalues depend on the set Ω + . Finally, in Section 5 we deal with Theorem 1.5.
Preliminary results
In this section we collect some results that will be used along this paper. First, we observe that we can rewrite the first equation in (1.1) as
or, expanding the divergence operator, as
This equation is in divergence form and is nonlinear. Nevertheless it is elliptic (degenerate) and there are multiple ways in which we can define solution to this problem. The first one is the concept of weak solution (that is closely related to the variational nature of this problem).
Since our goal is to consider the limit as p → ∞, we need to choose an appropriate concept of solution such that it is somehow "stable" under the limit, in order to identify the limiting problem. The right notion of solution to this problem is the viscosity one (see e.g. [19] ). Notice that the limit equation that appears in (1.4) is not in divergence form.
For the reader's convenience we briefly include the basics of the notion of viscosity solution, that will be used in the next section to establish the equation satisfied by the limiting function. Let x, y ∈ R, z ∈ R N , and S be a real symmetric matrix. We define the following continuous function
Observe that H p is elliptic in the sense that
′ in the sense of bilinear forms, and also that (2.2) can then be written as
We are thus interested in viscosity sub and supersolutions of the partial differential equation
2. An upper semicontinuous function u defined in Ω is a viscosity subsolution of (2.3) if u| ∂Ω ≤ 0 and, whenever x 0 ∈ Ω and φ ∈ C 2 (Ω) are such that
Definition 2.3.
A lower semicontinuous function u defined in Ω is a viscosity supersolution of (2.3) if u| ∂Ω ≥ 0 and, whenever x 0 ∈ Ω and φ ∈ C 2 (Ω) are such that
We observe that in both of the above definitions the second condition is required just in a neigbourhood of x 0 and the strict inequality can be relaxed. We refer to [8] for more details about the general theory of viscosity solutions, and to [19] for viscosity solutions related to the ∞-Laplacian and the p-Laplacian operators. The following result can be shown as in [24, Proposition 2.4] (recall that λ k,p are as in (4.1) below).
Lemma 2.4. A continuous weak solution to the eigenvalue problem
is also a viscosity solution in the sense of the previous definition.
Note that, from the results in [10] , variational eigenvalues in the sequences of positive/negative eigenvalues to our problem have associated eigenfunctions that are weak solutions (and hence viscosity solutions) to (2.4).
The first eigenvalue.
Proof of Theorem 1.1. Let u p be a solution to (1.1) and v be any test function. We have that, due to the variational characterization,
Let B r (c) := {x ∈ R n : |x − c| < r} be a ball contained in Ω and centered at a point c ∈ {m > 0}, and define the following function:
Using w as a test function above we have
which is equivalent to
On the other hand,
Since δ can be chosen arbitrarily small we conclude that lim p→∞ w L p (Br (c),m) = r. Now, taking limits in p in (3.1) we deduce that
Therefore, as this inequality holds being r the radius of any ball contained in Ω and centered at c ∈ {m > 0}, we get
On the other hand, using Hölder's inequality we have, for q < p,
Hence, {u p } is a bounded sequence in W 1,q 0 (Ω) and therefore there is a subsequence (that we still call u p ) that converges weakly in W 1,q 0 (Ω) and uniformly in Ω to a limit u ∞ (we are using here that W 1,q 0 (Ω) ֒→ C(Ω) when q > N ). By a diagonal procedure we can obtain a subsequence u p that converges weakly in W 1,q 0 (Ω) for every 1 < q < ∞ and uniformly in Ω to u ∞ . Now, recalling (3.3) and letting p → ∞ in (3.4) we derive that
and now taking q → ∞ we finally get
Hence u ∞ belongs to W
1,∞ 0
(Ω). Moreover, since we normalized the eigenfunctions
Therefore, u ∞ L ∞ (Ω+) ≥ 1. Next we notice that (since u ∞ is Lipschitz continuous in Ω) there exists x 0 ∈ Ω + with
Now we observe that, if we take y ∈ ∂Ω such that |x 0 − y| = dist(x 0 , ∂Ω), we have
Hence, as R + := max x∈Ω+ d(x, ∂Ω) we get that all the previous inequalities must be equalities and so
Notice that this implies that u ∞ is a minimizer for the limit variational problem, that is,
On the other hand, again employing (3.4) we infer that
and letting q → ∞ we conclude that
Taking into account (3.3) we derive that there exists the limit as p → ∞ of (λ 1,p )
1/p (:= λ 1,∞ ) and that is given by
This ends the proof of the first assertion of the theorem. The next and final step in this proof is to find the equation satisfied by u ∞ . We start by addressing the set {m = 0}
o and prove that
Following the definition of viscosity solution as stated in the previous section, let
Since u p → u ∞ uniformly, the function u p − φ reaches a maximum over B at an interior point, say x p . First we see that x 0 is the only limit point of {x p }. In fact, if there existed another cluster point
In particular, we would have
Letting p ′ tend to infinity and recalling that u p tends to u ∞ in C(Ω) due to classical compactness theorems,
which is a contradiction with the definition of x 0 and φ. Therefore, x p ′ → x 0 . Since x p ′ is a maximum point of u p ′ − φ in B from the equation satisfied by u p at x p ∈ B we obtain
Assuming φ is such that ∇φ(x 0 ) = 0 (otherwise we trivially obtain −∆ ∞ φ(x 0 ) = 0) we have that ∇φ(x p ) = 0, and hence we may divide by (p−2)|∇φ(x p )| p−4 and obtain
Now, letting p → ∞ we obtain
that is, u ∞ is a viscosity subsolution to −∆ ∞ v = 0. Similarly one can establish that u ∞ is a viscosity supersolution to −∆ ∞ v = 0, and hence we conclude that u ∞ is a viscosity solution to −∆ ∞ v = 0 in Ω 0 . Now, we deal with the other cases. We start by looking at points where u ∞ is positive.
We consider x 0 ∈ {m > 0} and φ ∈ C 2 loc be such that u ∞ (x 0 ) = φ(x 0 ) and u ∞ (x) < φ(x), for all x ∈ B where B is an open ball containing x 0 . Following the steps used before we now arrive to
Again we may assume that φ is such that ∇φ(x p ) = 0 (since the right hand side is positive) and then we may divide by (p − 2)|∇φ(x p )| p−4 . Again due to the fact that the right hand side is positive we may rewrite it as
As p → ∞ we have
Since φ is in C 2 the left hand side is well defined and that implies that the right hand side must be finite. This in turn leads to
Therefore, we have obtained
That is, u ∞ is a viscosity subsolution.
To show that u ∞ is a viscosity supersolution we consider x 0 ∈ {m > 0} and φ ∈ C 2 loc be such that u ∞ (x 0 ) = φ(x 0 ) and u ∞ (x) > φ(x), for all x ∈ B where B is an open ball containing x 0 . In this case we arrive to
Again we may assume that φ is such that ∇φ(x p ) = 0 and then we may divide by (p − 2)|∇φ(x p )| p−4 . Since the right hand side is positive we may rewrite it as
As p → ∞ we get
> 0 then the right hand side goes to 0 as p → ∞ and we get that
That is, u ∞ is a viscosity supersolution.
The equation in the set {m < 0} when u ∞ is positive can be obtained with analogous computations. When u ∞ is negative we argue in the same way noticing that the inequalities are reversed.
Higher eigenvalues.
In this section we analyse the case of higher eigenvalues. In order to do so, we first recall that there exists a sequence of positive eigenvalues that can be constructed by variational methods. Since m + := max{m, 0} ≡ 0, m ∈ C(Ω) and Ω is a bounded domain, we are in the setting described in [10] . If we want to allow the domain Ω to be unbounded we would need other restrictions on m to assure our variational problem is set on a manifold (see [27] and also [28] for further details) and similar results hold.
In fact, positive eigenvalues to our problem correspond (via Lagrange multipliers type arguments) to positive critical values of the functional If we restrict ourselves to Σ k , k = 1, 2, . . . the collection of all symmetric compact subsets A ⊂ A + (m) such that γ(A) ≥ k then, such as for the p-Laplacian case (see [15] ), for the problem with weights it is known that (see [28] ) there exists an increasing sequence of positive eigenvalues of (2.4), converging to ∞, characterized by
Observe that, since γ({u, −u}) = 1 we recover the usual definition for λ 1,p . We also recall the following lemma (see [26] ) that provides a way to compute the genus of some specific subsets of W Using this characterization we now proceed to prove the second theorem stated in the introduction. Namely we establish an upper bound for the sequence of eigenvalues.
Proof of Theorem 1.2. For simplicity we present the proof for k = 2, that is, for the second eigenvalue. The proof for k > 2 follows by the same ideas. Let r 2 > 0 be such that there exist disjoint open balls B 1 = B(c 1 , r 2 ) ⊂ Ω and B 2 = B(c 2 , r 2 ) ⊂ Ω with c 1 , c 2 ∈ Ω + . Using r 2 we define the truncated cone functions C 1 , C 2 by
: v ∞,Ω = 1}. We have that A is closed and, by the previous lemma, has genus 2. Therefore
. Now let v := αC 1 + βC 2 . Since C 1 and C 2 have disjoint support we can write,
On the other hand, after a change of variables, we obtain,
By assumption we have that m(c 1 ), m(c 2 ) > 0 and thus there exists δ > 0 such that
Similarly,
Since δ can be chosen arbitrarily small we conclude that
Now, taking limits in p in the inequality for the eigenvalue we have that
Therefore, as this inequality holds for any r 2 as above, we get
The proof is completed. The upper bound established above is actually attained in the case k = 2, that is, we can completely characterize λ 2,∞ by means of R 2,+ , the maximum possible radius of two disjoint balls in Ω centered at Ω + . Given the result of Theorem 1.2, we only need to prove that the reverse inequality holds, when k = 2.
Arguing as in the proof of Theorem 1.1 we can easily deduce that at least a subsequence of the sequence of eigenfunctions {u 2,p } converges uniformly in Ω to u 2,∞ . Moreover, this function u 2,∞ is a viscosity solution of a problem such as (1.4) with λ 1,∞ replaced by some Λ satisfying Λ ≤ 1 R2,+ . Proof of Theorem 1.3 . From the condition imposed on all eigenfunctions we can deduce that
as p → ∞, where u .
Moreover u + 2,∞ (x 1 ) = 1. We obtain a similar result for u − 2,∞ . As a first conclusion we see that u
Here we are using that the only (positive) eigenvalue of (1.1) that has an associated eigenfunction of constant sign is the first eigenvalue, see e.g. [11, Section 1 ] .
On the other hand, we also conclude that there exist two balls B + ⊂ N + and B − ⊂ N − with radius R 1,+ (N ± ) respectively. Since B + and B − are disjoint and both contained in Ω + , by the definition of R 2,+ we have that
where we have used the result of the previous theorem in the last inequality. Hence,
This ends the proof.
4.1.
Examples. Now let us present some simple examples to see how the geometry of Ω + affects the eigenvalues λ 1,∞ (m) and λ 2,∞ (m). Notice that the size of the weight is not relevant for the limit eigenvalue problem, what matters here is the set
In what follows we will fix Ω as being the unit ball in R 2 (for simplicity). In this case we have λ 1,∞ (1) = 1, and λ 2,∞ (1) = 2, see [17, 18] .
Let Ω + = B δ (0) with δ small be a ball centered at the origin. From our results we obtain Example 2. Let Ω + = {x ∈ B 1 (0) : dist(x, ∂B 1 (0)) ≤ δ} be a small strip around the boundary ∂B 1 (0) of width δ. Now, we have
Notice that in this case we have λ 1,∞ (m) = λ 2,∞ (m).
Example 3.
Let Ω + = B δ ((1/2, 0))∪B δ ((−1/2, 0)) the union of two small balls. In this case we get
, and λ 2,∞ (m) = 2.
The first eigenvalue for a slightly different operator
In this section we analyze a slightly different operator, namely we now investigate the following eigenvalue problem
where C is continuous and positive in Ω and m changes sign and satisfies the conditions imposed in the previous sections. It is known (see [11] ) that there exists a principal eigenvalue
Our aim is to compute the limit We have that if R ≤ 1 then 1/R ≥ 1 so that the maximum is achieved for 1/R. On the other hand, if R > 1 then the maximum is 1. From this bound we can argue as before to obtain that {u p } is a bounded sequence in W 1,q 0 (Ω) and then there is a subsequence (that we still call u p ) that converges weakly in W (Ω). Moreover,
Hence, if R + := max x∈Ω+ d(x, ∂Ω) ≤ 1 we get that all the previous inequalities must be equalities and so u ∞ (x 0 ) = 1, ∇u ∞ ∞ = 1 R + , and d(x 0 , ∂Ω) = R + .
Moreover, we have This ends the proof.
