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Many programming tasks require using both domain-specific code and well-established patterns (such as
routines concerned with file IO). Together, several small patterns combine to create complex interactions. This
compounding effect, mixed with domain-specific idiosyncrasies, creates a challenging environment for fully
automatic specification inference. Mining specifications in this environment, without the aid of rule templates,
user-directed feedback, or predefined API surfaces, is a major challenge. We call this challenge Open-World
Specification Mining.
In this paper, we present a framework for mining specifications and usage patterns in an Open-World
setting. We design this framework to be miner-agnostic and instead focus on disentangling complex and
noisy API interactions. To evaluate our framework, we introduce a benchmark of 71 clusters extracted from
five open-source projects. Using this dataset, we show that interesting clusters can be recovered, in a fully
automatic way, by leveraging unsupervised learning in the form of word embeddings. Once clusters have
been recovered, the challenge of Open-World Specification Mining is simplified and any trace-based mining
technique can be applied. In addition, we provide a comprehensive evaluation of three word-vector learners
to showcase the value of sub-word information for embeddings learned in the software-engineering domain.
1 INTRODUCTION
The continued growth of software in size, scale, scope, and complexity has created an increased
need for code reuse and encapsulation. To address this need, a growing number of frameworks
and libraries are being authored. These frameworks and libraries make functionality available
to downstream users through Application Programming Interfaces (APIs). Although some APIs
may be simple, many APIs offer a large range of operations over complex structures (such as the
orchestration and management of hardware interfaces).
Staying within correct usage patterns can require domain-specific knowledge about the API and
its idiosyncratic behaviors [Robillard and DeLine 2011]. This burden is often worsened by insuffi-
cient documentation and explanatory materials for a given API. In an effort to assist developers
utilizing these complex APIs, the research community has explored a wide variety of techniques to
automatically infer API properties [Lo et al. 2011; Robillard et al. 2013].
This paper contributes to the study of API-usage mining by identifying a new problem area
and exploring the combination of machine learning and traditional methodologies to address the
novel challenges that arise in this new domain. Specifically, we introduce the problem domain of
Open-World Specification Mining. The goal of Open-World Specification Mining can be stated as
follows:
Given noisy traces, from a mixed vocabulary, automatically identify and mine patterns or
specifications without the aid of (i) implicit or explicit groupings of terms, (ii) pre-defined
pattern templates, or (iii) user-directed feedback or intervention.
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Microsoft Research, USA, Shuvendu.Lahiri@microsoft.com; Ben Liblit, University of Wisconsin–Madison, USA, liblit@cs.
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Open-World Specification Mining is motivated by the lack of adoption of specification-mining
tools outside of the research community. We believe that because Open-World Specification Mining
needs no user-supplied input, it will lead to tools that are easier to transition and apply in industry
settings. Although this setting reduces the burden imposed on users, it increases the challenges
associated with extracting patterns. We address these challenges with a toolchain, called ml4spec:
• We base our technique on a form of intraprocedural, parametric, lightweight symbolic
execution introduced by Henkel et al. [2018]. Using their tool gives us the ability to generate
abstracted symbolic traces and avoids any need for dynamically running the program.
• To address the lack of implicit or explicit groupings of terms (a challenged imposed by the
setting of Open-World Specification Mining) we introduce a technique, Domain-Adapted
Clustering (DAC), that is capable of recovering groupings of related terms.
• Finally, we remove the need for pre-defined pattern templates by mining specifications
using traditional, unrestricted, methods (such as k-Tails [Biermann and Feldman 1972] and
Hidden Markov Models [Seymore et al. 1999]). We are able to use these traditional methods
by leveraging Domain-Adapted Clustering to “focus” these traditional methods toward
interesting patterns.
The combination of both traditional techniques and machine-learning-assisted methods in the
pursuit of Open-World Specification Mining raises a number of natural research questions that we
consider.
First, we explore the ability of Domain-Adapted Clustering, our key technique, to successfully
extract informative and useful clusters of API methods in our Open-World setting:
ResearchQuestion 1: Can we effectively mine useful and clean clusters of API methods in an
Open-World setting?
Immediately, we run into the difficulty of judging the utility of clusters extracted from traces.
To provide the basis for a consistent and quantitative evaluation, we have manually extracted a
dataset of ground-truth clusters from five popular open-source projects written in C.
Next, we compare Domain-Adapted Clustering against several other baselines that do not utilize
the implicit structure of the extracted traces:
ResearchQuestion 2: How does Domain-Adapted Clustering (DAC) compare to off-the-shelf
clustering techniques?
We also explore how two key choices in our toolchain impact the overall utility of our results:
ResearchQuestion 3: How does the choice of word-vector learner and the choice of sampling
technique affect the resulting clusters?
Understanding how different pieces of our toolchain interact provides the ground work for
understanding how traditional metrics (co-occurrence statistics) interplay with our machine-
learning-assisted additions (word embeddings). To quantify the usefulness of unsupervised learning
in our approach, and to validate our central hypothesis, we ask:
ResearchQuestion 4: Is there a benefit from using a combination of co-occurrence statistics
and word embeddings?
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Finally, we can explore how faithful we are to one of the key tenets of Open-World mining: the
lack of user intervention. To do so, we must understand what level of hyper-parameter tuning is
required to achieve reasonable results:
ResearchQuestion 5: Does our toolchain transfer to unseen projects with minimal reconfigu-
ration?
The contributions of our work can be summarized as follows:
• We define the new problem domain of Open-World Specification Mining. Our motivation
is to increase the adoption of specification-mining techniques by reducing the burden imposed
on users (at the cost of a more challenging mining task).
• We create a toolchain based on the key insight that unsupervised learning (specifically
word embeddings) can be combined with traditional metrics to enable automated mining in
an Open-World setting.
• We introduce a benchmark of 71 ground-truth clusters extracted from five open-source C
projects.
• We report on several experiments:
– In §7.2, we use our toolchain to recover, on average, two thirds of the ground-truth clusters
in our benchmark automatically.
– In §7.3, we compare our Domain-Adapted Clustering technique to three off-the-shelf
clustering algorithms; Domain-Adapted Clustering provides, on average, a 30% performance
increase relative to the best baseline.
– In §7.4, we confirm our intuition that sub-word information improves the quality of learned
vectors in the software-engineering domain; we also confirm that our Diversity Sampling
(§4) technique increases performance by solving the problem of prefix dominance.
– In §7.5, we quantify the impacts of our machine-learning-assisted approach.
– In §7.6, we find that just two configurations can be automatically tested to achieve perfor-
mance that is within 10% of the best configuration.
Organization. The remainder of the paper is organized as follows: §2 provides an overview
of the ml4spec toolchain. §3 reviews Parametric Lightweight Symbolic Execution. §4 describes
Diversity Sampling. §5 introduces Domain-Adapted Clustering. §6 describes trace projection and
mining. §7 provides an overview of our evaluation methodology. §7.2-§7.6 address our five re-
search questions. §8 considers threats to the validity of our approach. §9 discusses related work.
§10 concludes.
2 OVERVIEW
The ml4spec toolchain consists of five phases: Parametric Lightweight Symbolic Execution, thresh-
olding and sampling, unsupervised learning, Domain-Adapted Clustering, and mining. As input,
ml4spec expect a corpus of buildable C projects. As output, ml4spec produces clusters of related
terms and finite-state automata (or Hidden Markov Models) mined via traditional techniques.1 A
visualization of the way data flows through the ml4spec toolchain is given in Fig. 1. We illustrate
this process as applied to the example in Fig. 2.
Phase I: Parametric Lightweight Symbolic Execution. The first phase of the ml4spec toolchain
applies Parametric Lightweight Symbolic Execution (PLSE). PLSE takes, as input, a corpus of buildable
1Although we provide examples based on traditional miners that produce finite-state automata and Hidden Markov Models,
we do note that the ml4spec toolchain is miner-agnostic. By using ml4spec as a trace pre-processor, any trace-based miner
can be adapted to the Open-World mining setting.
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Input Programs
Traces
Thresholded Traces
Sampled Traces
Word Embeddings
Word Embedding
Matrix (B)
Co-occurrence
Matrix (A)
Combined Matrix:
αA + (1 − α)B
Clusters
Projected Traces
FSAs
HMMs
Phase I: Parametric Lightweight
Symbolic Execution
Phase II: Thresholding
and Sampling
Phase III: Unsupervised
Learning
Phase IV: Domain-Adapted
Clustering
Phase V:Mining
Fig. 1. Overview of the ml4spec toolchain
C projects and a set of abstractions to apply. For our use case, we abstract calls, checks on the results
of calls, and return values. §3 describes these abstractions in more detail. Figure 2 presents both an
example procedure and a trace resulting from the application of PLSE. Already, examining Fig. 2b,
we can see one of the core challenges of Open-World mining: the mixed vocabulary present in
the trace from Fig. 2b involves many interesting behaviors but, without user input [Ammons
et al. 2002; Lo and Khoo 2006], pre-defined rule templates [Yun et al. 2016], or some pre-described
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void example () {
void *A,*B;
if (! strcasecmp ()) {
addReplyHelp ();
} else if (! strcasecmp ()) {
A = dictGetIterator ();
log();
while ((B = dictNext(A)) != 0) {
dictGetKey(B);
if (strmatchlen(sdslen ())) {
addReplyBulk ();
}
}
dictReleaseIterator(A);
} else if (! strcasecmp ()) {
addReplyLongLong(listLength ());
} else {
addReplySubcommandSyntaxError ();
}
}
(a) Sample procedure, showcasing an iter-
ator usage pattern from the Redis open-
source project
$START
strcasecmp
strcasecmp != 0
strcasecmp
strcasecmp == 0
dictGetIterator
log
dictGetIterator → dictNext
dictNext
dictNext != 0
dictNext → dictGetKey
dictGetKey
sdslen
sdslen → strmatchlen
strmatchlen
strmatchlen != 0
addReplyBulk
dictGetIterator → dictNext
dictNext
dictNext == 0
dictGetIterator
→ dictReleaseIterator
dictReleaseIterator
$END
(b) One example trace, taken from the
set of traces our Parametric Lightweight
Symbolic Executor generates for the ex-
ample procedure in Fig. 2a
Fig. 2. Example procedure and corresponding trace. The notation A→ B signifies
that the result of call A is used as a parameter to call B.
notion of what methods are related [Le and Lo 2018], we have no straightforward route to sepa-
rating patterns from noise. We need to disentangle these disparate behaviors to facilitate better
specification mining.
Phase II: Thresholding and Sampling. Although our example procedure has a small number
of paths from entry to exit, many procedures have thousands of possible paths. Learning from
these traces can be challenging due to the number of times the same trace prefix is seen. This
problem, which Henkel et al. [2018] term prefix dominance, makes downstream learning tasks more
challenging. For instance, some terms that occur in multiple traces (e.g., in a common prefix) may
occur only a single time in the source program. Off-the-shelf word-vector learners cannot filter for
these kinds of rare words because they have no concept of the implicit hierarchy between traces and
the procedures they were extracted from. The ml4spec toolchain introduces two novel techniques
to address these challenges: Diversity Sampling and Hierarchical Thresholding. Diversity Sampling
attempts to recover a fixed number of highly representative traces via a metric-guided sampling
5
strcasecmp
strcasecmp != 0
strcasecmp == 0
(a) Cluster 1
dictGetIterator
dictGetIterator
→ dictNext
dictNext
dictNext == 0
dictNext != 0
dictGetIterator
→ dictReleaseIterator
dictReleaseIterator
(b) Cluster 2
sdslen
→ strmatchlen
strmatchlen
strmatchlen != 0
(c) Cluster 3
Fig. 3. Clusters generated via Domain-Adapted Clustering (DAC)
process. Hierarchical Sampling leverages the implicit hierarchy between procedures and traces to
remove rare words. Together, these techniques improve the quality of downstream results.
Phase III: Unsupervised Learning. Traditionally, specification and usage mining techniques
would define some method of measuring support or confidence in a candidate pattern. Often, these
measurements would be based on co-occurrences of terms (or sets of terms). The ml4spec toolchain
leverages a key insight: traditional co-occurrence statistics and machine-learning-assisted metrics
(extracted via unsupervised learning, specifically word embeddings) can be combined in fruitful
ways. Referencing our example in Fig. 2, we might hypothesize, based on co-occurrence, that
dictGetIterator and log are related. For the sake of argument, imagine that in each extracted
trace we find this same pattern. How can we refine our understanding of the relationship between
dictGetIterator and log?
It is in these situations that adding unsupervised learning improves the results. A word-vector
learner, such as Facebook’s fastText [Bojanowski et al. 2017], can provide us with a measurement
of the similarity between dictGetIterator and log. This measurement provides a contrast to the
co-occurrence based view of our data. Intuitively, word-vector learners utilize the Distributional
Hypothesis: similar words appear in similar contexts [Harris 1954]. The global context, captured by
co-occurrence statistics, can be supplemented and refined by the local-context information that
word-vector learners naturally encode. §7.5 explores the impact and relative importance of both
traditional co-occurrence statistics and machine-learning-assisted metrics.
Phase IV: Domain-Adapted Clustering. The trace given in Fig. 2b exhibits several different
patterns. The difficulty in mining from static traces like the one in Fig. 2b comes from the need
to learn a separation of the various, possibly interacting, patterns and behaviors. To address this
challenge, we introduce Domain-Adapted Clustering: a generalizable approach to clustering corpora
of sequential data. Domain-Adapted Clustering leverages the insight that it can be useful to combine
machine-learning-assisted metrics with co-occurrence statistics captured directly from the target
corpus. Using Domain-Adapted Clustering, we can extract the clusters shown in Fig. 3. These
clusters allow us to solve the problem of disentanglement by projecting the trace in Fig. 2b into the
vocabularies defined by each cluster. It is this “focusing” of the mining process that enables the
ml4spec toolchain to apply traditional specification-mining techniques in an Open-World setting.
Phase V: Mining. Finally, we can extract free-form specifications by applying traditional mining
techniques to the projected traces that ml4spec creates. One powerful aspect of the ml4spec
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Fig. 4. Example FSA that was mined by projecting all of the traces extracted
from Fig. 2a into the vocabulary defined by Fig. 3b. FSAs for the vocabularies
defined by the clusters in Figs. 3a and 3c are also generated, but not shown here.
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Fig. 5. Example HMM that was mined by projecting all of the traces extracted
from Fig. 2a into the vocabulary defined by Fig. 3b
toolchain is its disassociation from any particular mining strategy. The real challenge of Open-
World Specification Mining is extracting, without user-directed feedback, reasonable clusters of
possibly related terms. With this information in hand, a myriad of trace-based miners can be applied.
Figures 4 and 5 highlight this ability by showing both a finite-state automaton (FSA) mined via the
classic k-Tails algorithm and a Hidden Markov Model (HMM) learned directly from the projected
traces [Biermann and Feldman 1972; Seymore et al. 1999].
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3 PARAMETRIC LIGHTWEIGHT SYMBOLIC EXECUTION
The first phase of the ml4spec toolchain generates intraprocedural traces using a form of parametric
lightweight symbolic execution, introduced by Henkel et al. [2018]. Parametric Lightweight Sym-
bolic Execution (PLSE) takes, as input, a buildable C project and a set of abstractions. Abstractions
are used to parameterize the resulting traces. In our setting, the abstractions allow us to enrich the
output vocabulary. This enrichment enables the final phase of the ml4spec toolchain (mining) to
extract specifications that include each of the following types of information:
• Temporal properties: the ml4spec toolchain abstracts the sequence of calls encountered
on a given path of execution. The temporal ordering of these calls is preserved in the output
traces.
• Call-return constraints: often a sequence of API calls can only continue if previous calls
succeeded. In C APIs checking for success involves examining the return value of calls.
ml4spec abstracts simple checks over return values to capture specifications that involve
call-return checks.
• Dataflow properties: some specification miners are parametric—these miners can capture
relationships between parameters to calls and call-returns. To highlight the flexibility that
PLSE provides, we include an abstraction that tracks which call results are used, as parameters,
in future calls. This call-to-call dataflow occurs in many API usage patterns.
• Result propagation: the return value of a given procedure can encode valuable information.
Some procedures act as wrappers around lower-level APIs, while other procedures may
forward error results from failing calls. In either case, forwarding the result of a call, for any
purpose, is abstracted into our traces to aid in downstream specification mining. ml4spec
also abstracts constant return values: returning a constant may indicate success or failure,
and such information may aid in downstream specification mining.
With these various abstractions parameterizing our trace generation, simple downstream miners,
such a k-Tails, are capable of mining rich specifications. However, there is a cost to the variety of
abstractions we employ. Each abstraction introduces more words into the overall vocabulary, and,
as the size of the overall vocabulary grows, so does the challenge of disentangling traces.
Finally, it is worthwhile to address the limitations of Parametric Lightweight Symbolic Execution.
PLSE is intraprocedural and therefore risks extracting only partial specifications. PLSE also makes
no attempt to detect infeasible traces. Finally, PLSE enumerates a fixed number of paths. As part of
this enumeration, any loops are unrolled for a single iteration only.2 In practice these limitations
enable the PLSE technique to scale and, for the purposes of the ml4spec toolchain, losses in
precision are balanced by the utilization of machine-learning-assisted metrics (which can tolerate
noisy data).
4 THRESHOLDING AND SAMPLING
In this section, we outline the techniques used in the ml4spec toolchain to take a corpus of traces,
generated via Parametric Lightweight Symbolic Execution (PLSE), and prepare them for word-vector
learning and specification mining. In particular, we present two key contributions, Hierarchical
Thresholding and Diversity Sampling, which improve the overall quality of our results. In addition,
we discuss alternative approaches.
2This single iteration loop unrolling gives us traces in which the loop never occurred and traces in which we visit the loop
body exactly one time. Yun et al. [2016] follow a similar model and argue that most API usage patterns are captured in a
single loop unrolling.
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4.1 Hierarchical Thresholding
When preparing data for a word-vector learner, it is common to select a vocabulary minimum
threshold, which limits the words for which vectors will be learned. Any word that appears fewer
times than the threshold is removed from the training corpus. Through this process extremely rare
words, which may be artifacts of data collection, typos, or domain-specific jargon, are removed. In
the domain of mining specifications, we have a similar need. We would like to pre-select terms, from
our overall vocabulary, that occur enough times to be used as part of a pattern or specification. We
could simply set an appropriate vocabulary minimum threshold using our word-vector learner of
choice; however, this approach ignores a unique aspect of our traces. The traces we have, which are
used as input to both the word-vector learner and specification miner, are intra-procedural traces
extracted from a variety of procedures. To select terms that occur frequently does not necessarily
select for terms that are used across a variety of procedures. Because our traces are paths through
a procedure, it is possible to have a frequently occurring term (with respect to our traces) that
only occurs in one procedure. To achieve our desire for terms that are used in a variety of diverse
contexts, we developed a modified thresholding approach: Hierarchical Thresholding. Hierarchical
Thresholding counts how often a term occurs across procedures instead of traces. This simple
technique, with its utilization of the extra level of hierarchical information that exists in the traces,
reduces the possibility of selecting terms that are rare at the source-code level but frequent in the
trace corpus.
4.2 Diversity Sampling
The corpus of symbolic traces that we obtain, via lightweight symbolic execution, can be a chal-
lenging artifact to learn from. The symbolic executor, at execution time, builds an execution tree
and it is from this tree that we enumerate traces. Any attempt to learn from such traces can be
thought of as an attempt to indirectly learn from the original execution trees. The gap between
the tree representation and trace representation introduces a challenge: terms that co-occur at the
start of a large procedure (with many branches) will be repeated hundreds of times in our trace
corpus. This prefix duplication, which Henkel et al. [2018] term prefix dominance, adversely affects
the quality of word embeddings learned from traces.
As part of the ml4spec toolchain, we introduce a novel trace-sampling methodology, which seeks
to resolve the impact of prefix dominance. We call this sampling methodology Diversity Sampling
because it samples a diverse and representative set of traces by using a similarity metric to drive
the sample-selection process.
Alg. 1 provides the details of our Diversity Sampling technique. Because we work with intra-
procedural traces, we can associate each trace with its source-code procedure. Consequently, the
sampling routine can sample maximally diverse traces for each procedure independently. (For
a simple reason, our algorithm treats the trace corpus as a collection of sets: each set holds the
intra-procedural traces for one source procedure.) To begin Diversity Sampling, we either return
all traces (if the number of traces for a given procedure is less than our sampling threshold), or we
begin to iterate over the available traces and make selections. At each step of the selection loop,
on lines 8–19, we identify a trace that has the maximum average Jaccard distance when measured
against our previous selections. Jaccard distance is a measure computed between sets and, in our
setting, we use the set of unique tokens in a given trace to compute Jaccard Distances. We take the
average Jaccard distance from the set of currently sampled traces to ensure that each new selection
differs from all of the previously selected traces. Finally, when we have selected an appropriate
number of samples, we return them and proceed to process traces from the next procedure.
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Algorithm 1: Diversity Sampling
input :A trace corpus TR
output :A down-sampled trace corpus
1 outputs← [];
2 for T ∈ TR do
3 if |T | ≤ SAMPLES then
4 outputs = outputs ∪ T ;
5 continue;
6 end
7 choices← T [0];
8 while | choices | < SAMPLES do
9 D∗ = 0.0;
10 S = null;
11 for t ∈ T − choices do
12 D = AverageJaccardDistance(t , choices);
13 if D ≥ D∗ then
14 S = t ;
15 D∗ = D;
16 end
17 end
18 choices = choices ∪ S
19 end
20 outputs = outputs ∪ choices;
21 end
22 return outputs;
4.3 Alternative Samplers
Although Diversity Sampling is rooted in the intuition of extracting the most representative set of
traces for each procedure, it may not make a difference in the quality of downstream results. It
is for this reason that we also consider, in our ml4spec toolchain, two alternative approaches to
trace sampling: no sampling and random sampling. We include the option of no sampling because
word-vector learners thrive on both the amount and quality of data available. It is reasonable to
ask whether the training data lost by downsampling our trace corpus has enough negative impact
to offset possible gains. We also include random sampling as a third alternative; our motivation for
this inclusion is to assess the impact of our metric-guided selection. §7.4 evaluates the sampling
strategies discussed here.
5 DOMAIN-ADAPTED CLUSTERING
§3 outlined how ml4spec makes use of Parametric Lightweight Symbolic Execution (PLSE) to
generate rich traces. In §4, we presented innovations that improved the traces generated by PLSE,
and addressed some of the challenges associated with learning from traces. In this section, we
introduce Domain-Adapted Clustering, our solution to the challenge of clustering related terms.
We seek to cluster related terms (words) to simplify the Open-World Specification Mining task.
Traditional specification miners often use either rule templates or some form of user-directed
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input (the API surface of interest, or perhaps a specific class or selection of classes from which
specifications should be mined). In our Open-World setting, none of this information is available.
Therefore, we have developed a methodology for extracting clusters of related terms that harnesses
the power of unsupervised learning (in the form of word embeddings). With these clusters in hand,
the task of mining specifications is greatly simplified.
5.1 Motivation
To motivate Domain-Adapted Clustering, it is revealing to consider the relationships among the
following ideas:
• Co-occurrence: word–word co-occurrence can be a powerful indicator of some kind of
relationship between words. Co-occurrence is, by its nature, a global property that can,
optionally, be associated with a sense of direction (word A appears to the left/right of word
B).
• Analogy: analogies are another way in which words can be related. The words that form
an analogical relationship encode a kind of information that is subtly different from the
information that co-occurrence provides. Given the analogy A is to B as C is to D, one would
find thatA and B often co-occur, as doC and D; however, there may be no strong relationship
(in terms of co-occurrence) between A/B and C/D.
• Synonymy: synonyms are, in some sense, encoding strictly local structure. Two synony-
mous words need not co-occur; instead, synonyms are understood through the concept of
replaceability: if one can replace A with B then they are likely synonyms.
We can now attempt to codify which of these concepts are of value for Open-World Specification
Mining. To do so, we will introduce a simple thought experiment: consider an extremely simple
specification that consists of a call to foo and a comparison of the result of this call to 0. In our
traces this pattern would manifest in one of two forms: (i) foo foo==0 or (ii) foo foo!=0. For
the sake of our thought experiment, also assume that, by chance, print follows foo in our traces
95% of the time. What kinds of relationships do we need to use to extract the cluster of terms: foo,
foo==0, and foo!=0? We could use co-occurrence, however using co-occurrence will likely pick up
on the uninformative fact that foo frequently co-occurs with print. Furthermore, co-occurrence
may struggle to pick up on the relationship between foo and the check on its result: because each
check is encoded as a distinct word, neither check will co-occur with extremely high frequency.
We could, instead, use synonymy, but it is trivial to imagine words, such as malloc and calloc,
that are synonyms but not related in the sense of a usage pattern or specification.
It is the insufficiency of both co-occurrence and synonymy that forms the basis of Domain-
Adapted Clustering. Because neither metric covers all cases, Domain-Adapted Clustering forms a
parameterized mix of two metrics: one based on left and right co-occurrence, and another based on
unsupervised learning. Because both of these metrics encode a distance (or similarity) of some sort,
Domain-Adapted Clustering can be thought of as computing the pair-wise distance matrices and
then mixing them via a parameter α ∈ [0, 1]. Figure 1 provides a visual overview of the mixing
process Domain-Adapted Clustering employs.
5.2 The Co-occurrence Distance Matrix
Domain-Adapted Clustering utilizes co-occurrence statistics extracted directly from the (sampled
and thresholded) trace corpus. To capture as much information as possible, Domain-Adapted
Clustering walks each trace and computes, for each word pair (A,B), the number of times that A
follows B and the number of times that B follows A. These counts are converted to percentages and
these percentages represent a kind of similarity between A and B. The higher the percentages, the
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more often A and B co-occur. To turn the percentages into a distance, we subtract them from 1.0
and store the average of the left-distance and right-distance in our co-occurrence distance matrix.
5.3 The Word-Embedding Distance Matrix
To incorporate unsupervised learning, Domain-Adapted Clustering utilizes word-vector learners.
The use of word-vector learners in the software-engineering domain is not a new idea [DeFreez
et al. 2018; Henkel et al. 2018; Nguyen et al. 2017a; Pradel and Sen 2018; Ye et al. 2016b]. Many
recent works have explored the power of embeddings in the realm of understanding and improving
software. What we contribute is, to the best of our knowledge, the first thorough comparison
of three of the most widely used word-vector learners in the application domain of software
engineering. We do this comprehensive evaluation to test an intuition that sub-word information
improves the quality of embeddings learned from software artifacts. We base this intuition on the
observation that similarly named methods have similar meaning. §7.4 provides the details of this
evaluation.
Our choice of word-vector learners as an unsupervised learning methodology is a deliberate
one. Earlier, we saw how synonymy could be a useful (albeit incomplete) property to capture.
Furthermore, we already have a notion of distance between words (given to us via our co-occurrence
distance matrix). Word-vector learners mesh well with both of these pre-existing criteria: word
vectors encode local context and are able to capture synonymy. Additionally, word–word distance
is encoded in the learned vector space. These properties make word-vector learners a convenient
choice for Domain-Adapted Clustering. To extract a distance matrix from a learned word embedding,
Domain-Adapted Clustering computes, for each word pair (A,B), the cosine distance between the
embedding of A and the embedding of B (here, we use cosine distance because it is the distance of
choice for word vectors).
5.4 Cluster Generation
To generate clusters, Domain-Adapted Clustering applies the insight that the clusters we seek
should be expressed in concrete usages. This idea leads us to invert the problem of clustering—
instead of clustering all of the terms in the vocabulary, we take a more bottom-up approach. We
start with an individual trace from our corpus of sampled traces. Within the trace, we find topics
or collections of terms that are related under our machine-learning-assisted metric: we use the
combined distance matrix we created previously and apply a threshold to detect words that are
related. Within a trace, any two words whose distance is below the threshold are assigned to the
same intra-trace cluster. The next step uses the set of all intra-trace clusters to create a set of
reduced traces: each trace in the corpus of traces is projected onto each of the intra-trace clusters
to create a new corpus of reduced traces. To form final clusters, we apply a traditional clustering
method (DBSCAN [Ester et al. 1996]) to the collection of reduced traces. In this final step we use
Jaccard distance between the sets of tokens in the reduced traces as the distance metric.
One distinctive advantage of Domain-Adapted Clustering, for our use case, is its ability to
generate overlapping clusters. Most off-the-shelf clustering techniques produce disjoint sets but,
in the realm of Open-World Specification Mining, it is easy to conceive of multiple patterns that
share common terms (opening a file and reading versus opening a file and writing). Finally, it is
worthwhile to note that the clustering step we have outlined here introduces two hyper-parameters:
the threshold to use for intra-trace clustering (which we will call β) and DBSCAN’s ϵ , which controls
how close points must be to be considered neighbors. This leaves Domain-Adapted Clustering with
a total of three tunable hyper-parameters: α , β , ϵ .
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in Fig. 6b
Fig. 6. Example of trace projection
6 MINING
The final phase of the ml4spec toolchain is mining. To mine specifications in an Open-World
setting, ml4spec applies several insights, described in the preceding sections, to create a corpus of
rich traces and a collection of clusters. These two artifacts are used, in the mining phase, to create a
new corpus of projected traces that can be fed to any pre-existing trace-based mining technique. To
create projected traces, ml4spec takes each cluster and each trace and generates a new projected
trace by removing, from the original trace, any word that is not in the currently selected cluster.
This projection process is shown in Fig. 6. After projection, traces can be de-duplicated (if desired)
and then passed to any trace-based miner. The ml4spec toolchain is unique in its non-reliance on
any particular trace-based miner. It is the dissociation from specific mining techniques that makes
ml4spec a toolchain for Open-World mining and not just another trace-based mining technique.
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Table 1. Grid search parameters
Name Values Purpose Phase
learner {fastText, GloVe, word2vec} Word-vector learner to use II (Learning)
sampler {Diversity, Random, None} Sampling method to use III (Sampling)
alpha {0.00, 0.25, 0.50, 0.75, 1.00} Weight for combined distance matrix IV (DAC)
beta {0.20, 0.25, . . . , 0.45, 0.50} Threshold for intra-trace clustering IV (DAC)
epsilon {0.10, 0.30, 0.50, 0.70, 0.90} Parameter to DBSCAN IV (DAC)
7 EVALUATION
In this section we introduce our evaluation methodology and address each of our five research
questions. For the purposes of evaluation we ran the ml4spec toolchain on five different open
source projects:
• Curl: a popular command-line tool for transferring data.
• Hexchat: an IRC client.
• Ngnix: a web server implementation.
• Nmap: a network scanner.
• Redis: a key-value store.
These projects were selected because they exhibit a wide variety of usage patterns across diverse
domains. For each of these five projects, we performed a grid search to gain an understanding of
our various design decisions. §7.1 details this search.
7.1 Grid Search
To facilitate a comprehensive evaluation of ml4spec, we performed a grid search across thousands
of parameterizations of the ml4spec toolchain. The grid search serves two purposes. First, the
results of the grid search provide a firmer empirical footing for understanding the efficacy and
impacts of different aspects of our toolchain (in particular, the grid search aids in quantifying the
impacts of different word-vector learners and sampling methodologies). Second, the Open-World
Specification Mining task emphasizes a lack of user-directed feedback—to meet this standard we
must ensure, via the data gleaned from the grid search, that the hyper-parameters associated with
the ml4spec toolchain can be set, globally, to good default values. Table 1 outlines the parameters in
play and the ranges of values investigated for each parameter. Upper and lower limits for each search
range were carefully chosen, based on the results of smaller searches, to reduce the computational
costs of the larger search over the parameters presented in Tab. 1.
7.2 RQ1: Can we effectively mine useful and clean clusters in an Open-World setting?
Research Question 1 asked whether we can mine useful and clean clusters. The difficulty with
mining such clusters lies in the setting of our mining task. We seek to solve the problem of mining
specifications in an Open-World setting: one in which implicit and explicit sources of hierarchical
or taxonomic information are unavailable. It is this Open-World setting that creates a unique need
for disentangling the many different topics that may exist in an abstracted symbolic trace. The
purpose of Research Question 1 is to understand the efficacy of the techniques described earlier
(specifically, Domain-Adapted Clustering) against a key challenge of Open-World Specification
Mining: learning correct and clean clusters.
To measure the quality of our learned clusters we found the need for a benchmark. Unfortunately,
to the best of our knowledge, the problem of Open-World Specification Mining has not been
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previously addressed and, therefore, there is no ground truth to evaluate our learned clusters
against (due to the lack of need for gold standard clusters). One possible avenue of evaluation and
source of implicit clusters exists in source-code documentation. Many thoroughly documented and
heavily used APIs include information on the associations between functions (most commonly
in the form of a “See also. . . ” or “Related methods. . . ” listing). Another possible source of implicit
information comes from projects that have made the transition from a language like C to a language
like C++. In such a transition methods are often grouped into classes and this signal could be
used to induce a clustering. Finally, there is the implicit clustering induced by the locations where
various API methods are defined: even in C, functions defined in the same header are likely related.
Despite these various sources of implicit clusters, we have identified a need for manually defined
gold standard clusters. We use manually extracted ground truth clusters for two reasons. First, the
sources of information listed above are indications of relatedness but not necessarily indications of
a specification or usage pattern. For example, several different methods are commonly defined for
linked lists, such as length(), next(), prev(), and hasNext() but not all of these methods are
necessarily used together in a pattern. Second, the vocabulary we are working over includes more
than simple call names—we also have information related to the path condition and information
about dataflow between calls. For example, compare the two clusters given in Fig. 7. The cluster
in Fig. 7a consists only of call names, while the cluster in Fig. 7b includes call names, return value
checks, and dataflow information. In comparing these two clusters, it becomes clear that a cluster
over words in our enriched vocabulary (induced by the abstractions we choose) is strictly more
informative than a cluster over a vocabulary of simple call names.
Taken together, these two issues (the weak signal of the aforementioned sources and the lack of
labels for some words in our enriched vocabulary) make manually extracted clusters more desirable.
For the purpose of this evaluation we have extracted 71 gold standard clusters from five open
source projects. We have placed no explicit limit on the sizes of the clusters we included, thereby
increasing the challenge of recovering all the clusters in our benchmark correctly.
Using our set of 71 gold standard clusters we are able to perform a quantitative evaluation by
measuring the Jaccard similarity3 of our extracted clusters and our gold standard clusters. Because
our toolchain does not mine a fixed number of clusters, we need some way to “pair” an extracted
cluster with the gold standard cluster it most represents. To do this, we look for a pairing of
extracted clusters with gold standard clusters that maximizes the average Jaccard similarity. This
3Jaccard similarity between sets A and B is |A∩B ||A∪B | . Jaccard distance is one minus the Jaccard similarity.
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Table 2. Best scoring configurations for each of the five target projects
Benchmark
Measurement curl hexchat nginx nmap redis
Top-1 (Jaccard) 62.8% 52.8% 44.9% 49.1% 71.9%
Top-1 (Intersection) 79.7% 78.7% 67.6% 70.1% 83.5%
Top-5 (Jaccard) 62.1% 51.8% 43.7% 47.3% 69.3%
Top-5 (Intersection) 77.9% 73.8% 70.1% 67.2% 81.0%
provides us with a way to have a consistent evaluation regardless of the number of total clusters
we extract. (One might argue that this allows for extracting an unreasonable amount of clusters
in an attempt to game this metric. However, this kind of “metric hacking” is unachievable in our
toolchain due to the use of DBSCAN to extract clusters from reduced traces. Clustering our reduced
traces, using the Jaccard distance between sets of tokens within a trace, removes the possibility
that our tool is simply enumerating all possible clusters to achieve a high score.)
In addition to Jaccard similarity, which penalizes both omissions and spurious inclusions, we
also measure the percent intersection between our extracted clusters and the clusters in our gold
standard dataset. Table 2 provides both of these measurements for each of the five open-source
projects we examined. To provide a robust understanding of performance, and reduce variance in
our measurements, we provide both the best (Top-1) results and an average of the five best results
(Top-5) for both similarity measures. (We use the data from our grid search, described in §7.1,
to compute these averages.) Examining Tab. 2, we observe that the ml4spec toolchain retrieves
clusters that have a strong agreement with the clusters in our gold standard dataset. Furthermore,
the intersection similarity results show that our extracted clusters contain, on average, over two
thirds of the desired terms from the clusters in our gold standard dataset. Together, these results
answer Research Question 1 in the affirmative: ml4spec is capable of extracting clean and useful
clusters in an Open-World setting.
7.3 RQ2: How does DAC compare to off-the-shelf clustering techniques?
In this section, we explore how our Domain-Adapted Clustering (DAC) technique (a key piece of
our Open-World specification miner) compares to traditional clustering approaches. To understand
the relationship between DAC and more traditional clustering methods, it is instructive to consider
the input data we have available to use in the clustering process. Prior to clustering, we have access
to a pairwise distance matrix (created via a combination of co-occurrence statistics and word–word
cosine distance), our learned word vectors, and our original traces.
Most clustering methods accept either vectors of data or pair-wise distance matrices. In principle,
this leaves our choices for clustering methods to compare to quite open. However, using our word
vectors as the input to clustering ignores our earlier insight about the advantage of combining word
embeddings and co-occurrence statistics. Therefore, we focus on clustering algorithms that accept
pre-computed pair-wise distances as input. From this class of clustering methods we have selected
the following techniques to compare against: DBSCAN [Ester et al. 1996], Affinity Propagation [Frey
and Dueck 2007], and Agglomerative Clustering.
To compare the selected traditional techniques to DAC we use the benchmark we introduced in
RQ1 as a means of consistent evaluation. Both DAC and our selection of traditional techniques
require some number of hyper-parameters to be set. To ensure a fair evaluation, we have searched
over a range of hyper-parameters for each of the selected techniques and compare between the
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Table 3. DAC compared to off-the-shelf clustering techniques
Benchmark
Clustering curl hexchat nginx nmap redis
DBSCAN 49.9% 36.7% 34.9% 36.5% 59.6%
Agglomerative 38.9% 15.8% 25.8% 12.7% 8.6%
Affinity Prop. 12.1% 10.2% 11.9% 10.3% 11.5%
DAC (Rel. Increase) +25.9% +41.2% +24.1% +34.5% +25.7%
Table 4. DAC compared to off-the-shelf clustering techniques boosted by our
machine-learning-assisted metric
Benchmark
Clustering curl hexchat nginx nmap redis
DBSCAN 49.9% 38.0% 38.1% 37.9% 64.4%
Agglomerative 40.7% 21.6% 39.2% 19.7% 26.7%
Affinity Prop. 15.3% 12.5% 13.4% 15.3% 15.5%
DAC (Rel. Increase) +25.9% +36.9% +10.6% +29.7% +16.5%
best configurations for each technique. Table 3 provides performance measurements for each of the
three off-the-shelf clustering baselines across each of our five target projects. In addition, Tab. 3
provides the relative performance increase gained by using DAC in place of these baselines.4 For
this comparison we have made only the co-occurrence distance matrix available to our off-the-shelf
baselines as one of DAC’s key insights was the importance of a machine-learning-assisted metric.
Table 4 follows the same format but provides each off-the-shelf technique access to the combined
matrix DAC uses for clustering. In either case, we see that DAC outperforms each of the baselines
by a wide margin.
7.4 RQ3: How does the choice of word vector learner and the choice of sampling
techniques affect the resulting clusters?
Research Question 3 seeks to understand the impact of two choices made in the earlier portion of
our toolchain: the choice of word vector learner and the choice of trace sampling technique. For the
choice of word vector learner we argued that fastText with its utilization of sub-word information
(in the form of character level n-grams) would provide embeddings better suited to the task of
extracting clean clusters. We based this prediction on the observation, made by many, that similarly
named methods often have similar meaning. When it came to the choice of trace sampling we
sought to reduce the impact of a problem, identified by Henkel et al. [2018], called prefix dominance.
To address this issue of prefix dominance in our specification mining setting we introduced a trace
sampling methodology termed Diversity Sampling.
To understand the interplay and effects of these choices we have evaluated the ml4spec toolchain
in nine configurations. These nine configurations are defined by two choices: a choice of word vector
learner (either fastText [Bojanowski et al. 2017], GloVe [Pennington et al. 2014], orword2vec [Mikolov
4We compute the relative performance increase by comparing to the best overall off-the-shelf technique on a per-project
basis.
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Table 5. Top-5 performance (geometric mean across our five target projects). The
shaded row and column represent the best sampler and learner, respectively.
Learner
Sampler word2vec GloVe fastText
Diversity Sampling 50.3% 47.1% 52.2%
Random Sampling 42.0% 41.5% 50.0%
No Sampling 44.9% 44.4% 48.6%
Table 6. Top-1 performance (geometric mean across our five target projects). The
shaded row and column represent the best sampler and learner, respectively.
Learner
Sampler word2vec GloVe fastText
Diversity Sampling 52.7% 48.6% 54.9%
Random Sampling 44.5% 43.6% 53.0%
No Sampling 47.7% 46.3% 50.7%
et al. 2013]) and a choice of trace sampling technique (either Diversity Sampling, random sampling,
or no sampling). By evaluating our full toolchain with varying choices of embedding and sam-
pling methodology we can either confirm or refute our intuitions. We leverage the gold standard
clusters introduced in RQ1 to provide a consistent benchmark for comparison between the nine
configurations we’ve outlined.
First, we examine top-5 performance (measured against our benchmark) across all of the con-
figurations we established in §7.1. We look at averages of the top-5 configurations (with sampler
and learner fixed to one of the nine choices outlined earlier) to understand effects of our choices of
interest (the sampler and learner) and to reduce any variance from other sources. Table 5 provides
top-5 performance measurements for each of our nine possible configurations. We can see that
fastText is superior (regardless of sampling choice) to any of the other word vector learners by a
wide margin. We also observe that fastText paired with Diversity Sampling is the most performant
combination. However, fastText with no sampling is not far behind—this is perhaps indicative of
both the impact of word embeddings and the need for larger corpora to learn suitable embeddings.
Although top-5 averages provide a robust picture of the performance of our selected configura-
tions, we also would like to understand which configurations have the best peak (top-1) performance.
To assess top-1 performance, we examine Tab. 6 which shows the geometric mean (across our
five target projects) of the best performing configuration identified via the data from our grid
search (§7.1). These results affirm the impact of Diversity Sampling and fastText as the superior
word-embedding learner for this use case. Finally, we observe that the combination of fastText and
Diversity Sampling again produces the best overall performance.
These results support two conclusions. First, fastText, with its use of sub-word information,
outperforms GloVe and word2vec in the cluster extraction task we have benchmarked. Second,
Diversity Sampling both improves the performance of our toolchain and word vector learner (by
reducing the amount of input data) and provides an increase in performance compared to the
other baseline choices of sampling routine. These results also support further examination of the
advantages of sub-word information in the software-engineering domain; specifically, we note that
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fastText has no concept of the ideal boundaries between sub-tokens that naturally exist in program
identifiers. A word vector learner equipped with this knowledge may produce even more favorable
results.
7.5 RQ4: Is there a benefit to using a combination of co-occurrence statistics and word
embeddings?
One of the key insights from §5 was that word embeddings and co-occurrence statistics capture
subtly different information. Word embeddings excel at picking up on local context (a direct result
of being based on the distributional hypothesis which asserts that similar words appear in similar
contexts). This focus on local context makes word embeddings well-suited for tasks like word
similarity and analogy solving. For specification mining, co-occurrence information is often used, in
some form, to capture the “support” for a candidate rule or pattern. These co-occurrence statistics
encode a global relationship between words that is more far-reaching than the relationship captured
by word vectors.
Research Question 4 attempts to precisely quantify the impact of these two different sources of
information. This effort is made somewhat easier by the choice to include a tunable parameter in
our toolchain that represents the relative weight of word–word distance and co-occurrence distance
in our final pair-wise distance matrix. By evaluating our full toolchain with a gradation of weight
values we can pinpoint the mix of metrics that lead to optimal performance on the benchmark we
introduced earlier.
Figure 8 plots average benchmark scores for different values of the α parameter. Here we take an
average, with α fixed, over all configuration explored in §7.1. We observe a clear trend of increasing
performance as more weight is applied to the word embeddings (and less to the co-occurrence
statistics). In addition, we note that this performance increase reaches a peak at α = 0.75 for each
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Fig. 9. Peak benchmark performance for varying values of α
of the five projects. As we did in Research Question 3, we also examine top-1 performance. The
results for top-1 performance, given in Fig. 9, paint a clearer picture of the relationship between
word embeddings and co-occurrence statistics. In Fig. 9 we observe that, for all five projects, adding
word embeddings to our distance matrix produces a pronounced increase in performance. Again
we are able to validate that, for each project, this increase in performance peaks at α = 0.75. These
results suggests an affirmative answer to Research Question 4: there is a quantifiable benefit to
using both co-occurrence statistics and word embeddings; furthermore, a combination that favors
the distances produced via word embeddings yields maximum performance across each of the
projects we examined.
7.6 RQ5: Does our toolchain transfer to unseen projects with minimal
reconfiguration?
Research Question 5 asked if our toolchain can be easily adapted to unseen projects. More precisely,
we would like to evaluate whether the few parameters in our tool can use reasonable defaults
without sacrificing too much performance. To do this we can re-examine some of the results from
the grid search in §7.1 to develop an understanding of the performance impact choosing defaults
would have when transferring to unseen data.
We can rank configurations by enumerating the top-20 configurations for each of our five target
projects and counting the number of times any given configuration occurs in the top-20 for any
project. This ranking reveals that two configurations each produce top-20 results in four out of the
five projects we considered. Examining these two configurations further, we find that exploring
just these two configurations allows ml4spec to find clusters that are within ten percent of the
best performing configuration for each of our five projects. Therefore, we can answer Research
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Question 5 in the affirmative, with the knowledge that running in just two default configurations
allows for full automation with no more than a ten percent performance decrease.
8 THREATS TO VALIDITY
Our usage of Parametric Lightweight Symbolic Execution (PLSE) provides us with a way to quickly
extract rich traces from buildable C programs; however, PLSE is imprecise. It is possible that a more
precise symbolic-execution engine would provide our downstream mining techniques with more
accurate information and, in turn, reveal more correct specifications. In addition, it is likely that an
execution engine capable of generating interprocedural traces would improve the quality of our
results.
Our ground-truth clustering benchmark was manually extracted with the goal of providing a
quantitative benchmark in the rich vocabulary available to the ml4spec toolchain. This manual
process is susceptible to bias. To mitigate this risk, each cluster was validated against the source
program to confirm that the set of terms within the cluster appeared in a concrete usage. Further-
more, the gold-standard clusters were created with no bounds on their size: this variance in cluster
size greatly increases the difficulty of recovering correct clusters while matching the reality of
usage patterns which can range from simple checks to complex iterators or initialization routines.
It is our hope that the release of the ground-truth dataset will provide the groundwork for a larger,
more comprehensive, gold-standard dataset curated by the community.
We chose to focus on a collection of five open-source C projects. It is possible that our selection of
projects is not representative of the wider landscape of API usages in C. Furthermore, our technique,
while language agnostic in theory, may not easily transfer to other languages. Fortunately, the
PLSE implementation uses the GCC toolchain as a front end, which makes cross-language mining
a possibility for future work.
9 RELATEDWORK
There exists a wide variety of related works from the specification mining, API misuse, program
understanding, and entity embedding communities. For comprehensive overviews of specification
mining and misuse we refer the reader to Lo et al. [2011] and Robillard et al. [2013]. For efforts in
machine learning and its application in the software-engineering domain Allamanis et al. [2017a]
provide an excellent survey. In addition, there exists a listing of machine learning on code resources
maintained by the community [source{d} 2019]. For details on embeddings and their use in the
software-engineering domain Martin Monperrus [2019] provide an up-to-date listing. In the fol-
lowing sections, we discuss related works in the realms of specification mining and embeddings of
software artifacts in greater detail.
Specification Mining
There is a rich history of work on mining specifications, or usage patterns, from programs. Earlier
approaches, such as Li and Zhou [2005], provided relatively simple specifications. Going forward in
time, a growing body of work attempted to produce richer FSA-based specifications [Acharya and
Xie 2009; Ammons et al. 2002; Dallmeier et al. 2006; Gabel and Su 2008; Lo and Khoo 2006; Lorenzoli
et al. 2008; Pradel and Gross 2009; Quante and Koschke 2007; Shoham et al. 2008; Walkinshaw and
Bogdanov 2008; Walkinshaw et al. 2007]. Some recent work such as Deep Specification Mining and
Doc2Spec, has incorporated NLP techniques [Le and Lo 2018; Zhong et al. 2009]. DeFreez et al. [2018]
use word-vector learners to bolster traditional support-based mining via the identification of func-
tion synonyms. In the broader field of non-FSA-based specification mining techniques, there exist
several novel techniques: Nguyen et al. [2009] mine graph-based specifications; Sankaranarayanan
et al. [2008] produce specifications as Datalog rules; Acharya et al. [2007] create a partial order
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over function calls and Murali et al. [2017] develop a Bayesian framework for learning probabilistic
specifications. In addition to mining, several works focus on the related problem of detecting mis-
uses [Engler et al. 2001; Livshits and Zimmermann 2005; Monperrus and Mezini 2013; Wasylkowski
et al. 2007; Yun et al. 2016].
The ml4spec toolchain is agnostic to the choice of trace-based mining technique used to generate
specifications. This miner-agnostic perspective makes ml4spec a front end that enables prior trace-
based miners to work in the Open-World setting we have described. In addition, ml4spec’s use of
Parametric Lightweight Symbolic Execution makes it possible to mine, via traditional methods,
specifications that involve both control-flow and data-flow information.
Embeddings of Software Artifacts
Recently, several techniques have leveraged learned embeddings for artifacts generated from pro-
grams. Nguyen et al. [2016, 2017b] leverage word embeddings (learned from ASTs) in two domains
to facilitate translation from Java to C#. Le and Lo [2018] use embeddings to bootstrap anomaly
detection against a corpus of JavaScript programs. Gu et al. [2016] leverage an encoder/decoder
architecture to embed whole sequences in their DeepAPI tool for API recommendation.
Pradel and Sen [2017] use embeddings (learned from custom tree-based contexts built from
ASTs) to bootstrap anomaly detection against a corpus of JavaScript programs. Gu et al. [2016]
leverage an encoder/decoder architecture to embed whole sequences in their DeepAPI tool for API
recommendation. API2API by Ye et al. [2016a] also leverages word embeddings, but it learns the em-
beddings from API-related natural-language documents instead of an artifact derived directly from
source code. Alon et al. [2018b] learn from paths through ASTs to produce general representations
of programs; in [Alon et al. 2018a] they expand upon this general representation by leveraging
attention mechanisms. Ben-Nun et al. [2018] produce embeddings of programs that are learned from
both control-flow and data-flow information. Zhao et al. [2018] introduce type-directed encoders, a
framework for encoding compound data types via a recursive composition of more basic encoders.
Using input/output pairs as the input data for learning, Piech et al. [2015] and Parisotto et al. [2016]
learn to embed whole programs. Using sequences of live variable values, Wang et al. [2017] produce
embeddings to aid in program repair tasks. Allamanis et al. [2017b] learn to embed whole programs
via Gated Graph Recurrent Neural Networks (GG-RNNs) [Li et al. 2015]. Peng et al. [2015] provide
an AST-based encoding of programs with the goal of facilitating deep-learning methods.
In contrast to prior work on the embedding of software artifacts, we provide both a novel use
of embeddings in the software-engineering domain (in the form of Domain-Adapted Clustering
and its machine-learning-assisted metric) and a comprehensive comparison between three state-
of-the-art word embedding techniques (fastText [Bojanowski et al. 2017], GloVe [Pennington
et al. 2014], and word2vec [Mikolov et al. 2013]). Furthermore, we make an insight into a future
line of work involving the utilization of refined sub-token information to improve embeddings in
the software-engineering domain.
10 CONCLUSION
With a growing number of frameworks and libraries being authored each day, there is an increased
need for industrial-grade specification mining. In this paper, we introduced the problem of Open-
World Specification Mining with the hope of fostering new mining tools and techniques that
focus on reducing burdens on users. The challenge of mining is amplified in an Open-World
setting. To address this challenge, we introduced ml4spec: a toolchain that combines the power of
unsupervised learning (in the form of word embeddings) with traditional techniques to successfully
mine specifications and usage patterns in an Open-World setting.
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Our work also provides a new dataset of ground-truth clusters which can be used to benchmark
attempts to extract related terms from programs. We provided a comprehensive evaluation across
three different word-vector learners to gain insight into the value of sub-word information in the
software-engineering domain. Lastly, we introduced three new techniques: Hierarchical Threshold-
ing, Diversity Sampling, and Domain Adapted Clustering each solving a different challenge in the
realm of Open-World Specification Mining.
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