The relationship between two sets of real variables defined for the same individuals can be evaluated by a few different correlation coefficients. For the functional data we have one important tool: canonical correlations. It is not immediately straightforward to extend other similar measures to the context of functional data analysis. In this work we show how to use the distance correlation coefficient for a multivariate functional case. The approaches discussed are illustrated with an application to some socio-economic data.
Introduction
In recent years methods for data representing functions or curves have received much attention. Such data are known in the literature as functional data (Ramsay & Silverman (2005) , Horváth & Kokoszka (2012) ). Examples of functional data can be found in several application domains, such as medicine, economics, meteorology and many others. In a great number of applications it is necessary to use statistical methods for objects characterized by many features observed in many time points (double multivariate data). In this case such data are called multivariate functional data. The pioneering theoretical paper was Besse (1979) , in which random variables have values in a general Hilbert space. Berrendero et al. (2011) , Górecki et al. (2014) and Jacques & Preda (2014) , present an analysis of multivariate functional data from the point of view of Multivariate Principal Component Analysis (MPCA). Also functional regression models have been extensively studied; see for example James (2002) , Müller and Stadmüller (2005) , Reiss and Ogden (2007) and Matsui et al. (2008) . Various basic classification methods have been adapted to functional data, such as linear discriminant analysis (Hastie et al. (1995) ), logistic regression (Rossi et al. (2002) ), penalized optimal scoring (Ando (2009) ), knn (Ferraty and Vieu (2003) ), SVM (Rossi and Villa (2006) ), and neural networks (Rossi et al. (2005) ). Moreover, the theory of combining classifiers has been extended to functional data (Ferraty and Vieu (2009) ). Górecki et al. (2015) discussed the problem of classification via regression for multivariate functional data.
In this paper we focus on correlation analysis for multivariate functional data. In the literature, there are different strategies to explore the association between two sets of variables (p dimensional X X X and q dimensional Y Y Y ). Historically, the first approach was put forward by Hotelling (1936) , who proposed the canonical correlation in the framework of Canonical Correlation Analysis (CCA). The CCA is a reference tool concerned with describing linear dependencies between two sets of variables; it seeks a linear combination of the variables of the first group which is maximally correlated with a linear combination of the variables of the second group. The correlation coefficient thus obtained is said to be canonical and the linear combinations are called canonical variables. Leurgans et al. (1993) , He et al. (2004) , Krzyśko & Waszak (2013) discussed this analysis in the context of functional data.
Another approach is to consider each set of variables through its individual cloud, and to compare the structures (i.e. the shapes) of the two point clouds. In this way, the so-called rV coefficient (Escoufier (1970 (Escoufier ( , 1973 , Robert & Escoufier (1976) , Escoufier & Robert (1979) ) provides an insight into the global association between the two sets of variables. Székely et al. (2007) , Székely & Rizzo (2009 , 2012 ) defined a measure of dependence between random vectors: the distance correlation (dCor) coefficient. The authors showed that for all random variables with finite first moments, the dCor coefficient generalizes the idea of correlation in two ways. Firstly, this coefficient can be applied when X X X and Y Y Y are of any dimensions and not only for the simple case where p = q = 1. They constructed their coefficient as a generalization of the simple correlation coefficient without reference to the earlier literature on the rV coefficient. Secondly, the dCor coefficient is equal to zero if and only if there is independence between the random vectors. Indeed, a correlation coefficient measures linear relationships and can be equal to 0 even when the random variables are dependent. This can be seen as a major shortcoming of the correlation coefficient and the rV coefficient.
The rest of this paper is organized as follows. We first review the concept of transformation of discrete data into multivariate functional data (Section 2). Section 3 contains the functional version of canonical correlation coefficients analysis. Section 4 describes our extension of the distance correlation coefficient to the functional case. In Section 5 the accuracy of the proposed methods is demonstrated using some empirical data. Conclusions are given in Section 6.
Smoothing of stochastic processes
Let us assume that X X X ∈ L p 2 (I 1 ) and Y Y Y ∈ L q 2 (I 2 ) are random processes, where L 2 (I) is a Hilbert space of square integrable functions on the interval I.
We also assume that E(X X X(s)) = 0 0 0, s ∈ I 1 and E(Y Y Y (t)) = 0 0 0, t ∈ I 2 . This fact does not cause loss of generality, because functional correlation coefficients are calculated on the basis of the covariance functions of processes X X X and Y Y Y of the form
We will further assume that each component X g of process X X X and Y h of process Y Y Y can be represented by a finite number of orthonormal basis functions {ϕ e } and {ϕ f } of space L 2 (I 1 ) and L 2 (I 2 ), respectively:
The choice of the basis seems not crucial. We can use various orthonormal basis, but Fourier basis seems the most appropriate in most cases (Górecki & Krzyśko (2012) ) and the most common in practice. The degree of smoothness of functions X g and Y h depends on values E g and F h respectively (small values cause more smoothing). The choice of the truncation parameters is critical for the proper representation of general stochastic process. The optimal number of basis elements could be determined using the Bayesian Information Criterion (BIC) for each function separately through finding the most frequent value (modal value) over all functions. We should prefer this value to be large, particularly when the stochastic processes are observed at high frequency with little noise.
We introduce the following notation:
Using the above matrix notation, processes X X X and Y Y Y can be represented as:
This means that the realizations of processes X X X and Y Y Y are in finite dimensional subspaces of L p 2 (I 1 ) and L q 2 (I 2 ) respectively. We will denote these subspaces by L p 2 (I 1 ) and L q 2 (I 2 ).
For random vectors α α α and β β β we have:
In fact, the correlation analysis for random processes is based on matrices Σ Σ Σ αα αα αα , Σ Σ Σ β β β β β β and Σ Σ Σ αβ αβ αβ which are unknown. We have to estimate them on the basis of n independent realizations X X X 1 ,X X X 2 , ....,X X X n and
. . , n. This problem has been extensively studied in the literature, e.g. Beutler (1970) , Lee (1976) and Masry (1978) .
Typically, data are recorded at discrete moments in time. The transformation of discrete data into functional data is performed for each realization and each variable separately. Let x g j denote an observed value of feature X g , g = 1, 2, . . . p at the jth time point s j , where j = 1, 2, ..., J. Similarly, let y h j denote an observed value of feature Y h , h = 1, 2, . . . q at the jth time point t j , where j = 1, 2, ..., J. Then, our data consist of pJ pairs of (s j , x g j ) and of qJ pairs of (t j , y h j ).
The coefficients α α α i and β β β i are estimated by the least squares method. Let us denote these estimates by a a a i and b b b i , i = 1, 2, . . . , n.
As a result of the transformation process, we obtain functional data of the form:
where s ∈ I 1 , t ∈ I 2 and i = 1, 2, . . . , n. Let A A A = (a a a 1 ,a a a 2 , . . . ,a a a n ) , and
Functional canonical correlation coefficient
Functional canonical variables U and V for stochastic processes X X X ∈ L p 2 (I 1 ) and Y Y Y ∈ L q 2 (I 2 ) are defined as follows:
where l l l and m m m are weight functions.
We have
Let us denote the covariance matrix of processes U and V by
where λ λ λ ∈ R K 1 +p , µ µ µ ∈ R K 2 +q and
subject to the constraint 2 (I 2 ) there exist weight functions such that the functional canonical coefficient is equal to one. This means that, with an increasing size of a number of basis functions, the functional canonical coefficient will tend to one. To avoid this problem Leurgans et al. (1993) proposed some additional regularization. However, as for many correlation coefficients, it is difficult to evaluate the magnitude of the relationship just by considering its values.
The canonical correlation coefficient ρ α α α,β β β of the pair of random vectors α α α and β β β is based on matrices Σ Σ Σ αα αα αα , Σ Σ Σ β β 
Functional distance correlation
where α α α ∈ R K 1 +p and β β β ∈ R K 2 +q .
In this case, we may assume (Ramsey & Silverman (2005) ) that the vector function l l l and the process X X X are in the same space, i.e. function l l l can be written in the form l l l(s) = Φ Φ Φ 1 (s)λ λ λ , where λ λ λ ∈ R K 1 +p .
We may assume the same for the vector function m m m and the process Y Y Y . Then, we have m m m(t) = Φ Φ Φ 2 (t)µ µ µ, where µ µ µ ∈ R K 2 +q .
Hence 
and |z| denotes the modulus of z ∈ C, λ λ λ K 1 +p , µ µ µ K 2 +q the standard Euclidean norms on the corresponding spaces, and
. We can estimate functional distance covariance using functional data of the form (1).
The functional distance correlation between random processes X X X and Y Y Y is a nonnegative number defined by
On the basis of the result of Székely et al. (2007) , we havê
A kl B kl , where a kl = a a a k − a a a l K 1 +p ,ā k· = (1) and k, l = 1, . . . , n. Thus, the squared sample distance covariance equals an average entry in the component-wise or Schur product of the centered distance matrices for the two vectors.
The sample functional distance correlation is then defined bŷ (2014)).
Empirical application
In this Section we offer an illustrative example of applying correlation analysis to functional data. This method was employed here to cluster the twenty groups (pillars) of variables of 127 countries of the world in the period 2008-2014. The list of countries used in correlation analysis is contained in Table 1. Table 2 describes the variables used in the analysis divided into pillars. For this purpose, use was made of data published by the World Economic Forum (WEF) in its annual reports (http://www.weforum.org). Those are comprehensive data, describing exhaustively various socio-economic conditions or spheres of individual states. The data were transformed into functional data by the method described in Section 2. Calculations were performed using the Fourier basis 5.5(2013/2014) . Moreover, in view of the small number of time periods (J = 6), for each variable the maximum number of basis components was taken to be equal to five. Table 3 contains the values of functional canonical correlation coefficients. As expected, they are all close to one. But a high value of this coefficient does not necessarily mean that there is a significant relationship between the two groups of variables. Table 4 contains the values of functional distance correlation coefficients. This time the values are rather moderate and easier to interpret. It is readily visible that the coefficients assume the highest values for the following pairs of pillars: 2 -infrastructure and 10 -marker size; 11 -business sophistication and 12 -innovation; 5 -higher education and training and 12 -innovation; 5 -higher education and training and 11 -business sophistication; as well as 6 -goods market efficiency and 11 -business sophistication. In turn, the coefficients have the lowest values for the pillars: 4 -health and primary education and 10 -market size, as well as 4 -health and primary education and 2 -infrastructure. Both the highest and the lowest values of distance correlation coefficients have an obvious empirical foundation.
We performed permutation tests for the correlation coefficients discussed. For all tests p-values were close to zero, so we can infer that we have some significant relationship between the groups (pillars) of variables.
Finally, we joined these pillars using Ward's hierarchical clustering algorithm with a distance measure of the form 1 −ρ X X X,Y Y Y and 1 −R X X X,Y Y Y respectively. The results are shown in Figures 1 and 2 . As can be observed, given the wide differences in thê R X X X,Y Y Y values, functional distance correlations permit arranging the various groups of variables into pillars in a logical way, e.g. (4, 9), (11, 12), etc. This allows analysing the examined reality in a deeper way, which is not possible when using canonical correlation coefficients.
During the numerical calculation process we used R software (R Core Team (2015)) and packages: CCP (Menzel (2012)), energy (Rizzo & Székely (2014) ) and fda (Ramsay et al. (2014) ). 
Conclusions
We proposed an extension of the classical correlation coefficients for two sets of variables for multivariate functional data. We suggested permutation tests to examine the significance of the results because the values of the proposed coefficients are rather hard to interpret. The presented method has been proved to be useful as it was tested on a real data set, in investigating the correlation between two sets of variables. This example confirms its usefulness in revealing the hidden structure of the co-dependence between groups (pillars) of variables representing various fields of socio-economic activity.
