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ABSTRACT
The Independent Component Analysis (ICA) algorithm is implemented as a neural
network for separating signals of dierent origin in astrophysical sky maps. Due to its
self-organizing capability, it works without prior assumptions on the signals, neither on
their frequency scaling, nor on the signal maps themselves; instead, it learns directly
from the input data how to separate the physical components, making use of their
statistical independence.
To have a rst insight into the capabilities of this approach, we apply the ICA algorithm
on sky patches, taken from simulations and observations, at the microwave frequencies,
that are going to be deeply explored in a few years on the whole sky, by the Microwave
Anisotropy Probe (MAP) and by the Planck Surveyor Satellite. The maps are at
the frequencies of the Low Frequency Instrument (LFI) aboard the Planck satellite
(30, 44, 70 and 100 GHz), and contain simulated astrophysical radio sources, Cosmic
Microwave Background (CMB) radiation, and Galactic diuse emissions from thermal
dust and synchrotron. We show that the ICA algorithm is able to recover each signal,
with precision going from 10% for the Galactic components to percent for CMB; radio
sources are almost completely recovered down to a flux limit corresponding to 0:7CMB,
where CMB is the rms level of CMB fluctuations. The signal recovering possesses
equal quality on all the scales larger then the pixel size. In addition, we show that the
frequency scalings of the input signals can be partially inferred from the ICA outputs,
at the percent precision for the dominant components, radio sources and CMB.
Standing on these encouraging results, we believe that algorithms as the one presented
here should be considered in the near future as a viable tool into the science of compo-
nents separation in astrophysical observations.
1 INTRODUCTION
Observing the sky in any frequency band implies to observe
the superposition of several signals, coming from dierent
processes emitting radiation along the line of sight.
A good example of this situation is what we see in the
microwave range. Going from nearby to far emitted radia-
tion, in our observations we nd rst the Galactic contri-
bution from about 20 Kelvin thermal dust and electromag-
netic scattering between charged particles, second the sig-
nals from other galaxies, third cosmological signals provided
by the Cosmic Microwave Background (CMB) radiation and
its interaction with galaxy clusters before reaching us.
Of course we want to study these signals singularly since
they cover wide interesting scientic aspects in astrophysics.
The basis for this should be to apply to the observed sky
maps some algorithm able to separate the dierent compo-
nents. This is made possible only by having a number of dif-
ferent sky maps at dierent frequencies; in these conditions,
one could hope to employ some appropriate image analysis
tool from computer science in astrophysics, recovering with
the best possible accuracy the dierent signals composing
the images performed on all the observation frequencies.
Again, the microwave electromagnetic band represents
an interesting example of these issues. As we already men-
tioned, one of the most important astrophysical targets in
the next decade will be the exploration of the electromag-
netic spectrum in the microwave range, because in this spec-
tral region the CMB is the dominant component. The study
of the relic radiation from the Big Bang is a central topic in
the present physical research, since it carries detailed infor-
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mation regarding almost all the open problems in cosmology.
This information is encoded into the CMB anisotropies per-
turbing the whole sky temperature T ’ 3K; they were rst
discovered in 1992 at the level T=T ’ 10−5 aboard the
COBE satellite (Smoot et al. 1992) on angular scales larger
than about 10. Soon after this discovery, it was realized
that a substantial amount of the CMB physical informa-
tion had to be obtained by analyzing the anisotropies on
degree and sub{degree angular scales. The reason is that
the photon-baryon fluid sound horizon, at the time at which
CMB radiation originated, subtended roughly one degree in
the sky; the sub-horizon acoustic oscillations in the cosmic
fluid are strictly dependent on the main cosmological pa-
rameters, as well as on the nature and statistics of this early
stage of cosmological perturbations (see Turner & Tyson
1999 for reviews). For these reasons, in a few years the Mi-
crowave Anisotropy Probe (MAP) (Bennet et al. 1996) and
the Planck Surveyor satellite (Mandolesi et al. 1998; Puget
et al. 1998) experiments will explore the CMB anisotropies
on the whole sky at the level T=T ’ 10−6 and on scales of
about 10 arcminutes. Together with CMB science, another
challenge for these missions is to perform the most accu-
rate full sky surveys of the Galactic and extra Galactic fore-
grounds at microwave frequencies, since the satellites will
operate at several frequency channels. In particular, Planck
will observe the sky on 9 frequency channels from 30 to 900
GHz (Mandolesi et al. 1998; Puget et al. 1998). There is
presently a great deal of work to study the existing database
on the foregrounds of various nature, as well as developing
data analysis tools (see e.g. Tegmark 1999 and references
therein). The problem of maps denoising has been faced with
the wavelets analysis on the whole sphere (Tenorio et al.
1999) and on sky patches (Sanz et al. 1999b). Moreover,
algorithms to separate background and foregrounds once
knowing their sum in the dierent frequency channels have
been developed (Bouchet et al. 1998; Hobson et al. 1998). In
these works, component separation techniques like Wiener
ltering (WF) and maximum entropy method (MEM) are
applied to simulated data from the Planck satellite, taking
into account the expected instrumental features. Assuming
perfect knowledge of the frequency scaling laws of all the
components, as well as priors on the statistical properties
of the signals spatial pattern, these algorithms are able to
recover the signals from the strongest components, at the
best Planck resolution of about 10 arcminutes.
We follow here a rather dierent strategy by studying
a tool completely dedicated to the separation of the compo-
nents. We consider signal denoising and component separa-
tion as separated steps into the data analysis phase; this re-
laxes the request to make the two aspects with one algorithm
only, and allows for the scientic study and specialization of
each aspect separately.
The algorithm we rst analyze here is the Independent
Component Analysis (ICA), that we implement as a neural
network; it works in a markedly dierent way with respect
to the WF and MEM approaches. We anticipate here the
basic concepts. In WF and MEM the inversion problem to
obtain the components from the data can be written and
solved by using the prior knowledge assumed for frequency
scalings and signals spatial patterns. On the contrary, a neu-
ral network algorithm possesses a self-organizing structure,
and is able to approach the nal result even if the priors are
absent; despite of this apparent lack of information, the ICA
method exploits the independence of the signals composing
the observed maps and is able to recover, up to a certain
accuracy, each signal component multiplied by an overall
constant.
We adopt in this rst paper a \blind" strategy, in other
words we do not help the ICA algorithm to make its job
in any way, obtaining even in these extreme conditions very
encouraging results. Of course this will be not the case of
a real experiment, since one has some knowledge of what
he’s going to observe; for example, in the case of the CMB
experiments we should possess at least an approximation of
the frequency scaling of the foregrounds { rather well known
for the CMB itself (Fixsen et al. 1996; Mather et al. 1999)
{, as well as maps of several observed regions at frequencies
near to the Planck satellite operations.
The substantial part of this paper is dedicated to for-
malize our problem and to introduce the ICA algorithm in
an astrophysical context, remaining as general as possible,
and not referring to any experiment in particular; indeed, as
we mentioned in the beginning of this Introduction, in most
cases an astrophysical observation produces a map with sev-
eral components added, whose properties both for frequency
scalings and spatial pattern are only approximately known
or totally unknown. We believe that an algorithm able to
learn by itself the independent components present in the
observed maps like the ICA method could be useful in many
of these problems.
The paper is organized as follows. In Section II we de-
ne our problem in a formal way and we briefly recall the
approaches adopted in previous works; In Section III we de-
scribe the ICA algorithm; in Section IV we describe our
database and in Section V we present our analysis technique
and results; in Section VI we draw the concluding remarks
and list some future developments.
2 FORMALISM AND PREVIOUS
APPROACHES
We will give here the basic denitions for the quantities
we will use throughout the paper, together with a brief de-
scription of the previously proposed methods for the present
problem.
Let us rst formalize our separation problem by assum-
ing that each radiation source, generally a function of both
the position in the sky, (; ), and of frequency, , can be
separated into the product of a function of the position and
a function of the frequency. Let us also assume that we have
N source functions, and that the angular coordinates  and
 can be treated as Cartesian coordinates. This is not a lim-
iting assumption, and is justied if we only consider small
patches of the sky. The generic source function will thus be
~si(; ; ) = si(; )  Fi() i = 1; : : : ; N (1)
The total radiation received in the point (; ) in the sky
will be
~x(; ; ) =
NX
i=1
si(; )  Fi() (2)
Let us suppose that the measuring instrument has M chan-
nels, with frequency responses tj(), j = 1; : : :M centered
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on dierent frequency values, and that the beam patterns
are independent of frequency within each channel passband.
Let us denote these beam patterns by means of the space-
invariant PSF’s hj(; ), thus assuming measured maps pro-
duced by a linear convolutional mechanism. This does not
correspond to the real situation, where elliptical beam pat-
terns are expected, and, due to the particular scan strategy
of the experiment, a space-variant defocusing will be ob-
tained. From the above assumptions and from equation (2),








si(x; y)Fi()dxdyd + j(; ) =





aji  si(x; y) ; j = 1; : : : ;M ; (4)
aji =
Z
Fi()tj()d ; j = 1; : : : ;M ; i = 1; : : : ; N ; (5)
 denotes linear convolution and j(; ) represents the in-
strumental noise. Equation (4) can also be written in matrix
form:
~x(; ) = As(; ) (6)
where the entries of the MN matrix A are given by Equa-
tion 5.
The unknowns of our problem are the N functions
si(; ), and the data set is made of the M maps xj(; ) in
equation (3). Besides the measured data, we also know ex-
actly the instrument beam-patterns hj(; ), and, more or
less approximately (depending on the specic source), the
coecients aji in system (4).






Rji(!; !)Si(!; !) + Ej(!; !) ; (7)
where the capital letters denote the Fourier transforms of
the corresponding lowercase functions, and
Rji(!; !) = Hj(!; !)aji ; (8)
being Hj the Fourier transform of the beam prole hj .
Equation (7) can thus be rewritten in matrix form:
X = RS+ E : (9)
The above equation must be satised at each Fourier mode
(!; !), independently. The aim is to recover the true sig-
nals Si(!; !) constituting the column vector S. If the ma-
trix A in (6) is exactly known, then in absence of the noise,
the problem would then be reduced to that of a linear in-
version of eq.(9) at each Fourier mode; in the realistic case,
however, such inversion would carry a wrong result of course,
and one should perform an approximate inversion based on
statistical approaches built on a priori knowledge on the sig-
nals to recover. In the following two subsections we briefly
describe such approaches, and in the last one we briefly re-
call a tool so far dedicated mostly to the denoising problem.
In the next Section we introduce our algorithm, that works
on real space instead of the Fourier one.
2.1 The maximum entropy approach
The Maximum Entropy Method (MEM) for the reconstruc-
tion of images is based on a Bayesian approach to the prob-
lem; the theoretical foundations of this method are discussed
in detail elsewhere (see Skilling et al. 1989).
Suppose that X is a vector of M observations whose proba-
bility distribution P (XjS) depends on the values of N quan-
tities S = S1; :::; SN . Let us indicate with P (S) the prior
probability distribution of S: it tells us what is known about
S without knowledge of the data. Given the observed data
X, the Bayes’ theorem states that the conditional distribu-
tion of S (the posterior distribution of S) is given by the
product between the likelihood of the data, P (XjS), and
the prior:
P (SjX) = z  P (XjS)P (S) ; (10)
where z is a normalization constant.
One is therefore induced to construct an estimator S^ of the
true signal vector by maximizing the posterior probability
P (SjX) / P (XjS)P (S) . However, while the likelihood in
(10) is quite simple to determine once the noise and sig-
nals covariance matrix are known, a major problem in the
Bayesian approach consists in the appropriate choice of the
prior distribution for the model considered: because Bayes’
theorem is simply a rule for manipulating probabilities, it
cannot by itself help us to assign them in the rst place,
so one has to look elsewhere. The Maximum Entropy prin-
ciple is a consistent variational method for the assignment
of probabilities under certain types of constraints that must
refer to the probability distribution directly.
The principle of Maximum Entropy states that if one has
some information I on which the probability distribution is
based, one can assign a probability distribution to a proposi-
tion i such that P (ijI) contains only the information I that





P (ijI)logP (ijI) (11)
It can be seen that when nothing is known except that
the probability distribution should be normalized, the Max-
imum Entropy principle reduces to the uniform prior. In our
case the proposition i represents S, and the information I
is the assumption of signal statistical independence. In this
way we can assign the prior probability to the image vector
S; this was done in the case in which it is strictly positive
(see Skilling et al. 1989); however, temperature fluctuations
in the cosmic microwave background can assume both pos-
itive and negative values; a generalization of this prior to
non-positive denite images has been performed in a recent
work (Hobson et al. 1998), where the starting idea was to
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express the signal as the dierence between two strictly pos-
itive distributions. This extension allowed the MEM to be
applied to a wide range of astronomical image reconstruc-
tion problems, in particular the separation of components
in images simulating the ones that will be produced by the
forthcoming MAP and Planck experiments (Hobson et al.
1998). The construction of the entropic prior requires, in
general, the perfect knowledge of the frequency scaling be-
havior of the components to be reconstructed, and in addi-
tion the signals covariance matrix C(k) =< S(k)Sy(k) >.
2.2 The multifrequency Wiener ltering
If one assumes that the emission associated to each physi-
cal component is well described by a Gaussian random eld,
thus adopting a Gaussian prior rather than an entropic prior,
the Bayesian approach gives rise to a straightforward deriva-
tion of the multifrequency Wiener ltering method (Bouchet
et al. 1998); also in this case, an estimator of the signal vec-
tor is obtained by maximizing the posterior probability in
(10), in terms of the signals covariance matrix C(k).
The Gaussian prior probability distribution for the sig-
nal has the form
P (s) / exp(−SyC−1S) : (12)
The obtained signal estimator can be expressed in terms of
the Wiener matrix W  (C−1 +RyN−1R)−1, where R cor-
responds to the matrix in (9) and N(k) =< (k)y(k) > is
the noise covariance matrix, in a linear relation that contains
the data vector,
S^ = WX : (13)
The W matrix has the role of a linear lter; again, its con-
struction requires an a priori knowledge of the spectral be-
havior of the signals.
For purely Gaussian signals, the reconstructed estima-
tors can thus be compared with the simulated ones (Bouchet
et al. 1998). On the other hand, it is well known that the
hypothesis of a Gaussian fluctuation eld behavior is not re-
liable for most of the signal components (except for the pure
CMB signal and the white noise); the choice of an entropic
prior renounce to this simplied fluctuation model, and is
able to reproduce the Wiener ltering results for a Gaussian
prior (Hobson et al. 1998).
The results of applying the MEM and WF to the simu-
lated Planck maps are shown in detail elsewhere (Bouchet
et al. 1998; Hobson et al. 1998), and we just summarize
them. Both WF and MEM make use of the exact knowl-
edge of the frequency dependence of the components; as the
assumptions about the spatial distribution are concerned,
two dierent situations have been tested: in one case, the
component separation was performed by making use of the
supposedly known covariance matrix, and the algorithm re-
covered the simulated maps with good accuracy; in the other
situation, the covariance matrix was assumed to describe flat
spectra for all the components, knowing only their true nor-
malization; the methods were applied iteratively by updat-
ing the covariance matrix at each step; in the last case the
reconstruction was not much worse than in the rst one. In-
dependently of the prior information used, the CMB power
spectrum was in general reproduced more accurately than
the foregrounds. In general the MEM reveals to work bet-
ter than the linear Wiener ltering, particularly for highly
non-Gaussian and weak signals.
2.3 The wavelet analysis
Development of wavelet techniques applied to signal process-
ing has been very fast in the last ten years (see, e.g., Jaw-
erth et al. 1994). The wavelet approach is conceptually very
simple: whereas the Fourier transform is highly inecient
in dealing with the local behavior, the wavelet transform is
able to introduce a good space-frequency localization, thus
providing information on the contributions coming from dif-
ferent positions and scales.
In one dimension, we can dene the analyzing wavelet
as Ψ(x;R; b)  R−1=2 (x−b
R
), dependent on two param-
eters, dilation (R) and translation (b), and  (x) is a
one-dimensional function satisfying the following condi-
tions: a)
R 1
−1 dx (x) = 0, b)
R1
−1 dx 
2(x) = 1 and c)R1
−1 dk jkj−1 2(k) < 1, where  (k) is the Fourier trans-
form of  (x). The wavelet Ψ operates as a mathematical
microscope of magnication R−1 at the space point b. The




dx f(x)Ψ(x;R; b) : (14)
As regards 2-dimensional images, the wavelet analysis can
be performed following dierent approaches. The two com-
putationally faster algorithms are the ones based on Mul-
tiresolution analysis (Mallat 1989) and on 2D wavelet anal-
ysis (Lemarie & Meyer 1986), using tensor products of one
dimensional wavelets. The discrete Multiresolution analysis
entails the denition of a one-dimensional scaling function ,
normalized as
R1
−1 dx(x) = 1 (Ogden et al. 1997). Scaling
functions act as low-pass lters whereas wavelet functions
single out one scale. The 2D wavelet method (Sanz et al.
1999b) is based on two scales, providing therefore more in-
formation on dierent resolutions (dened by the product of
the two scales) than the Multiresolution one.
Recently, wavelet techniques have been introduced in the
analysis of CMB data. Denoising of CMB maps has been
performed on patches of the sky of 12:8  12:8 using ei-
ther multiresolution techniques (Sanz et al. 1999a) and 2D
wavelets (Sanz et al. 1999b), as well as on the whole celes-
tial sphere (Tenorio et al. 1999). As a rst approach, maps
with cosmological signal plus instrumental Gaussian noise
have been considered. The separation of the dierent astro-
physical components from the CMB signal being the goal of
future applications.
Denoising of CMB maps has been carried out by using
a signal{independent prescription, the SURE thresholding
method (Donoho et al. 1995). The results are model inde-
pendent and only a good knowledge of the noise aecting the
observed CMB maps is required, whereas nothing has to be
assumed on the nature of the underlying eld(s). Moreover,
wavelet techniques are highly suitable to localize noise vari-
ations and map features in presence of non-uniform noise.
The wavelet method is able to reconstruct CMB maps
with an error improvement factor between 3 and 5. For com-
parison, the C`s of the denoised maps obtained applying
Neural networks and components separation in astrophysical sky maps 5
Wiener lter have relative errors a factor of about 2 larger
than the relative errors of the C`s obtained from the wavelet
reconstructed maps.
Wavelets have also been applied to the detection of
point sources in CMB maps in presence of cosmological sig-
nal (Cayon et al. 2000), diuse galactic foregrounds and in-
strumental noise (Tenorio et al. 1999). Provided that the
beam pattern is known, the convolution of the CMB map
with a wavelet of the same scale and similar shape will pro-
duce wavelet coecients with maxima (amplication) at the
position of point sources (location). This detection technique
gives results comparable to the ones obtained by the ltering
method presented previously (Tegmark & de Oliveira-Costa
1998). However, this latter method assumes that all the un-
derlying elds are Gaussian.
Moreover, based on the analytical knowledge of the
wavelet coecients at the positions dominated by point
sources, it is possible to recover the flux of the detected
point sources with errors in the flux estimation below 25%.
3 THE ICA APPROACH
We introduce here a rather dierent approach, with capa-
bility to work \blindly" i.e. without knowledge of frequency
and spatial properties of the signals to separate. Blind source
separation is a very important aspect of many signal and im-
age processing applications (Amari et al. 1998). The problem
arises whenever a number of source signals are detected by
multiple transducers, and the transmission channels for the
sources are unknown, so that each transducer receives a mix-
ture of the source signals with unknown scaling coecients
and channel distortion.
Several solutions have been proposed for this problem,
each based on more or less sound principles, not all of which
being typical of classical signal processing. Indeed, informa-
tion theory, neural networks, statistics and probability have
played an important part in the development of these tech-
niques.
The treatment adopted here for this problem follows the
one introduced in previous works (Amari et al. 1998; Bell et
al. 1995), but limited to simple linear combinations of un-
convolved source signals, that is the aspect we are interested
in here.
The problem can be stated as follows: a set of N inde-
pendent signals, functions of space, is input to an unknown
frequency dependent multiple-input-multiple-output linear
instantaneous system, whose M outputs are our observed
signals. We use the term instantaneous to denote a system
whose output at a given spatial point only depends on the
input signals at the same point. Our objective is to nd a
stable reconstruction system to estimate the original input
signals, in absence of any prior assumption neither on the
signals distributions nor on their frequency scalings. The
problem in its general form is normally unsolvable, and a
\work hypothesis" must be made in order to proceed: the
hypothesis we will make on our source signals is their mu-
tual statistical independence, whatever their actual distribu-
tions. The necessary new concept with respect to previous
approaches that we introduce here is the self-learning capa-
bility of the algorithm; indeed, in this blind approach it is
necessary for the algorithm to learn directly from the data,
by using the hypothesis of mutual independence of the signal
components. A self-learning algorithm like this is commonly
known as neural network and we will describe it below.
In the present work we do not consider specic instru-
mental features like beam convolution and noise contamina-
tion, leaving the specialization of the ICA method for spe-
cic experiments to future works; this allows us to highlight
here the capabilities of this approach, able to work in condi-
tions where other algorithms would be not viable. Therefore,
we assume Equation (6) as our data model, just dropping
the tilde accent on vector x. Also, the presence of measure-
ment noise appearing in Equation (7) will not be considered
explicitly in this framework.
In order to recover the original source signals from the
observed mixtures, we use a separating scheme in the form
of a feed-forward neural network. The observed signals are
input to an NM matrix W , referred to as the the synaptic
weight matrix, whose adjustable entries, wij ; i = 1; : : : N; j =
1; : : :M , are updated for every sample of the input vector
x(; ) (at step  ) following a suitable learning algorithm.
The output of matrix W at step  will be:
u(; ;  ) = W ( )x(; ) ; (15)
W ( ) is expected to converge to a true separating matrix,
that is, a matrix whose output is a copy of the inputs, for
every point (; ). Ideally, this nal matrix W should be such
that WA = I , where I is the NN identity. As an example,
if M = N , it should be W = A−1. There are, however, two
basic indeterminacies in our problem: ordering and scaling.
Even if we are able to extract N independent sources from
M linear mixtures of them, we cannot know a priori the
order in which they will be arranged, since this corresponds
to unobservable permutations of the columns of matrix A.
Moreover, the scales of the extracted signals are unknown,
because when a signal is multiplied by some scalar constant,
the eect is the same as of multiplying by the same constant
the corresponding column of the mixing matrix. This means
that W ( ) will converge, at best, to a matrix W such that:
WA = PD ; (16)
where P is any N  N permutation matrix, and D is a
nonsingular diagonal scaling matrix. From Equations (6),
(15) and (16) we thus have:
u = Wx = WAs = PDs : (17)
That is, as anticipated, each component of u is a scaled ver-
sion of a component of s, not necessarily in the same order.
We think this is not a serious inconvenience in our applica-
tion, since we should be able to recover the proper scales for
the separated sources from other informations, for example,
matching with independent lower resolution observations as
COBE for MAP and Planck. The performance of the sep-
aration algorithm is evaluated by means of matrix WA. If
the separation is perfect, this matrix has only one nonzero
element for each row and column. In any non-ideal situation
each column of WA will be composed by non-zero numbers
with a dominant one. We expect this to aect mostly the
lower signals in our simulated maps, since their recovering
is necessarily worse with respect to the dominant ones. This
has interesting consequences that we will describe in Section
V.
In all the cases treated here, we will assume M  N
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but, in particular, we shall also consider the case where N ,
although smaller than M , is not known.
As already said, the basis we assumed for blind sepa-
ration is the mutual statistical independence of the source
signals. This can be expressed in terms of a separable joint





where qj(sj) is the marginal probability density of the j
th
source.
Various algorithms can be used to perform separation
and to implement learning of matrix W . In general, a non-
linear transformation f(u), variously related to q(u), is ap-
plied to the outputs of matrix W , and the result is used
to optimize some suitably chosen function. This apparently
innocent operation is indeed very powerful in manipulating
the distribution of the outputs f(u) and is a central point
in the problems at hand here (Bell et al. 1995).
All these approaches can be derived from a unied prin-
ciple based on the Kullback{Leibler (KL) divergence be-
tween the joint probability density of the output vector u,
pU (u), and a function q(s), which should be suitably cho-
sen among the ones of the type (18). The KL divergence
between the two functions mentioned above may be written
as a function of matrix W , and can be considered as a cost







It can be proved that R(W ) has a global minimum, under
mild conditions on q(u), where W is such that WA = PD.
The dierent possible choices for q(s) lead to the dier-
ent particular learning strategies proposed in the literature
(Amari et al. 1998; Yang et al. 1997).
The uniform gradient search method, which is a
gradient-type algorithm, takes into account the non-
Euclidean metric structure of our objective parameter space
that is the set of all nonsingular matrices W (Amari et al.
1998). In a general M  N case, the following formula is
derived:
W ( + 1) = W ( )− ( )

I − f(u( ))uT ( )

W ( ) ; (20)
being I the identity matrix. The convergence features of
this iterative formula are shown to be independent of the
particular matrix A, so that, even a strongly ill-conditioned
system does not aect the convergence of the learning al-
gorithm. In other words, even when contributions of some
components are very small, there is no problem to recover-
ing them. This desirable property is called the equivariant
property since the asymptotic properties of the algorithms
are independent of the mixing matrix and the scaling factors
of the source signals. The  -dependent parameter  is the
so-called learning rate, and its value is normally decreased
during the iterations, in other words each time that the al-
gorithm reads all the map pixels. Regarding the choice of
( ), some criteria for learning this parameter and its an-
nealing scheme are given elsewhere (Amari et al. 1998); we
have chosen ( ) decreasing from 10−3 to 10−4 linearly with
the number of iterations.
The nal problem is how to choose the function f(u),
or equivalently the marginal distributions qj(uj). If we know
the true source distributions, the best choice is to use them,
since this gives the maximum likelihood estimator. However,
the point is that when qj(uj) are specied incorrectly, the
algorithm gives the correct answer under certain conditions.
Suboptimal choices for the nonlinearities still allow the algo-
rithm to perform separation: for sub-Gaussian source signals
(negative kurtosis), we can select
fi(ui) = ui + uijuij2 ; (21)
and, for super-Gaussian source signals (positive kurtosis)
fi(ui) = ui + tanh(γui) ; (22)
where   0 and γ  2. The situations where the observed
signals contain mixtures of both sub-Gaussian and super-
Gaussian sources are not considered here, although this will
have to be done in the future.
A slightly dierent form of the learning algorithm in
Equation (20) is shown to be able to separate an unknown
number N of sources from M measurement channels (pro-
vided that M  N) and indeed it is the one that we adopt
(Amari et al. 1998):
W ( + 1) = W ( )+
+( )  [− u( )uT ( )− f(u( ))uT ( )]W ( ) ; (23)
where  is a M M diagonal matrix:
 = diag[(u1 + f1(u1))u1] : : : [(uM + fM (uM ))uM ] : (24)
We are almost ready to apply our algorithm, with the fol-
lowing operations. Pixel by pixel, the M  M matrix W
is multiplied by the M{vector x, and gives vector u as its
output. This output is transformed through the nonlinear
vector function f(u), and the result is combined with u it-
self to build the update to matrixW , through Equation (23).
After the maps have been read once, all the process has to
be re-iterated to obtain the complete result.
We implemented our learning algorithm following equa-
tion (23), with the nonlinearities in (22), and  = 0, γ = 2.
As already stated, the mean of the input signal at each fre-
quency is subtracted. In previous works (Yang et al. 1997)
the initial matrix was chosen as W / I ; in that analysis, the
image data consists in a set of components with nearly the
same amplitude. The choice of the initial W influences of
course the computation time, as well as the constants mul-
tiplying the reconstructed signals, and the order with which
they are recovered; interestingly, we nd useful to dieren-
tiate the diagonal elements in such a way that they roughly
reflect the relative dierent weights of the various compo-
nents in the resulting mixing, otherwise the algorithm takes
more time to reach a good separation. For the problem at
hand, the results shown in section 5 have been obtained
starting from W =diag[1,3,30,10], for the case of a 4 4 W -
matrix, and using only 20 learning steps: the time needed
was about 1 minute on a UltraSparc machine, equipped with
an 300 MHz UltraSparc processor, 256 MBytes RAM, run-
ning down SUN Solaris 7 Operating System, compiling the
FORTRAN 90 code using SUN Fortran Workshop 5.0
In the next two Sections we give an application of the
ICA method to partially simulated and observed data maps.
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4 DATABASE
We describe here the components that sum up the sky signal,
and that have to be separated by our algorithm.
The images are produced at four dierent observa-
tion frequencies, in correspondence to the four Planck LFI
channels (Mandolesi et al. 1998), namely 30, 44, 70 and 100
GHz. The signals are shown in gure 1.
We made our map operations in the HEALPix sky pix-
elization scheme (see Gorski et al. 1999). The sky patches
we use have extension of about 15  15, with pixel linear
size 3:50; the center position of the patches corresponds to
medium galactic latitudes, namely l = 90, b = 45.
Let us describe now the physical content in the patches.
Our data are in antenna temperature (in K), which is the
additive observable that we used in our maps.
The signal from the CMB has been derived by a flat
Cold Dark Matter model (CDM, ΩCDM = :95, Ωb = :05,
three massless neutrinos species); the underlying fluctua-
tions spectrum is Gaussian and scale invariant, with ampli-
tude normalized to the COBE data (see Seljak & Zaldarriaga
1996). As it is well known, the CMB fluctuations exhibit a
spectral law that can be conveniently described as follows:
santennaCMB (; ; ) = s
thermod:
CMB (; )  ~
2e~
(e~ − 1)2 ; (25)
where ~ = 
56:8
and  is the frequency in GHz; sthermod:CMB (; )
is essentially constant (Fixsen et al. 1996) with respect to
the frequency while containing the whole coordinate depen-
dence.
As Galactic foregrounds, we take synchrotron and ther-
mal dust emissions. For the rst one, we take the available
observations at 408 MHz with about degree resolution (see
Haslam et al. 1982), and assume that the temperature map
depends on the frequency  as a simple power law:
Fsyn / ~−n ; (26)
where the spectral index is n = 2:9.
The angular distribution of the dust emission is taken
from observational data IRAS+DIRBE at about 6 arcmin-
utes resolution (see Schlegel et al. 1998). The frequency scal-
ing is assumed to be described by the following spectral law:
Fdust / ~
n+1
(e~ − 1) ; (27)
with n = 2; now ~ is h=kTdust: Tdust is the thermodynam-
ical temperature of the dust, which depends on the position
in the sky, so one would have to reconstruct the appropriate
Tdust value pixel by pixel. The range of variation of Tdust in
the sky is 14 25 K; in the regions we consider, Tdust is ap-
proximately constant, oscillating at the percent level around
18K that we assume to be valid on all our patch.
By limiting ourselves to the four LFI channels, we do
not treat here the other Galactic foregrounds arising from
electromagnetic interaction between charged free particles,
the free−free emission, although it is a relevant component
of the Galactic signal, and a possible source of contamination
for the next CMB experiments (Mandolesi et al. 1998; Puget
et al. 1998).
As extragalactic foreground, we use simulated maps of
radio point sources obtained by a Poisson distribution ac-
cording to the predicted number counts (Toolatti et al.
1998). This contribution can be seen as an additional noise
with an angular power spectrum essentially flat and variance
decreasing with the frequency with a constant spectral index
similar to the one of the dominant sources in that spectral
region, that in terms of antenna temperature should be in
the range (-2.3, -1.4). We simulate the radio source map at
100 GHz, and then we scale in frequency this signal with
spectral index -1.9.
The input signal frequency scalings, normalized to 100
GHz, have been summarized in table (1).
5 BLIND ANALYSIS AND RESULTS
As is well known, the strongest signals at the Planck LFI
frequency channels come from CMB and radio sources (al-
though the latter are essentially a few high peaks), whereas
synchrotron emission and thermal dust are roughly 1 or 2
orders of magnitude lower, depending on frequency. Never-
theless, such situation is good in this test phase of the ICA
algorithm, either because the four signals exhibit very dier-
ent spatial patterns and frequency scalings, and because it
is interesting to check how the separation works with signals
with markedly dierent amplitudes.
The simulated signals at the four frequencies are added
to produce the physical maps to be treated by the ICA al-
gorithm; also, the mean is set to zero in each channel. Our
strategy is blind in this paper: no a priori, neither on the
spatial statistics of the signals, nor on their frequency scal-
ings, has been used in the separation process.
Let us now show the results. In gure 2 the nal four
maps have been shown. Several interesting features should
be noted. The order of the plotted maps is permuted with
respect to the input maps in gure 1, reflecting the order of
the ICA outputs: the rst output is synchrotron, the second
represents radio sources, the third is CMB and the fourth is
dust. All the maps appear very similar to the true ones, even
synchrotron lower resolution pixels have been reproduced. In
gures 3,5,4 and 6 we test the goodness of the separation by
comparing power spectra and building scatter plots between
the inputs and the outputs.
5.1 Signal recovery
For each map, we compute the angular power spectrum, de-
ned by the expansion coecients C` of the two point corre-
lation function in Legendre polynomials. As is well known,
it can conveniently be expressed in terms of the coecients











Such coecients are useful because from elementary prop-
erties of the Legendre polynomials it can be seen that the
coecient C` quanties the amount of perturbation on the




Top left and right panels in gures 3,4, 5,6 show the
power spectrum of the input and output signals respectively.
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Table 1. Input signals frequency scalings.
frequency channel (GHz) Radio sources CMB synchrotron dust
100 1.00 1.00 1.00 1.00
70 1.97 1.14 2.81 .680
44 4.76 1.22 10.8 .351
30 9.86 1.26 32.8 .187
CMB exhibits the characteristic peaks on sub-degree angular
scales resulting from the acoustic oscillations of the photon-
baryon fluid at decoupling; the dashed line represents the
theoretical model from which the map was generated, while
the solid line is the power spectrum of our simulated patch:
the dierence between the two curves is due to the sample
variance of the CMB Gaussian statistics. Radio sources are
completely dierent, having all the power on small scales,
reflecting the typical shot noise spatial pattern; dust and
synchrotron emissions have power decreasing at small scales
roughly as a power law, as expected (Mandolesi et al. 1998;
Puget et al. 1998). Bottom left panels show the quality fac-
tor, dened as the ratio between true and reconstructed
power spectrum coecients, for each multipole ‘. The spec-
tral region shown covers the power on all the scales below
roughly 2 degrees. Bottom right panels are scatter plots of
the ICA results: for each pixel of the maps, we plotted the
value of the reconstructed image vs. the corresponding input
value of the signal in that pixel.
These plots have been arranged to make clear the nal
products of the ICA algorithm. Reconstructed signals have
zero mean and are in unit of d, that is the constant multiply-
ing each output map, produced during the separation phase,
as we mentioned in Section III. As we have shown, the scale
of each signal is unreproducible for a blind separation algo-
rithm like ICA. Nevertheless, a lot of information is encoded
into the spatial pattern of each signals, and ultimately its
overall normalization could be recovered by matching results
from dierent experiments. Therefore, the relation between
each true signal and its reconstruction will be
sini = d  souti + b ; i = 1; :::; Npixels ; (30)
b represents merely the mean of the input signal, that is zero
for CMB and positive for the foregrounds. For clearness, we
recover both d and b by performing a linear t between the












2 − sout P
i
souti
; b = sin − d  sout ; (31)
where the sums run over all the pixels, and the bar indicates
the average value on the patch; the values of d and b, as well
as the linear ts (dashed lines), are indicated for all the
signals in the scatter plot panels. Also, in the same panels







(sini − d  souti − b)2
#1=2
: (32)
A comparison of such quantity with respect to the input
signals on the x-axis of the bottom right panels gives an es-
timation of the goodness of the reconstruction. From these
graphs it is clear how the separation is more accurate for the
strongest signals, independently of their spatial statistics.
CMB and radio sources are recovered with percent and 0:1%
precision, respectively, while the level drops roughly to 10%
for synchrotron and dust. In fact, the Galactic components
appear to be slightly mixed; this may be adduced mainly to
two causes: one is that these signals are subdominant at the
LFI channels, so that the ICA algorithm does not reach the
precision for CMB and radio sources (synchrotron receives
contamination also from the radio sources, as it is evident in
the scatter plot panel); the other is that a slight correlation
exists between dust and synchrotron, being Galactic compo-
nents, so that the hypothesis of statistical independence that
the ICA algorithm requires to work is not properly satised.
Another aspect to note is that the precision of the re-
construction of CMB and radio sources is high. despite of
their markedly dierent spatial statistics: Regarding this as-
pect, it is useful to test the goodness of the reconstruction of
the radio sources signal by considering their number counts,
represented as follows. Both in the input and output maps,
we individuate maximum and minimum, smax; smin. Then
we consider a fractional flux running from 0 to 1 dened as
s =
s− smin
smax − smin ; (33)
because this enables us to compare input map and recon-
structed one directly. This has been done in gure 7, dashed
and solid lines for input and output respectively: we plot the
cumulative number of pixels exceeding a given value of s.
The algorithm correctly recovers essentially all sources for
s  2  10−2, corresponding to a signal of about 50K;
this antenna temperature can be expressed as a flux I by
using the usual formula I = (2kBT=
2)Ω, where T is the
antenna temperature, kB the Boltzmann constant,  the
wavelength and Ω the solid angle covered by the source
at the present resolution, that is 3:50  3:50 ’ 10−6 sterad::
the result is about 15 mJy. Below this threshold, recon-
structed counts are overestimated; this is probably due to
the contamination from the other signals present in the in-
put data. In any case, the flux limit for source detection
is surprisingly low, substantially lower or at least compa-
rable to that achieved with other methods which require
stronger assumptions on the signals to recover (Cayon et
al. 2000; Hobson et al. 1998); in fact, rms fluctuations from
the CMB, that have to be considered as the main cause of
noise for sources detection at these frequencies, are at the
level CMB ’ 70K at 100 GHz, that means that essen-
tially all the sources have been recovered down to a flux
limit corresponding to 0:7CMB . This high eciency in de-
tecting point sources illustrates the ability of the method
in taking the maximum advantage of the dierent frequency
and spatial properties of the signals present in the simulated
maps: CMB is a realization of a Gaussian process, while ra-
dio sources are similar to a shot noise obeying a Poisson
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statistics. On the other hand, we stress that our approach is
idealized in a number of aspects: no beam convolution has
been taken into account, and the same frequency scaling has
been assumed for all sources. Therefore more detailed inves-
tigation are needed to assess the realistic source detection
limit.
Finally note that, for all the signals, the same quality
of the separation occurs at each scale, as it is evident in the
bottom left panels, (except for the largest scales in the radio
sources, because their true power spectrum goes to zero at
low ‘’s more rapidly than the reconstructed one). This is a
very important issue if we want to use an algorithm like this
at the best resolution of a given experiment.
5.2 Frequency scaling recovery
Another new possibility in this framework is the recovery
of the frequency scalings. Since we have seen that the spa-
tial signals have been recovered rather well, it is expected
that something could be recovered also about the frequency
scalings, from the matrixW at the end of the separation pro-
cess. Indeed, recalling that we write our outputs as u = Wx,
where x = As, we mentioned that in the ideal case WA
would assume a form of a diagonal matrix containing the
constants d for all the signals, multiplied by a permutation
matrix. It can be easily seen that if this is true by inverting
the matrix W and performing the ratio, column by column,
of each element with the one corresponding to the row at a
given frequency, the frequency scalings of all the components
are obtained, independently of the constants with which the
signals have been recovered. However, as we showed in Sec-
tion III, if some signals are much smaller than others the
above reasoning would be only approximately valid. Indeed
this is precisely our case, in which we are able to recover the
frequency scaling of the strongest signals, CMB and radio
sources, while the others are lost.
In Table 2 we compare these numbers with the theoret-
ical ones computed from the true matrix A in table 1: we
take the inverse of our nal matrix W and we display each
column divided by its element at the 100 GHz corresponding
row. As it is evident, column 3 and 2 can be unambiguously
identied as the frequency scalings of black body (CMB) and
radio sources respectively, and with percent precision, while
the other two columns do not resemble neither synchrotron
nor dust.
We conclude here that our algorithm was successful in
separating the signals we posed as inputs. The novelty that
we think very interesting is the ICA approach implemented
as a neural network: it allowed to gain the solutions with-
out any assumption on the input components, and also to
recover partially the frequency scalings; these are two ex-
tremely encouraging and new features of this approach.
6 CONCLUDING REMARKS AND FUTURE
DEVELOPMENTS
Almost any observation in astrophysics results in a super-
position of dierent emissions along the line of sight, from
several physical processes that may be known with a certain
approximation, or completely unknown. The only general
thing that could be said in such a condition is that we can
identify classes of components clearly uncorrelated one each
other, since ultimately their radiation is emitted at dierent
places and times along our past light cone. Also, each com-
ponent of the emitted radiation is scientically interesting
in almost all the cases.
It would be nice to have an algorithm able to exploit
the independence of the signals composing the astrophysical
sky maps at dierent frequencies and to recover each single
component, with no hypothesis on the signals themselves
except that each component is given by a product of a spa-
tial pattern times a frequency function, even unknown. In
this work we propose what we think is a good candidate to
make this job, by introducing the ICA algorithm. The new
feature of this approach is basically the capability of the al-
gorithm to learn, following suitable criteria, how to recover
the independent components that compose the input maps.
The price of such a lack of a priori information is that each
signal can be recovered multiplied by an unknown constant
produced during the learning process itself. However this
is not a substantial limitation, since a lot of physics is en-
coded in the spatial patterns of the signals, and ultimately
the right normalization of each separated component can be
obtained by matching with other independent observations.
Indeed, we demonstrate here that such framework works
for astrophysical sky maps that are characterized, for our
particular problem, by enhanced amplitude dierence be-
tween components as well as markedly dierent spectral be-
haviors.
We develop a neural network suitable to implement
the Independent Component Analysis (ICA) algorithm, and
we apply it to simulated 15  15 portions of sky at
30,44,70,100 GHz, corresponding to the frequency channels
of the future Planck Surveyor Low Frequency Instrument
(LFI); the Planck mission, to be performed in a few years,
is designed to denitively establish the properties of the
anisotropies in the Cosmic Microwave Background (CMB)
on the whole sky. This rst application is interesting be-
cause at the LFI frequencies the sky contains dominant and
small contributions, respectively from CMB and extragalac-
tic radio sources and from Galactic contaminations due to
thermal emission from 20 Kelvin dust and electromagnetic
scattering between charged particles. This variety of signals,
characterized by markedly dierent angular patterns and
frequency scalings, allows us to give a good example of the
application of the ICA algorithm in astrophysics.
The algorithm is able to perform separation taking a
time which is of the order of 1 minute for 15  15 sky
patches with 3:50  3:50 pixels on a 300 MHz - UltraSparc
machine.
We show very interesting and promising results. CMB is
recovered with percent precision. The algorithm is remark-
ably ecient also in the detection of extragalactic radio
sources: under the present hypotheses, and at the present
resolution of about 3:503:50, almost all the sources brighter
then 15 mJy at 100 GHz are recovered; this value is roughly
0:7CMB , where CMB is the rms level of CMB fluctuations.
The subdominant signals, with amplitude one or two order
of magnitudes lower depending on frequency, are recovered
at the 10% precision. Reconstruction possesses equal quality
on all the scales of the input maps, up to the pixel size.
In addition, we show that the nal outputs of the ICA
process could be also used to recover the frequency scalings
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Table 2. Output signals frequency scalings.
frequency column 1 column 2 column 3 column 4
channel (GHz) synchrotron radio sources CMB dust
100 1.00 1.00 1.00 1.00
70 1.36 1.95 1.14 .934
44 1.72 4.70 1.23 1.93
30 -12.0 9.70 1.26 3.77
of the signals. This is achieved essentially by making ratios
between the column elements of the inverse of the ICA es-
timated matrix connecting input data to outputs. We show
that for the dominant components again they are recovered
at the percent precision, while for the subdominant ones
this information is almost lost due to the worse quality of
the reconstruction.
All this seems to be suitable of a wide use in astro-
physics, essentially because in almost any experiment the
observed sky patch contains a superposition of independent
signals from dierent astrophysical processes, each one char-
acterized by its own spatial pattern and frequency scaling.
Of course, much work has to be done to better explore
our approach. First of all, it has to be tested for more re-
alistic experiments, where the data are corrupted by noise
and convolved with the instrumental beam shapes. We plan
to do this rst in the context of the Planck satellite exper-
iment. In this precise case, the components we treated here
are not the only that will appear in the observed data. Other
foregrounds will contaminate the pure CMB signal, like free-
free Galactic emission, far infrared extragalactic sources and
source clustering, as well as interaction of the CMB itself
with galaxy clusters. However, the nine frequency channels
of the Planck satellite are potentially able to treat all these
contributions. A problem that will have to be faced in the
context of a realistic simulation is that the assumption that
each astrophysical component can be modeled as a prod-
uct of a map times a frequency scaling is not completely
satised. Examples of this features are galactic dust, which
temperature varies across the sky roughly from 18 to 25
Kelvin; also, the signal from extragalactic sources does not
satisfy this hypothesis, since each one is expected to follow
its own spectrum that may dier between dierent popu-
lations. Moreover, it has to be taken into account that the
Galactic diuse components are not completely statistically
independent and this can reduce the eciency of any sepa-
ration algorithm making use of this hypothesis.
On the other hand, many improvements can still be in-
troduced in this separation procedure. In the learning stage,
the ICA algorithm makes use of non-linear functions that,
case by case, are chosen to minimize the mutual informa-
tion between the outputs; also in this case, a further im-
provement could be obtained by specializing the ICA inner
non-linearities to treat our astrophysical task.
Another aspect to explore is how to improve the results
by implementing the prior knowledge that we could have for
some of the signals to recover. Indeed, although the main ad-
vantage of this neural network approach is the \blindness"
of separation, at least for the Planck mission we should
have several informations, both for spatial statistics and fre-
quency scalings, that should be taken into account. This as-
pect regards both the extraction of the known components
from the data, as well as the denoising and deconvolution
processes.
The study of all these aspects is in progress, and each
one deserves a great work. However, it seems to us that our
results show clearly the great potentiality of the implemen-
tation of the neural networks and Independent Component
Analysis in astrophysics.
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Figure 1. This gure shows the inputs used in the ICA separation algorithm: from top left, in a clockwise sense, the maps represent
simulation of CMB, synchrotron, radio sources and dust emission.
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Figure 2. Output signals: these are the reconstructed maps produced by the ICA method; the initial ordering has not been conserved
in the outputs. From top left, in a clockwise sense, we can recognize synchrotron, radio sources, dust and CMB.
























Figure 3. CMB analysis. Top left: input angular power spectra, simulated (solid line) and theoretical (dashed line, see text). Top right:
the angular power spectrum of the reconstructed CMB patch. Bottom left: quality factor relative to the input/output angular spectra.
Bottom right: scatter plot and linear t (dashed line) for the CMB input/output maps.



















Figure 4. Synchrotron analysis. Top left: angular power spectra for the simulated input synchrotron map; top right: angular power
spectrum of the reconstructed synchrotron patch. Bottom left: quality factor relative to the input/output angular spectra. Bottom right:
scatter plot and linear t (dashed line) for the synchrotron input/output maps.





















Figure 5. Dust analysis. Top left: angular power spectra for the simulated input dust emission map; top right: angular power spectrum
of the reconstructed dust emission patch. Bottom left: quality factor relative to the input/output angular spectra. Bottom right: scatter
plot and linear t (dashed line) for the dust input/output maps.
























Figure 6. Radio sources analysis. Top left: angular power spectra for the simulated emission of radio sources map; top right: angular
power spectrum of the reconstructed radio sources emission map. Bottom left: quality factor relative to the input/output angular spectra.
Bottom right: scatter plot and linear t (dashed line) for the radio source emission input/output maps.
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Figure 7. Cumulative number of pixels as a function of the threshold s (see text for more details): input (dashed line) versus output
(solid line).
