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Uncertainty analysis is crucial to any thorough analysis of an engineering system.
Traditional uncertainty analysis can be a tedious task involving numerous steps that can
be error prone if conducted by hand. If conducted with the aid of a computer, these tasks
can be computationally expensive. In either case, the process is quite rigid. If a parameter
of the system is modified or the system configuration is changed, the entire uncertainty
analysis process must be conducted again giving more opportunities for calculation errors
or computation time. Modular uncertainty analysis provides a method to overcome all
these obstacles of traditional uncertainty analysis. The modular technique is well suited
for computation by a computer which makes the process somewhat automatic after the
initial setup and computation errors are reduced. The modular technique implements
matrix operations to conduct the analysis. This in turns makes the process more efficient
than traditional methods because computers are well suited for matrix operations. Since
the modular technique implements matrix operations, the method is adaptable to system
parameter or configuration modifications. The modular technique also lends itself to
quickly calculating other uncertainty analysis parameters such as the uncertainty
magnification factor, and the uncertainty percent contribution. This dissertation will focus

on the modular technique, the extension of the technique in the form the uncertainty
magnification factor and uncertainty percent contribution, and the application of the
modular technique to different type of energy systems. The modular technique is applied
to an internal combustion engine with a bottoming organic Rankine cycle system, a
combined heat and power system, and a heating, ventilation, and air conditioning system.
The results show that the modular technique is well suited to evaluate complex
engineering systems. The modular technique is also shown to perform well when system
parameters or configurations are modified.

Key Words: Modular Uncertainty Analysis, Uncertainty Magnification Factor, UMF,
Uncertainty Percent Contribution, UPC, Internal Combustion Engine, ICE, Organic
Rankine Cycle, ORC, Combine Heat and Power, CHP, Heating Ventilation and Air
Conditioning, HVAC
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INTRODUCTION
Uncertainty analysis is an important step whenever designing any system.
However, traditional methods for calculating uncertainty are often tedious because they
involve taking a large number of partial derivatives relating each variable of interest to
each of the inputs of the system. This type of analysis can be very laborious when
considering a complex system such as a combined heat and power (CHP) system, an
internal combustion engine (ICE) with a bottoming organic Rankine cycle (ORC) system,
or a heating, ventilation, and air conditioning (HVAC) system. For instance, the
combined system can easily have ten or more inputs with twenty or more variables of
interest. Weathers et al. [1] presented a modular uncertainty analysis which provides a
method to conduct this process in fewer steps. This study focuses on extending the
modular uncertainty analysis presented by Weathers et al. [1] to achieve further
uncertainty metrics and then applying the proposed methodology to complex engineering
systems. Although the methodology proposed in this study can be applied to different
engineering systems, this study concentrates on the analysis of ICE with bottoming ORC,
CHP systems, and HVAC systems as typical examples of energy systems.

1

1.1

Objectives

The main objective of this work is the application of modular uncertainty techniques to
complex engineering systems. This main objective will be accomplished by first
performing a literature review of the current state of uncertainty analysis. The modular
uncertainty technique will then be extended by introducing the modular uncertainty
magnification factor (UMF) and the modular uncertainty percent contribution which are
metrics used in traditional uncertainty analyses. The modular technique will be
integrated into a software application to demonstrate its suitability for a computer
application. The software application will illustrate the modular techniques practical
aspects of being both convenient and efficient for the end user. The modular uncertainty
technique strengths and advantages will then be demonstrated through the application of
the method on a CHP system, an ICE with a bottoming ORC, and on the sizing of a
HVAC system. In summary, the main objective will be accomplished by the four sub
objectives shown below:
•

Perform a literature review

•

Extend the modular uncertainty analysis technique by integrating
o Uncertainty Magnification Factor (UMF)
o Uncertainty Percent Contribution (UPC)

•

Develop a software
o Software application development of the modular uncertainty analysis

•

Apply the modular uncertainty analysis technique to the following systems
o CHP system
o ICE with a bottoming ORC
2

o Sizing of a HVAC system
1.2

Literature Review

Weathers et al. [1] first developed the modular uncertainty analysis technique by utilizing
the underlining principals of traditional uncertainty analysis and arranging the
formulation in a Linear Algebra method. Weathers et. al. [1] then proceeded to
demonstration the newly derived method on a micro combined heat and power (CHP)
system. The demonstration illustrates the versatility of the modular uncertainty technique
on engineering systems. Cho et al. [2] presented an uncertainty analysis of an internal
combustion engine (ICE) using traditional uncertainty methods. It may be seen that this
method is quite laborious and highlights a stark contrast to the modular technique. It is
vital that a proper uncertainty analysis be performed on the performance of any
engineering system to determine the quality of the its results. With the modular technique
being well suited for complex engineering systems, it should come to no surprise that the
modular technique is a perfect match for CHP systems, ICEs, ORCs, and HVAC systems.
To date, the modular technique has not been integrated into a software application to ease
the user use of the method. Due to the Linear Algebra nature of the modular method, the
modular method is well suited for software implementation.

A building's heating and electrical needs are often met by purchasing fuel and purchasing
electricity from the grid. A CHP system helps meet a building's heating and electrical
needs by way of a power generation unit (PGU). PGU in a CHP system produces
electricity that partially or completely offsets the amount of electricity that must be
purchased from the grid to satisfy the building electric load. The heat generated by the
3

PGU is used to partially or completely offset the amount of heat that must be supplied by
the conventional heating system of the building. There are several operating strategies
that can be used to control the operation of a CHP system. The most common operating
strategies are base loading (BL), following the electrical load (FEL), and following the
thermal load (FTL). The BL operating mode, as discussed by [3], consists of operating
the PGU at a constant base load such that the PGU always produces a constant amount of
heat and electricity that is used to offset the building's heating and electrical requirement.
Any excess electricity that might be produced from a CHP operating under BL can be
sold back to the grid to reduce the operating cost of the CHP system. However, selling
excess electricity that is produced by the CHP system is not always an option available in
every geographical location. The FEL operating mode consists in running the PGU such
that it meets the building's electrical requirement. The heat that is produced by the PGU
while operating under FEL is used to offset the building's heating requirement. On the
other hand, the FTL operating mode consists of operating the PGU such that the heat
generated by the PGU follows the instantaneous building's heating requirement. The
electricity that is produced while operating under FTL is used to offset the building's
electrical requirement. Just as in the case of the BL mode, any excess electricity that is
produced when using a FTL mode may be sold back to the grid, if possible.

The performance of CHP systems has been a popular topic of research, as can be seen in
the works of [4, 5, 6, 7, 8, 9, 10, 11]. Sonar et al. [11] conducted a review of microtrigeneration CHP systems. Sonar et al. [11] discussed the added benefits of CHP systems
such as energy security, reducing environmental threats, and sustainability. Jannelli et al.
4

[4] evaluated a small-sized combined cooling, heat, and power (CCHP) system using
simulation techniques. They showed that the proposed CCHP system was rated on three
system performance criteria: energy utilization factor (EUF), exergy utilization factor
(ExUF), and trigeneration primary energy saving (TPES). The best performance was
found when the cooling power demand was low. Kong et al. [5] experimentally
investigated a micro-CCHP system driven by a gas engine. They found that the proposed
system had combined thermal and electrical efficiencies over 70%. Li et al. [6] studied
the utilization of energy sources for CCHP systems, and the fuel energy saving ratio
(FESR) was compared for many configurations and sizes of CHP systems. SorekOsikowska et al. [7] investigated the effectiveness of using biomass gasification in CHP
systems. They found that the economic viability depends on many factors. The price of
green certificates and the price of fuel are factors that showed the most influence. They
€

found that green certificate prices must be greater than 26.75 𝑀𝑊ℎ and fuel prices lower
€

than 9.62 𝐺𝐽 in order for CHP systems utilizing biomass gasification to become
economically feasible. Sun et al. [8] analyzed a CHP system consisting of an ejector heat
exchangers and absorption heat pumps. They found that implementing such components
decreased the amount of steam extracted from a steam turbine by 41.4% and increased
the heat transmission capacity of the existing primary heating network by 66.7%. TojaSilva et al. [9] studied the use of hydrogen-fueled microgas turbine for use in a CHP
system. Their analysis showed that use of such a turbine resulted in an energy efficiency
of 89.4% and an exergy efficiency of 45.7%. Torin et al. [10] developed a method for
long-term optimization of a CHP system using linear-programming and Lagrangian
5

relaxation to maximize profit.

The CHP operating strategy selection has also been the point of focus by many
researchers including [3, 12, 13, 14, 15, 16, 17, 18, 19, 20] [21, 22, 23, 24, 25]. Cardona
et al. [13] conducted analyses of a pilot plant implementing a CHP system in different
operating strategies. They found that implementing any type of operating mode for the
CHP system would produce annual savings for their plant. Fumo et al. [15] studied the
effects that CHP systems have on the primary energy consumption (PEC). They found
that the CHP system studied increased the site energy consumption (SEC). Kang et al.
[17] compared a CHP system to a combined cycle system using a 5 𝑀𝑊-class gas turbine
fueled with biogas. The CHP system of their study showed higher economic benefits
when compared to the combined cycle they studied. Want et al. [24] conducted a study of
a CHP system operating under FEL and FTL strategies in a simulated building in Beijing,
China. They found that the FEL operating mode produces more benefits in the Winter
than in the Summer when energy consumption and emissions were of concern. Mago et
al. [19] conducted analyses of a CHP system implementing different operating strategies
where operating cost and PGU emissions were studied. The study found that the only
operating mode that reduced the operating cost and emissions was the FTL mode for all
the locations studied; Boston, MA, San Francisco, CA, Columbus, MS, and Miami, FL. It
was also found that the FEL mode reduced the operating cost for the city of San
Francisco, CA. Mago et al. [21] conducted a study of a CHP system that takes advantage
of using two PGUs implementing FEL and FTL. They compared a dual CHP (DCHP)
system against a typical CHP system with one PGU implementing BL, FEL, and FTL
6

strategies. Their study found that, for Atlanta, GA and San Francisco, CA, all operating
strategies studied reduced operating cost and emissions. For the city of Duluth, MN, the
study found that a DCHP system implementing a FTL operating mode is the only
operating mode that reduced both operating cost and emissions. For the city of Phoenix,
AZ, the study found that a CHP system operating a single PGU in a FTL operating mode
is the only configuration that presents an operating cost reduction. They found the FEL
mode applied to either a CHP or DCHP system was the only operating mode to reduce
emissions. Jalalzadeh-Azar [16] investigated the overall system efficiency of a CHP
system implementing both FEL and FTL on a monthly basis. He found that for the
months of March through October, the overall system efficiency of the CHP system rises
for both operating strategies. The highest overall system efficiency was found in the
month of July and the lowest overall system efficiency in the month of November for
both operating strategies. Smith et al. [22] studied a CHP system implementing FEL and
FTL along with a hybrid method. The hybrid method used either a FEL or FTL operating
mode depending on the electrical and heating requirements of the building to minimize
any excess electricity or heat that would have been generated by a CHP system
implementing solely a FEL or FTL operating mode. They found that the hybrid method is
more efficient than operating solely by FEL or FTL.

To date, a literature survey indicates that the uncertainties associated with a cost
reduction analysis have not been considered in the operating strategy selection process.
The objective of this application case is to investigate the uncertainties associated with
the cost savings that could be obtained for the different operating strategies. The
7

operating strategies included in this application case are BL, FEL, and FTL. Modular
uncertainty analysis techniques are used to compare the uncertainties associated with the
cost savings of the different operating modes. Theoretical models are developed using
BL, FEL, and FTL operating strategies. Modular uncertainty analysis techniques are used
on the developed models to produce uncertainty bands on the models' result. In cases
where the uncertainty bands overlap, the operating mode that is the simplest to implement
will be chosen as the preferable operating mode.

Just as in how a thorough uncertainty analysis must be conducted of a CHP system to
determine the benefits of the implementation of the system, a thorough uncertainty
analysis must be conducted to determine the benefits of the implementation of an organic
Rankine cycle onto an internal combustion engine. Several industrial processes have lowtemperature and medium-temperature waste heat sources that are generally discarded to
the atmosphere and has become an environmental concern because of the greenhouse
emissions [26]. Similarly, ICE reject large amounts of heat, that normally is not utilized,
to the surrounding environment. A viable solution to this problem is to use the waste heat
to generate power through the use of ORCs. An ORC is a Rankine cycle but because of
lower operating temperature levels, an organic fluid is used as the working fluid.

There has been extensive research in the area of using an ICE coupled with an ORC.
Srinivasan et al. [27] examined the exhaust waste heat recovery potential of a lowemissions dual fuel low temperature ICE using an ORC. They reported that the fuel
conversion efficiency can be improved by an average of 7 percentage points while the
8

NOx and CO2 emissions can be decreased by an average of 18%. Peris et al. [28] has
studied the use of using the cooling water of an ICE as the heat source for an ORC. They
reported that a regenerative ORC using SES36 gets a net efficiency of 7.15%,
incrementing the ICE electrical efficiency up to 5.3%. Zhang et al. [29] has studied the
implementation of a dual loop ORC coupled with an ICE. They utilized both the exhaust
gases and the cooling water of the ICE. Tahani et al. [30] has conducted a similar study
of using the exhaust gases and the cooling water of an ICE to be used as the heat source
for an ORC using different organic fluids. They reported that R141b, R123 and R245fa
have the highest thermal efficiency values ranging from 16.60% to 13.30%. Mago et al.
[20] demonstrated that ORCs can be used to recover the surplus exhaust heat from CHP
systems to generate extra electricity. They reported that the use of an ORC allows
reducing the electricity that has to be produced by the CHP system, thereby reducing the
total operational cost and carbon emissions. Tain et al. [31] investigated the uses of
various ORC working fluids where different system parameters were analyzed in use in a
dual-loop engine coupled with an ORC. Shu et al. [32] proposes an evaluation method for
use with ORCs when waste heat is utilized.

The performance and evaluation of ORC itself has been the focus of several studies.
Mago et al. [33, 34] has studied the effects of working fluid selection on the performance
of the ORC and also the use of a regenerative ORC. They indicated that regenerative
ORC produces higher efficiency compared with the basic ORC while reducing the
amount of waste heat required to produce the same power with a lower irreversibility. In
addition, they reported that dry organic fluids showed better performance than wet and
9

isentropic fluids. Tian et al. [35] conducted a similar studied on the effects of working
fluid selections on the performance of an ORC specifically in the instance where the
ORC is coupled with an ICE to form a CHP system. Shu et al. [36] studied the mixtures
of hydrocarbons as the working fluid of ORC. Vaja et al. [37] conducted a studied on the
effects of different ORC configurations has on CHP system performance. Sprouse et al.
[38] performed a review of different dissertations studying the use of ORC coupled with
an ICE to form a CHP system.

Although several authors have investigated the performance of ORC and the combination
of ORC and ICEs, a detailed uncertainty analysis is required to clearly establish the
benefits of adding an ORC as bottoming cycle of an ICE. The focus of this application
case is to determine which system parameters introduce the most uncertainty in the
existing analysis of the system and not necessarily to optimize the system or the related
measurements. In addition, the components that are critical for the robustness of the
performance of the combined ICE-ORC are established.

Just how an ICE-ORC system benefits from an uncertainty analysis study, a HVAC
system implementation can benefit from an uncertainty analysis study. The benefit of the
uncertainty analysis may not only be beneficial in the implementation stages but also in
the planning and design stages of a HVAC system. HVAC systems are common place in
both residential and commercial buildings today. To the mechanical engineering student,
the sizing and selection of a particular unit is taught using various psychrometric
processes mostly outlined by ASHRAE Fundamentals Handbook [39]. Mississippi State
10

University offers a technical elective course, ME 4563 Air Conditioning, to the particular
task of sizing and selection of HVAC units. The course covers fundamental
psychrometric processes and then proceeds to the analysis of the entire HVAC system.
The HVAC systems typically consist of a device that circulates air in a building while
either cooling or heating the air. In the case of cooling, a particular HVAC unit must be
sized and selected to provide adequate cooling for a particular building based on the
building's cooling needs. Various studies have investigated the uncertainties associated
with a building's cooling needs as seen in [40, 41, 42]. These studies have focused on
various sources of sensible and latent heat that might be produced in a building and the
uncertainties associated with those sources. Dominguez-Munoz et al. [40] investigated
the uncertainty in peak cooling load calculations of a case study of a three-story building
located in Malaga in southern Spain. Dominguez-Monuz et al. [40] used probability
density functions to estimate the peak cooling load uncertainties. Singh et al. [41]
performed a comparison study of a calculated and measured cooling load uncertainty for
the ASHRAE headquarters building. Singh et al. [41] estimated uncertainties of the
parameters involved in the cooling load calculations to determine the uncertainty in the
cooling load. They then compared the calculated uncertainty with measured quantities.
Spindler [42] investigated the cooling and heating loads of a residential building by the
use of a computer application. The uncertainties associated with the various parameters
of the cooling load calculations where used in the calculation of the cooling load
uncertainty.

Different HVAC system configurations have also been investigated as seen in [43, 44,
11

45]. Sarkar [43] compared the cooling loads when blow-through and draw-through air
handling units are implemented. Sarkar [43] showed that draw-through air handling units
produce higher cooling loads than a system with blow-through air handling units.
Vakiloroaya et al. [44] investigates different strategies for HVAC energy savings. They
showed that approaches that utilize multiple existing techniques for energy savings
produce the most promising results. Existing techniques studied by Vakiloroaya et al.
[44] included ejector systems, chilled-ceiling, desiccant cooling, and building-HVAC
demand matching. Zhang et al. [45] investigated a test case of the various energy aspects
of HVAC system configurations. Zhang et al. [45] studied various HVAC system
configurations including single-duct, dual-duct, fan-coil-based variations, and other
specialized systems.

The effects of site location have also been the point of focus for HVAC systems as seen
in [46, 47, 48, 49]. Cetin et al. [46] investigated HVAC systems of residential buildings
in cooling-dominated climates. Cetin et al. [46] study included the investigation of 189
residential homes located in Texas. The study was a yearlong look at the various HVAC
systems' ON-OFF operations. Eidan et al. [47] investigated the use of thermosyphon heat
exchangers in a HVAC system in sub-tropical climates. Eidan et al. [47] showed the
potential energy savings to range from 5% to 35%. Kim et al. [48] studied the use of a
variable refrigerant flow HVAC system in sixteen different US locations. Kim et al. [48]
showed energy savings of 15 to 42% when implementing a variable refrigerant flow
HVAC system depending on the site location. Marini [49] compared various HVAC
system configurations implemented in three difference climate conditions. Marini [49]
12

showed an energy saving of anywhere from 14.8% to 62.6% depending on the system
configuration and climate conditions.

To date, a literature survey indicates that the uncertainties associated with the HVAC
cooling coil size has not been considered in the selection of the nominal size of a HVAC
unit. The objective of this application case is to investigate the uncertainties associated
with the various parameters of a HVAC system in configurations as well as a HVAC
system at different site locations for both typical residential and commercial building.
The parameters of the system will be inspected to identify which parameters have the
greatest effects on the system. The configurations considered in this dissertation are
HVAC systems with no recirculation, recirculation, and 100% recirculation. The various
site locations considered in this dissertation are Chicago, IL; Fairbanks, AK; Fort Worth,
TX; Memphis, TN; and Mobile, AL. Both random and systematic uncertainties of various
parameters will be considered of which some may be correlated. Modular uncertainty
analysis techniques are used on the various cases to aid in the ease and speed of
calculations. Uncertainty bands of required HVAC cooling coil size will be produced to
aid in the selection of the nominal size of a HVAC unit.
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MODULAR UNCERTAINTY ANALYSIS AND SOFTWARE DEVELOPMENT
2.1

Model

The modular uncertainty analysis method uses traditional uncertainty analysis methods in
a modular way to formulate an efficient and convenient way to calculate uncertainties of
a system. The modular method utilizes Linear Algebra techniques to arrange governing
equations of a system in a logical manner that in turn makes the calculating of the
uncertainties of a system simpler. The method present here is adapted from the works of
Weathers et al. [1]. A block diagram of an arbitrary system is shown in Figure 2.1.

Figure 2.1

Block diagram of arbitrary system

The general system consists of the external inputs, 𝑁 , components, 𝐺, and the
component outputs, 𝐶 . The external inputs of a system are elements of a system that the
nominal values of the external input are independent of other elements in the system. The
components of a system are elements of a system that the output of the component is
14

dependent upon one or more external inputs or components of the system. Thus, a
particular component is a function of both external inputs and the other component of the
system. This is shown below
(2.1)

𝐶𝑖 = 𝐺𝑖 (𝑁, 𝐶)
where 𝑖 denotes the particular component.

Performing a Taylor series expansion about the nominal values of the external inputs, and
component outputs for a particular component results in
∆𝐶𝑖 =

𝜕𝐺𝑖
𝜕𝑁1
𝜕𝐺𝑖
𝜕𝐶1

𝜕𝐺

𝜕𝐺

∆𝑁1 + 𝜕𝑁𝑖 ∆𝑁2 + ⋯ + 𝜕𝑁 𝑖 ∆𝑁𝑛 +
2

𝑛

𝜕𝐺𝑖

𝜕𝐺𝑖

2

𝑐

∆𝐶1 + 𝜕𝐶 ∆𝐶2 + ⋯ + 𝜕𝐶 ∆𝐶𝑐 + 𝐻. 𝑂. 𝑇.

(2.2)

where 𝑛 and 𝑐 are the number of external inputs and components of the system,
respectively, and 𝐻. 𝑂. 𝑇. are the higher order terms of the Taylor series expansion. When
the 𝐻. 𝑂. 𝑇. are truncated, all the component outputs can be arranged in matrix form.

∆𝐶1
∆𝐶
[ 2] =
⋮
∆𝐶𝑐

𝜕𝐺1

𝜕𝐺1

𝜕𝑁1
𝜕𝐺2

𝜕𝑁2
𝜕𝐺2

𝜕𝑁1

𝜕𝑁2

⋮

⋮

𝜕𝐺𝑐

[𝜕𝑁1

𝜕𝐺𝑐
𝜕𝑁2

⋯
⋯
⋱
⋯

𝜕𝐺1

𝜕𝐺1

𝜕𝐺1

𝜕𝑁𝑛
𝜕𝐺2

𝜕𝐶1
𝜕𝐺2

𝜕𝐶2
𝜕𝐺2

𝜕𝑁𝑛

𝜕𝐶1

𝜕𝐶2

⋮

⋮

⋮

𝜕𝐺𝑐

𝜕𝐺𝑐

𝜕𝐺𝑐

𝜕𝑁𝑛

𝜕𝐶1

𝜕𝐶2

∆𝑁1
⋯ 𝜕𝐶 ∆𝑁2
𝑐
⋮
𝜕𝐺2
⋯ 𝜕𝐶 ∆𝑁𝑛
𝑐
∆𝐶1
⋱
⋮
∆𝐶2
𝜕𝐺
⋯ 𝜕𝐶𝑐 ] ⋮
𝑐
[ ∆𝐶𝑐 ]
𝜕𝐺1

(2.3)

Expressing Equation (1.3) in a condensed form
∆𝐶 = (∇𝑁 𝐺

∇𝐶 𝐺) (∆𝑁)
∆𝐶

where ∇𝑁 𝐺 are the partial derivatives of the components with respect to the external
inputs, and ∇𝐶 𝐺 are the partial derivatives of the components with respect to the
component outputs. Solving Equation (1.4) for the component outputs, ∆𝐶 , yields
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(2.4)

∆𝐶 = (𝐼 − ∇𝐶 𝐺)−1 ∇𝑁 𝐺∆𝑁

(2.5)

Inspecting Equation (1.5) it can be seen then that the terms involving the partials
derivatives is the Jacobian of the components with respect to solely the external inputs.
From this point on, these terms will be denoted by 𝐽 as expressed as
𝐽 = (𝐼 − ∇𝐶 𝐺)−1 ∇𝑁 𝐺

(2.6)

The total uncertainty of each external input consists of random and systematic uncertainty
of each external input. The squares of the random uncertainty of each external input can
be arranged in a diagonal matrix 𝑁𝑟 as
𝑟1 2
𝑁𝑟 = 0
⋮
[0

0
𝑟2 2
⋮
0

⋯ 0
⋯ 0
⋱
⋮
⋯ 𝑟𝑛 2 ]

(2.7)

where 𝑟𝑖 is the random uncertainty of the 𝑖-th external input. The uncorrelated systematic
uncertainty of each external input may then be arranged in a diagonal matrix 𝑆 as
𝑠1
0
𝑆=[
⋮
0

0
𝑠2
⋮
0

⋯ 0
⋯ 0
]
⋱ ⋮
⋯ 𝑠𝑛

(2.8)

where 𝑠𝑖 is the uncorrelated systematic uncertainty of the 𝑖-th external input. The
correlated systematic uncertainty of each external input may then be arranged in matrix,
𝐶 , where each column represents each set of correlated external inputs and each row
corresponds the correlated external inputs. For example, consider a system with three
external inputs where external inputs 1 and 2 have a correlated systematic uncertainty
value of 1 and external inputs 1 and 3 have a correlated systematic uncertainty value of 2.
The correlation matrix would then appear as
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1
𝐶 = (1
0

2
0)
2

(2.9)

A matrix consisting of the squares of systematic uncertainty of the external inputs, 𝑁𝑠 ,
may then be found by
𝑁𝑠 = [𝑆𝐶][𝑆𝐶]𝑇

(2.10)

where [𝑆𝐶] is the concatenation of matrix 𝑆 and 𝐶. Thus, the matrix of total uncertainty
of the external inputs, 𝑁𝑢 , may be found by
𝑁𝑢 = 𝑁𝑟 + 𝑁𝑠

(2.11)

The total uncertainty for the component outputs are given by the square root of the
diagonal terms of the matrix 𝐶𝑢 calculated as
𝐶𝑢 = 𝐽𝑁𝑢 𝐽𝑇

2.2

(2.12)

Modular Uncertainty Magnification Factor

While Weathers et al. [1] did a tremendous job of developing the modular uncertainty
technique presented above, there are a couple of uncertainty analysis metrics that are
particular important to the proper analysis of an engineering system that are not
developed in their works. It is one of the goals of this work to extend the modular
technique to these uncertainty parameters. One such metric is the uncertainty
magnification factor (UMF) [50]. The UMF of a particular system component with
respect to a particular external input is a metric that quantifies how the external input
propagates through the system component. UMF values less than one indicate the impact
of the uncertainty of the external input is reduced through the propagation. UMF values
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greater than one indicates the impact of the uncertainty of the external input is magnified
through the propagation. The modular UMF is a 𝑐 × 𝑛 matrix where the 𝑖, 𝑗 element of
the matrix represent the UMF value of the 𝑗-th external input with respect to the 𝑖-th
system component. To calculate the modular UMF matrix, the nominal values of the
external inputs can be arranged to a diagonal matrix as shown below.
𝑁1
0
𝑁𝑣 = [
⋮
0

0
𝑁2
⋮
0

⋯
⋯
⋱
⋯

0
0
]
⋮
𝑁𝑛

(2.13)

Similarly, the nominal values of the system component outputs can be arranged to form a
diagonal matrix as shown below.
𝐶1
0
𝐶𝑣 = [
⋮
0

0
𝐶2
⋮
0

⋯ 0
⋯ 0
]
⋱ ⋮
⋯ 𝐶𝑐

(2.14)

The modular UMF matrix, 𝑈𝑀𝐹, can then be found by
𝑈𝑀𝐹 = 𝐶𝑣 −1 𝐽𝑁𝑣

2.3

(2.15)

Modular Uncertainty Percent Contribution

Another uncertainty analysis metric that was not develop in the works of Weathers et al.
[1] but is developed in this work is the uncertainty percent contribution (UPC) [50]. The
UPC of a particular system component with respect to a particular external input is a
metric that quantities how much the uncertainty of the external input contributes to the
uncertainty of the system component. UPC values are all less than one representing a
percentage. The sum of UPC values of a system component with respect to all external
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inputs must be one or 100%. The modular UPC is a 𝑐 × 𝑛 matrix where the 𝑖, 𝑗 element of
the matrix represent the UPC value of the 𝑗-th external input with respect to the 𝑖-th
system component. To calculate the modular UPC matrix, the matrix 𝑊 can be calculated
by taking the squares of each element of the matrix 𝐽. This is shown below.
𝐽1,1 2

𝐽1,2 2

⋯

𝐽1,𝑛 2

2
𝑊 = 𝐽2,1
⋮
2
[𝐽𝑐,1

𝐽2,2 2
⋮
𝐽𝑐,2 2

⋯
⋱
⋯

𝐽2,𝑛 2
⋮
𝐽𝑐,𝑛 2 ]

(2.16)

Assembling the matrix 𝑈𝐶 of solely the diagonal terms of the matrix 𝐶𝑢 may then be
done. This is shown below.
𝐶𝑢1,1
0
𝑈𝑐 =
⋮
[ 0

0
𝐶𝑢 2,2
⋮
0

⋯
0
⋯
0
⋱
⋮
⋯ 𝐶𝑢 𝑐,𝑐 ]

(2.17)

The modular UPC matrix, 𝑈𝑃𝐶, may then be calculated as
𝑈𝑃𝐶 = 𝑈𝑐 −1 𝑊𝑁𝑢
2.4

(2.18)

Modular Uncertainty Software Implementation

Due to the Linear Algebra nature of the modular uncertainty technique, the modular
uncertainty technique is well suited for implementation in a software application. The
modular uncertainty technique is implemented as a web application which provide
several benefits over other methods of implementation. First, a web application
implementation is conducted via common languages such as HTML, CSS, and JavaScript
all of which are well establish and have been around for numerous years. A diagram
showing the main components of the modular uncertainty program is shown in Figure
2.2.
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Figure 2.2

Main components and interactions of modular uncertainty analysis program

Second, the interface of the web application implementation is a common web browser.
The web browser interface is one that any user will more than likely be familiar with and
know how to use. Third, since the computation is implemented in JavaScript, the
computation occurs on the client’s computer. This is of importance if sensitive
information is being modeled in the engineering system. Last, since the modular
uncertainty program is accessed through a common web browser, the application is
supported on any operating system that have a common web browser that implements
HTML, CSS, and JavaScript. The landing screen of the application is shown in Figure 2.3
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Figure 2.3

Landing screen of modular uncertainty analysis program

On the landing screen, a typical application interface is found that has all available
actions and tasks. From the landing screen, system inputs and components may be added
to build a particular engineering system. As a particular engineering system is built, the
various system inputs and components are shown in the working area as a block diagram
to indicate how the various elements of the system interact with one another. As a simple
example, an uncertainty analysis of a rigid cylinder containing air that will be assumed to
behave as an ideal gas is performed. The rigid cylinder has a diameter, 𝐷, of 0.25 ±
10% 𝑚 and a height, 𝑥, of 0.25 ± 10% 𝑚. The goal is to determine the total uncertainty
of the mass contained in the cylinder when the pressure and temperature are 3 ±
1% 𝑀𝑃𝑎 and 437 ± 4 𝐾, respectively. To begin, the inputs of the system must first be
entered into the application. This may be done by selecting the circle icon found on the
landing screen of the application. A dialog listing all the inputs that have been added to
the system will then appear. As no inputs have yet been added, the list will be empty. The
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Add Input button may then be selected. Selecting Add Input when make the Add Input
dialog appear. This dialog is shown in Figure 2.4.

Figure 2.4

Ideal Gas Law Example: Add Input dialog

The Add Input dialog has several fields that the user must fill to provide attributes about a
particular input. The name of the input is a value that is used for user reference only. It is
intended to be a short descriptive name of the particular input. The input’s variable value
is intended to the variable that represents the input. The variable must be unique and may
be referenced once system components are added to the system. The input’s label is a
value that is used in the block diagram portion of the application. The input’s nominal
value, and random uncertainty are numeric values that represent the input’s nominal and
random uncertainty value. Under the Systematic Uncertainty Sources header there is a
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Select Source(s) button that allows systematic uncertainties to be applied to a particular
input. For this example, it will be assumed that the uncertainties associated with the
various inputs are due to random uncertainties so no systematic uncertainty sources need
be added. It should also be pointed out that the application is capable of calculating
nominal and random uncertainty values based on a data set. However, for this example,
this feature will not be demonstrated. Once the various fields have been entered, the Add
Input button may be selected. This process may be repeated for all system inputs. Once
all system inputs have been added to the system, the dialog listing all inputs of the system
may now be seen as what is shown in Figure 2.5.

Figure 2.5

Ideal Gas Law Example: All inputs added to the system
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If a mistake was made entering input attributes or the system inputs needed to be
modified, the Edit and Delete options may be selected for the various inputs. Once all the
system inputs have been added to the system, the dialog listing the inputs may be closed
by selecting the Ok button. The inputs may now be seen in the working area. They may
be clicked and dragged around the working area to position them in a desired way. This is
shown in Figure 2.6.

Figure 2.6

Ideal Gas Law Example: Inputs positioned in desired position

Now that all the inputs have been added to the system, the system components may be
added. This is done in a very similar manner as adding inputs, however, the square icon is
first selected. A dialog listing all components that have been added to the system then
appears. Since no components have been added yet, the list appears empty. The Add
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Component button may then be selected to add a component to the system causing the
Add Component dialog to appear. The Add Component may be seen in Figure 2.7.

Figure 2.7

Ideal Gas Law Example: Add Component dialog

The Add Component works much the same way as the Add Input dialog except that it has
fewer fields than the Add Input dialog. The component’s Name, Variable, and Label
attributes work much the same as in the case of adding an input. Again, the variable used
must be unique and may be used when adding components. The component’s Function
attribute is a value representing the functional relationship of the component. This
attribute may contain math notation, and reference other input and component variables
that have already been added to the system. As seen in Figure, the cross-sectional area of
the cylinder is calculated by the area of a circle with a diameter 𝐷. The application is
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capable of using various mathematical constants such as 𝜋 and 𝑒. Once all the
components have been added to the system, the listing of components may be seen as
shown in Figure 2.8

Figure 2.8

Ideal Gas Law Example: All components added to the system

It may be seen from Figure 2.8 that the volume of the cylinder is calculated by the
product of the cross-sectional area and the height of the cylinder. The mass contained
within the cylinder is then calculated using the Ideal Gas Law for air. Just as in the case
of the inputs, the components of the system may be manipulated in the working area by
clicking and dragging them around to the desired position. This is shown in Figure 2.9.
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Figure 2.9

Ideal Gas Law Example: Components positioned in desired position

Once all inputs and components have been added to the system, the uncertainty
calculations may be performed. This is done by selecting the Calculate menu item on the
landing screen of the application. From there, the component total uncertainty, 𝑈𝑀𝐹, and
𝑈𝑃𝐶 calculations may be found by selecting the desired quantity. For example, by
selecting Component Total Uncertainty, a dialog indicating whether the calculation
completed or is still in progress will appear. In the event that the calculation completed, a
View Results button will be available. Selecting this button will produce a dialog contain
the calculated values for the system’s component total uncertainty values. This is shown
in Figure 2.9.
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Figure 2.10

Ideal Gas Law Example: System component total uncertainty values

Calculating the 𝑈𝑀𝐹, and 𝑈𝑃𝐶 values are conducted in a similar manner. In addition to
performing all the tasks discussed so far, the application can correctly identify and
appropriately handle the calculations of systematic uncertainties of system inputs that are
correlated. The application also is capable of generating summaries of datasets,
systematic uncertainty sources, inputs, components, and correlations associated with the
system. The application may then export these summaries and calculated values to a CSV
file format for capability with other applications. The dependencies of various inputs and
components may also be visualized by utilizing an additional feature of the application by
which the application highlights any input or component that is dependent on the input or
component that the user’s mouse hovers over. Very similarly, the application may
highlight any input or component that a particular component depends upon by hovering
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over that particular component. These two features referenced in the application as
Dependency Views may be seen in Figure 2.11.

Figure 2.11

Ideal Gas Law Example: Dependency Views

In Figure 2.11, the components highlighted in red are components that depend upon the
component highlighted in yellow. The inputs and components highlighted in green are
the inputs and components that the component highlighted in yellow depend upon. This
feature allows the user to quickly visualize dependencies of a particular system and
identity relationships between different elements of the system.
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UNCERTAINTY BASED OPERATING STRATEGY SELECTION IN COMBINED
HEAT AND POWER SYSTEMS
CHP research has focused on optimizing the operation of CHP systems based on various
criteria, such as cost savings, energy usage, or emissions. In literature, different operating
strategies, such as base loading (BL), following electric load (FEL), and following
thermal load (FTL), of a CHP system are typically compared and the best operation mode
selected based on the desired optimized parameter. To date, a literature survey indicates
that the uncertainties associated with these calculations have not been considered in the
operating strategy selection process. This chapter, considers the uncertainties in the cost
savings associated with operating the CHP system under BL, FEL, and FTL operating
strategies. Modular uncertainty analysis techniques are used to compare the uncertainties
associated with the cost savings of the different operating modes.
3.1

Model

The CHP model presented in this section is adapted from Mago et al. [20]. The building
and associated components consist of a typical Chicago, Illinois restaurant, a boiler, a
power generation unit (PGU), a heat recovery system, and a heating coil. A schematic of
the CHP system can be found in Figure 3.1.
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Figure 3.1

Schematic of CHP system

Information about the used building can be found in Table 3.1.
Table 3.1

Chicago Restaurant Description [51] for CHP system
Building Type Name
Floor Area (𝑚2 )
Number of Floors
Climate Zone
Location

Full Service Restaurant
511
1
5A
Chicago, Illinois

The electric and heat requirement of the building are generated by using EnergyPlus
software [52]. EnergyPlus is a software package developed by the United States
Department of Energy that simulates a building's energy usage based upon user inputted
building parameters and historical weather data. The restaurant building used in this
dissertation is part of the U.S. Department of Energy (DOE) commercial reference
building data set [51] that may be found on the U.S. DOE website. The building's fuel
usage, 𝐹𝑏̇ , can be found by
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𝐹𝑏̇ = 𝜂

𝑄̇𝑏
𝑏𝑜𝑖𝑙𝑒𝑟 𝜂ℎ𝑐

(3.1)

where 𝑄̇𝑏 is the building’s heat requirement, 𝜂𝑏𝑜𝑖𝑙𝑒𝑟 is the boiler’s efficiency, and 𝜂ℎ𝑐 is
the heating coil’s efficiency. The building's heating requirement, 𝑄̇𝑏 , is supplied by the
building's heating coil. The heating coil heat requirement, 𝑄̇ℎ𝑐 , is
̇

𝑄
𝑄̇ℎ𝑐 = 𝜂 𝑏

ℎ𝑐

(3.2)

The nominal PGU size, 𝐸̇𝑛𝑜𝑚 , is expressed as a fraction of the building's maximum
electrical load as follows.
𝐸̇𝑛𝑜𝑚 = 𝛼 𝑚𝑎𝑥(𝐸̇𝑏 )

(3.3)

where 𝛼, the fraction of maximum electrical requirement of the building, and 𝐸̇𝑏 is the
building’s electrical requirement. The electric output of a natural gas PGU, 𝐸̇𝑝𝑔𝑢 , can be
̇ , following a straight
expressed as a function of the fuel requirement of the PGU, 𝐹𝑝𝑔𝑢
line, relationship
̇
𝐹𝑝𝑔𝑢
= 𝑎𝐸̇𝑝𝑔𝑢 + 𝑏

(3.4)

where 𝑎 is the slope of the linear PGU relationship, and 𝑏 is the intercept of the linear
PGU relationship. Cho et al. [53] and Yun et al. [54] use this relationship to relate power
output to fuel consumption of the PGU. The PGU is selected such that the efficiency at
the nominal PGU size, 𝜂𝑚𝑎𝑥 , is
𝜂𝑚𝑎𝑥 =

𝐸̇𝑛𝑜𝑚
̇
𝐹𝑚𝑎𝑥

(3.5)

̇
where 𝐹𝑚𝑎𝑥
is the fuel consumption of the PGU at maximum efficiency. The heat
recovered from the PGU at the nominal PGU size, 𝑄̇𝑚𝑎𝑥 , is
̇
𝑄̇𝑚𝑎𝑥 = 𝜂𝑟𝑒𝑐 (1 − 𝜂𝑚𝑎𝑥 )𝐹𝑚𝑎𝑥
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(3.6)

where 𝜂𝑟𝑒𝑐 is the heat recovery system efficiency.
3.1.2

Conventional Operating Mode

In the conventional operating mode, no PGU is used. All the electricity required must be
purchased from the grid. The hourly operating cost of the building, 𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣 is then
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣 = 𝐶𝑒 𝐸̇𝑏 + 𝐶𝑓 𝐹𝑏̇

(3.7)

where 𝐶𝑒 is the unit cost of electricity, 𝐸̇𝑏 is the building's electric load, and 𝐶𝑓 is the unit
cost of fuel. The monthly operating cost of the building, 𝑀𝑜𝑛𝑐𝑜𝑛𝑣 , is
𝑀𝑜𝑛𝑐𝑜𝑛𝑣 = ∑ 𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣

(3.8)

where the summation is performed over the range of hours for the particular month of
interest. The yearly operating cost of the building, 𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣 , is
𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣 = ∑ 𝑀𝑜𝑛𝑐𝑜𝑛𝑣

(3.9)

Shown in Figure 3.2 is the block diagram generated by the modular uncertainty analysis
software of the conventional operating mode system presented in Chapter 2. External
inputs are denoted by circles and system components are denoted by rectangles.
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Figure 3.2

3.1.3

Block diagram of the conventional operating mode system

Base Loading

In the base loading (BL) operating mode, a PGU runs at a constant power level, a.k.a., a
base load. The electricity that the PGU produces is used to either offset the amount that is
needed to be purchased from the grid or completely satisfy the building's electrical
requirements. Any excess electricity that is produced can, in certain instances, be sold
back to the grid. The waste heat from the PGU is used to offset the amount of heat
needed from the boiler or completely satisfy the building's heat requirements. The heat
required of the boiler, 𝑄̇𝑏𝑜𝑖𝑙𝑒𝑟 , is
̇
̇
𝑄̇𝑏𝑜𝑖𝑙𝑒𝑟 = {𝑄ℎ𝑐 − 𝑄𝑚𝑎𝑥
0
̇
The fuel required of the boiler, 𝐹𝑏𝑜𝑖𝑙𝑒𝑟
, is
34

𝑖𝑓 𝑄̇ℎ𝑐 − 𝑄̇ℎ𝑐
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.10)

̇

𝑄
̇
𝐹𝑏𝑜𝑖𝑙𝑒𝑟
= 𝜂 𝑏𝑜𝑖𝑙𝑒𝑟
𝑏𝑜𝑖𝑙𝑒𝑟

(3.11)

̇ , is
The net fuel requirement of the building, 𝐹𝑚
̇ = 𝐹𝑚𝑎𝑥
̇
̇
𝐹𝑚
+ 𝐹𝑏𝑜𝑖𝑙𝑒𝑟

(3.12)

The electricity to be purchase from the grid, 𝐸̇𝑔𝑟𝑖𝑑 , is
̇
̇
𝐸̇𝑔𝑟𝑖𝑑 = {𝐸𝑏 − 𝐸𝑛𝑜𝑚
0

𝑖𝑓 𝐸̇𝑏 > 𝐸̇𝑛𝑜𝑚
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.13)

The hourly operating cost of the building, 𝐶𝑜𝑠𝑡𝐵𝐿 , is
̇
𝐶𝑜𝑠𝑡𝐵𝐿 = 𝐶𝑒 𝐸̇𝑔𝑟𝑖𝑑 + 𝐶𝑓 𝐹𝑚

(3.14)

Shown in Figure 3.3 is the block diagram generated by the modular uncertainty analysis
software of the CHP system operating in BL mode. External inputs are denoted by circles
and system components are denoted by rectangles. As can be seen from Figure 3.3, the
block diagram of the BL operating mode is more complex than the block diagram of the
conventional operating mode.
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Figure 3.3

3.1.4

Block diagram of CHP system operating in BL mode

Following Electric Load

In the following electric load (FEL) operating mode, a PGU is run such that it matches
the electric requirement of the building. The waste heat from the PGU is used to offset
the amount of heat needed from the boiler or completely satisfy the building's heat
requirements. The electricity produced by the building's PGU, 𝐸̇𝑝𝑔𝑢 , is set by the
building's electric requirement or by the nominal PGU size. This is shown below.
𝐸̇
𝐸̇𝑝𝑔𝑢 = { 𝑛𝑜𝑚
𝐸̇𝑏
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𝑖𝑓 𝐸̇𝑏 > 𝐸̇𝑛𝑜𝑚
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.15)

The conditional aspect of the relationship arises from the limit of what the PGU is able to
provide. If the building's electric requirement is greater than that of the PGU size, the
PGU operates at maximum electrical output. If the building's electric requirement is less
than that of the PGU size, the PGU matches the building's electric requirement. The PGU
efficiency, 𝜂𝑝𝑔𝑢 , is
𝜂𝑝𝑔𝑢 =

𝐸̇𝑝𝑔𝑢
̇
𝐹𝑝𝑔𝑢

(3.16)

The heat recovered from the PGU, 𝑄̇𝑟 , is
̇
𝑄̇𝑟 = 𝜂𝑟𝑒𝑐 (1 − 𝜂𝑝𝑔𝑢 )𝐹𝑝𝑔𝑢

(3.17)

The heat requirement of the boiler, 𝑄̇𝑏𝑜𝑖𝑙𝑒𝑟 , is
̇
̇
𝑄̇𝑏𝑜𝑖𝑙𝑒𝑟 = {𝑄ℎ𝑐 − 𝑄𝑟
0

𝑖𝑓 𝑄̇ℎ𝑐 > 𝑄̇𝑟
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.18)

̇ , is
The fuel requirement of the whole building, 𝐹𝑚
̇ = 𝐹𝑝𝑔𝑢
̇
̇
𝐹𝑚
+ 𝐹𝑏𝑜𝑖𝑙𝑒𝑟

(3.19)

The electricity to be purchase from the grid, 𝐸̇𝑔𝑟𝑖𝑑 , is
𝐸̇ − 𝐸̇𝑝𝑔𝑢
𝐸̇𝑔𝑟𝑖𝑑 = { 𝑏
0

𝑖𝑓 𝐸̇𝑏 > 𝐸̇𝑝𝑔𝑢
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.20)

The hourly operating cost of the building, 𝐶𝑜𝑠𝑡𝐹𝐸𝐿 , is
̇
𝐶𝑜𝑠𝑡𝐹𝐸𝐿 = 𝐶𝑒 𝐸̇𝑔𝑟𝑖𝑑 + 𝐶𝑓 𝐹𝑚

(3.21)

Shown in Figure 3.4 is the block diagram generated by the modular uncertainty analysis
program of the CHP system operating in FEL mode. External inputs are denoted by
circles and system components are denoted by rectangles.
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Figure 3.4

3.1.5

Block diagram of CHP system operating in FEL mode

Following Thermal Load

In the following thermal load (FTL) operating mode, a PGU is run such that it matches
the heat requirement of the building. The electricity that the PGU produces is used to
either offset the amount that is needed to be purchased from the grid or completely satisfy
the building's electrical requirements. The heat recovered from the PGU, 𝑄̇𝑟 , is
𝑄̇𝑚𝑎𝑥
̇
𝑄𝑟 = { ̇
𝑄ℎ𝑐

𝑖𝑓 𝑄̇ℎ𝑐 > 𝑄̇𝑚𝑎𝑥
𝑖𝑓

𝑄̇𝑟
𝜂𝑟𝑒𝑐

> 𝑏𝐸̇𝑛𝑜𝑚

(3.22)

The conditional aspect of the relationship arises from the limit of what the PGU is able to
provide. If the building's heating requirement is greater than that of the maximum amount
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of heat that the PGU is able to provide, the PGU operates at its maximum state. If the
building's heating requirement is less than that of the maximum amount of heat that the
PGU is able to provide, the PGU operates at a state which provides the same amount of
heat that the building requires. The electricity produced by the PGU, 𝐸̇𝑝𝑔𝑢 , is
𝐸̇𝑝𝑔𝑢 =

𝑄̇𝑟
−𝑏𝐸̇𝑛𝑜𝑚
𝜂𝑟𝑒𝑐

𝑎−1

(3.23)

This relationship is derived from the works of Cho [55]. The hourly operating cost of the
building, 𝐶𝑜𝑠𝑡𝐹𝑇𝐿 , is
̇
𝐶𝑜𝑠𝑡𝐹𝑇𝐿 = 𝐶𝑒 𝐸̇𝑔𝑟𝑖𝑑 + 𝐶𝑓 𝐹𝑚

(3.24)

The monthly operating cost of the building, 𝑀𝑜𝑛𝑂𝑃 , is
𝑀𝑜𝑛𝑂𝑃 = ∑ 𝐶𝑜𝑠𝑡𝑂𝑃

(3.25)

where 𝑂𝑃 is either the BL, FEL, or FTL operating mode, and the summation is
performed over the range of hours for the particular month of interest. The yearly
operating cost of the building, 𝑌𝑒𝑎𝑟𝑂𝑃 , is
𝑌𝑒𝑎𝑟𝑂𝑃 = ∑ 𝑀𝑜𝑛𝑂𝑃

(3.26)

The hourly reduced operating cost of the building from the conventional operating mode,
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣−𝑂𝑃 , is
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣−𝑂𝑃 = 𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣 − 𝐶𝑜𝑠𝑡𝑂𝑃

(3.27)

The monthly reduced operating cost of the building from the conventional operating
mode, 𝑀𝑜𝑛𝑐𝑜𝑛𝑣−𝑂𝑃 , is
𝑀𝑜𝑛𝑐𝑜𝑛𝑣−𝑂𝑃 = ∑ 𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣−𝑂𝑃
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(3.28)

where the summation is performed over the range of hours for the particular month of
interest. The yearly reduced operating cost of the building from the conventional
operating mode, 𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣−𝑂𝑃 , is
𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣−𝑂𝑃 = ∑ 𝑀𝑜𝑛𝑐𝑜𝑛𝑣−𝑂𝑃

(3.29)

Shown in Figure 3.5 is the block diagram generated by the modular uncertainty
analysis program of the CHP system operating in FEL mode. External inputs are denoted
by circles and system components are denoted by rectangles.

Figure 3.5

Block diagram of CHP system operating in FTL mode
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The external inputs for the different operating strategies consist of the building's
electrical and natural gas requirements and the inputs given in Table 3.2.
Table 3.2

External inputs for CHP system

𝜂𝑏𝑜𝑖𝑙𝑒𝑟
𝜂ℎ𝑐

Nominal
Value
0.8
0.8

Random
Uncertainty
0.04 (5%)
0.04 (5%)

Systematic
Uncertainty
0.04 (5%)
0.04 (5%)

𝜂𝑟𝑒𝑐

0.8

0.04 (5%)

0.04 (5%)

𝐶𝑒

0.077 [56]

0

0.00285 (3.7%)

𝐶𝑓

0.03 [56]

0

0.00087 (2.9%)

𝑎

2.3698

0

0.0550 (2.32%)

𝑏

1.0322

0

0.0504 (4.88%)

Variable

Symbol

Boiler Efficiency
Heating Coil Efficiency
PGU Heat Recovery
Efficiency
$

Electric Cost (𝑘𝑊ℎ)
Natural Gas Cost
$
(𝑘𝑊ℎ)

first PGU relationship
coefficient
second PGU
relationship coefficient

The uncertainties of all the heat exchangers' efficiencies are taken to be 5% for the
simulations in this study. This percentage is in line with values observed in the literature.
For instance, a likely source of uncertainty in the heat exchanger components of the CHP
system is fouling. Jeronimo et al. [57] studied the effects that fouling has on heat
exchangers efficiency. For the three heat exchangers they studied, the predicted fouled
heat exchanger was within 3.7%, 7.4%, and 12.2% of the clean heat exchanger
efficiency. The price of electricity and natural gas is highly dependent on the state of the
market. The U.S. Bureau of Labor Statistics [56] provides average monthly prices for
electricity and natural gas for various U.S. cities. The monthly prices of electricity and
natural gas did not fluctuate greater than 3.7% and 2.9%, respectively, of the average for
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all months in 2013. These percentages appear to be reasonable levels of uncertainties and
were used for the electricity and natural gas prices. The PGU relationship coefficients
were studied to understand the variation between PGUs of four different manufacturers
(Cummins, GE, Generac, and Elliott MagneTek). The PGUs studied were all of equal
nominal size of 30 𝑘𝑊 and operated using natural gas. The PGU relationship coefficients
were calculated using manufacturer's data provided for these units. The PGU relationship
coefficients of four different PGUs were compared and it was found that the first and
second coefficients did not fluctuate greater than 2.32% and 4.88%, respectively. In light
of this information, these percentages were taken as the percent uncertainty for the PGU
relationship coefficients. The random and system uncertainties of all other external inputs
were selected to be 5% of the nominal value of the input. Table 3.3 shows the system
components for the conventional system as well as for the CHP system under the various
operating strategies.
Table 3.3

System components for CHP system
Variable
𝜂𝑚𝑎𝑥
𝜂𝑝𝑔𝑢
𝐶𝑜𝑠𝑡𝐵𝐿
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣−𝐵𝐿
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣−𝐹𝐸𝐿
𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑣−𝐹𝑇𝐿
𝐶𝑜𝑠𝑡𝐹𝐸𝐿
𝐶𝑜𝑠𝑡𝐹𝑇𝐿
𝐸𝑔𝑟𝑖𝑑
𝐸𝑝𝑔𝑢
𝐸𝑛𝑜𝑚
𝐹𝑏

Conventional

✔

BL
✔
✔
✔
✔

FEL FTL
✔
✔
✔

✔

✔
✔
✔
✔

✔
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✔
✔

✔
✔
✔
✔

✔
✔
✔
✔
✔

Table 3.3 (continued)
𝐹𝑏𝑜𝑖𝑙𝑒𝑟
𝐹𝑚
𝐹𝑚𝑎𝑥
𝐹𝑝𝑔𝑢
𝑀𝑜𝑛𝐵𝐿
𝑀𝑜𝑛𝑐𝑜𝑛𝑣
𝑀𝑜𝑛𝑐𝑜𝑛𝑣−𝐵𝐿
𝑀𝑜𝑛𝑐𝑜𝑛𝑣−𝐹𝐸𝐿
𝑀𝑜𝑛𝑐𝑜𝑛𝑣−𝐹𝑇𝐿
𝑀𝑜𝑛𝐹𝐸𝐿
𝑀𝑜𝑛𝐹𝑇𝐿
𝑄𝑏𝑜𝑖𝑙𝑒𝑟
𝑄ℎ𝑐
𝑄𝑚𝑎𝑥
𝑄𝑟
𝑌𝑒𝑎𝑟𝐵𝐿
𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣
𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣−𝐵𝐿
𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣−𝐹𝐸𝐿
𝑌𝑒𝑎𝑟𝑐𝑜𝑛𝑣−𝐹𝑇𝐿
𝑌𝑒𝑎𝑟𝐹𝐸𝐿
𝑌𝑒𝑎𝑟𝐹𝑇𝐿

3.2

✔
✔
✔

✔

✔
✔
✔

✔
✔
✔

✔
✔
✔
✔

✔

✔

✔
✔
✔
✔
✔
✔

✔

✔
✔
✔

✔

✔
✔
✔
✔
✔

✔

✔

✔
✔

✔
✔
✔
✔

Results

In this section, the results from the modular uncertainty analysis of the building are
presented. Figure 3.6 shows the yearly operating cost reduction for each of the CHP
operating strategies and a selection of PGU nominal sizes.
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Figure 3.6

Yearly operating cost reduction versus PGU size for BL, FEL, and FTL
operating strategy

The maximum electrical requirement of the building is 68.68 𝑘𝑊ℎ. The optimal PGU
size for the BL operating mode was found to be 24 𝑘𝑊ℎ and occurs at 35% of the
maximum electrical requirement of the building during the year. The uncertainty
associated with the cost reduction under BL operation with this optimal PGU size is
approximately 23%. The optimal PGU size for the FEL and FTL operating strategies is
34.3 𝑘𝑊ℎ and occurs at 50% of the maximum electrical requirement of the building. The
uncertainties associated with the cost reduction for the FEL and FTL operating mode
with this optimal PGU size are approximately 23% and 17%, respectively. For PGU
sizes of up to 60% of the building's maximum load, the uncertainty bands associated with
the yearly cost reduction overlap. The overlapping uncertainty bands show that no
operating mode can be selected as better than any other operating mode in this range of
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PGU sizes. For PGU sizes larger than 60%, Figure 3.6 shows that the uncertainty bands
associated with the yearly cost reduction for the BL operating mode do not overlap with
the FEL and FTL operating strategies. The non-overlapping uncertainty bands in this
region indicate that the yearly cost reduction for the BL operating mode will not exceed
that of the FEL and FTL operating strategies. The uncertainty bands and the yearly cost
reduction value for the BL operating mode in this range clearly show that the BL
operating mode should not be chosen.

Figure 3.7 shows the monthly operating cost of the four different operating strategies
with a PGU nominal size of 35% of the maximum electrical load of the building.

Figure 3.7

Monthly operating cost of CHP system at optimal BL PGU size (35%) of
building’s max electrical load)
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The PGU size was chosen because it was found to be the optimal PGU size when
performing in a BL operating mode. The monthly operating cost of the conventional, BL,
FEL, and FTL operating strategies range from $2,969-$4,955, $2,607-$4,409, $2,525$4,324, and $2,471-$4,262, respectively. The minimum operating cost for all operating
strategies occur during the month of September. The uncertainties corresponding to the
operating cost of the conventional, BL, FEL, and FTL operating strategies for the month
of September are $185, $88, $91, and $74, respectively. The maximum operating cost
for all operating strategies occur during the month of January. The uncertainties
corresponding to the operating cost of the conventional, BL, FEL, and FTL operating
strategies for the month of January are $393, $286, $290, and $292, respectively. From
Figure 3.7, the uncertainty bands for all operating strategies overlap with the
conventional uncertainty band for the months of January and December. The overlapping
uncertainty bands during these months indicate that implementing a CHP system may not
reduce operating costs, and hence implementing a CHP system may not always reduce
operating cost. During the months of April through November, the uncertainty bands of
the CHP operating strategies do not overlap with the conventional uncertainty bands. For
these months, the use of CHP system under any operating mode would produce cost
savings. In addition to these months, Figure 3.7 shows that both, the FEL and FTL
operating strategies for the months of February, and March would produce a cost savings.

Figure 3.8 shows the yearly operating cost reduction of the operating strategies with a
variety of PGU nominal sizes based upon monthly electrical and natural gas requirement.
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Figure 3.8

Yearly operating cost reduction versus PGU size for BL, FEL, and FTL
operating strategy

The maximum monthly electrical requirement of the building is 40.6 𝑘𝑊ℎ. The optimal
PGU size for BL, FEL, and FTL operating strategies is 32.5 𝑘𝑊ℎ and occurs at 80% of
the maximum electrical requirement of the building, and the corresponding uncertainties
associated with the cost reduction are approximately 19%, 19%, and 18%, respectively.
The uncertainty bands for all operating strategies overlap for the entire range of PGU
sizes. The FEL operating mode can then be chosen due to its ease of implementation and
operation.

Figure 3.9 shows the monthly operating cost of the four different operating strategies
with a PGU nominal size of 80% of the maximum monthly electrical requirement of the
building.
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Figure 3.9

Monthly operating cost of CHP system at optimal BL PGU size (80%) of
building’s max electrical load)

The monthly operating cost of the conventional, BL, FEL, and FTL operating strategies
range from $2,969-$4,955, $2,445-$3,819, $2,445-$3,819, and $2,455-$3,819,
respectively. The minimum operating cost for all operating strategies occurs in April. The
uncertainties associated with the operating cost of the conventional, BL, FEL, and FTL
operating strategies for April are $252, $168, $170, and $181, respectively. The
maximum operating cost for all operating strategies occurs in January and the
uncertainties for this month are $409 for the conventional operating mode and $396 for
the other operating strategies. For the months of October through May, the uncertainty
bands for the BL, FEL, and FTL operating mode do not overlap with the conventional
uncertainty band. For these months, any of the operating strategies studied would produce
cost savings.
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3.3

Conclusions

The results presented in this chapter determined that, when uncertainties are taken into
consideration, the selection of the most cost-effective CHP operating mode is not always
clear. When considering uncertainty bands, the choice between operating strategies
cannot always be readily determined. While trying to minimize yearly operating cost,
given known hourly electrical and natural gas requirements, a clear selection between the
different CHP operating strategies cannot be made for PGU sizes up to 60% of the
building's maximum electrical load. While the uncertainty bands do overlap for some
PGU sizes, the overlapping region is sometimes negligible. For example, at a PGU size
of 60% of the building's maximum electrical load, the BL mode uncertainty band doesn't
greatly overlap the uncertainty band of the FEL mode. At this PGU size, it is likely that
the FEL mode will have better performance than that of the BL mode. However, a
judgment call would need to be made to determine the extent of overlap that would be
deemed as acceptable. For PGU sizes larger than 60%, the FEL and FTL operating
strategies were determined to be a better choice over the BL operating mode. However, it
is still unclear as to whether a FEL or FTL operating mode should be used with larger
PGU sizes. It follows that the operating mode which is easiest to implement and operate
should be selected for any PGU size lower than 60% of the building's maximum electric
load, and either the FEL or the FTL operating strategies should be chosen for PGU sizes
larger than 60%. At the optimal BL PGU size of 35%, an unambiguous choice for a
monthly CHP operating mode cannot be made for all months. For the months of April
through November, it was shown that any CHP operating mode would be beneficial. In
addition to those months, it was shown that FEL and FTL operating strategies would be
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beneficial for the months of February, and March. Thus, an FEL or FTL operating mode
should be chosen for any month except during the majority of the Winter (December and
January). For the case when only monthly electrical and natural gas requirements are
known, selection between different CHP operating strategies is even more difficult to
determine. For any of the PGU sizes considered, the choice between different CHP
operating mode cannot be determined when trying to minimize yearly operating cost.
Thus, the operating mode which is simplest to implement and operate should be selected.
At the optimal BL PGU size of 80%, the choice for a monthly CHP operating mode
cannot be made for all months. For the months of January through May and October
through December, it was shown that any CHP operating mode would be beneficial. The
choice cannot be based solely upon cost reduction due to overlapping uncertainty bands.
In regions of overlapping uncertainty bands, no definite choice of which operating mode
can be determined and other considerations must be used to select an operating mode.
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MODULAR UNCERTAINTY ANALYSIS OF AN INTERNAL COMBUTION
ENGINE WITH A BOTTOMING ORGANIC RANKINE CYCLE
This chapter presents an evaluation of the thermodynamic performance of a combined
ICE and an ORC. A detailed uncertainty analysis of the system is used to ensure the
results are sensible. The overall analysis is aimed at determining, with a prescribed
degree of confidence, the components that have the most impact on the performance of
the ICE-ORC system. The analysis presented in this chapter focuses strictly on
determining which system parameters introduce the most uncertainty and not necessarily
in the optimization of the system or related measurements. This helps establish realistic
benefits that could be obtained from the addition of an ORC to an ICE. In addition, this
chapter demonstrates the use of a modular uncertainty analysis technique to cope with the
complexity due to connecting several components to create a larger system.
4.1

Model

The ICE-ORC system consists of a standard ICE coupled with an ORC operating at
steady state conditions as shown in Figure 4.1.
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Figure 4.1

Schematic of the ICE-ORC configuration

The fuel energy of the ICE can be expressed as
̇ 𝐿𝐻𝑉
𝐸̇𝑖𝑛 = 𝜌𝑛𝑔 𝑉𝑛𝑔

(4.1)

̇ is the volumetric flow rate of the fuel, and 𝐿𝐻𝑉 is
where 𝜌𝑛𝑔 is the density of fuel, 𝑉𝑛𝑔
the lower heating value of the fuel. The power generated by the ICE, 𝑊̇𝑜𝑢𝑡 , can then be
determined as
𝑊̇𝑛𝑔 = 𝜂𝑒𝑛 𝐸̇𝑖𝑛

(4.2)

where 𝜂𝑒𝑛𝑔 is the ICE efficiency. The mass flow rate of the exhaust of the ICE, which is
then routed to the evaporator of the ORC, can be estimated as
̇ (1 + 𝐴𝐹)
𝑚̇𝑒𝑥ℎ = 𝜌𝑛𝑔 𝑉𝑛𝑔
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(4.3)

where 𝐴𝐹 is the fuel-air ratio of the ICE. An important issue related to the ORC operation
is the selection of the working fluid which must be carefully selected on the basis of
safety and technical feasibility. There is a wide selection of organic fluids that could be
used in ORC. Information regarding different organic working fluids can be found in [58]
[59] [60]. In this study, the organic working fluid properties where found using NIST
REFPROP V9.0 [61]. Figure 4.2 shows the states of the ORC in a T-s diagram.

Figure 4.2

T-s diagram of the ORC

The slope of the saturation curve in the T–s diagram depends on the type of organic fluid
employed. A dry fluid has a positive slope; a wet fluid has a negative slope; and an
isentropic fluid has infinite large slopes. This chapter focus on the use of organic dry
fluid (as shown in Fig. 3.1) since it has been proved that they have a better performance
than wet and isentropic fluids [33]. The enthalpy of the working fluid at State 1, ℎ1 , is a
function of temperature and quality as shown below
ℎ1 = ℎ(𝑇1 , 𝑥1 )
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(4.4)

where 𝑇1 and 𝑥1 are the temperature and quality at State 1, respectively. It should be
noted, however, that whenever a pump is used in real applications, it must be ensured that
the working fluid entering the pump is in the compressed liquid region to prevent
cavitation like effects occurring in the pump. In this study, it is assumed that the working
fluid entering the pump is saturated liquid. The enthalpy function of State 1 of the organic
working fluid then becomes dependent solely upon the temperature at state 1 as
illustrated below
ℎ1 = ℎ(𝑇1 )

(4.5)

Likewise, the entropy at State 1, 𝑠1 , of the organic working fluid is a function of
temperature and quality.
𝑠1 = 𝑠(𝑇1 , 𝑥1 )

(4.6)

Similarly, the entropy function of State 1 of the organic working fluid is only a function
of the temperature
𝑠1 = 𝑠(𝑇1 )

(4.7)

and the pressure at State 1, 𝑃1 , of the organic working fluid is a function of temperature
and quality.
𝑃𝑙 = 𝑃(𝑇1 , 𝑥1 )

(4.8)

For the same reasons mentioned above, the pressure of the working fluid at State 1 is
only a function of the temperature
𝑃𝑙 = 𝑃(𝑇1 )

(4.9)

The enthalpy at State 2s, ℎ2𝑠 , the state that would occur if the pump were an isentropic
pump, of the organic working fluid is a function of the pressure at State 3, 𝑃ℎ , and the
entropy at State 1, 𝑠1 as follows
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ℎ2𝑠 = ℎ(𝑃ℎ , 𝑠1 )

(4.10)

The actual enthalpy of the working fluid (State 2a), ℎ2𝑎 , is obtained as follows
ℎ2𝑎 = ℎ1 −

ℎ1 −ℎ2𝑠
𝜂𝑝

(4.11)

where 𝜂𝑝 is the isentropic pump efficiency. The temperature at State 2a, 𝑇2𝑎 , is a function
of the pressure at State 3, 𝑃ℎ , and the enthalpy at State 2a, ℎ2𝑎 , as shown below
𝑇2𝑎 = 𝑇(𝑃ℎ , ℎ2𝑎 )

(4.12)

The enthalpy at State 3, ℎ3 , is a function of pressure and quality as shown below
ℎ3 = ℎ(𝑃ℎ , 𝑥3 )

(4.13)

where 𝑥3 is the quality at State 3. Since a quality less than one can have adverse effects in
the performance and integrity of the turbine, it is assumed that the fluid properties are at
the saturated liquid state (i.e. a quality of one). The enthalpy function of State 3 then
becomes dependent solely upon the pressure at State 3 as shown below
𝑠3 = 𝑠(𝑃ℎ )

(4.14)

The enthalpy at State 4s, ℎ4𝑠 , the state that would occur if the turbine were an isentropic
turbine, is a function of the pressure at State 4, 𝑃𝑙 , and the entropy at State 3, 𝑠3 as
follows
ℎ4𝑠 = ℎ(𝑃𝑙 , 𝑠3 )

(4.15)

The enthalpy at state 4a, ℎ4𝑎 , the actual state of the working fluid exiting the turbine, can
then be determined by
ℎ4𝑎 = ℎ3 − (ℎ3 − ℎ4𝑠 )𝜂𝑡
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(4.16)

where 𝜂𝑡 is the isentropic turbine efficiency. After the properties of the organic working
fluid have been determined, the mass flow rate of the organic working fluid, 𝑚̇𝑜𝑟𝑐 , can be
estimated by performing an energy balance in the evaporator of the ORC as follows
𝑚̇𝑜𝑟𝑐 =

𝑚̇𝑒𝑥ℎ 𝑐𝑝𝑒𝑥ℎ (𝑇𝑒𝑥ℎ −𝑇2𝑎 )𝜀
ℎ3 −ℎ2𝑎

(4.17)

where 𝑐𝑝𝑒𝑥ℎ is the specific heat at constant pressure of the exhaust of the ICE, 𝑇𝑒𝑥ℎ is the
temperature of the exhaust of the ICE, and 𝜀 is the heat exchanger effectiveness of the
evaporator. The temperature of the exhaust of the ICE after it passes through the heat
exchanger, 𝑇𝑜𝑢𝑡 , can be determined as
𝑇𝑜𝑢𝑡 = 𝑇𝑒𝑥ℎ −

𝑚̇𝑜𝑟𝑐 (ℎ3 −ℎ2𝑎 )
𝑚̇𝑒𝑥ℎ 𝑐𝑝𝑒𝑥ℎ

(4.18)

Equations for main quantities of interest are given below. The heat rejected by the engine
𝑄̇𝑒𝑛𝑔 = 𝑚̇𝑒𝑥ℎ 𝑐𝑝𝑒𝑥ℎ (𝑇𝑒𝑥ℎ − 𝑇𝑜𝑢𝑡 )

(4.19)

The heat accepted by the ORC, 𝑄̇𝑖𝑛 ,
𝑄̇𝑖𝑛 = 𝑚̇𝑜𝑟𝑐 (ℎ3 − ℎ2𝑎 )

(4.20)

The heat rejected by the ORC in the condenser
𝑄̇𝑜𝑢𝑡 = 𝑚̇𝑜𝑟𝑐 (ℎ4𝑎 − ℎ1 )

(4.21)

𝑊̇𝑝 = 𝑚̇𝑜𝑟𝑐 (ℎ2𝑎 − ℎ1 )

(4.22)

The power required by the pump

The power generated by the turbine
𝑊̇𝑡 = 𝑚̇𝑜𝑟𝑐 (ℎ3 − ℎ4𝑎 )

(4.23)

𝑊̇𝑜𝑟𝑐 = 𝑊̇𝑡 − 𝑊̇𝑝

(4.24)

The net power of the ORC

The ORC thermal efficiency, 𝜂𝑜𝑟𝑐 ,
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𝜂𝑜𝑟𝑐 =

𝑊̇𝑜𝑟𝑐
𝑄̇𝑖𝑛

(4.25)

The ICE-ORC thermal efficiency, 𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 , can be determined by knowing the net work
of the ICE-ORC and the energy that the ICE fuel energy, 𝐸̇𝑖𝑛 . The net work of the ICEORC is simply the sum of the power produced by the ICE, 𝑊̇𝑜𝑢𝑡 , and the power produced
by the ORC, 𝑊̇𝑜𝑟𝑐 . Therefore, the CHP-ORC thermal efficiency is
𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 =

𝑊̇𝑜𝑢𝑡 +𝑊̇𝑜𝑟𝑐
𝐸̇𝑖𝑛

(4.26)

A block diagram of the ICE-ORC obtained using the software is shown in Figure 4.3.
External inputs are denoted by circles while system components and system components
outputs are denoted by rectangles.
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Figure 4.3

Block diagram of ICE-ORC system

Table 4.1 shows the values associated with the external inputs in the ICE-ORC system.
The nominal values are shown with the associated random and systematic uncertainties of
the external inputs. The values shown in Table 4.1 were obtained by a similar analysis of
an ICE system by Weathers et al. [1].The organic working fluid used in this investigation
was R113, which is a dry fluid, and it has been proved that it provides good performance
for ORC applications [33].
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Table 4.1

External Inputs [1] for the ICE-ORC system

External Inputs
(units)
𝑘𝑔
𝜌𝑛𝑔 ( 3 )
𝑚
𝑚3
̇ ( )
𝑉𝑛𝑔
𝑠
𝐽
𝐿𝐻𝑉 ( )
𝑘𝑔
𝜂𝑒𝑛𝑔
𝐴𝐹
𝐽
𝑐𝑝𝑒𝑥ℎ (
)
𝑘𝑔𝐾
𝑇𝑒𝑥ℎ (𝐾)
𝜀
𝜂𝑝
𝜂𝑡
𝑇1 (𝐾)
𝑃ℎ (𝑃𝑎)

4.2

Nominal
Value

Random
Uncertainty

Systematic
Uncertainty

0.7

0

0.0035

0.001389

0

0.00002778

46,500,000

0

465,000

0.26
15.338

0
0

0.0026
0.5

1,047.6

0

20.95

742.5
0.7
0.85
0.8
300
3,000,000

0.612
0
0
0
0.521
0

0.5
0.035
0.0425
0.04
0.5
30,000

Results

In this section, the results from the analysis of the ICE-ORC system are presented. Table
4.2 shows the nominal values associated with the system component outputs obtained
using the model described in the previous section.
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Table 4.2

System components for the ICE-ORC system

System Component (units)
𝐸̇𝑖𝑛 (𝑊)
𝑊̇𝑜𝑢𝑡 (𝑊)
𝑘𝑔
𝑚̇𝑒𝑥ℎ ( )
𝑠
𝐽
ℎ1 ( )
𝑘𝑔
𝐽
𝑠1 (
)
𝑘𝑔𝐾
𝑃𝑙 (𝑃𝑎)
𝐽
ℎ2𝑠 ( )
𝑘𝑔
𝐽
ℎ2𝑎 ( )
𝑘𝑔
𝑇2𝑎 (𝐾)
𝐽
ℎ3 ( )
𝑘𝑔
𝐽
𝑠3 (
)
𝑘𝑔𝐾
𝐽
ℎ4𝑠 ( )
𝑘𝑔
𝐽
ℎ4𝑎 ( )
𝑘𝑔
𝑘𝑔
𝑚̇𝑜𝑟𝑐 ( )
𝑠
̇
𝑄𝑖𝑛 (𝑊)
𝑇𝑜𝑢𝑡 (𝐾)
𝑄̇𝑜𝑢𝑡 (𝑊)
𝑊̇𝑝 (𝑊)
𝑊̇𝑡 (𝑊)
𝑊̇𝑜𝑟𝑐 (𝑊)
𝜂𝑜𝑟𝑐
𝜂𝑖𝑐𝑒−𝑜𝑟𝑐

Nominal Value
45,212
11,755

Total Uncertainty (%)
1,036 (2.29)
293.9 (2.5)

0.01589

0.0005862 (3.69)

224,370

664.5 (0.3)

1,085

2.212 (0.2)

48,190

1,349 (2.8)

226,260

666 (0.29)

226,598

675.5 (0.3)

301.299

0.736 (0.24)

463,850

224.553 (0.05)

1,673

0.677 (0.04)

402,330

475.4 (0.12)

414,625

2,494 (0.6)

0.02166

0.001415 (6.53)

5,140
433.7
4,122
48.17
1,066
1,018
0.1981
0.2825

335.8 (6.53)
15.5 (3.56)
274.4 (6.66)
4 (8.31)
87.9 (8.24)
85.46 (8.39)
0.01 (5.26)
0.003189 (1.13)

This table illustrates how the ORC can use the waste heat available from the ICE exhaust
to generate an extra 1.02 𝑘𝑊 of power and increase the overall efficiency by
approximately 9%. This efficiency value will vary depending on the system
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configuration and engine characteristics. The calculated total uncertainties of the system
component outputs are also shown along with the percentage of the nominal value. It was
found that all the system components total uncertainties are within 10% of the nominal
value. The greatest total uncertainty percent being the net work produced by the ORC,
𝑊̇𝑜𝑟𝑐 , at 8.39% and the least being the entropy of the organic working fluid at State 3, 𝑠3 ,
at 0.04%. The total uncertainty percent of the ICE-ORC system efficiency, 𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 , is
1.13% which indicates that the ORC provides an increment in the overall uncertainty
since any value of the efficiency within the uncertainty band is higher than the ICE
thermal efficiency.

Figure 4.4 shows the calculated UMF values of external inputs with respect to the worked
produced by the ICE, 𝑊̇𝑜𝑢𝑡 , the net work produced by the ORC, 𝑊̇𝑜𝑟𝑐 , the efficiency of
the ORC, 𝜂𝑜𝑟𝑐 , and the efficiency of the entire ICE-ORC system, 𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 .

Figure 4.4

UMF of selected ICE-ORC system components
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Along the x-axis are shown each external input (see Table 4.1). The UMF values
represents how the external inputs affects the different system components. Since all the
terms in the uncertainty calculations are squared, negative signs have no bearing, and the
UMF values are reported as absolute values. A value greater than one represents an
external input that increases the total uncertainty of a system component as that external
input proceeds through the uncertainty calculations while a value less than one does just
the opposite [50]. It was found that a majority of the external inputs UMF values are less
than one. The ICE exhaust temperature, 𝑇𝑒𝑥ℎ , and the temperature of the ORC working
fluid at state 1, 𝑇1 , has a UMF value with respect to the net work produced by the ORC,
𝑊̇𝑜𝑟𝑐 , greater than one. The temperature of the ORC working fluid at state 1, 𝑇1 , also
have a UMF value with respect to the efficiency of the ORC, 𝜂𝑜𝑟𝑐 , greater than one.
Therefore, these two variables, 𝑇𝑒𝑥ℎ and 𝑇1 , will increases the total uncertainty of a
system component as that external input proceeds through the uncertainty calculations.

Figure 4.5 presents the calculated UPC values of the external inputs with respect to the
worked produced by the ICE, 𝑊̇𝑜𝑢𝑡 , the net work produced by the ORC, 𝑊̇𝑜𝑟𝑐 , the
efficiency of the ORC, 𝜂𝑜𝑟𝑐 , and the efficiency of the entire ICE-ORC system,𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 .

62

Figure 4.5

UPC of selected ICE-ORC system components

Along the x-axis are shown each external input (see Table 4.1). The UPC is a measure of
how much each external input contributes to the uncertainty of the system component.
The values reported in Figure 4.5 are percentages. For a given system component, the
sum of the contributions of each external input totals to 100%. It was found that the
largest contribution to the total uncertainty of the ICE-ORC system efficiency, 𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 ,
was due to the ICE efficiency, 𝜂𝑒𝑛𝑔 , with 66.48%. The second and third largest
contribution was due to ORC turbine efficiency, 𝜂𝑡 , and the heat exchanger effectiveness,
𝜀, with 13.67% and 12.47%, respectively. This result indicates that an engine with high
thermal efficiency must be selected to reduce the uncertainty of the ICE-ORC system
efficiency. On the other hand, the efficiency of the ORC, 𝜂𝑜𝑟𝑐 , is only influenced by the
turbine efficiency that contributes with 99.18% of the overall uncertainty. For the power
output from the ORC, 𝑊̇𝑜𝑟𝑐 , the turbine efficiency, 𝜂𝑡 , and the heat exchanger
effectiveness, 𝜀, contribute with 38.0% and 35.47%, respectively, to the total
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uncertainty. Finally, for the power generated by the engine, 𝑊̇𝑜𝑢𝑡 , the flow rate of fuel,
𝜌𝑛𝑔 , is the major contributor of the total uncertainty with 64%. In general, for the
combined ICE-ORC, it can be concluded that the engine efficiency, turbine efficiency
and heat exchanger effectiveness are the three parameters that need to be carefully
considered during the design of this type of system.

4.3

Conclusions

It was shown that the addition of the ORC to an ICE can increase the overall thermal
efficiency from 0.26 to 0.283 (with an uncertainty of 1.13%) which represents an
increment of about 9%. Although the uncertainty bands on many of the nominal values
of the system component outputs are within 5% of the nominal values themselves, a
more general finding is that the uncertainty level of a given ICE-ORC system component
output is within 10% of their nominal value of that output. The external inputs of greatest
concern are the ICE efficiency, 𝜂𝑒𝑛𝑔 , the ORC turbine efficiency, 𝜂𝑡 , and the heat
exchanger effectiveness, 𝜀. These three external inputs contribute over 92% of the total
uncertainty of the ICE-ORC system efficiency, 𝜂𝑖𝑐𝑒−𝑜𝑟𝑐 . The ORC turbine efficiency, 𝜂𝑡 ,
and the heat exchanger effectiveness, 𝜀, are the dominant factors in determining the work
produced by the ORC, 𝑊̇𝑜𝑟𝑐 . Uncertainties in these two external inputs contribute over
73% of the total uncertainty of the work produced by the ORC, 𝑊̇𝑜𝑟𝑐 . The uncertainty of
the turbine efficiency, 𝜂𝑡 , contributes over 99% of the total uncertainty of the ORC
efficiency, 𝜂𝑜𝑟𝑐 . Special attention must be given to the ICE efficiency, 𝜂𝑒𝑛𝑔 , the ORC
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turbine efficiency, 𝜂𝑡 , and the heat exchanger effectiveness, 𝜀, whenever a similar ICEORC system is being designed.

65

UNCERTAINTY BASED HVAC SIZING SELECTION
This chapter explores the sizing of air conditioning systems of residential and commercial
buildings when air conditioning unit size uncertainty is considered. Typically, after
performing the sizing calculations, the determined unit size is rounded to the nearest
manufactured unit size. The approach most often taken is to select the next larger size
unit to prevent under sizing the system. However, when uncertainties in the input
parameters of the system are considered, the selection choice of the next larger unit
cannot always be made and may not be the best option. Various common building types,
system configurations, and locations are studied to illustrate to the student what system
parameters are important and how to appropriately select a unit size.
5.1

Model

The model used in sizing of HVAC unit is adapted from formulations found in the
ASHRAE 2009 Fundamentals [39]. Three different models are presented. The first model
consists of an HVAC system where no exhaust air is recirculated back into the intake of
the system (100% fresh air). This model is referred to as the no recirculation case in the
subsequent text. The second model consists of an HVAC system where exhaust air is
recirculated back into the into the intake of the system. This model is referred to as
simply the recirculation case in the subsequent text. The third model consists of an
HVAC system where the intake of the system is supplied solely by exhaust air. The third
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model may be thought of as 100% recirculation and is referred to as the 100%
recirculation case in the subsequent text. A schematic of the HVAC system with
recirculation may be found in Figure 5.1.

Figure 5.1

Schematic of HVAC system

In the case of no recirculation, there is no pathway 6 as shown in Figure 5.1. In the case
of 100% recirculation, there are no pathways 0, and 7 as shown in Figure 5.1. The total
cooling load, 𝑄̇𝑡𝑜𝑡𝑎𝑙 , in 𝑘𝐽 of the conditioned space can be determined by
(5.1)

𝑄̇𝑡𝑜𝑡𝑎𝑙 = 𝑄̇𝑠 + 𝑄̇𝑙

where 𝑄̇𝑠 and 𝑄̇𝑙 are the sensible and latent heat of the condition space in 𝑘𝐽, respectively.
The atmospheric pressure of the site location, 𝑃𝑡𝑜𝑡𝑎𝑙 , in 𝑘𝑃𝑎 can be determined by
(5.2)

𝑃𝑡𝑜𝑡𝑎𝑙 = 101.325(1 − 2.2557 × 10−5 𝑧)5.2559
where 𝑧 is the site location's elevation in 𝑚. The sensible heat ratio, 𝑆𝐻𝑅, of the
conditioned space can be found by
𝑆𝐻𝑅 =

𝑄̇𝑠
𝑄̇𝑡𝑜𝑡𝑎𝑙

(5.3)
𝑘𝐽

The sensible heat on a per unit mass basis of the conditioned space, 𝑞𝑠 , in 𝑘𝑔 can be found
𝑞𝑠 = 1.005∆𝑇43
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(5.4)

where ∆𝑇43 is the temperature difference in 𝐾 between the state 3 and state 4. The
saturation pressure of the condition spaced, 𝑃𝑠4 , in 𝑃𝑎 can be found by the relationship
ln(𝑃𝑠4 ) =

𝐶1
𝑇4

(5.5)

+ 𝐶2 + 𝐶3 𝑇4 + 𝐶4 𝑇42 + 𝐶5 𝑇43 + 𝐶6 ln(𝑇4 )

where 𝑇4 is the temperature of the conditioned space in 𝐾, and the 𝐶 constants are
𝐶1 = −5.8002206 × 103
𝐶3 = −4.8640239 × 10−2
𝐶5 = −1.4452093 × 10−8

𝐶2 = 1.3914993
𝐶4 = 4.1764768 × 10−5
𝐶6 = 6.5459673

(5.6)

for a temperature range of 0℃ to 200℃. The saturation pressure of the outside state, 𝑃𝑠0 ,
in 𝑃𝑎 may be found by using Equation (4.5) but simply using the outside air temperature,
𝑇0 , instead of the conditioned space temperature, 𝑇4 . The humidity ratio of the condition
𝑘𝑔

spaced, 𝜔4 , in 𝑘𝑔 is found by
𝜔4 = 0.62198 𝑃

𝜙4 𝑃𝑠4

(5.7)

𝑎𝑡𝑚 −𝜙4 𝑃𝑠4

where 𝜙4 is the relative humidity of the conditioned space. As in the case of the
saturation pressure of the outside state, the humidity ratio of the outside state, 𝜔0 , may be
found by using Equation (4.7) but simply using the outside state values instead of the
𝑘𝐽

conditioned space values. The specific enthalpy of the conditioned space, ℎ4 , in 𝑘𝑔 is
determined by
ℎ4 = 1.006𝑇4 + 𝜔4 (2501 + 1.860𝑇4 )

(5.8)

where 𝑇4 is in ℃. As in the case of the saturation pressure and humidity ratio of the
outside state, the specific enthalpy of the outside state, ℎ0 , may be found by using
Equation (4.8) but simply using the outside state values instead of the conditioned space
values. From Figure 5.1, it may be seen that the following mass balance is true
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𝑚̇𝑎1 = 𝑚̇𝑎2 = 𝑚̇𝑎3 = 𝑚̇𝑎4 = 𝑚̇𝑎5

(5.9)

𝑚̇𝑎5 = 𝑚̇𝑎6 + 𝑚̇𝑎7

(5.10)

and

for the case of recirculation where 𝑚̇𝑎 denotes the mass flow rate of the air at the
particular state point. Performing a mass balance on the mixing box, the amount of air to
be recirculated, 𝑚̇𝑎6 , may be expressed as
𝑚̇𝑎6 = 𝑚̇𝑎4 − 𝑚̇𝑎0

(5.11)

For the case where there is no recirculation, the mass flow rate of air at state 6, 𝑚̇𝑎6 , is
zero causing the mass balance to be
𝑚̇𝑎0 = 𝑚̇𝑎1 = 𝑚̇𝑎2 = 𝑚̇𝑎3 = 𝑚̇𝑎4 = 𝑚̇𝑎5 = 𝑚̇𝑎7

(5.12)

For the case of 100% recirculation, the following mass balance is true
𝑚̇𝑎1 = 𝑚̇𝑎2 = 𝑚̇𝑎3 = 𝑚̇𝑎4 = 𝑚̇𝑎5 = 𝑚̇𝑎6

(5.13)

The sensible cooling load can be expressed as
𝑄̇𝑠 = 𝑚̇𝑎4 𝑞𝑠

(5.14)

where 𝑚̇𝑎4 is the mass flow rate of the air at state 4 and 𝑞𝑠 is the sensible cooling load on
a per mass basis. Performing an energy balance on the conditioned space, the total
cooling load of the conditioned space, 𝑄̇𝑡𝑜𝑡𝑎𝑙 , may be expressed as
𝑄̇𝑡𝑜𝑡𝑎𝑙 = 𝑚̇𝑎4 (ℎ4 − ℎ3 )

(5.15)

𝑘𝐽

where ℎ4 is the specific enthalpy of state 4 in 𝑘𝑔. To find the specific enthalpy at state 3,
ℎ3 , Equation (4.3) can be used by expressing the sensible cooling load, 𝑄̇𝑠 , and the total
cooling load, 𝑄̇𝑡𝑜𝑡𝑎𝑙 , as their definitions shown in Equation (4.14) and Equation (4.15),
respectively. Equation (4.3) can then be written as
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𝑚̇𝑎4 𝑞𝑠
𝑎4 (ℎ4 −ℎ3 )

𝑆𝐻𝑅 = 𝑚̇

=ℎ

𝑞𝑠

4 −ℎ3

(5.16)

Solving Equation (4.16) of the specific enthalpy at state 3, ℎ3 , yields
𝑞

(5.17)

𝑠
ℎ3 = ℎ4 − 𝑆𝐻𝑅

The mass flow rate of air at state 4, 𝑚̇𝑎4 , is found by
𝑄̇

(5.18)

𝑚̇𝑎4 = ℎ 𝑡𝑜𝑡𝑎𝑙
−ℎ
4

3

The heat added by the supply fan, 𝑄̇𝑠𝑓 , in 𝐽 may be approximated by
(5.19)

𝑄̇𝑠𝑓 = 𝑉𝑠 𝐼𝑠 (1 − 𝜂𝑠 )

where 𝑉𝑠 is the supply voltage in 𝑉, 𝐼𝑠 is the current draw in 𝐴, and 𝜂𝑠 is the efficiency of
the supply fan. Likewise, the heat added by the return fan, 𝑄̇𝑟𝑓 , in 𝐽 may be approximated
by
(5.20)

𝑄̇𝑟𝑓 = 𝑉𝑠 𝐼𝑟 (1 − 𝜂𝑟 )

where 𝐼𝑟 is the current draw in 𝐴, and 𝜂𝑟 is the efficiency of the return fan. Performing an
energy balance on the supply fan, the specific enthalpy at state 2, ℎ2 , can be expressed as
𝑄̇

(5.21)

ℎ2 = ℎ3 − 𝑚̇𝑠𝑓

𝑎4

Similarly, the specific enthalpy of state 5, ℎ5 , can be expressed as
𝑄̇

(5.22)

ℎ5 = 𝑚̇𝑟𝑓 + ℎ4
𝑎4

𝑚3

The specific volume of the outside state, 𝜈0 , in

𝑘𝑔

is found by

1+1.6078𝜔0

𝜈0 = 287.1𝑇0 (

𝑃𝑎𝑡𝑚

)

(5.23)

where 𝑇0 is in 𝐾. For the case of recirculation, the mass flow rate of air from the outside
state, 𝑚̇𝑎0 , in

𝑘𝑔
𝑠

is found by
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𝑉̇

(5.24)

𝑚̇𝑎0 = 𝜈0

0
3

𝑚
where 𝑉̇0 is the volumetric flow rate of air from the outside in 𝑠 . The specific enthalpy

at state 1, ℎ1 , is then expressed as
ℎ1 =

𝑚̇𝑎0 ℎ0 +𝑚̇𝑎6 ℎ5
𝑚̇𝑎0 +𝑚̇𝑎6

(5.25)

Performing an energy balance on the cooling coil, the required coil size, 𝑄̇𝑐𝑜𝑖𝑙 , for the
case of recirculation, may be found as
𝑄̇𝑐𝑜𝑖𝑙 = 𝑚̇𝑎4 (ℎ1 − ℎ2 )

(5.26)

For the case of no recirculation, the required coil size may be found as
𝑄̇𝑐𝑜𝑖𝑙 = 𝑚̇𝑎4 (ℎ0 − ℎ2 )

(5.27)

For the case of 100% recirculation, the required coil size may be found as
𝑄̇𝑐𝑜𝑖𝑙 = 𝑚̇𝑎4 (ℎ1 − ℎ2 )
A block diagram of the HVAC system with and without recirculation, as well as the
HVAC system with 100% recirculation are shown in Figure 5.2, 5.3, and 5.4,
respectively.
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(5.28)

Figure 5.2

Block diagram of HVAC system with recirculation
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Figure 5.3

Block diagram of HVAC without recirculation
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Figure 5.4

Block diagram of HVAC system with 100% recirculation

External inputs are denoted by circles while system components and system components
outputs are denoted by rectangles.

Table 5.1 shows the nominal values, and random uncertainties of the different external
inputs of the HVAC system.
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Table 5.1

Various external input parameters for HVAC system
Variable (units)
∆𝑇43 (𝐾)
𝑉𝑠 (𝑉)
𝜂𝑟
𝐼𝑟 (𝐴)
𝜂𝑠
𝐼𝑠 (𝐴)
𝜙4
𝑇4 (℃)
𝑄̇𝑙 (𝑘𝑊)
𝑄̇𝑠 (𝑘𝑊)
𝑚3
𝑉̇0 ( )
𝑠

Nominal Value
10
115 [62]
0.59 [62]
3.516 Residential [62]
17.58 Commercial [62]
0.59 [62]
3.516 Residential [62]
17.58 Commercial [62]
0.5 [39]
24 [39]
1.15 Residential
2.4 Commercial
6.35 Residential
19 Commercial
0.085 Residential [63]
0.11 Commercial [63]

Rand Uncertainty
1
11.5
0.155 [62]
0.3516 Residential [62]
0.455 Commercial [62]
0.155 [62]
0.3516 Residential [62]
0.455 Commercial [62]
0.05
2.4
0.253 Residential
0.528 Commercial
1.397 Residential
4.18 Commercial
0.0085 Residential [63]
0.011 Commercial [63]

External inputs specific to a site location (𝜙0 , 𝑇0 , and 𝑧) are not shown in Table 5.1.
Table 5.2 and 5.3 have the temperature, and relative humidity nominal values of the
specific site locations, respectively.
Table 5.2

Outdoor temperatures for HVAC system
Location
Chicago, IL
Fairbanks, AK
Fort Worth, TX
Memphis, TN
Mobile, AL

Nominal Value (℃) Random Uncertainty (℃)
31.6 [39]
0.2443
25.6 [39]
0.3154
37.5 [39]
0.2128
34.4 [39]
0.2082
33.2 [39]
0.1967
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Table 5.3

Outdoor relative humidity for HVAC system
Location
Chicago, IL
Fairbanks, AK
Fort Worth, TX
Memphis, TN
Mobile, AL

Nominal Value (%) Random Uncertainty (%)
61.0
0.35
48.1
0.41
44.6
0.43
57.9
0.38
63.4
0.44

The nominal values for these external inputs were selected from ASHRAE Fundamentals
2009 [39] Climatic Design Information. The nominal values used from ASHRAE
Climatic Design Information where the 1% mean coincident dehumidification humidity
ratio, cooling dry bulb temperature, and the site location elevation. The nominal value of
the volumetric flow rate of air from the outside for the recirculation configuration was
selected in accordance with ASHRAE standard 62.1 [63]. In the recirculation
configuration of the system, the percent recirculated by mass is approximately 15% and
6.5% for the residential and commercial building, respectively. All other nominal values
for external inputs where selected based on typical values for the particular external
input. The random uncertainties of the return and supply fan efficiencies where calculated
using manufacturer data [62]. The random uncertainties of the latent and sensible heat of
the condition space where taken to be approximately 22% of their nominal value in
accordance with [40] [41] [42]. The random uncertainty of the elevation was taken to be
zero. The random uncertainties of the outside temperature, and relative humidity where
calculated using TMY3 data for the particular location and are shown in Table 5.2 and
5.3, respectively. All other random uncertainties of the external inputs are taken to be ten
percent of their corresponding nominal values. The systematic uncertainties of the
external inputs that are introduced into the system are a result of various data acquisition
76

units and sensors that could be used in the system. The following is a list of potential data
acquisition units and sensors that might be used to measure the various external inputs:
•

Fan voltage supply, 𝑉𝑠 - National Instruments NI 9242 data acquisition unit [64]

•

Return and supply fan current draw, 𝐼𝑟 and 𝐼𝑠 - National Instruments NI 9246 data
acquisition unit [65]

•

Relative humidity for outside and conditioned space air, 𝜙0 and 𝜙4 - Maxdetect
RHT03 [66]

•

Temperature for outside and conditioned space air, 𝑇0 and 𝑇4 - Maxdetect RHT03
[66]

•

Temperature drop between state 3 and 4, ∆𝑇43 - National Instruments NI 6008
[67]

•

Volumetric flow rate of air from outside, 𝑉̇0 - General DCFM8906 [68]

•

Location elevation, 𝑧 - ADH Technology Co. Ltd. GP-735 [69]

All other systematic uncertainties of external inputs are assumed to be zero.

5.2

Results

In this section, the results from the modular uncertainty analysis of the HVAC sizing are
presented.
Figure 5.5 shows the values of 𝑄̇𝑐𝑜𝑖𝑙 in 𝑘𝑊 for the cases of a residential building with
recirculation and with 100% recirculation, and a commercial building with no
recirculation and with recirculation at the five different site locations.
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Figure 5.5

HVAC cooling coil size with uncertainty bands

Also shown in Figure 5.5 are the uncertainties of the values of 𝑄̇𝑐𝑜𝑖𝑙 indicated by the error
bars on the figure. The cooling coil size, 𝑄̇𝑐𝑜𝑖𝑙 , range from approximately 7.8 to 94 𝑘𝑊
with the residential building with 100% recirculation at any location being the lowest
and the commercial building with no recirculation at Memphis, TN being the greatest.
The uncertainty associated with the cooling coil size were the least for any location of the
residential building with 100% recirculation with a value of approximately 14 𝑘𝑊
(approximately 18%) and the greatest for the commercial building with no recirculation
with a value of approximately 25 𝑘𝑊 (approximately 26%).

Figure 5.6 through Figure 5.13 show the UMF and UPC values of 𝑄̇𝑐𝑜𝑖𝑙 with respect to
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each external input for each site location for the HVAC system. Figure 5.6 shows the
UMF values of 𝑄̇𝑐𝑜𝑖𝑙 for the residential building with recirculation.

Figure 5.6

UMF of cooling coil size for residential building with recirculation

It may be seen that the UMF values for the 𝑉𝑠 , 𝐼𝑠 , 𝐼𝑟 , 𝜂𝑠 , 𝜂𝑟 , ∆𝑇43 , and 𝑧 external inputs
are approximately zero. The external inputs 𝜙4 , 𝑇4 , 𝑄̇𝑠 , 𝑄̇𝑙 , 𝑉̇0, 𝜙0 , and 𝑇0 range from
approximately 0.1 to 1.1 with 𝑄̇𝑙 being the least and 𝑇0 being the greatest. The site
locations all have very similar results with the exception of Fairbanks, AK. The external
inputs𝜙4 , 𝑇4 , 𝑄̇𝑠 , and 𝑄̇𝑙 for Fairbanks, AK are approximately 0.1 to 0.2 higher than other
site locations. The external inputs 𝑉̇0, 𝜙0 , and 𝑇0 for Fairbanks, AK are approximately
0.1 to 0.2 lower than other site locations. Figure 5.7 shows the UMF value of 𝑄̇𝑐𝑜𝑖𝑙 for
the residential building with 100% recirculation.
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Figure 5.7

UMF of cooling coil size for residential building with 100% recirculation

It may be seen that the UMF values for the 𝑉𝑠 , 𝐼𝑠 , 𝐼𝑟 , 𝜂𝑠 , 𝜂𝑟 , 𝜙4 , 𝑇4 , ∆𝑇43 , and 𝑧 external
inputs are approximately zero. The external inputs 𝑄̇𝑠 , and 𝑄̇𝑙 range from approximately
0.15 to 0.8 with 𝑄̇𝑙 being the least and 𝑄̇𝑠 being the greatest. The site locations all have
very similar results. Figure 5.8 shows the UMF values of 𝑄̇𝑐𝑜𝑖𝑙 for the commercial
building with no recirculation.
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Figure 5.8

UMF of cooling coil size for commercial building with no recirculation

It may be seen that the UMF values for the 𝑉𝑠 , 𝐼𝑠 , 𝜂𝑠 , 𝑄̇𝑙 , and 𝑧 external inputs are
approximately zero. The external inputs 𝜙4 , 𝑇4 , ∆𝑇43 , 𝑄̇𝑠 , 𝜙0 , and 𝑇0 range from
approximately 0.5 to 4.5 with 𝜙4 being the least and 𝑇0 being the greatest. The site
locations all have very similar results with the exception of Fairbanks, AK. The external
inputs 𝜙4 , 𝑇4 , 𝜙0 , and 𝑇0 for Fairbanks, AK are approximately 0.75 to 2.5 higher than
other site locations. The external input 𝑄̇𝑠 for Fairbanks, AK is in line with the other site
locations. The external input ∆𝑇43 for Fairbanks, AK is approximately 0.5 lower than
other site locations. Figure 5.9 shows the UMF values of 𝑄̇𝑐𝑜𝑖𝑙 for the commercial
building with recirculation.
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Figure 5.9

UMF of cooling coil size for commercial building with recirculation

It may be seen that the UMF values for the 𝑉𝑠 , 𝐼𝑠 , 𝐼𝑟 , 𝜂𝑠 , 𝜂𝑟 , ∆𝑇43 , and 𝑧 external inputs
are approximately zero. The external inputs 𝜙4 , 𝑇4 , 𝑄̇𝑠 , 𝑄̇𝑙 , 𝑉̇0, 𝜙0 , and 𝑇0 range from
approximately 0.1 to 0.85 with 𝑄̇𝑙 being the least and 𝑄̇𝑠 being the greatest. The site
locations all have very similar results with the exception of Fairbanks, AK. The external
inputs 𝜙4 , 𝑇4 , and 𝑄̇𝑠 for Fairbanks, AK are approximately 0.05 to 0.1 higher than other
site locations. The external input Q &dot; l for Fairbanks, AK is in line with the other site
locations. The external inputs 𝑉̇0, 𝜙0 , and 𝑇0 for Fairbanks, AK are approximately 0.05 to
0.2 lower than other site locations. Figure 5.10 shows the UPC values of 𝑄̇𝑐𝑜𝑖𝑙 for the
residential building with recirculation.
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Figure 5.10

UPC of cooling coil size for residential building with recirculation

It may be seen that the UPC values for the 𝑉𝑠 , 𝐼𝑠 , 𝐼𝑟 , 𝜂𝑠 , 𝜂𝑟 , 𝜙4 , ∆𝑇43 , 𝑄̇𝑙 , 𝑧, 𝜙0 , and 𝑇0
external inputs are approximately zero. The external inputs 𝑇4 , 𝑄̇𝑠 , and 𝑉̇0 range from
approximately 10% to 80% with 𝑉̇0 being the least and 𝑄̇𝑠 being the greatest. The site
locations all have very similar results. Figure 5.11 shows the UPC value of 𝑄̇𝑐𝑜𝑖𝑙 for the
residential building with 100% recirculation.
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Figure 5.11

UPC of cooling coil size for residential building with 100% recirculation

It may be seen that the UPC values for all the external inputs except for 𝑄̇𝑠 , and 𝑄̇𝑙 are
approximately zero. The external inputs 𝑄̇𝑠 , and 𝑄̇𝑙 range from approximately 2.5% to
95% with 𝑄̇𝑙 being the least and 𝑄̇𝑠 being the greatest. The site locations all have very
similar results. Figure 5.12 shows the UPC values of 𝑄̇𝑐𝑜𝑖𝑙 for the commercial building
with no recirculation.
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Figure 5.12

UPC of cooling coil size for commercial building with no recirculation

It may be seen that the UPC values for the 𝑉𝑠 , 𝐼𝑠 , 𝜂𝑠 , 𝑄̇𝑙 , and 𝑧 external inputs are
approximately zero. The external inputs 𝜙4 , 𝑇4 , ∆𝑇43 , 𝑄̇𝑠 , 𝜙0 , and 𝑇0 range from
approximately 5% to 60% with 𝜙0 being the least and 𝑄̇𝑠 being the greatest. The site
locations all have very similar results with the exception of Fairbanks, AK. The external
inputs 𝜙4 , and 𝑇4 for Fairbanks, AK are approximately 5% to 45% higher than other site
locations. The external inputs 𝜙0 , and 𝑇0 for Fairbanks, AK are in line with the other site
locations. The external input ∆𝑇43 , and 𝑄̇𝑠 for Fairbanks, AK are approximately 5% to
45% lower than other site locations. Figure 5.13 shows the UPC values of 𝑄̇𝑐𝑜𝑖𝑙 for the
commercial building with recirculation.
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Figure 5.13

UPC of cooling coil size for commercial building with recirculation

It may be seen that the UPC values for all the external inputs except 𝑇4 , and 𝑄̇𝑠 are
approximately zero. The external inputs 𝑇4 , and 𝑄̇𝑠 range from approximately 5% to
95% with 𝑇4 being the least and 𝑄̇𝑠 being the greatest. The site locations all have very
similar results.
5.3

Conclusions

This study investigated the parameters of an HVAC system that are critical to the
uncertainty of the HVAC cooling coil size. The effects of the location and the
configuration of the system on the cooling coil size and its uncertainty where also
analyzed. It was found that recirculation plays an important role in the cooling coil size.
When the system has no recirculation, a much larger cooling coil size is required. The
uncertainty associated with the cooling coil size was shown to be as high as 26% in
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certain case which may influence the selection of the nominal HVAC unit size. A smaller
HVAC unit may be selected and still be adequate for the particular building due to the
uncertainty band associated with the cooling coil size. The external inputs 𝑉𝑠 , 𝐼𝑠 , 𝐼𝑟 , 𝜂𝑠 ,
𝜂𝑟 , and 𝑧 all had negligible UMF values with respect to the cooling coil size regardless of
the site location and system configuration. This indicates that the cooling coil size
uncertainty is not sensitive to those particular external inputs for any location and system
configuration. The external inputs 𝑇4 , 𝑄̇𝑠 , and 𝑇0 in all cases except for the case of the
residential building with 100% recirculation had a significant UMF value indicating that
cooling coil size uncertainty is sensitive to those particular external inputs. This
highlights that special attention must be given to the conditioned space temperature set
point, the estimated sensible heat of the conditioned space, and the outside conditions for
cases where outside air is used by the HVAC system. The temperature drop from state 3
to state 4, ∆𝑇43 , in all cases except for the commercial building with no recirculation had
a negligible UMF value indicting that in the cases of recirculation, the HVAC system is
not sensitive to ∆𝑇43 . In many of the cases, the Fairbanks, AK location produces lower or
higher (depending on the external inputs) UMF values. This is likely due to the outside
conditions in Fairbanks, AK which are much different than the other site locations.

The external inputs 𝑉𝑠 , 𝐼𝑠 , 𝐼𝑟 , 𝜂𝑠 , 𝜂𝑟 , and 𝑧 all had negligible UPC values with respect to
the cooling coil size regardless of the site location and system configuration. This
indicates that those external inputs do not contribute to the cooling coil size uncertainty
for any location and system configuration. In all cases, the sensible heat of the
conditioned space contributed the most to the cooling coil size uncertainty with the least
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being approximately 60% in the case of the commercial building with no recirculation
and the most being approximately 95% in the case of the residential building with 100%
recirculation. The only major contributors in the case of the residential building with
100% recirculation were 𝑄̇𝑠 , and 𝑄̇𝑙 with approximately 95% and 2.5% to 5%,
respectively. For the residential building with 100% recirculation, the results where
independent of site locations. Only in the case of the commercial building with no
recirculation did the temperature drop from state 3 to state 4 contribute a somewhat
significant amount towards the cooling coil size uncertainty with approximately 7.5%.
Other external inputs that contribute to cooling coil size uncertainty are 𝑇4 , 𝑄̇𝑙 , and 𝑉̇0.
The conditioned space temperature set point contribution for all cases ranged from as
little as 2.5% to upwards of 20%. The latent heat of the conditioned space contributed
approximately 2.5% to 5% regardless of the site location and system configuration. Only
in the case of no recirculation did the outside conditions (𝜙0 , and 𝑇0 ) contribute a
significant amount (approximately 2.5% each). In general, the uncertainty of the sensible
heat of the conditioned space dictated the total uncertainty of the cooling coil size.
Special attention should be given to the sensible heat of the conditioned space when
analyzing a HVAC system similar to HVAC system discussed in this study.
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SUMMARY, CONCLUSIONS, AND FUTURE WORK
6.1

Summary and Conclusions

This dissertation first began by introducing a literature review of various engineering
systems in Chapter I. The chapter first begins by discussing CHP systems. It discusses
basics of CHP systems and how the goal of a CHP system is to provide heating and
power to a building via the use of a power generation unit (PGU) that produces electricity
and heat through exhaust heat. A CHP system is most commonly operated in three basic
operating strategies known as base loading (BL), following the electrical load (FEL), and
following the thermal load (FTL). Many studies have focused on the performance of CHP
systems by analyzing various aspects of the CHP system. Many studies have also focused
on the operating strategies selection of a CHP system. Different operating strategies
perform better or worse subject to various operating conditions. The chapter then
continues the literature review of internal combustion engines (ICE) with a bottoming
organic Rankine cycle (ORC). ICEs often reject large amounts of heat through their
exhaust that may be recovered by an ORC. An ORC is a Rankine cycle that uses an
organic fluid as its working fluid. This allows for cycle operation at lower temperature
reserves than a traditional Rankine cycle. For this reason, an ORC is well suited to be
paired with an ICE. Many researchers have focused various aspects of ICEs and ORCs
ranging from cycle efficiency to emissions minimization. The chapter then concludes
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with a literature review of heating, ventilation, and air conditioning (HVAC) systems.
HVAC systems are quite common in both residential and commercial buildings. As such,
much attention has been to HVAC in the way of research. The task of design and analysis
of HVAC typically falls to that of the mechanical engineer. The HVAC system has
numerous factors that affect performance and efficiency of the system ranging from
location conditions to building construction to system configuration. Many studies have
focused on these very aspects. A thorough understanding of the roles various parameters
play in the overall system performance and efficiency is crucial to the mechanical
engineer.

In Chapter II, the modular uncertainty technique is introduced. It then extends the
modular technique to include other useful uncertainty analysis parameters, the modular
uncertainty magnification factor (UMF) and the modular uncertainty percent contribution
(UPC). The UMF and UPC parameters are useful quantities when conducting an
uncertainty analysis of a system. The UMF indicates how a system input propagates
through the system. The UPC is a measure of how much a system input contributes to a
system component or output. These parameters provide a picture of how certain system
inputs affect the overall system.

In Chapter III, the modular uncertainty technique is applied to a CHP system. The CHP
system consists of a typical Chicago, Illinois restaurant that has heating and electrical
needs. A cost savings study is conducted to investigate the benefits of CHP system over a
conventional system (i.e. one in which no PGU is used). In addition to this cost savings
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study, the uncertainties of the cost savings were calculated. BL, FEL, and FTL
configurations of the CHP system were studied in the cost savings study. It was shown
that a blanketed state of one CHP system configuration is better than another could not
definitely be made. The study looked at a cost analysis based on both an hourly and
monthly inputs. For hourly inputs, it was shown that savings could be made when using
any CHP configuration between the months of April to November with a certain degree
of confidence. For monthly inputs, it was shown that savings could be made when using
any CHP configuration between the months of October to May with a certain degree of
confidence. In both cases, the choice between the three CHP configurations could not be
made for any months. In the case of monthly inputs, many of the operating costs for a
particular month are identical in the different CHP system configurations.

In Chapter IV, the modular uncertainty technique is applied to an ICE with a bottoming
ORC system. A natural gas fueled ICE is used to produce work and the exhaust is then
routed through a heat exchanger that is part of the heat recover portion of the ORC. The
working fluid used in the ORC is R113 which has been shown to produce promising
results. The modular UMF and UPC values of various system inputs are calculated for
various quantities of interest namely the work output of the ICE, the work output of the
ORC, the efficiency of the ORC, and the efficiency of the entire ICE-ORC system. For
the work output of the ICE, the fuel parameters and engine efficiency have UMF values
of approximately one while all other system inputs are approximately zero. For the work
output of the ORC, the fuel parameters, air-fuel ratio, exhaust parameters (except the
exhaust temperature), heat exchanger effectiveness, and the turbine efficiency all have
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UMF values of approximately one. Except for the exhaust and state 1 temperatures, all
other parameters have UMF values of approximately zero. The exhaust and state 1
temperatures have UMF values of approximately 1.75 and 2.5, respectively. For the
efficiency of the ORC, the UMF values of all system inputs are approximately zero
except for the turbine efficiency and the state 1 temperature. The turbine efficiency UMF
value is approximately one while the temperature at state 1 is approximately 1.75. For the
efficiency of the entire ICE-ORC system, the UMF values of all system inputs are
approximately zero except for ICE efficiency. The UPC values for the work output of the
ICE show that the volumetric flow rate of the natural gas fuel is the largest contributor to
the total uncertainty followed by the lower heating value of the fuel and the ICE
efficiency. For the work output of the ORC, the UPC values indicate that the largest
contributors to the total uncertainty are turbine efficiency, and heat exchanger
effectiveness. The air-fuel ratio, volumetric flow rate of the natural gas fuel, and the
specific heat of the exhaust also make a noticeable contribution to the total uncertainty.
For the efficiency of the ORC system, the UPC values indicate that the turbine efficiency
dominates the total uncertainty for approximately 100% contribution. For the efficiency
of the overall ICE-ORC system, the UPC values indicate that the ICE efficiency makes
the largest contribution followed by the turbine efficiency, heat exchanger effectiveness,
and the air-fuel ratio.

In Chapter V, the modular uncertainty technique is applied to a HVAC system. The
HVAC system is configured in three different configurations for two buildings types for
five U.S. locations. The configurations consisted of a case where no recirculation occurs,
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where partial recirculation occurs, and where 100% recirculation occurs. Both residential
and commercial buildings are considered for Chicago, IL; Fairbanks, AK; Fort Worth,
TX; Memphis, TN; and Mobile, AL. The cooling coil size with its uncertainty is
calculated for the various configurations, buildings, and locations. The UMF and UPC
values for particular system inputs are also calculated for the various systems. This study
shows that the modular uncertainty technique is well suited for analyses where different
sets of system parameter values are being used or where different system configurations
are being investigated. It is shown that the selection of the HVAC cooling coil size
cannot readily be determined when uncertainty bands overlap adjacent nominal unit sizes.
This study is particularly good practice for the mechanical engineering student when
understanding of the crucial system parameters to be understood.
6.2

Future Work

The present work has extended the modular uncertainty technique to include the
uncertainty magnification factor, and the uncertainty percent contribution. In Chapter II,
these two metrics are presented. Further features can be added to the modular technique.
One such feature is the ability to conduct an uncertainty analysis when asymmetric
uncertainties are present. Another feature that may be incorporated is a check for the
validity of the Taylor series expansion that is performed. The system inputs are perturbed
and the system components then checked for linearity about the system inputs nominal
values.

The present work has also demonstrated the use of the modular technique on various
complex engineering systems. In Chapter III, IV, and V various complex engineering
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systems are analyzed using the modular technique. Other analyses may be conducted
other complex engineering systems. Particularly, systems that implement either finite
element analysis (FEA), or computation fluid dynamics (CFD) may be conducted.
Implementing the modular technique would illustrate some of the definite benefits of the
technique. FEA and CFD already implement matrix operations to complete the task so
the modular technique is well suited for pairing with such an analysis. Further work may
be conducted to optimize the computation of the modular technique. Optimizations may
occur through the use of sparse matrices or reformulating principal equations to save on
computation time.
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