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Riemannian cubics are curves that generalise cubic polynomials to arbitrary Riemannian
manifolds, in the same way that geodesics generalise straight lines. Considering that
geodesics can be extended indeﬁnitely in any complete manifold, we ask whether
Riemannian cubics can also be extended indeﬁnitely. We ﬁnd that there are always
exceptions in Riemannian manifolds with strictly negative sectional curvature. On the
other hand, we show that Riemannian cubics can always be extended in complete locally
symmetric Riemannian manifolds of non-negative curvature.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The problem of interpolating a sequence of points in a Riemannian manifold M using a curve has led to the proposal
of Riemannian cubics. Given a smooth map x : [0, T ] → M , and a vector ﬁeld X deﬁned along x, write DXdt for the covariant
derivative of X along x. A Riemannian cubic is a critical point of the total squared acceleration
T∫
0
〈
D
dt
dx
dt
,
D
dt
dx
dt
〉
dt, (1)
among those curves with speciﬁed values for x(0), x(T ), dxdt (0),
dx
dt (T ). The Euler–Lagrange equation is (see [8])
D3
dt3
dx
dt
= −R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
(2)
where R is the Riemannian curvature tensor. Interpolation curves formed from piecewise Riemannian cubics were inde-
pendently proposed for applications in computer graphics in [2], for statistics in [4] (although the paper’s main concern is
another interpolation method), and for robotic control in [8]. The integral (1) is one of the simplest functionals depending
on second derivatives – we see Riemannian cubics as a prototype for the study of higher order variational problems.
Riemannian cubics are higher order geodesics, in the same relation to geodesics as cubic polynomials are to aﬃne
lines. The mathematics of cubics is known to be much richer than for geodesics, even concerning questions about the
basic properties of these curves. In the present paper, motivated by the large body of work on the long term dynamics of
geodesics (see for example [3,11]), we answer some simple questions about the long term dynamics of Riemannian cubics.
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lem (1). In the rotation group SO(3) equipped with a bi-invariant metric, geodesics are projective lines, while the long term
dynamics of (2) are complicated. (See [6] for the long term dynamics of typical Riemannian cubics in SO(3), or [5,7] for a
special case about which more is known.)
Any compact semisimple Lie group admits a bi-invariant Riemannian metric, and the solutions of (2) can be extended
to the whole real line. This was proven in [6] for SO(3) but the method there applies in the general case of a compact
semisimple Lie group. As we will see in this paper, in any locally symmetric complete Riemannian manifold whose sectional
curvature is everywhere non-negative, the Riemannian cubics can be extended to the real line. Surprisingly, the situation is
completely different for spaces of negative sectional curvature.
In an arbitrary complete Riemannian manifold M with a speciﬁed point p, one deﬁnes the map expp : T pM → M which
takes the vector A ∈ T pM to x(1), where x is the geodesic with x(0) = p and dxdt (0) = A. If M is locally symmetric with non-
negative sectional curvature, we can do something similar for Riemannian cubics: for a speciﬁed p ∈ M and A ∈ T pM let
expA : T pM⊕ T pM → TM be the map which takes B , C to dxdt (1) where x is the cubic with x(0) = p, dxdt (0) = A, Ddt dxdt (0) = B ,
D2
dt2
dx
dt (0) = C . On arbitrary M this map may only be deﬁned on a subset of T pM ⊕ T pM . We will show that if the sectional
curvature is strictly negative, there exist initial conditions for which Eq. (2) does not have solutions for all t ∈ R. Since
cubics stay cubics after the reparametrisation t → αt (where α ∈ R), there exist initial conditions for which the equations
do not have solutions deﬁned even on the interval [0,1].
Write K (σ ) for the sectional curvature in a tangent plane σ of some point in M . We say that M has strictly negative
sectional curvature if there exists some λ > 0 such that for any x ∈ M and any plane σ in TxM , we have K (σ )−λ.
The main results of the paper are as follows: In Section 3 we prove the main theorem that in any manifold of strictly
negative curvature, initial conditions can be chosen for Riemannian cubics whose speed diverges to inﬁnity in ﬁnite time;
thus these cubics cannot be extended to R. After that we restrict our attention to locally symmetric spaces. In Section 5 we
give an example: we ﬁnd initial conditions for a cubic in the hyperbolic plane for which 〈 dxdt , dxdt 〉 can be solved exactly; it
diverges in ﬁnite time. In Section 6 we prove that in locally symmetric spaces of non-negative sectional curvature, Riemannian
cubics can be extended to R.
For some applications length may be incorporated into the functional. Riemannian cubics in tension are critical points of
T∫
0
〈
D
dt
dx
dt
,
D
dt
dx
dt
〉
+ τ
〈
dx
dt
,
dx
dt
〉
dt
where τ is a positive real constant. The Euler–Lagrange equation is
D3
dt3
dx
dt
= −R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
+ τ D
dt
dx
dt
. (3)
Cubics in tension were introduced in [13,14] (where they are called elastic curves). Their behaviour in a Lie group with a bi-
invariant metric, and in particular in SO(3), is studied in [14,9,10]. The results of Sections 3 and 6 apply also to Riemannian
cubics in tension.
2. Preliminary calculations
In this section we make some calculations that will be needed throughout the paper. Recall the following identities of
the Riemannian curvature tensor R . For X , Y , Z , W tangent vectors at a point (see for example [12, Chapter 15]):
R(X, Y )Z = −R(Y , X)Z , (4)〈
R(X, Y )Z ,W
〉= −〈R(X, Y )W , Z 〉, (5)〈
R(X, Y )Z ,W
〉= 〈R(W , Z)Y , X 〉. (6)
Let p be a point in a Riemannian manifold M and let X, Y ∈ T pM be linearly independent. The sectional curvature in the
plane σ = span{X, Y } is
K (σ ) = 〈R(X, Y )Y , X〉〈X, X〉〈Y , Y 〉 − 〈X, Y 〉2 (7)
which, because of the symmetries of R , does not depend upon the choice of X and Y spanning σ .
Let τ  0. (We treat (2) as a special case of (3) with τ = 0.) For any solution x : (t−, t+) → M of (3) and for non-negative
integers i, j deﬁne
Fij =
〈
Di
dti
dx
dt
,
D j
dt j
dx
dt
〉
.
Then we have
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hold:
d
dt
F00 = 2F10, (8)
d
dt
F10 = F20 + F11, (9)
d
dt
F20 = τ F10 + F21, (10)
d
dt
F11 = 2F21, (11)
d
dt
F21  λ
(
F11F00 − F 210
)+ τ F11 + F22, (12)
F11F00 − F 210  0, (13)
F22F00 − F 220  0, (14)
F22F11 − F 221  0. (15)
Proof. Eqs. (8), (9) and (11) need only the deﬁnition of Fij . Eq. (10) follows by differentiating F20, substituting (3) and
using (5). Eqs. (13), (14), (15) are all Cauchy–Schwarz inequalities. Eq. (12) follows by differentiating F21, substituting (3)
and (7), and using K (σ )−λ and (13). 
The following standard application of the Mean Value Theorem will be used repeatedly in the proof of the main theorem.
For u, v ∈Rn write u > v if ui > vi for every i ∈ {1, . . . ,n}. Also write u  v if ui  vi for every i ∈ {1, . . . ,n}.
Lemma 2. Suppose g, g† : [0, T ) →Rn are continuously differentiable and satisfy the following condition:whenever g(t) > g†(t), we
have also dgdt (t)
dg†
dt (t). Suppose too that g(0) > g
†(0). Then g(t) > g†(t) for all t ∈ [0, T ).
Proof. Using the Mean Value Theorem one can show that the set {t ∈ [0, T ): g(t) ≯ g†(t)} has no inﬁmum; thus it is
empty. 
3. Main theorem
Theorem 3. Suppose a Riemannian manifold M of dimension at least 2 has strictly negative sectional curvature. Let T ∈ (0,∞] and
x : [0, T ) → M be a solution of (3) satisfying the following constraints on the initial conditions:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
F00(0) > 0
F10(0) > 0
F20(0) + F11(0) > 0
F21(0) > 0
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
, (16)
(
F11F00 − F 210
)∣∣
t=0 > 0, (17)
(F21F00 − F20F10)|t=0 > 0, (18)
(F21F10 − F20F11)|t=0 > 0. (19)
Then T 	= ∞.
Remark. To see that such initial constraints can always be satisﬁed, choose an arbitrary x(0) ∈ M and an arbitrary orthonor-
mal pair of vectors A, B ∈ Tx(0)M . Let
dx
dt
(0) = A; D
dt
dx
dt
(0) = A + B; D
2
dt2
dx
dt
(0) = A + 2B.
Then it can be checked that (16), (17), (18), (19) hold.
Proof of Theorem 3. Let H = F20 + F11. Our strategy is as follows:
Step 1 If (16) holds then F00(t) > 0, F10(t) > 0, H(t) > 0, F21(t) > 0 for all t ∈ [0, T ).
M. Pauley, L. Noakes / Differential Geometry and its Applications 30 (2012) 694–701 697Step 2 Let
v = F21F10 − F20F11. (20)
If (16) and (19) then v(t) > 0 for all t ∈ [0, T ).
Step 3 Let
u = F11F00 − F 210. (21)
If (16), (17), (18), (19) then the following system of equations and inequalities holds:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
dt F00 = 2F10
d
dt F10 = H
d
dt H = τ F10 + 3F21
d
dt F21  λu
d2
dt2
u  2λF00u
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
with initial constraints
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
F00(0) > 0
F10(0) > 0
H(0) > 0
F21(0) > 0
u(0) > 0
d
dt u(0) > 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (22)
Step 4 If (16), (17), (18), (19), then, using (22), there exists T0 > 0 such that F00 is bounded below by the function
21/λ
(T0−t)2
and therefore F00 diverges to inﬁnity in time T  T0. The theorem follows.
Proof of Step 1. Firstly, from (12),
d
dt
F21  λ
(
F11F00 − F 210
)+ τ F11 + F22
 0,
by (13) and since F11 and F22 are non-negative by deﬁnition. From (8), (9), (10), (11) we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
d
dt F00 = 2F10
d
dt F10 = H
d
dt H = τ F10 + 3F21
d
dt F21  0
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
with initial constraints
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
F00(0) > 0
F10(0) > 0
H(0) > 0
F21(0) > 0
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
. (23)
Compare (23) with the system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
d
dt F
†
00 = 0
d
dt F
†
10 = 0
d
dt H
† = 0
d
dt F
†
21 = 0
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
with initial conditions
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
F †00(0) = 0
F †10(0) = 0
H†(0) = 0
F †21(0) = 0
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
the solution of which is F †00 = 0, F †10 = 0, H† = 0, F †21 = 0. These systems satisfy the hypothesis of Lemma 2, so it follows
that F00 > 0, F10 > 0, H > 0 and F21 > 0 for all t ∈ [0, T ).
Proof of Step 2. Differentiating (20) and using (9), (10), (11), (12) and Step 1,
d
dt
v 
(
λ
(
F11F00 − F 210
)+ τ F11 + F22)F10 + F21(F20 + F11) − (τ F10 + F21)F11 − 2F20F21
= λ(F11F00 − F 210)F10 + F22F10 − F21F20.
But (13) and Step 1 imply that (F11F00 − F 210)F10 is non-negative, while (15) and Step 1 imply
F22F10 − F21F20  F
2
21
F11
F10 − F21F20
= F21
F11
v.
Thus ddt v 
F21
F11
v . By Step 1, F21F11 is positive. Now by Lemma 2 we can compare v to the solution v
† of ddt v
† = 0 with
v†(0) = 0. The solution of this is v†(t) = 0 and it follows that v(t) > 0 for all t ∈ [0, T ).
Proof of Step 3. The ﬁrst three lines of (22) are Eqs. (8), (9) and a combination of (10) and (11). The fourth line follows
from (12) because F22 and F11 are non-negative by deﬁnition. Differentiating the deﬁning formula of u,
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dt
u = 2F21F00 + 2F11F10 − 2F10(F20 + F11)
= 2(F21F00 − F20F10).
Thus (18) implies that ddt u(0) > 0. Differentiating again and using (13) and Step 1:
d2
dt2
u  2
(
λ
(
F11F00 − F 210
)+ τ F11 + F22)F00 + 4F21F10 − 2(τ F10 + F21)F10 − 2F20(F20 + F11)
= 2λF00u + 2τ
(
F11F00 − F 210
)+ 2(F22F00 − F 220)+ 2v.
By (13) and (14), we have 2τ (F11F00 − F 210) + 2(F22F00 − F 220) 0, and by Step 2, we have v > 0. So d
2u
dt2
 2λF00u, giving
the last line of (22).
Proof of Step 4. Choose T0 > 0 so large that
21/λ
T 20
< F00(0),
21/λ
T 30
< F10(0),
63/λ
T 40
< H(0),
84/λ
T 50
< F21(0),
420/λ2
T 60
< u(0),
2520/λ2
T 70
<
d
dt
u(0).
Compare system (22) with the system
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
dt F
†
00 = 2F †10
d
dt F
†
10 = H†
d
dt H
† = 3F †21
d
dt F
†
21 = λu†
d2
dt2
u† = 2λF †00u†
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
(24)
with initial conditions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F †00(0) = 21/λT 20
F †10(0) = 21/λT 30
H†(0) = 63/λ
T 40
F †21(0) = 84/λT 50
u†(0) = 420/λ2
T 60
d
dt u
†(0) = 2520/λ2
T 70
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
This system has as a solution:
F †00 =
21/λ
(T0 − t)2 , F
†
10 =
21/λ
(T0 − t)3 , H
† = 63/λ
(T0 − t)4 ,
F †21 =
84/λ
(T0 − t)5 , u
† = 420/λ
2
(T0 − t)6 ,
d
dt
u† = 2520/λ
2
(T0 − t)7 .
Now Lemma 2 can be applied to compare the systems (22) and (24). It follows in particular that F00 >
21/λ
(T0−t)2 and so
T  T0. 
4. A simpliﬁcation in locally symmetric spaces
The manifold M is called locally symmetric when the covariant derivative ∇R of the Riemannian curvature tensor satis-
ﬁes ∇R = 0 (see for example [12, Chapter 2]); this implies that for X , Y , Z vector ﬁelds deﬁned along the curve x,
D (
R(X, Y )Z
)= R
(
D
X, Y
)
Z + R
(
X,
D
Y
)
Z + R(X, Y ) D Z . (25)dt dt dt dt
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j
dt j
dx
dt 〉. The purpose of this section is to replace the equations of Lemma 1 with some simpler
equations when M is locally symmetric. We will use these equations in Section 5 to ﬁnd a Riemannian cubic for which
F00 can be solved exactly; and in Section 6 to show that Riemannian cubics can be extended to R in locally symmetric
Riemannian manifolds of non-negative sectional curvature.
Lemma 4. When M is a locally symmetric Riemannian manifold, for a Riemannian cubic in tension, x, there is a constant c˜ ∈ R such
that
F22 = −
〈
R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
,
D
dt
dx
dt
〉
+ τ F11 + c˜. (26)
There is a constant b˜ ∈R such that the following system of differential equations holds:
d
dt
F00 = 2F10, (27)
d
dt
F10 = 3
2
F11 + 1
2
τ F00 − 1
2
b˜, (28)
d
dt
F11 = 2F21, (29)
d
dt
F21 = −2K (σ )
(
F11F00 − F 210
)+ 2τ F11 + c˜ (30)
where K (σ ) is the sectional curvature of the plane spanned by dxdt and
D
dt
dx
dt .
Proof. Eqs. (27) and (29) are just Eqs. (8) and (11). Eq. (28) follows by combining (11), (10), (9) and (8) and integrating.
Only (26) and (30) require M to be a locally symmetric space. Directly from (3) we have
d
dt
F22 = −2
〈
R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
,
D2
dt2
dx
dt
〉
+ 2τ F21, (31)
while, by (25) and (4), (5), (6),
d
dt
〈
R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
,
D
dt
dx
dt
〉
= 2
〈
R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
,
D2
dt2
dx
dt
〉
. (32)
Combining (31) with (32) and (29), and integrating, we get (26). Eq. (30) follows since
d
dt
F21 = F31 + F22 =
〈
−R
(
D
dt
dx
dt
,
dx
dt
)
dx
dt
+ τ D
dt
dx
dt
,
D
dt
dx
dt
〉
+ F22,
and by (7). 
5. An example with exactly solved F00
Now let our manifold be the hyperbolic plane H2. It can be deﬁned as follows: Let J be the 3 × 3 diagonal matrix
with entries −1, 1, 1. We have a bilinear form 〈·,·〉 on R3 given by 〈u, v〉 = uT J v . Let H2 be the set of points x satisfying
〈x, x〉 = −1. The restriction of 〈·,·〉 to tangent planes of H2 is actually positive deﬁnite and we use it as the Riemannian
metric.
The hyperbolic plane is a symmetric space, and therefore a locally symmetric space (Riemannian curvature satisﬁes (25)).
In fact the sectional curvature K (σ ) is identically −1. Let τ = 0, so that we are considering plain Riemannian cubics. Choose
an arbitrary point x(0) ∈ H2 and an arbitrary orthonormal basis A, B of Tx(0)H2. Choose the initial conditions
dx
dt
(0) = √10A,
D
dt
dx
dt
(0) = √10A + √10B,
D2
dt2
dx
dt
(0) = √10A + 3√10B,
and suppose that x is a Riemannian cubic with these initial conditions. Then we have
F00(0) = 10, F10(0) = 10, F20(0) = 10,
F11(0) = 20, F21(0) = 40, F22(0) = 100,
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by way of (7) with K (σ ) = −1. Thus c˜ = 0. So,
d
dt
F00 = 2F10, d
dt
F10 = 3
2
F11,
d
dt
F11 = 2F21, d
dt
F21 = 2
(
F11F00 − F 210
)
.
The solution of this system with the given initial conditions is
F00(t) = 10
(1− t)2 , F10(t) =
10
(1− t)3 ,
F11(t) = 20
(1− t)4 , F21(t) =
40
(1− t)5 .
Remark. While geodesics and Riemannian cubics form distinguished families of curves in a Riemannian manifold, a confor-
mal manifold has a distinguished family of curves called the conformal circles or conformal geodesics (see for example [1]).
Conformal circles in an n-dimensional Riemannian or semi-Riemannian conformal manifold (n  3) are solutions of a sys-
tem of ordinary differential equations with 3n degrees of freedom. While the deﬁning equations involve a choice of a metric
representing the conformal structure, the set of solutions is independent of the choice. Conformal circles could themselves
make an interesting interpolant, as they could be pieced together in a way that introduces no jumps in direction.
Conformal circles have a family of natural parametrisations which are analogous to the arc-length parametrisations of a
geodesic. While the freedom in choosing an arc-length parametrisation of a geodesic is given by the group of translations
of R, the freedom in choosing a natural parametrisation of a conformal circle is given by the group of fractional linear
transformations. This gives rise to the following phenomenon. Under one natural parametrisation, a conformal circle may
converge to a point at either end of its interval of deﬁnition. Yet, with another natural parametrisation, the curve may go
smoothly through that point.
For a Riemannian cubic, there remains the question of whether it can converge to a point at either end of its in-
terval of deﬁnition, and if so, whether it could be smoothly extended past that point. It is hard to see how this phe-
nomenon would happen for cubics since they are invariant with respect to aﬃne transformations of the domain, rather
than fractional linear transformations. Moreover, in the example above, the arc-length of x (measured from t = 0) is∫ t
0
√
F00(τ )dτ = −
√
10 ln(1 − t). Thus as t → 1 the arc-length diverges to ∞, and as t → −∞ the arc-length diverges
to −∞. So in general, Riemannian cubics do not have the kind of extendibility that conformal circles have. It is not known
whether the phenomenon happens at all.
6. Locally symmetric spaces with non-negative curvature
The question of extendibility seems more diﬃcult in complete manifolds of non-negative sectional curvature. At least for
complete locally symmetric spaces the question can be answered. (We return to the general case of a cubic with or without
tension i.e. τ  0, b˜ and c˜ are arbitrary.)
Theorem 5. Let M be a complete locally symmetric Riemannian manifold such that K (σ ) 0 for any tangent plane σ at any point
of M. Then any solution of (3) can be extended to R.
Proof. Suppose that x, dxdt ,
D
dt
dx
dt ,
D2
dt2
dx
dt are deﬁned at some time t0. First we ﬁnd functions that bound Fii above (i = 0,1,2)
for t > t0. By (13) and the non-negative curvature, the term −2K (σ )(F11F00 − F10) in (30) is non-positive. Compare the
system of Eqs. (27), (28), (29), (30) with a new system formed by deleting this non-positive term:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
d
dt F
†
00 = 2F †10
d
dt F
†
10 = 32 F †11 + 12τ F †00 − 12 b˜
d
dt F
†
11 = 2F †21
d
dt F
†
21 = 2τ F †11 + c˜
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
(33)
with initial constraints⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
F †00(t0) > F00(t0)
F †10(t0) > F10(t0)
F †11(t0) > F11(t0)
F † (t ) > F (t )
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.21 0 21 0
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†
00, F
†
10, F
†
11, F
†
21 respectively. But (33)
is a linear system of ODEs, so the solutions exist for all time. Eq. (26) implies that F22  τ F11 + c˜ < τ F †11 + c˜.
Let
S = {T : the cubic x can be extended to [t0, T ]}.
If S is bounded above, let T¯ = sup S . Then since F †00, F †11 exist for all time, and are continuous, we can deﬁne
μ = max{F †00(t), F †11(t), τ F †11(t) + c˜: t ∈ [t0, T¯ ]}.
Then for any T ∈ [t0, T¯ ), if x is deﬁned on [t0, T ], then the functions F00, F11, F22 are bounded above by μ for all t ∈ [t0, T ].
Therefore ‖ dxdt ‖
√
μ so x(T ) is contained in a closed ball in M , of radius (T¯ − t0)√μ centred at x(t0). Also dxdt (T ), Ddt dxdt (T ),
D2
dt2
dx
dt (T ) are contained in a closed ball in Tx(T )M , of radius
√
μ centred at 0.
Picard’s theorem tells us that there is δ > 0 and a unique solution x : (T − δ, T + δ) → M of (3) with the initial conditions
x(T ), dxdt (T ),
D
dt
dx
dt (T ),
D2
dt2
dx
dt (T ). In fact, since for t0  T < T¯ , the initial conditions are restricted to a compact set, we can
choose δ independently of T . By choosing T = T¯ − 12 δ we see that x can be extended to [0, T¯ + 12 δ). This contradicts the
claim that T¯ = sup S .
This shows that x can be extended to the interval [t0,∞). Applying the same argument to x(−t), which is also a cubic
in tension, shows that x can be extended to (−∞,∞). 
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