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Abstract
Life-cycle assessment of wind turbines is essential to improve their design and maintenance
plans, since they should operate more that 20 years with minimum interruptions and without
failures. An important element of these wind turbines are the blades due to their size and mass
and due to the cyclic stresses with relatively high frequency and high amplitude.
In present work a fatigue analysis of wind turbine blades is performed due to dynamic and
cyclic loads induced in the blades by the wind. The analysis was made using experimental
strain values resulting from the instrumentation of the blades using fiber Bragg grating sen-
sors. After the collecting of the results from instrumentation a filter was applied to the signal in
order to exclude the noise inherent to the instrumentation in the signal, otherwise cycles irrel-
evant to fatigue analysis with small amplitude will be accounted. Then the rainflow algorithm
was applied to count the fatigue cycles in different ranges of strain, and that way is possible
to apply the Miner linear damage rule for the different conditions of wind speed and turbu-
lence recorded. For this methodology a MATLAB program was created with a Graphical User
Interface (GUI).
After the analysis of the recorded data it was possible to conclude that for these work con-
ditions failure in blades due to fatigue is not expected. Considering the results before and after
filtering of the signal it is possible to note that this stage is extremely important and strongly
influences the results. Another conclusion is that fatigue in flap direction has much more im-
portance than in lead lag direction, so if there are fatigue problems are due to loads acting in
that direction.
v

Resumo
A avaliação do tempo de vida das turbinas eólicas é essencial para melhorar os seus planos
de manutenção e também o seu projeto, dado que as turbinas devem funcionar pelo menos 20
anos com o mínimo de interrupções e sem falhas. Um elemento imporante destas turbinas são
as pás devido ao seu tamanho e peso e também aos ciclos de carga com alta frequência e alta
amplitude.
No presente trabalho é feita uma análise à fadiga das pás das turbinas eólicas, que estão
sujeitas a cargas dinâmicas e cíclicas causadas pela ação do vento. A análise foi feita recorrendo
a valores experimentais resultantes da instrumentação da pá em questão usando sensores de
fibra ótica de Bragg. Depois de ter os dados experimentais aplicou-se um filtro para eliminar
o ruído do sinal inerente à própria instrumentação, caso contrário seriam contabilizados ciclos
de pequena amplitude que não têm influência no cálculo à fadiga. Posteriormente aplicou-se
o algoritmo rainflow para contar os ciclos de fadiga em diferentes gamas de deformação, e
desta forma é possível aplicar a lei linear de Miner para estimar o dano sofrido pela pá para
as diferentes situações de vento e turbulência registadas. Para realizar este procedimento foi
usado um programa MATLAB com uma "Graphical User Interface" (GUI), criado para este
efeito..
Depois da análise dos dados concluiu-se que para as condições de funcionamento reg-
istadas não é expectável que ocorra falha por fadiga nas pás da turbina em questão. Con-
siderando os resultados obtidos antes e após a aplicação do filtro ao sinal registado, também
se pode concluir que esta etapa é extremamente importante e influencia os resultados obtidos.
Outra importante conclusão é que a fadiga na direção lead-lag tem mais influência do que na
direção flap, por isso caso ocorram problemas por fadiga, serão devido às cargas nesta direção.
vii
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Chapter 1
Introduction
1.1 Motivation
The present thesis consists in the fatigue analysis of a wind turbine blade made of glass fiber
reinforced plastic with epoxy resin due to the dynamic and cyclic loads induced by the wind
using rainflow algorithm. It followed up on a previous project in which an instrumentation in
a wind turbine was made using fiber Bragg gratings sensors (FBGs).
Wind energy has been in use for centuries, although in early times very simple devices
were used. There are a lot of wind farms in California, and since their inception in 1980, wind
turbines experienced several fatigue problems. Blades have been repaired or replaced on most
of the turbines [1]. The knowledge about fatigue acquired throughout the years is very useful
to design multiple mechanical components, including wind turbines. This knowledge allowed
designers to improve wind turbines design increasing their reliability and their life span.
These failures and the growing size of wind turbines, forced designers to change their ap-
proach to wind turbines design. In the 80’s, wind turbines were designed using static or quasi-
static analyses. At best these analyses led to over designed turbines, and at worst, caused early
failures [2]. Static analyses were replaced by dynamic simulation software, enabling to go from
unsteady aerodynamic loads models to the aeroelastic response of the entire wind turbine [3].
In addition, inspection and maintenance programs are evolved during the product develop-
ment, so the designers gained thousands of hours of operating experience on thousands of
turbines is considered. [1]
Nowadays the fatigue analysis methodology for wind turbine blades is given by UK and
international design standards [4] [5] as follows:
• Define blades’ properties in wind turbine software;
• Simulate fatigue design load cases required by the design load cases;
• Perform a beam strain analysis at 36 points around the blade section using loads obtained
in the cross section;
• Apply rainflow algorithm to count strain time history;
• Calculate the damage using the Miner linear damage rule.
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In this work measured load cases from blades’ instrumentation were used. Only one point
of the blade section was used, and that was the critical one to fatigue.
Fatigue is an old subject that evolved along the years until today, justifying the inclusion of
a brief historical review about fatigue in the present thesis.
Over the years, engineering designers recognized the need to identify ways in which the
material or component could fail. They realized that repeated applications of loads in a compo-
nent would create a crack, and eventually lead to rupture. This phenomenon is called fatigue.
Fatigue is described as the weakening of the material caused by a cyclic load, generally repre-
sented by a sinusoidal wave form.
Who first named "fatigue" to this phenomenon was the English engineer Braithwaite in
1854, or possibly the French engineer and mathematician Poncelet, previously in 1839. [6]
Fatigue is a very important type of failure in a component, and because of this countless
studies about this topic were made. Fatigue as a technical problem became evident around the
middle of the 19th century [7]. The first written fatigue studies date back to the beginning of
1800, encouraged by the two leading industries in that date, the mining, and mainly the railway
industry. Probably, the first fatigue experiment was run in Germany by Albert, motivated by
the continued failure of carriage trains in mines. Yet, it was the railway industry that propelled
the study of fatigue design. It was a German railway engineer, Wöhler, that in 1858 began the
studies that would bring to the discovery that fatigue damage depends on the cyclic stress, and
to the formulation, in 1870, of the law named Wöhler’s law. Wöhler was the first to understand
the relevance of the tensile mean stress on the fatigue resistance of materials. Wöhler did not
publish his results in a graphical form, but in the form of tables. Only in 1910, the American
researcher Basquin presented the results in a logarithmic scale, the S-N curves. [6]
The fatigue study was driven by the aeronautic industry between 1939 and 1960, because of
some fatigue disasters. Gassner and Teichmann made significant research on fatigue since the
1930s. They was noticed that aircraft wings were dynamically loaded during flying in turbu-
lent air which leads to numerous load cycles with variable amplitudes. A strain measurement
technique to measure these loads and collect load spectra (information on the load-time his-
tory of a structure), was developed in the early 1930s [7]. Gassner and Teichmann realized the
need of a two-parametric counting method to describe the actual fatigue process. They made
some suggestions, however only 30 years later, Matsuishi and Endo published the "rainflow"
counting method, that filled all requirements. [8]
In 1934 the Swedish researcher Palmgren presented his linear damage rule [9]. The dam-
age accumulation is presented again in 1945 by Miner, who was indeed the first to check this
hypotheses by fatigue tests. [8]
1.2 Objectives
The main objectives covered by the present work are:
• Fatigue analysis of wind turbines due to dynamic loads induced by the wind using rain-
flow algorithm.
• Filtering the signal obtained by the instrumentation of the blades in order to exclude the
irrelevant cycles to fatigue analysis without loss of information (as strain amplitude).
• Predict which loads have the higher influence in the blade and will lead to the rupture of
the blade.
2
Chapter 1. Introduction 1.3. Structure of the Dissertation
1.3 Structure of the Dissertation
This dissertation is organized in seven chapters, each one concerning a different subject even
though always related to the main issue which is the wind turbine blades fatigue analysis.
In the present chapter, a framework for this work is presented and the main objectives of
the dissertation are listed.
In chapter 2 a review of the literature about the wind energy market is made as well as a
description of the different types of wind turbines and the different materials used along the
years in their manufacturing.
In chapter 3 a review of the literature of fatigue is made and the main concepts of fatigue
are presented.
In chapter 4 the standard IEC 61400-13 "Wind turbine generator systems – Part 13: Mea-
surement of mechanical loads" used to instrument the wind turbine and collect the records, is
discussed
In chapter 5 the instrumentation procedure of the blade is described.
In chapter 6 the data analysis and the procedure during it is outlined. Also the major results
are presented.
In chapter 7 some conclusions and suggestions for future works are presented.
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Chapter 2
Wind Turbines
Wind energy has been in use for centuries, although in early times very simple devices were
used. The first large wind machine to generate electricity energy was installed in Cleveland
in 1888. It was a low speed and high-solidity wind turbine of 12 kW. Between 1935 and 1970,
Denmark, France, Germany and UK, had demonstrated that large-scale wind turbines could
work. A major milestone of the wind energy happens in USA, when the USA administration
was involved in the wind energy research and development, after the oil crisis. Then, between
1973 and 1986 , the commercial wind turbines market evolved from domestic and agricultural
turbines of 1 kW to 25 kW to utility interconnected wind farm applications of 50 kW to 600 kW.
This evolution extended up northern Europe in the 80’s and 90’s, and after 1990 arrived to the
rest of Europe. [10]
There are a lot of wind farms in California, and since their inception in 1980, wind turbines
experienced several fatigue problems. Blades have been repaired or replaced on most of the
turbines [1]. The knowledge about fatigue acquired throughout the years is very useful to
design multiple mechanical components, including wind turbines. This knowledge allowed
designers to improve wind turbines design increasing their reliability and their life span.
These failures and the growing size of wind turbines, forced designers to change their ap-
proach to wind turbines design. In the 80’s, wind turbines were designed using static or quasi-
static analyses. At best these analyses led to over designed turbines, and at worst, caused early
failures [2]. Static analyses were replaced by dynamic simulation software, enabling to go from
unsteady aerodynamic loads models to the aeroelastic response of the entire wind turbine [3].
In addition, inspection and maintenance programs are evolved in the product development, so
the designers gained thousands of hours of operating experience on thousands of turbines is
considered. [1]
According to E. Hau and H. von Renouard [11], wind energy converters can be classified in
two different ways:
• According with their aerodynamic function;
• According to their constructional design.
The latter one is more practical, and consequently more usual. The feature that stands out
is the position of rotation of wind rotor. Therefore, there is a distinction between rotors with a
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vertical axis of rotation, and rotors with horizontal axis of rotation.
2.1 Wind Turbines with Vertical Axis of Rotation
First designs of wind rotors bring up rotors with vertical axis of rotation. The Savonius rotor is
a first example of wind turbine with vertical axis of rotation, and is formed by two cylindrical
blades forming an "S". Savonius rotor is used as ventilator on railroad carriages or delivery
vans, and as an anemometer used to measure wind velocity. The Darrieus rotor was considered
a promising concept for modern wind turbines, and was proposed by the French engineer
Darrieus. In this model, the blades are shaped, and rotate in the pattern of a surface line on
a geometric solid of revolution. This solution makes the blade shape difficult to manufacture.
Darrieus rotor, generally are built with two or three blades. H-Rotor, also known as straight-
bladed Darrieus rotor, is a variation of Darrieus rotor, and instead of curved rotor blades, this
model uses straight blades connected to the rotor shaft by struts. Up to today, the production
costs of H-Rotor still high, so they cannot compete with horizontal axis rotors. [11]
The major advantages of vertical axis turbine are:
• Despite their simple design, they can support adequately mechanical and electrical com-
ponents;
• There is no yaw system.
However, they have significant disadvantages such as:
• Low tip-speed ratio;
• Disability to self-start;
• Inability to control power output or speed by pitching the rotor blades.
An example of each rotor is shown in figure 2.1.
2.2 Wind Turbines with Horizontal Axis of Rotation
Nowadays, almost all wind turbines used to generate electricity are wind turbines with hori-
zontal axis of rotation. This is due to the followings characteristics:
• In propeller designs, rotor speed and power output can be controlled by pitching the
rotor blades about their longitudinal axis (blade pitch control);
• Rotor blade pitching is the most effective protection against overspeed and extreme wind
speeds;
• The rotor blade shape can be aerodynamically optimised;
• The technological lead in the development of propeller design is a decisive factor.
Normally these wind turbines are constituted by three blades, which is the most flexible
solution for different wind speeds.
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Figure 2.1: Rotor devices with vertical axis of rotation. [11]
Figure 2.2 schematically shows a wind turbine with horizontal axis.
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Yaw System
Power cables
Rotorblade Bedplate
Rotor Brake
Gearbox
Generator
Rotor hub and 
blade pitch mechanism
Rotor shaft
and bearings
Elektrical switch boxes
and control systems
Tower
Foundation
Grid connection (transformer)
Figure 2.2: Rotor devices with horizontal axis of rotation. [11]
To reach greater efficiency and more energy, the size of these wind turbines has increased
over the years. Figure 2.3 shows the size evolution over the years, as well as power evolution.
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Figure 2.3: Rotor devices with vertical axis of rotation. [12]
2.3 Rotor Blades Materials
Wind turbines are machines subjected to significant loads, so the materials used have to sup-
port the structural stress. Specially, wind turbines’s blades are fatigue critical structures, be-
cause during their service lifetime they are subjected to a large number of load cycles.
To choose the material of wind turbine blades, the following material properties should be
considered [13]:
• High stiffness to maintain optimal aerodynamic performance;
• Low density to reduce gravity forces;
• Long fatigue life to reduce material degradation.
During the design of any component, designers have the concern of selecting the suitable
material that combine the necessary structural properties with lower cost and the ability to be
formed to the desired shape. Over the years there has been a great development of materials
and manufacturing processes. Due to this evolution wind turbines´s blades have been made
from a variety of materials from wood to metals and nowadays composites.
In the early windmills, wood was used and revealed to be a good material due to its reason-
able strength-to-weight ratio, good stiffness and resilience, but wood problems with moisture
stability have forced designers to study other materials. Metals were a popular choice because
they easily can be manufactured, give a high degree of reliability and yield a low-cost blade.
However, metallic blades (mainly steel) proved to be relatively heavy, limiting their applica-
tions. Lightweight metals (aluminium) have found some applications. Nowadays, composites
have become the most used blade material. They combine high strength with high stiffness
and the ability to fit the material to the loads. [2]
2.3.1 Wood
Wood has been used for centuries in the construction of windmills, although its use in wind
turbine blades is minor, in spite of its great resistance to fatigue. Nevertheless, there were some
attempts to use wood in wind turbine blades. In Denmark, in 1980, the experimental turbine
Nibe-B, shown in figure 2.4 was made of wood rotor blades, and the design was derived from
traditional wood constructions. Some experience was gained after a trial run that, however,
was short. Some problems were identified, the durability of the wood, problems with moisture
as referred in section 2.3, and the respective maintenance. [14]
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Figure 2.4: Rotor blade made of wood of Nibe-B. [14]
2.3.2 Steel
Steel was the major material used in the test turbines built in the early eighties. Steel has
high stiffness values, and its breaking length has a comparatively low value. Fatigue strength
becomes the dimensioning factor for steel designs because at 107 to 108 load cycles it allows
fatigue strength values of the order of 50 to 60 N/mm2. Also is relatively low cost, the low pro-
duction costs with conventional welding techniques and the well-known material properties
are advantages of this material. Despite these advantages, the deformability of steel remains
a problem. It is difficult to obtain steel sheets with wall thicknesses up to 20 mm formed into
the twisted shape of the rotor blades with their required airfoil cross-sections. In spite of these
problems, the rotor of the American MOD-2 turbine was produced in steel, and the rotor blades
of Swedish WTS-75 were an example of a mixed construction made of steel and fibreglass com-
posite.
The American rotor blade MOD-2 (figure 2.5), weighing approximately 58000 kg consists of
three parts: first, the continuous centre-section of the hub, second, the interior blade sections,
and third, the pitchable outer blade tips. The cross-section design, mainly corresponds to the
D-spar, with an additional web in the rear cross-section.
The Swedish WTS-75 (figure 2.6) had a steel spar divided into two, the upper and lower
shell that were bolted together. Spar box represents approximately 70% of the blade depth.
The highly nose area, and the rear area, which was not subjected to high loading, was made of
glass-fibre shells.
2.3.3 Riveted Aluminium
Duraluminium is a material with high strength and provides a weight advantage of approx-
imately 30% against comparably steel designs. Good fatigue strength values, and resistance
to corrosion, are advantages of this material. The major disadvantage of this material is the
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Figure 2.5: Rotor blade design of MOD-2. [15]
Figure 2.6: Rotor blade design of WTS-75. [16]
production cost, because duraluminium sheets and stringer have low weldability, and must
be riveted. Despite these disadvantages, this material was used in some test turbines. Figure
2.7 shows an example of the design of this turbines. An alternative would be a design with
weldable aluminium. However the weight advantage would be lost. Aluminum rotor blades
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are unattractive at the present, but this could change if rotor blades were produced in large
quantities.
Figure 2.7: Rotor blade design with riveted duraluminíum. [11]
2.3.4 Composites
As the name indicates, a composite material differs from common homogeneous materials.
Composite materials are materials with strong fibers surrounded by a weaker matrix mate-
rial. The matrix distribute the fibers and transmit the load to fibers. Most composite materials
obtained are heterogeneous and anisotropic. The binding between the fibers and matrix oc-
curs during the manufacturing of the composite. This bound influences the properties of the
material.
Fibers are thousands of filaments with a diameter between 5 µm to 15 µm. The principal
fiber materials are: [17]
• Glass;
• Aramid or Kevlar®- very light;
• Carbon - high modulus or high strength;
• Boron - high modulus or high strength;
• Silicon carbide - high temperature resistance.
During assembly of fibers, the following fibers orientations could be obtained:
• Unidimensional: unidirectional tows, yarns or tapes;
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• Bidimensional: woven or nonwoven fabrics;
• Tridimensional: fabrics with fibers oriented along more than two directions.
Carbon fibers have the longest breaking length as well as a high modulus of elasticity, have
good fatigue strength properties, and their stiffness is high. The major disadvantage of this
fiber is its price.
Normally, carbon fibers are used together with glass fibers for the areas more prone to
stress. This is the more commonly used fibre solution. Glass fiber have superior strength
properties, although its specific modulus of elasticity is not that good implying that the stiffness
of components made of glass fiber is not very high. So, for large rotors blades, this material
cannot be used unreservedly.
Organic fibers have good strength properties compared to carbon fibers, although they have
disadvantages such as absorb moisture. Moreover, the fatigue strength of aramide fibres has
not been tested until the present, so they are not taken into consideration for use in rotor blades.
[11]
Relatively to matrix material, and considering the practical aspects, the choice is restricted
to:
• Polymeric matrix: thermoplastic resins such as polyester and thermoset resins such as
epoxies;
• Mineral matrix: silicon carbide and carbon;
• Metallic materials.
The earlier rotor blades, mainly Danish production, were made on the basis of polyester
resins. Nowadays, manufacturers prefer epoxy resins, that are more costly, but present higher
strength characteristics and higher fatigue resistance. Moreover, epoxy resins does not present
any contraction unlike polyester resins.
Using composite materials brings the following advantages:
• Weight saving (approximate 6000 kg);
• Great fatigue resistance;
• Good corrosion resistance.
2.3.4.1 Previous Design
U. Hütter was one of the first to design the rotor blades of a wind turbine in composites, in 1959
(figure 2.8). He designed the 17-m-long rotor blades of theW -34. He solved the problem of load
transfer between the composite material and the metallic flange through a loop connection.
After this, glass fiber reinforced composite material became the material of choice for wind
turbine rotor blades. Firstly, blades with wound spars and laminated outer shells were pro-
duced for the smaller Danish turbines, using the cheaper polyester matrix.
The rotor blades of the experimental Swedish/US turbines WTS-3 and WTS-4 turbines were
produced as fully wound components. The connecting structure to the hub consisted of a
composite structure bonded and screwed together to an inner and outer annular flange, as
shown in figure 2.9. [11]
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Figure 2.8: Rotor blade design of U. Hütter made of laminated fibre-reinforced composite ma-
terial with loop connection. [18]
Figure 2.9: Rotor blade cross-section and hub connection of the WTS-3 turbine. [19]
2.3.4.2 Present Design
Wound spars made of glass fibre reinforced composite material are too heavy, and in order to
continue the development of wind turbines, the manufacturers replaced the wound spar with
one or more lighter spar webs. As said before, polyester resin is cheaper and easily processed,
however epoxy resin gained popularity for large-scale rotor blades production of commercial
wind turbines.
Nowadays it is still too expensive produce rotor blades entirely of carbon fiber material.
This is the reason why carbon fiber are used only at the highly loaded points on the rotor
blades. This mixed glass/fibre carbon fibre of construction was used, for example, in the rotor
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blades of the experimental Aeolus II shown in figure 2.10. [11]
Figure 2.10: Rotor blade of the experimental Aeolus II turbine with mixed glass/carbon fiber
with cross bolt joint to the rotor hub. [20]
2.4 Failure in Wind Turbine Blades
Structural damage in wind turbines can happen to any structural component, although the
most common type of damage is rotor or blade damage. The cost of a blade could represent
15 to 20% the total cost of a wind turbine, and the cost of repairing a blade damage is the most
expensive. Due to this, great importance has been given to the structural health monitoring of
blades. Also, rotating mass unbalance caused by a damage in the blade, could lead to a serious
damage in entire wind turbine system, which may end with the collapse of the whole tower, if
timely repair is not done. The types of faults found in wind turbine are listed in table 2.1 [12].
For blade faults detection strain measurement techniques have been used such as fibre Bragg
grating sensor and acoustic emission (AE).
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Table 2.1: Types of faults in wind turbine blades. [12]
Type Description
Type 1 Damage formation and growth in the adhesive layer joining
skin and main spar flanges (skin/adhesive debonding and/or main
spar/adhesive layer debonding)
Type 2 Damage formation and growth in the adhesive layer joining the
up-and down wind skins along leading and/or trailing edges (adhesive
joint failure between skins)
Type 3 Damage formation and growth at the interface between face
and core in sandwich panels in skins and main spar web (sandwich
panel face/core debonding)
Type 4 Internal damage formation and growth in laminates in skin
and/or main spar flanges, under a tensile or compression load
(delamination driven by a tensional or a buckling load)
Type 5 Splitting and fracture of separate fibres in laminates of the skin
and main spar (fibre failure in tension; laminate failure in compression)
Type 6 Buckling of the skin due to damage formation and growth in the bond
between skin and main spar under compressive load (skin/adhesive
debonding induced by buckling, a specific type 1 case)
Type 7 Formation and growth of cracks in the gel-coat; debonding of the
gel-coat from the skin (gel-coat cracking and gel-coat/skin debonding)
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Over the years, engineering designers recognized the need to identify ways in which the ma-
terial or component could fail. They realized that repeated applications of loads in a compo-
nent would create a crack, and eventually lead to rupture. This phenomenon is called fatigue.
Fatigue is described as the weakening of the material caused by a cyclic load, generally repre-
sented by a sinusoidal wave form.
Who first named "fatigue" to this phenomenon was the English engineer Braithwaite in
1854, or possibly the French engineer and mathematician Poncelet, previously in 1839. [6]
Fatigue is a very important type of failure in a component, and because of this countless
studies about this topic were made. Fatigue as a technical problem became evident around the
middle of the 19th century [7]. The first written fatigue studies date back to the beginning of
1800, encouraged by the two leading industries in that date, the mining, and mainly the railway
industry. Probably, the first fatigue experiment was run in Germany by Albert, motivated by to
the continued failure of carriage trains in mines. Yet, it was the railway industry that propelled
the study of fatigue design. It was a German railway engineer, Wöhler, that in 1858 began the
studies that would bring to the discovery that fatigue damage depends on the cyclic stress, and
to the formulation, in 1870, of the law named Wöhler’s law. Wöhler was the first to understand
the relevance of the tensile mean stress on the fatigue resistance of materials. Wöhler did not
publish his results in a graphical fashion, but in the form of tables. Only in 1910, the American
researcher Basquin presented the results in a logarithmic scale, the S-N curves. [6]
The fatigue study was driven by the aeronautic industry between 1939 and 1960, because
of some fatigue disasters. Gassner and Teichmann made significant research on fatigue since
1930s. They noticed that aircraft wings were dynamically loaded during flying in turbulent
air which leads to numerous load cycles with variable amplitudes. A strain measurement tech-
nique to measure these loads and collect load spectra (information on the load-time history of a
structure), was developed in the early 1930s [7]. Gassner and Teichmann realized the need of a
two-parametric counting method to describe the actual fatigue process. They made some sug-
gestions, however only 30 years later, Matsuishi and Endo published the "rainflow" counting
method, that filled all requirements. [8]
In 1934 the Swedish researcher Palmgren presented his linear damage rule [9]. The dam-
age accumulation is presented again in 1945 by Miner, who was indeed the first to check this
hypotheses by fatigue tests. [8]
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In the figure 3.1 the major characteristics of this wave form are represented in terms of
stress-life (S-N ) approach. For S, is normal to use stress or load or strain and displacement.
Stress is normal used in homogeneous materials, and otherwise, strain is normal used in com-
posites. For N , the number of cycles to failure is used, but also half-cycles to failure, number of
load sequence and number of cycles to a pre-defined stiffness degradation.
In figure 3.1, σmax is the maximum stress in the load cycle, σmin is the minimum stress in the
load cycle, σm is the mean stress, σrange is the stress range defined as the algebraic difference
between the maximum stress and the minimum stress, σa is the stress amplitude, given by the
half of stress range, R is the stress ratio. It follows that,
σmean =
σmax + σmin
2
(3.1)
R =
σmin
σmax
(3.2)
σmax 
σmean 
σamp 
σmin 
σrange 
S
N
S-N curve 
flat 
steep 
R=σmin/σmax 
Figure 3.1: General fatigue terminology. [21]
Figure 3.1 also shows the S-N diagram, showing S versusN relationship. Fatigue properties
can be determined by the slope o S-N curve. A "flat" S-N curve represents a superior fatigue
properties comparatively to "steep" S-N curve. [21]
Cyclic loading produces a local damage in the component. It is the result of the cumulative
process that consists in three different phases:
• Crack initiation;
• Crack propagation;
• Fracture of the component.
This plastic deformation cause a permanent damage in the component. After a number
of loading cycles a crack can emerge, and this crack will increase with the increasing of load
cycles. After a certain number of cycles, the crack will cause the fracture of the component.
18
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In general, has been observed that fatigue process involves the next stages:
1. Crack nucleation;
2. Short crack growth;
3. Long crack growth;
4. Final fracture.
3.1 Stages of Fatigue
The fatigue process is described in figure 3.2. Crack growth is divided into Stage I and Stage
II . Stage I , crack nucleation and crack growth, is considered the initial short crack propagation
on the local maximum shear stress plane. The growth of micro cracks proceeds along a zigzag
path, because of the casual distribution of the planes of maximum shearing stress. This is
shown in figure 3.2. Stage II , crack growth refers to maximum crack propagation normal
to long principal tensile stress plane and in the maximum shear stress direction locally. In
stage III , fatigue is controlled by shearing stress, but growth proceeds along persistent grain
boundaries. [22]
STAGE II
+ σ_
STAGE III
non-propagating slip bands
non-propagating slip bands
intrusion
STAGE I
inclusion
τres τ res τres
surface grains
τ
extrusion
τ
    STAGE I
zigzag growth
 overload fracture
by shearing stress
 (1/4 of last cycle)
   STAGE II
      plane
transgranular
10 µm
    STAGE III
dimple fracture
Figure 3.2: Fatigue process. [6]
3.2 Constant Amplitude Fatigue
A constant amplitude loading is a fatigue loading wherein the amplitude of all cycles is con-
stant. This represents a particularity case that rarely happens in real life.
3.2.1 The Stress Life Approach
The stress-based approach has been a standard method for fatigue analysis since the mid-1800s.
This method is also known as the stress-life or the S-N approach, and is distinguished from
other fatigue analysis and design techniques by the following features:
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• Cyclic stresses are the governing parameter to fatigue failure;
• High-cycle fatigue conditions are present.
– High number of cycles to fatigue;
– Little plastic deformation due to cyclic loading.
Normally the S-N curve is experimentally determined, and plotted for a constant R-value,
with an appropriate curve fitted through the individual data points. During fatigue testing, the
test specimen is subjected to alternating loads until failure. The loads applied are characterized
by a constant stress range σrange, or a constant stress amplitude σa. It follows that,
σrange = σmax − σmin (3.3)
σa =
σrange
2
=
σmax − σmin
2
(3.4)
Typically, tensile stresses are considered positive, and compressive stresses negative. [22]
It is important to note that despite N being the dependent variable, it is commonly plotted
on the abscissa, instead of the ordinate. It is usual to consider the logarithm of constant am-
plitude fatigue life N , linearly dependent on the governing stress σ, or its logarithm. This two
formulations of the S-N curve are given by,
logN = a+ b× log σrange (3.5)
or
logN = c+ d× σrange (3.6)
or, equivalently,
N = Cσbrange (3.7)
where,
• N - Generic term describing lifetime;
• σrange - Generic term describing stress;
• a, b, c, d - Constants which depend on fatigue stress state;
• C - equal to 10a.
The formulation shown in equation (3.5) is known as Basquin relation, coined in 1910 by
Basquin, and is commonly called a log-log or power law formulation. On the other hand, the
formulation shown in equation (3.6) is known as the Wöhler curve, and commonly called a
lin-log or exponential formulation. [21]
August Wöhler, in his pioneer research recognized the stress range and stress level as the
main and secondary parameters that rule fatigue lifetime. A typical stress-life data is shown in
figure 3.3. This data is obtained experimentally.
The following remarks can be outlined form figure 3.3:
• Fatigue lifetime decrease with increasing stress range;
• In lower part, data seem to have an asymptotic behavior;
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max
min
range
range
Figure 3.3: Typical stress-lifetime data. [23]
• Below a fatigue range value no fatigue damage exists;
• The Wöhler is upper limited by a σf , related to the ultimate strength;
• Fatigue lifetime is a random variable, hence a family of percentile S-N curves, associated
to each percentile is suggested, as can be seen in figure 3.3.
3.2.2 The Strain Life Approach
The strain life approach have the ability to reproduce the low fatigue region, unlike the most
stress life models that are not able to reproduce the low cycle fatigue region.
This strain life approach is applied in fatigue life prediction when local yielding is involved,
and proves to be a good approach both to the low and high cycle fatigue regions.
The relation between the total strain amplitude εa or strain range ∆ε and fatigue life N , in
other words, the strain-life curve, is based on former proposals for the elastic strain-life, and
normally given by,
εa = ε
e
a + ε
p
a =
σf
′
E
(
2N
N0
)b
+ εf
′
(
2N
N0
)c
(3.8)
where superscripts e and p represents the elastic and plastic strain respectively,N is the number
of cycles, N0 reference number of cycles, σf ′ is the fatigue strength coefficient, c the fatigue
ductility exponent, b the fatigue strength exponent and εf ′ is the fatigue ductility coefficient
exponent.
According to this law the elastic and the plastic components are represented by straight
lines on a log-log scale, however the total strain component is not a straight line. To obtain the
four model parameters, a fitting of a regression line corresponding to elastic strain and a fitting
of a regression line corresponding to the plastic strain are made, and the total strain is obtained
summing the both components. The transition occurs when the amplitudes of the elastic and
plastic strain are the same. This is shown in figure 3.4. [23]
This model, also called the Morrow’s model, has the following limitations:
• Equation (3.8) is based on a assumption of power strain-lifetime laws for elastic and plas-
tic strain;
21
3.3. Variable Amplitude Fatigue Chapter 3. Fatigue
Figure 3.4: Total strain and their two components: elastic and plastic. [23]
• The linear form that are assumed in the high fatigue cycles region prevents the existence
of a fatigue limit;
• To derive the parameters there is the need to determine between the elastic and plastic
strain determinant regions in which the regression analysis will be sequentially applied;
• Dividing the strain range as a sum of elastic and plastic strain complicates calculations
for loads with variable amplitude.
3.3 Variable Amplitude Fatigue
In section 3.2, loads with constant amplitude were considered. This is a special case that rarely
happens. In real life, cyclic loads have variable amplitudes, and these loads are named load
spectrum or load history.
According to [6] ,variable amplitude loadings can be divide into two types:
• Stationary spectra;
• Non-stationary spectra.
In the first case, loads have a mean value, median value, and a standard deviation that are
independent of the time, and are stationary. In the second case, the spectra statical properties
vary with time, so is non-stationary. A load history can be considered a sequence of peaks
and valleys of variable amplitude. Peaks or valleys can be symmetrical with respect to a mean
value or not.
There is a variety of methods to reconstruct long time histories, such as power spectral den-
sity, the two-form matrix and cycle counting. The first two methods have the advantage of
having a probabilistic basis, although they have an advantage in handling loads with a deter-
ministic mean variation and may not produce the same life as the original data [24]. Nowadays,
counting methods are the most widely used methods. For this reason, the next sections will ex-
plain some counting methods developed over the years.
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3.4 Counting Methods
During the service life of a component this is subjected to cyclic loads of constant or variable
amplitudes. For cases of constant amplitude loadings, the determination of the amplitude of
the cycle, and the number of cycles experimented by a component is easy to do. However, if
the amplitude of the loading vary with time, this exercise is harder, because is more difficult to
determine what constitutes a cycle and the corresponding amplitude.
Fatigue cycles can be counted using time histories of the loading parameter (force, torque,
stress, strain, etc). Cycle counts are used to summarize irregular and long load histories giv-
ing the number of cycles of different sizes that occur. Definition of cycle depends on each
counting method. One-parameter cycle counting methods were used over the years, such as
level-crossing, range-mean and range-crossing, although these methods can not describe sat-
isfactory a loading cycle, because they are unable to connect the loading cycles to the local
stress-strain hysteresis behaviour and is known that hysteresis have a great influence on fa-
tigue failure. Two-parameters cycle counting, such as rainflow cycle, are able to summarize
variable amplitude cyclic loading.
3.4.1 Level Crossing
There are cases where only some peaks over a certain load (or stress and strain) level are of
interest for a fatigue life prediction. In this particularity case it is common to use the level
crossing counting. In this method, the magnitude of the load-time history is divided in lev-
els. One cycle is counted at a specific level each time the positive slope portion of the load
exceeds the reference load and each time the negative sloped portion of the load exceeds a pre-
set level below the reference load. The reference level is normally determined as the mean of
the complete load-time history. Once all counts are determined, they are used to form cycles.
According to [25], to extract cycles, first it is considered that the most damaging fatigue cycles
can be derived by constructing the largest possible cycle, followed by the second largest cycle
and so on.
Table 3.1a shows the results from the level crossing counting of the load history in figure
3.5a. A process to build the cycles from the level crossing counts is shown in figure 3.5b, and
table 3.1b summarize the final results.
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Figure 3.5a: Level crossing counting method. [22]
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Figure 3.5b: Process to generate cycles from level crossing counts. [22]
Table 3.1: Level Crossing counts.
(a) Level crossing cycle counts. [22]
Level Counts
+12 1
+10 2
+8 2
+6 4
+4 4
+2 6
0 6
−2 5
−4 4
−6 4
−8 2
−10 2
(b) Cycles extracted from Level crossing cycle
counts.[22]
Range Cycles
22 1
20 1
12 2
4 1
3.4.2 Peak-Valley Cycle Counting
This method first identifies the counts of peaks and valleys in the load-time history, and then
build the possible cycles from the most to the less fatigue damaging events. The peak is the
transition point where a positive sloped turn into a negative slope, and a valley is the segment
where negative slope turn into positive slope.
Table 3.2a shows the results from the peak valley counting of the load history in figure 3.6a.
A process to build the cycles from the level crossing counts is shown in figure 3.6b, and table
3.2b summarize the final results.
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Figure 3.6a: Peak-valley counting of a service load-time history. [22]
−8
−6
−4
−2
0
2
4
6
8
10
12
Figure 3.6b: Process to generate cycles from peak-valley counts. [22]
Table 3.2: Peak-Valley counts.
(a) Peak-valley cycle counts. [22]
Level Counts
+12 1
+10 1
+6 2
+2 2
−2 1
−4 1
−6 2
−10 2
(b) Cycles extracted from peak-valley cycle counts.
[22]
Level Counts
22 1
20 1
12 2
6 1
4 1
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3.4.3 Range Counting
This method defines one count as a range, and the range is the height between a consecutive
peak and valley. According to [25], a positive range is defined positively sloped reversals and
a negative range is defined negatively sloped reversals. Each range represents one-half cycle.
Table 3.3a shows the results from the range counting of the load history in figure 3.7. Table
3.3b summarize the final results.
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Figure 3.7: Process to generate cycles from range counting. [22]
Table 3.3: Range counts.
(a) Range counts cycle counts. [22]
Level Counts
+20 1
+18 1
+12 2
+8 1
+6 1
−8 1
−12 1
−14 1
−16 2
(b) Cycles extracted from Range counts cycle
counts. [22]
Level Counts
20 0.5
18 0.5
16 1
14 0.5
12 1.5
8 1
6 0.5
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3.4.4 Rainflow Counting
The algorithms presented before are one-parameter cycle counting methods and are too conser-
vative. On the contrary, rainflow counting method is a two-parameter cycle counting method.
According to Dowling [26], rainflow counting method is generally the method that leads to
better fatigue life time prediction.
This method was widely accepted because it describes the behavior of the material under
cyclic loading. According to [27] the major characteristics of this counting method are:
• Damage Equivalence: If two time series results in the same rainflow counting, the dam-
age they cause is equivalent;
• Data Reduction: Has capability to reduce strong data allowing its user to store, handle
and evaluate large amounts of data;
• Simplicity: The algorithm is easily implemented in computer, and results are easily inter-
pretable;
• Reconstruction: Allows the reconstruction of time series from reduced data.
3.4.4.1 Original Definition
This method was originally developed by Matsuishi and Endo [28], and it is based on the
analogy of raindrops falling on a pagoda roof, and running down the edges of the roof, so it
is called rainflow. The falling is represented in Figure (3.8) for a generic time history. First
the spectrum is rearranged, to start and terminate at the highest peak stress or strain value, to
eliminate counting of half-cycles. Then, the time axis is rotated by 90◦, and the load history
becomes a series of peaks and valleys, similar to a pagoda roof. The tops of the roof is on the
right axis, or on the left. If the fall starts from a peak, it continues to flow till it stops for one of
the following motives:
1. It meets an opposite peak larger than that from which it came;
2. It encounters a previous rainflow.
The drop can falls on another roof and continue to slip according to previous rules. If the
fall starts from a valley, it continues till it stops for one of the following reasons:
3. The drop meets a valley deeper than that from which it came;
4. The fall crosses the path of a drop coming from a preceding valley.
The drop can falls on another roof and continue to slip according to previous rules. The
rules presented before, are schematized in figure (3.8). The original time history (3.8a), has
been rearranged to start from the largest peak (3.8b). All peaks previous to peak A have been
moved to the end of the fatigue spectrum. Then, the time history have been rotated 90◦, and
the load history becomes a series of roofs, with peaks on the left, and valleys on the right (3.8c).
The drop fall may start from peaks or valleys, and the result must be the same.
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Figure 3.8: Original definition of rainflow. [6]
3.4.4.2 Practical Definition
A practical definition of the rainflow cycle counting can be found in the ASTM E1049 - 85
"Standard Practices for Cycle Counting in Fatigue Analysis" [29]. According to the standard,
rainflow cycle counting can be described as follows:
• LetX denote range under consideration; Y , previous range adjacent toX ; and S, starting
point in the history.
1. Read next peak or valley. If out of data, go to Step 6;
2. If there are less than three points, go to Step 1. Form rangesX and Y using the three most
recent peaks and valleys that have not been discarded;
3. Compare the absolute values of ranges X and Y .
(a) If X<Y , go to Step 1.
(b) If X ≥ Y , go to Step 4.
4. If range Y contains the starting point S, go to Step 5; otherwise, count range Y as one
cycle; discard the peak and valley of Y ; and go to Step 2;
5. Count range Y as one-half cycle; discard the first point (peak or valley) in range Y ; move
the starting point to the second point in range Y ; and go to Step 2;
6. Count each range that has not been previously counted as one-half cycle.
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Figure 3.9 represents an example of the cycle described above. Table 3.4 shows a summary
of the number of cycles counted, and Table 3.5 shows the results in terms of a range-mean
matrix.
Figure 3.9: Rainflow counting example. [29]
29
3.5. Cumulative Damage Rules Chapter 3. Fatigue
Table 3.4: Rainflow cycle counts. [29]
Range (units) Cycle Counts Events
10 0 -
9 0.5 D-G
8 1.0 C-D,D-H
7 0 -
6 0.5 H-I
5 0 -
4 1.5 B-C,E-F
3 0.5 A-B
2 0 -
1 0 -
Table 3.5: Rainflow counting matrix. [29]
Range (units) Mean (units)
-2.0 -1.5 -1.0 −0.5 0 +0.5 +1.0 +1.5 +2.0
10 - - - - - - - - -
9 - - - - - 0.5 - - -
8 - - - - 0.5 - 0.5 - -
7 - - - - - - - - -
6 - - - - - - 0− 5 - -
5 - - - - - - - - -
4 - - 0.5 - - - 1.0 - -
3 - - - 0.5 - - - - -
2 - - - - - - - - -
1 - - - - - - - - -
3.5 Cumulative Damage Rules
Due to cyclic loading, fatigue damage increases in a cumulative manner. This subject was
studied along the years. The first and simplest theory was suggested by Palmgren in 1924,
while studying the life of ball bearings, assuming a linear damage acumulation [30]. Since this
time, the study of cumulative damage rules have increase, consequently, a lot of theories and
research papers are published.
Before 1970s, damage models were mainly phenomenological, whereas after 1970s damage
rules gradually became semi-analytical or analytical. The phenomenological-damage theories
attempted to improve the linear damage rule, and were based in three concepts: linear sum-
mation, change in endurance and two-stage crack growth. [31]
3.5.1 Miner’s Rule
As mentioned before, it was Palmgren who in 1924 first introduced the concept of linear sum-
mation of fatigue damage. Langer, in 1937, working in the electricity generating field, proposed
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a similar linear rule for pressure vessel and piping components made of steel. A few years lat-
ter, in 1945, Miner, working for Douglas Aircraft, applied a linear rule, and demonstrated great
consistence between predictions from linear rule and experimental results. That is why this
rule is known as Miner’s rule or Palmgren-Miner rule of linear damage and accumulation. Ac-
cording to this rule, a component stressed at σ1 has a life of N1 cycles, the damage after n1
cycles will be ni/Ni, as shown in figure 3.10. This fraction n1 introduces a damage fraction D1
of the total damage Dcr. The same happens to stress σ2. In this case, the life is given by N2,
and the life after n2 cycles is given by n2/N2. Figure (3.11) shows the damage fraction caused
by each n1 and n2 cycles.
Fatigue failure occurs when the total damage introduced by multi level fatigue loading
reaches critical damage,
Dtotal =
∑
Di =
∑ ni
Ni
≤ Dcr (3.9)
For a multi level fatigue loading,
n1
N1
+
n2
N2
+
n3
N3
+
n4
N4
+ ... =
∑ ni
Ni
= 1 (3.10)
Mathematically, the Miner´s rule is given by,∑ ni
Ni
= 1 (3.11)
σ 1
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Fatigue Limit
S
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Figure 3.10: Schematic S-N curve.
This law have the following major disadvantages:
• it considers that equal cycle ratios (ni/Ni) produces the same damage neglecting the stress
amplitude;
• load-sequence independence, that is, independently of order of application of two or
more loads, the damage will be always the same and this is not true. If cycles with low
stress amplitude loads are applied a few times, it may not be enough to initiate a damage.
Although if there is a pre-existing crack, these cycles with low stress amplitude loads
could be enough to propagate the damage already in the component.
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Figure 3.11: Linear damage progression and accumulation according to Miner’s rule.
3.5.2 Nonlinear Damage Rules
Due to limitations of Miner’s rule presented in previous section, there is a need to improve
damage rules towards a dependency of the type,
D
Dcr
∝
(
ni
Ni
)mi
(3.12)
where the exponent m depends on the stress amplitude σi. High cycles fatigue are character-
ized by high m values, that decreases toward unity as the stress increases. Note that Miner’s
rule is a particular case of equation (3.12) when m = 1. With such relation the stress level is
considered, as can be seen in figure 3.12, where at equal cycles ratio ni/Ni higher amplitude
loads induce higher damage. Many studies were made in order to obtain a low dependence of
the type expressed in equation (3.12).
According to [9] there are some practical problems to apply these nonlinear methods, such
as:
• They require material and shaping constants which must be determined experimentally,
and sometimes it requires a high number of tests;
• Since some methods take into account sequence effects, the number of calculations can
become a problem in complicated histories.
Nonlinear approaches may give better prediction than Miner’s rule for two-step histories,
but is not possible know if they will work better for real load histories.
3.6 Fatigue in Composites
As seen in subsection 2.3.4 nowadays the materials more commonly used in wind turbine
blades are composites. These materials are heterogeneous, so their behaviour is different from
that of homogeneous materials studied in previous sections. Composites materials consist of a
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Figure 3.12: Dependence of damage progression and accumulation for different load ampli-
tudes. [6]
combination of materials, however the common composites have one main material providing
strength (for instance fibers) and another material acting mainly as filler. Due to this complex-
ity, the fatigue strength in a composite material depends on:
• The fiber material;
• The volume ratio fibre material to polymer resin;
• The orientation of the fibres;
• The type of resin;
• The presence of wrinkles, misalignments and porosities;
• How sensitive the material is to moisture;
• The thermal treatment of the material.
Composite materials may fail in tension but also in compression, therefore fatigue strength
is hardly dependent of mean stress.
Unidirectional composites have a good resistance to fatigue in fiber direction due to the
good resistance of fibers to fatigue. These composites are subject to two damage mechanisms.
For high stress loads, the damage begins as individual tear of some fibers that cause a stress
concentration zone, and promotes the rupture of the neighboring fibers. After this the rupture
of the component occurs quickly. For low stress loads, the stress in the fibers are lower than
its resistance, however the deformation of the matrix can exceed its fatigue limit. Thus, the
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damage begins by rupture of the matrix. This mechanism can occur after 106 fatigue cycles.
For intermediate loads, the damage mechanism is a mix of the previous two. [32]
Multidirectional composites have lower resistance to fatigue for claims in fibers direction.
In this case the damage behavior is different and could be divided in three phases, as follows:
1. In this phase there is a high decrease of stiffness. The damage begins in the layers which
have maximum disorientation relatively to the load. Generally, consists in decohesion
of fiber/matrix caused by microcracks, which by coalescence leads to the rupture of the
matrix;
2. After the initiation of the crack, the crack propagation occurs parallel to the fibers and
extends to the entire thickness of the layer;
3. When cracks reach interfaces between differently oriented layers, delamination occurs.
Quickly propagation results in the separation of the laminate in isolated layers, which
promotes the rupture of the fibers of the layers aligned with the loading, leading to the
final rupture of the component.
3.7 Mean Stress Effect
The S-N curves treated in subsection 3.2.1 are particular because they are obtained using spec-
imen loaded under reversed cycles, R = σmin/σmax = −1. This means that mean stress is equal
to 0. Who first understand the issue of mean stress was August Wöhler that formulated the law
named Wöhler’s law. Materials can fail after many repetitions of stresses, even if this stress is
below the static strength. Experiences shows that the fatigue lifetime of a component depends
on whether or not a mean stress is acting, and on its amplitude.
m=  0
minmaxσ
σa
σ= -
maxσ
σ
minσ
R=-1,
0
Figure 3.13a: Fully reversed cycle with σm = 0. [6]
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Figure 3.13b: Non-symmetric cycle with σm > 0 and σmin > 0. [6]
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Figure 3.13c: Non-symmetric cycle with σa = σm > 0 and σmin = 0. [6]
The previous figures show two and half cycles with same amplitude σa but with different
mean stress σm. In the first case, figure 3.13a, concerns a fully reversed cycle with mean stress
equal to zero, and the cycle is symmetrical. In the second and third case, figure 3.13b and figure
3.13c respectively, the mean stress fluctuates from zero or from the origin, the cycle is non-
symmetric with a positive mean stress that will influence the fatigue strength of the material.
The dependence of S-N curves on mean stress, apparently indicates that for each value
of mean stress would be necessary to experimentally determine the respective S-N curve, as
shown in figure 3.14. This method is very time consuming, expensive and unpractical, so
this approach was excluded. In the nineteenth century, many approaches were developed to
consider the effect of the mean stress. The most common approaches were proposed by the
German researcher Gerber in 1874, by the British scientist Goodman in 1899, in 1930 in United
States by Soderberg and in the 1960s in United States by Morrow. [6]
The analytical relation that defines the fatigue limit σf,m when a mean stress σm is acting is
given as follows,
σf,m = σf
[
1−
(
σm
σu
)n]
(3.13)
with n = 2 for the Gerber parabola, and n = 1 for the Goodman line, and σu is the ultimate
tensile strength of the material.
Figure 3.15 represents the Goodman, Gerber and Soderberg curves.
The following generalizations could be made:
• Soderberg approach is very conservative and less used;
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Figure 3.14: Example of a schematic constant life-diagram. [33]
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Figure 3.15: Lines of constant fatigue life proposed by Gerber, Goodman and Soderberg. [6]
• Actual test data mostly fall between the Goodman and Gerber curves;
• According to Gerber, the dependence between σf and σm vary from zero to the ultimate
strength σu;
• Goodman assumes a linear relationship between σm and σf .
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Measured quantities
According to IEC 61400-13 "Wind turbine generator systems – Part 13: Measurement of me-
chanical loads" [34], the relevant physical quantities to be measure to describe the loading of
wind turbines can be divided into:
• Load quantities such as blade loads, rotor loads, and tower loads;
• Meteorological parameters for instance wind speed and direction, ambient temperature,
etc;
• Operational parameters for example power, rotational speed, pitch angles, yaw position
and azimuth angle.
4.1 Load Quantities
The major objective of the measurements is to obtain the fundamental loads on the wind tur-
bine. The fundamental loads to be measured are listed in table 4.1.
Table 4.1: Wind turbine fundamental load quantities. [34]
Load quantities Specification Comments
Blade root loads Flap bending Blade 1: mandatory
Lead-lag bending Other blades: recommended
Rotor loads Tilt moment The tilt and yaw moment can be measured
Yaw moment in the rotating frame of reference or on
Rotor torque the fixed system
Tower loads Bottom bending in two directions
A wind turbine is mainly subjected to two types of loads: aerodynamic loads (shear, drag,
lift) and inertial loads (gravity, blade dynamics). These forces normally occur in orthogonal
bending directions, flap and lead-lag, shown in figure 4.1. The most significant blade bending
moments induced by wind loads occur in flapwise direction. These loads vary strongly in
amplitude and mean. Lead-lag loads are originated mainly by the own weight of the blade. In
small blades gravity loads are not considered a important source of fatigue [35]. For lead-lag
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loads, the loads direction change twice during a single revolution and these loads are more
regular than flapwise loads. [21]
These two types of loads cause cyclic loads in the blade, so they are the leading cause of
fatigue in a wind turbine blade.
 
Overall wind direction  
Flapwise bending 
moment 
Lead-Lag bending 
moment 
Figure 4.1: Typical blade moments.
4.1.1 Instrumentation
In this subsection the types of sensors will be listed and their ideal location according to IEC
64000-13 [34] will be presented.
In addition to the steady-state and cyclically changing loads, the rotor is subjected to non-
periodic, stochastic loads caused by wind turbulence.
A load sensor is a device that directly or indirectly measures the load applied in a compo-
nent or system. Some examples of typical sensors are:
• Strain gauges bridges;
• Load cells/torque tubes;
• Accelerometers, velocity, rotation and displacement transducers.
For wind turbines, the possibility to place a load cell in a main load path is uncommon.
For this reason, strain gauges are the recommended type of sensor. Ideally, the strain output
should be directly related to an applied load level. This is possible establishing static calibration
relationships. Although this relationships could change by dynamic behavior of the structure,
and consequently strain gauge will indicate gross internal loads instead of externally applied
loads. It is recommended to choose a location which:
• Has a high stress strain per unit;
• Provides a linear relationship between stress and load and as such should avoid load
introduction paths;
• Is in a region of uniform stress (i.e., is not subject to high stress/strain gradients, avoids
localized stress raisers or concentrations);
• Has space to apply the sensors;
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• Allows temperature compensation;
• Is made of material with uniform properties;
• Is made of materials to which sensors could be easily bonded or fixed.
4.1.2 Calibration of Load Sensors
Experimental verification and calibration of strain gauge bridges shall be carried out for all
mandatory sensors. It is advisable that the calibration is carried out after and before the actual
testing period. Ideally, the different components of the measurement chain should be calibrate
individually.
Loads are measured using a sensor and a measurement chain. In order to avoid the need
of recalibration after changing an element in the measurement chain, the sensor and the mea-
surement chain should be calibrated separately. [34]
• Calibration of the sensor: To determine the sensor sensitivity (relationship between the
load in N or Nm and the sensor output in mV/V) quasi-static calibration loads are applied
on the turbine in a number of steps covering the expected load range during turbine op-
eration as much as possible. The calibration loads could be applied using known masses
or using a winch and a load cell secured to the ground, to a crane or to another part of
the turbine.
• Calibration of the measurement chain: The measurement chain from sensor output through
the data acquisition system is calibrated by generating known outputs and recording the
corresponding readings in the data acquisition system. Known sensors could be gener-
ated by mechanical loads, but it is practical to generate the sensor outputs electrically.
4.2 Meteorological Parameters
The meteorological quantities which may be required in load measuring programmes are listed
in table 4.2.
Table 4.2: Meteorological Parameters. [34]
Quantity Importance Level Comments
Wind speed Mandatory At hub height
Wind shear Recommended
Wind direction Mandatory At hub height
Air temperature Mandatory Influences material properties
Temperature gradient Recommended
Air density Mandatory Derived from air temperature and air pressure
4.2.1 Instrumentation
To measure wind speed, cup anemometers are recommended. Their range shall be larger than
the power curve measurements. They should be able to measure wind speeds up to 50 m/s to
capture extreme wind situations. The distance between the anemometer and the blade should
be less than 5 m.
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4.3 Wind turbine operation quantities
The operation quantities which are or may be required in measuring programmes are listed in
table 4.3.
Table 4.3: Operation quantities. [34]
Quantity Importance Level Comments
Electrical power Mandatory
Rotor speed Mandatory
Pitch angle Mandatory Only for variable pitch turbines
Yaw position Mandatory If yaw and tilt moment are measured on the
Rotor azimuth Mandatory
Grid connection Recommended
Brake status Recommended
Wind turbine status Useful Relevant parameters may be derived
control panel of wind turbine
4.4 Measurement Load Cases
The measurement load cases (MLCs) define external conditions such as wind speed and tur-
bulence, and operational conditions such as rotational speed and electrical power. Operational
conditions depend on the wind turbine configuration and must be specified for each case.
External conditions have a stochastic character, so measurements of each measurement load
case have to be repeated a certain number of times in order to reduce the statistical uncertainty.
The measured time histories are classified considering steady-state operation (SO) and con-
sidering transient events (TE).
4.4.1 MLCs - Steady state operation
This is the state of operation of the turbine during which it remains in a steady state, and it’s
a state which external conditions also remain practically steady. Steady state occurs during
power production, power production with occurrence of fault and parked or idling.
Table 4.4 shows the MLCs that are recommended to record during steady state operations.
In table 4.4, vin (m/s) represents the cut-in wind speed, vhub (m/s) the wind speed at hub height
and vout (m/s) the cut-out wind speed.
Table 4.4: MLCs during steady state operations. [34]
Measurement load case Wind condition
Power Production vin < vhub < vout∗
Power Production plus occurrence of fault vin < vhub < vout∗
Parked, idling vin < vhub < 0.75ve1∗
*Has to be divided further into wind speed bins and turbulence bins
4.4.2 MLCs - Transient Events
This is the state of operation of the wind turbine changes. Transient events occurs during start-
up, normal shut-down, emergency shut-down, grid failure and overspeed activation of the
protection system.
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Table (4.5) show the MLCs that are recommended to record during transient events. In table
(4.5), vin (m/s) represents the cut-in wind speed and vr the rated wind speed (m/s).
Table 4.5: MLCs during transient events. [34]
Measurement load case Wind condition
Start-up vin and > vr + 2 m/s
Normal shut-down vin, vr and > vr + 2 m/s
Emergency shut-down vin and > vr + 2 m/s
Grid failure vr and > vr + 2 m/s
Overspeed activation of the protection system > vr + 2 m/s
4.5 Capture Matrix
Capture matrix is used to organize the measured time series. This matrix has two major objec-
tives:
• Guideline for programming the data acquisition system to optimize the operation;
• Decide when the measurements requirements are fulfilled.
For steady-state operation, the operation condition is defined and the mean wind speed
and turbulence intensity are calculated. For transient event the actual wind speed is written in
the capture matrix.
The bin sizes of the matrix and the number of data sets in each case has to be adapted for
each specific measurement campaign.
4.5.1 Power Production
During the measurement campaign the data should be classified according to the wind speed
and turbulence intensity. It is advisable that the wind speed be divided into bin intervals of
1 m/s and the turbulence intensity (turbulence intensity is the ratio of the standard deviation
of the wind speed in a given time interval to the mean wind speed in the same time interval)
be divided into bin intervals of 2%. Each wind speed bin up to vin to vr must have at least 30
time series of 10 min each. This makes 5 hours of raw data in total at each wind speed bin. In
addition, the measurements must be recorded at different turbulence intensities. A minimum
of four turbulence bins at each wind speed bin shall include at least 3 time series.
According to [36], the recordings are made in time series of 10 min because the statistics for
the inflow to a wind turbine can be considered quasi-static over a period of 9 to 12 minutes. For
periods smaller than 8 minutes, the data sample cannot produce statistical convergence. For
periods longer than 12 minutes, larger-scale atmospheric phenomena and diurnal changes in
the turbulence scaling parameters also increase the statistical variability.
Each wind speed bin from vr to vout− 5 m/s must have at least 8 time series of 10 min each.
No limits are put in terms on the turbulence intensity. In the wind speed from vout − 5 m/s to
vout, must be recorded at least 3 times series of 2 min each, and at least one time series should
be record at vout. Again, no limits are put in terms of turbulence intensity.
Table 4.6 represents the capture matrix for power production.
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Table 4.6: Capture matrix for normal power production. [34]
Normal power production
Wind speed bin size: 1 m/s
Turbulence bin size: 2 %
Time series length 10 min At least 2 min
Wind (m/s)⇒ vin ... 4.5 ... ... vr ... ... ... vin ... ... vout
I (%) ⇓ 5.5
< 3 ... ... ... ... ... ... ... ... ... ... ... ... ... ...
3− 5 ... ... ... ... ... ... ... ... ... ... ... ... ... ...
5− 7 ... ... ... ... ... ... ... ... ... ... ... ... ... ...
7− 9 ... ... ... ... ... ... ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
27− 29 ... ... ... ... ... ... ... ... ... ... ... ... ... ...
> 29 ... ... ... ... ... ... ... ... ... ... ... ... ... ...
Minimum 4 4 4 4 4 4 4 4 - - - - - -
number of
turbulence bins
with at least
three time series
Minimum 30 30 30 30 30 30 30 8 8 8 3 3 3 1
recommended
number of time
series for
empirical load
determination
Minimum vin to vr − 2 vr − 2 to vr + 2 vr + 2 to (vr+2)+vout2
recommended (vr+2)+vout
2
to vout
measurement
hours for model
validation 3 hours 3 hours 3 hours 1 hour
4.5.2 Power production and occurrence of fault
Measurement load cases during power production with occurrence of fault must have wind
speed divided into three intervals, from vr−6 m/s to vr−2 m/s, from vr−2 m/s to vr + 2 m/s
and to wind speeds over vr + 2 m/s. The duration of time series must be more than 2 minutes,
and relevant fault conditions shall be evaluated for each case. In this case, no restrictions about
turbulence bins are imposed.
Table 4.7 represents the capture matrix for power production and occurrence of fault.
Table 4.7: Capture matrix for normal power production plus occurrence of fault. [34]
Power production plus occurrence of fault
Time series length 2 min 2 min 2 min
Wind (m/s) vin < v < vr − 2 m/s vr − 2 m/s < v < vr+2 m/s vr + 2 m/s
Fault condition
Fault No. 1 2 2 2
Fault No. 2 2 2 2
............
Fault No. n 2 2 2
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4.5.3 Parked (standstill or idling)
Measurement load cases during standstill or idling should have wind speed bins of 4 m/s
and the duration of time series must be 10 min. During parked conditions the measurements
shall be made at a variety of yaw misalignment angles, including the most unfavorable inflow
angles.
Table 4.8 represents the capture matrix for parked condition.
Table 4.8: Capture matrix for parked condition. [34]
Parked (standing still and/or idling)
Time series record Minimum 2 min
length
Parking modes All design driving parking modes
(for example, idling, standstill)
Yaw angles At least the two most unfavorable angles
Record mean wind vin to vr − 2 m/s vr − 2 m/s to vr+2 m/s above vr + 2 m/s
speed ranges
Minimum total time 20 min 20 min 20 min
Actual number of
measurements
4.5.4 Transient Events
Table 4.9 represents the capture matrix for normal transient events and table 4.10 represents the
capture matrix for other than normal transient events.
Table 4.9: Capture matrix for transient events. [34]
Normal start-up and shut down events
Event vr to vr − 2 m/s vr − 2 to vr + 2 m/s vr + 2 m/s
Start-up Recommended 3 - 3
number
Normal shut- Recommended 3 3 3
down number
Note 1: The actual measured wind speed is the average over the duration of the
transient events
Note 2: The actual wind speed measured during the transient events shall be filled
in the white cells
Table 4.10: Capture matrix for other than normal transient events. [34]
Other transient events
Event Most critical wind speed
Grid failure Recommended number 3
Emergency shut down Recommended number 3
Overspeed combinations Recommended number 3
Other design critical transients Recommended number 3
43
4.5. Capture Matrix Chapter 4. Measured quantities
44
Chapter 5
Experimental Procedure
The instrumentation of blades was made by "Instituto de Engenharia Mecânica e Gestão Indus-
trial" (INEGI) [37] together with FiberSensing [38] within the framework of a project funded
by "Quadro de Referência Nacional" (QREN) [39]. A FiberSensing WindMETER system that
is a complete monitoring solution for wind generators was used. It consists of a low-power
measurement unit and fiber Bragg grating strain and temperature sensors for operation over
extended temperature range. The measurement system consists in a measuring unit by hub,
by two strain sensors for flapwise bending and two strain sensors for lead-lag bending.
The requirements to choose the sensors position are listed in section 4.1.1. According to
these requirements, figure 5.1 schematically shows the position of the sensors in the blade.
Beyond the requirements listed in section 4.1.1, and taking into account that the turbine
blade is made of glass fiber, there is the need to guarantee that the adhesive used to bound
sensor to blade keep the properties of the blade. Considering the sensitivity of FBGs against
temperature variation in the surface where are bounded, the measurement chain must contain
a sensor to compensate the effect of temperature.
The operating range of the sensors must be compatible with the operating range of wind
turbine. Inside the wind turbines, the conditions of temperature and moisture are changed,
therefore the sensors must stand these changes keeping its operation conditions. Thus, the
sensors must operate between a temperature range from −20 ◦C and 80 ◦C, and between a
moisture range from 0% and 100%.
The instrumentation of wind turbine has occurred during operation, so there is the need to
ensure the safety of the workers and ease of access. The sensors must be calibrated before and
after the actual testing period. The result must be less than 3% to ensure ±6% for a confidence
interval of 95%.
The sensors are bounded inside the blade to protect them from environmental conditions,
and to prevent damage of the synthetic coating of the blade. Placing the sensors inside the blade
also makes easier the placement of the sensors, job made by specialized technicians. Figure 5.2
shows the installation of the sensors made in this project.
The specifications defined for the sensors were:
• Material: fiber glass consistent with blade’s material;
• Range: ±5000 µε;
45
5.1. Instrumentation - Fiber Bragg Grating Sensor Chapter 5. Experimental Procedure
Figure 5.1: Position of the sensors in the blade.
• Resolution: 1 µε;
• Temperature: −20◦ C to +80◦ C.
5.1 Instrumentation - Fiber Bragg Grating Sensor
As seen in subsection 4.1.1, standard IEC 61400-13 suggests the type of sensors to measure load
quantities. However, in this case none of these were used. The sensor used in this work was a
fibre Bragg grating sensor. FBGs have been continuous and quickly developed since it has been
shown that they could be used to strain and temperature measurement. This kind of sensors
have several advantages when compared to traditional electrical strain gauges used for strain
monitoring, such as: [40]
• Better invulnerability to electro-magnetic interference, including storms;
• Potential capability of surviving in harsh environments;
• Much less intrusive size, which is advantageous for embedding into composites without
introducing any significant perturbation to characteristics of the structure;
• Greater resistance to corrosion;
• Greater capacity of multiplexing a large number of sensors for strain mapping along a
single fibre link (strain gauges need a huge amount of wiring);
• Higher temperature capacity;
• Longer life time which causes it to be used during the lifetime of the structure.
Instrumentation using strain sensors provides additional information on the load history,
what represents an advantage. Fibre-optic (FO) strain sensors are applied in wind turbines
structural monitoring because of their lightning safety and neutrality to electric-magnetic in-
terference. Considering the different FO strain sensors, FBGs is the most common because of
the following advantages: [41]
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Figure 5.2: Installation of the sensors made in this project.
• Allows a direct physical correlation between the measured Bragg wavelength and strain;
• Recalibration is not necessary, even after signal-processing unit has been exchanged;
• The wavelength-encoded sensor signal cannot be disturbed by influences on the trans-
mission lines;
• Potentially low-cost.
FBGs measure the changes in reflective signal from the grating when it is subjected to elon-
gation or thermal deformation. Any modification of the physical properties at the grating re-
gion, will change the reflective index, nB , and the spatial pitch (distance between each written
grating), Λ. Figure 5.3 shows a schematic illustration of FBGs strain measuring. Light is emit-
ted from a broadband source (LED) to the grating through a 3 dB fiber optic coupler. Coupler
guides the emissive light to the FBGs sensor and also guides the reflective signal to the optical
spectrum analyser (OSA). Bragg sensor is mainly formed by three different materials namely,
the bare fibre, cladding and protective coating. The fibre core is lined by di-eletric materials
called cladding, which are normally made from silica glass. The cladding have a reflective in-
dex slightly lower than the fibre core (n = 1.45 and n = 1.46 respectively) in order to respect
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Snell’s law (describes the relationship between the incidence and refraction angle of an wave
passing through two different and isotropic materials) to produce the total internal reflection in
the core section. Mechanical properties of the fibre core and cladding are the same. The protec-
tive coating protect the fibre from damage and moisture absorption and provides mechanical
strength to the fiber.
The Bragg wavelength (λB) reflected in the sensor is given by,
λB = 2× nB × Λ (5.1)
Figure 5.3: FBGs strain measure system. [42]
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5.1.1 Temperature and Strain Sensitivity
The wavelength of a FBGs changes with strain and temperature according to the following
equation,
∆λB
λB
= k × ε+ αδ ×∆T (5.2)
Change of the refraction index αδ is given by,
αδ =
δn/n
δT
(5.3)
and the gage factor k is given by,
k = 1− p (5.4)
where ∆λBλB is the wavelength shift, λB is the wavelength at test start, k is the gage factor, ε is
strain, ∆T is the change in temperature, and αδ is the refraction index. The first part of the
equation, kε represents the strain impact caused by mechanical strain (εm), and thermal strain
εT . The second part of the equation (αδ×∆T ) describes the change of the glass refraction index
n caused by temperature. Thus, the total strain measures is given by,
ε = εm + εT (5.5)
In equation (5.5) we are interested in the measurement of the mechanical strain εm. Know-
ing that,
εT = αsp ×∆T (5.6)
being αsp the thermal expansion coefficient per K of the amterial. [43]
Substituting equation (5.3) to equation (5.6) in equation (5.2) we obtain equations (5.7) and
(5.8) that describes the behavior of a FBGs under the effect of strain and temperature.
∆λ
λ0
= (1− p)× (εm + αsp ×∆T ) + δn/n
δT
×∆T (5.7)
∆λ
λ0
= k × (εm + αsp ×∆T ) + αδ ×∆T (5.8)
In case of a pure temperature sensor a Bragg grating is not stressed and the fiber is then fixed
at one point sufficiently apart of the Bragg grating. The FBGs changes only with temperature,
according to the following equation,
∆λ
λ0
= (1− p)× αglass ×∆T + δn/n
δT
×∆T (5.9)
where αglass is the thermal expansion coefficient of the fiber. This coefficient is almost zero, so
the biggest impact results from the temperature change of the refraction index αδ. When a fiber
is fixed to a specimen, the FBGs signal changes with the strain ε of the specimen and therefore
the thermal expansion coefficient is αsp instead of αglass, and ∆λλ0 is given by,
∆λ
λ0
= k × εm + (k × αsp × αδ)×∆T (5.10)
εm =
1
k
× ∆λ
λ0
−
(
αsp +
αδ
k
)
×∆T (5.11)
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Equation (5.11) represents the equation for a strain measuring FBGs.
If the FBGs is fixed to the specimen on a region without mechanical strain, it works as a
temperature compensation FBGs. Its signal calculates according to equations (5.12) and (5.13).
∆λ
λ0
= (k × αsp + αδ)×∆T (5.12)
∆T =
1
k × αsp + αδ ×
∆λ
λ0
(5.13)
Equation (5.13) represents the equation for a temperature compensation FBGs.
5.2 Calibration
The knowledge of the global mass of each blade allows to use its weight as a load to calibrate
the sensor. Choosing a windless day and positioning the blades in well defined positions is
possible to record the output for each sensor, i.e.:
• In vertical position, the weight is aligned with longitudinal axis, and acts as a tensile load
case if the blade is in the lower position and as a compression load case if the blade is in
the top position. In this case all sensors should record the same variation, despite initial
values may be different;
• In horizontal position (right and left), the weight of the blade acts like a bending load in
both ways. In this case the sensors along horizontal direction should record an inverse
variation because they are in bending that varies form negative to positive.
With this calibration, the blade becomes a load cell and its possible to know the loads in
service (knowing that the weight is constant). Thus, is possible to recognize the loads in service
and evaluate the damage caused.
In this case, the calibration taken was done as described above. The signals of the sensors
for three positions of rotation for each blade, as shown in figure 5.4 were measured.
Figure 5.4: Blade position to calibrate the sensors.
Position 1 corresponds to maximum compression load, position 2 corresponds to maximum
bending load induced by the own weight of the blade, and position 3 to maximum tensile load.
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5.3 Meteorological Quantities
The Light Detection and Ranging (LIDAR) technology allows estimating the wind conditions
by applying the Doppler effect. First, a pulse is emitted with a defined frequency, that is re-
flected by moving particles in the air, such as dust and aerosols. The difference between the
emitted and reflected pulse allows to estimate the velocity of the wind flow. However, this
technology admit that the flow is homogeneous along the laser scanning area. Thus, in com-
plex regions this issue should be treated with special attention. With the purpose of addressing
these limitations, the manufacturers provide information to judge the qualitative nature of the
data collected.
This technology was used to complement the data recorded in the meteorological tower.
A LIDAR technology of continuous wave, Zephyr model, installed near to the meteorological
tower was used. A study were performed in order to determine the better position of the
LIDAR system to not be influenced by the meteorological tower. The LIDAR installation is
shown in figure 5.5.
Figure 5.5: LIDAR installation and meteorological tower.
5.4 Adhesive
The use of adhesives to join more than one component have evolved and increased during the
years. This growth arrived to wind turbines industry. Adhesives are used to bound composites
components, metals and different materials. The appropriate selection of the adhesive have
several advantages, as follows:
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• Greater fatigue strength than rivets or bolted connections;
• Adhesive layers are lighter;
• Take less time to assembly;
• Avoids delamination problems that occurs with rivets or bolted connections.
• With adhesives, stress distribution is over the bounding area, acting as sealants and iso-
lating noise and vibrations.
The adhesives are a great option to join components, so it is an advantage if they are con-
sidered already in the design phase. This procedure save time and avoid future problems.
The adhesives could be classified in different ways, such as the structure and nature, the
type of cure that occurs in the adhesive, and by the mechanical properties. A usual classification
is as follows:
• Thermoplastic adhesives;
• Elastomer adhesives;
• Thermosetting adhesives.
The chosen adhesive in this application was SikaFast® - 5211, by Sika. The technical report
of this adhesive is shown in appendix C. This is a two-component adhesive, flexible, fast curing
based on Acrylic Double Performance (ADP) technology developed by Sika, this easy-to-use
polymer technology is based on the chemistry of acrylic chemistry. [44]
This product presents the following advantages:
• Strength development within minutes after the application;
• Adhesion to a wide range of metals and plastics;
• High strength;
• Gap filling allowing for manufacturing tolerances up to 3 mm;
• Flexible;
• Vibration damping;
• Solvent and acid free;
• Easy mixing;
This adhesives are designed to replace welding, riveting, and other mechanical fastening
techniques. Table 5.1 shows some properties of the adhesive.
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Table 5.1: Technical Product Data. [44]
Properties Component A Component B
SikaFast® - 5211 SikaFast® - 5200
Chemical base 2-Component ADP Acrylic
Colour White Black
Colour mixed Grey
Curing mechanism Polymerisation
Density ≈ 1.14 kg/l ≈ 1.46 kg/l
Density mixed ≈ 1.17 kg/l
Mixing ratio by volume 10 : 1
by weight 10 : 1.28
Consistency Thixotropic paste
Application temperature 10◦C to 40◦C
Tensile strength 10 N/mm2
Elongation at break 150%
Tensile-shear strength 8
Shelf life and storage 12 months
Service temperature −40◦C to +80◦C
5.5 Capture Matrix
In subsection 4.4.1 the MLCs that are recommended to record are described. The first objective
of this thesis is estimate the damage caused by fatigue cycles during steady state operation.
Table 4.6 shows the measurements that should be made for this case. Table 5.2 shows the
capture matrix obtained in this experimental. Only columns filled grey meet the requirements
presented in table 4.6. This was the first project to measure load cases, and so the capture matrix
is incomplete. There will be a future projet that involves the measurement of the all load cases,
and in that project is expected to fulfill the entire matrix.
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Table 5.2: Capture matrix for normal power production.
Normal power production
Wind speed bin size: 1 m/s
Turbulence bin size: 2%
Wind (m/s)⇒ 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5 15.5 16.5 17.5 18.5
4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5 15.5 16.5 17.5 18.5 25.5
I (%) ⇓
<3 - 3 - 1 14 11 9 8 - - - - - - - -
3-5 2 1 3 8 7 10 12 12 1 1 - - - - - -
5-7 5 2 3 2 20 18 23 4 7 3 - - - - - -
7-9 5 3 3 5 17 12 9 10 5 6 2 2 - 1 2 -
9-11 4 5 5 8 14 8 8 7 4 5 3 3 4 4 - -
11-13 5 16 10 8 15 8 4 7 1 4 1 1 - - 1 -
13-15 5 5 2 8 11 5 3 2 5 1 1 - - - - -
15-17 5 5 2 8 11 5 3 2 5 1 1 - - - - -
17-19 7 2 4 - 5 6 2 1 3 1 - - - - - -
19-21 4 2 - 1 5 2 2 1 1 - - - - - - -
21-23 6 2 3 1 1 - - 1 1 - - - - - - -
23-25 1 - - 1 2 1 1 - - - - - - - - -
25-27 1 1 - - 2 - 1 - - - - - - - - -
27-29 - - 1 1 - - - - - - - - - - - -
>29 - - - - - - - - - - - - - - - -
Number of 9 3 3 6 10 9 6 5 4 3 1 1
turbulence bins
with at least
three time series
Total records 50 44 36 60 116 86 75 46 28 22 7 6 4 5 3 0
Time (hours) 8.3 7.3 6 10 19.3 14.3 12.5 7.7 4.7 3.7 1.2 1.0 0.7 0.8 0.8 0
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Figure 6.1 indicates the sequence of the data analysis. The first two steps (outside the dashed
box) were done prior to this work, and the procedure were explained in chapter 5. The steps
inside the dashed box will be explained in the following sections.
6.1 Data Treatment
Considering the capture matrix (table 5.2) shown in section 5.5, table 6.1 represents the total
number of files to analyze.
Table 6.1: Total files to analyze.
Sensor A Sensor K Sensor C Sensor E
TF1 AF2 TF AF TF AF TF AF
Blade 1 433 152 433 − 433 152 433 −
Blade 2 433 152 433 − 433 152 433 −
Blade 3 433 152 433 − 433 152 433 −
Total 1299 456 1299 − 1299 456 1299 −
As observed in table 6.1 there are a total of 5196 files to analyse. The files were supplied in
excel format and that excel file contained all records of the 4 sensors and 3 blades. Firstly, there
was the need to separate the entire excel file to different files corresponding to a 10 min record
time, and repeat this for each sensor and each blade. Although, the signal from sensor E and
K will not be analyzed because the available ε-N curve does not match to the R value of these
two cases. In order to accelerate this task, for each bin of the capture matrix (table 5.2) with
more than 3 records, only 3 records were analyzed resulting in a total of 912 files analyzed. The
capture matrix analyzed is present in table 6.2.
1Total files.
2Analyzed files.
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Instrumentation
of the blades
Fill valid
columns of the
capture matrix
Data treatment
Signal Filtering
Rainflow
Algorithm
ε-N curve
Miner’s Law
Total Damage
Figure 6.1: Stages of the work.
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Table 6.2: Capture matrix analyzed for normal power production.
Normal power production
Wind speed bin size: 1 m/s
Turbulence bin size: 2 %
Wind (m/s)⇒ 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5 15.5 16.5 17.5 18.5
4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5 15.5 16.5 17.5 18.5 25.5
I (%) ⇓
<3 - 3 - 1 3 3 3 - - - - - - - - -
3-5 2 1 3 3 3 3 3 3 1 1 - - - - - -
5-7 3 2 3 2 3 3 3 3 7 3 - - - - - -
7-9 3 3 3 3 3 3 3 3 5 6 2 2 - 1 2 -
9-11 3 5 5 3 3 3 3 3 4 5 3 3 4 4 - -
11-13 3 16 10 3 3 3 3 3 1 4 1 1 - - 1 -
13-15 3 5 2 3 3 3 3 2 5 1 1 - - - - -
15-17 3 5 2 3 3 3 3 2 5 1 1 - - - - -
17-19 3 2 4 - 3 3 2 1 3 1 - - - - - -
19-21 3 2 - 1 3 2 2 1 1 - - - - - - -
21-23 3 2 3 1 1 - - 1 1 - - - - - - -
23-25 1 - - 1 2 1 1 - - - - - - - - -
25-27 1 1 - - 2 - 1 - - - - - - - - -
27-29 - - 1 1 - - - - - - - - - - - -
>29 - - - - - - - - - - - - - - - -
Number of 9 3 3 6 10 9 6 5 4 3 1 1
turbulence bins
with at least
three time series
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6.2 The ε-N Curve
The results obtained from FBGs are in terms of strain. For this reason the fatigue analysis will
be taken with ε-N instead of the usual S-N curve. The relationship between strain and stress
is not linear in composite materials, but in this way is avoided mistakes in this procedure. This
way there is the need to find fatigue data and a data fitting procedure to obtain the ε-N curve.
The data to obtain the ε-N curve as the data fitting was the same followed by the German
Aerospace Center (DLR) [45]. According to this reference, for certification purposes, the appli-
cation of statistically approved fatigue data is necessary. Certification rules for the design of
rotor blades require data for 95% survivability with 95% lower confidence limit. The formu-
lation used must be capable to handle data sets with a few fatigue data points. A statistical
evaluation proposed by Sendeckyj [46] fits the requirements described above. This procedure
handle with runouts and tab failures through progressive censoring, and it is also well defined
when small fatigue data samples are available.
The relationship for fatigue lifetime may be expressed by a two-parameter ε-N curve which
is a particular form of the wearout model by Halpin et al [47]. The parameter S determines the
slope of the ε-N curve at high cycles. The parameter C, allows flattening or steepening the
curve in a loglog scale plot at low cycles. This model disregard the possibility that for stresses
below a certain level no failure will occur.
One of the major characteristics of fatigue data is the large scatter of the test results. Due
to this, a probabilistic approach is needed. Thus, a consistent set of data must be produced.
This can be done transforming each result in the loglog ε-N into an equivalent static strength
using the S and C parameters of the ε-N . Hence, a complete set of fatigue data yields a new set
of equivalent static strength data. It is assumed that this new data is a two-parameter Weibull
distributed.
The data fitting approach occurs along different steps. With a good guess of the two pa-
rameters S and C, the fatigue data is transformed into equivalent static strength data. Using
the maximum likelihood method, a two-parameter Weibull distribution is fitted to the new
data. This is an iterative procedure repeated until the largest value for the shape parameter α
is obtained.
The ε-N curve may be given by,
εmax = β
(− lnP (N))1/α
((N −A)C)S (6.1)
where,
• α - Shape parameter of the Weibull distribution;
• β - Scale parameter of the Weibull distribution;
• P (N) - Probability of survival;
• N - Number of cycles;
• S and C - Parameters defining the ε-N curve;
• εmax - Maximum applied strain;
• A - − (1−C)C .
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Equation (6.1) give the mean curve to 95% of survivability. A fatigue curve considering any
confidence limit can be calculated assuming a two-parameter Weibull distribution. The lower
confidence limit is described in [48] as follows,
t = e
−Uγ (P (N))√
nα

(6.2)
The fatigue curve considering any confidence limit is given by,
εmax = β
(− lnP (N))1/α
((N −A)C)S e
−Uγ (P (N))√
nα

(6.3)
where,
• n - Number of tests.
• Uγ (P (N)) - Percentage point for survivability (P ) with a confidence limit γ.
The value of Uγ (P (N)) depends on the number of tests as well as in the confidence limit
desired. Table (6.3) represents this value for P = 95% and γ = 95%. For glass epoxy, the
number of tests were 10 [45] and Uγ (P (N)) = 8.468. This cell is filled in grey.
Table 6.3: Percentage points for Uγ (P (N)) = 95% for survivability P = 95% with a confidence
limit γ = 95%. [49]
Nº of tests U Nº of tests U Nº of tests U Nº of tests U
10 8.468 20 6.846 36 6.041 52 5.688
11 8.191 22 6.688 38 5.984 54 5.650
12 7.949 24 6.554 40 5.931 56 5.626
13 7.744 26 6.444 42 5.883 58 5.596
14 7.565 28 6.343 44 5.836 60 5.560
15 7.404 30 6.254 46 5.798 64 5.518
16 7.267 32 6.176 48 5.756 68 5.474
18 7.038 34 6.110 50 5.719 72 5.429
Reference [45] presents data for R = 0.1 and R = −1 only, which is not enough information
to do a proper analysis for each value of R. In lead lag direction will exist compressive and
tensile stress therefore it seems reasonable to use the curve for R = −1 (figure 6.2a and 6.2b.
In flapwise direction one sensor will measure tensile stress and another one will measure com-
pressive stress. For the one that measures compressive stress R should be 10 (figure 6.2d). For
the one that measure tensile stress should be R = 0.1 (figure 6.2c). Taking into account that we
only have curves for R = −1 and R = 0.1 we will only analyse 2 signals (Sensor A and Sensor
C).
Somehow this approach neglects the mean stress effect because R will not be exactly −1 or
0.1. Although according to [50] this is a typical approach in many analyses of wind turbine
blades.
Thus, we will have two ε-N curves that are obtained from equation (6.3) using the parame-
ters in table 6.4a for R = −1 (figure 6.3) and in table 6.4b for R = 0.1 (figure 6.4).
Some experimental points are shown in table 6.5b.
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(a) Signal recorded by Sensor A.
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(b) Signal recorded by Sensor E.
0 100 200 300 400 500 600
120
140
160
180
200
220
240
260
time [s]
S
tr
a
in
[µ
ε
]
SensorC
(c) Signal recorded by Sensor C.
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(d) Signal recorded by Sensor K.
Figure 6.2: Comparison between the signal measure by all Sensors for v = 4 m/s and 4% of
mean turbulence.
Table 6.4: Value of the parameters defining the ε-N curve for R = −1 and R = 0.1. [45]
(a) R = −1
Parameter Value
α 13.405
β 2.447
D 0.196
S 0.1
k = 1/S 10
(b) R = 0.1
Parameter Value
α 16.482
β 2.250
D 0.00146
S 0.1105
k = 1/S 9.050
With the ε-N curve obtained, is now possible to define the value of delta. The fatigue limit
could be defined as the amplitude of cyclic stress that can be applied to the material without
causing fatigue damage.
The procedure to obtain the value of delta was based in the definition of fatigue limit de-
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Figure 6.3: ε-N curve for R = −1.
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Figure 6.4: ε-N curve for R = 0.1.
scribed above. Knowing that will be an amplitude value of stress from which the lifetime of
the blade may be considered infinite, its possible to find the value of delta. For this purpose
there is the need to find the strain corresponding to a large number of cycles. Considering, for
instance, a lifetime of 1E30 cycles, it will correspond to a maximum strain of εmax = 0.0018 %
for R = −1 and to εmax = 0.0224 % for R = 0.1. Lastly it is necessary convert the maximum
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Table 6.5: Experimental data.
(a) R = −1
Number of cycles Strain (%)
56885000 0.3955
99310000 0.4951
5432500 0.6038
6637400 0.6039
363080 0.88009
44055 0.9983
32063 1.009
6516 1.196
8953 1.207
(b) R = 0.1
Number of cycles Strain (%)
9571940 0.6075
16595869 0.7163
3162277 0.8019
1088930 0.9964
1492794 1.007
157761 1.212
33806 1.406
24660 1.503
1184 1.610
strain to strain range, because this is the value of delta. The relationship between εmax and ∆ε
is given by,
∆ε = (1−R) εmax (6.4)
Table 6.6 shows the results obtained for the delta value for each curve.
Table 6.6: Delta value.
R=-1 R=0.1
εmax 0.0017 % 0.0018 %
∆ε 0.0034 % 0.0016 %
Thus, only cycles suffering a deformation over 0.0034 % (34 µε) forR = −1 and 0.0016% (16 µε)
for R = 0.1 will be considered in fatigue analysis.
To ensure that this number of strain may be considered irrelevant, an estimate of the num-
ber of cycles during a wind turbine life could be made. For this purpose is considered that
the wind turbine works throughout his lifetime. Despite this estimate not match with the real
situation, is guaranteed that the estimate is on the side of safety. Knowing the rotational speed
of the rotor is possible doing the estimate. Number of cycles during 20 years is given by,
N = 60× 24× 365× 20× ω (6.5)
where ω is the rotational speed of the rotor in rpm (rotations per minute), 60 is the number of
minutes in one hour, 24 represents the number of hours in one day, 365 the number of days in
one year and 20 represents the design lifetime of the wind turbine (years).
Consulting some wind turbines manufacturers such as WinWinD [51], DeWind [52], Sen-
vion [53] and Nordex [54], speed ranges from 4.7 rpm to 26 rpm were found. Assuming the
highest value, 26 rpm, and substituting ω in equation (6.5) for it, the number of cycles, N , is
equal to 273E6. This value is between 1E8 and 1E9 cycles, that is the lifetime published in the
literature ([45], [11]), and it is much lower than the 1E20, so it is guaranteed that relevant cycles
to fatigue lifetime analysis are not excluded.
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6.3 Signal Filtering
Figure 6.5 shows an example of the load spectrum obtained for a 10 min record time during
normal power production. The rainflow cycle counting algorithm will be applied to this kind
of signal in order to count fatigue cycles. However this signal has a lot of irrelevant information
(noise). So, if rainflow cycle counting is applied directly to this signal, it will count a lot of cycles
that are irrelevant to fatigue analysis. This is illustrated in figure 6.6. The rainflow algorithm
used was developed by Tim Irvine, [55], and some changes were needed in order to improve
the outputs. The original m-file is shown in appendix B.
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Figure 6.5: Example of 10 min record during normal power production.
Next, is presented an example of rainflow cycle counting application to the generic signal
shown in figure 6.5 that corresponds to a signal for v = 4 m/s and 4% of mean turbulence. In
this case R = −1.
In this case, the objective is to clean the signal in order to exclude small fatigue cycles, but
keeping the amplitude of load history. It is important to note this, because some filters just
smooth the signal, but this way the magnitude of the signal decreases. It is evident that in this
case this would lead to erroneous results, because in fatigue life prediction the amplitude of
the cycles is important. Said that, the filter used does not smooth the signal, it just removes the
low amplitude cycles that not contribute to fatigue damage.
The filter used was peakdet 3, developed by Eli Billauer, [56]. The peakdet m-file is in
appendix A. This filter finds relevant peaks and valleys from a signal. For this there are to input
variables, v (vector to find peaks and valleys) and ∆ (minimum value between two consecutive
coordinates in order to consider the previous coordinate a relevant peak or valley). Figure
6.7 represents the algorithm. Basically it runs all the coordinates of v and compare them. If
v(i) > v(i − 1) + ∆ then v(i − 1) is a valley, if not it will compare the next two values till the
previous relation is true. Then it looks for a peak, if v(i) < v(i− 1)−∆ then v(i− 1) is a peak.
The algorithm always looks for a peak and a valley alternately, therefore do not find two peaks
or two valleys followed. The output of the original algorithm is maxtab and mintab. Maxtab
is a matrix with n lines and two columns. First column have the value of the maximum found,
and the second are their position. Mintab is a matrix with n lines and two columns. First have
the value of the relevant minimum found and the second are their position. Then is possible
plot the original signal with relevant peaks and valleys marked.
3Peakdet is the m-file downloaded from [56].
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Figure 6.6: Noise in load spectrum.
However, this algorithm had a gap. The first point found were always a peak, and this
way in some cases one or a half cycle could be excluded. To circumvent, an improvement
was added. First of all the algorithm will find out if first relevant point is a peak or a valley,
comparing the tenth and the first value of the vector v. If v(10) > v(1) then the first relevant
point is a valley, otherwise is a peak. Consider the tenth term of v appeared to be enough to
ensure that the algorithm finds correctly if the first relevant point was a peak or valley. Several
tests were made and it was verified that the algorithm always found correctly the first relevant
point. After this some alterations were made to plot the filtered signal with relevant peaks and
valleys signed. To be possible to represent the filtered signal with peaks and valleys marked,
some changes were introduced. There was the need to create a new matrix with n lines and
two columns. The number of lines of this new vector is equal to the number of lines of maxtab
plus the number of lines of mintab. In the first column are the values of the first column of
mintab and maxtab alternately, and in the second column the values of the second column
of mintab and maxtab alternately. After these changes the signal is filtered, keeping the load
history amplitude, and excluding the irrelevant fatigue cycles.
Figure 6.7 represents the filter applied to the signal. In section 6.2 was explained the proce-
dure to define the value of delta. Figure 6.8 shows the histograms obtained for each case with
and without filtering. In this example, a total of 342 cycles have been counted and from these,
242.5 correspond to a small range of amplitudes. This corresponds to approximately 70.9% of
irrelevant cycles to fatigue life prediction. So, it is already possible to note that a large num-
ber of cycles corresponding to noise are accounted, and the need to filter the signal before the
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Insert Input:
Vector (v)
Amplitude (∆)
v(10) > v(1)
1 < i < length (v) 1 < i < length (v)
v(i) < v(i− 1)−∆ v(i) > v(i− 1) + ∆
i = i+ 1i = i+ 1
v(i− 1) is a peak v(i− 1) is a valley
i = i+ 1 i = i+ 1
STOP
nono
yesyes
yes yes
yes (valley)no (peak)
no no
Figure 6.7: Filter algorithm.
application of the rainflow cycle is verified. Also is notorious that the resolution of the strain
ranges increases after applying the filter.
6.4 MATLAB Program
Having the records organized, but in untreated state, the next step is to filter the records, then
apply the Rainflow algorithm and finally application of the Miner’s Law.
The stages inside the dashed box corresponds to the work made during this thesis. For
this purpose a MATLAB program was built. The features and operation of the program will
be explained below. An user guide for the MATLAB program was made. The user guide
was divided in two parts, the first one with the theoretical concepts used during the program
building, and the second explaining how to use the program and showing the different outputs.
In appendix D is shown an excerpt of the user guide.
The first window to open when the program is run is shown in figure 6.9. In the file button
is possible to choose between the different cases provided in IEC 64000-13 (normal power pro-
duction, power production and occurrence of fault, parked condition, transient events, other
than normal transient events).
After choose what case will be analyzed, a new window will open. In this window, the only
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(b) 2D histogram of cycles counted after applying
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Figure 6.8: Comparison between the histogram of original signal and filtered signal
Figure 6.9: Main interface of the program.
difference between cases under analysis is the bins of velocity and turbulence.
In this window is possible to choose the desired outputs relatively to the signal processing
and to the rainflow algorithm. The possible outputs from signal processing are:
• Original signal;
• Original Signal with peaks and valleys marked;
• Filtered signal;
• Filtered signal with peaks and valleys marked;
• Matrix with information about the signal filtering (number of counted cycles in original
signal and in the filtered signal, and percentage of irrelevant cycles).
Relatively to the rainflow algorithm, the possible outputs are:
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• Histogram of counted cycles from original signal;
• Matrix with information of the rainflow algorithm for the original signal;
• 2D histogram with counted cycles for each range of amplitude for the original signal;
• 3D histogram with counted cycles organized for each range of amplitude and each range
of mean amplitude for original signal;
• Histogram of counted cycles from filtered signal;
• Matrix with information of the rainflow algorithm for the filtered signal;
• 2D histogram with counted cycles for each range of amplitude for the filtered signal;
• 3D histogram with counted cycles organized for each range of amplitude and each range
of mean amplitude for filtered signal.
An extra output is a matrix that for each bin of wind speed and turbulence represents the
damage caused. Figure 6.10 represents this secondary interface. This matrix is obtained by
crossing the maximum strain of each range of strain with the ε-N curve. This allows to get the
maximum number of cycles to rupture, and then apply the Miner’s law. The number of cycles
to rupture is given by,
N =
β(− lnP (N))1/αεampC e
−Uγ (P (N))√
nα
+ ∆ (6.6)
After selecting the situation under analysis the sequence to run the program is as follows:
• Select the number of records to analyze;
• Load the records from computer to program, by clicking in the pushbutton called Load
Files (the name of each file under analysis and respective directory will be shown in a
listbox). When all files were loaded a message box will appear confirming the correct
loading of the records;
• Select the bin of velocity and turbulence under analysis;
• Select the desired outputs.
It is also possible to save each output, including the damage matrix.
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Figure 6.10: Secondary interface of the program.
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6.5 Load Spectra
Before start the analysis, and considering the position of the sensors, shown in figure 6.11, let’s
try to predict the kind of signal recorded.
Figure 6.11: Position of the four sensors in the blade.
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6.5.1 Lead-Lag Direction
Sensor A and E measure the strain caused by inertial forces (weight of the blade) during each
rotation. For low wind speeds and low turbulence is expected that this signal is homogeneous
and that direction change twice during each rotation (in each rotation the signal passer through
0). Also, if the blade geometry was regular the strain measured by A should be the E but
symmetric. Figure 6.12 shows the both measurements and confirms the expected.
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(a) Signal recorded by Sensor A.
0 100 200 300 400 500 600
−300
−250
−200
−150
−100
−50
0
50
100
150
time [s]
S
tr
a
in
[µ
ε
]
SensorE
(b) Signal recorded by Sensor E.
Figure 6.12: Comparison between the signal measured by Sensor A and E for v = 4 m/s and
4% of mean turbulence.
For high wind velocities there is another factor influencing the signal recorded by Sensor A
and E. That is due to activation of the pitch angle. The pitch angle affects the power output.
Small changes in the pitch angle have a dramatic influence on the power output.
The blade pitch keeps the rotor speed within limits even with the variation of the wind
speed. Small variations in pitch angle could have an huge effect on the power production.
Positive pitch angle decreases the angle of incidence, and on the contrary, negative pitch angles
increases the angle of incidence and may cause stalling to occur. The most important objective
of pitch control is power regulation, but it have another advantages such as,
• With a large positive pitch angle a large starting torque can be generated as rotor begins
to turn;
• A 90◦ is normally used to shutting down because minimises the rotor idling speed at
which the parking break is applied.
The major disadvantages of pitch are the cost and reliability [57]. Figure 6.13 shows the
power curve for variable wind speed. It is possible to note that for values of wind speed over
10 m/s the rated output power remains constant. This is achieved by activating the pitch angle.
With pitch angle activation, Sensor A and Sensor E will measure shifted bending. One com-
ponent is due to blade weight and the another one is due to pitch angle, that loads the blade.
So, this signal that was homogeneous to low wind speeds, will now be less homogeneous, as
show in figure 6.14.
The turbulence influence is also noted in the records. In this case the Sensors will also mea-
sure shifted bending. Wind turbulence induces stochastic loads, and while the wind turbulence
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Figure 6.13: Power curve for variable wind speed. [57]
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(a) Signal recorded by Sensor A.
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(b) Signal recorded by Sensor E.
Figure 6.14: Comparison between the signal measured by Sensor A and E for v = 11 m/s and
4% of mean turbulence.
is low, the signal is still homogeneous, but for higher wind turbulence the signal became less
homogeneous. This phenomenon is accented with increasing wind speed. Figure 6.15 shows
this phenomenon to v = 4 m/s and 4% and 26% of mean turbulence, and figure 6.16 shows
this phenomenon to v = 11 m/s and 4% and 22% of mean turbulence. It is also noted that for
higher values of wind turbulence the measurements are not symmetric.
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(a) Signal recorded by Sensor A.
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(b) Signal recorded by Sensor A.
Figure 6.15: Comparison between the signal measured by Sensor A for v = 4 m/s and 4% of
mean turbulence and for v = 4 m/s and 26% of mean turbulence.
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(a) Signal recorded by Sensor A.
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(b) Signal recorded by Sensor A.
Figure 6.16: Comparison between the signal measure by Sensor A for v = 11 m/s and 4% of
mean turbulence and for v = 11 m/s and 22% of mean turbulence.
6.5.2 Flap Direction
Sensor C and Sensor K measure the strain induced by the wind loads. As air flow is steady,
but spatially not uniform over the rotor swept area, so this measurements will vary strongly in
mean and amplitude, and there is not mandatory that the measurement crosses the 0, because
the blade is loaded. If the blade geometry was regular, Sensor C should measure the same
quantity but symmetric of Sensor K. Figure 6.17 shows the strain measured by Sensor C and
Sensor K.
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(a) Signal recorded by Sensor C.
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(b) Signal recorded by Sensor K.
Figure 6.17: Comparison between the signal measure by Sensor C and K for v = 4 m/s and 4%
of mean turbulence.
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(a) Signal recorded by Sensor C.
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(b) Signal recorded by Sensor K.
Figure 6.18: Comparison between the signal measure by Sensor C and K for v = 11 m/s and
4% of mean turbulence.
6.6 Results
After finishing the treatment of all files to analyze and the MATLAB program, proceeded to the
analyze of the data. As the scope of the thesis is the fatigue analysis in wind turbine blades,
the main result is the damage, the number of cycles left to rupture or lifetime of the turbine.
Although, as this was a leading project, there is a lack of information. Due to this it is difficult to
do accurate estimations on the lifetime of the turbine or the damage that is already induced on
the blades. Thus, it seems reasonable that the final result, at this stage of the project, was only
the damage caused by each situation predicted in the capture matrix. Thus, the final result
will be present as a matrix with the damage caused in each 10 min interval of velocity and
turbulence as said before. Only columns that meet the requirements presented in table 4.6 will
be filled.
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(a) Signal recorded by Sensor C.
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(b) Signal recorded by Sensor C.
Figure 6.19: Comparison between the signal measured by Sensor C for v = 4 m/s and 4% of
mean turbulence and for v = 4 m/s and 26% of mean turbulence.
The analysis will be made individual for each sensor. The sensors were positioned in the
main direction, so it is expected that the strain measured in these both directions are the main
responsible for the damage caused in the blade. The first analysis will be comparing the results
of the same sensor for each blade.
6.6.1 Results of the Original Signal
• Analysis of sensor A of blade 1
Table 6.7 represents the damage caused during normal power production for the respective
bins of velocity and turbulence recorded for blade 1 in lead lag direction. In this range of
speeds the damage caused is relatively low. The highest value of damage in a 10 min interval
in this case is 1.05E-13. This value corresponds to a wind speed between 9.5 and 10.5 m/s
and a turbulence between 23 and 25%. This maximum value is filled grey. Considering this
worst case, and if the blade worked during 20 years on and on, the total damage was given by
(20× 365× 24× 60)/10. This equation gives the number of intervals of 10 min during 20 years.
The total damage is 1.10E-07. This value is far below 1 what is expected considering that we
only have values at low wind speed.
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Table 6.7: Damage matrix for sensor A of blade 1.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 1.23E-16 1.78E-16 5.38E-15 2.12E-15 -
3− 5 5.59E-18 8.03E-16 4.87E-16 1.88E-15 1.79E-14 5.47E-14
5− 7 5.10E-18 2.18E-16 3.91E-16 3.75E-14 3.72E-14 4.39E-14
7− 9 1.00E-16 1.23E-15 1.75E-15 1.48E-14 4.08E-14 3.81E-14
9− 11 8.17E-17 2.36E-15 1.78E-15 1.50E-14 5.18E-14 7.79E-15
11− 13 3.51E-17 9.67E-16 1.95E-14 3.28E-15 7.98E-14 3.90E-14
13− 15 1.06E-16 9.87E-15 2.13E-16 2.40E-14 1.20E-14 5.85E-14
15− 17 2.49E-16 3.11E-14 3.10E-14 3.74E-14 4.67E-14 6.80E-15
17− 19 8.00E-17 - 4.99E-14 6.01E-14 5.16E-14 5.22E-15
19− 21 8.43E-17 8.52E-15 5.75E-14 3.41E-14 5.23E-14 1.97E-15
21− 23 5.52E-17 6.99E-15 3.17E-14 - - 5.55E-14
23− 25 3.23E-17 3.70E-14 4.07E-14 2.47E-14 1.05E-13 -
25− 27 3.65E-17 - 1.76E-14 - 9.58E-14 -
27− 29 - 2.38E-14 - - - -
> 29 - - - - - -
• Analysis of sensor A of blade 2
Table 6.8 represents the damage matrix for sensor A of blade 2 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 4.72E-14. This value corresponds to a wind speed between
6.5 and 7.5 m/s and a turbulence between 19 and 21%. This maximum value is filled grey.
Also in this case the highest value of damage not occurs to the highest value of wind speed or
turbulence. Considering again the worst case possible, the total damage in this blade for these
conditions will be 4.96E-08.
Table 6.8: Damage matrix for sensor A of blade 2.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 1.36E-16 1.43E-16 3.00E-15 1.06E-15 -
3− 5 9.66E-18 6.89E-16 3.59E-16 3.69E-15 7.72E-15 2.92E-14
5− 7 7.86E-18 1.03E-15 3.40E-16 2.03E-14 3.00E-14 1.91E-14
7− 9 1.18E-16 1.25E-15 1.48E-15 9.09E-15 2.65E-14 1.82E-14
9− 11 1.03E-16 1.95E-15 1.25E-15 8.88E-15 3.04E-14 4.49E-15
11− 13 5.08E-17 6.99E-16 1.42E-14 2.00E-15 3.73E-14 2.23E-14
13− 15 1.25E-16 3.73E-15 4.84E-16 1.36E-14 6.83E-15 1.62E-14
15− 17 8.30E-17 1.57E-14 3.28E-14 1.60E-14 1.82E-14 2.30E-15
17− 19 9.66E-17 - 1.49E-14 1.64E-14 2.62E-14 2.72E-15
19− 21 7.58E-17 4.72E-14 2.09E-14 1.20E-14 2.37E-14 1.83E-15
21− 23 6.50E-17 3.78E-15 2.62E-15 - - 3.40E-14
23− 25 1.11E-17 1.18E-14 1.46E-14 1.58E-14 4.37E-15 -
25− 27 4.06E-17 - 9.71E-15 - 3.81E-14 -
27− 29 - 9.48E-15 - - - -
> 29 - - - - - -
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• Analysis of sensor A of blade 3
Table 6.9 represents the damage matrix for sensor A of blade 3 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 1.27E-14. This value corresponds to a wind speed between
9.5 and 10.5 m/s and a turbulence between 11 and 13%. This maximum value is filled grey. In
this case the highest value of damage corresponds to the highest bin of wind speed and one of
the highest of turbulence. Considering again the worst case possible, the total damage in this
blade for these conditions will be 1.34E-08.
Table 6.9: Damage matrix for sensor A of blade 3.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 1.14E-17 1.08E-17 6.23E-16 1.00E-15 -
3− 5 5.50E-19 1.12E-16 3.13E-17 9.05E-16 2.33E-15 8.44E-15
5− 7 5.76E-19 1.69E-17 5.09E-17 6.07E-15 6.70E-15 6.34E-15
7− 9 1.64E-17 1.68E-16 3.01E-16 2.16E-15 6.67E-15 6.04E-15
9− 11 1.21E-17 1.74E-16 2.10E-16 2.22E-15 8.06E-15 5.17E-15
11− 13 5.14E-18 5.93E-17 3.29E-15 4.08E-16 1.27E-14 6.10E-15
13− 15 1.53E-17 9.10E-16 8.53E-17 3.74E-15 9.83E-16 3.87E-15
15− 17 3.26E-17 4.09E-15 5.28E-15 3.81E-15 4.89E-15 5.99E-16
17− 19 1.27E-17 - 4.65E-15 4.77E-15 7.07E-15 4.93E-16
19− 21 7.51E-18 1.23E-14 5.30E-15 3.58E-15 7.64E-15 3.85E-16
21− 23 5.31E-18 7.03E-16 1.68E-15 - - 6.54E-15
23− 25 2.22E-18 3.73E-15 3.97E-15 4.31E-15 5.62E-16 -
25− 27 3.16E-18 - 2.32E-15 - 1.19E-14 -
27− 29 - 2.29E-15 - - - -
> 29 - - - - - -
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• Analysis of sensor C of blade 1
Table 6.10 represents the damage matrix for sensor C of blade 1 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 2.19E-10. This value corresponds to a wind speed between
10.5 and 11.5 m/s and a turbulence between 13 and 15%. This maximum value is filled grey.
Considering again the worst case possible, the total damage in this blade for these conditions
will be 2.30E-04.
Table 6.10: Damage matrix for sensor C of blade 1.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 5.60E-13 6.79E-13 3.67E-12 6.84E-12 -
3− 5 1.80E-16 7.37E-14 1.76E-12 6.34E-12 8.91E-12 1.35E-10
5− 7 7.40E-17 1.11E-13 3.24E-13 1.17E-11 5.08E-11 1.22E-11
7− 9 1.93E-15 5.84E-14 6.35E-14 4.51E-12 1.00E-10 1.43E-11
9− 11 1.53E-15 9.46E-13 1.17E-13 4.03E-12 6.31E-12 1.56E-11
11− 13 1.12E-16 2.46E-14 3.30E-11 2.11E-12 1.47E-11 1.46E-10
13− 15 1.97E-15 7.65E-12 3.36E-14 2.31E-11 1.14E-10 2.19E-10
15− 17 1.60E-14 3.00E-11 1.58E-10 2.70E-11 1.36E-11 4.78E-12
17− 19 2.58E-15 - 6.25E-11 3.47E-11 2.02E-11 4.99E-12
19− 21 2.02E-14 2.08E-11 2.45E-11 2.01E-11 2.02E-11 2.89E-12
21− 23 3.03E-15 3.03E-15 2.60E-11 - - 1.37E-11
23− 25 4.64E-16 2.01E-11 2.71E-11 1.50E-11 6.83E-12 -
25− 27 1.33E-15 - 2.99E-11 - 1.52E-10 -
27− 29 - 2.64E-11 - - - -
> 29 - - - - - -
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• Analysis of sensor C of blade 2
Table 6.11 represents the damage matrix for sensor C of blade 2 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 4.42E-10. This value corresponds to a wind speed between
9.5 and 10.5 m/s and a turbulence between 25 and 27%. This maximum value is filled grey.
Considering again the worst case possible, the total damage in this blade for these conditions
will be 4.65E-04.
Table 6.11: Damage matrix for sensor C of blade 2.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 2.83E-12 3.01E-12 1.21E-11 1.67E-11 -
3− 5 1.35E-14 7.02E-13 6.66E-12 1.87E-11 2.30E-11 3.42E-11
5− 7 9.22E-15 8.11E-13 1.28E-12 2.79E-11 1.36E-11 2.83E-11
7− 9 6.56E-14 4.82E-13 4.97E-13 1.62E-11 2.64E-11 3.39E-11
9− 11 5.17E-14 3.65E-12 6.38E-13 1.05E-11 3.37E-11 3.19E-11
11− 13 1.67E-14 2.09E-13 1.06E-10 7.32E-12 3.96E-11 2.59E-10
13− 15 5.77E-14 1.69E-11 4.15E-13 3.75E-11 3.96E-11 4.78E-11
15− 17 2.05E-13 5.84E-11 3.04E-11 4.17E-11 5.94E-11 1.83E-11
17− 19 6.43E-14 - 5.61E-11 7.37E-11 3.91E-11 1.10E-11
19− 21 2.31E-13 4.30E-11 5.67E-11 4.34E-11 4.73E-11 1.78E-11
21− 23 8.09E-14 2.19E-11 4.19E-11 - - 4.04E-11
23− 25 1.99E-14 4.50E-11 5.25E-11 4.15E-11 1.22E-11 -
25− 27 1.99E-14 - 3.96E-11 - 4.42E-10 -
27− 29 - 4.89E-11 - - - -
> 29 - - - - - -
78
Chapter 6. Data Analysis 6.6. Results
• Analysis of sensor C of blade 3
Table 6.18 represents the damage matrix for sensor C of blade 3 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 3.14E-10. This value corresponds to a wind speed between
10.5 and 11.5 m/s and a turbulence between 11 and 13%. This maximum value is filled grey. In
this case the highest value of damage corresponds to the highest bin of wind speed and one of
the highest of turbulence. Considering again the worst case possible, the total damage in this
blade for these conditions will be 3.30E-04.
Table 6.12: Damage matrix for sensor C of blade 3.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 2.04E-14 2.28E-14 2.25E-13 4.27E-13 -
3− 5 9.46E-20 2.04E-15 6.96E-14 4.64E-13 5.36E-13 7.99E-12
5− 7 1.92E-20 8.11E-15 3.16E-14 7.06E-13 2.19E-12 8.03E-13
7− 9 8.16E-18 1.35E-15 1.30E-15 3.72E-13 6.20W -12 9.88E-13
9− 11 7.94E-18 3.32E-15 1.81E-15 2.18E-13 1.07E-12 1.04E-12
11− 13 1.15E-19 3.52E-16 1.23E-12 1.12E-13 1.39E-12 3.14E-10
13− 15 1.09E-17 5.01E-13 2.20E-15 1.54E-12 6.72E-12 1.55E-12
15− 17 1.96E-16 2.00E-12 9.59E-12 1.97E-12 1.10E-12 2.43E-13
17− 19 3.30E-17 - 3.78E-12 3.22E-12 1.58E-12 2.29E-12
19− 21 1.81E-16 1.43E-12 1.60E-12 1.46E-12 2.02E-12 1.43E-12
21− 23 3.81E-17 5.63E-13 1.37E-12 - - 6.71E-12
23− 25 7.80E-19 1.73E-12 1.84E-12 1.14E-12 1.71E-12 -
25− 27 1.71E-17 - 9.84E-13 - 7.88E-12 -
27− 29 - 1.24E-12 - - - -
> 29 - - - - - -
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6.6.2 Results of the Filtered Signal
• Analysis of sensor A of blade 1
Table 6.13 represents the damage caused during normal power production for the respective
bins of velocity and turbulence recorded for blade 1 in lead lag direction. In this range of
speeds the damage caused is relatively low. The highest value of damage in a 10 min interval
in this case is 1.41E-14. This value corresponds to a wind speed between 9.5 and 10.5 m/s
and a turbulence between 23 and 25%. This maximum value is filled grey. Considering this
worst case, and if the blade worked during 20 years on and on, the total damage was given by
(20× 365× 24× 60)/10. This equation gives the number of intervals of 10 min during 20 years.
The total damage is 1.48E-08. This value is far below 1 what is expected considering that we
only have values at low wind speed.
Table 6.13: Damage matrix for sensor A of blade 1.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 5.58E-17 9.81E-17 1.59E-15 8.13E-16 -
3− 5 1.53E-18 1.34E-16 2.45E-16 6.93E-16 4.21E-15 1.06E-14
5− 7 1.39E-18 3.16E-17 3.82E-17 1.37E-14 6.22E-15 6.39E-15
7− 9 2.28E-17 1.26E-16 8.64E-17 1.03E-15 5.91E-15 7.80E-15
9− 11 2.50E-17 3.21E-16 1.32E-16 9.76E-16 1.11E-14 1.78E-15
11− 13 8.97E-18 1.10E-16 2.94E-15 2.62E-16 1.18E-14 5.91E-15
13− 15 2.92E-17 1.41E-15 5.92E-17 4.17E-15 1.38E-15 8.87E-15
15− 17 6.65E-17 4.85E-15 3.74E-15 4.77E-15 7.08E-15 8.76E-16
17− 19 1.56E-17 - 6.88E-15 4.16E-15 8.05E-15 7.56E-16
19− 21 1.47E-17 1.42E-15 5.53E-15 3.84E-15 7.04E-15 4.16E-16
21− 23 1.05E-17 1.84E-15 2.52E-15 - - 3.92E-15
23− 25 6.30E-18 3.07E-15 4.53E-15 1.91E-15 1.41E-14 -
25− 27 8.04E-18 - 3.27E-15 - 4.90E-15 -
27− 29 - 3.02E-15 - - - -
> 29 - - - - - -
Figure 6.20a and 6.20b shows the 3D histogram for a mean wind speed of 8 m/s and 11
m/s respectively. The most part of the cycles counted have the same amplitude, although for
a mean wind speed of 11 m/s the mean strain value is higher, so the damage will be higher, as
verified.
Figure 6.21a and 6.21b represents the 3D histogram of all records made for Sensor A in
blade 1 before and after the filtering, respectively. Before the filtering, 110120 cycles have been
counted and after the filtering only 21523 cycles have been counted. This represents 80.5% of
irrelevant fatigue cycles. Once again the importance of the filtering is demonstrated .
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(a) 3D Histogram of cycles counted of filtered signal to v = 8 m/s.
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(b) 3D Histogram of cycles counted of filtered signal to v = 11 m/s.
Figure 6.20: Comparison between the 3D histogram of sensor A of blade 1 for v = 8 m/s and
v = 11 m/s.
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(a) 3D histogram for all records of sensor A without filtering.
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(b) 3D histogram for all records of sensor A with filtering.
Figure 6.21: Comparison between the 3D histogram of sensor A of blade 1 for records of Sensor
A with and without filtering.
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• Analysis of sensor A of blade 2
Table 6.14 represents the damage matrix for sensor A of blade 2 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 6.21E-15. This value corresponds to a wind speed between
9.5 and 10.5 m/s and a turbulence between 23 and 25%. This maximum value is filled grey.
Also in this case the highest value of damage not occurs to the highest value of wind speed or
turbulence. Considering again the worst case possible, the total damage in this blade for these
conditions will be 6.53E-09.
Table 6.14: Damage matrix for sensor A of blade 2.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 6.08E-17 7.06E-17 8.67E-16 4.11E-16 -
3− 5 2.57E-18 1.31E-16 1.49E-16 1.41E-15 2.04E-15 5.69E-15
5− 7 1.99E-18 1.96E-16 3.95E-17 6.64E-15 3.76E-15 3.44E-15
7− 9 2.91E-17 1.14E-16 9.63E-17 6.41E-16 3.22E-15 3.51E-15
9− 11 2.64E-17 1.79E-16 9.97E-17 7.13E-16 5.78E-15 9.47E-16
11− 13 1.05E-17 6.93E-17 1.95E-15 1.83E-16 7.20E-16 2.89E-15
13− 15 2.96E-17 7.88E-16 4.75E-17 1.78E-15 7.08E-16 2.53E-15
15− 17 5.57E-17 2.42E-15 1.75E-15 2.20E-15 3.32E-15 4.68E-16
17− 19 2.03E-17 - 2.59E-15 1.83E-15 4.48E-15 4.67E-16
19− 21 1.23E-17 7.07E-16 2.70E-15 1.76E-15 3.23E-15 2.69E-16
21− 23 1.39E-17 8.06E-16 1.33E-15 - - 1.96E-15
23− 25 4.77E-18 1.33E-15 2.19E-15 1.07E-15 6.21E-15 -
25− 27 7.97E-18 - 1.34E-15 - 2.73E-15 -
27− 29 - 1.47E-15 - - - -
> 29 - - - - - -
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• Analysis of sensor A of blade 3
Table 6.15 represents the damage matrix for sensor A of blade 3 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 1.90E-15. This value corresponds to a wind speed between
9.5 and 10.5 m/s and a turbulence between 23 and 25%. This maximum value is filled grey. In
this case the highest value of damage corresponds to the highest bin of wind speed and one of
the highest of turbulence. Considering again the worst case possible, the total damage in this
blade for these conditions will be 2.00E-09.
Table 6.15: Damage matrix for sensor A of blade 3.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 5.37E-18 6.28E-18 1.74E-16 3.62E-16 -
3− 5 1.28E-19 1.95E-17 1.51E-17 3.40E-16 5.52E-16 1.76E-15
5− 7 1.43E-19 2.95E-18 4.48E-18 9.40E-17 9.92E-16 9.69E-16
7− 9 3.46E-18 1.81E-17 1.33E-17 1.45E-16 8.53E-16 9.80E-16
9− 11 3.05E-18 1.93E-17 1.65E-17 1.58E-16 1.74E-15 1.03E-15
11− 13 1.40E-18 5.30E-18 4.42E-16 3.26E-17 1.75E-15 8.74E-16
13− 15 3.91E-18 1.20E-16 7.66E-18 4.14E-16 1.38E-16 5.99E-16
15− 17 7.52E-18 5.39E-16 4.77E-16 4.59E-16 9.81E-16 7.82E-17
17− 19 2.39E-18 - 7.14E-16 4.84E-16 1.10E-15 8.42E-17
19− 21 1.99E-18 1.62E-15 6.31E-16 3.75E-16 9.28E-16 5.61E-17
21− 23 8.44E-19 1.47E-16 2.85E-16 - - 3.68E-16
23− 25 3.77E-19 3.15E-16 4.38E-16 1.75E-16 1.90E-15 -
25− 27 6.28E-19 - 4.02E-16 - 7.22E-16 -
27− 29 - 2.94E-16 - - - -
> 29 - - - - - -
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• Analysis of sensor C of blade 1
Table 6.16 represents the damage matrix for sensor C of blade 1 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 2.00E-11. This value corresponds to a wind speed between
10.5 and 11.5 m/s and a turbulence between 13 and 15%. This maximum value is filled grey.
Considering again the worst case possible, the total damage in this blade for these conditions
will be 2.10E-05.
Table 6.16: Damage matrix for sensor C of blade 1.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind m/s⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 5.24E-14 6.93E-14 5.45E-13 1.22E-12 -
3− 5 6.12E-18 1.33E-14 1.96E-13 1.03E-12 1.23E-12 1.23E-11
5− 7 2.85E-18 2.00E-14 2.30E-14 1.21E-12 5.37E-12 1.83E-12
7− 9 1.04E-16 7.44E-15 7.35E-15 5.16E-13 9.67E-12 2.25E-12
9− 11 7.36E-17 7.68E-14 9.14E-15 2.99E-13 8.74E-13 2.89E-12
11− 13 6.80E-18 3.94E-15 1.99E-12 2.17E-13 1.93E-12 1.33E-11
13− 15 1.97E-16 1.42E-12 6.20E-15 1.81E-12 8.07E-12 2.00E-11
15− 17 5.34E-16 2.89E-12 1.82E-11 3.28E-12 2.53E-12 6.44E-13
17− 19 1.37E-16 - 2.73E-12 2.32E-12 3.22E-12 3.28E-13
19− 21 4.63E-16 2.88E-12 3.33E-12 2.03E-12 3.22E-12 2.40E-13
21− 23 1.93E-16 1.58E-12 1.96E-12 - - 1.76E-12
23− 25 3.36E-17 2.48E-12 2.50E-12 1.28E-12 3.28E-13 -
25− 27 6.13E-17 - 2.47E-12 - 1.08E-11 -
27− 29 - 1.86E-12 - - - -
> 29 - - - - - -
Figure 6.22a and 6.22b shows the 3D histogram for a mean wind speed of 8 and 11 m/s
respectively. In this case is more noticeable the highest value of mean strain to the highest
value of wind speed, 11 m/s. To a mean wind speed of 8m/s the mean strain for the most
cycles goes from 200 to 1000 µε, while for a mean wind speed of 11 m/s the mean strain for
the most cycles goes from 400 to 1000 µε. Also, for a mean wind speed of 8 m/s the range of
mean amplitude with more cycles is 200 to 400 µε, while for a mean wind speed it is between
800 and 1000 µε. Relatively to figure 6.23a and 6.23b they represent the total number of cycles
counted for all records before and after the filtering respectively. The number of cycles before
filtering is 254370 and after is 17858 what corresponds to 97% of irrelevant cycles. Comparing
this value to the one obtained for sensor A (80.5%) it is notorious that this sensor records more
noise.
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(a) 3D Histogram of cycles counted of filtered signal to v = 8 m/s.
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(b) 3D Histogram of cycles counted of filtered signal to v = 11 m/s.
Figure 6.22: Comparison between the 3D histogram of sensor C of blade 1 for v = 8 m/s and
v = 11 m/s
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(a) 3D histogram for all records of sensor C without filtering.
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(b) 3D histogram for all records of sensor C with filtering.
Figure 6.23: Comparison between the 3D histogram of sensor C of blade 1 for records of Sensor
C with and without filtering.
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In this case, as the value of delta is lower than in the lead-lag direction, there are still some
cycles with small amplitude. This justifies the difference found between the 3D histograms of
sensor A and sensor C.
• Analysis of sensor C of blade 2
Table 6.17 represents the damage matrix for sensor C of blade 2 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 3.29E-11. This value corresponds to a wind speed between
10.5 and 11.5 m/s and a turbulence between 11 and 13%. This maximum value is filled grey.
Considering again the worst case possible, the total damage in this blade for these conditions
will be 3.46E-05.
Table 6.17: Damage matrix for sensor C of blade 2.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 2.47E-13 2.95E-13 1.79E-12 3.42E-12 -
3− 5 5.32E-16 8.78E-14 6.43E-13 3.06E-12 3.19E-12 3.56E-12
5− 7 3.65E-16 6.29E-14 1.49E-13 3.07E-12 2.04E-12 4.50E-12
7− 9 2.58E-15 7.94E-14 1.01E-13 1.78E-12 2.68E-12 5.22E-12
9− 11 2.32E-15 3.39E-13 1.17E-13 8.97E-13 4.73E-12 6.48E-12
11− 13 7.55E-16 3.39E-14 7.31E-12 5.97E-13 5.28E-12 3.29E-11
13− 15 4.77E-15 3.26E-12 7.29E-14 4.26E-12 2.26E-12 9.72E-12
15− 17 1.02E-14 5.70E-12 3.51E-12 5.49E-12 3.38E-12 1.87E-12
17− 19 3.95E-15 - 4.74E-12 4.35E-12 4.85E-12 1.37E-12
19− 21 8.15E-15 6.34E-12 6.04E-12 4.49E-12 5.49E-12 8.53E-13
21− 23 5.84E-15 3.84E-12 4.76E-12 - - 4.40E-12
23− 25 2.25E-15 4.95E-12 4.90E-12 3.00E-12 1.56E-12 -
25− 27 2.25E-15 - 3.92E-12 - 2.65E-11 -
27− 29 - 4.18E-12 - - - -
> 29 - - - - - -
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• Analysis of sensor C of blade 3
Table 6.18 represents the damage matrix for sensor C of blade 3 in lead lag direction during
normal power production for each wind speed and turbulence bin recorded. The maximum
value of damage in this case was 3.10E-11. This value corresponds to a wind speed between
10.5 and 11.5 m/s and a turbulence between 11 and 13%. This maximum value is filled grey. In
this case the highest value of damage corresponds to the highest bin of wind speed and one of
the highest of turbulence. Considering again the worst case possible, the total damage in this
blade for these conditions will be 3.26E-05.
Table 6.18: Damage matrix for sensor C of blade 3.
Normal power production
Wind speed bin size 1 m/s
Turbulence bin size 1%
Wind (m/s)⇒ 3.5 6.5 7.5 8.5 9.5 10.5
4.5 7.5 8.5 9.5 10.5 11.5
I (%) ⇓
< 3 - 1.24E-12 2.03E-15 3.24E-14 8.20E-14 -
3− 5 1.95E-21 2.43E-16 7.07E-15 7.54E-14 8.12E-14 5.37E-13
5− 7 3.96E-22 5.25E-16 3.07E-15 7.80E-14 2.26E-13 1.18E-13
7− 9 3.48E-19 1.70E-16 1.28E-16 2.97E-14 4.61E-13 1.71E-13
9− 11 2.33E-19 4.69E-16 1.85E-16 1.29E-14 1.31E-13 2.01E-13
11− 13 5.75E-21 4.88E-17 7.72E-14 9.30E-15 1.38E-13 3.10E-11
13− 15 6.54E-19 7.03E-14 1.35E-16 1.37E-13 3.75E-13 1.55E-13
15− 17 7.10E-18 2.22E-13 7.96E-13 1.73E-13 2.02E-13 2.83E-14
17− 19 1.60E-18 - 1.67E-13 1.23E-13 1.69E-13 1.12E-13
19− 21 3.91E-18 1.66E-13 1.56E-13 1.25E-13 1.78E-13 6.59E-14
21− 23 1.43E-18 8.79E-14 1.35E-13 - - 9.30E-13
23− 25 8.27E-20 1.25E-13 1.40E-13 8.36E-14 1.56E-13 -
25− 27 3.98E-19 - 1.24E-13 - 4.84E-13 -
27− 29 - 1.20E-13 - - - -
> 29 - - - - - -
6.7 Discussion
6.7.1 Comparison between Flap and Lead-Lag Results
In the previous section, a comparison between the damage caused for each blade in each direc-
tion with and without the filtering of the signal was made. Table 6.19 and 6.20 is a synthesis
of the results obtained. In theory the maximum value of the damage should correspond to the
maximum value of wind speed and turbulence. However the wind speed and turbulence are
average values during the 10 min interval. Therefore, an automatic association of wind speed
and turbulence, with maximum damage, cannot be done.
Table 6.19: Results in Lead-Lag direction.
Damage Wind Speed Bin [m/s] Turbulence Bin [%]
Blade 1 1.41E-14 9.5− 10.5 23− 25
Blade 2 6.21E-15 9.5− 10.5 23− 25
Blade 3 1.90E-15 9.5− 10.5 23− 25
It is also notable that the highest value of damage occurs in the flap direction, coinciding
with the expectations. It was also expected that for these bins of wind speed the damage was
much lower than the critical value.
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Table 6.20: Results in Flap direction.
Damage Wind Speed Bin [m/s] Turbulence Bin [%]
Blade 1 2.00E-11 10.5− 11.5 13− 15
Blade 2 3.20E-11 10.5− 11.5 11− 13
Blade 3 3.10E-11 10.5− 11.5 11− 13
For these working conditions fatigue problems in the blades are not expected . Although the
damage induced in the blade will increase with the growth of the wind speed and turbulence.
Figure 6.24 shows the growing trend of the damage with the wind speed rise for the lead-lag
direction, and figure 6.25 shows the same effect for flap direction. In both figures, for each wind
speed bin there are presented all values of turbulence. Observing both figures it is also possible
to note that blade C suffers a lower damage than the other two, and in lead-lag direction, blade
1 is the one that suffers more damage, but in flap direction it is blade 2. This indicates that the
experimental results should be verified, and maybe a statistical analysis is needed.
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Figure 6.24: Variation of the damage with wind speed for lead-lag direction.
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Figure 6.25: Variation of the damage with wind speed for flap direction.
6.7.2 Comparison between Generic and Filtered Signal
Table 6.21 and 6.22 shows the relationship between the damage of generic and filtered in lead-
lag and flap directions respectively. The error is obtained using the following expression
E [%] =
Dg −Df
Df
× 100 (6.7)
where E [%] is the error in percentage, Dg is the maximum damage of the generic signal and
Df the maximum damage of filtered signal. In both cases the error is extremely high, yet in flap
direction is even high. This is justifiable because the load in this direction varies more than in
lead-lag direction, it records more irrelevant information. Is evident the importance of signal
filtering, otherwise the error committed during the fatigue analysis is too high. The high values
of the error also reinforce the importance of the filtering.
Table 6.21: Comparison between generic and filtered signal in lead-lag direction.
Generic Signal Filtered Signal Error [%]
Blade 1 1.05E-13 1.41E − 14 645
Blade 2 4.72E-14 6.21E − 15 660
Blade 3 1.27E-14 1.90E − 15 568
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Table 6.22: Comparison between generic and filtered signal in flap direction.
Generic Signal Filtered Signal Error [%]
Blade 1 3.14E-10 2.00E − 11 1470
Blade 2 4.41E-10 3.20E − 11 1278
Blade 3 2.19E-10 3.10E − 11 606
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Conclusions
This dissertation work presents a fatigue analysis of a wind turbine.
An approach for damage assessment was developed using the data acquired with FBGs.
Taking into account that 4 sensors were installed in each blade and reminding that sensor A
and E should measure the same quantities but symmetric, and the same for sensor C and K,
the following conclusions can be drawn:
• The direction of lead-lag signal changes twice during each rotation, as expected.
• For the same interval of wind speed and turbulence, the lead-lag signal is always more
homogeneous than the flap signal.
• For low values of wind speed and turbulence, the two pairs of sensors records almost the
same quantities but with opposite signals, as expected. Only a few differences are noted,
thus to non perfectly symmetry of the wind turbine.
• For high wind speed bin but low turbulence, the both pairs os sensors still record almost
the same quantities but with opposite signals, but now the both pairs of signals are less
homogeneous.
After the data acquisition the data is filtering to exclude insignificant fatigue cycles, and
then the rainflow algorithm is applied. After analysis of acquired data by the sensors, it was
concluded that common signal filters decrease significantly the cycle amplitude. For fatigue
analysis it is essential to identify the amplitude of each cycle, therefore a peak to valley ap-
proach is adopted. Relatively to the data filtering the following conclusions could be made:
• A large part of the cycles counted are insignificant (80.5% concerning to sensor A of blade
1 and 97% concerning to sensor C of blade 1).
• Sensor C of blade 1 shows a higher value of noise (97%) comparing with sensor A of blade
1 (80.5%). This is because the load in flap direction (sensor C) varies more than in lead-lag
direction (sensor A),
• The error obtained using the unfiltered signal instead of the filtered one, to calculate the
fatigue damage induced in blade, is 645% in the case of sensor A of blade 1 and 1470%
for sensor C of blade 1.
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• The filtering is an essential step in wind turbine fatigue analysis.
In order to support the data analysis, a program with an intuitive interface was developed.
This program applies consecutively (i) filtering to the data, (ii) the rainflow algorithm, and
lastly (iii) the linear Miner’s law to calculate the damage induced in the blades by the wind.
After data analysis the following conclusions could be made:
• The damage induced by the wind conditions (flap direction) is bigger than the one in-
duced by the weight of the blades and their rotational movement (lead-lag direction). So,
the blade failure will be caused by the loads acting in flap direction.
• Blade 3 appears to be more resistant to fatigue than the other two.
• For these working conditions damage in any blade is not expected.
A strain based approach for the fatigue analysis was preferred instead of a stress based one.
This way there is no need to convert strain to stress, a not easy task in composite materials due
to the heterogeneous properties of composite materials.
With the records obtained until the moment it is not possible to do a complete fatigue anal-
ysis, for instance, it is not possible to calculate the total damage induced in the blade until now
or to predict the remaining lifetime. For this reason some future works will be suggested. The
wind conditions in this windfarm does not allow to fill all the capture matrix suggested by the
standard.
7.1 Development Suggestions
This was a first approach to this kind of problem, so in the future this work could be improved
and complemented. Some suggestions for future works are:
• Characterize the blades material in the high cycle fatigue regime, because that is the rele-
vant one for these applications.
• Complete the capture matrix for normal power production and fill the other cells of the
capture matrix and do the analysis for these cases, and do a life cycle assessment con-
sidering different maximum wind speeds. This is important because the damage caused
increases with increasing wind speed and turbulence.
• Study the wind behavior in the wind farm.
• Evaluate the stress distribution along the blade thickness.
• Perform a failure mode analysis.
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Appendix A
Peakdet Original M-file
function [maxtab, mintab]=peakdet_original(v, delta)
%PEAKDET Detect peaks in a vector
% [MAXTAB, MINTAB] = PEAKDET(V, DELTA) finds the local
% maxima and minima ("peaks") in the vector V.
% MAXTAB and MINTAB consists of two columns. Column 1
% contains indices in V, and column 2 the found values.
%
% With [MAXTAB, MINTAB] = PEAKDET(V, DELTA, X) the indices
% in MAXTAB and MINTAB are replaced with the corresponding
% X-values.
%
% A point is considered a maximum peak if it has the maximal
% value, and was preceded (to the left) by a value lower by
% DELTA.
% Eli Billauer, 3.4.05 (Explicitly not copyrighted).
% This function is released to the public domain; Any use is allowed.
maxtab = [];
mintab = [];
v = v(:); % Just in case this wasn't a proper vector
if nargin < 3
x = (1:length(v))';
else
x = x(:);
if length(v)~= length(x)
error('Input vectors v and x must have same length');
end
end
if (length(delta(:)))>1
error('Input argument DELTA must be a scalar');
end
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if delta <= 0
error('Input argument DELTA must be positive');
end
mn = Inf; mx = -Inf;
mnpos = NaN; mxpos = NaN;
lookformax = 1;
for i=1:length(v)
this = v(i);
if this > mx, mx = this; mxpos = x(i); end
if this < mn, mn = this; mnpos = x(i); end
if lookformax
if this < mx-delta
maxtab = [maxtab ; mxpos mx];
mn = this; mnpos = x(i);
lookformax = 0;
end
else
if this > mn+delta
mintab = [mintab ; mnpos mn];
mx = this; mxpos = x(i);
lookformax = 1;
end
end
end
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Appendix B
Rainflow Algorithm M-file
disp(' ');
disp(' rainflow_bins.m ver 1.9 February 8, 2013 ');
disp(' by Tom Irvine Email: tomirvine@aol.com ');
disp(' ');
disp(' ASTM E 1049-85 (2005) Rainflow Counting Method ');
disp(' ');
%
close all;
%
clear B;
clear a;
clear aa;
clear cc;
clear THM;
clear THM_hold;
clear t;
clear C;
clear y;
clear L;
clear max;
clear size;
clear m;
clear k;
clear iscale;
clear length;
clear slope1;
clear slope2;
clear BIG;
clear dat;
clear data_s;
%
fig_num=1;
%
disp(' The input file must be a time history. ')
disp(' Select format: ');
disp(' 1=amplitude ');
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disp(' 2=time & amplitude ');
ic=input(' ');
%
if(ic==1)
%
disp(' ')
disp(' Select file input method ');
disp(' 1=external ASCII file ');
disp(' 2=file preloaded into Matlab ');
disp(' 3=Excel file');
file_choice = input('');
%
if(file_choice==1)
[filename, pathname] = uigetfile('*.*');
filename = fullfile(pathname, filename);
fid = fopen(filename,'r');
THM = fscanf(fid,'%g',[1 inf]);
fclose(fid);
THM=THM';
end
if(file_choice==2)
THM = input(' Enter the matrix name: ');
end
if(file_choice==3)
[filename, pathname] = uigetfile('*.*');
xfile = fullfile(pathname, filename);
%
THM = xlsread(xfile);
%
end
y=double(THM(:,1));
%
else
%
disp(' ')
disp(' Select file input method ');
disp(' 1=external ASCII file ');
disp(' 2=file preloaded into Matlab ');
disp(' 3=Excel file');
file_choice = input('');
%
if(file_choice==1)
[filename, pathname] = uigetfile('*.*');
filename = fullfile(pathname, filename);
fid = fopen(filename,'r');
THM = fscanf(fid,'%g %g',[2 inf]);
fclose(fid);
THM=THM';
end
if(file_choice==2)
THM = input(' Enter the matrix name: ');
end
if(file_choice==3)
[filename, pathname] = uigetfile('*.*');
xfile = fullfile(pathname, filename);
%
THM = xlsread(xfile);
%
end
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y=double(THM(:,2));
%
end
%
figure(fig_num);
fig_num=fig_num+1;
if(ic==1)
plot(y);
else
plot(THM(:,1),THM(:,2));
end
grid on;
THM_hold=THM;
clear THM;
%
m=length(y)-1;
a=zeros(m,1);
t=zeros(m,1);
a(1)=y(1);
t(1)=1;
k=2;
%
out1=sprintf(' total input points =%d ',m);
disp(out1)
%
disp(' Begin slope calculation ')
%
slope1=( y(2)-y(1));
for i=2:m
slope2=(y(i+1)-y(i));
if((slope1*slope2)<=0)
a(k)=y(i);
t(k)=i;
k=k+1;
end
slope1=slope2;
end
%
a(k)=y(m+1);
t(k)=t(k-1)+1;
k=k+1;
%
disp(' End slope calculation ')
%
clear temp;
temp(1:k-1)=a(1:k-1);
clear a;
a=temp;
%
clear temp;
temp(1:k-1)=t(1:k-1);
clear t;
t=temp;
%
clear aa;
sza=size(a);
if(sza(2)>sza(1))
a=a';
end
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szt=size(t);
if(szt(2)>szt(1))
t=t';
end
%
aa=[t a];
%
cc=a;
%
% num=round(max(a)-min(a))+1;
%
n=1;
i=1;
j=2;
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Rules for this method are as follows: let X denote
% range under consideration; Y, previous range adjacent to X; and
% S, starting point in the history.
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
progressbar % Create figure and set starting time
%
clear B;
aamax=0;
B=zeros(m,4);
a_mean=zeros(m,2);
kv=1;
msa_orig=max(size(aa));
while(1)
msa=max(size(aa));
progressbar(1-msa/msa_orig) % Update figure
%
if((j+1)>msa)
break;
end
if((i+1)>=msa)
break;
end
%
Y=(abs(aa(i,2)-aa(i+1,2)));
X=(abs(aa(j,2)-aa(j+1,2)));
%
if(X>=Y && Y>0)
if(i==1)
B(kv,2)=0.5;
am=[aa(i,2) aa(i+1,2)];
B(kv,3)=am(1);
B(kv,4)=am(2);
aa(1,:)=[];
else
B(kv,2)=1;
am=[aa(i,2) aa(i+1,2)];
B(kv,3)=am(1);
B(kv,4)=am(2);
aa(i+1,:)=[];
aa(i,:)=[];
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end
B(kv,1)=Y;
%%
%% out1=sprintf(' %8.4g %8.4g %8.4g %8.4g ',B(kv,1),B(kv,2),B(kv,3),B(kv,4));
%% disp(out1);
%%
if(Y>aamax)
p1=aa(i,2);
p2=aa(i+1,2);
tp1=aa(i,1);
tp2=aa(i+1,1);
aamax=Y;
end
kv=kv+1;
i=1;
j=2;
else
i=i+1;
j=j+1;
end
%
end
progressbar(1);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Count each range that has not been previously counted
% as one-half cycle.
%
N=max(size(aa));
disp(' ');
for i=1:N-1
Y=(abs(aa(i,2)-aa(i+1,2)));
%
if(Y>0)
B(kv,1)=Y;
B(kv,2)=0.5;
am=[aa(i,2) aa(i+1,2)];
B(kv,3)=am(1);
B(kv,4)=am(2);
%%
%% out1=sprintf('* %8.4g %8.4g %8.4g %8.4g ',B(kv,1),B(kv,2),B(kv,3),B(kv,4));
%% disp(out1);
%%
if(Y>aamax)
p1=aa(i,2);
p2=aa(i+1,2);
tp1=aa(i,1);
tp2=aa(i+1,1);
aamax=Y;
end
kv=kv+1;
end
end
%
% amax=max(y)-min(y);
%
disp(' Begin bin sorting ');
%
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amax=max(B(:,1));
L(1)=0;
L(2)=2.5;
L(3)=5;
L(4)=10;
L(5)=15;
L(6)=20;
L(7)=30;
L(8)=40;
L(9)=50;
L(10)=60;
L(11)=70;
L(12)=80;
L(13)=90;
L(14)=100;
L=L*amax/100;
%
clear AverageMean;
clear MaxMean;
clear MinMean;
%
clear MaxAmp;
clear AverageAmp;
%
clear MinValley;
clear MaxPeak;
%
num=max(size(L))-1;
C=zeros(num,1);
%
AverageMean=zeros(num,1);
MaxMean=-1.0e+09*ones(num,1);
MinMean= 1.0e+09*ones(num,1);
%
MaxPeak=-1.0e+09*ones(num,1);
MinValley= 1.0e+09*ones(num,1);
%
MaxAmp=zeros(num,1);
AverageAmp=zeros(num,1);
%
kvn=kv-1;
%
clear peak_cycles;
peak_cycles=[B(1:kvn,1) B(1:kvn,2)];
%
for i=1:kvn
for ijk=1:num
Y=B(i,1);
if(Y>=L(ijk) && Y<=L(ijk+1))
C(ijk)=C(ijk)+B(i,2);
bm=(B(i,3)+B(i,4))/2;
if(B(i,3)>MaxPeak(ijk))
MaxPeak(ijk)=B(i,3);
end
if(B(i,4)>MaxPeak(ijk))
MaxPeak(ijk)=B(i,4);
end
if(B(i,3)<MinValley(ijk))
MinValley(ijk)=B(i,3);
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end
if(B(i,4)<MinValley(ijk))
MinValley(ijk)=B(i,4);
end
%
AverageAmp(ijk)=AverageAmp(ijk)+B(i,1)*B(i,2);
AverageMean(ijk)=AverageMean(ijk)+bm*B(i,2);
%
if( bm > MaxMean(ijk))
MaxMean(ijk)=bm;
end
if( bm < MinMean(ijk))
MinMean(ijk)=bm;
end
%
if(B(i,1)>MaxAmp(ijk))
MaxAmp(ijk)=B(i,1);
end
break;
end
end
end
for ijk=1:num
if( C(ijk)>0)
AverageAmp(ijk)=AverageAmp(ijk)/C(ijk);
AverageMean(ijk)=AverageMean(ijk)/C(ijk);
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
disp(' ');
disp(' Round the cycle and amplitude values to nearest integer ? ');
disp(' 1=yes 2=no');
rv=input(' ');
%
clear BIG;
N=max(size(C));
BIG=zeros(N,10);
disp(' ');
disp(' Amplitude = (peak-valley)/2 ');
disp(' ');
disp(' Range Limits Cycle Average Max Min Average
Max Min Max ');
disp(' (units) Counts Amp Amp Mean Mean
Mean Valley Peak');
%
MaxAmp=MaxAmp/2;
AverageAmp=AverageAmp/2;
%
for i=1:N
j=N+1-i;
%
if(C(j)==0)
AverageAmp(j)=0.;
MaxAmp(j)=0.;
MinMean(j)=0.;
AverageMean(j)=0.;
MaxMean(j)=0.;
MinValley(j)=0.;
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MaxPeak(j)=0.;
end
%
if(rv==2)
out1=sprintf('\t %7.4g to %7.4g \t %g \t %6.3g \t %6.3g \t
%6.3g\t %6.3g\t %6.3g\t %6.3g\t %6.3g',
L(j),L(j+1),C(j),AverageAmp(j),MaxAmp(j),MinMean(j),AverageMean(j),
MaxMean(j),MinValley(j),MaxPeak(j));
else
out1=sprintf('\t %7.4g to %7.4g \t %g \t %6.3g \t %6.3g \t %6.3g\t
%6.3g\t %6.3g\t %6.3g\t %6.3g',
L(j),L(j+1),round(C(j)),round(AverageAmp(j)),round(MaxAmp(j)),
round(MinMean(j)),round(AverageMean(j)),round(MaxMean(j)),
round(MinValley(j)),round(MaxPeak(j)));
end
disp(out1);
BIG(i,1)=L(j);
BIG(i,2)=L(j+1);
BIG(i,3)=C(j);
BIG(i,4)=AverageAmp(j);
BIG(i,5)=MaxAmp(j);
BIG(i,6)=MinMean(j);
BIG(i,7)=AverageMean(j);
BIG(i,8)=MaxMean(j);
BIG(i,9)=MinValley(j);
BIG(i,10)=MaxPeak(j);
end
%
out1=sprintf('\n Max Range=%6.3g ',aamax);
disp(out1);
%
TC=sum(C);
if(rv==2)
out1=sprintf('\n Total Cycles =%g \n',TC);
else
out1=sprintf('\n Total Cycles =%g \n',round(TC));
end
disp(out1);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(' ');
disp(' Present data in Matlab uitable? 1=yes 2=no ')
ip=input(' ');
%
close all hidden;
%
if(ip==1)
%
%
table1 = uitable;
set(table1,'ColumnWidth',{26})
f = figure('Position',[100 100 900 350]);
dat = BIG(:,1:10);
columnname = {'Lower Range','Upper Range','Cycles','Ave Amp',...
'Max Amp','Min Mean','Ave Mean','Max Mean','Min Valley','Max Peak' };
columnformat = {'numeric', 'numeric','numeric','numeric','numeric',...
'numeric','numeric','numeric','numeric','numeric'};
columneditable = [false false false false false false false false false false];
%
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sz=size(BIG);
%
for i = 1:sz(1)
for j=1:sz(2)
if(j==3)
tempStr = sprintf('%10.1f', dat(i,j));
else
tempStr = sprintf('%8.4g', dat(i,j));
end
data_s{i,j} = tempStr;
end
end
%
table1 = uitable('Units','normalized','Position',...
[0.1 0.1 0.9 0.9], 'Data', data_s,...
'ColumnName', columnname,...
'ColumnFormat', columnformat,...
'ColumnEditable', columneditable,...
'RowName',[]);
%
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
fig_num=3;
figure(fig_num);
fig_num=fig_num+1;
if(ic==1)
plot(y);
else
plot(THM_hold(:,1),THM_hold(:,2));
end
grid on;
%
figure(fig_num);
fig_num=fig_num+1;
h=bar(C);
grid on;
title('Rainflow');
ylabel('Cycle Counts');
xlabel('Range');
%
%
RB=BIG(:,1:3);
aaB=aa;
%
clear B;
disp(' ');
disp(' Output array: peak_cycles (pk-pk amplitude & cycles)');
109
110
Appendix C
Technical Report of the Adhesive
This is the technical report of SikaFast® - 5211 obtained from [44].
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  Product Data Sheet 
Version 6 / 2010 
SikaFast®-5211 
Fast curing 2-C structural adhesive (open time: 3 min.) 
Technical Product Data 
Properties Component A SikaFast®-5211  
Component B 
SikaFast®-5200 
Chemical base 2-Component ADP Acrylic 
White Black Colour (CQP1) 001-1) 
Colour mixed Grey 
Curing mechanism Polymerisation 
1,14 kg/l approx. 1,46 kg/l approx. Density (CQP006-4) 
Density mixed (calculated) 1,17 kg/l approx. 
Mixing ratio by volume
 by weight 
10 : 1 
10 : 1,28 
Consistency Thixotropic paste 
Application temperature 10° - 40°C (50°- 105°F) 
Open time2) (CQP526-1) 3 min. approx. (see diagram 1) 
Curing speed  see diagram 1 
Shore A hardness (CQP023-1 / ISO 868) 
Shore D hardness 
90 approx. 
50 approx. 
Tensile strength2) (CQP036-1 / ISO 527) 10 N/mm2 approx. 
Elongation at break2) (CQP036-1 / ISO 527) 150% approx. 
Tensile-shear strength2) (CQP046-1 / ISO 4587) 8 N/mm2 approx. 
Glass transition temperature (CQP509-1 / ISO 4663) 50°C (122°F) 
Electrical resistance (CQP079-2 / ASTM D 257-99) 1,6 x 1013 Ω cm approx. 
Service temperature permanent -40° - +80°C (-40° - +175°F)  
Shelf life and storage3) (CQP016-1)  12 months 
1) CQP = Corporate Quality Procedures 2) 23°C (73°F) / 50% r.h. 3) Stored at temperature below 25°C (77°F) and 
not exposed to direct sun light 
 
Description 
SikaFast®-5211  is a fast curing, 
flexible 2-component adhesive 
system. It is based on ADP, Sika’s 
polymer technology, derived from 
the acrylic chemistry. 
Uncured SikaFast®-5211  is a 
pasty, non-sagging, non-flammable 
material which allows an easy and 
precise application. 
SikaFast®-5211  is manufactured 
in accordance with ISO 
9001 / 14001 quality assurance 
system and with the responsible 
care program. 
Product Benefits 
- Strength development within 
minutes after application 
- Adhesion to a wide range of 
metals and plastics with no or 
limited substrate preparation 
- High strength 
- Gap filling, allowing for manu-
facturing tolerances (up to 3 mm) 
- Flexible 
- Vibration damping 
- Solvent and acid free 
- Easy mixing 
- Low odour 
- Approved Wheelmark and NSF 
R2 (incidental food contact) 
Areas of Application 
The ADP technology offers a new 
generation of fast curing, flexible 
adhesives designed to substitute 
welding, riveting, clinching and 
other mechanical fastening tech-
niques. SikaFast®-5211  is suitable 
for high strength fastening of 
concealed joints on different types 
of substrates including top coats, 
plastics, glass etc. 
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  Cure Mechanism 
SikaFast®-5211  contains the reac-
tive monomer and SikaFast®-5200 
(component B) acts as initiator. On 
mixing with a static mixer, the 
polymerisation reaction is started. 
SikaFast®-5211  offers a relatively 
long open time followed by fast 
curing which results in an optimal 
relation between application time 
and strength development to reach 
handling strength, see diagram 
(the curing time is slightly varying 
depending on ambient tempera-
ture). In spite of the quick strength 
build-up, premature exposure to 
stresses destroys the adhesive. 
Allow the adhesive to cure for 10 
minutes (from mixing), before any 
load can affect the bond. 
Adjustment of the bonded parts is 
possible only within the open time 
(3 minutes from mixing). 
 
Temperature (°C) 
30 20 10 
10 
20 
Ti
m
e 
(m
in
) 
Open time (min) 
80% of final strength 
 
Diagram 1: Open time and curing speed for 
SikaFast®-5211  
Chemical Resistance 
For advice contact the Technical 
Service Department of Sika 
Industry. 
Adhesion Results 
The following table summarises 
lap-shear test results obtained with 
different substrates. These results 
are indications. Due to the diversity 
of substrates, preliminary tests are 
recommended. 
Be aware that the mechanical 
properties are temperature depen-
ding (values on request). 
Adhesion table 
Material  Value
Aluminium Al Mg3 C 8 N/mm2
Steel St 32 C 8 N/mm2
Stainless steel C 8 N/mm2
Galvanised steel A 6 N/mm2
Float glass S 9 N/mm2
UP-FRP S 6 N/mm2
ABS C 7 N/mm2
PVC C 9 N/mm2
Polycarbonate S 8 N/mm2
Table 1:  Lap shear samples according 
 to ISO 4587 bondline thickness 
 1,5 mm 
Break type: Adhesive, Cohesive, Substrate 
Method of Application 
Substrate preparation  
Surfaces must be clean, dry and 
free from all traces of grease, oil 
and dust. Remove all loose par-
ticles or residues. Contaminated 
areas must be thoroughly cleaned 
before bonding. In combination 
with SikaFast®-5211  Sika strongly 
recommends the use of 
Sika® ADPrep, the general surface 
preparation agent for Sika® ADP 
adhesive system. 
Advice on specific applications is 
available from the Technical Ser-
vice Department of Sika Industry. 
Application  
Apply SikaFast®-5211  with a 2-C 
cartridge or pump at mixing ratio 
10 : 1 through a static mixer. The 
open time can be slightly varied 
with adapted processing 
parameters (method on request). 
Consider that if applied in large 
masses, heat is generated by the 
exothermic reaction. To avoid ex-
cessive temperature the bond line 
thickness may not exceed 3 mm. 
For additional information and 
support in evaluation of the 
appropriate application equipment 
please contact our Sika System 
Engineering. 
Removal 
Excess material can best be 
removed before curing with a dry 
wipe. Uncured SikaFast®-5211  
may be removed from tools and 
equipment with Sika® Remover-
208 or a suitable solvent.  
Once cured the material can only 
be removed mechanically. 
Hands and exposed skin must be 
washed immediately using Sika® 
Handclean Towel or a suitable 
industrial hand cleaner and water. 
Do not use solvents! 
Further Information 
Copies of the following publications 
are available on request: 
- Material Safety Data Sheets 
- SikaFast®-5000 Primer Chart 
Packaging Information 
Dual cartridge 250 ml
Important 
For information and advice regar-
ding transportation, handling, 
storage and disposal of chemical 
products, users should refer to the 
actual Material Safety Data Sheets 
containing physical, ecological, 
toxicological and other safety-
related data. 
Note 
The information, and, in particular, the 
recommendations relating to the 
application and end-use of Sika 
products, are given in good faith based 
on Sika's current knowledge and 
experience of the products when 
properly stored, handled and applied 
under normal conditions. In practice, 
the differences in materials, substrates 
and actual site conditions are such that 
no warranty in respect of merchant-
ability or of fitness for a particular 
purpose, nor any liability arising out of 
any legal relationship whatsoever, can 
be inferred either from this information, 
or from any written recommendations, 
or from any other advice offered. The 
proprietary rights of third parties must 
be observed. All orders are accepted 
subject to our current terms of sale and 
delivery. Users should always refer to 
the most recent issue of the Technical 
Data Sheet for the product concerned, 
copies of which will be supplied on 
request. 
 
Sika Australia Pty Limtied ABN 12 001 342 329 
www.sika.com.au Tel: 1300 22 33 48 
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Appendix D
User Guide for MATLAB Program
This is an excerpt of the user guide made for the MATLAB program.
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Chapter 6
Installation
First in necessary to create a folder in computer and save the FatigueAnalysis_pkg file
inside this folder. Executing FatigueAnalysis_pkg all needed files are unpacked and
saved in computer, and MCR (MATLAB Compiler Runtime) is installed.
After the installation, an executable file of the program is installed, and there is no
need to have MATLAB installed on computer to run the program.
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Chapter 7
MATLAB Program Interface
When the program is executed, the first window to open is the one shown in Figure
(7.1). In this main interface is possible to choose the situation under analysis that have
been described in chapter 3. This is shown in Figure (7.2)
Figure 7.1: Main interface of the program.
After choosing the situation under analysis a new window opens. This window is
shows in Figure (7.3).
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Chapter 7. MATLAB Program Interface
Figure 7.2: Situation under analysis.
The signal processing and the fatigue analysis is done from this window. According
to the situation under analysis some parameters change in this window. The proce-
dure to run the program will be explained for normal power production. Each number
Figure 7.3: Secondary interface of the program.
marked in Figure (7.3) will be explained next.
1. Choose the number of files under analysis;
2. Select bin of wind speed; (in some cases this bin of wind speed is not necessary)
3. Select bin of turbulence; (in some cases this turbulence bin is not necessary, but
instead is necessary to choose the number of faults, or type of fault)
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4. Button to load the files under analysis to the program.
5. Name of the files under analysis;
6. Directory of the files;
7. Set delta value;
8. Number of intervals of strain in rainflow matrix (25 or 50);
9. Choice the outputs of signal processing;
10. Choice the outputs of rainflow algorithm;
11. Button to run the program;
12. Button to clear one cell of capture matrix defined bu the values selected in 2 and
3;
It is also possible to load and save the damage matrix in a ".mat", as shown in Figure
(7.4).
Figure 7.4: Save and Load Capture Matrix
7.1 Input File
The input file should be a matrix with n lines and 1 column in ".mat" format, as shown
in Figure (7.5) .
Figure 7.5: Example of input file.
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7.2 Outputs of Signal Processing
The possible outputs from signal processing are:
• Generic Signal (Figure (7.6a));
• Generic Signal with Peaks and Valleys (Figure (7.6b));
• Filtered Signal (Figure (7.7a));
• Filtered Signal with Peaks and Valleys (Figure (7.7b));
• Matrix with filtering information (Figure (7.8));
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(b) Generic Signal with Peaks and Valleys.
Figure 7.6: Generic Signal outputs
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(b) Filtered Signal with Peaks and Valleys.
Figure 7.7: Filtered Signal outputs.
7.3 Outputs of Rainflow Algorithm
The possible outputs from rainflow algorithm are:
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Figure 7.8: Matrix with filtering information.
• 2D Histogram of Generic Signal (Figure (7.9a));
• Rainflow Matrix of Generic Signal (Figure (7.10a));
• 3D Histogram of Generic Signal (Figure (7.11a));
• 2D Histogram of Filtered Signal (Figure (7.9b));
• Rainflow Matrix of Filtered Signal (Figure (7.10b));
• 3D Histogram of Generic Signal (Figure (7.11b));
• ε-N curve (Figure (7.12));
• Matrix Damage (Figure (7.13));
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Figure 7.9: 2D Histograms outputs.
(a) Rainflow Matrix of Generic signal. (b) Rainflow Matrix of Filtered Signal
Figure 7.10: Rainflow Matrix outputs.
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Figure 7.11: 3D histograms outputs.
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Figure 7.12: ε-N curves outputs.
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Figure 7.13: Damage Matrix.
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