Abstract-My PhD research addresses how to exploit network bandwidth information and increase the performance of data-intensive wide-area distributed applications. The goal is to solve four specific problems: i) design a decentralized algorithm for network bandwidth prediction, ii) design a decentralized algorithm to find bandwidth-constrained clusters, iii) design a decentralized algorithm to find bandwidth-constrained centroids, and iv) develop a wide-area MapReduce system with optimized data locality as an application of the three algorithms for bandwidth prediction and node search.
four specific research problems. Note that we have found solutions for the first two problems, and we are currently developing solutions for the other two.
The first problem is to design a decentralized algorithm for network bandwidth prediction. The algorithm should be able to accurately predict bandwidth information without performing full n-to-n measurements, and the bandwidth should be computed with the simple information of two nodes. There must exist no centralized data structure and no centralized component. Inspired by the the finding that the Internet and bandwidth can be represented approximately as a tree metric space, we have found a solution for this problem. We also have confirmed that our approach perform more accurately than the existing approach with extensive simulations. [6] , [7] The second problem is to design a decentralized algorithm to find bandwidth-constrained clusters. The algorithm should be able to find a set of nodes with the minimum bandwidth between nodes with user-specified constraints and . Such a clustering problem is difficult to solve, in that it is equivalent to the -Clique problem in a general graph, which is -complete. We should find an approximate algorithm that is completed in polynomial time. Also, the algorithm should run on top of the bandwidth prediction algorithm, so that we can avoid any measurement delays for clustering. We have solved this problem and evaluated the solution with extensive experiments. [8] Third is an ongoing work to design a decentralized algorithm to find bandwidth-constrained centroids. The centroid of a set of nodes is informally defined as the node that has high-bandwidth connections with all the input nodes. It will be challenging to find a centroid in a fully decentralized fashion. Data-intensive distributed applications can exploit a centroid search algorithm when determining the best source node to send data quickly to multiple destination nodes. Then the data transmission time will be reduced, and the performance of applications will eventually be increased.
Last is another ongoing work, which is to develop a widearea MapReduce system with optimized data locality. This problem shows how the algorithms for network bandwidth prediction and node search can be actually used in practice. The traditional MapReduce [9] system is targeted to the execution of jobs in a local-area network within one data center. Running the traditional MapReduce directly in a wide-area network causes two challenges: i) the significant overhead of a central job scheduler and ii) the long data transmission time through low-bandwidth connections. We will design a decentralized algorithm that schedules a task on a node that has a high-bandwidth connection to an input data storage node.
The rest of the paper will discuss our approaches for each of these four problems in each section and conclude in the last section.
II. DECENTRALIZED BANDWIDTH PREDICTION
This section describes the motivation and our approach for a decentralized bandwidth prediction algorithm.
A. Motivation: Treeness of the Internet
There exists no effective framework that can predict bandwidth between hosts in a decentralized fashion. Euclidean coordinate spaces are not a good model for embedding bandwidth measurements. Accordingly, attempts [10] to use a traditional network coordinate system do not work well in predicting bandwidth, resulting in poor accuracy. Ramasubramanian et. al [10] found, from both theoretical and empirical evidence, that the Internet and bandwidth can be modeled by an approximate tree metric space that almost satisfies the four-point condition [11] . Based on this finding, they proposed a new method for bandwidth prediction, where bandwidth measurements are embedded as distances in an edge-weighted tree. The result centralized system named Sequoia [10] showed low relative errors of the embedded bandwidth values compared to the real data.
B. Our Approach: Decentralized Tree Construction
Inspired by the success of tree-embedding approach, we propose a decentralized algorithm to construct an edgeweighted tree to embed bandwidth measurements. Our study [6] , [7] has several contributions relative to Sequoia. First, our system is fully decentralized and does not require a centralized component. Each node in Sequoia must measure bandwidth with several nodes starting from a fixed landmark node. On the other hand, each node joins our system by performing measurement with an arbitrary set of nodes starting at a random node. Second, we can prove that our algorithm constructs an edge-weighted tree that induces a tree metric space without any error. Third, we succeed in achieving higher accuracy in a real world network by introducing several novel heuristics.
Our simulations are based on a preprocessed dataset that contains available bandwidth measurements between 190 PlanetLab nodes. We show results for three different approaches in Figure. 1. NEW shows results from our system using all heuristics. NEW-EXHAUSTIVE is a special case of our approach that uses exhaustive n-to-n measurements to construct a prediction tree with the highest prediction accuracy. While this approach is only theoretical, it provides an upper bound on the potential results for the real algorithms. SEQUOIA refers to our simulation of the centralized Sequoia algorithm [10] . Figure. 1 shows the CDF of the relative prediction errors for all possible pairs among the 190 nodes. NEW is more accurate than SEQUOIA, with more than 90% of the node pairs having a relative error less than 0.5, and closely tracks NEW-EXHAUSTIVE. More detailed information can be found in [7] .
III. BANDWIDTH-CONSTRAINED CLUSTER SEARCH
The previously discussed prediction algorithm is not sufficient itself to be used for applications that need to search for nodes with bandwidth constraints. This section and the next section describe two different types of node search algorithms that run on top of the prediction algorithm.
A. Motivation and Clustering Problem
Distributed applications can benefit from a decentralized algorithm to find a cluster of hosts that are all interconnected with a given minimum bandwidth. For example, a peer-topeer (P2P) desktop grid [1] can reduce job execution time by scheduling a data-intensive scientific set of jobs on a set of nodes with high-bandwidth interconnections. Unfortunately, there has not been an effective method to find such bandwidth-constrained clusters in a decentralized fashion. Most previous studies only focused on latency-constrained clustering [12] , [13] . And even then those systems require a centralized structure [12] or a fixed set of landmark nodes that every node has to perform measurements with [13] .
There are two important reasons why decentralized bandwidth-constrained clustering has not been successfully explored yet. First, the clustering problem is difficult to solve, in that it is equivalent to the -Clique problem in a general graph, which is -complete. Second, we lack an effective framework for bandwidth prediction that reduces the costs of performing bandwidth measurements. Fortunately, it is now possible to overcome those difficulties as a consequence of recent research efforts. As described in Section II, we can approximate the real world as a tree metric space, where we can solve the clustering problem in polynomial time. By designing a clustering algorithm to run on top of our bandwidth prediction algorithm, we can avoid any measurement delays for clustering. We will solve this formal bandwidth-constrained clustering problem:
• Given a set of nodes , a bandwidth function on , and query constraints ≥ 2 and , find a set ⊆ such that | | = and ( , ) ≥ ∀ , ∈ .
B. Our Approach: Clustering in a Tree Metric Space
We first develop a centralized polynomial time algorithm to find a cluster in a tree metric space. The point is that there actually exists an effective algorithm to solve the clustering problem in a tree metric space, while the clustering problem is -complete in the real world. The sketch algorithm is as follows. For two nodes, we can find the maximum size cluster such that the cluster contains the two nodes, and the two nodes have the minimum bandwidth in the cluster. The algorithm iterates all node pairs with bandwidth at most until finding a pair associated with a cluster with size at least . Then the algorithm returns any nodes from the found cluster. We proved that this centralized algorithm correctly finds a desired cluster in (
3 ) time where | | = .
[8] We now describe how we designed a decentralized clustering algorithm. Our approach requires no centralized structure. We do not rely on a fixed set of landmark nodes to form clusters. Also, we avoid any delay for performing measurements at the time of clustering using the bandwidth prediction framework described in Section II. The design goal for decentralization is to let users submit a query to any node and to route it towards a cluster meeting the desired characteristics. The sketch algorithms are as follows. We first construct an overlay network of the bandwidth prediction framework with all the hosts that participate in clustering as a member. By periodically exchanging messages with neighbors, each node aggregates the information of nodes that have high bandwidth with itself. Then each node runs the above centralized algorithm on the aggregated node information and figures out the maximum size cluster that the node can create. Each node finally fills in the entry of a routing table by aggregating the information of the maximum size cluster that exists in each neighbor direction.
We simulated our clustering algorithm in Java with two datasets that contains available bandwidth measurements between PlanetLab nodes. Preliminary results [8] show that the accuracy of the decentralized approach closely approximates that of the centralized approach when the desired cluster sizes are not a large fraction of total system size. We also show that the system scales well, and that accuracy of the decentralized approach is highly correlated with the treeness of the input dataset. A more detailed description can be found in [8] .
IV. BANDWIDTH-CONSTRAINED CENTROID SEARCH
In ongoing work, we are also developing another type of node search algorithm. We can informally define the centroid of a set of nodes as the node that has highbandwidth connections with all the input nodes. We would expect that P2P online games [2] , [3] can improve the performance by finding a centroid. We can choose a centroid of players in a game region as a coordinator of the region, so that the coordinator can send object data to the players quickly. Application-level multicast systems [14] , [15] are also possible beneficiaries of the centroid problem. We can construct a multicast tree by letting a centroid of a group of nodes be a parent node of the group, so that data can be disseminated quickly from the content-published source to nodes in the tree. Unfortunately, there has not been an effective method to find such a bandwidth-constrained centroid node in a decentralized fashion. The previous study [16] provides an effective method to find a latencyconstrained centroid node in a Euclidean coordinate space. Since a Euclidean coordinate space is not a good model to embed bandwidth measurements accurately. we cannot directly use the previous approach for our centroid problem.
Like we do for the clustering problem described in Section III, we find a centroid node in a tree metric space by designing a decentralized algorithm that runs on top of our bandwidth prediction algorithm. That way, we can rely on the high embedding accuracy of the prediction framework, and avoid any measurement delays for finding a centroid. In the brief description of the algorithm, we first move around the overlay network and collect local maximizers of an objective function. Then we choose the global maximizer out of the collected local maximizers. We expect to theoretically prove the correctness of this algorithm.
V. A WIDE-AREA MAPREDUCE SYSTEM
As an application of our algorithms for bandwidth prediction and node search, we are planning to develop a new type of MapReduce system that schedules data-parallel jobs on wide-area resources with optimized data locality. The traditional MapReduce [9] is targeted to the execution of jobs in a local-area network within one data center. A decentralized wide-area version of MapReduce will have two advantages over the traditional MapReduce: scalability and cost-efficiency. A huge amount of computing resources all over the world will have a potential to participate in the wide-area MapReduce system. We can create a wide-area cluster with volunteer resources that are available for free or at very low cost. Federating small local-area clusters without maintaining a large data center is also possible. Running the traditional MapReduce directly in a wide-area network causes two challenges: i) the significant overhead of a central job scheduler and ii) the long data transmission time through low-bandwidth connections.
The overall architecture will be like this. All systemparticipating hosts construct a bandwidth prediction framework. We assume that hosts in the system also construct a global storage system to store input and output data. For the job execution, a user first submits a job to any node in the system specifying the location of input data files and desired Map and Reduce operations. The job is routed to a uniformly random node which is designated as a master node of the job. With this approach of assigning a different master node to each job, we can reduce the overhead of a single master node. The master node schedules the tasks in the job on several worker nodes. We expect that two node search algorithms discussed in Section III and IV could be used here to find a set of worker nodes. This way, data locality will be optimized, and each worker node will quickly retrieve intermediate data from other worker nodes. Then each worker node executes an assigned task by retrieving input data from storage nodes or other worker nodes. Finally, the output data is stored in the storage system, and the master node maintains the location of output data until the user retrieves it.
VI. CONCLUSION
It is important to effectively manage and exploit end-toend network bandwidth information in increasing the performance of data-intensive wide-area distributed applications.
In our work to date, we have first designed a decentralized network bandwidth prediction algorithm where the bandwidth information is embedded as distances in an edgeweighted tree. We also designed a decentralized algorithm to find bandwidth-contrained clusters with the predicted bandwidth data. The remaining work for the dissertation is to design a decentralized algorithm to find bandwidthconstrained centroids. We also plan to develop a widearea MapReduce system with optimized data locality as an application of the three algorithms for bandwidth prediction and node search.
