We compute bounce solutions describing false vacuum decay in a Φ 4 model in two dimensions in the Hartree approximation, thus going beyond the usual one-loop corrections to the decay rate. We use zero energy mode functions of the fluctuation operator for the numerical computation of the functional determinant and the Green's function. We thus avoid the necessity of discretizing the spectrum, as it is necessary when one uses numerical techniques based on eigenfunctions. Regularization is performed in analogy of standard perturbation theory; the renormalization of the Hartree approximation is based on the two-particle point-irreducible (2PPI) scheme. The iteration towards the self-consistent solution is found to converge for some range of the parameters. Within this range we find the corrections to the leading one-loop approximation to be relatively small, not exceeding one order of magnitude in the total transition rate. 
Introduction
One of the possible mechanisms at work in the cosmology of the early universe is the transitions between two different ground states, a metastable one in which the universe may be trapped, and a stable one, the true vacuum [1, 2, 3, 4, 5] As in an infinite volume system a vacuum tunnelling or thermal over-the-barrier transition cannot occur globally, such processes occur by the spontaneous formation of regions of "true vacuum" inside the metastable state. The transitions may occur either by quantum tunnelling or by thermal over-the-barrier transitions. If they occur by vacuum tunnelling in a space of infinite spatial extension, the classical solution which describes the local tunnelling process is called "the bounce". For a D-dimensional spacetime the solution is a solution in D-dimensional Euclidean space, which is SO(D) symmetric. Here we will consider (1 + 1)-dimensional space time, and, therefore, a bounce in 2 Euclidean dimensions.
In leading order the transition amplitude is given by [6, 7, 8, 9 ]
where S cl and S 1−l are the classical and one-loop effective actions, respectively. The prefactor arises from the functional integration over the translation mode η 0 = N ∇φ, where φ is the classical solution. By a virial theorem the normalization of this mode is related to the classical action via
2)
The computation of the classical action and of the one-loop quantum corrections has been performed by several groups for various models [10, 11, 12, 13, 14, 15] The quantum action is of course divergent. Its renormalization should and can be done in exact analogy to the standard renormalized perturbation theory. This has been been emphasized in particular in Refs. [16, 10, 17, 18, 19] where in this, or related, contexts the Born series expansion has been used to separated the divergent parts in a Lorentz-covariant way.
One may ask whether this leading-order formula, which is based on the semiclassical expansion, will receive strong corrections in higher orders. This will of course depend on the precise system and on the parameters. For electroweak bubble nucleation, a thermal over-the-barrier transition, these corrections were found to be strong [12] , for the parameter sets which at the time were believed to be realistic, and next-to-leading order corrections have been considered by Sürig [20] . What he computed were bubble solutions which minimized not the classical but the entire one-loop effective action. This is different from other calculations [21] in which the bubble was calculated using the effective potential and quantum-corrected kinetic terms. Sürig's calculations were performed for a coupled channel problem involving Higgs and gauge fields, which somewhat conceals the simplicity and technical elegance of the approach, demonstrating on the other hand that it can be used for such involved and realistic problems. More recently the problem of computing self-consistently corrections beyond one-loop has been taken up by Bergner and Bettencourt [22] who use the Cornwall-Jackiw-Tomboulis (CJT) [23] or two-particle-irreducible (2PI) approach. They include the first nonleading loop correction, which results in the Hartree approximation. The same approximation also occurs as the lowest nontrivial loop correction in the so-called two-particle-point-irreducible (2PPI) approach of Coppens and Verschelde [24, 25] . In comparison the Sürig's approach, the Hartree approximation takes into account the back reaction of the quanta not only to the classical field, but also to the quantum fluctuations themselves. Bergner and Bettencourt have considered such self-consistent corrections for two systems: the kink one space dimension and the bounce solutions in two Euclidean dimensions. Here we will reconsider their approach, but use a different method for computing the quantum corrections, analogous to Sürig's, but generalized to the Hartree approximation. Both the Green's functions and the fluctuation determinant will be computed using mode functions of the fluctuation operator at zero frequeny, thus avoiding a cumbersome summation over eigenmodes. Unlike Bergner and Bettencourt we find, within our parameter range, that the fluctuation operator has an unstable mode and a mode at almost zero frequency which can be identified as translation mode, both of which then can be dealt with in analogy to the one-loop case [10, 26] . For the parameter values of Ref. [22] our iterative computation of the self-consistent configuration does not converge, so that a direct comparison is not possible.
While the computation of the corrections to vacuum tunnelling in the Hartree approximation is new in Ref. [22] the Hartree approximation has been used to a great extent in finding selfconsistent fermionic lumps describing the nucleon in the chiral quark model [27, 28] . There techniques similar to the ones discussed here can and have been applied [29, 30] The plan of the paper is as follows: in section 2 we recall the basic formulae of the classical bounce solution. In section 3 we formulate the Hartree approximation, on the basis of the 2PPI formalism. In section 4 we discuss the translation mode problem. In section 5 we explain our way of computing the Green's function, in section 6 we describe the computation of the fluctuation determinant. The numerical aspects of the unstable and translation modes are presented in section 7. Renormalization is discussed in section 8. Our numerical results are the subject of section 9. Conclusions and an outlook are presented in section 10.
The bounce
Let us consider a scalar field theory in 2D, with the Lagrange density
where the potential U(Φ) is given by
and displays two minima, one at Φ = 0, and the other one at Φ = Φ − > 0. The value of the potential at this second minimum is lower and represents the "true vacuum", while Φ = 0 represents the "false vacuum". The bounce is an SO(2) symmetric classical solution of the Euclidean field equations (t → −iτ ). We denote the Euclidean variables by x 1 = x and x 2 = τ . The radius is r = x 2 1 + x 2 2 , and the classical field is denoted as φ(r). The classical Euclidean action is given by
and the bounce which minimizes this action satisfies 5) and boundary conditions
The one-loop correction to the classical action is given by
where m is the mass in the false vacuum,
and where the prime denotes that the translation zero mode is removed and that one replaces the imaginary frequency of the unstable mode by its absolute value. The transition rate from the false to the true vacuum is given, in the one-loop approximation, by
The prefactor arises originally as the normalization of the zero mode. The presence of a zero mode in this approximation is demonstrated by taking the gradient of the classical equation of motion:
Its normalization, defined by η 0i = N 0 ∇ i φ, and the condition that η 0i is normalized to unity, is given by
where there is no summation over i. The right hand side is, for a spherically symmetric solution φ(r), equal to the kinetic term. Furthermore, one finds that in two dimensions, using a scaling argument, that d 2 xU(φ) = 0 when φ is the classical solution. We therefore obtain N −2 0 = S cl , i.e., Eq. (1.2).
The bounce in the Hartree approximation
The Hartree approximation can be derived from the 2PPI formalism as follows: The effective action in this formalism is given by
up to renormalization counter terms discussed in section 8. Here ∆ is a local insertion into the propagator which has the form
with the definition
i∆ itself is defined by the gap equation
Finally Γ 2P P I is the sum of all two particle point irreducible graphs, in which all internal propagators have the effective masses M 2 . A graph is two particle point reducible (2PPR) if it falls apart if two lines meeting at a point are cut. To lowest order in a loop expansion Γ 2P P I is given by a simple loop, i.e.
We will come to the zero mode question later. In this approximation, ∆ is given by
Here the Green's function G is defined by
In taking variational derivatives of the effective action we have to consider ∆ as a function of M 2 and φ, i.e., in the last term of Eq. (3.1) we have to replace
by Eq. (3.3).
Taking the variational derivative of the effective action with respect to the field φ then leads to
Using rotational symmetry we obtain explicitly
The back reaction of the quantum modes onto themselves is contained in M 2 ( x).
The translation mode
In the formula for the transition rate the functional determinant was modified by removing the zero mode, whose functional integration is not Gaussian and which leads to the prefactor S cl /2π. Once we modify the fluctuation operator by introducing the quantum back reaction, there will be no zero mode anymore. However, if G( x, y) were the exact Green's function
the presence of the zero mode would still follow from the classical equation of motion δΓ eff /δφ( x) = 0 and translation invariance. As an artefact of the approximation the zero mode is shifted to some finite value ω 2 t = 0. This is a well known problem, which also arises in other applications. So in the Hartree approximation to the O(4) sigma model, the pions do not have mass zero, in spite of their role as Goldstone bosons [31, 32, 33] As long as the corrections are small, the lowest eigenvalue of the fluctuation operator in the partial wave l = 1 will still be close to zero, as found by Surig in his calculations on bubble nucleation. Of course, if we do not remove this mode, the Green's function will receive a huge contribution from it. Furthermore, removing a factor of dimension (energy)
4 from the functional determinant is necessary in order to provide the transition probability with the correct dimension (energy) 2 . We take here a pragmatic point of view in removing the "almost zero" mode from the determinant. The formalism then requires to remove the translation mode contribution from the Green's function as well, as ∆ is now the functional derivative of the modified functional determinant.
Of course identifying and removing the "would be" translation mode in this way constitutes an approximation which comes in addition to the Hartree approximation itself. We will not be able to trust this approach if either of these approximations leads to large modifications of the bounce and of its determinant. In the case of the zero mode we will expect ω 2 t to satisfy |ω 2 t | << ∆E where ∆E is the typical level spacing. As most of the modes are continuum modes, the "typical" level spacing would be the energy difference between the zero mode and the unstable mode. We will continue this discussion in section 9 in conjunction to our numerical results. The technical problem of removing the pole will be dealt with in the section 8.
A more fundamental approach has been taken long ago, when the mass of the sine-Gordon soliton received great attention. Various schemes [34, 35, 36, 37, 38, 39] were formulated to deal with the problem of translation invariance and the projection to zero momentum states. These have been used in order to compute the two-loop correction to the soliton mass [40, 41] . They become very involved in higher loop orders, and we are not aware of a formulation for the case of a resummation as the one considered here. We therefore have not followed such an approach.
As mentioned above, the prefactor S cl /2π originates from integrating out the zero mode, and by using virial theorem relating the normalization of the zero mode to the classical action. In the Hartree approximation this virial theorem no longer holds. Nevertheless from what we have discussed above, the exact zero mode should be ∇φ cl , where φ cl now is the self-consistent profile. We therefore will use its normalization as the prefactor, so that the transition rate in the Hartree approximation becomes
where the effective action is defined in Eq. (3.1).
Computation of the Green's Function
In order to include the back-reaction of the quantum fluctuations to the bounce in the Hartree approximation we need the Green's function G( x, x ′ ) of the (new) fluctuation operator. In fact the Green's function is usually discussed in a more general form, as a function of energy. Here such a concept corresponds to introducing an additional third dimension. We will choose it spacelike, thus introducing an Euclidean time. Using translation invariance in the time direction we introduce the Fourier transform G( x, x ′ , ν 2 ), where ν is the Euclidean frequency. The generalization, equivalent of introducing an additional dimension, is necessary for discussing the translation mode and reappears in the formulation of the determinant theorem in the next section. The Green's function satisfies
The Green's function can be expressed by the eigenfunctions of the fluctuation operator. We denote them by ψ α ( x), they satisfy
In terms of these functions the Green's can be written as
We may, furthermore, decompose the Hilbert space into angular momentum subspaces, introducing eigenfunctions exp(ilϕ)R nl (r), where ϕ is the polar angle and where the radial wave functions R nl (r) are eigenfunctions of the partial wave fluctuation operator:
Then the Green's function takes the form
These expressions are formal, we have discrete and continuum states, so the sum includes summation over discrete states and integration over continuum states. While these expressions are very suitable for discussions on the formal level, they are not very suitable for numerical computation. In particular, if one uses these expressions for the numerical computation, it becomes necessary to discretize the continuum states by introducing a finite spatial boundary.
There is a well known alternative way of expressing Green's functions. Consider first the free Green's function obtained for V (r) = 0. It can be written as
and this may be expanded as
where
Note that ultimately ω 2 will be zero and κ = m, so we have to deal with the modified Bessel functions I l and K l . They satisfy
where B l stands for I l or K l . I l (κr) is regular at r = 0 and K l (κr) is exponentially decreasing for r → ∞. Their Wronskian is given by
We now expand the exact Green's function in an analogous way by the ansatz
The functions f ± l (r, ν 2 ) satisfy the mode equations 11) and, furthermore, the following boundary conditions:
So f − l is regular at r = 0 and f + l is regular, i.e., bounded, as r → ∞. For V (r) = 0 these boundary conditions are those satisfied by I l (κr) and K l (κr), respectively. Furthermore, as the behaviour at r = 0 is determined by the centrifugal barrier, and the behaviour for r → ∞ by the mass term, these boundary conditions are independent of the potential. If we write 14) then the functions h ± l (r, ν 2 ) become constant as r → 0 and as r → ∞, and for finite r they interpolate smoothly between these asymptotic constants. If we impose the boundary conditions h ± (r, ν 2 ) → 0 for r → ∞ then the Wronskian of f + l and f − l becomes identical to the one between K l (κr) and I l (κr), i.e., equal to 1/r. Applying the fluctuation operator to our ansatz, Eq. (5.10), we then find
(5.15) This completes the construction of the Green's function.
Numerically we proceed as follows: the functions h 18) which obviously solves the differential equation with the appropriate boundary conditions. Finally the Green's function is given by
(5.19)
Computation of the Fluctuation Determinant
The fluctuation determinant which appears in the rate formula 20) can be written formally as an infinite product of eigenvalues of the fluctuation operator. The prime denotes taking the absolute value and removing the translation mode. As in the previous section we introduce the generalizatioñ
Note that we omit the prime, here. Using the decomposition of the Hilbert space into angular momentum subspaces we can writẽ 22) with the radial fluctuation operators According to a theorem on functional determinants of ordinary differential operators [9, 42] we can express the ratios of the partial wave determinants via
where ψ l (ν 2 , r) and ψ
l (ν 2 , r) are solutions to equations
with identical regular boundary conditions at r = 0. Of course
Furthermore we have
is precisely the function we have introduced in the previous section, except for the fact that we have added ν 2 to the fluctuation operator.
The fluctuation determinant in the transition rate formula and in the 2P P I formalism refers to the fluctuation operators at ν 2 = 0, and so in the numerical computation we just need the functionsh l (0, ∞), as for the Green's function. The only exception is the translation mode we will discuss in the next section.
Unstable and translation modes
In the one-loop formula for the transition rate the determinant of the fluctuation operator appears as det ′ (−∆ 2 + M 2 ), and the prime denotes two modifications with respect to the naive determinant:
(i) the unstable mode has an imaginary frequency, corresponding to a negative eigenvalue ω 2 u = −ν 2 u of the fluctuation operator. It is to replaced by its absolute value. This mode appears in the s-wave l = 0 and manifests itself by a negative value of 1+h 0 (0, ∞). So here we have to take the absolute value.
(ii) the translation mode manifests itself, in the one-loop approximation, by the asymptotic limit 1 +h 1 (−ω 2 t , ∞) = 0. We denote the frequency of the translation mode, which is the lowest radial mode in the m = 1 partial wave, by ω 10 = ω t . The fluctuation determinant (6.21) has a factor ω 2 t + ν 2 which has to be removed, according to the definition of det ′ . Otherwise the logarithm of this expression, appearing in the functional determinant, does not exist. Furthermore the Green's function is not defined either at ν 2 = −ω 2 t . In the one-loop approximation ω 2 t = 0, in the Hartree approximation it is close to zero, otherwise we cannot trust our approximation of identifying this mode with a "would-be" zero mode.
In the one-loop approximation the translation mode is removed numerically in the following way [10] : we computeh 1 (∞, ±ǫ 2 ) for some sufficiently small ǫ and replace
i.e., we take the numerical derivative at ω 2 = 0. As discussed above, beyond the one-loop approximation there is no exact translation mode, but a pole in the Green's function appears very close to ν 2 = 0, and its wave function is close to ∇φ. This contribution would make the corrections extremely large. As long as the corrections beyond one-loop are small, the "almost zero" mode still corresponds to a collective motion of the system, with almost vanishing restoring force. As discussed in section 3 we will continue to remove it also in the Hartree approximation. We determine the position of the eigenvalue by requiring 1 +h 1 (−ω 2 t , ∞) to vanish, and compute the numerical derivative not at ν 2 = 0 but at ν 2 = −ω 2 t , i.e., we remove a factor ω 2 t + ν 2 .
The Green's function in the l = 1 channel has, at r = r ′ , the form
We can use the fact that the pole term is antisymmetric with respect to ν 2 + ω 2 t by computing the Green's function at ν 2 = −ω 2 t ± ǫ 2 and by taking the average of these two values. Then the pole term has disappeared and the averaged Green's function takes the form
3) As long as ω 2 t and ǫ 2 are much smaller than the ω 2 1n this is a good approximation to the desired reduced Green's function
In the explicit numerical computation of the Green's function we use of course the expression (5.10). As evident from Eqs. (5.18) the pole arises from the re-normalization of the mode functionh 1 (ν 2 , r), i.e., from dividing by 1 +h − (ν 2 , ∞). In averaging over the Green's functions at
we add two very large terms which almost cancel. This can be done in a somewhat smoother way: if ǫ 2 is sufficiently small we can assume that 1 +h 1 (ν 2 , ∞) passes through zero linearly and we may replace
The average over the Green's functions can then be cast into the form
] is the mode function f − 1 before the re-normalization.
Renormalization
In the previous sections we have presented the basic formalism and its numerical implementation. There is still one point to be discussed: divergences and renormalization. It is well known, that renormalization in (1 + 1) dimensions just requires normal ordering. This means in practice that we have to redefine ∆ = G( x, x) by
or, in terms of the functions h
Normal ordering is not unique, it depends on the mass used in the free Green's function. We have used here the mass in the false vacuum; this may be changed, but it essentially means that we redefine our couplings η and λ.
There is one more place where we have to subtract a tadpole diagram: in the tr log term. If we expand it perturbatively we find
While it is trivial to remove this part in a perturbative calculation it is less obvious how to remove it from a nonperturbative one. Indeed we have computed ln D using the partial waves. However the divergent contribution can be traced exactly in this partial wave representation: it is given by the contributions of first order in V (r), and these can be computed exactly. We have 
This equation can easily be solved numerically. Then the renormalized contribution of a partial wave l to the fluctuation determinant is given by
This renormalization can be generalized to higher dimensions, using the renormalization procedure of Verschelde [43] which applies to the Hartree approximation. Then higher subtractions are required, they can be likewise determined exactly within the numerical procedure, see, e.g., [10, 44] . While Verschelde' s procedure of removing the divergences is based on an elaborate analysis of Feynman graph's, it can be, from the practical point of view [33] , obtained by adding a counterterm
Λ is the "cosmological constant" counterterm, in (3 + 1) dimensions there is a further counterterm proportional to M 4 (x). Finiteness of the gap equation and of the action require
This corresponds precisely to the subtractions we have made, which are identical to minimal subtraction. In particular
The expressions for the Green's function and for the one-loop action imply summation over angular momentum l. After renormalization these converge in the expected form, the single terms being proportional to l −3 , while the unsubtracted terms behave like l −1 . This has been verified numerically and presents a cross check on the procedure and the accuracy. We have appended the sum from L = l max to ∞ by adding this sum in its asymptotic form. We have used a fit A/l 3 + B/l 4 + C/l 5 through the five values of J l at l max − 5, . . . , l max in order to parameterize the terms in this asymptotic sum. In order to illustrate the convergence in l we plot, in Fig. 1 , the values Σ L and of Σ as L , where the latter is the exact finite sum up to L complemented by the asymptotic sum, for λ = 0.9, η = 0.5. The convergence is seen to be excellent. In our actual calculations we used l max = 25. The same procedure was applied to the summation over angular momenta occuring in G( x, x). 
Numerical results
The computational framework introduced in the previous sections has been carried through for a representative part of the parameter space. The parameter space is conveniently analyzed [45, 10] in terms of two dimensionless variables α and β which are introduced as follows: We define the scaled variables: X = mx and Φ = 2η/m 2 φ. Then the classical action takes the form
with β = m 4 /4η 2 and α = λβ/m 2 . The variable α can take values 0 < α < 1 as a condition for the existence of the classical bounce solution. α = 1 corresponds to degenerate minima, the limit α → 1 is called the thin-wall limit. This defines the parameter range for α. β appears in front of the rescaled classical action while there is no such factor in front of the quantum action which in the one-loop approximation only depends on α. Therefore large β imply a large classical action and therefore relatively small quantum corrections, small values of β make the classical action small and the quantum corrections relatively important. This consideration applies to the one-loop approximation; for a self-consistent scheme the separation of classical and quantum parts is not unique, but this consideration may still serve as an estimate. Indeed we find that for β 0.8 the Hartree iteration, even with an underrelaxation parameter, does not converge.
The computations were started with the one-loop approximation and then iterated until the largest difference in the profiles φ(r) between two subsequent iterations max r ∆φ(r) was smaller than 10 −5 . The convergence of the profiles φ(r) and of the potential V (r) is displayed in Figs. 2(a) and (b) , respectively, for the case α = 0.9, β = 1. The iteration is found to converge for α 0.9 and β 0.8. The translation zero mode is found at typically |ν 2 | ≃ 10 −4 in the one-loop approximation, thus verifying to good accuracy the quality of the classical profile and of the integration of the mode equation. In the Hartree approximation the mode which we continue to identify with the zero mode is located at values of |ν 2 | ≃ 10 −2 , the largest value of 0.1 occurs for α = 0.2, β = 0.8. For α = 0.9 and β = 1 the required accuracy is obtained after 80 iterations, this takes about 40 seconds with a 1.3 GHz processor.
The α-dependence of the unstable mode in the one-loop approximation is displayed in Fig. 3 . One sees that it approaches zero for α → 1. This is obviously the cause of the lack of convergence for α > 0.9. During the iteration towards the self-consistent Hartree solution, the mode moves between positive and negative values of ν 2 while giving large contributions to trG. If we look, see Fig. 4 , at the effective actions found in the Hartree approximation then there is no evidence of any singular behaviour near α = 0.9. So we think that the lack of convergence is just a technical problem which could be overcome, but this certainly would need some new analytic idea, not just plain numeric efforts. The dependence on the parameter α at fixed β is displayed in Fig. 4 . The classical actions and the quantum actions in the one-loop and in the Hartree approximations are plotted including a factor (1 − α). Indeed all of them are singular in the thin-wall limit α → 1. For the classical action in the one-loop approximation the behavior can be determined analytically using the standard technique (see e.g. [9] ) as
The one loop results extend to α = 0.97, for the Hartree results we were not able to obtain convergence beyond α 0.9 as already mentioned. In Figs. 5(a-c) we plot the quantum actions 4) obtained in the Hartree approximation as functions of β. It is found that the one-loop action, which is independent of β, and S Hartree q approach each other for large values of β. When β decreases below β = 1 the difference increases rapidly, pointing, for α = 0.2 and 0.5, to a kind of singularity at values of β between 0.8 and 0.9. Below this range the iteration ceases to converge. During the iteration the value of φ(0) decreases, and the classical profile displays a minimum at some finite value of r. The lack of convergence for β 0.8 is not well-understood. For some parameter sets, e.g., α = 0.5, Fig.  5(b) , there seems to be a kind of singularity of the quantum action, which, however, is compensated by an opposite behavior in the classical action, so that is not apparent in their sum, as can be seen in Fig.6(a) . Some analytic idea, like reshuffling contributions between the quantum and classical parts, could possible cure the problem. Indeed in a self-consistent scheme there is no real "classical" part, as the profile depends on the quantum corrections.
In Figs. 6(a,b) we display the difference between the one-loop and the Hartree approximations for various quantities, for α = 0.5 and α = 0.9. ∆S q = S Hartree q −S 1−loop q , the difference of the quantum actions, is found to be negative for α = 0.5 (and also for α = 0.2), but positive for α = 0.9. We also and the total difference ∆S tot = ∆S cl + ∆S q . We see that even this total difference has different signs for α = 0.5 and α = 0.9. We should keep in mind again that the separation between classical and quantum action is not unique, and that this entails that also the "classical" profile and its normalization are not unique. However, the total width, which includes in the prefactor the normalization of the zero mode is for all α found to be suppressed in the Hartree approximation with respect to the one-loop approximation. This is also displayed in Figs. 6(a) and (b) , where the solid line represents
with the one-loop transition rate given by Eq. (1.1), and rate in the Hartree approximation given by Eq. (4.2). This difference is positive for both α = 0.5 and α = 0.9. These rates are displayed separately in Fig. 7 . We have mentioned above that for the transition rates we use the normalization of the translation mode as prefactor, as the virial theorem used in the one-loop approximation is no longer valid in the Hartree approximation. In the one-loop approximation the normalization of the zero mode and the classical action agree better than four significant digits, in the Hartree approximation the classical and total actions approach the normalization of the zero mode for large β, but β ≃ 1 both of them differ from it by factors up to 3.
As we have mentioned above the procedure becomes unstable for β 1; the iteration ceases to converge. Bergner and Bettencourt [22] , on the other hand present results for m = 1.3469, and, in our conventions 3 λ = 2 and η = 0.9685. They use the same renormalization convention as we do. Their parameters correspond to α = 0.967 and β = 0.877. This is close to the thin wall limit, and at a value of β for which our procedure to becomes unreliable. The features of the solution found in Ref. [22] are quite different from those found here: there the eigenvalue spectrum displays neither a zero nor an unstable mode. It may be that the tunnelling in this region, β 0.9, α > 0.9 takes place in a qualitatively different way. If this is so then our procedure certainly breaks down on more than numerical reasons as it is based on an conventional treatment of zero and unstable modes. In order to obtain a comparison of the result of Ref. [22] with ours, we have determined the various actions for β = 0.877 and m = 1.3469 fixed, as a function of α. These results are plotted in Fig. 8 . The classical action of Ref.
. [22] agrees reasonably well with our results. We also show the thin wall limit, Eq. (9.2). The total one-loop action can be computed up to α = 0.98. The total one-loop action obtained in Ref. [22] is somewhat lower than our values. Surprisingly our results for the Hartree approximation seem to extrapolate quite naturally towards the result of Ref. [22] .
Conclusions and outlook
We have presented here a calculation of the transition rate for the false vacuum decay in (1 + 1) dimensions in the Hartree approximation. We have used analytic and numerical methods that have been applied previously to other systems, for the computations of functional determinants [10, 16, 26] and zero point energies [16, 29] . Both techniques are based on mode functions of the fluctuation operator at ν 2 = 0, as they appear in the standard representation of Green's functions. Here these techniques are used for the first time in conjunction; as one sees this leads to a rather simple and effective computation scheme with various cross checks. We should like to add, that these techniques are well-suited for coupled-channel systems as well [12] . Renormalization can be dealt with in exact correspondence to standard perturbation theory; this feature extends to applications in higher space-time dimensions and, allowing for dimensional regularization, to computations in gauge theories.
We have presented results for a substantial part of parameter space, using the parameters β = m 4 /4η 2 and α = λβ/m 2 . Bounces exist only for α < 1, α = 1 being the thin wall limit. The second parameter β weighs the ratio between classical and quantum contributions to the effective action. We find that for β 0.8, and for α 0.9 our iterative determination of the field configuration in the Hartree approximation converges. The unstable mode and an almost-zero mode in the p-wave, identified as the translation mode, persist during the iteration and are handled as in the one-loop approximation. We find that the transition rates are generally suppressed in the Hartree approximation, as compared to the one-loop rates. However the corrections are relatively small, less than an order of magnitude. This has been found similarly for the one-loop quantum corrections for instanton transitions in the two-dimensional Abelian Higgs model [11] and may be an general feature of two-dimensional models.
The only similar computation which is available at present is the one of Ref. [22] . Unfortunately our procedure does not converge for the parameters chosen by these authors, which in our convention are α = 0.967 and β = 0.877. Their self-consistent configuration is qualitatively different from ours in that the fluctuation operator has no unstable and translation modes. If this is the case in this part of the parameter space then it means that the tunneling proceeds in a qualitatively different way, there. Nevertheless we have found that our Hartree results seem to extrapolate naturally towards the ones of Ref. [22] .
The methods used here for the computation of self-consistent solutions for bounces naturally extends to bounces in higher space dimensions and to other classical solutions in quantum field theory. In particular, the techniques for covariant regularization and renormalization are available [16, 10] in the framework we have established here.
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