The reader is also referred to an extensive consideration of rapid eye movement (REM) sleep. 7 Our recent minireview focused on developmental events related to the decrease in REM sleep, including its relationship to other developmental changes, the role of blood flow, some factors that may influence its progress, and its potential role in brain development. 8 Briefly, the part of the brain controlling sleep-wake states and most responsible for inducing REM sleep is the reticular activating system (RAS), especially its cholinergic component. The RAS triggers changes in state mainly via its ascending projections to the intralaminar thalamus (ILT) to modulate thalamocortical systems in both waking and REM sleep, while simultaneously modulating REM sleep and postural muscle tone via its descending projections to the pontomedullary reticular formation.
cholinergic neurons to increase excitability levels in thalamic and cortical cells during waking, but only cholinergic neurons also induce activation during REM sleep.
descending projections in the Adult
The PPN sends projections throughout the pontomedullary reticular formation, [1] [2] [3] including the anterior pontine region. 29, 30 Injections of cholinergic agonists into a region called the pontine inhibitory area induce a REM-sleep-like state (atonia and ponto-geniculo-occipital [PGO] waves), [31] [32] [33] [34] [35] [36] [37] an effect mediated by muscarinic blockade of an outward, G-protein-coupled, potassium current. 38 After pontine injections of carbachol to induce REM sleep, increased c-fos expression is seen in GABAergic and non-GABAergic/noncholinergic neurons in the PPN. 39 Lesioning of this pontine area, termed the subcoeruleus, can produce REM sleep without atonia, 31, 34, [40] [41] [42] but these lesions may also damage neurons/axons responsible for REM sleep initiation and maintenance. 43 Recent studies on subcoeruleus cells reported neurons excited by the cholinergic agonist carbachol (presumed to be REM-on cells) with low threshold spikes (LTS) and cells inhibited by carbachol, some with LTS, some with Ia current. 44 Neurons in this region were depolarized by nicotinic and muscarinic agonists, [45] [46] [47] although some cells were hyperpolarized by muscarinic agonists. 48 Medial reticular neurons are also activated by excitatory amino acids, 47, 49 and injections of glutamate into the pontine inhibitory area also induce atonia. 50 Projections to this area from the PPN may be both cholinergic and glutamatergic. 51 Descending cholinergic projections of mesopontine neurons trigger the atonia of REM sleep, which is marked by hyperpolarization of motoneurons. 52 
Ascending projections in the Adult
Comprehensive reviews of thalamic mechanisms involved in the control of changes in state are available. 53, 54 Basically, brief PPN stimulation induces a prolonged blockade of slow thalamic neuronal oscillations, promoting a short latency nicotinic activation and a long-lasting tonic (muscarinic) activation. 23 Hyperpolarization in thalamic neurons induces reiterative LTSmediated bursting activity, but, when depolarized, these cells assume tonic firing patterns. Glutamate contributes to this activation, perhaps via metabotropic receptors, 53, 54 but both serotonin (5-HT) and noradrenaline can also dampen slow thalamic oscillations. 55 Some ILT, specifically centrolateral, neurons were found to discharge very high frequency (800-1000 Hz) bursts during SWS. Interestingly, such bursts were superimposed on fast oscillations Hz) triggered during depolarization. 56 Stimulation of the PPN potentiates the appearance of fast oscillations in the cortical EEG, outlasting stimulation by 10 to 20 seconds, 57 indicative of the induction of prolonged responses eliciting changes in state by the ascending cholinergic arm of the RAS to the ILT, in particular, projections to the centrolateral and parafascicular nucleus (Pf).
Ascending PPN projections innervate all thalamic nuclei and the basal forebrain, 20, 58 some via collateral axons. 59 Stimulation of the PPN (which leads to release of acetylcholine in the thalamus 60 ), or thalamic administration of cholinergic agonists, blocks spindles and delta waves (i.e., blocks SWS). 61 Lesions of the PPN 62, 63 or pharmacologic blockade of PPN efferents 64, 6 decrease or eliminate REM sleep and diminish waking. The fast cortical oscillations of waking and REM sleep are triggered as the PPN exercises a push-pull effect by depolarizing thalamocortical relay neurons via muscarinic activation of a potassium conductance 23, 27, 66 to induce synchronization of fast rhythms, while hyperpolarizing reticular thalamic neurons to block spindles. 61, 67 Although most reports involve recordings of thalamocortical relay neurons in "specific" thalamic nuclei, the majority of PPN neurons actually project to the "nonspecific" ILT thalamus.
2 These terminals form both symmetrical and asymmetrical synapses, suggesting that PPN input to the ILT thalamus is mixed. However, there is very little information on the synaptic relationships between the PPN and the ILT, especially during development.
We recently described the properties of developing neurons in one part of the ILT, the Pf. 68 We found that Pf cells could be divided into types I and II, both of which differed from thalamic relay neurons in morphology and electrophysiology, particularly in having much lower incidence of LTSs. More recent studies showed that cholinergic input to Pf cells had both excitatory and inhibitory effects (65% of cells were hyperpolarized and 35% depolarized). 69 These effects were directly on Pf neurons through activation of muscarinic and nicotinic receptors, but there was no major trend observed in the degree of hyperpolarization or depolarization during development. More type I cells were depolarized by the cholinergic agonist carbachol than type II cells, but both types were hyperpolarized to the same extent. M2 cholinergic receptors (AChR) appear to be responsible for all of the inhibitory modulation. However, the excitatory modulation requires the participation of M1 AChR, nicotinic cholinergic receptors (nAChR) and probably M3 or M5 AChR. Whole cell patch recordings showed that cells with prominent LTS or spikelets (indicative of electrical coupling, see below) tended to be excited by cholinergic agonists, but not all depolarized cells had LTS or spikelets.
development and maturation
The human newborn exhibits an even distribution of waking, REM sleep, and SWS, spending about 8 hours in each state. 70 After birth, there is a gradual decrease in REM sleep from about 8 hours at birth to about 1 hour by 15 years of age, beyond which there is a small decrease until senescence. 70 After birth, SWS may increase transiently, then gradually decrease from 8 hours per day to 6 to 7 hours per day by 15 years of age. The gain observed in total waking time, from about 8 hours at birth to about 16 hours at maturity, is mostly at the expense of REM sleep duration.
It has been suggested that REM sleep serves to direct the course of brain maturation. 71 This is in keeping with the suggestion that activity-dependent development may direct neural connectivity throughout the brain. 71, 72 REM sleep could provide endogenous activation at a time when the brain has little or no exogenous input. High-frequency brainstem activation, especially in the form of PGO waves, could contribute to the maturation of thalamocortical pathways. If so, what is the role of REM sleep in the adult? Since there is a rebound in REM sleep after it is suppressed, REM sleep appears to be important for the adult. However, REM sleep does not appear to be essential for survival. When the stressful components of REM sleep deprivation are removed, REM sleep suppression is not fatal. 73 In fact, tricyclic antidepressants, including imipramine, can lead to an absence of dreams (and reduction of REM sleep) without major consequences. 7, 74, 75 Moreover, clonidine and monoamine inhibitors lead to complete blockade of REM sleep without major repercussions. 76, 77 In the rat, the decrease in REM sleep occurs between 10 and 30 days of age, declining from more than 75% of total sleep time at birth to about 15% of sleep time by 30 days of age.
78 Figure 1A is modified from this early work and shows the dramatic decrement in REM sleep in the rat between 10 and 30 days of age. Recent studies found that REM sleep rebound after REM sleep deprivation in the developing rat was absent at 15 days of age, small at 21 days and larger at 30 days. 79 That is, the ontogeny of REM sleep rebound was related to the ontogeny of baseline REM sleep. These data suggest that REM rebound is more important for the developed or adult animal.
development and memory
Various authors have suggested that REM sleep plays a role in memory. One hypothesis suggests that dreams delete unimportant memories through inhibition of sensory information and suppression of movement. 80 Others suggest a role for REM sleep in the consolidation of memories, 81 that cognitive activity experienced during daily learning is "replayed" to promote long term storage. 82, 83 Other reports suggest a role for REM sleep in experience-dependent changes. [84] [85] [86] This suggestion has been questioned because of (a) the absence of "replays" in REM sleep after the behavioral episode involving the novel task, (b) the absence of dream reports linked to recent experiences, (c) the lack of effect of REM sleep deprivation on consolidation, and (d) the lack of effects on consolidation by monoamine oxidase inhibitors that block REM sleep. 87, 88 Moreover, cortical blood flow is increased during REM sleep in the brainstem and limbic areas, but decreased in frontal cortex. 89 These findings suggest that metabolism decreases during resting sleep and increases during REM sleep in the brainstem but the frontal cortex remains depressed. This "hypofrontality" may be why there is a lack of critical judgment (a function of the working frontal cortex) during dreaming. The decreased blood flow to the frontal lobes may help deafferent the cortex, and may explain why dream content is accepted at face value. It is difficult to imagine how this helps consolidation of accurate memories.
Even if the memory consolidation hypothesis has some foundation, it would mean that the role of REM sleep is different after compared to before birth, emphasizing a dissociation across development. What memories does the fetus consolidate? An attractive theory of conscious perception suggests that thalamocortical projections from specific thalamic nuclei provide the "content" of sensory experience, while thalamocortical projections from non-specific (ILT) thalamic nuclei provide the "context," and their coincidence leads to binding or conscious 78 to show the decrease in REM sleep from ~80% of sleep time to ~10% between 10 and 30 days in the rat, after which point it remains stable. B. Changes in the effects of transmitter systems on the membrane potential of PPN neurons. The y axis shows the mean depolarization above resting membrane potential (RMP, 0 mV) or hyperpolarization below RMP. Between 12 and 21 days, the same concentration of 1) NMDA was found to decrease from +12 mV to + 4 mV (red line) sq μm, which increases to > 500 sq μm by 15 days, then decreases to ~300 sq um by 30 days. 94 The hypertrophy observed in the PPN coincides with eye and ear opening at around 15 days of age in the rat. 95, 96 There is an increase in choline acetyltransferase activity during the developmental decrease in REM sleep percent in the rat, 97 simultaneously with the hypertrophy described.
Physiologically, PPN neurons in vivo display both tonic and phasic activity in relation to waking and REM sleep. 23 However, intracellular recordings of the guinea pig PPN in vitro show the presence of 3 types of PPN neurons, namely neurons with an LTS (type I), an A current (type II), and both A+LTS (type III). 98 Most type II and III neurons were identified as cholinergic. Others 99 have reported data from the neonate rat similar to those in the guinea pig, i.e., 3 types. Subsequent analysis confirmed the presence of type I and II neurons, 65% of type II (A) neurons were cholinergic, but only 36% of their type III (A+LTS) neurons were cholinergic. 100 We found that type III (A+LTS) neurons were less evident after 17 days in the rat, apparently converting into type I (LTS) neurons, 101 suggesting that there is a gradual increase across this stage in the number of PPN neurons with LTS properties, a mechanism that changes the dynamic pattern of activity in this region. LTSs are important calcium-dependent currents that activate (open) on depolarization and inactivate (close) with a slow time course. 102, 103 This allows a burst of action potentials to be generated, which is similar to the firing patterns of PGOburst neurons found in PPN. 28 The discrepancy in this view is that PGO waves are generated by cholinergic mechanisms, 23 but PPN type I (LTS) cells appear to be noncholinergic. How and which PPN cells generate PGO bursts remains controversial. Another confounding factor may be related to species, as recent findings suggest that PGO bursting in the rat may not be as widespread as in other species. 104 The other current described above is a voltage-gated, transient (outward potassium, IA) A current, 101 which is activated when a neuron is depolarized after a hyperpolarization, and is an outward current which tends to counteract inward currents such as LTS if they occur in the same cells (e.g., type III). The A current displays a delayed return to baseline after hyperpolarization, is rapidly deinactivated, and thus serves to increase interspike interval and slow the discharge rate of these neurons. 99 The presence of a high amplitude and long duration, calcium-dependent afterhyperpolarization in type II (IA) cells further limits spontaneous firing rate. Type II cells exhibit higher amplitude and longer duration afterhyperpolarizations than type I or III cells, and are likely to fire at lower rates. We found that, after 15 days, type II cells become segregated into two groups based on long vs short duration afterhyperpolarization. 101 Type II neurons also showed significant decreases in action potential duration at approximately 15 days of age, again indicating a change in intrinsic firing properties at this time. 101 To date, however, there is no agreement on how or if the types of firing patterns observed in vitro (type I, II, III) correspond to those seen in vivo ("REM-on," Wake-on," Wake/ REM-on"). Moreover, while a number of intrinsic properties change between 12 and 21 days, it is not yet clear if any or all are responsible for the developmental decrease in REM sleep. perception. 90 Since there is no eye or ear opening before birth, it would seem that the "content" of memories to be consolidated by REM sleep would be highly reduced. Therefore, why is there a need for so much REM sleep? This would suggest that the majority of the activity to be consolidated in the fetus would be related to "context". Therefore, a role for REM sleep in memory consolidation may not apply prenatally, even if it is a function in the adult.
evolutionary Considerations
The theory of "advanced wakefulness" proposes that a sleeping mammal has its reptilian brainstem either awake or in a reduced activity state (presumably equivalent to mammalian SWS and REM sleep), but when it awakens it reaches a new state of awareness (cortical functionality). This agrees with what we know about thermoregulation and sleep, which shifts from waking control by the telencephalon (endothermic), to SWS control by the diencephalon (fall in set point), to mesopontine REM sleep control (virtually ectothermic). 91 This is in agreement with the idea that the REM sleep patterns generated by the evolutionarily conserved RAS represent a preconscious state which, upon recruitment of the newly-evolved thalamocortical system, reaches full consciousness (waking). 92 As mentioned above, the gains made in waking time are at the expense mostly of REM sleep, but also of SWS. This theory suggests that, as far as postnatal sleep time is concerned, phylogeny does reflect ontogeny.
In general, it would seem as if the most obvious explanation for the presence of "early" REM sleep would be to subserve a maturational process. In addition, there may be a reorganization of the role of REM sleep from "early" to "late" versions, such that the neurological mechanisms of REM sleep undergo drastic changes from birth to the end of puberty in the human.
meChAniSmS invOLved

Rem Sleep inhibition in development
It has been suggested that there is an active REM sleep inhibitory process during the first 2 weeks of life in the rat, 93 which may or may not be equivalent to the decrease seen in the human across puberty. This model predicts that (1) 1 or more inhibitory process becomes progressively stronger during this period (as outlined above, the PPN receives inhibitory serotonergic, noradrenergic, cholinergic and GABAergic inputs, all likely candidates) and (2) stimulation or blockade of this process will decrease or increase, respectively, the manifestations of REM sleep. 79 A number of findings lend support to this idea by indicating that there are a number of changes in (a) the intrinsic properties of, and (b) the neurotransmitter inputs to, mesopontine cholinergic neurons during this developmental window of time. Recent findings suggest that electrical coupling in the RAS also may be involved in the developmental decrease in REM sleep.
intrinsic properties of developing mesopontine neurons
Morphologically, PPN neurons change markedly from birth to 30 days of age in the rat. At birth, the mean cell area is ~200
Development of REM Sleep and Waking-Garcia-Rill et al NMDA receptors. 113, 114 Injections of glutamate (which activates both NMDA and kainate receptors) into the PPN are known to induce increased duration of REM sleep and wakefulness in the rat. 115, 116 NMDA receptors appear to be involved in the induction of increased duration of wakefulness, 115 whereas kainate receptors may be involved in the induction of increased duration of REM sleep. 117 We found that, at day 12, most PPN neurons were strongly depolarized by NMDA, while the same neurons were only slightly depolarized by KA. 118 The NMDA effect gradually decreased, whereas the KA effect gradually increased. By 21 days, PPN neurons were only slightly depolarized by NMDA, while the same neurons were strongly depolarized by KA (Figure 1B , crossing red and dark blue lines). These results indicate a switch in NMDA vs KA receptor activation of PPN cells at around 15 days. 118 It is not clear if "Wake-on" neurons in the mesopontine region are preferentially driven by NMDA receptor activation while "REM-on" neurons are preferentially driven by KA-receptor activation, but this would be explained by the developmental changes reported. "Wake/REM-on" neurons may represent a subpopulation that is affected by both NMDA and KA-receptor activation.
noradrenaline
Noradrenaline has been reported to hyperpolarize 7 to 15 day (i.e., during the first half of the developmental decrease in REM sleep) cholinergic mesopontine neurons in the laterodorsal tegmental nucleus (LDT), 14 although similar studies have never been carried out in the PPN, or at later stages (15-30 days) of the developmental decrease in REM sleep. Moreover, α 2 -adrenergic receptor development is known to undergo marked changes in the LC and other mesopontine regions after 15 days of age in the rat. 119 Interestingly, in adult cholinergic mesopontine neurons, only about one half showed α 2 -adrenergic receptor immunocytochemical labeling, whereas one third of cholinergic cells showed α 1 -adrenergic receptor labeling. 120 These authors suggested that there may be differential activation of different populations of cholinergic cells that underlie aspects of behavioral state control. However, they did not perform triple labeling studies in order to determine if different populations of cholinergic cells are differentially modulated by the two receptor sub-types. This would determine if there is indeed differential adrenergic regulation of "Wake-Off/REM-On" vs "Wake-On/ REM-On cells."
Our results show that the α 2 -adrenergic receptor agonist clonidine hyperpolarized most cholinergic and non-cholinergic PPN cells. 121 This hyperpolarization decreased significantly in amplitude from 12 to 21 days ( Figure 1B , black line). However, much of these early effects (12-15 days) were indirect and non-cholinergic cells were less hyperpolarized than cholinergic cells. These results suggest that the α 2 -adrenergic receptor on cholinergic PPN neurons activated by clonidine may play only a modest role, if any, in the developmental decrease in REM sleep. However, clonidine blocked or reduced the hyperpolarization-activated inward cation conductance Ih, so that its effects on the firing rate of a specific population of PPN neurons could be significant. 
inputs to Cholinergic neurons
Any transmitter that modulates the expression of either A and/or LTS currents will have a dramatic impact on firing frequency and bursting behavior. PPN neurons have excitatory amino acid and GABAergic receptors with ionotropic effectors, and 5-HT, noradrenergic, cholinergic, adenosinergic and histaminergic receptors with a common metabotropic effector. 8 Figure 1B summarizes the effects of each of these transmitter systems on the membrane potential of PPN neurons during the developmental decrease in REM sleep.
Serotonin
5-HT induces a tetrodotoxin-resistant hyperpolarization in most PPN neurons 15, 98 but inhibits only 25% of noncholinergic neurons. 8 In the cat, inhibition of serotonergic transmission does not increase REM sleep. 25 Moreover, 5-HT neurons in the dorsal raphe cease firing during the "atonic walking state," 105 but not during REM sleep without atonia, 106 in keeping with evidence showing that injections of 5-HT into the mesopontine region suppressed REM sleep. 107 Conversely, injection of a 5-HT 1A agonist into the PPN did not affect PGO wave induction, and the PPN has few 5-HT 1A binding sites compared to LDT. 108 Earlier studies concluded that only about 12% of the 5-HT terminals in PPN synapse on cholinergic cells. 49 5-HT 2 receptors were found on cholinergic neurons, 17 but others suggested that 5-HT 2 receptors were found instead on noncholinergic neurons. 109 These findings require more evidence to be reconciled in order to understand specifically how 5-HT modulates PPN function. Our results show that some PPN cells were hyperpolarized by a 5-HT 2 agonist, but the effect does not change during the developmental decrease in REM sleep ( Figure 1B , light blue).
A recent study described the inhibition of extracellularly recorded "REM-on" neurons in the mesopontine region by a 5-HT1A agonist, which had minimal effect on "Wake/REMon" neurons. 110 They suggested that 5-HT raphe neurons slow their firing in drowsiness and SWS, and less inhibition via 5HT1A receptors on cholinergic PPN "REM-on" cells leads to increased firing to promote REM sleep (see also 111 ). This suggests that some cholinergic PPN neurons will be inhibited while others will not be affected by 5-HT.
Using the 5-HT 1 receptor agonist 5-carboxyamido-tryptamine, we showed that type I and III PPN cells aged 12 to 21 days were depolarized, hyperpolarized, or not affected in about equal numbers. However, 80% of type II PPN cells were hyperpolarized, but only 8% were depolarized, and depolarizing responses were evident up to only day 16, not thereafter. 101 These results suggest that there is a reorganization of serotonergic input to the PPN such that (a) it is both excitatory and inhibitory, then purely inhibitory after approximately 15 days and (b) the 5-HT 1 inhibition increases between 12 and 21 days ( Figure 1B , magenta).
excitatory Amino Acids
PPN neurons may receive glutamate inputs from the reticular formation, 47, 49 whereas some cholinergic cells also release glutamate. 112 Responses in guinea-pig LDT neurons appear mediated by both n-methyl-d-aspartic acid (NMDA) and non-nists, but were blocked by application of the nicotinic antagonist mecamylamine. These results suggest that PPN neurons exhibit postsynaptic nicotinic receptors, but additional studies need to verify that this is not a tetrodotoxin-resistant effect. The mixed muscarinic agonist carbachol hyperpolarized all type II PPN cells and depolarized all types I and III PPN cells, but did not change effects during the developmental decrease in REM sleep. These effects persisted in the presence of tetrodotoxin but were mostly blocked by the muscarinic antagonist atropine, and the remainder by mecamylamine. These results suggest that PPN neurons exhibit postsynaptic muscarinic receptors, as previously shown. While the nicotinic and muscarinic inputs to the PPN may modulate the developmental decrease in REM sleep, the muscarinic inputs appear to modulate different types of cells differentially, 127 increasing its inhibitory effects during the developmental decrease in REM sleep ( Figure 1B , dark green line).
GABA
GABAergic neurons in the PPN are intermingled with cholinergic neurons 128 and express c-fos during carbachol-induced REM sleep in the cat. 39 In the cat, there is co-localization of GABA and acetylcholine in PPN cells, suggesting possible co-release by PPN neurons involved in the regulation of behavioral states. 129 The PPN also receives GABAergic projections from the substantia nigra, 2 which terminate mostly on noncholinergic neurons 49 but also terminate on cholinergic neurons. 130 Our findings suggest that GABA A -receptor activation leads to depolarization of PPN neurons early in development (12-16 days) but to hyperpolarization later (17-21 days) during the developmental decrease in REM sleep ( Figure 1B , light green line). 131 These effects persisted in tetrodotoxin and were assumed to be postsynaptic. The majority of depolarized cells early in development were non-cholinergic PPN cells, whereas most cholinergic PPN cells were hyperpolarized in both early and later periods. GABAb receptor activation hyperpolarized both cholinergic and noncholinergic PPN neurons early and less so in later periods ( Figure 1B, orange line) . GABA, the primary inhibitory influence in the adult brain, was found to be excitatory during development due to the delayed expression of chloride co-transporters. 132 Our results suggest that PPN neurons, especially non-cholinergic cells, show depolarization early in development shifting to hyperpolarization later during the developmental decrease in REM sleep. We do not know if the differential responses in cholinergic neurons (i.e., mostly hyperpolarization with few cells depolarizing) are due to earlier maturation of chloride transporters in cholinergic compared to non-cholinergic cells, or to other factors. This developmental shift occurred only in response to the GABAa agonist muscimol and not to the GABA B agonist baclofen. It is unknown if a delay in maturation of chloride transporters in PPN cells is limited to channels activated by GABA A and not to GABA B receptors. 131 In summary, our pharmacologic findings suggest that there is a developmental shift around 15 days of age in the rat, during the most dramatic decrease in REM sleep duration, towards increased 5-HT1 inhibition, decreased NMDA excitation and increased KA activation, decreased noradrenergic inhibition, and increased cholinergic and GABAergic inhibition of PPN neurons ( Figure 1B ).
Acetylcholine
The PPN is modulated by cholinergic input. 65 The cholinergic cells in the PPN have been hypothesized to be regulated, at least in part, by muscarinic (mAChR) and nicotinic (nAChR) cholinergic receptors located either on the soma and dendrites to modulate action potential discharge, or on pre-synaptic axon terminals to regulate neurotransmitter release. 122, 123 Studies utilizing in situ hybridization have multiply-labeled cells with choline acetyltransferase mRNA with those containing mRNA for the 5 subtypes of mAChRs (M1 -M5) in the PPN, and found that the cholinergic cells expressed primarily the M2 subtype, but also had detectable levels of M3 and M4 mRNA. 123 However, it is not known if these were co-localized on the same cells, if they represented different populations of cells, or if the different subtypes were differentially located on the soma, dendrites and/or presynaptic terminals. PPN neurons receive cholinergic input from the contralateral PPN and bilaterally from the laterodorsal tegmental nuclei. 124 Previous electrophysiological studies have demonstrated muscarinic inhibition of PPN neurons, but these were carried out only on the guinea pig, which has an adult-like sleep-wake cycle at birth. 19, 101 Recent work in the adult PPN using c-Fos expression showed that nicotine, when administered systemically, activated primarily the noncholinergic cells, whereas only a few cholinergic cells were labeled with c-Fos. The authors concluded that the PPN is a primary target for the action of nicotine and hypothesized that the non-cholinergic cells were directly activated by nicotine, which in turn modulate the activity of the cholinergic cells. 125 When microinjections of nicotine were made in the medial pontine reticular formation of freely moving cats, REM sleep was induced. 65 Compared to controls, these animals showed increased REM sleep at the expense of both waking and stage I slow-wave sleep, while also exhibiting a decrease in the time to REM sleep onset. Nicotine, injected intraperitoneally has been shown to increase waking in wild-type mice while also causing a significant decrease in non-REM and REM sleep during the first hour post-injection. However, in knockout β 2 -/-mice there was no change in state following similar injections, indicating that the alerting effects of nicotine are probably mediated by the β 2 -containing nAChRs. 126 When nicotine was administered subcutaneously in an acute model, there was a dose-dependent decrease in REM sleep such that the highest doses (0.5 and 1mg/kg) suppressed REM sleep the most when compared to saline or lower amounts of nicotine. However, when nicotine was given repeatedly at low doses (0.1mg/kg) there was an increase in REM sleep following the third injection that lasted until the following day. It should be noted that these effects could be blocked by mecamylamine, indicative of a purely nicotinic effect. These studies show that nicotine may have differing effects on sleep architecture depending on route of administration, dosing and/or species of animal used.
Our results show that the nicotinic agonist 1,1-dimethyl-4-phenyl-piperazinium iodide (DMPP) depolarized PPN neurons early in development, then had dual effects before hyperpolarizing PPN neurons by the end of the period studied. 127 Most of the effects of DMPP persisted following application of the sodium channel blocker tetrodotoxin, and in the presence of glutamatergic, serotonergic, noradrenergic, and GABAergic antago-gap junctions. The presence of both electrical coupling and chemical synapses between inhibitory interneuron networks are thought to enhance the timing of action potentials. 133, 135, 145, 146 In the cortex, electrical coupling may contribute to action-potential synchronization and network oscillations, to coordination and reinforcement of IPSPs, and to coincidence detection in inhibitory networks. 144, 165 In the olfactory bulb, the spikebursting activity in simultaneously recorded pairs of external tufted cells is synchronized by coincident EPSPs, IPSPs, and spikelets, suggesting that both synaptic transmission and gap junction coupling coordinate the spontaneous bursting of external tufted cells. 166 There is extensive electrical coupling in the cortex during development, 167 but epileptiform activity is virtually absent. Therefore, electrical coupling may result in a "shunting effect" by decreasing the input resistance of coupled cells, thereby reducing the excitability of cortical interneurons. Such a "shunting effect" has been proposed as the mechanism behind the general absence of epileptiform discharges during early postnatal development of the rat neocortex. 168 In a landmark study, modafinil was recently found to increase electrical coupling between cortical interneurons, thalamic reticular neurons, and inferior olive neurons. 169 Following pharmacologic blockade of connexin permeability, modafinil restored electrotonic coupling. The effects of modafinil were counteracted by the gap junction blocker mefloquine. These authors proposed that modafinil may be acting in a wide variety of cerebral areas by increasing electrotonic coupling in such a way that the high input resistance typical of GABAergic neurons is reduced. These authors proposed that this "shunting effect" of modafinil may activate the whole thalamocortical system by mildly downregulating inhibitory networks while increasing synchronous activation of both interneurons and noninhibitory neurons. 169 We recently described the presence of dye and electrical coupling in the RAS, specifically in the Pf, PPN and subcoeruleus. 170, 171 We also found that modafinil decreased the resistance of PPN and subcoeruleus neurons, in keeping with results in the cortex, reticular thalamus, and inferior olive. 169 The effects of modafinil were evident in the absence of changes in resting membrane potential or of changes in the amplitude of induced EPSCs, and were blocked by low concentrations of the gap junction blocker mefloquine, also in the absence of changes in resting membrane potential or in the amplitude of induced EPSCs. 169, 171 This suggests that these compounds do not act indirectly by affecting voltage-sensitive channels such as potassium channels, but rather modulate electrical coupling via gap junctions. Figure 2 shows that the cholinergic agonist carbachol induced oscillations in subcoeruleus cells at specific frequencies within the theta range. To date, higher frequencies of oscillations have not been observed using carbachol alone. This figure also shows that such oscillations were evident spontaneously, could be better distinguished by fast synaptic blockade (indicating mediation by electrical coupling) and blocked by the gap junction blocker mefloquine (without changing resting membrane potential). Mefloquine can block potassium channels, but if that were the case, it would lead to an inward current and increase spikelets, not decrease them. These findings in general suggest that increasing electrical coupling may promote states of synchronization of sleep-wake rhythms, thus controlling changes in state. The presence of coincident rhyth-
electrical Coupling
Electrical coupling in the mammalian brain was first described in the 1970s, with connexin 36 (Cx36) being the only gap junction protein in neurons. 133 Connexins oligomerize into hemichannels and are transported to the membrane, where they can be unapposed or apposed, congregate in 'formation plaques,' allow the passage of ions and molecules as large as cAMP, and have a half-life of several hours. 134, 135 Cx36 gap junctions are the least voltage dependent 136 and are closed by low intracellular pH and low intracellular calcium. 137 Spikelets are stereotypical, usually rhythmic, subthreshold depolarizing potentials thought to reflect firing in the coupled neurons. 136 Electrical coupling [138] [139] [140] [141] and Cx36 labeling 142 are present in the reticular nucleus of the thalamus. Electrical coupling is also evident in thalamic relay neurons, but only in the presence of metabotropic glutamate receptor agonists. 136 Electrical synapses appear mainly between GABAergic neurons in (a) the thalamic reticular nucleus and may promote synchronization of burst firing, 41 (b) the cortex and may enhance the synchrony of gamma oscillations [143] [144] [145] [146] (Cx36 knockout mice show disruption of gamma frequency 147 ), and (c) hippocampus, where they may promote seizure activity 148, 149 and where cholinergic agonist carbachol induces gamma oscillations. 150 Does Cx36 in the RAS modulate the manifestation of gamma or lower frequency oscillations with carbachol? If so, gap junctions may play a critical role in the modulation of waking and REM sleep, states marked by high frequency EEG.
electrical Coupling in the RAS
Gap junctions can be blocked through membrane fluidization such as that induced by the anesthetics halothane and propofol. 151, 152 Oleamide promotes sleep and blocks gap junctions. 153, 154 Anandamide enhances adenosine levels to induce sleep 155 and blocks gap junctions. 151 One possibility is that a mechanism by which these agents may induce sleep and/or anesthesia is through blockade of electrical coupling in the RAS. Carbenoxolone, a putative gap junction blocker, decreases the synchronicity of gamma oscillations, 156 as well as seizure activity. 157 18-glycyrrhetinic acid is a glycyrrhetinic acid derivative that blocks gap junctions. 158 Quinine and a related compound, mefloquine, also block gap junctions. [159] [160] [161] [162] Mefloquine is particularly useful because it blocks Cx36 and Cx50 gap junctions at low concentrations but not Cx43, Cx32, or Cx26 gap junctions. 161 On the other hand, increased electrical coupling can be induced by low calcium aCSF and trimethylamine, a gap junction opener, perhaps by increasing intracellular pH. 150, 158, 162 Modafinil is approved for use in treating excessive sleepiness in narcolepsy, sleepiness in obstructive sleep apnea, and shift work sleep disorder and is also prescribed in a number of neuropsychiatric conditions. Many publications on this agent acknowledge that the mechanism of action of modafinil is unknown, although there is general agreement that it increases glutamatergic, adrenergic and histaminergic transmission and decreases GABAergic, transmission. 163 Recent imaging studies using voltage-sensitive dyes have shown that inhibitory interneurons modulate cortical activation by afferent input. 164 Moreover, cortical interneurons exhibit gamma band (~ 40Hz) oscillations 144 that are reduced by pharmacologic blockade of chronized neural activity. 173 For example, oscillations in single inferior olive neurons persisted over a limited range of voltages in the presence of gap junction blockers, leading one lab to conclude that gap junctions allow oscillations to persist over a wide range of membrane potentials making their frequency independent of membrane potential. 173 This is in keeping with the suggestion that the output from a syncitium of electrically coupled cells may maintain oscillations over a wide range of voltages that would otherwise inactivate rhythmic conductances in single neurons. 173 Note: As far as the central nervous system is concerned, the term syncitium has been most often used to describe the network of coupled astrocytes. The linked cells have been found to propagate oscillatory calcium waves over long distances, perhaps representing a long-range signaling system. 174 At present, we do not know if the electrically coupled cells in the RAS form a network or exist as clusters of cells.
Connexin 36
We sampled each of the nuclei of interest for Cx36 protein using 400-μm slices like those used for recordings, and punched 1 mm of Pf, PPN, and subcoeruleus (without including locus coeruleus) on days 10 and 30, spanning the developmental decrease in REM sleep. We also sampled a nearby nucleus, the inferior colliculus, and another nucleus unrelated to sleep-wake control, the ventrobasal thalamus. Figure 3 shows that Cx36 protein levels at the end of the developmental decrease in REM sleep (day 30) were about 25% of those at day 10 in Pf, PPN and subcoeruleus. This suggests the presence of a marked developmental decrease in Cx36 protein levels, with considerable amounts of Cx36 protein still present in the adult, suggesting that this gap junction protein may participate in developmental regulation and contribute to sleep-wake control in the adult. Cx36 protein levels in the inferior colliculus were higher than in the RAS, and also decreased by about one third, but levels at 30 days were higher than in any structure sampled. The ventrobasal thalamus initially showed low levels that decreased by half by 30 days. These studies suggest that there is a developmental decrease in Cx36 protein levels during this time across many regions, but the degree of decrement observed differed between regions. 170, 171 Our previous study on the SubC only, used real-time polymerase chain reaction to show that both Cx36 mRNA expression as well as protein levels decreased during the developmental decrease in REM sleep in a few samples. 171 A similar analysis in the other nuclei remains to be performed. The mechanism that regulates the expression of Cx36 also remains to be investigated. Since the level of Cx36 mRNA decreases over age, regulation of Cx36 protein levels is probably at the level of transcriptional control. Changes in intracellular signaling need to be investigated and how these impact the Cx36 promoter. Other studies need to manipulate Cx36 expression levels and assess the resulting changes in REM sleep drive, thus determining if the developmental decrease in REM sleep is driven in whole or in part by a decrement in Cx36.
A recent study of Cx36 knockout (KO) mice showed that gap junctions in the inferior olive were mostly abolished, but the genetically uncoupled neurons still generated subthreshold oscillations of their membrane potential at a similar amplitude and frequency as those recorded in the wild-type. 177 mic IPSPs, especially during cholinergic receptor activation, suggests that a syncitium of inhibitory GABAergic neurons is present in the Pf, PPN and/or subcoeruleus, helps generate synchronous oscillations (i.e. ensemble activity, especially in the theta range). Electrical coupling appears to modulate oscillations in different cell types in each structure, suggesting a role for electrical coupling in sleep-wake control.
We should emphasize that gap junctions are not necessary for generating subthreshold oscillations, rather they are required for clustering coherent oscillatory activity. 172 Oscillatory properties of single neurons endow the system with important reset dynamics, while gap junctions are mainly required for syn- 171 A. Voltage clamp recording (HP=-50mV) with spontaneous spikelets and excitatory post-synaptic currents (EPSCs). Expanded record at a. depicts both spontaneous EPSCS and underlying spikelets in this cell. Expanded record at b. shows the inhibition of EPSCs following the addition of fast synaptic blockers (CNQX, APV, gabazine, abbreviated as CAG, and the calcium channel blocker cadmium, abbreviated as Cd). Note the continued presence of rhythmic spikelets. Expanded record at c. depicts a complete cessation of PSCs and spikelets after the addition of mefloquine (25 uM). B. Power spectrum analysis showing the rhythmicity present in this cell at baseline (Control, gray diamonds), after CAG+Cd (blue triangles) and after mefloquine (MEF, black squares). Note the decrease in power after the addition of CAG+Cd suggesting that at least some of the previously observed PSCs were also synchronized at this frequency. C. Holding potential necessary to maintain this cell at -50mv. Note the lack of change in holding potential after the addition of MEF, suggesting that this agent does not affect ionic conductances.
Development of REM Sleep and Waking-Garcia-Rill et al motor patterns showed a 10-to 20-millisecond degradation in coordination, 178 and a delay of more than 20 milliseconds in the optokinetic reflex. 179 These differences appear vital to survival. In terms of consciousness and sleep, 2 laboratories have found that cortical gamma oscillations in vitro are impaired in Cx36 KO mice, 148, 180 which was reviewed by Buszaki. 181 A later study from this lab on Cx36 KO mice showed that Cx36 gap junctions contributed to gamma oscillations, 182 whereas others showed that gap junctions play a role in learning and memory. 183 All of these studies taken together suggest that gap junctions confer an advantage in timing, probably due to their ability to promote coherence in brain rhythms for optimal performance. The unique ability of coupled cells to maintain synchrony across a wide range of membrane potentials 173 probably allows brain rhythms to persist for longer periods without waning.
Great care is needed, however, in the interpretation of findings in Cx36 KO animals, since compensation by other isoforms of connexins is present in other tissues, 184 some brain cells can compensate for the absence of cell coupling, 185 and novel AMPA currents are absent in these animals. 186 On the other hand, these animals have potential for exploring developmental changes since preliminary findings suggest that thalamic relay neurons (TRNs) upregulate gap junctions in development, presumably to compensate for changes in membrane properties in order to maintain the strength of electrical coupling. 187 Moreover, gap junction expression appears to undergo changes related to sensory input, switching from purely electrical to electrical and chemical transmission with age. 
System Schematic
We hypothesize that the Pf, PPN, and subcoeruleus are organized similarly to the specific relay and reticular nuclei of the thalamus (Figure 4 ). TRNs in specific nuclei project to the cortex and send collaterals to inhibitory GABAergic interneurons (which are electrically coupled) in the reticular nucleus that in turn inhibit TRNs and local circuit neurons. Cortical projections return to the TRNs, local circuit cells, and to inhibitory GABAergic interneurons. Ascending cholinergic input from the PPN excites TRNs and inhibits reticular cells. The manner in which this circuit generates thalamocortical oscillations was reviewed recently. 139 In figure 4 , for SubC, our data suggests that descending projections from the PPN excite, possibly via M1 muscarinic receptors, at least some GABAergic, coupled interneurons with LTS (could be REM-on cells 44 ), and inhibit, possibly via M2 muscarinic receptors, subcoeruleus output neurons (perhaps glutamatergic 188 ) and perhaps some LTS neurons (unknown transmitter, could be PGO-burst cells 44 ). In turn, GABAergic interneurons may inhibit output neurons (we have little evidence on local circuit cells in subcoeruleus). This circuit may be involved in generating oscillations characteristic of REM sleep. In Pf, we speculate that ascending projections from the PPN excite (perhaps via M1) GABAergic coupled interneurons and inhibit (perhaps via M2) Pf output neurons (could be glutamatergic). In turn, GABAergic interneurons inhibit these output neurons (and local circuit). This circuit may help generate thalamocortical oscillations related to arousal. In PPN, we found that cholinergic inputs inhibit type II mostly cholinergic PPN, perhaps output, neurons (M2?) and excite (M1?) type I (LTS) and III (IA+LTS) mostly This implies that inferior olive oscillations may be generated by conductances of individual neurons, however, these authors suggested the alternative explanation that oscillations of Cx36 KO animals are qualitatively different from those in wild-type mice, and that these differences are due to structural and physiological changes in the Cx36 KO mouse. That is, single cell oscillations may occur in such Cx36 KO cells as a result of compensatory ionic mechanisms not encountered in the normal animal. 177 Others showed instead that oscillatory properties of uncoupled inferior olive neurons are not caused by long-term compensatory changes but are due to the single-cell properties of normal inferior olive cells. 173 Thus gap junctions are required for the synchronizing the oscillatory responses of neurons and for clustering of coherent rhythmic activity.
What functional significance can be accorded to electrical coupling if Cx36 KO mice survive, sleep, and walk? Several studies showed that while gross motor activity patterns appeared normal in the Cx36 KO mouse, detailed analysis of 170,171 A. Western blots comparing Cx36 protein levels at different ages. 15 ug of protein was loaded in each lane. Each sample contains punches from 2-3 littermates. Blots were stripped and reprobed with anti-β tubulin antibodies to verify equal protein loading. All brain regions showed a decrease in Cx36 protein during development. B. Western blot comparing Cx36 expression in different brain regions. Equal amounts of protein from the samples in A were pooled and run on a single gel to allow comparisons to be made between brain regions. The blot was stripped and re-probed for β tubulin as in A. The PPN and inferior colliculus (IC) had the highest levels of Cx36 in 10 day pups, whereas the ventrobasal thalamus (VB) had the lowest. C. Chart showing quantification of data in B. Cx36 protein was quantified and normalized to β tubulin. At 30 days, Cx36 levels in all three nuclei of the RAS dropped to 25% of the level at 10 days. In contrast, VB dropped to 50% and the IC to 30%. D. Chart showing quantification of data in A and B. Cx36 protein was quantified and normalized to β tubulin. Error bars show standard deviation. Cx36 levels decreased at different rates in different brain regions, IC-inferior colliculus, Pf-parafascicular nucleus, PPN-pedunculopontine nucleus, SubC-subcoeruleus nucleus, VB-ventrobasal thalamus. REM sleep. While the known transmitter systems may serve to regulate the firing patterns of RAS neurons, electrical coupling may provide the ensemble activation to propagate those rhythms, especially at higher frequencies. If there is a decrease in electrical coupling, it is the generation of coherence in these fast rhythms that is most impaired. 144 Such a decrement would be expected to lead to a decrease in arousal and performance levels. Conversely, an excess of electrical coupling would be expected to lead to increased vigilance and REM sleep drive.
As far as the developmental decrease in REM sleep is concerned, it seems more likely that the abundant REM sleep drive present early in development is more related to high levels of electrical coupling (than to changes in chemical transmission), providing increased ensemble activity leading to persistence of high frequency rhythms essential for waking and REM sleep. With a decrement in gap junction levels, ensemble activity would decrease. This speculation needs to be tested by manipulating gap junction levels. Unfortunately, KO animals may compensate in a number of ways (see above), so that knock-in technology may be required to address the issue. If selective Cx36 gene upregulation can be accomplished, adult animals should show increased arousal levels, i.e., hypervigilance, and increased REM sleep drive, with concomitant increases in total REM sleep such as in the early postnatal state.
dySReGuLAtiOn in the deCReASe in Rem SLeep
thalamocortical dysrhythmia
The ILT is highly relevant because it is thought to be involved in motor function, receiving input from the motor and premotor cortices, the globus pallidus and brainstem (cochlear-vestibular, solitarius), and projecting heavily to the striatum and associative limbic cortex. [189] [190] [191] [192] [193] [194] [195] Portions of the ILT undergo significant degeneration in Parkinson disease, 196 and are involved in the modulation of pain, auditory and respiratory responses, among others. 197, 198 The "nonspecific" ILT system is thought to allow sensory input to access the machinery that generates conscious experience, i.e., the thalamocortical 40 Hz rhythm. 199 If there is a mismatch between the specific thalamic afferent input and the non-specific thalamic input to cortex, misperception or aberrant "binding" of sensory perception is to be expected. Thalamocortical dysrhythmia, manifested as increased low-frequency theta rhythmicity (instead of normal alpha rhythm), is evident in patients with such disparate disorders as psychosis, neurogenic pain, tinnitus, Parkinson disease, and depression. 200 This suggests that all of these conditions a) may be generated by disturbance in the same mechanism but in slightly different cell groups within the ILT, and b) could be ameliorated by surgical lesion of cell groups and blocking such dysrhythmia at the level of the ILT, specifically, portions of the centrolateral. Early painful experience leads to chronic changes in pain threshold as well as attentional and cognitive deficits. 202, 203 A model of early somatic pain (paw formalin injection) leads to sensory and behavioral disturbances in adulthood in all those treated, 202 whereas a model of early visceral pain (colonic distention) leads to such deficits in most of those treated. 204 Pf neurons recorded from the somatic pain model displayed LTS activity in 95% of cells instead of the normal 18%. Pf neurons noncholinergic (could be GABAergic, some of them coupled) neurons. GABAergic interneurons may inhibit output neurons. This circuit may help generate rhythms related to waking and Figure 4 -System Schematic. 170, 171 We hypothesize that the Pf, PPN and SubC are organized similarly to the specific relay and reticular nuclei of the thalamus. Thalamic relay neurons (TRNs) in specific nuclei project to the cortex and send collaterals to inhibitory GABAergic interneurons (which are electrically coupled) in the reticular nucleus that in turn inhibit TRNs and local circuit neurons. Cortical projections return to the TRNs, local circuit cells, and to inhibitory GABAergic interneurons. Ascending cholinergic input from the PPN excites TRNs and inhibits reticular cells. The manner in which this circuit generates thalamocortical oscillations was reviewed recently. 139 For SubC, our data suggests that descending projections from the PPN excite, possibly via M1 muscarinic receptors, at least some GABAergic, coupled interneurons with LTS (could be REM-on cells), and inhibit, possibly via M2 muscarinic receptors, SubC output neurons (perhaps glutamatergic) and perhaps some LTS neurons (unknown transmitter, may be PGO-burst cells). In turn, GABAergic interneurons may inhibit output neurons (we have little evidence on local circuit cells in SubC). This circuit may be involved in generating oscillations characteristic of REM sleep. In Pf, we speculate that ascending projections from the PPN excite (perhaps via M1 receptors) GABAergic coupled interneurons and inhibit (perhaps via M2 receptors) Pf output neurons (may be Glutamatergic). In turn, GABAergic interneurons inhibit these output neurons (and local circuit). This circuit may help generate thalamocortical oscillations related to arousal. In PPN, we found that cholinergic inputs inhibit type II mostly cholinergic PPN, perhaps output, neurons (via M2 receptors) and excite (via M1 receptors) type I (LTS) and III (IA+LTS) mostly non-cholinergic (may be GABAergic, some may be coupled) neurons. GABAergic interneurons may inhibit output neurons. This circuit may help generate rhythms related to waking and REM sleep. In support of this model, we have considerable evidence showing that virtually all of the coupled neurons in SubC are GABAergic. We also showed that some coupled neurons are depolarized by CAR and most of these are GABAergic, and others are hyperpolarized by CAR and most of these are non-GABAergic. A few non-coupled GABAergic cells are hyperpolarized by CAR, i.e. there may be two populations of GABAergic cells, one coupled, the other not. These suggestions lay the groundwork for the exploration of a novel mechanism for sleep-wake control based not only on known transmitter interactions, but also on superimposed ensemble activation provided by electrical coupling.
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Gonadal Steroids
In general, estrogen and testosterone have an excitatory effect on arousal and attention in females and males, respectively. There is considerable evidence suggesting that exogenous administration of estradiol in women will increase cognitive performance and decrease reaction time. 211 A similar effect is observed after androgen therapy in men, which also shortens sleep time. 212 Anabolic steroids lead not only to increased muscle size and therefore strength, but also to decreased reaction time and increased attention that athletes call "being in the zone." 213 How can gonadal steroids affect brain functions related to gamma band activity such as arousal and attention? If gonadal steroids induce increased electrical coupling, the effect could resemble that of modafinil, i.e., increasing arousal and attention by general disinhibition and RAS upregulation. Given the advantages in timing conferred by electrical coupling, it would not be surprising if anabolic steroids and other agents that increase coupling would also decrease reaction time, allowing for superior performance in sports. On the other hand, excessive use of anabolic steroids is known to lead to psychotic symptoms, including increased vigilance and REM sleep drive (hallucinations), suggesting that overinduction of coupling could lead to dysregulation of sleep-wake states, arousal and attention. These findings also suggest that the reported effects on cognition of gonadal steroid therapy (postmenopause, sexual dysfunction, etc.) could be due to increased electrical coupling in the brain, perhaps promoting longer lasting synchrony, especially of gamma band activity.
In vitro, gonadal steroids are known to increase gap junction expression in a number of somatic cell lines and cultures. In neurons, they alter neurite outgrowth, neuritic spine development, synaptogenesis and increase gap junctions in certain brain regions. 214 Spinal cord neurons in sexually dimorphic nuclei loose gap junctions after castration or ovariectomy that return with exogenous androgen or estrogen treatment, respectively. 215, 216 Estrogen increases Cx36 mRNA expression in the suprachiasmatic nucleus but not the cortex. 217 These results suggest that gonadal steroids increase neuronal gap junction expression and probably increase electrical coupling, an effect diminished by castration or ovariectomy. Because we all experience increases in exposure to gonadal steroids during puberty, there must be additional factors that trigger the manifestation of these disorders, therefore, much additional research in this area is needed.
There are 2 estrogen receptors, α and β. The 2 estrogen receptors are expressed in different patterns and at different levels throughout the brain, 218 but the expression in the individual nuclei of the RAS has not been described. The androgen receptor is present in a portion of PPN neurons, 219 but its presence in the subcoeruleus and Pf has not been described. There are several ways that estrogen could regulate Cx36 expression. The mouse Cx36 promoter 220 has an imperfect palindrome with remarkable similarity to the consensus estrogen response element. Although no characterized estrogen response elements are identical to the putative element in the Cx36 promoter, all mismatches are found in other estrogen response elements. 221 The putative estrogen response element is conserved in the human Cx36 promoter suggesting that estrogen/estrogen receptor regulate Cx36 expression directly. There are also Sp1-like sites that could synergize with multiple estrogen response element recorded from the visceral pain model displayed LTS activity in 65% of cells. Thus, early pain experience appears to induce LTS activity in Pf neurons that normally do not exhibit LTS, which may explain lasting changes resulting from early somatic or visceral pain. 205 This may represent the first animal model of thalamocortical dysrhythmia.
Assuming that increased LTS is involved in thalamocortical dysrhythmia, the surgical approach, albeit successful at least in some patients, 202 may be replaced by treatments that increase the frequency of oscillations, e.g. from theta to alpha. One such method would be by increasing electrical coupling to drive higher frequency activity, i.e. by using agents that increase coupling such as modafinil. This agent is being tested in a number of the disorders associated with thalamocortical dysrhythmia.
disorders of Arousal and Rem Sleep drive
Whether or not some or all of the potential functions of REM sleep discussed above turn out to be correct, the fact remains that certain sleep pathologies have a developmental etiology, and a number of severe disorders are marked by a virtually permanent developmental increase in vigilance and REM sleep drive. That is, certain states are characterized by increased levels of high frequency rhythms in both waking, which are diagnosed as hypervigilance, and during sleep, which manifests during REM sleep as increased drive. In schizophrenia, anxiety disorders and bipolar and unipolar depression, increased vigilance and REM sleep drive (increased REM duration, decreased REM latency, hypervigilance, etc., usually coupled with decreases in SWS) is a major, incapacitating symptom. 206, 207, 208 Changes in REM sleep parameters appear to be relatively specific abnormalities in depression. 209 During manic episodes, when high frequency rhythms would be expected, bipolar patients show increased REM sleep drive, but if they instead manifest hypersomnia, when low frequency rhythms would be present, there are no signs of increased REM sleep drive. 209 Most patients with schizophrenia, bipolar depression, male obsessive-compulsive disorder, and panic attacks develop the disorder postpubertally (~80% between the ages of 15 and 25, during the normal decrease in REM sleep shown in humans 69 ), whereas unipolar depression in adolescents is very high. 203, 206 Interestingly, approximately 80% of narcoleptic patients also have a postpubertal age of onset. Narcolepsy is characterized by sudden shifts into unconsciousness and atonia, similar to arousal-triggered episodes of REM sleep. We hypothesized that, if the developmental decrease in REM sleep does not occur or is reduced, lifelong increases in vigilance and REM sleep drive would ensue. 8 One group reported that neonates and endogenous depressives have the same distinctive features of baseline REM sleep, 90 and suggested that the REM sleep abnormalities of endogenous depression represent an immature, underdeveloped REM sleep system. 210 Is it possible that the increased REM sleep drive in these disorders represents a regression to a more abundant REM sleep state such as that seen soon after birth? In general, the increased REM sleep drive in the disorders mentioned may represent a developmental disturbance of the REM sleep inhibitory process, 89 which normally tends to reduce REM sleep drive, perhaps via several mechanisms. One obvious mechanism that needs investigation is the action of hormones on this system. P50 potential, the P13 potential, also was found to show a periodicity in peak amplitude, but at a 13-to 16-minute period, similar to the rodent REM sleep-cycle duration. 244 These observations suggest that there is a cyclical endogenous activation of arousal-related systems. That is, the early form of REM sleep contributing to the maturation of thalamocortical pathways may persist as a REM-sleep and vigilance drive in the adult. These findings suggest that we require a periodic shot of vigilance, becoming more alert every 90 minutes. What is the function of a BRAC that transcends the sleep-wake cycle and is expressed as timed oscillations of activity during waking, and as REM sleep periods during sleep? The possibilities include metabolic variation, pacemaker-like activity and/or a fatiguerecovery phenomenon. 223 We proposed that one such purpose may be to ensure periodic increases in blood flow in conjunction with increased arousal. 8 PPN neurons have high concentrations of the vasodilating agent, nitric oxide, and contain nitric oxide synthase, which is synonymous with NADPH diaphorase. Wherever PPN projects, it can be assumed to vasodilate. The transient increases in blood flow to the frontal lobes during REM sleep in the adult may be present only at the beginning of the REM sleep episode, while continued REM sleep appears to lead ultimately to "hypofrontality." Another possibility is that the BRAC is related to gap junction expression, turnover and/or exteriorization, which may be reflected in periodic increased shunting of coupled GABAergic neurons and concomitant disinhibition. Other functions subserved by this state, beyond those already proposed by a number of investigators, remain unknown. However, recent understanding of the presence of electrical coupling in the RAS, which may act with known transmitter interactions to generate ensemble activity, provide new and exciting directions for the field of sleep-wake control and anesthesia.
ABBReviAtiOnS
AChRs cholinergic receptors ACSF artificial cerebrospinal fluid BRAC basic rest-activity cycle CAG CNQX, APV and gabazine CAR carbachol Cd cadmium Cx36 connexin 36 DMPP 1,1-dimethyl-4-phenyl-piperazinium iodide EEG electroencephalogram GABA gamma amino-butyric acid GLUT glutamate ILT intralaminar thalamus KA kainic acid KO knock-out LC locus coeruleus LDT laterodorsal tegmental nucleus LTS low threshold spikes NMDA n-methyl-d-aspartic acid Pf parafascicular nucleus PGO ponto-geniculo-occipital PPN pedunculopontine nucleus RAS reticular activating system REM rapid eye movement RIP REM sleep inhibitory process half sites nearby. 218 Alternatively, the estrogen receptor could interact with AP1 at the AP1 site in the Cx36 promoter. 220, 222 If, indeed, gonadal steroids modulate gap junction expression and dysregulation of this mechanism occurs, increased Cx36 function may lead to unwanted synchronization promoting a state of excessive vigilance and increased REM sleep drive.
The evidence presented herein raises exciting possibilities for some of the cellular and transmitter-related changes that might be responsible for the development of the adult REM sleep control system. These considerations help explain how one of our most essential, evolutionarily-conserved systems develops into its predictable adult form, and perhaps how disturbances in its development can explain a number of disorders with devastating circumstances. Future studies will also be essential in determining how such disturbances result in life-long changes in the function of this system. The development of more effective therapeutic strategies for the disorders mentioned is dependent on detailed information to be gained from investigation of these critical periods.
AduLt viGiLAnCe
If the bountiful REM sleep state in the newborn reorganizes into a limited episodic state, what function or functions are subserved by the adult process? A number of theories for the role of REM sleep have been advanced. 2, 91, 92 We suggest that a major role of REM sleep is related to a constant mechanism of recurring vigilance spanning the entire day. Studies by Kleitman 223 concluded that the periodicity of the REM state reflects the operation of a "basic rest-activity cycle" (BRAC), which continues to modulate brain function during waking, i.e. an ultradian BRAC of approximately 90-minute duration. He showed that the sleep-wake cycle of the human neonate was marked by increased activation every 50 to 60 minutes that lengthened gradually to the 90-minute cycle in the adult. Studies recording gross body movements in adults found that subjects showed periods of spontaneous activity every 90 to 120 minutes during sleep and wakefulness (reviewed in 224 ). Other studies have shown a similar periodicity in eye movements, muscle tone and EEG patterns, 225 as well as temperature and behavioral measures 226 and errors in motor task performance, 222 verbal and spatial tasks, 226 and other measures. [227] [228] [229] [230] [231] [232] [233] [234] More recent studies showed that delta wave activity in the electroencephalogram, adrenocorticotropic activity and heart rate variability are coupled at 90 to 110 minutes. 235 [241] [242] [243] ). There appears to be a linear relationship between the log of the body weight and the log of the period or amplitude of related measures of arousal. 206 Results from our labs have shown that the sleep state-dependent P50 potential in the human, which has been proposed to be an expression of ascending cholinergic activation of ILT (reviewed in 208 ), shows approximately 90-minute cycles in the peak amplitude of this "preattentional/arousal" measure. 244 The magnetic equivalent of the P50 potential in the human, the M50, has been shown to localize to fronto-parietal regions, not primary auditory temporal cortex, where the P50 potential exhibits its highest amplitude. 245 The rodent equivalent of the human SubC subcoeruleus nucleus SWS slow-wave sleep TRN thalamic relay neurons TTX tetrodotoxin 5-HT serotonin
