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This paper investigates a graph enumeration problem, called the maximal P-subgraphs
problem, where P is a hereditary or connected-hereditary graph property. Formally, given a
graph G , the maximal P-subgraphs problem is to generate all maximal induced subgraphs
of G that satisfy P . This problem differs from the well-known node-deletion problem,
studied by Yannakakis and Lewis [J. Lewis, On the complexity of the maximum subgraph
problem, in: Proc. 10th Annual ACM Symposium on Theory of Computing, ACM Press,
New York, USA, 1978, pp. 265–274; M. Yannakakis, Node- and edge-deletion NP-complete
problems, in: Proc. 10th Annual ACM Symposium on Theory of Computing, ACM Press,
New York, USA, 1978, pp. 253–264; J. Lewis, M. Yannakakis, The node-deletion problem for
hereditary properties is NP-complete, J. Comput. System Sci. 20 (2) (1980) 219–230]. In the
maximal P-subgraphs problem, the goal is to produce all (locally) maximal subgraphs of
a graph that have property P , whereas in the node-deletion problem, the goal is to ﬁnd a
single (globally) maximum size subgraph with property P . Algorithms are presented that
reduce the maximal P-subgraphs problem to an input-restricted version of this problem.
These algorithms imply that when attempting to eﬃciently solve the maximal P-subgraphs
problem for a speciﬁc P , it is suﬃcient to solve the restricted case. The main contributions
of this paper are characterizations of when the maximal P-subgraphs problem is in a
complexity class C (e.g., polynomial delay, total polynomial time).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Hereditary graph properties (i.e., graph properties that are closed with respect to induced subgraphs) and connected-
hereditary graph properties (i.e., graph properties that are closed with respect to connected induced subgraphs) include
many common types of graph properties such as cliques, bipartite graphs, trees and forests. Such properties appear in many
contexts, and thus, they have been widely studied.
One seminal result in the context of hereditary properties is that of Yannakakis and Lewis [1–3] who proved that the
node-deletion problem for hereditary graph properties and for connected-hereditary properties is NP-complete. In other
words, given a graph G , a hereditary or connected-hereditary graph property P and an integer n, it is NP-complete
to determine whether there exists an induced subgraph of G with n nodes that has property P . The NP-completeness
of the node-deletion problem has motivated many researchers to present approximations for the node-deletion problem,
e.g., [4–7]. Approximations for a related problem, called the edge-deletion problem, have also been considered recently [8].
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been studied for hereditary properties P are the speed of growth of P [10], the sandwich problem [11], and deciding
properties of lexicographically ﬁrst maximal subgraphs [12].
This paper focuses on the following graph enumeration problem, called the maximal P-subgraphs problem: Given
(1) a hereditary or connected-hereditary graph property P and (2) an arbitrary graph G , ﬁnd all maximal induced sub-
graphs of G that have the property P . (Note that we are interested in generating maximal graphs and not maximum graphs,
i.e., graphs that are locally maximal, but not necessarily globally maximal.) While the algorithms presented in this paper are
for enumeration of maximal induced subgraphs, these results are also immediately applicable to hereditary properties over
general subset families. Note that such sets and subsets can be modeled as graphs with no edges.
Graph enumeration problems have been studied independently for many different properties. The problem of ﬁnding all
maximal cliques and independent sets (a special case of the maximal P-subgraphs problem) was studied in [13–15] and the
problem of ﬁnding all maximal bipartite cliques in a bipartite graph was studied in [16]. Enumerating spanning trees was
considered in [17–19], enumerating trees with a given diameter was studied in [20] and enumerating elementary paths was
studied in [17,21]. See [22] for a listing of algorithms for combinatorial enumeration problems.
A general technique for enumeration problems using reverse search was presented in [23]. In this paper, the enumeration
problem is formulated as a problem of reverse search over a duly deﬁned graph. [23] demonstrated their technique for
various problems, such as ﬁnding all spanning trees in a graph, and ﬁnding all connected induced subgraphs of a graph.
Techniques for reducing the delay between outputs of an enumeration algorithm were presented in [24]. Our algorithm
RecursiveGen〈P〉 incorporates the ideas of the modiﬁed internal output algorithm [24] to achieve polynomial delay between
outputs. Our algorithm RecursiveGen〈P〉 also bears some resemblance to the algorithm of [25] for generating cut conjunc-
tions and bridge avoiding extensions. However, [25] (1) considers enumerating subgraphs (whereas we enumerate induced
subgraphs), (2) does not present an algorithm with polynomial delay, (3) uses a different notion of extending partial solu-
tions, and (4) presents an algorithm in the context of their speciﬁc problem (whereas our setting is for general hereditary
and connected-hereditary properties).
This paper differs from previous work in that we do not consider speciﬁc properties, but instead, deal with the maximal
P-subgraphs problem for a general hereditary or connected-hereditary property P . Our strategy is to solve the maximal P-
subgraphs problem using a solution to the input-restricted version of this problem. Formally, the input-restricted maximal
P-subgraphs problem is: Given (1) a graph property P and (2) a graph G which would be in P if a single vertex was
removed from G , ﬁnd all maximal induced subgraphs of G that have the property P . It often turns out that the input-
restricted maximal P-subgraphs problem has a straightforward solution, whereas a solution to the maximal P-subgraphs
problem seems more elusive. For example, for the property PCLIQUE that contains all cliques, the input-restricted maximal
PCLIQUE-subgraphs problem is trivial, whereas the maximal PCLIQUE-subgraphs problem requires a more intricate algorithm,
e.g. [13–15]. In this paper, we present algorithms that solve the maximal P-subgraphs problem, given an algorithm that
solves the input-restricted version of the maximal P-subgraphs problem.
The output for the maximal P-subgraphs problem may be large—it may even be exponential in the size of the input.
Clearly, a polynomial time algorithm for maximal P-subgraphs problem is not attainable, since printing the output may
require, in itself, exponential time. Several different complexity measures considered in the past have captured the notion of
an eﬃcient algorithm when the output may be large. In general, these measures take into consideration both the size of the
input and the size of the output. In this paper, we analyze our algorithms in terms of the complexity measures polynomial
total time, incremental polynomial time and polynomial delay, presented in [13]. Note that polynomial total time is the
largest of these classes. (Every problem that is either solvable in polynomial delay or in incremental polynomial time is also
solvable in polynomial total time.) We are also interested in the complexity classes C PSPACE, where C is one of the three
above-mentioned complexity classes (e.g., polynomial-total-time PSPACE). These classes contain problems that can be solved
in complexity C , while using space that is polynomial in the input.
The main contributions of this paper are characterizations of when the maximal P-subgraphs problem is in a class C ,
i.e., results of the following type:
Characterization. For all hereditary/connected-hereditary properties P , the maximal P-subgraphs problem is in class C if and only
if the input-restricted maximal P-subgraphs problem is in class C .
In particular, we show the above for hereditary and connected-hereditary properties when C is polynomial total time or
incremental polynomial time and for hereditary properties when C is polynomial-total-time PSPACE. We also show suﬃcient
conditions for the maximal P-subgraphs problem to be in a complexity class C by proving results of the following type:
Suﬃcient Condition. For all hereditary/connected-hereditary properties P , the maximal P-subgraphs problem is in C if the input-
restricted maximal P-subgraphs problem is in class C ′ .
A suﬃcient condition is shown for hereditary and connected-hereditary properties when C is polynomial delay and C ′ is
PTIME, and for hereditary properties when C is polynomial-delay PSPACE and C ′ is PTIME.
Our characterizations and suﬃcient condition are theoretically interesting, since the input-restricted maximal P-
subgraphs problem seems intuitively to be easier (Section 3). These results are also practically useful, since they are proven
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is much easier.
The maximal P-subgraphs problem has immediate practical applications in the database ﬁeld. Interestingly, it turns
out that many well-known semantics for answering queries in the presence of incomplete information can be modeled
as hereditary or connected-hereditary properties, e.g., [26–29].3 See [30] for a comprehensive analysis of the relationship
between semantics for incomplete information and the maximal P-subgraphs problem.
Full disjunctions were introduced in [31] as an extension of the outer-join operator for an arbitrary number of relations.
The problem of computing a full disjunction can be modeled as an enumeration problem for connected-hereditary prop-
erties. In [32], using a special case of the techniques shown here, a restricted version of the problem of computing a full
disjunction is shown to be solvable in polynomial time, and hence, the general problem is solvable in polynomial delay.
In [33] the adaptation of the full-disjunction operator to probabilistic databases [34] is studied, namely, the problem of
maximally joining a set of probabilistic relations. This problem is a special case of enumerating maximal induced subgraphs
with connected hereditary properties. By reasoning about the restricted problem, they prove that their enumeration prob-
lem (and also the restricted one) is computationally equivalent to a natural decision problem. Hence, they show that their
problem is generally intractable and in incremental polynomial time (or polynomial delay) for several important classes of
schemata.
In some sense, our results serve as a double-edged sword. On the one hand, if an eﬃcient method for solving the input-
restricted maximal P-subgraphs problem is found, then the general problem can be solved by applying our algorithms. On
the other hand, our results imply that solving the input-restricted maximal P-subgraphs problem is not easier, with respect
to several complexity classes, than solving the general problem.
2. Graphs and graph properties
A graph G = (V , E) consists of a ﬁnite set of vertices V and a set of edges E ⊆ V × V . We use V (G) to denote the set of
vertices of G . A graph H is an induced subgraph of a graph G , written H  G , if H is derived from G by deleting some of
the vertices of G (and the edges incident on these vertices). We will also say that G subsumes H . We write H  G if H  G
and H is not equal to G .
We use G[{v1, . . . , vn}] to denote the induced subgraph of G that contains exactly the vertices v1, . . . , vn . If H and H ′
are induced subgraphs of G and v is a vertex in G , we use G[H, v] and G[H, H ′] as shorthand notations for G[V (H) ∪ {v}]
and G[V (H) ∪ V (H ′)], respectively.
A graph property P (or simply property, for short) is a nonempty and possibly inﬁnite set of graphs. If G ∈ P , we say
that G satisﬁes P . For example, “is a clique” is a graph property that contains all graphs that are cliques. In this paper, we
only consider properties P for which it is possible to verify whether a graph G is in P in polynomial time. Hence, we
assume that there is a polynomial procedure Sat〈P〉 that receives a graph G as input, and returns true if G ∈ P , and false
otherwise. We use sP (n,m) to denote the running time of Sat〈P〉 on a graph with n vertices and m edges. Observe that
the notation 〈P〉 denotes an algorithm that is parameterized by the property P , i.e., that differs for each value of P .
A property P is hereditary if P is closed with respect to induced subgraphs, i.e., whenever G ∈ P , every induced subgraph
of G is also in P . A property P is connected hereditary if (1) all the graphs in P are connected and (2) P is closed with
respect to connected induced subgraphs. Many properties are hereditary [35], e.g., “is a clique,” “is a bipartite graph” and “is a
forest” or connected hereditary, e.g., “is a star,” “is a tree” and “is a connected bipartite graph.”
3. Problem deﬁnition
In this paper, we focus on two problems: the maximal P-subgraphs problem and the input-restricted maximal P-subgraphs
problem. This section formally deﬁnes and compares these two problems.
Let G be a graph and let P be a property. (The graph G is not necessarily in P .) We say that H is a P-subgraph of G if
H  G and H ∈ P . We say that H is a maximal P-subgraph of G if H is a P-subgraph of G and there is no P-subgraph H ′
of G , such that H  H ′ . We use P(G) to denote the set of maximal P-subgraphs of G .
We now introduce the ﬁrst problem of interest.
Problem 1. Themaximal P-subgraphs problem is: Given a graph G, generate the graphs in the set P(G).
Suppose that we want to show that the maximal P-subgraphs problem is eﬃciently solvable, for a particular property P ,
with respect to some complexity class. To do this we must devise an algorithm that, when given any graph G , produces
P(G) eﬃciently. For many properties P , it is diﬃcult to deﬁne such an algorithm, since an arbitrary graph G must be
considered. Hence, we focus on a restricted version of the maximal P-subgraphs problem. Some algorithms presented in
3 Some semantics considered in the past can be modeled as rooted-hereditary properties, which are a variation of connected-hereditary properties. All
our results for connected-hereditary properties carry over almost immediately to rooted-hereditary graph properties.
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the past for solving the maximal P-subgraphs problem, for particular properties P , e.g., [13], ﬁrst solved this restricted
problem and then applied the solution to the general problem.
Let G be a graph and let P be a property. We use G − v to denote the induced subgraph of G that contains all the
vertices other than v . We say that G almost satisﬁes P if there is a vertex v in G , such that G − v ∈ P .
We now present our second problem of interest.
Problem 2. The input-restricted maximal P-subgraphs problem is: Given a graph G that almost satisﬁes P , generate the graphs in
the set P(G).
Conceptually, the input-restricted maximal P-subgraphs problem seems to be an easier problem to solve. To support this
intuition, we consider two related problems: the node-deletion problem and the problem of determining the size of P(G).
We compare the complexity of these problems when applied to arbitrary graphs or to graphs that almost satisfy P .
The node-deletion problem is deﬁned as follows. Given a graph G , a hereditary or connected-hereditary property P
and a number k, determine whether there is an induced subgraph of G that satisﬁes P and has k vertices. Obviously,
the node-deletion problem is solvable in PTIME if G almost satisﬁes P . However, this problem is NP-complete for general
graphs [3].
Now consider the problem of determining the size of P(G). This problem is sometimes quite easy if G almost satis-
ﬁes P . For example, recall the property PCLIQUE that contains all cliques. Determining |PCLIQUE(G)| is in PTIME if G almost
satisﬁes P [14]. (We review this result in Example 3.1.) However, determining |PCLIQUE(G)| is known to be #P-complete [36]
for general graphs.
The complexity of the input-restricted maximal P-subgraphs problem is highly dependent on the graph property P .
Sometimes it turns out that the input-restricted maximal P-subgraphs problem can actually be solved in polynomial time,
since the number of graphs in its output is bounded in size by a constant or by a polynomial function of the input. However,
the fact that G almost satisﬁes P does not always entail that P(G) is small. We demonstrate these different situations in
the following example.
Example 3.1. We start by considering the property PCLIQUE. Let G be a graph that almost satisﬁes PCLIQUE. We ﬁrst review
the result from [14] that shows that PCLIQUE(G) contains at most two graphs. Obviously, if G ∈ PCLIQUE, then PCLIQUE(G)
contains exactly one graph. Otherwise, there is a vertex v in G such that G − v ∈ PCLIQUE. Let G ′ be the induced subgraph
of G derived by removing all vertices that are not neighbors of v . One may easily verify that PCLIQUE(G) contains exactly
the two graphs G − v and G ′ . As an example, consider the graph G1 in Fig. 1. Observe that G1 almost satisﬁes PCLIQUE, since
G1 − vn ∈ PCLIQUE. The set PCLIQUE(G1) contains the graphs G1 − vn and G1[{vn, v1, v2, v3}].
Now, consider the connected-hereditary property PSTAR that contains all star graphs. A graph G with n vertices is a star
graph if it contains one vertex with degree n−1 and all other vertices have a degree of one. We call the vertex with degree
n− 1 the center of the graph. The graph G2 in Fig. 1 is a star graph with n− 1 vertices. Observe that vs is the center of this
star.
Let G be a graph with n vertices that almost satisﬁes PSTAR. We show that PSTAR(G) contains at most n graphs. If
G ∈ PSTAR, then |PSTAR(G)| = 1. Suppose otherwise. Let v be a vertex of G such that G − v ∈ PSTAR. Let vs be the center of
G − v . Let v1, . . . , vk be the neighbors of v in G . We distinguish between two cases:
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G ′ be the graph containing the vertices {v, v1, . . . , vk}. Intuitively, Gi corresponds to the subgraph of G that has vi as
its center, and G ′ corresponds to the subgraph of G that has v as its center. Then, PSTAR(G) = {G − v,G1, . . . ,Gk,G ′}.
• Suppose that vs is among v1, . . . , vk . Let Gs be the graph containing the vertices (V (G) − {v1, . . . , vk}) ∪ {vs}. Let G ′
be the graph containing the vertices {v, v1, . . . , vk} − {vs}. Then, PSTAR(G) = {G − v,Gs,G ′}. Intuitively, (1) G − v is the
graph with vs as its center, that does not contain v , (2) Gs is the graph with vs as its center, that also contains v ,
and (3) G ′ is the graph with v as its center.
These two cases are depicted with graphs G3 and G4 of Fig. 1. Observe that at worst, v may have n − 2 neighbors, if vs is
not the neighbor of v . It follows from the discussion that PSTAR(G) contains at most n graphs.
Finally, consider the hereditary property PBIP that contains all bipartite graphs. It is possible for the size of PBIP(G) to
be exponential in the size of G , even if G almost satisﬁes PBIP. Consider, for example, the graph G5 in Fig. 1. The graph G5
almost satisﬁes PBIP since G5 − w ∈ PBIP. However, the set PBIP(G5) contains 2n + 1 graphs, i.e., G5 − w and the graphs
derived by choosing the vertex w and one from each pair of vertices (vi,ui), for all i.
Example 3.1 shows that the size of P(G) varies, even if G almost satisﬁes P . However, there is a correspondence between
the size of P(G) and the size of P(G ′) for induced subgraphs G ′ of G . This correspondence is presented in the following
proposition.
Proposition 3.2. Let P be a hereditary property. Let G be a graph with n vertices and let G ′ be an induced subgraph of G. Then, the
following hold:
(1) if P is hereditary then each graph in P(G) subsumes at most one graph in P(G ′);
(2) if P is hereditary, then |P(G ′)| |P(G)|;
(3) if P is connected hereditary then each graph in P(G) subsumes at most n graphs in P(G ′);
(4) if P is connected hereditary, then |P(G ′)| n |P(G)|.
Proof. We ﬁrst show Claim (1). Suppose, by way of contradiction, that Claim (1) does not hold. Then, there is a graph
H ∈ P(G) for which there are two distinct graphs H1 and H2 in P(G ′), such that H1  H and H2  H . The graph H
contains all the vertices of H1 and all the vertices of H2 (and perhaps, additional vertices). Let H3 be the graph G[H1, H2].
Since H ∈ P and P is hereditary, it follows that H3 ∈ P . In addition, H3 only contains vertices from G ′ . Hence, H3 must be
subsumed by a graph in P(G ′). However, H1  H3 and H2  H3, in contradiction to the assumption that H1 and H2 are
maximal, i.e., that H1 and H2 are in P(G ′).
We now show Claim (2). First, observe that by Claim (1), each graph in P(G) subsumes at most one graph in P(G ′). The
claim follows since each graph H in P(G ′) is subsumed by at least one graph H ′ in P(G).
We show Claim (3). Suppose, by way of contradiction, that the required does not hold. Then, there is a graph H ∈ P(G)
for which there are n + 1 distinct graphs H1, . . . , Hn+1 in P(G ′), such that Hi  H , for all i  n + 1. By the Pigeon-Hole
Principle, there are two graphs Hi and H j (i, j  n + 1) such that Hi and H j share a common vertex v . Consider the graph
G[Hi, H j]. This graph is connected, since all the vertices in Hi and in H j are connected to v . In addition, G[Hi, H j]  H .
Since P is connected hereditary and H ∈ P , it follows that G[Hi, H j] ∈ P . This contradicts the maximality of Hi and H j
in P(G ′).
Finally, Claim (4) follows from Claim (3), since each graph H in P(G ′) is subsumed by at least one graph H ′ in P(G). 
4. Complexity classes
This paper explores the problem of computing P(G), for a hereditary or connected-hereditary property P and a graph G .
The maximal P-subgraphs problem cannot be solved in polynomial time, in the general case. This follows from the fact that
the size of P(G) may be exponential in the size of G . Hence, exponential time may be needed just to print the output.
In [13], several complexity measures were considered to measure the performance of algorithms that may have
exponential-size output. We review these complexity measures. In this discussion, we use n to denote the size of the
input and K to denote the number of solutions in the output. For the maximal P-subgraphs problem, n is the size of G and
K is the number of graphs in P(G).4
Polynomial total time. Consider a problem that may, possibly, have many solutions. Such a problem can be solved in polyno-
mial total time [13] if the time required to list all its solutions is bounded by a polynomial in n and K . This complexity
measure is the same as polynomial time input–output complexity, which is commonly considered in database theory,
e.g. [37]. In general, there are enumeration problems not solvable even in this complexity class. For example, generating
4 To be more precise, later on we will use both n and m to denote the size of the input G , where n is the number of vertices in G and m is the number
of edges in G .
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complete to determine whether a graph is 3-colorable.
Incremental polynomial time. A problem is solvable in incremental polynomial time if for all k  K , it is possible to return k
solutions from the output in polynomial time in n and k. (The solutions may be returned in any order.) Observe that every
problem that is solvable in incremental polynomial time is also solvable in polynomial total time. Incremental polynomial
time is of importance when the user would like to optimize evaluation time for retrieval of k maximal induced subgraphs,
as opposed to optimizing for overall time. This is particularly useful in a scenario where the user reads the answers as they
are delivered, or is only interested in looking at a small portion of the total result. If a problem is solvable in polynomial
total time, but not in incremental polynomial time, the user may have to wait exponential time until the entire output is
created, before viewing a single solution, e.g., a single maximal P-subgraph.
Polynomial delay. A problem is solvable in polynomial delay if all the solutions in its output can be generated, one after
another, in such a way that the delay before printing the ﬁrst answer, between any two consecutive solutions, and from the
time that the last answer is printed until termination, is bounded by a polynomial in n. Observe that every problem that is
solvable in polynomial delay is also solvable in incremental polynomial time. We note in passing that every problem that
is solvable in polynomial delay is also in the complexity class P-enumerable [38]. This complexity class contains problems
for which solutions can be enumerated in time K p(n), where p is a polynomial in n. P-enumerable differs from polynomial
total time in that the factor of the output in the running time must be linear.
Polynomial space. Observe that the maximal P-subgraphs problem is solvable in PSPACE with a naive algorithm that enu-
merates every subgraph of the input graph and checks if it has the property P and is maximal. Such an algorithm is clearly
not eﬃcient. Thus, PSPACE in itself is not of interest to us. Instead we focus on the classes polynomial-total-time PSPACE,
incremental-polynomial PSPACE and polynomial-delay PSPACE which contain problems solvable in polynomial total time, incre-
mental polynomial time and polynomial delay, respectively, while using space that is polynomial in n.
5. The maximalP-subgraphs problem
For hereditary and connected-hereditary properties, we reduce the maximal P-subgraphs problem to the input-restricted
maximal P-subgraphs problem. Our reduction is by means of a procedure that shows how to compute P(G) for an arbitrary
graph G , given a procedure that can compute P(H) for graphs H that almost satisfy P . We present two different procedures
for generating P(G) that fall in different complexity classes, depending on the complexity of the input-restricted maximal
P-subgraphs problem.
Both procedures reduce the maximal P-subgraphs problem to the input-restricted version by using the procedure
GenRestrHered〈P〉(H). The procedure GenRestrHered〈P〉(H) receives a graph H that almost satisﬁes P and returns the
set P(H). GenRestrHered is not deﬁned in this paper. Instead, it must be provided on a per-property basis. For instance,
Example 3.1 essentially describes the procedure GenRestrHered〈PCLIQUE〉(H) and the procedure GenRestrHered〈PSTAR〉(H),
i.e., GenRestrHered〈P〉(H) for the properties PCLIQUE and PSTAR.
Let H be a graph that almost satisﬁes P . Suppose that H has n vertices, m edges, and there are K graphs in P(H). In
our running time analysis, we will use rP (n,m, K ) to denote the running time of GenRestrHered〈P〉(H). Observe that rP
is a function of both the input and the output.
Remark 5.1. Sometimes, we will use rP (n′,m′, K ′), where n′  n, m′ m, K ′  K , to denote the function rP (n,m, K ), where
n′ , m′ and K ′ are plugged-in instead of n, m and K , respectively. This will be useful when we only have an upper bound on
n, m and K . Note that sometimes rP (n,m, K ) may be a function of n and m alone (e.g., for the graph property PSTAR). If
this is the case, and K ′ is greater than the size of the actual output of GenRestrHered〈P〉(H), then rP (n′,m′, K ′) may be
less than K ′ .
Throughout this article, we will assume that GenRestrHered is implemented as a coroutine, i.e., as an algorithm that
stores its internal state and that can be paused and restarted after each result is returned.5 Thus, for example, a loop over
the results of GenRestrHered (see Line 2 in Fig. 2) is not implemented by computing and storing all of the results of
GenRestrHered and then iterating over these stored results. Instead, GenRestrHered is run until a single result is returned,
is then paused, and the content of the loop is executed. Afterwards, once again GenRestrHered is run until a single result
is returned, and so on. Note that implementing GenRestrHered as a coroutine is not simply a programming design choice.
It is in fact necessary in order to achieve our complexity results.
5 A precise deﬁnition of a coroutine and its implementation is discussed in [39,40]. In that paper, coroutines are called threaded enumerators.
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1 foreach u in V (G) − V (Gcurr)
2 do foreach H in GenRestrHered〈P〉(G[Gcurr,u])
3 do Hm ← ExtendMax〈P〉(H,G)
4 if Hm /∈ B
5 then if i is even
6 then Print(Hm)
7 Insert(Hm,B)
8 RecursiveGen〈P〉(G, Hm, i + 1)
9 if i is odd
10 then Print(Hm)
Fig. 2. Procedure that reduces the maximal P-subgraphs problem to the input-restricted version of this problem.
5.1. Polynomial total time, incremental polynomial time and polynomial delay algorithms
In this section we show that the maximal P-subgraphs problem is solvable in polynomial total time if and only if the
input-restricted maximal P-subgraphs problem is solvable in polynomial total time. Similarly, we show that the maximal
P-subgraphs problem is solvable in incremental polynomial time if and only if the input-restricted maximal P-subgraphs
problem is solvable in incremental polynomial time. For polynomial delay we show a weaker result, namely, the maximal
P-subgraphs problem is solvable in polynomial delay if the input-restricted maximal P-subgraphs problem is solvable in
polynomial time.
The procedure RecursiveGen〈P〉 (Fig. 2) is used to reduce the maximal P-subgraphs problem to the input-restricted
version of this problem. RecursiveGen〈P〉 uses a balanced tree B to store previously printed graphs. The balanced tree B
is a global variable that is changed during the recursive calls of the procedure, and is initially empty.
RecursiveGen〈P〉 uses the procedure GenRestrHered〈P〉 describes above, as well as the procedure ExtendMax〈P〉(H,G).
This simple procedure, which appears in the appendix in Fig. A.1, gets graphs H and G such that H ∈ P and H  G . It re-
turns a maximal graph H ′ such that H  H ′ and H ′ ∈ P(G). Intuitively, ExtendMax〈P〉 adds vertices to H while preserving
property P , until a maximal graph is derived. ExtendMax〈P〉 runs in time O(n sP (n,m)) if P is hereditary and in time
O(n sP (n,m)+m) if P is connected-hereditary. (Recall that sP (n,m) denotes the amount of time needed to check if G ∈ P ,
i.e., the running time of Sat〈P〉(G).) A detailed running time analysis appears in the appendix.
We note that RecursiveGen〈P〉 receives three parameters, G , Gcurr and i. Initially any P-subgraph of G can be provided
for Gcurr . Thus, for example, we can use the empty graph (i.e., the graph with no edges or vertices) as Gcurr . Choosing
a different Gcurr will not affect the output of the algorithm. We also note that any integer value can be used for i. This
parameter is used to control the timing of the output, in the spirit of [24]. We will show that for a special case, this allows
our algorithm to run in polynomial delay (Theorem 5.5).
The next theorem speciﬁes exactly the output of RecursiveGen.
Theorem 5.2 (Output of RecursiveGen〈P〉). Let P be a hereditary or connected-hereditary property. Let G be a graph and Gcurr be
a P-subgraph of G. Let i be an integer. Then, after calling RecursiveGen〈P〉(G,Gcurr, i), every graph in P(G) will be printed exactly
once.
Proof. First, observe that by deﬁnition of ExtendMax〈P〉, only graphs belonging to P(G) will be printed. Second, it is also
easy to see that each graph P(G) will be printed at most once, because of the test in Line 4. Hence, it remains to show that
every graph satisfying the conditions of the theorem will be printed at least one time.
Let H and H ′ be induced subgraphs of G . We use H ∩P H ′ to denote the graph H∗ such that
• H∗ = G[V (H) ∩ V (H ′)] if P is hereditary;
• H∗ is a maximum-size connected induced subgraph of G[V (H) ∩ V (H ′)] if P is connected hereditary.
Note that G[V (H)∩V (H ′)] may not be connected. However, if P is connected hereditary, then H∗ is a largest-size connected
component of G[V (H) ∩ V (H ′)].
Now, consider a graph H ∈ P(G). We will show that H is printed during the execution of RecursiveGen〈P〉. Let H ′ be
a graph that is inserted into B (and hence, is printed) during the execution of RecursiveGen〈P〉 such that H ∩P H ′ is of
maximal size (i.e., has a maximal number of vertices). If H = H ′ , then we are ﬁnished. Suppose, by way of contradiction,
that H = H ′ .
Since H = H ′ , there is a vertex w ∈ V (H) − V (H ′) such that G[H ∩P H ′,w] satisﬁes P . Now, consider the point
in the execution of the procedure immediately after H ′ was generated and inserted into B, i.e., the recursive call to
RecursiveGen〈P〉(G, H ′, i′). The vertex w is not in H ′ . Therefore, w is one of the vertices returned in Line 1. Clearly,
a graph H ′′  G[H ′,w] that subsumes G[H ∩P H ′,w] and satisﬁes P will be created in Line 3. This graph is either in B,
or will be inserted into B in Line 7. However, this contradicts the maximality of H ′ , since H ∩P H ′′ contains at least one
vertex more than H ∩P H ′ . 
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Theorem 5.3 (Total running time). Let G be a graph with n vertices and m edges. Let Gcurr be P-subgraph of G and i be an integer. Let
K be the number of graphs in P(G). The running time of RecursiveGen〈P〉(G,Gcurr, i) is:
O(n2KrP (n,m, K )
(
sP (n,m) + n
))
if P is hereditary,
O(n2KrP (n,m,nK )
(
sP (n,m) + n
))
if P is connected hereditary.
Proof. It follows from Parts (2) and (4) of Proposition 3.2 that the cumulative running time of GenRestrHered〈P〉 (when
called within RecursiveGen〈P〉), is a function of the form rP (n,m, K ) or rP (n,m,nK ) (depending on whether P is heredi-
tary or connected hereditary), where K is the total number of graphs returned by RecursiveGen〈P〉.
We can now analyze the running time of RecursiveGen〈P〉. We ﬁrst show the running time for the case where P is
hereditary. It follows from Theorem 5.2 that the condition of Line 4 is true exactly K times. Therefore, there are, in total,
K + 1 calls to RecursiveGen〈P〉 (the ﬁrst call, and then K recursive calls).
Line 1 returns at most n vertices. For each of these vertices, the procedure GenRestrHered in Line 2 is executed, which
takes time rP (n,m, K ) if P is hereditary (by the deﬁnition of rP and by Part (2) of Proposition 3.2). Thus, throughout the
entire runtime, Line 2 requires O(nKrP (n,m, K )) time.
Each iteration of Line 2 returns at most rP (n,m, K ) graphs. Since Line 2 is executed O(nK ) times in total, Line 3 is
executed O(nKrP (n,m, K )) times. The procedure ExtendMax〈P〉 runs in time O(nsP (n,m)), when P is hereditary. Hence,
throughout the entire runtime, Line 3 requires a total of O(nKrP (n,m, K )(n sP (n,m))) time.
Line 4 is also executed O(nKrP (n,m, K )) times in total. Since B can contain at most 2n graphs, it is possible to check if
Hm is in B in time O(n2) (since the depth of B is n and n comparisons are needed to compare graphs). Thus, throughout
the entire runtime, Line 4 requires O(n3KrP (n,m, K )) time.
Lines 5–10 are only executed if Hm /∈ B. This is true exactly K times. Hence, the insertion into B, which takes time
O(n2), is executed exactly K times in total.
From the above analysis we derive that the total running time is
O(nKrP (n,m, K )
(
nsP (n,m) + n2
)) = O(n2KrP (n,m, K )
(
sP (n,m) + n
))
,
as required.
For the case that P is connected-hereditary, almost exactly the same complexity analysis is applicable. The only changes
are that (1) the running time of GenRestrHered〈P〉 is a function of the form rP (n,m,nK ) and (2) ExtendMax〈P〉 runs in
time O(n sP (n,m) +m). By plugging-in these changes, and recalling that m n2, we derive the required running time. 
Characterization 1 follows immediately from Theorems 5.2 and 5.3.
Characterization 1. For all hereditary or connected-hereditary properties P , the maximal P-subgraphs problem is solvable in poly-
nomial total time if and only if the input-restricted maximal P-subgraphs problem is solvable in polynomial total time.
We show a characterization for the complexity class incremental polynomial time. To do so, we show that Recursive-
Gen〈P〉 runs in incremental polynomial time if GenRestrHered〈P〉 runs in incremental polynomial time.
Theorem 5.4 (Incremental polynomial time). Let P be a hereditary or connected-hereditary property. If GenRestrHered〈P〉 runs in
incremental polynomial time, then RecursiveGen〈P〉 runs in incremental polynomial time.
Proof. Assume that GenRestrHered〈P〉 runs in incremental polynomial time. Suppose that k graphs have been printed by
RecursiveGen〈P〉. We analyze the number of graphs that may be produced and used in a recursive call to RecursiveGen〈P〉
before a new graph is printed. If we can show that this number is polynomial in k and n, then the theorem follows by the
same complexity analysis as in Theorem 5.3.
Since k graphs have been printed,
(1) there have been at most 2k + 1 recursive calls to RecursiveGen〈P〉 and
(2) there are at most 2k graphs in B.
To see why these claims hold, observe that a call to RecursiveGen〈P〉 is made in the very beginning, and then each time
that a new graph H , not appearing in B, is found. When the depth of the recursion is even, the graph H is printed before
the call to RecursiveGen〈P〉. When the depth of the recursion is odd, H is printed after calling RecursiveGen〈P〉, but before
any subsequent call to RecursiveGen〈P〉. Let j be the recursion depth at the point when k graphs have been printed. By
the discussion above, it follows that j  2k (since only k graphs have been printed). Item (1) follows immediately. Item (2)
follows from Item (1), since graphs are only added to B before calling RecursiveGen〈P〉.
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GenRestrHered〈P〉. (Observe that GenRestrHered〈P〉 is called at most n times during each execution of RecursiveGen〈P〉.)
If P is hereditary, then by Part (1) of Proposition 3.2, each graph in the output subsumes at most one graph in the
result of each execution of the procedure GenRestrHered〈P〉. Recall that there are at most 2k graphs in B. Hence, at most
2k graphs can be produced by any of the n(2k + 1) executions of the procedure GenRestrHered〈P〉 before a new graph is
returned that is not subsumed by any graph in the output. This graph will result in printing a new graph in the output.
Similarly, if P is connected hereditary, then by Part (3) of Proposition 3.2, each graph in the output subsumes at most n
graphs in the result of each execution of the procedure GenRestrHered〈P〉. Hence, at most n(2k) graphs can be produced
by each of the n(2k + 1) executions of GenRestrHered〈P〉 before a new graph is returned that is not subsumed in any
graph in the output. Once again, this graph will result in printing a new graph in the output. 
Characterization 2 follows from Theorems 5.2 and 5.4.
Characterization 2. For all hereditary or connected-hereditary properties P , the maximal P-subgraphs problem is solvable in in-
cremental polynomial time if and only if the input-restricted maximal P-subgraphs problem is solvable in incremental polynomial
time.
We now show that for the special case in which the input-restricted P-subgraphs problem is solvable in PTIME (e.g.,
PCLIQUE, PSTAR), the maximal P-subgraphs problem can be solved in polynomial delay.
Theorem 5.5 (Polynomial delay). Let P be a hereditary or a connected-hereditary property. If GenRestrHered〈P〉 runs in polynomial
time, then RecursiveGen〈P〉 runs in polynomial delay.
Proof. The execution of RecursiveGen〈P〉(G,Gcurr, i) can be abstractly described as a traversal of the recursion (i.e., execu-
tion) tree of the procedure. Suppose that directly within the execution of RecursiveGen〈P〉(G,Gcurr, i), recursive calls are
made with graphs H1, . . . , Hk , i.e., for j  k, recursive calls are made to RecursiveGen〈P〉(G, H j, i + 1), in that order. Then,
the recursion tree RG,GcurrP of RecursiveGen〈P〉(G,Gcurr, i) is deﬁned in the following manner:
• the root of RG,GcurrP is Gcurr;
• the children of RG,GcurrP are the trees RG,H1P , . . . ,RG,HkP , in this order.
Observe that RecursiveGen〈P〉(G,Gcurr, i) performs a depth-ﬁrst traversal of RG,GcurrP . During the traversal, nodes at even
levels are printed as they are reached, whereas nodes at odd levels are printed as we return from the depth-ﬁrst traversal
of their children.
Assuming that GenRestrHered〈P〉 runs in polynomial time, it follows that (1) each node has a polynomial number of
children and (2) the children of each node can be generated in polynomial time. Now, it immediately follows that graphs
are printed with polynomial delay, since every other traversal step (either upwards or downwards) will cause a graph to be
printed. 
Suﬃcient Condition 1 follows immediately.
Suﬃcient Condition 1. For all hereditary or connected-hereditary properties P , the maximal P-subgraphs problem is solvable in
polynomial delay if the input-restricted maximal P-subgraphs problem is solvable in PTIME.
5.2. Polynomial space algorithm
Although RecursiveGen〈P〉 achieves an eﬃcient running time, it requires memory that is linear in the size of the output.
Since the output may be large, this is a clear drawback. In this section we present a polynomial total time PSPACE algo-
rithm that computes P(G) for hereditary properties P .6 For the special case that the input-restricted maximal P-subgraphs
problem is solvable in polynomial time, this algorithm runs in polynomial delay. The basic strategy that we will employ is
to formulate the maximal P-subgraphs problem as a tree search problem, by using a lexicographic traversal tree. This idea is
similar in spirit to other enumeration algorithms that can be described as graph traversals, e.g. [23].
In order to use only linear space, there must be a way to ensure that each graph is printed only once, without storing
all the graphs that have already been produced. This is accomplished by deﬁning an (arbitrary) ordering on the vertices of
the graph, and then utilizing this ordering to determine whether a graph should be printed. Formally, if G has n vertices,
6 This algorithm is similar in spirit to the algorithm of [14]. However, the algorithm of [14] is applicable only for generating maximal independent sets,
whereas the algorithm presented here is applicable for general hereditary properties. In addition, our algorithm has a simpler formulation.
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 Input: Graph H ∈ P , Graph G such that H  G
 Output: Returns true if H is a maximal P-subgraph of G
1 foreach v in V (G) − V (H)
2 do if Sat〈P〉(G[H, v])
3 then return false
4 return true
Fig. 3. Algorithm that checks if given subgraph is maximal with respect to a graph and property.
we denote the vertices of G as v1, . . . , vn . The indices of the vertices indicate their relative ordering. We use Gi to denote
the graph G[{v1, . . . , vi}]. We use Gi to denote the set of maximal P-subgraphs of Gi , i.e., Gi := P(Gi).
The ordering on the vertices of a graph G deﬁnes a lexicographic ordering on the induced subgraphs of G . Formally, let
H1 and H2 be different induced subgraphs of G . Let v be the ﬁrst vertex (according to the ordering of V (G)) that is in one
of the graphs H1 and H2, but not in both graphs. We say that H1 precedes H2, if v ∈ V (H1). Otherwise, H2 precedes H1.
Let P be a hereditary property and let G be a graph with n vertices. We deﬁne the lexicographic traversal tree of G ,
denoted by T GP . The tree T GP is of depth n, and for each H ∈ Gi , it has a vertex W iH at depth i. Intuitively, we use the
notation W iH to indicate a node of depth i that is associated with a graph H in Gi . Finally, the tree-like structure is
determined in the following manner. For i > 1, a vertex W iH is a child of the vertex W
i−1
H ′ if H
′ is the lexicographically ﬁrst
graph in Gi−1 such that H − vi  H ′ . (Note that such a graph H ′ always exists since P is hereditary, and thus, H − vi ∈ P
and H − vi is subsumed by some graph H ′ ∈ Gi−1.)
The lexicographic traversal tree of G has the following important property.
Proposition 5.6. Let G be a graph and P be a hereditary property. All leaf vertices of T GP are of depth |V (G)|.
Proof. Let W iH be a vertex in T GP , where i < |V (G)|. We consider two cases and show that in both cases W iH must have at
least one child.
First, suppose that G[H, vi+1] ∈ P . It then follows that G[H, vi+1] ∈ Gi+1 and that H is the lexicographically ﬁrst graph
in Gi such that G[H, vi+1] − vi+1  H . Therefore, W i+1G[H,vi+1] is a child of W iH .
Second, suppose that G[H, vi+1] /∈ P . It then follows that H ∈ Gi+1 and that H is the lexicographically ﬁrst graph in Gi
such that H − vi+1 = H  H . (Note that the only graph H ′ of level i for which H  H ′ is the graph H itself, due to the
maximality of the graphs at level i.) Therefore, W i+1H is a child of W iH . 
Corollary 5.7. Let G be a graph and P be a hereditary property. Then P(G) is determined exactly by the set of leaves in T GP .
Proof. The claim follows directly from Proposition 5.6 and from the fact that (by deﬁnition of T GP ) there is a one-to-one
correspondence between the vertices WnH at depth n and the graphs of P(G). 
From Corollary 5.7, we conclude that P(G) may be enumerated by traversing the tree T GP , if this tree can be generated.
Therefore, we now consider the problem of generating T GP .
It is easy to generate the root of T GP , since the root is simply W 1G[v1] , if G[v1] ∈ P , or the empty graph (with no vertices
or edges), otherwise. Now, consider some vertex W iH in T GP , where i < |V (G)|. Then, to generate the children of W iH , we
must ﬁnd all graphs H ′ ∈ Gi+1 such that H is the lexicographically ﬁrst element in Gi with H ′ − vi+1  H . Observe that
G[H, vi+1] almost satisﬁes P . Hence, we iterate over the children of W iH by calling GenRestrHered〈P〉(G[H, vi+1]), to
derive each graph H ′ in P(G[H, vi+1]), and then:
(1) Discarding H ′ if it is not in Gi+1. This can be veriﬁed by simply trying to extend H ′ with each vertex in Gi+1 that is
not already in H ′ , and checking whether the extended graph is in P . See the procedure IsMax〈P〉 in Fig. 3 for details.
(2) Discarding H ′ if there exists a graph H ′′ ∈ Gi that precedes H , and H ′ − vi+1  H ′′ . This can be checked by calling
LexFirst〈P〉(H, H ′ − vi+1,G, i) (Fig. 4).
Now, suppose that G has n vertices, m edges and that there are K graphs in P(G). Then, calling the algorithm
GenRestrHered〈P〉 has a cost of O(rP (n,m, K )), and at most O(rP (n,m, K )) graphs in its output.7 Both IsMax〈P〉 and
LexFirst〈P〉 run in time O(n sP (n,m)). Thus, given a node H in T GP , the total time that will be needed to generate all of
the children of H is
O(nsP (n,m)rP (n,m, K )
)
. (1)
7 By Part (2) of Proposition 3.2, the number of graphs in the output of the procedure GenRestrHered〈P〉 is bounded by K , since G[H, vi+1]  G .
However, we prefer to use the bound rP (n,m, K ) to simplify the formulation, and since rP (n,m, K ) may be much smaller than K . This may hold, since K
is an upper-bound on the size of the output and rP may possibly be a function of n and m alone. See Remark 5.1 for details.
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 Input: Graphs H , H ′ , G such that H ′  H  G , index i
 Output: Returns true if H is the ﬁrst graph in Gi s.t. H ′  H
1 W ← ∅
2 for j = 1 to i
3 do if v j ∈ V (H)
4 then W ← W ∪ {v j}
5 else if Sat〈P〉(G[W , H ′, v j ])
6 then return false
7 return true
Fig. 4. Algorithm that checks if H is the lexicographically ﬁrst graph in Gi that contains H ′ .
To generate P(G), we simply perform a depth-ﬁrst search of T GP and print all (subscripts of) the leaf vertices. It is
important to note that we take advantage of the fact that GenRestrHered is implemented as a coroutine to perform the
depth-ﬁrst search eﬃciently in time and space. Thus, during the depth-ﬁrst search, we do not explicitly create and store all
children of an intermediate node. Instead we create a single child for the intermediate node, continue the depth-ﬁrst search
recursively at this child, and only upon return from the recursion do we generate the next child.
The following theorem states the running time required to print P(G) in this fashion.
Theorem 5.8 (Running time to print P(G)). Let P be a hereditary property and G be a graph with n vertices and m edges. Suppose
that there are K graphs in P(G). Then, all graphs in P(G) can be printed in time
O(n2K sP (n,m)rP (n,m, K )
)
.
Moreover, if the input-restricted maximal P-subgraph problem is solvable in PTIME, then the P(G) can be printed with polynomial
delay.
Proof. We prove each of the claims by analyzing the running time of a depth-ﬁrst search of T GP .
Total running time. The running time of the depth-ﬁrst search is simply the time required to generate T GP . For each i < n,
and each graph H ∈ Gi , we must generate all children of H . According to Part (2) of Proposition 3.2, |Gi | |Gn| for all i  n.
Hence, there are at most (n − 1)K non-leaf vertices in T GP . Using formula (1), we can conclude that T GP can be generated
in time
O(n2K sP (n,m)rP (n,m, K )
)
as required.
Polynomial delay. Recall that T GP has depth n, and that all leaves are in P(G). Therefore, a depth-ﬁrst search of T GP will
visit at most 2n vertices between printing answers. Once again, using formula (1), we can conclude that the running time
between printing answers is bounded by
O(n2sP (n,m)rP (n,m, K )
)
.
Assuming that rP (n,m, K ) is a polynomial in n and m (and does not depend on K ), we derive polynomial delay between
printing answers. 
We now show that P(G) can be generated eﬃciently in terms of time and space.
Theorem 5.9 (Space requirements). Suppose that GenRestrHered〈P〉 runs in PSPACE. Then, P(G) can be generated in PSPACE.
Proof. Let G be a graph with n vertices. The depth of T GP is n. Thus, at any point in the depth-ﬁrst traversal of T GP , it is only
necessary to store the state of GenRestrHered for n vertices (i.e., the state of an iteration over the children of each of those
vertices). Hence, the space requirement of the depth-ﬁrst search is n times that of GenRestrHered〈P〉. By our assumption,
each execution of GenRestrHered〈P〉 uses only polynomial space. Thus, in total only polynomial space is required. 
Characterization 3 and Suﬃcient Condition 2 follow from Theorems 5.8 and 5.9.
Characterization 3. For hereditary properties P , the maximal P-subgraphs problem is solvable in polynomial-total-time PSPACE if
and only if the input-restricted maximal P subgraphs problem is solvable in polynomial total time PSPACE.
Suﬃcient Condition 2. For hereditary properties P , the maximal P-subgraphs problem is solvable in polynomial-delay PSPACE if the
input-restricted maximal P subgraphs problem is solvable in PTIME.
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We have presented algorithms that reduce the maximal P-subgraphs problem to the input-restricted version of this
problem. These algorithms imply that when attempting to eﬃciently solve the maximal P-subgraphs problem for a speciﬁc
P , it is not necessary to deﬁne an algorithm that works for the general case. Instead, an algorithm for the restricted case
should be deﬁned and an eﬃcient method for solving the general case is automatically derived from our algorithms. This
approach seems promising, since the input-restricted version is conceptually easier.
Our main results are three characterizations and two suﬃcient conditions that state when the maximal P-subgraphs
problem is in a complexity class C . The advantage of these results is their versatility, i.e., as immediate corollaries of our
characterizations one can determine the complexity of the maximal P-subgraphs problem for various properties P . The
results can also be used to eﬃciently evaluate queries over incomplete information using a variety of semantics [30].
Open problems include characterizing when the maximal P-subgraphs problem is in polynomial delay and ﬁnding space
eﬃcient algorithms for connected-hereditary properties. Another area of interest is to ﬁnd algorithms that can return solu-
tions in ranking order, for some given ranking function of interest.
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Appendix A. Auxiliary procedures
A.1. ExtendMax
ExtendMax〈P〉(H,G): This simple procedure, which appears in the appendix in Fig. A.1, gets graphs H and G such that
H ∈ P and H  G . It returns a maximal graph H ′ such that H  H ′ and H ′ ∈ P(G). Intuitively, ExtendMax〈P〉 adds vertices
to H while preserving property P , until a maximal graph is derived. We sometimes use this procedure to generate a single
graph in P(G) by calling ExtendMax〈P〉(O 0,G), where O 0 is the empty graph, i.e., a graph with no vertices or edges.
The execution of the procedure differs depending on whether P is hereditary or connected hereditary. For hereditary
properties, the algorithm simply tries to add vertices to H , and checks if the resulting graph satisﬁes P . It is easy to see
that ExtendMax〈P〉 runs in time O(nsP (n,m)) if P is hereditary. (Recall that sP (n,m) denotes the amount of time needed
to check if G ∈ P , i.e., the running time of Sat〈P〉(G).)
For connected-hereditary properties, ExtendMax〈P〉 continuously looks at neighboring vertices and attempts to use
them to extend the current graph. It is suﬃcient to consider each neighbor one time. Formally, in order to produce H ′ ,
ExtendMax〈P〉 uses a queue Q. In the beginning, Q is initialized with all the vertices of H . All the vertices of H are
marked as visited. Then, each vertex v is removed from Q, and each neighbor w of v is considered. If w has not yet been
visited, then we check if the current graph can be extended with w . If this is possible, we add w to the current graph. In
ExtendMax〈P〉(H,G)
 Input: Graph H ∈ P , Graph G such that H  G
 Output: Returns a graph H ′ such that
 (1) H  H ′  G and
 (2) H ′ is a maximal P-subgraph of G
1 if P is hereditary
2 then W ← V (H)
3 foreach v in V (G) − V (H)
4 do if Sat〈P〉(G[W , v])
5 then W ← W ∪ v
6 else W ← V (H)
7 foreach v in V (G)
8 do if v ∈ V (H)
9 then visited(v)← true
10 else visited(v)← false
11 Enqueue(V (H),Q)
12 while NotEmpty(Q)
13 do v ← Dequeue(Q)
14 foreach w in Neighbor〈P〉(G[v],G)
15 do if visited(w) = false
16 then visited(w)← true
17 if Sat〈P〉(G[W ,w])
18 then W ← W ∪ {w}
19 Enqueue(w,Q)
20 return G[W ]
Fig. A.1. An algorithm that ﬁnds a maximal graph containing a given subgraph with a given property.
S. Cohen et al. / Journal of Computer and System Sciences 74 (2008) 1147–1159 1159addition, we add w to Q so that we will eventually check whether the neighbors of w can be used to extend the current
graph.
ExtendMax〈P〉 runs in time O(nsP (n,m) +m) if P is connected-hereditary, since (1) we examine each vertex to check
if it has been visited at most as many times as it has neighbors (which contributes the factor m) and (2) we check whether
an extended graph satisﬁes P at most as many times as there are vertices in G (which contributes the factor nsP (n,m)).
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