Introduction
Recently some systematic studies of higher order asymptotic theory for stationary processes have been developed. In many cases such studies have used the formal Edgeworth expansions.
-Thus it has been required to prove their validities.
Go'tze and *" Hipp (1983) showed that formal Edgeworth expansions are valid *for sums of weakly dependent vectors. Durbin (1980) and Taniguchi (1984) showed the validity of Edgeworth expansions of statistics derived from observations which are not necessarily independent and identically distributed. However their sufficient conditions for the validity are hard to check even in the fundamental statistics.
In this paper we propose a minimum contrast estimation method which includes the maximum likelihood method and the quasi-maximum likelihood method as special cases. Suppose that (X t ) is a Gaussian ARMA process with spectral density f,(%), where G is an unknown parameter. Let T be the minimum contrast estimator of 8.
T Then we give the Edgeworth expansion of the distribution of 8T up
to third order, and prove its validity. That is, as special cases we get the valid Edgeworth expansions for the maximum likelihood estimator and the quasi-maximum likelihood estimator which is de- we can see that our minimum contrast estimator is always secondorder asymptotically efficient in the class of second order asymptotically median unbiased estimators if efficiency is measured by the degree of concentration of the sampling distribution up to second order. Also the third-order asymptotic comparisons among minimum contrast estimators will be given. C < a j=o < -, for IzI < 1,
We set down the following assumptions. (X t is a Gaussian stationary process with the spectral density f, (k) E: g e C CCR
,and mean 0.
A
Here @ is an open set of JR and C is a compact subset of Q. The (m,n)th element of ] is given by -expfi(m-n)X}f 9 (X)dX.
Let AT (8) and BT(e) be TxT-Toeplitz matrices associated with harmonic functions g(X) and h 8 (X), where g, e DRMA, E D (i.e., the (m,n)th element of AT(e) and BT(e) are given by rr ,r. exp(i(m-n)X)g(X)dX and rTexp(i(m-n)%)h (X)dk, respectively.
T-T ge -e
We impose the following assumptions. Hosoya and Taniguchi(1982) ).
At first we present the following basic theorem which is useful for the higher-order asymptotic theory up to third order in time series analysis. Theorem 1. Assume that Assumptions 1-5 hold. Let a be an arbitrary fixed number such that 0 < a < 3/8.
(1) There exists a statistic 8 T which solves (2.2) such that for .iere /(x) -e , and pT(x) = 1 + q(x) + r(x) where q/x and r(x) are polynomials.
In Section 6 we shall give the coefficients of q(x) and r'x' by using the spectral density f 6 " -.. , 3. Stochastic expansion of minimum contrast estimator.
In this section we derive a stochastic expansion of 9
We set down
where HT( 9 ) = AT(e)-IBT(9)AT()-. It is easy to show that
+AB
Since the minimum contrast estimator is approximated by simple functions of Z l , Z 2 and Z To give the asymptotic expansion, we must evaluate the asymptotic cumulants (moments) of Z 1 , Z 2 and Z The following lemma is useful to evaluate them (see Taniguchi (1983) 
We write
(3.6)
Here u(8) will be evaluated explicity for some cases in Section 7.
Using Lemma 1 and (2.1), it is not difficult to show the following lemma. Eq(Z 1 (9)Z 2 (9)) = J(8) + 0(T-I),
• .
.
* where
fe(x)) 4fe(X) dX.
Put 
uniformly for e E Q.
[PROOF] Choose an integer > 1 so that 2rs > 1. By Tchebychev's inequality, we have where the distribution of YT ( 3 ) has the following Edgeworth expansion:
where B is a Borel set of F I1 satisfying (2.6). Also T satisfies
where PT -0, PTT1/2 -'mas T-e. Then
PIYT e BI 0(x)pT(x)dx + o(T 1), (3.22)
for B E 0 . 0
The above proof proceeds on a similar way to Chibisov (1972) .
In this proof we develop the discussion by using the argument similar to that of Bhattacharya and Ghosh (1978) and Taniguchi (1985) .
Consider the equation
T(8o) 32 
where r T and IT are random variables whose absolute values are less than d,0T-1/24a and CT is a random variable whose absolute value is less than dT C. There exist a sufficiently large d 7 > 0 and an as T -.
[ PROOF]
From the equation T(eT = 0, we have
. 4. Asymptotic expansion of characteristic function.
As we saw in the previous section we have to seek the Edgeworth expansion for UT(eo).
To do so we have to derive the Edgeworth expansion for Z = (ZI(9), Z 2 (e), z 3 (8) log(1-ih)
|. 
where JR 6 I < ~-trS6 Using Lemma 1 we can rewrite as 
We set dwn 0 = (Ajk)9 3x3-matrix, and itii =A/ 2 + t 2 + t 3.t if is singular it is not difficult to show that for some constants ci(e), di(e), (i = 1,2), (4.12) which implies that the joint distribution of z is reduced to that of Z Thus, without loss of generality, henceforth we consider the case when 0 is nonsingular.
LEMMA 6. If we take T sufficiently large, then for a 61 > 0 and for all t satisfying lit!! < 81AF, there exists a positive definite matrix Q and polynomial functions Fl(-) and F 2 (.) such that 
where F 3 (-) is a polynomial function. Applying the relation 2 fIZ3 z)
to the second exponential in the right-hand side of (4.14) we have We also have the following lemma. 
IT(t) -A(t:3)l = expf-tYOt)F,[t )(T3/2
+ O(T3/2)F 4 (I!t!)-exp[-Itt]t (,BTk+ O(T -1/2)) 3. tk) x exp[ it (" + )T + 7 j(it.)(i +6(A k A (T-))(itj)(itk)(ite) Zd A. + O(T- (it. (itk(it )(it
3-40
It is not difficult to show that .. the proof is completed.
• . We set down B(x.r) Gz e PP: Ilzx1! < r, x e RP. For a probability measure P, we denote the variation norm of P by I!P11. The following lemma is known as a smoothing lemma (see Bhattacharya and Rao (1976, P.97-9 8 and p.113)). uniformly for e E5, where e = T -1 -P 0 < p < 1/2.
[PROOF] Substituting Pq c B) and £uv P() fr i-0<? ir.
Lemma 8, respectively, we get
The relations (3.25), (3.26) and (3.27) imply
While ( ..
. .
Proof for (2) of Theorem 1.
Consider the following transformation Here we put (3)(B)
Q3) X B).
Then it is not difficult to such that e is a C-mapping on MT. )dw .. s~..,~ [PROOF]
Since m(.) is continuously twice differentiable, we have The relations (7.7), (7.8) and (7.9) imply our assertion.
K(O)
For m)) we denote T= 9
In this case 61r()w(ee) ..
.-.
, -"
-"
--.-"-"-':
REMARK
Of course 8T belongs to A 2 , and we can see that the asymptotic distribution of 6 T (up to second order) coincides with that of the second order efficient estimator (see Taniguchi (1983) or (1985)).
It is easy to check that 9. T is third order AMU. Also it is ed 2r + A -2"' that depends on the minimum contrast estimator. =1 a0(a)(2(n 2 -n!) + A2 A 1 + 2( -u4)), (7.11) Thus if 2rI + A 1 -2p' is smaller than 2 2 + A 2 -2u , then 9l is better than P2 in third order sense. Let el be the modified maximum likelihood estimator of 9 defined in Example 1). Also let 9 2 be the modified quasi-maximum
o ' -= . , 'o .' ., ° .
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