Abstract-Graphical Models use the intuitive and well-studied methods of graph theory to implicitly represent dependencies between variables in large systems and model the global behaviour of a complex system by specifying only local factors. The variational perspective poses inference as optimization and provides a rich framework to study inference when the object of interest is a (log) probability. However, graphical models can operate on a much wider set of algebraic structures. This paper builds on the work of Aji and McEliece (2000) , to formally and broadly express what constitutes an inference problem in a graphical model. We then study the computational complexity of inference and show that inference in any commutative semiring is NP-hard under randomized reduction. By confining inference to four basic operations of min, max, sum and product, we introduce the inference hierarchy with an eye on computational complexity and establish the limits of message passing using distributive law in solving the problems in this hierarchy.
Learning and inference of the global properties of a system of interacting local functions is a pattern that has been rediscovered (almost independently) in different fields of science. Graphical models have been used in bioinformatics, neuroscience, communication theory, statistical physics, image processing, compressed sensing, robotics, sensor networks, social networks, natural language processing, speech recognition, combinatorial optimization and artificial intelligence.
The variational perspective [1] expresses inference as constrained optimization, and message passing procedures are often derived using the method of Lagrange multipliers. The variational perspective is in essence concerned with probabilities -in particular exponential family -and "probabilistic" graphical models.
[2] offer a different viewpoint into message passing as generalized distributive law. According to this view, message passing procedures are systematic procedures to leverage distributive law in a broad class of algebraic objects. Where inference is confined to (log) probabilities these two approaches result in the same message passing procedures [3] .
Here we use the term "graphical model" rather than "probabilistic graphical model" to stress this generality. Although the framework of Aji and McEliece explains some widely used procedures (from matrix multiplication to fast Fourier transform) as message passing, it is unable to formulate general inference problems in graphical models. For example, a wellstudied problem such as marginal-MAP inference (a.k.a. most probable explanation) that does not allow direct application of distributive law, does not fit within this framework.
In section 1, we backtrack from the structure used by Aji and McEliece -i.e., commutative semiring -to express inference in graphical models using a more basic form of commutative semigroup. Section 2 focuses on four semigroups defined by summation, multiplication, minimization and maximization to construct a hierarchy of inference problems within PSPACE, such that the problems in the same class of the hierarchy belong to the same complexity class. Here, we encounter some new inference problems and establish the completeness of problems at lower levels of hierarchy, such as min-max and sum-min, w.r.t. their complexity classes.
In section 3 we augment our simple structures with two properties to obtain message passing. Here, we also observe that replacing a semigroup with an abelian group, gives us normalized marginalization as a form of inference inquiry. Then using a previously unexplored property of commutative semirings -i.e., existence of identity and annihilator -section 3.2 show that inference in any commutative semiring is NP-hard. We also review BP equations and obtain a negative result regarding the possibility of using distributive law to perform efficient inference with more than one marginalization operations.
THE PROBLEM OF INFERENCE
We use commutative semigroups to both define what a graphical model represents and also to define inference over this graphical model. Here, the associativity and commutativity properties of a commutative semigroup make the operations invariant to the order of elements. In general, these properties are not "vital" and one may define inference starting from a magma. [6] , Bayesian networks [7] and Forney graphs [8] are all different forms of graphical models. Since factor-graphs can represent Markov and Bayesian networks and Forney graphs, we base our treatment on factor-graphs. Here, we only consider graphical models over discrete variables.
Let x = {x 1 , . . . , x N } be a set of N discrete variables x i ∈ X i , where X i is the domain of x i and x ∈ X = X 1 ×. . .×X N . Let I ⊆ N = {1, 2, . . . , N} denote a subset of variable indices and x I = {x i | i ∈ I} ∈ X I be the tuple of variables in x indexed by the subset I. A factor f I : X I → Y I is a function over a subset of variables. 
Definition 1.2. A factor-graph is a pair (F , G ) such that
Note that the connection between the set of factors F and the commutative semigroup is through the "range" of factors. Since each factor f I requires O(log(|X I |)) bits for its representation, F needs O( I log(|X I |)) bits. Sufficient conditions for this number to be polynomial are: 1) |I| = O(log(N)) ∀I and 2) |F | = Poly(N). However, the first condition is not necessary as for example exponential sized sparse factors can have a polynomial representation.
F can be conveniently represented as a bipartite graph, that includes two sets of nodes: variable nodes x i , and factor nodes I. A variable node i (note that we will often identify a variable x i with its index "i") is connected to a factor node I if and only if i ∈ I. We will use ∂ to denote the neighbours of a variable or factor node in the factor graph-that is ∂I = {i | i ∈ I} (which is the set I) and ∂i = {I | i ∈ I}.
A marginalization operation shrinks the expanded form q(x) using another commutative semigroup with binary operation 1. Magma [4] generalizes semigroup, as it does not require associativity property nor an identity element. Here, to use magma (in Definition 1.2), the elements of Y * and/or X should be ordered so as to avoid ambiguity in the order of pairwise operations over the set.
⊕. Inference is a combination of expansion and one or more shrinkage operations, which can be difficult due to the exponential size of the expanded form. 
where
q(x I ) is short for x I ∈XI q(x I ), and means the operation ⊕ is performed over the set of all the values that the tuple x I ∈ X I can take.
We can think of q(x) as a |J|-dimensional tensor and marginalization as performing ⊕ operation over the axes in the set I. The result is another |J \ I|-dimensional tensor (or function) that we call the marginal. Here if the marginalization is over all the dimensions in J, we denote the marginal by q(∅) instead of q(x ∅ ) and call it the integral of q.
Now we define an inference problem as a sequence of marginalizations over the expanded form of a factor-graph. •
Definition 1.4. An inference problem seeks
Note that 1 ⊕, . . . , M ⊕ are referring to potentially different operations as each belong to a different semigroup. When J 0 = ∅, we call the inference problem integration (denoting the inquiry by q(∅)) and otherwise we call it marginalization. Here, having a constant sized J 0 is not always enough to ensure that q(x J 0 ) has a polynomial representation in N. This is because the size of q(x J 0 ) for any individual x J 0 ∈ X J 0 may grow exponentially with N (e.g., see claim 2.1). 
where here = , 
THE INFERENCE HIERARCHY
Often, the complexity class is concerned with the decision version of the inference problem in Definition 1.4. The decision version of an inference problem asks a yes/no question about the integral: q(∅)
? ≥ q for a given q. Here, we produce a hierarchy of inference problems in analogy to polynomial [9] , the counting [10] and arithmetic [11] hierarchies.
We assume the following in the Definition 1.4: (I) any two consecutive marginalization operations are distinct (
we call this marginalization operation a polynomial marginalization as here
Note that we can re-express any inference problem to enforce (I) and (II) and therefore they do not impose any restriction.
Define five inference families Σ, Π, Φ, Ψ, ∆. The families are associated with that "last" marginalization operation - Each family is parameterized by a subscript M and two sets S and D (e.g., Φ M (S, D) is an inference "class" in family Φ). As before, M is the number of marginalization operations, S is the set of indices of the (exponential) sum-marginalization and D is the set of indices of polynomial marginalizations. We will see that these arguments are sufficient to identify the complexity class of inference. 
Example 2.1. Sum-min-sum-product is a short notation for the decision problem
, S = {1}. In our inference hierarchy, this problem belongs to the class ∆ 3 ({1}, {3}).
Alternatively, if we assume J 1 , J 2 and J 3 all linearly grow with N, the corresponding inference problem becomes a member of Σ({1, 3}, ∅).
Define the base member of families as
where none of these initial members are actual inference problems and only provide the basis for recursive definition of different families. The exception is ∆ 1 (∅, {1}), which contains three inference problems.
, the inference problems that are in Ξ M (S, D) and not in Σ M (S, D). Now define the inference family members recursively
In definition above, we ignored the inference problems in which product appears in any of the marginalization semigroups (e.g., product-sum). The following claim, explains this choice.
Claim 2.1.
3 For ⊕ M = prod, the inference query q(x J 0 ) can have an exponential representation in N and inference is outside PSPACE 4 .
2. We treat M = 1 for ∆ specially as in this case the marginalization operation can not be polynomial. This is because if |J 1 | = O(log(N)), then |J 0 | = Ω(N) which violates the conditions in the definition of the inference problem.
3. All proofs appear in the appendix. 4 . PSPACE is the class of problems that can be solved by a (nondeterministic) Turing machine in polynomial space.
Single marginalization
The inference classes in the hierarchy with one marginalization are
Here we establish the complexity of problems starting from ∆ 1 .
Proposition 2.2. sum-sum, min-min and max-max inference are in P.
Max-sum and max-prod are widely studied and it is known that their decision version is NP-complete [12] . By reduction from satisfiability we can show that max-min inference [13] is also NP-hard.
Theorem 2.3. The decision version of max-min inference that
This means all the problems in Ψ 1 (∅, ∅) are in NP (and in fact are complete w.r.t. their complexity class). In contrast, problems in Φ 1 (∅, ∅) are in coNP. 5 Note that by changing the decision problem from q(∅)
≤ q, the complexity classes of problems in Φ and Ψ family are reversed (i.e., problems in Φ 1 (∅, ∅) become NP-complete and the problems in Ψ 1 (∅, ∅) become coNP-complete).
To our knowledge the only complexity result available for Σ 1 ({1}, ∅) concerns the PP-completeness 6 of sum-product inference [14] , [15] . Here, we prove the same result for summin (sum-max) inference.
Theorem

2.4.
The sum-min decision problem
At this point we have reviewed all the problems in the hierarchy that only have a single marginalization operation and proved that ∆ 1 , Ψ 1 , Φ 1 and Σ 1 are complete w.r.t. P, NP, coNP and PP respectively.
Complexity for the general case
Let ℧(.) denote the complexity class of an inference class in the hierarchy. In obtaining the complexity class of problems with M > 1, we use the following fact which is also used in the polynomial hierarchy: P NP = P coNP [16] . In fact P 6. PP is the class of problems that are polynomially solvable using a non-deterministic Turing machine, where the acceptance condition is that the majority of computation paths accept. 
and accept if any of its calls to oracle accepts and rejects otherwise. Here,
is the reduced factor, in which all the variables in x J 2 are fixed to z J 2 ∩I .
The example above also hints at the rationale behind the recursive definition of complexity class for each inference class in the hierarchy. Consider the inference family Φ: Adding an exponential-sized min-marginalization to an inference problem with known complexity A, requires a Turing machine to nondeterministically enumerate z J M ∈ X J M possibilities, then call the A oracle with the "reduced factor-graph" -in which x J M is clamped to z J M -and reject iff any of the calls to oracle rejects. In contrast, for inference family Ψ, the Turing machine accepts iff any of the calls to the oracle accepts.
A similar argument explains the recursive definition of complexity for the family Σ and ∆. Here, Toda's theorem [18] has an interesting implication w.r.t. the hierarchy. This theorem states that PP is as hard as the polynomial hierarchy, which means min − max − min − . . .−max inference for an arbitrary, but constant, number of min and max operations appears below the sum-product inference in the inference hierarchy.
Logical sub-domain of the hierarchy
By restricting the domain Y * to {0, 1}, min and max become isomorphic to logical AND (∧) and OR(∨) respectively, where 1 ∼ = TRUE, 0 ∼ = FALSE. By considering the restriction of the inference hierarchy to these two operations we can express quantified satisfiability (QSAT) as inference in a graphical model, where ∧ ∼ = ∀ and ∨ ∼ = ∃ -i.e., 7 . We do not prove the completeness w.r.t. complexity classes beyond the first level of the hierarchy and only assert the membership.
I i∈∂I
By adding the summation operation, we can express the stochastic satisfiability [14] as well. Both QSAT and stochastic SAT are PSPACE-complete. Therefore if we can show that inference in the inference hierarchy is in PSPACE, it follows that inference hierarchy is PSPACE-complete as well. 
COMMUTATIVE SEMIRINGS
Our definition of inference was based on an expansion operation and one or more marginalization operations. If we assume only a single marginalization semigroup, polynomial time inference is still not generally possible. However, if we further assume that the expansion operation is distributive over marginalization and the factor-graph has no loops, exact polynomial time inference is possible. The mechanism of efficient inference using distributive law can be seen in a simple example: instead of calculating min(a+b, a+c), using the fact that summation distributes over minimization, we may instead obtain the same result using a+min(b, c), which requires fewer operations. We investigate the second property in section 3.2. 
Many of the semirings above are isomorphic -e.g., φ(y) = − log(y) defines an isomorphism between min-sum and maxproduct. It is also easy to show that or-and semiring is isomorphic to min-sum/max-product semiring on
8. Note that this result is only valid because we are ignoring the product operation for marginalization.
These inference problems have different properties indirectly inherited from their commutative semirings: for example, since both operations have inverses, sum-product is a field [4] . The availability of inverse for ⊗ operation -i.e., when G e is an abelian group -has an important implication for inference: the expanded form of eq(1) can be normalized, and we may inquire about normalized marginals
That is, when working with normalized expanded form and normalized marginals, we always have
Since G e = (ℜ, ×) and G e = (ℜ, +) are both abelian groups, min-sum and sum-product inference have normalized marginals. For min-sum inference this means
However, for min-max inference, normalized marginals are not defined.
First semiring property: distributive law
If the factor-graph is loop free, we can use distributive law to make inference tractable. Assuming q(x K ) (or q(x k )) is the marginal of interest, form a tree with K (or k) as its root. Then starting from the leaves using distributive law we can move the ⊕ inside the ⊗ and define "messages" from leaves towards the root as follows:
where for example eq(15) defines the message from factor I to a variable i closer to the root. By starting from the leaves, and calculating the messages towards the root, we obtain the marginal over the root node as the product of incoming messages
In fact, we can designate any subset of variables x A (and factors within those variables) to be the root. Then, the set of all incoming messages to A, produces the marginal
This procedure is known as Belief Propagation (BP), which is sometimes prefixed with the corresponding semiringe.g., sum-product BP. Even though BP is guaranteed to produce correct answers when the factor-graph is a tree and in few other cases [19] , [20] , [21] , [22] , it performs surprisingly well when applied as a fixed point iteration to graphs with loops [23] , [24] . Here, when the ⊗ operation has an inverse, the messages and marginals are normalized.
The limits of message passing
By observing the application of distributive law in semirings, a natural question to ask is: can we use distributive law for polynomial time inference on loop-free graphical models over any of the inference problems at higher levels of inference hierarchy or in general any inference problem with more than one marginalization operation? The answer to this question is further motivated by the fact that, when loops exists, the same scheme may become a powerful approximation technique. When we have more than one marginalization operations, a natural assumption in using distributive law is that the expansion operation distributes over all the marginalization operations -e.g., as in min-max-sum, min-max-min, xor-orand.
Consider the simplest case with three operators ⊕ operations. That is, we require
Now, consider a simple case involving two binary variables x i and x j , where g(x {i,j} ) is Theorem 3.1. [25] :
which implies that direct application of distributive law to tractably and exactly solve any inference problems at higher levels of inference hierarchy is unfeasible, even for tree structures. This limitation was previously known for marginal MAP inference [17] .
For min and max operations, if we slightly change the inference problem (from pure assignments x J l ∈ X J l to a distribution over assignments; a.k.a. mixed strategies), as a result of the celebrated minimax theorem [26] , the min and max operations commute and we can address problems with min and max marginalization operations using message-passinglike procedures. We note that [27] is indeed addressing this variation of min-max-product.
Second semiring property: identity elements
We can apply the identity and annihilator of a commutative semiring to define constraints:
1} whose range is limited to identity and annihilator of the expansion monoid.
Here, f I (x) = ⊕ 1 iff x is forbidden and f I (x) = ⊗ 1 iff it is permissible. A constraint satisfaction problem (CSP) is any inference problem on a semiring in which all factors are constraints. Note that this allows definition of the "same" CSP on any commutative semiring. This has an important implication about inference on commutative semirings. [31] .
CONCLUSION
This paper addresses the following basic problems about inference in graphical models: (I) "what is an inference problem in a graphical model?" We use the combination of commutative semigroups and a factor-graph to answer this question in a broad sense. (II) "How difficult is inference?" By confining inference to four operations of min, max, sum and product on subsets of non-negative real domain we build an inference hierarchy that organizes inference problems into complexity classes. This hierarchy reduces to polynomial hierarchy and formulates quantified boolean satisfiability and stochastic satisfiability as inference problems in graphical models. Moreover, we prove that inference for any commutative semiring is NP-hard under randomized reduction, which generalizes previous results for particular semirings. (III) "When does distributive law help?" We show that application of distributive law in performing standard inference is limited to one marginalization operation.
APPENDIX
Proof: (claim 2.1) We show this for an integration problem. Since the integral can be obtained from a polynomialsized marginal, the exponential representation of the integral implies the exponential representation of the marginal. For example if q(x i ) has a polynomial representation in N, then the same should hold for q(∅) = x i q(x i ).
To see why this integral has an exponential representation in N, consider its simplified form
where q(x) is the result of inference up to the last marginalization step, which is product and X I grows exponentially with N. Since q(x I ) for each x I ∈ X I has a constant size, say c, the size of q(∅) is log(q(∅)) = Proof: (proposition 2.2) To show that these inference problems are in P, we provide polynomial-time algorithms for them:
• sum − sum is short for
which asks for the sum over all assignments of x ∈ X , of the sum of all the factors. It is easy to see that each factor value f I (x I ) ∀I, X I is counted |X \I | times in the summation above. Therefore we can rewrite the integral above as
where the new form involves polynomial number of terms and therefore is easy to calculate.
• min − min (similar for max − max) is short for
where the query seeks the minimum achievable value of any factor. We can easily obtain this by seeking the range of all factors and reporting the minimum value in polynomial time.
Proof: (theorem 2.3) Given x it is easy to verify the decision problem so, max-min-decision belongs to NP. To show NP-completeness, we reduce the 3-SAT to a max-min inference problem, such that 3-SAT is satisfiable iff the maxmin value is q(∅) ≥ 1 and unsatisfiable otherwise.
Simply define one factor per clause of 3-SAT, such that f I (x I ) = 1 if x I satisfies the clause and any number less than one otherwise. With this construction, the max-min value max x min I∈F f I (x I ) is one iff the original SAT problem was satisfiable, otherwise it is less than one. This reduces 3-SAT to Max-Min-decision.
Proof: (theorem 2.4) Recall that PP is the class of problems that are polynomially solvable using a non-deterministic Turing machine, where the acceptance condition is that the majority of paths accept. To see that x min I f I (x I ) ? ≥ q is in PP, enumerate all x ∈ X non-deterministically and for each assignment calculate min I f I (x I ) in polynomial time (where each path accepts iff min I f I (x I ) = 1) and accept iff at least q of the paths accept.
Given a matrix A ∈ {0, 1} N×N the problem of calculating its permanent
where S N is the set of permutations of 1, . . . , N is #P-complete and the corresponding decision problem is PPcomplete [32] .
To prove theorem 2.4, we reduce the problem of calculating the permanent to sum-min integration in a factor-graph. There are different ways of constructing this factor-graph Here, we introduce a binary variable model, where each factor is exponential in N but due to sparsity has polynomial representation.
Let x = {x 1:1 , . . . , x 1:N , . . . , x N:N } ∈ {0, 1} be a set of binary variables, one for every element of A. The following constraint factors, ensure that exactly one x i:j in each row and column is non-zero. In the following 1(cond) is the inverse identity function that is equal to zero if cond = TRUE and one otherwise.
• row uniqueness factor:
• column uniqueness factor:
Note that the range of all the factors is in {0, 1}. Moreover min I f I (x I ) = 1 iff all the uniqueness conditions are true and x i:j = 1 → A i,j = 1, otherwise min I f I (x I ) = 0. But this means min I f I (x I ) is equivalent to N i=1 A i,z i for a permutation z and therefore
This reduces the problem of calculating the permanent to that of sum-min inference. Using this reduction, the corresponding decision version, which ask whether perm(A) ≤ q (which is PP-complete) also reduces to q(∅) ≤ q.
Proof: (theorem 2.5) To prove that a problem is PSPACE-complete, we have to show that 1) it is PSPACEand 2) a PSPACE-complete problem reduces to it. We already saw in section 2.3 that QSAT, which is PSPACE-complete, reduces to the inference hierarchy. But it is not difficult to show that inference hierarchy is contained in PSPACE. Let be any inference problem in the hierarchy. We can simply iterate over all values of z ∈ X in nested loops or using a recursion. Let (i) : {1, . . . , N} → {1, . . . , M} be the index of the marginalization that involves x i -that is i ∈ J (i) . Moreover let i 1 , . . . , i N be an ordering of variable indices such that (i k ) ≤ (i k+1 ). Algorithm 1 uses this notation to demonstrate this procedure using nested loops. Note that here we loop over individual domains X i k rather than X Jm and track only temporary tuples q i k , so that the space complexity remains polynomial in N. is NP-hard under randomized polynomial reduction, we reduce "unique satisfiability"(USAT) to an inference problems on any semiring. USAT is a so-called "promise problem", that asks whether a satisfiability problem that is promised to have either zero or one satisfying assignment is satisfiable. [30] prove that a polynomial time randomized algorithm (RP) for USAT implies a RP=NP.
For this reduction consider a set of binary variables x ∈ {0, 1} N , one per each variable in the given instance of USAT. For each clause, define a constraint factor f I such that f I (x I ) = Therefore we can decide the satisfiability of USAT by performing inference on any semiring, by only relying on the properties of identities. The satisfying assignment can be recovered using a decimation procedure, assuming access to an oracle for inference on the semiring.
