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Abstract
In order to obviate the requirement of drift dynamics in adaptive dynamic programming
(ADP), integral reinforcement learning (IRL) has been proposed as an alternate formulation
of Bellman equation. However control coupling dynamics is still needed to obtain closed form
expression of optimal control effort. In addition to this, initial stabilizing controller and two
sets of neural networks (NN) (known as Actor-Critic) are required to implement IRL scheme.
In this paper, a stabilizing term in the critic update law is leveraged to avoid the requirement
of an initial stabilizing controller in IRL framework to solve optimal tracking problem with
actuator constraints. With such a term, only one NN is needed to generate optimal control
policies in IRL framework. This critic network is coupled with an experience replay (ER) en-
hanced identifier to obviate the necessity of control coupling dynamics in IRL algorithm. The
weights of both identifier and critic NNs are simultaneously updated and it is shown that the
ER-enhanced identifier is able to handle parametric variations better than without ER enhance-
ment. The most salient feature of the novel update law is its variable learning rate, which scales
the pace of learning based on instantaneous Hamilton-Jacobi-Bellman (HJB) error. Variable
learning rate in critic NN coupled with ER technique in identifier NN help in achieving tighter
residual set for state error and error in NN weights as shown in uniform ultimate boundedness
(UUB) stability proof. The simulation results validate the presented ”identifier-critic” NN on
a nonlinear system.
KEYWORDS
Integral Reinforcement Learning, Variable Gain Gradient Descent, Experience Replay,
Optimal Tracking, Actuator Constraints
1. INTRODUCTION
Optimal control aims to find control policies that minimizes an objective function subjected
to plant dynamics. It can be obtained using either Pontryagin’s minimum principle or solving
HJB equation. Traditionally, these schemes are off-line and require complete knowledge of
system dynamics to find the control structure before implementation. Solution of HJB equa-
tion, which is a nonlinear partial differential equation (PDE), provides the optimum value
function that can be utilized to generate the optimum control policies. However, for generic
nonlinear system solving HJB equation is often intractable. In order to by-pass the challenge
of solving HJB equation directly, considerable effort has been dedicated in literature to finding
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algorithms that provide approximate solutions to HJB equations, such as, iterative Approxi-
mate Dynamic Programming methods. First few results utilizing adaptive dynamic program-
ming (ADP) in optimal regulation problem for generic continuous time nonlinear systems
(CTNS) were presented in (Abu-Khalaf & Lewis, 2005), (Vamvoudakis & Lewis, 2010). A
recursive least square formulation was presented to tune the NN weights in (Abu-Khalaf
& Lewis, 2005), whereas, (Vamvoudakis & Lewis, 2010) proposed synchronous tuning of
actor-critic neural networks (NN) in their paper. Similarly, (Dierks & Jagannathan, 2010) and
(Zhang, Cui, Zhang, & Luo, 2011) were first few papers on optimal tracking problem utilizing
ADP algorithm. However, in both these papers, they needed two different controllers, i.e., a
transient and a steady state controller to implement optimal tracking. Further, the steady state
controller required inverting control gain matrix.
In order to address this issue, (Modares, Lewis, & Naghibi-Sistani, 2014), (Kiumarsi,
Lewis, Modares, Karimpour, & Naghibi-Sistani, 2014) and (Modares & Lewis, 2014) pro-
posed the concept of augmented system states comprising of error and desired system states.
In their formulation, the optimal tracking controller was the one that minimised the cost func-
tion subjected to the nominal augmented dynamics. By using augmented states, they could
generate optimal tracking controller without requiring the invertibility of control gain matrix.
Most of the schemes discussed above except (Dierks & Jagannathan, 2010) require an
initial stabilizing control to initiate the process of policy iteration and two different NNs to
implement reinforcement learning (RL). Finding an initial stabilizing controller is often not a
trivial task. The criteria of initial stabilizing control for ADP algorithm was relaxed in (Dierks
& Jagannathan, 2010) wherein they proposed a modified update law that contained a stabiliz-
ing term, which used to come into effect when Lyapunov function was non decreasing along
the system trajectories. Similarly, (Yang, Liu, & Wei, 2015) leveraged the stabilizing term
proposed in (Dierks & Jagannathan, 2010) to develop an ADP algorithm for robust optimal
tracking control of nonlinear systems that did not require an initial stabilizing controller. Ad-
ditionally, they had robust terms to counter any variations in drift dynamics. In both (Dierks
& Jagannathan, 2010) and (Yang et al., 2015), tracking control action could be generated by
only a single NN i.e., critic NN. However, their method required the knowledge of nominal
plant dynamics and did not include any actuator constraint.
When information of nominal plant dynamics is not known, then identifiers have been uti-
lized in literature to approximate the dynamics before using it in ADP algorithm. They can be
broadly classified into two categories, i.e., (a) system identification when the structure of the
dynamics is unknown, and (b) system identification when structure of the dynamics is known,
but the parameters of the plant are unknown. First few papers utilizing identifiers with ADP
algorithms are, (Bhasin et al., 2013), (Yang, Liu, & Wang, 2014) and (Lv, Na, Yang, Wu, &
Guo, 2016) for regulation and (Zhang et al., 2011), (Na, Lv, Wu, Guo, & Chen, 2014) and
(Hou, Na, Lv, Gao, & Wu, 2017) for tracking. In (Zhang et al., 2011), the knowledge of con-
trol coupling dynamics was assumed to be unknown, and the identifier was run prior to ADP
algorithm. On the other hand, in (Bhasin et al., 2013) the identifier was run simultaneously
with the ADP algorithm under the assumption of prior knowledge of control coupling dynam-
ics. Using NN-based identifiers, (Yang et al., 2014) implemented optimal regulation, where
even the structure of the dynamical system was unknown. An ER technique-based identi-
fier was presented in (Modares, Lewis, & Naghibi-Sistani, 2013) to minimize the difference
between actual state and identifier state. In all the aforementioned papers, identifier state xˆ
converges to actual state x, however, the convergence of estimated weights WˆI to true weights
WI is not guaranteed. In order to remedy that, a novel online identification method that en-
sured convergence to true NN weights based on the weights error, instead of state error was
proposed in (Lv et al., 2016).
Their update law could directly minimize the error between ideal and estimated NN
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weights, whereas in other schemes presented above, the parameters are tuned such that the
difference between identifier output and actual plant output is minimized. In most of the above
schemes, identifiers were utilized to approximate both drift and/or control coupling dynamics,
and then the estimated drift and/or control coupling dynamics were then used in the adapta-
tion law for critic and/or actor NN(s) for generating optimal control policy. It is important to
note that because of the inherent approximation errors in identified drift and control coupling
dynamics, the approximation error enters the ADP algorithm via two channels i.e., both drift
dynamics and control coupling dynamics, when both of them are unknown a-priori.
In ADP schemes mentioned above, the information of nominal plant dynamics was needed
either explicitly or from an identifier. In order to reduce the dependence of ADP algorithms
on plant dynamics, integral reinforcement learning (IRL) schemes have been proposed in lit-
erature in recent times as an alternate form of Bellman equation to obviate the requirement of
drift dynamics. Hence, in IRL scheme, drift dynamics does not appear in either adaptation law
or the policy improvement stage. In certain formulations like off-policy IRL methods, such
as those presented in (Modares, Lewis, & Jiang, 2015), (Zhu, Zhao, & Li, 2016), (Zhang,
Cui, Luo, & Jiang, 2017), (C. Liu, Zhang, Ren, & Liang, 2019) and (Mishra & Ghosh, 2020),
even the control coupling dynamics is not required to compute optimal policies and are hence
model free. However, the exploration phase inherent to these off-policy algorithms make it
unsuitable for various engineering applications with fast dynamics such as control of aerial
vehicles. The final control policies learnt using aforementioned off-policy IRL methods can-
not effectively cope up with either an unpredictable change in trajectory arising out of several
reasons like obstacle avoidance requirements or a sudden change in dynamics, such as change
in mass or inertia. These are some of the prime motivations to consider online and on-policy
IRL algorithm in this paper. To that end, (Modares et al., 2014) and (Vamvoudakis, Vrabie,
& Lewis, 2014) are some of the earliest papers on synchronous tuning of actor-critic NN,
based on a gradient descent-driven update law in IRL framework for optimal tracking control
problem (OTCP) and regulation problem, respectively. (Mishra & Ghosh, 2019a) presented
an IRL tracking controller that did not require an initial stabilizing controller and could be im-
plemented with only critic NN. However, note that in most of the On-policy IRL formulations
for OTCP of CTNS present in the literature, prior knowledge of control coupling dynamics
is still needed. To the best of authors’ knowledge, there is no study on identifier-augmented
IRL formulations.
To this end, inspired by IRL formulation in (Modares & Lewis, 2014), use of stabilizing
term in critic NN update law in (Dierks & Jagannathan, 2010) and NN-based parameter iden-
tifier in (Lv et al., 2016), this paper expands over (Mishra & Ghosh, 2019a) and presents an
identifier-aided IRL algorithm for OTCP of CTNS with unknown model parameters requir-
ing no initial stabilizing controller. Salient features of the control algorithm presented in this
paper are as follow.
(1) In the presented formulation, the control coupling dynamics identifier adds to that in
(Lv et al., 2016) by leveraging experience replay (ER) technique, thus improving the
convergence properties of the identifier NN weights by utilizing the past observations
effectively, while a variable gain gradient descent-based critic update law containing
stabilizing term is used in the IRL framework similar to that in (Mishra & Ghosh,
2019a).
(2) Stability analysis of the synchronous tuning of the ER-augmented identifier and the
critic NNs show that the presented scheme yields tighter residual sets for state error
and error in NN weights.
(3) Unlike identifier-aided RL-based ADP formulations like (Lv et al., 2016) that uses
both estimated drift and control coupling dynamics in ADP algorithm, this paper uses
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only the estimated control coupling dynamics, thus resulting in lesser approximation
errors coming from identifier. Thus, the formulation presented in this paper leverages
the advantages of both the identifiers and the IRL formulations in a justified way.
(4) Unlike traditional IRL formulations like (Modares & Lewis, 2014) and (Vamvoudakis
et al., 2014), this paper leverages stabilizing term in critic update law in the IRL for-
mulation similar to the one used for RL-based ADP algorithm in (D. Liu, Yang, Wang,
& Wei, 2015). This ensures that no initial stabilizing controller is required even in the
absence of any prior knowledge of drift dynamics.
(5) Moreover, the use of variable gain gradient descent (similar to (Mishra & Ghosh,
2019b)) in the critic update law in the presented IRL formulation helps in achieving
tighter residual set compared to constant learning rate gradient descent while attaining
high learning rate.
The rest of the paper is organized as follows. Section 2 introduces the identifier NN. It is
divided into two subsections, namely, preliminaries and the ER-enhanced parameter update
law and its stability analysis. Section 3 discusses the problem of OTCP for CTNS with ac-
tuator constraints and approximation of value function using a single NN, Section 4 presents
the notion of IRL algorithm for OTCP. Section 5 provides the parameter update law for critic
NN in IRL framework and detailed discussion of the stability when identifier and critic NN
are tuned simultaneously. Section 6 provides the numerical simulation results to show the ef-
fectiveness of the proposed scheme on nonlinear system and finally concluding remarks are
presented in Section 7.
2. Enhanced system identification using ER
2.1. Preliminaries of system identification
In order to address the issue of non-availability of control coupling dynamics for online and
on-policy IRL algorithm, an improved version of online adaptive identifier (Lv et al., 2016)
is developed in this section utilizing the notion of experience replay (ER). Dynamics of a
control-affine system is given as,
x˙ = f (x)+g(x)u (1)
where, x ∈ Rn, u ∈ Rm, f (x) : Rn→ Rn and g(x) : Rn→ Rn×m. Drift and control dynamics
are assumed to be Lipschitz continuous in x over compact set Ω ⊂ Rn and hence, can be
approximated by NNs (Ren, Lewis, & Zhang, 2009). Assuming that there exist ideal NN
weights that can accurately approximate both f (x) and g(x) as:
f (x) = w1ξ1(x)+ ε f ; g(x) = w2ξ2(x)+ εg (2)
where, w1 ∈ Rn×kw1 and w2 ∈ Rn×kw2 are the unknown optimal weights that can accurately
approximate the unknown dynamics. Regressors for drift and control coupling dynamics are
denoted as ξ1 ∈Rkw1 and ξ2 ∈Rkw2×m, respectively, and ε f ∈Rn and εg ∈Rn×m are the corre-
sponding approximation errors, respectively. According to Weirstrauss higher-order approx-
imation theory (Abu-Khalaf & Lewis, 2005) and (Finlayson, 2013), as the size of regressors
i.e., ξ1 and ξ2 increase, i.e kw1 → ∞,kw2 → ∞, the approximation error goes to zero. Now,
using (2) in (1),
x˙ =W T1 Φ(x,u)+ εT (3)
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where, W1 = [wT1 ;w
T
2 ] ∈ R(kw1+kw2 )×n is the combined weight matrix for drift and control
dynamics and Φ(x,u) = [ξ T1 (x),u
Tξ T2 (x)]
T ∈ Rkw1+kw2 is the combined regressor. And, εT =
ε f + εgu represents the combined approximation error.
Now, since ideal identifier weights are unknown, their updated values will be used instead
to generate the drift and identified dynamics, i.e.,
fˆ (x) = wˆ1ξ1; gˆ(x) = wˆ2ξ2 (4)
Therefore, the identified dynamics can be represented as,
˙ˆx = Wˆ T1 Φ(x,u) (5)
where, xˆ is the state of the identifier.
2.2. ER-based parameter update law for identifier
Various online parameter update schemes for identifiers have been presented in literature like
minimization of the residual identifier output error in (Zhang et al., 2011), modified robust
integral of sign of the error (RISE) algorithm in (Bhasin et al., 2013), experience replay (ER)-
based method in (Modares et al., 2013), etc. However, in all the aforementioned papers, it
was desired to achieve the identifier state xˆ to converge to actual state x, while convergence
of estimated weights Wˆ1 to true weights W1 was not guaranteed. As a remedy to this problem,
a promising online identification method that ensured convergence to true NN weights based
on the weights error, instead of state error, was proposed in (Lv et al., 2016). An ER-based
augmented version of the identifier update law in (Lv et al., 2016) is now presented in this
section. Note that the update law presented here has additional advantages compared to the
one developed in (Lv et al., 2016), for instance, ER leads to efficient utilization of the past
observations in learning NN weights. It should be noted here that the ER-based identification
scheme presented in (Modares et al., 2013) is different from the one in this paper in the sense
that in (Modares et al., 2013) error between actual state of the system and identifier state was
minimized, whereas, in this paper the error between estimated and ideal identifier NN weights
is minimized.
In order to develop the update law, low-pass-filtered versions of regressor vector (Φ f ) and
state vector (x f ) are defined as follows, where the f subscript denotes the filtered variables.
kΦ˙ f +Φ f =Φ; kx˙ f + x f = x (6)
where, k > 0 is a scalar. Next, two matrices Π and K are defined as,
Π˙+ lΠ=Φ fΦTf ; K˙+ lK =Φ f x˙
T
f (7)
where, l > 0 is a scalar and Π : Rn→ R(kw1+kw2 )×(kw1+kw2 ) and K : Rn→ R(kw1+kw2 )×n. The
solution to (7) with initial conditions Π(0) = 0 and K(0) = 0 can be obtained as following,
Π(t) =
∫ t
0
e−l(t−s)Φ f (s)ΦTf (s)ds; K(t) =
∫ t
0
e−l(t−s)Φ f (s)x˙ f (s)T ds (8)
Let M1(t) , Π(t)Wˆ1−K(t). In the subsequent analysis, M1 , M1(t), M1 j , M1(t j), Π j ,
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Π(t j) and K j , K(t j). Then, the update law for identifier NN is given as,
˙ˆW1 =−Γ1(M1+
N
∑
j=1
M1 j) =−Γ1(ΠWˆ1−K+
N
∑
j=1
Π jWˆ1−
N
∑
j=1
K j) (9)
Here, Γ1 ∈ R(kw1+kw2 )×(kw1+kw2 ) is a positive definite constant learning rate matrix that de-
termines how fast or slow the weights will converge to their true values. In (9), the term M1
contains the information of error in NN weights, i.e., W˜1 = W1− Wˆ1 as will become clear
in the proof of the Theorem 2.1. Further, the terms under summation represents past values
of the term M1 over the memory stack of size N ≥ kw1 + kw2 . This is done to make Π a PD
matrix, as will become clearer in the proof.
Assumption 1. The drift dynamics is Lipschitz continuous in x over a compact set Ω ∈ Rn
i.e., ‖ f (x)‖≤ Lm‖x‖ and control coupling dynamics is bounded such that ‖g(x)‖≤ gM , where
Lm > 0 and gM > 0. Following from (2) and (3), as NNs are used to approximate this Lipschitz
continuous vector field, the regressor vector,Φ is bounded such that, there exists, p1≥ 0, such
that, ‖Φ‖ ≤ p1. This is a valid assumption because x∈Ω⊂Rn and control u is restricted over
the set [−um,um]. Further, the combined approximation error εT is bounded such that, there
exists, p2 ≥ 0, such that, ‖εT‖ ≤ p2.
This is also in line with assumption made in Section 3.1 of (Lv et al., 2016). Note that due
to Assumption 1, the low-pass filtered versions of Φ and εT are bounded as well.
Definition 2.1. The function Φ is considered to be persistently excited (PE), if and only if
there exist positive scalar constants, α1,α2,T1 for all t > 0 such that
α1I ≤
∫ t+T1
t
Φ(x(τ),u(τ))ΦT (x(τ),u(τ))dτ ≤ α2I (10)
Considering that Φ , Φ(x(τ),u(τ)) is persistently excited, Definition 2.1 implies that the
matrix Π(t) defined in (8) is positive semi-definite (PSD) for time t < T1 and positive definite
(PD) for all time t ≥ T1.
Theorem 2.1. If the regressor vector Φ is persistently excited (PE) then the update law de-
fined in (9) ensures asymptotic stability for W˜1 i.e., (W˜1 =W1−Wˆ1) when NN identifier ap-
proximation error is 0 and UUB stability when NN identifier approximation error is not 0 for
the dynamics defined in (1) ∀t ≥ T1 (where, T1 is as defined in definition 2.1).
Proof. From (3) and (6), Neural Network representation of x˙ f can be obtained as x˙ f =
W T1 Φ f + εT f , where, εT f is the filtered version of εT defined as, kε˙T f + εT f = εT . Now,
utilizing NN representation of x˙ f in K mentioned in (8), it can be written as,
K =ΠW1− y1 (11)
where, y1 is given by,
y1 =−
∫ t
0
e−l(t−τ)Φ f (x(τ),u(τ))εTT f (τ)dτ (12)
. Using (11) in the definition of M1 above,
M1 =ΠWˆ1−K =ΠWˆ1−ΠW1+ y1 =−ΠW˜1+ y1 (13)
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Thus, in (9), the term M1 contains the information of error in NN weights. Now, from (9) and
(13) and using the fact that, ˙˜W1 =− ˙ˆW1, the dynamics of error in NN weights is expressed as,
˙˜W = Γ1(−ΠW˜1+ y1−
N
∑
j=1
Π jW˜1+
N
∑
j=1
y1 j) (14)
Let the Lyapunov candidate be, V1 = (1/2)tr(W˜ T1 Γ
−1
1 W˜1), where W˜1 =W1−Wˆ1.
The time derivative of V1 is given as,
V˙1 = tr(W˜ T1 Γ
−1
1
˙˜W1) =−tr(W˜ T1 (Π+
N
∑
j=1
Π j)W˜1)+ tr(W˜ T1 (y1+
N
∑
j=1
y1 j)) (15)
In this scenario, i.e., t ≥ T1, Π matrix will be a PD matrix.
Case(i): When there is no approximation error, i.e., y1 = 0
V˙1 =−tr(W˜ T1 (Π+
N
∑
j=1
Π j)W˜1)≤−λmin(P)‖W˜1‖2 (16)
where, P , Π+∑Nj=1Π j and λmin corresponds to the minimum eigenvalue. Since P is a PD
matrix for time t ≥ T1 due to persistently excited Φ, λmin(P) > 0 for t ≥ T1. It is because of
this reason that, (16) ensures asymptotic stability of error in identifier NN weights.
Case(ii): When there is approximation error, i.e., y1 6= 0.
V˙1 = tr(W˜ T1 Γ
−1
1
˙˜W1)≤−λmin(P)‖W˜1‖2+ν1‖W˜1‖ (17)
where, ‖y1+∑Nj=1 y1 j‖ ≤ ν1. This follows from using Assumption 1 in (12).
From (17) it can be concluded that, V˙1 is negative definite provided,
‖W˜1‖> ν1λmin(P) (18)
Eq. (18) implies stability of W˜1 in the sense of UUB.
Remark 1. There are significant differences between the identifier-critic structure presented
in this paper and those in (Modares et al., 2013) and (Lv et al., 2016). The concept of ER
was leveraged in identifier presented in (Modares et al., 2013), but in this paper error between
actual system states and identifier states was minimized instead of directly minimizing error
in NN weights, which is more desirable to achieve. While (Lv et al., 2016) tried to minimize
the error in NN weights directly, past observations pertaining to error in NN weights were
not effectively utilized by them. Unlike both of these papers, the ER-based identifier NN
parameter update law presented in this paper utilizes past observation of errors in NN weights
more effectively and attempts to minimize the error in identifier NN weights directly. Based
on the arrival of new data i.e., new Π(t) matrix, the second term in matrix P i.e., ∑Nj=1Π j gets
updated , which in turn implies increasing λmin(P) for t > T1 due to the PE consideration of
Φ. This, in effect, yields a tighter UUB bound for W˜1 in (18), when there are approximation
errors in NN identifier.
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3. Optimal tracking control problem and value function approximation
3.1. Preliminaries
Since the dynamics are assumed to be unknown, their estimated version, particularly the
estimated control coupling dynamics will be used in the synthesis of IRL-tracking controller.
The identified dynamics in terms of updated identifier weights are as mentioned in (4) and
(5).
Assumption 2. Following Assumption 1, the approximated drift dynamics is Lipschitz con-
tinuous in x on the compact set Ω⊆Rn i.e., ∃L1 f > 0,3 ‖ fˆ (x)‖ ≤ L1 f ‖x‖, ∀x ∈Ω. Similarly,
there exists a positive bound (gM > 0) over approximated control coupling dynamics, such
that, 0 < ‖gˆ(x)‖< gM.
Assumption 3. Let xd(t) be the desired reference trajectory which is bounded and governed
by x˙d(t) = H(xd(t)) ∈ Rn and H(0) = 0, where H(xd(t)) is Lipschitz continuous in xd .
Assumptions 2 and 3 are also made in (Modares & Lewis, 2014), (Yang et al., 2015).
Dynamics of tracking error (e, x− xd) can be written as:
e˙ = x˙− x˙d = fˆ (xd + e)+ gˆ(xd + e)u(t)−H(xd(t)) (19)
Therefore, the dynamics of augmented system, given as z = [eT ,xTd ]
T , can compactly be writ-
ten as:
z˙ = Fˆ(z)+ Gˆ(z)u (20)
where, u ∈ Rm, F : R2n→ R2n and G : R2n→ R2n×m are given by:
Fˆ(z) =
(
fˆ (e+ xd)−H(xd)
H(xd)
)
, Gˆ(z) =
(
gˆ(e+ xd)
0
)
(21)
Assumption 4. Following from Assumptions 2 and 3, the approximated augmented drift
dynamics is Lipschitz continuous in augmented state z such that (s.t), ‖Fˆ(z)‖ ≤ LF‖z‖ and
control coupling dynamics is bounded s.t ‖Gˆ(z)‖ ≤ gM , where LF ≥ 0. Due to the definition
of z = (e,xd)T , the augmented drift dynamics is continous in e over compact set Ωe ⊂ Rn,
such that, ‖Fˆ(z)‖ ≤ L f 1‖e‖+L f 2, for two positive constants L f 1 and L f 2.
Assumption 4 is in line with Assumptions made in (Modares & Lewis, 2014) (refer to Eq.
(80) in (Modares & Lewis, 2014)).
One of the prime advantages of considering an augmented system, is that, the controller
does not require invertibility of control gain matrix, and a single controller comprising of both
steady state controller and transient control can be synthesized as indicated in (Modares &
Lewis, 2014) and (Kiumarsi et al., 2014). The infinite horizon discounted cost function for
(20) is considered as follows (Modares & Lewis, 2014) :
V (z(t)) =
∫ ∞
t
e−γ(τ−t)[Q(z(τ))+U(u(τ))]dτ (22)
8
where, Q(z) = zT Q1z and Q1 ∈ R2n×2n is a positive definite matrix given by:
Q1 =
(
Qn×n 0n×n
0n×n 0n×n
)
2n×2n
(23)
This choice of Q1 leads to zT Q1z = eT Qe. In (22), the term, [Q(z(τ))+U(u(τ))] defines the
value of utility or penalty per step. In order to deal with actuator-constraints, the choice of
positive definite U(u) was made in line with (Abu-Khalaf & Lewis, 2005), (Lyashevskiy,
1996), (Abu-Khalaf, Lewis, & Huang, 2008) and (Modares et al., 2013), as given below,
U(u) = 2um
∫ u
0
(ψ−1(ν/um))T Rdν = 2um
m
∑
i=1
∫ ui
0
(ψ−1(νi/um))T Ridνi (24)
where, R ∈Rm×m is a positive definite diagonal matrix, (ψ :Rm→Rm) is a function possess-
ing following properties -
(i) It is odd and monotonically increasing
(ii) It is smooth bounded function such that |ψ(.)| ≤ 1
In literature, ψ has been considered as tanh, erf, sigmoid functions. In this paper, ψ =
tanh(.) is followed. This also ensures U(u) to remain positive definite (refer to Lemma A.1).
The discount factor, γ ≥ 0, determines the value of utility in future.
Differentiating (22) along the system trajectories and rearranging the terms,
∇V (Fˆ(z)+ Gˆ(z)u)− γV (z)+ zT Q1z+U(u) =H (z,u,∇V ) = 0 (25)
where, H (.) represents the Hamiltonian. Let V ∗(z) be the optimal cost function satisfying
H (.) = 0 and is given by,
V ∗(z) = min
u
∫ ∞
t
e−γ(τ−t)[zT Q1z+U(u)]dτ (26)
Let V ∗ ,V ∗(z). Then,H (z,u,∇V ∗) = 0 can also be re-written as,
∇V ∗(Fˆ(z)+ Gˆ(z)u)− γV ∗+ zT Q1z+U(u) = 0 (27)
Differentiating (27) with respect to u, i.e, ∂H /∂u = 0, closed-form of optimal control
action u∗ is obtained as (Modares & Lewis, 2014) and (D. Liu et al., 2015).
u∗ =−um tanh
(
R−1Gˆ(z)T∇V ∗/2um
)
(28)
Using (28) and Lemma A.2, U(u) can be simplified as,
U(u) = 2um
∫ −um tanhA(z)
0
tanh−1(ν/um)T Rdν = 2u2mA
T (z)R tanhA(z)+u2m
m
∑
i=1
Ri log[1− tanh2 Ai(z)]
(29)
where, A, (1/2um)R−1Gˆ(z)T∇V ∗ ∈Rm. In the subsequent analysis, Fˆ , Fˆ(z) and Gˆ, Gˆ(z).
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3.2. Approximation of value function
In this subsection, a single NN structure is utilized to approximate the value function. Lever-
aging Weierstrass approximation theorem (Abu-Khalaf & Lewis, 2005), any smooth nonlin-
ear mapping can be approximated by selecting a NN with sufficient number of nodes in the
hidden layer. The value function is assumed to be smooth and hence can be approximated by
a NN.
Consider that, there exist an ideal weight vector W ∈RN1 that can approximate the smooth
value function as:
V (z) =W Tϑ(z)+ ε(z) (30)
where, ϑ(z) :R2n→RN1 (N1 being the number of nodes in hidden layer) is the regressor vec-
tor for critic NN and ε(z) :R2n→RN1 is the approximation error. In the subsequent analysis,
ϑ , ϑ(z). Then, gradient of V (z) can be expressed as:
∇V = ∇ϑTW +∇ε(z) (31)
Using (31) in (28), the approximate optimal policy is obtained as,
u =−um tanh
( 1
2um
R−1GˆT∇ϑTW + εuu
)
(32)
where, εuu = (1/2um)R−1GˆT (z)∇ε(z) = [εuu11 ,εuu12 , ...,εuu1m ]
T ∈Rm. Using mean value the-
orem, it can be re-written as ,
u =−um tanh(τ1(z))+ εu (33)
where τ1(z) = (1/2um)R−1GˆT∇ϑTW = [τ11, ...,τ1m]T ∈ Rm and εu = −(1/2)((Im −
diag(tanh2 (q)))R−1GˆT∇ε) with q ∈ Rm and qi ∈ R considered between τ1i + εuui and εuui
i.e., ith element of τ1 + εuu and εuu, respectively such that tangent of tanh(q) is equal to the
slope of the line joining tanh(τ1+ εuu) and tanhεuu. For the detailed proof, refer to Lemma
A.3. In the subsequent analysis, τ1 , τ1(z).
4. Preliminaries of Integral Reinforcement Learning (IRL)
Now, in order to obviate the requirement of prior knowledge about drift dynamics in Bellman
equation, basic formulation of IRL would be presented following (Modares & Lewis, 2014).
IRL can be considered as an alternate formulation of Bellman equation that does not require
the drift dynamics. It is obtained by integrating the infinitesimal version of (22) over time
interval [t−T, t].
V (z(t−T )) =
∫ t
t−T
e−γ(τ−t+T )[Q(z(τ))+U(u(τ))]dτ+ e−γTV (z(t)) (34)
In order to preserve the equivalence between (25) and (34), T must be selected as small as
possible (Modares & Lewis, 2014) and (Vrabie & Lewis, 2009).
Now, using the approximation from (30) in (34), the constant approximation error (εB) for
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a given choice of ideal weights W , can be expressed as:∫ t
t−T
e−γ(τ−t+T )[Q(z)+U1(u)]dτ+ e−γTW Tϑ(z(t))−W Tϑ(z(t−T ))≡ εB (35)
where, εB = ε(z(t−T ))− e−γT ε(z(t)) and U1(u) is obtained by substituting (31) and (32) in
the expression of U(u) obtained in (29) as follows.
U1(u) =−W T∇ϑ Gˆu+u2m
m
∑
i=1
Ri log[1− tanh2 (τ1i(z)+ εuui)] (36)
Also,∫ t
t−T
e−γ(τ−t+T )ϑ˙dτ =
∫ t
t−T
e−γ(τ−t+T )∇ϑ(Fˆ + Gˆu)dτ = ∆ϑ + γ
∫ t
t−T
e−γ(τ−t+T )ϑdτ (37)
Let, ∆ϑ(z(t)), e−γTϑ(z(t))−ϑ(z(t−T )), where ϑ is the regressor vector for critic NN,
then (37) can also be written as,
∆ϑ(z(t)) =
∫ t
t−T
e−γ(τ−t+T )[∇ϑ(Fˆ + Gˆu)− γϑ ]dτ (38)
Now, substituting (38) and (36) in (35) and upon simplification HJB approximation error∫ t
t−T
e−γ(τ−t+T )[Q(z)+U1(u)]dτ+W T
∫ t
t−T
e−γ(τ−t+T )[∇ϑ(Fˆ + Gˆu)− γϑ ]dτ = εB∫ t
t−T
e−γ(τ−t+T )[zT Q1z− γW Tϑ +W T∇ϑ Fˆ +u2m
m
∑
i=1
Ri log(1− tanh2 (τ1i))]dτ = εHJB
(39)
where, εHJB is given by
εHJB =−
∫ t
t−T
(e−γ(τ−t+T )∇εT Fˆ +u2m
m
∑
i=1
Ri log(1− tanh2 (τ1i+ εuui))
+u2m
m
∑
i=1
Ri log(1− tanh2 (τ1i))− γε)dτ
(40)
Eq. (39) can also be written as,
W T∇ϑ Fˆ = εHJB− eT Qe−U1−W T∇ϑ Gˆu+W T γϑ
= εHJB− eT Qe−U1+umW T∇ϑ Gˆ tanh(τ1)+W T γϑ
(41)
In the equation above, zT Q1z = eT Qe. Since ideal critic NN weights are not known, their
estimates will be used instead. This results in approximate value as Vˆ (z) = Wˆ Tϑ(z), where
Wˆ is the updated weight. Thus, approximate optimal control uˆ and instantaneous HJB error eˆ
are then obtained in Eqs. (42) and (43), respectively.
uˆ =−um tanh
( 1
2um
R−1GˆT∇ϑTWˆ
)
(42)
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eˆ(z(t)) =
∫ t
t−T
e−γ(τ−t+T )[Q(z)+Uˆ(uˆ)]dτ+Wˆ T∆ϑ (43)
In the subsequent analysis, eˆ , eˆ(z(t)), Uˆ , Uˆ(uˆ) i.e., the approximated version of U(u)
obtained by substituting ∇Vˆ = ∇ϑTWˆ as approximated gradient of value function in A(z) in
(29) and given as, (Eq. (44))
Uˆ = 2u2mτ
T
2 (z)R tanhτ2(z)+u
2
m
m
∑
i=1
Ri log[1− tanh2 τ2i(z)] (44)
where, τ2(z) = (1/2um)R−1GˆT∇ϑTWˆ ∈ Rm. In the subsequent analysis, τ2 , τ2(z). Now
using (38) and subtracting (39) from (43), the instantaneous HJB error (from Eq. (43)) can be
approximated in terms of W˜ =W −Wˆ , as described in (Modares & Lewis, 2014).
eˆ(W˜ ) =−∆ϑTW˜ +
∫ t
t−T
e−γ(τ−t+T )W˜ T Mdτ+E (45)
M = ∇ϑ Gˆum(tanh(τ2)− sgn(τ2))
E =
∫ t
t−T
e−γ(τ−t+T )
(
W T∇ϑ Gˆum(sgn(τ2)− sgn(τ1))+u2mR(ετ2− ετ1)+ εHJB
)
dτ
(46)
where, ετ1 and ετ2 are bounded approximation errors.
5. Online variable gain gradient descent-based update law and its stability proof
5.1. Variable gain gradient descent-based critic update law in On-policy IRL
Unlike traditional NN weight update laws for IRL algorithm based on gradient descent with
constant learning rate such as (Vamvoudakis et al., 2014) and (Modares & Lewis, 2014), a
novel online parameter update law that is driven by variable gain gradient descent is presented
in this paper in order to update the critic NN weights in IRL framework as below.
˙ˆW =−α(|eˆ|k2 + l)ϑ¯ eˆ+αΞ(z, uˆ)
(
∇ϑT
2
GˆR−T (Im−B)GˆT∇ϑWˆ −∇ϑ z˙
)
+α(|eˆ|k2 + l)
(
(K1ϕT −K2)Wˆ − ϑ¯
∫ t
t−T
e−γ(τ−t+T )Wˆ T Mdτ
) (47)
Here, 0 < l ≤ 1, α > 0, k2 > 0, and K1 ∈ RN1 K2 ∈ RN1×N1 are constants. Other terms
used in the update law above are, ϑ¯ = ∆ϑ/m2s , ϕ = ∆ϑ/ms, ms = 1 + ∆ϑT∆ϑ , B =
diag{tanh2 (τ2i(z))} ∈ Rm×m, i = 1,2...,m, and M is as in (46). A piece-wise continuous
indicator function is defined as,
Ξ(z, uˆ) =
{
0, i f Σ< 0
1, otherwise
(48)
Where, Σ is the rate of variation of Lyapunov function (L = V + (1/2)tr(W˜ T1 Γ
−1
1 W˜1) +
(1/(2α))W˜ TW˜ (See Eq. (52), where V is the value function and W˜1 and W˜ are the error
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in NN weights of identifier and critic, respectively) along the augmented system trajectories
and is denoted by,
Σ= L˙ =
∂L
∂ z
z˙ =
∂V
∂ z
z˙ = Wˆ T∇ϑ z˙ (49)
Note that since Σ could be computed by numerical differentiation in (47), explicit knowledge
of augmented drift dynamics (Fˆ) is not needed in the update law. Additionally, the control
coupling dynamics i.e., Gˆ required in (47) and (42) is generated by the online NN identifier
introduced in the previous section. In order to facilitate the analytical treatment of the stability
analysis, k2 in (47) will be set to 1 i.e., k2 = 1.
Unlike actor-critic dual approximation structure presented in (Vamvoudakis et al., 2014)
and (Modares & Lewis, 2014), which also requires an initial stabilizing controller, this paper
leverages an identifier-critic structure with a stabilizing term (following from such a stabiliz-
ing term presented in (Dierks & Jagannathan, 2010) for RL formulation) in the critic update
law, thus obviating the requirement of initial stabilizing controller in IRL algorithm.
The novelty of the critic scheme presented in this paper i.e., (47) is explained below.
• Since IRL framework is utilized, it is inherently independent of prior knowledge about
drift dynamics and control coupling dynamics present in (47) is fed by ER-enhanced
identifier. Thus, it is different from (Mishra & Ghosh, 2019a), wherein explicit knowl-
edge of control coupling dynamics was used.
• The learning rate in critic update law is a variable and can scale the learning rate based
on instantaneous value of the HJB error. The first term in (47) originates from gradi-
ent descent (GD) and is responsible for minimizing the instantaneous HJB error. The
learning rate of this term is α(|eˆ|k2 + l), which is a function of approximated value of
instantaneous HJB error. This facilitates accelerating the learning speed when the HJB
error is large and dampening the learning speed as the HJB error becomes smaller.
• The second term in (47) is responsible for stability. An indicator function as proposed in
(Dierks & Jagannathan, 2010) and (D. Liu et al., 2015) is utilized here so that the second
term becomes active only when the Lyapunov function is non-decreasing along the
augmented system trajectories. However, the expression of this term is different from
(Dierks & Jagannathan, 2010) or (D. Liu et al., 2015), and is explained below, Let Σ< 0
denote the case when V (refer to Eq. (22)) is strictly decreasing along the augmented
system trajectory, hence if Σ > 0, then the cost V (see Eq. (22)) is growing along the
augmented system trajectory in closed loop system. When Σ≥ 0, then gradient descent
can be leveraged to ensure decreasing Σ over Wˆ , i.e.,
−α ∂Σ
∂Wˆ
=−α ∂ (Wˆ
T∇ϑ z˙)
∂Wˆ
=−α ∂ (Wˆ
T∇ϑ(Fˆ + Gˆuˆ))
∂Wˆ
= α
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑWˆ −∇ϑ z˙
) (50)
• The last term in (47) improves the robustness of the update law against the variation in
function approximation errors etc and help in controlling the size of the residual sets
for error in critic NN as will become clear in the stability proof of Theorem 5.1 and the
remarks its subsequent discussion.
The error in critic weight is defined as, W˜ =W −Wˆ . Utilizing (45), the critic weight error
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dynamics is then given as,
˙˜W = αg1(z(t))ϑ¯ [−∆ϑTW˜ +
∫ t
t−T
e−γ(τ−t+T )W˜Mdτ+E]
−αΞ(z, uˆ)
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑWˆ −∇ϑ z˙
)
+αg1(z(t))
[
ϑ¯
∫ t
t−T
e−γ(τ−t+T )WˆMdτ+(K2−K1ϕT )Wˆ
] (51)
where, g1(z(t)), |eˆ(z(t))|+ l, where 0 < l ≤ 1 is a small positive constant and eˆ is instanta-
neous HJB error. In the subsequent analysis g1 , g1(z(t)).
5.2. Stability proof of the online update law
In the critic update law (See Eq. (47)) presented in this paper, there exists a stabilizing term
(second term) in the update law (47) that comes into effect when Lyapunov function starts
growing along the system trajectories. This term helps in pulling the system out of instability
ensuring that the augmented system trajectories remain finite when starting from an initial
point z0 within a compact set Ω⊂ R2n. This fact leads to the following two assumptions.
Assumption 5. Ideal NN weight vector W is considered to be bounded, i.e., ‖W‖ ≤WM .
There also exist positive constants bε and bεz that bound the approximation error and its
gradient such that ‖ε(z)‖ ≤ bε and ‖∇ε‖ ≤ bεz.
This is in line with Assumptions 3b of (Vamvoudakis & Lewis, 2010), Assumption 5 of
(D. Liu et al., 2015) and Assumptions made in Section 4.1 in (Modares & Lewis, 2014)
Assumption 6. Critic regressors are considered to be bounded as well: ‖ϑ(z)‖ ≤ bϑ and
‖∇ϑ(z)‖ ≤ bϑz.
This is in line with Assumption 4 of (Yang et al., 2015), Assumption 6 of (D. Liu et al.,
2015) and Assumption 4 of (Modares & Lewis, 2014)
Theorem 5.1. Let the CT nonlinear augmented system be described by (20) with associated
Bellman equation as (34) and approximate optimal control as (42), then, under the assump-
tions 2-6 and if the regressor ∆ϑ is persistently excited (PE), then the tuning laws given by
(9) for identifier and (47) for critic NN guarantee that the quantities e, W˜1 and W˜ are uniform
ultimate bounded (UUB), where, e is the state error and W˜1, W˜ are the error in NN weights
of identifier and critic NNs, respectively.
Proof. Let the Lyapunov candidate be
L =V +
1
2
tr(W˜ T1 Γ
−1
1 W˜1)+
1
2α
W˜ TW˜ (52)
where, Γ1 > 0 is the learning rate for the identifier NN as defined after (9) and α > 0 is the
constant baseline learning rate of the critic NN.
Then, time derivative of Lyapunov function becomes,
L˙ = V˙ + tr(W˜ T1 Γ
−1
1
˙˜W1)+W˜ T ˙˜W/α =W T∇ϑ(Fˆ−umGˆ tanh(τ2))+ ε0︸ ︷︷ ︸
= V˙
+tr(W˜ T1 Γ
−1
1
˙˜W1)+W˜ T ˙˜W/α
(53)
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In (53), V˙ = ∇V z˙ and hence, V˙ = ∇ϑTWz˙+ ∇ε z˙︸︷︷︸
ε0
, therefore, ε0 = ∇ε(Fˆ − umGˆ tanh(τ2)).
Utilizing the expression of W T∇ϑ Fˆ from (41) in (53),
L˙ =−eT Qe−U1+ γW Tϑ +umW T∇ϑ Gˆ(tanh(τ1)− tanh(τ2))+ εHJB+ ε0︸ ︷︷ ︸
= V˙
+tr(W˜ T1 Γ
−1
1
˙˜W1)+W˜ T ˙˜W/α
(54)
Now, using Assumptions 4 and 5 the bound over it can be written as,
‖ε0‖ ≤ bεz(L f 1‖e‖+L f 2+gMum) (55)
For some positive constant L f 1 and L f 2. Utilizing assumptions 4, 5, 6, Eq. (55), Lemma A.4,
the bound over V˙ can be expressed as,
V˙ ≤−λmin(Q)‖e‖2+ γWMbϑ +bεz(L f 1‖e‖+L f 2+gMum)+ εh+umWMbϑzgMTm (56)
From assumptions 4 and 5, εHJB can be assumed to be bounded as |εHJB| ≤ εh Using error
dynamics of weights (51), the last term of L˙, i.e., W˜ T ˙˜W/α becomes:
W˜ Tα−1 ˙˜W = g1W˜ T ϑ¯
[
−∆ϑTW˜ +
∫ t
t−T
e−γ(τ−t+T )W˜Mdτ+E
]
−W˜ TΞ(z, uˆ)
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑWˆ −∇ϑ z˙
)
+g1W˜ T ϑ¯
∫ t
t−T
e−γ(τ−t+T )WˆMdτ+g1W˜ T (K2Wˆ −K1ϕTWˆ )︸ ︷︷ ︸
, c1
=−g1W˜ TϕϕTW˜ +g1W˜ T (ϕT/ms)E +g1W˜ Tβ1(z)+g1W˜ T (K2Wˆ −K1ϕTWˆ )︸ ︷︷ ︸
, A
−W˜ TΞ(z, uˆ)
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑW
)
︸ ︷︷ ︸
, S
+W˜ TΞ(z, uˆ)
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑW˜
)
−Ξ(z, uˆ)W˜ T∇ϑ z˙︸ ︷︷ ︸
, S
(57)
where, ∆ϑ is as defined after (37), ϑ¯ = ϕ/ms, ϕ = ∆ϑ/ms, β1(z) = (ϕT/ms)I0 where I0 =∫ t
t−T e
−γ(τ−t+T )W T Mdτ and M,E as defined in (46) and ms as defined after (47). The term S
in (57) is the stabilizing term written as a function of W and W˜ i.e.,
S =−W˜ TΞ(z, uˆ)
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑW
)
+W˜ TΞ(z, uˆ)
(
∇ϑT
2
GˆR−1(Im−B)GˆT∇ϑW˜
)
−Ξ(z, uˆ)W˜ T∇ϑ z˙
(58)
The term c1 in (57) can be expressed as:
W˜ T (K2Wˆ −K1ϕTWˆ ) = W˜ T K2W −W˜ T K2W˜ −W˜ T K1ϕTW +W˜ T K1ϕTW˜ (59)
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Now, Let us define,
S , [W˜ Tϕ,W˜ T ]T (60)
Then using (59) and (60), the term A in (57) can be compactly written as, A =
g1(−S T M1S +S T N). Therefore, W˜ T ˙˜W/α can be written as,
˙˜W TW˜/α = A+S≤ g1(−λmin(M1)‖S ‖2+bN‖S ‖)+S (61)
where, N ∈ RN1+1 and M1 ∈ R(N1+1)×(N1+1) are defined as,
M1 =
(
I − 12 KT1
− 12 K1 K2
)
; N =
(
E/ms
(β1(z)+K2Wc−K1ϕTW )
)
(62)
where, bN is the upper bound over vector N i.e.,
‖N‖ ≤ bN = max(‖N‖) (63)
where, N1 is the size of the regressor vector for critic NN. In (62), if K1 and K2 are chosen such
that K2 is symmetric, then M1 becomes symmetric. Further, in order to ensure that λmin(M1)
is real and positive, K1 and K2 should be selected such that M1 is positive definite. Further, A
can be developed by leveraging g1 as a function of W˜ . From (45), g1 as a function of W˜ is,
g1 = |eˆ(W˜ )|k2 + l. From (45) and using small T ,
g1 = |−∆ϑTW˜ +
∫ t
t−T
e−γ(τ−t+T )W˜ T Mdτ+E|+ l
≤ ‖E‖+‖W˜‖‖∆ϑ‖+‖Te−γTW˜M‖+ l
(64)
Finally, utilizing e−γT ≈ 1− γT and ‖ tanh(τ2)− sgn(τ2)‖ ≤ 2
√
m, where τ2 ∈ Rm.
g1 ≤ ‖W˜‖(‖∆ϑ‖+‖Te−γT M‖)+‖E‖+ l
≤ ‖W˜‖(‖∆ϑ‖+‖T bϑzgMum2
√
m‖)+‖E‖+ l (65)
Utilizing Assumption 6 and the definition of ∆ϑ after (37), the bound over g1 can be written
as,
g1 ≤ ‖W˜‖(‖γT bϑ‖+‖T bϑzgMum2
√
m‖)︸ ︷︷ ︸
, A1
+‖E‖+ l︸ ︷︷ ︸
, A2
(66)
It could be noted that E is one of the component of vector N, and by appropriately selecting
K1 and K2 in N, and selecting a very small offset l, it can be ensured that A2 = ‖E‖+ l ≤ bN .
Also, from (60), ‖W˜‖ ≤ ‖S ‖ , therefore,
g1 ≤ A1‖S ‖+bN (67)
Now, using (17), (56), (61) and (67) in (53) the Lyapunov derivative can be rendered as,
L˙≤−λmin(Q)‖e‖2+ γWMbϑ +bεz(L f 1‖e‖+L f 2+gMum)+ εh+umWMbϑzgMTm
−λmin(P)‖W˜1‖2+ν1‖W˜1‖+(A1‖S ‖+bN)(−λmin(M1)‖S ‖2+bN‖S ‖)+S
(68)
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Based on the rate of variation of Lyapunov function along the system trajectories, Eq. (68)
can be analyzed for the following two cases as detailed below.
Case (i): Ξ(z, uˆ) = 0.
This case implies that the Lyapunov function is strictly decreasing along the augmented sys-
tem trajectories, and hence the stabilizing term, i.e., S in (68) is 0.
L˙≤−λmin(Q)‖e‖2+a1‖e‖+ γWMbϑ +bεzL f 2+bεzgMum+ εh+umWMbϑzgMTm︸ ︷︷ ︸
, a2
−λmin(P)‖W˜1‖2+ν1‖W˜1‖−λmin(M1)A1‖S ‖3+bNA1‖S ‖2−λmin(M)bN‖S ‖2+b2N‖S ‖︸ ︷︷ ︸
A
≤−λmin(Q)
(
‖e‖− a1
2λmin(Q)
)2
+
a21
4λmin(Q)
+a2+
ν21
4λmin(P)︸ ︷︷ ︸
,ℵ
−λmin(P)
(
‖W˜1‖− ν12λmin(P)
)2
−λmin(M1)A1‖S ‖3+bNA1‖S ‖2−λmin(M1)bN‖S ‖2+b2N‖S ‖︸ ︷︷ ︸
A
(69)
where, a1 , bεzL f 1. In order for L˙ to be negative definite, following inequalities should hold
true,
−λmin(Q)
(
‖e‖− a1
2λmin(Q)
)2
+ℵ< 0
⇒‖e‖> a1
2λmin(Q)
+
√
ℵ
λmin(Q)
(70)
or
−λmin(P)
(
‖W˜1‖− ν12λmin(P)
)2
+ℵ< 0
⇒‖W˜1‖> ν12λmin(P) +
√
ℵ
λmin(P)
(71)
and
−λmin(M1)A1‖S ‖3+bNA1‖S ‖2−λmin(M1)bN‖S ‖2+b2N‖S ‖< 0 (72)
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For ‖S ‖ 6= 0, Eq. (72) implies,
−A1λmin(M1)‖S ‖2+(bNA1−λmin(M1)bN)︸ ︷︷ ︸
, B1
‖S ‖+b2N < 0
⇒‖S ‖> B1
2A1λmin(M1)
+
√
B21
4A21λ
2
min(M1)
+
b2N
A1λmin(M1)
⇒‖S ‖> bN
λmin(M1)
1
2
(
1− λmin(M1)
A1
)
+
√
1
4
(
1− λmin(M1)
A1
)2
− λmin(M1)
A1

︸ ︷︷ ︸
, Γ
(73)
Let, γ1 , λmin(M1)A1 , therefore, if, 0≤ γ1 ≤ 3−
√
8≈ 0.17, then .478≤ Γ≤ 1. Also, recall from
the definition ofS in (60), the upper bound of ‖S ‖ can be obtained as,
‖S ‖ ≤
(√
1+‖ϕ‖2
)
‖W˜‖ (74)
Therefore, from lower and upper bounds of S in (73) and (74), respectively, the bound over
‖W˜‖ becomes,
‖W˜‖>
bN
λmin(M1)
Γ√
1+‖ϕ‖2 (75)
It could be seen that W˜ , W˜1 and e are UUB stable with corresponding bounds given in the
RHS of (75), (71) and (70), respectively. Also, note that if Eq. (75) along with either of the
Eqs. (71) or (70) holds, then the negative definiteness of L˙ is ensured.
Case (ii): Ξ(z, uˆ) = 1
This case implies that the Lyapunov function is non-decreasing along the augmented system
trajectories, that is Σ≥ 0.
From (58), the bound over S is,
‖S‖ ≤ SM = ‖W˜‖12b
2
ϑzWMg
2
M‖R−1‖+‖W˜‖2
1
2
b2ϑzg
2
M‖R−1‖+‖W˜‖bϑz(L f ‖z‖+gMum)
(76)
Utilizing Assumption 4,
‖S‖ ≤ SM = ‖W˜‖12b
2
ϑzWMg
2
M‖R−1‖+‖W˜‖2
1
2
b2ϑzg
2
M‖R−1‖+‖W˜‖bϑz(L f 1‖e‖+L f 2+gMum) (77)
Using (77) and the first inequality of (69) in (68),
L˙≤−λmin(Q)‖e‖2+a1‖e‖+a2−λmin(P)‖W˜1‖2+ν1‖W˜1‖
−λmin(M1)A1‖S ‖3+bNA1‖S ‖2−λmin(M1)bN‖S ‖2+b2N‖S ‖
+‖W˜‖1
2
b2ϑzWMg
2
M‖R−1‖+‖W˜‖2
1
2
b2ϑzg
2
M‖R−1‖+‖W˜‖bϑz(L f 1‖e‖+L f 2+gMum)
(78)
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Now, two numbers l1 and l2 are considered such that l1+ l2 = 1. Then,
L˙≤−l1λmin(Q)‖e‖2+a1‖e‖+a2−λmin(P)‖W˜1‖2+ν1‖W˜1‖−λmin(M1)A1‖S ‖3
+bNA1‖S ‖2−λmin(M1)bN‖S ‖2+b2N‖S ‖+‖W˜‖
1
2
b2ϑzWMg
2
M‖R−1‖+‖W˜‖2
1
2
b2ϑzg
2
M‖R−1‖
− l2λmin(Q)
(
‖e‖− ‖W˜‖bϑzL f 1
2l2λmin(Q)
)2
+
(‖W˜‖bϑzL f 1)2
4l2λmin(Q)
+‖W˜‖bϑz(L f 2+gMum)
(79)
From (60), ‖W˜‖ ≤ ‖S ‖. Therefore, (79) can be further simplified into,
L˙≤−l1λmin(Q)‖e‖2+a1‖e‖+a2−λmin(P)‖W˜1‖2+ν1‖W˜1‖
−λmin(M1)A1‖S ‖3+bNA1‖S ‖2−λmin(M1)bN‖S ‖2+b2N‖S ‖
+‖S ‖1
2
b2ϑzWMg
2
M‖R−1‖+‖S ‖2
1
2
b2ϑzg
2
M‖R−1‖+
‖S ‖2b2ϑzL2f 1
4l2λmin(Q)
+‖S ‖bϑz(L f 2+gMum)
(80)
Upon further simplification, the above inequality can be rendered as,
L˙≤−l1λmin(Q)
(
‖e‖− a1
2l1λmin(Q)
)2
+
a21
4l1λmin(Q)
+a2+
ν21
4λmin(P)︸ ︷︷ ︸
,ℵ1
−λmin(P)
(
‖W˜1‖− ν12λmin(P)
)2
+‖S ‖
−λmin(M1)A1‖S ‖2+
(
bNA1−λmin(M1)bN + 12b
2
ϑzg
2
M‖R−1‖+
b2ϑzL
2
f 1
4l2λmin(Q)
)
︸ ︷︷ ︸
, b1
‖S ‖

+
(
b2N +
1
2
b2ϑzWMg
2
M‖R−1‖+bϑz(L f 2+gMum)
)
︸ ︷︷ ︸
, b2
‖S ‖
(81)
Now, in order for L˙ to be negative definite,
−l1λmin(Q)
(
‖e‖− a1
2l1λmin(Q)
)2
+ℵ1 < 0
⇒‖e‖> a1
2l1λmin(Q)
+
√
ℵ1
l1λmin(Q)
(82)
or
−λmin(P)
(
‖W˜1‖− ν12λmin(P)
)2
+ℵ1 < 0
⇒‖W˜1‖> ν12λmin(P) +
√
ℵ1
λmin(P)
(83)
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and
−λmin(M1)A1‖S ‖2+b1‖S ‖+b2 < 0
⇒‖S ‖> b1
2A1λmin(M1)
+
√
b21
4A21λ
2
min(M1)
+
b2
A1λmin(M1)
= A
′
⇒‖S ‖> bN
λmin(M1)
1
2
(1− γ1+α2)+
√(
1
2
(1− γ1+α2)
)2
+ γ1(1+α1)

︸ ︷︷ ︸
, Γ′
= A
′
(84)
where, γ1 = λmin(M1)A1 is as defined after (73), and
α1 ,
1
2 b
2
ϑzWMg
2
M‖R−1‖+bϑz(L f 2+gMum)
A1bN
; α2 ,
1
2 b
2
ϑzg
2
M‖R−1‖+
b2ϑzL
2
f 1
4l2λmin(Q)
b2N
(85)
Now, using the upper bound of S from (60), the UUB bound over W˜ can be derived from
(84) as,
‖W˜‖>
bN
λmin(M1)√
1+‖ϕ‖2Γ
′ (86)
In order for L˙ to be negative definite, for Case (i), (75) along with either (70) or (71) needs
to hold true, similarly for Case (ii), (86) alongwith either (82) or (83) needs to hold true.
Hence in Case (i), W˜ , W˜1 and e are UUB stable with corresponding bounds given in the RHS
of (75), (71) and (70), respectively. Similarly, in Case (ii), (82), (86) and (83) define the UUB
sets for e,W˜ and W˜1, respectively. This completes the stability proof of the identifier and critic
update mechanisms given in (9) and (47), respectively.
5.3. Discussion on the update law
Remark 2. Note that, the critic update law (47) does not require the information of approx-
imated drift dynamics ( fˆ (x)). Since only approximated control coupling dynamics (gˆ(x)) is
needed in (47) and policy improvement i.e., (42), the presented controller is prone to lesser
approximation errors coming from identifier.
Remark 3. The RHS of inequalities (70) and (71) are the UUB bounds for e and W˜1, re-
spectively in Case (i), and UUB (82) and (83) for Case (ii). Note that λmin(Q) and λmin(P)
appear in the denominator of both ℵ and ℵ1. By suitable choice of Q matrix, its minimum
eigenvalue can be selected to be large. Moreover, due to experience replay in Identifier update
law, the minimum eigenvalue of P matrix progressively increases as new observations arrive
as explained in Remark 1. This leads to tight UUB bounds sufficiently close to origin for e
and W˜1.
Remark 4. On the other hand, the UUB bound for W˜ for Case (i) is given by (75). It is evident
that when the Lyapunov function is decreasing along the augmented state trajectory, variable
learning rate has a direct influence over UUB bound for error in critic NN weights (W˜ ). By
20
suitable selection of K1,K2 and T , the scaling factor Γ in (73) can be varied between .478 and
1 and accordingly the UUB bound of W˜ gets scaled down compared to that
(
= bNλmin(M1)
)
with
constant learning rate (also derived in Eq. (45) of (D. Liu et al., 2015)).
Next, note that for Case (ii) in the proof of Theorem 5.1, following the same form of update
law but with constant learning rate in (47), that is with k2 = 0 and l = 1, the UUB bound of
S for negative definiteness of the same Lyapunov function (as in (52)) can be obtained as,
‖S ‖> bN
λmin(M1)
(
1+α ′1
1−α ′2
)
︸ ︷︷ ︸
,Γ′2
⇒ W˜ >
bN
λmin(M1)√
1+‖ϕ‖2Γ
′
2
(87)
where,
α
′
1 , A1α1; α
′
2 ,
b2Nα2
λmin(M1)
(88)
where, α1,α2 are as defined in (85) and γ1 is as defined after (73). Comparing (84) and (87),
clearly, the UUB bound for variable gain is tighter (smaller) than that for constant gain if
Γ
′
Γ′2
< 1, which in turn implies that,
γ1 =
λmin(M1)
A1
<
(1+A1α1)
[
(1+A1α1)− (1+α2)
(
1− b2Nα2λmin(M1)
)]
α1
(
1− b2Nα2λmin(M1)
)
(1−A1)︸ ︷︷ ︸
, L1
(89)
Since γ1 is a positive quantity by definition, in order to have a feasible range of γ1, the RHS
of (89), that is L1, should be positive as well. This happens when,
α2b2N ≤ λmin(M1)≤ (α2+1)b2N (90)
This leads to Remark 5.
Remark 5. For Case (ii) in the proof of Theorem 5.1, that is when the Lyapunov function is
increasing along augmented state trajectory, the UUB bound for W˜ with variable gain (86) is
tighter (smaller) than that with constant learning (87) if K1 and K2 in M1 is such selected that
(90) is satisfied.
6. Simulation Results
In this section, the identifier-critic controller structure presented above will be validated on a
nonlinear spring damper system from (Modares & Lewis, 2014) for set point tracking.
x˙1 = x2; x˙2 =− kmx
3
1−
c
m
x2+
1
m
u (91)
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The control saturation is considered to be |u| ≤ um = 2. Physical parameters used for sim-
ulation are m = 1kg, k = 3N/m, c = .5N − s/m. The control coupling dynamics is g =
(g1,g2) = (0,1/m)T (Note that g1 here represent the first component of control coupling
dynamics and not the variable gain from critic update law). It is desired to keep the position
to x1d = 1m even in face of varying physical parameter. Now desired velocity command is
given by, x2d = x˙1d−5(x1− x1d). The control system is required to optimally drive x2 to x2d .
The augmented state is, z = (z1,z2)T = (x2−x2d ,x2d)T and the regressor vector for critic NN
is, ϑ = (z1,z2,z21,z
2
2,z1z2,z
3
1,z
3
2)
T . The baseline learning rate was, α = 20 and exponential
term in g1 was k2 = 1.
Two cases are studied,
(1) Validation of without ER-based identifier and with constant learning rate gradient de-
scent based update law for critic NN for optimal tracking of (91). These results are
depicted in Fig. 1
(2) Validation of ER-based identifier and variable gain gradient descent-based update law
for critic NN for optimal tracking of (91). These results are shown in Fig. 2.
In order to assess the performance of the presented scheme against varying physical param-
eter, mass (m) and spring constant k were varied i.e., (m,k) = (1kg,3N/m) for t < 14, then
(m,k) = (4.5kg,5N/m) for 14≤ t < 30 and then finally, (m,k) = (8kg,9N/m) thereafter. It is
to be emphasised that the critic update law in IRL framework requires the information of con-
trol coupling dynamics only and not the drift dynamics. The approximated control coupling
dynamics are gˆ = (gˆ1, gˆ2)T and augmented control coupling dynamics (refer to Eq. (21)) for
this problem is, Gˆ = (gˆ2,0)T , which is used in the generation of control effort.
From Figs. 1b and 2b it is evident that the ER-based identifier scheme is able to make
the identifier NN weights converge faster and bring the approximated NN weights closer to
their ideal values than the scheme when ER is not used. This also leads to gˆ settling faster
and closer to its true value even in the face of parametric variations when ER-technique was
utilized. This can be seen from Figs. 1c and 2c, in which the difference between actual and
approximated control coupling dynamics have been portrayed for respective cases. Note that
the two distinct spikes that can be observed at t = 14 and t = 30 sec in these figures correspond
to the change of mass and spring constant at those two time-instants.
Critic NN weights also converge faster to a tighter residual set when variable gain gradient
descent is leveraged (refer to Fig 2a) than when constant learning rate-based update law (i.e.,
k2 = 0) is used (refer to Fig. 1a). The state converge to a tighter set around the set point
(x1d = 1m) when ER-based identifier and variable gain gradient descent was utilized as can
be observed from Figs. 1d and 2d. In both the cases, i.e., without ER-identifier and constant
learning rate critic NN and with ER-identifier and variable gain gradient descent, the control
policy is constrained within ±2N (see Figs. 1e and 2e).
7. CONCLUSIONS
Simultaneous identification and integral reinforcement learning (IRL)-based optimal tracking
control of a completely unknown continuous time nonlinear system with actuator constraints
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Figure 1.: Performance of the identifier-critic scheme when ER-based identifier and variable
gain GD-based critic is not used
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Figure 2.: Performance of the identifier-critic scheme when ER-based identifier and variable
gain GD-based critic is used
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is presented in this paper. An improved system identification via experience replay (ER) tech-
nique is presented, which also helps in reducing the size of the residual set for state error
and error in identifier neural network (NN) weights. The variable gain gradient descent in the
presented update law could adjust the learning rate depending on the instantaneous Hamilton-
Jacobi-Bellman (HJB) error. This results in accelerated learning when the HJB error is large
and dampened learning speed when the HJI error becomes smaller. It has an added benefit
of shrinking the size of the residual set for error in critic NN weights compared to the case
with constant learning rate. The presence of stabilizing term in the critic NN update law also
helps in obviating the requirement of an initial stabilizing controller. The presented update
law for identifier and critc NN is shown to ensure the uniform ultimate boundedness (UUB)
stability of the state error and error in NN weights. The proposed framework is validated
on a continuous time nonlinear system with varying physical parameters. This could also be
used in general for any control-affine system application without prior knowledge of system
dynamics.
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Appendix A. Lemma
Lemma A.1. If ψ−1 is monotonic odd and increasing, and Ri > 0, where ui ∈ R, i =
1,2, ...,m, then following inequality holds true:
C(ui) = 2um
∫ ui
0
ψ−1(
ν
um
)Ridν ≥ 0 (A1)
Proof. If ψ−1 is monotonic odd and increasing, then,( ν
um
)
ψ−1
( ν
um
)
≥ 0 (A2)
or
νψ−1
( ν
um
)
≥ 0 (A3)
where ν ∈ R and um > 0. Let θ = 1/um. In order to prove that, 2um
∫ ui
0 ψ
−1(ν/um)Ridν ≥ 0,
it is enough to prove that,
∫ ui
0 ψ
−1(νθ)dν ≥ 0. In order to prove this inequality, a variable,
K ∈ [0,θ ] is assumed. Therefore,
∫ ui
0
ψ−1(νθ)dν =
1
θ
∫ uiθ
0
ψ−1(l)dl (A4)
where l = νθ . Similarly,
1
θ
∫ uiθ
0
ψ−1(l)dl =
1
θ
∫ θ
0
ψ−1(uiK )uidK (A5)
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by utilizing l = uiK
Since, ψ−1(uiK )ui ≥ 0, which implies,
1
θ
∫ θ
0
ψ−1(uiK )uidK ≥ 0 (A6)
Lemma A.2. Following equality holds true,
2um
∫ −um tanhA(z)
0
tanh−1(ν/um)T Rdν = 2u2mA
T (z)R tanhA(z)+u2m
m
∑
i=1
Ri ln[1− tanh2 Ai(z)]
(A7)
Proof. ∫
tanh−1
( x
a
)
=
1
2
a ln(a2− x2)+ x tanh−1
( x
a
)
+ I (A8)
Therefore, ∫ u
0
tanh−1
( ν
um
)
dν =
1
2
um ln(u2m−ν2)+ν tanh−1
( ν
um
)∣∣∣u
0
2um
∫ u
0
tanh−1
( ν
um
)
dν = u2m ln(u
2
m−ν2)+2umν tanh−1
( ν
um
)∣∣∣u
0
= u2m ln(1−
u2
u2m
)+2u2m tanhA(z)
= u2m ln(1− tanh2 A(z))+2u2m tanhA(z)
(A9)
where, u =−um tanhA(z) is scalar. Now if u is a vector, then,
2um
∫ u
0
tanh−1
( ν
um
)
Rdν = 2u2mA
T (z)R tanhA(z)+u2m
m
∑
i=1
Ri ln[1− tanh2 Ai(z)] (A10)
Lemma A.3. Following equation holds true,
u =−um tanh
( 1
2um
R−1GˆT∇ϑTW + εuu
)
=−um tanh(τ1(z))+ εu (A11)
where, εuu = (1/2um)R−1GˆT∇ε(z) = [εuu11 ,εuu12 , ...,εuu1m ]
T ∈ Rm. τ1(z) =
(1/2um)R−1GˆT∇ϑTW = [τ11, ...,τ1m]T ∈ Rm and εu = −(1/2)((Im −
28
diag(tanh2 (q)))R−1GˆT∇ε) with q ∈ Rm and qi ∈ R considered between τ1i + εuui and
εuui i.e., ith element of εuu.
Proof.
u =−um tanh(τ1+ εuu) (A12)
Using mean value theorem,
tanh(τ1+ εuu)− tanh(τ1) = tanh′ (q)εuu = (Im−diag(tanh2 (q)))εuu (A13)
where, q ∈ Rm and qi ∈ R lying between τ1i and τ1i+ εuui.
Now, using the expression for εuu in (A13), tanh(τ1+ εuu) can be rewritten as,
tanh(τ1+ εuu) = tanh(τ1)+(Im−diag(tanh2 (q)))
(
1
2um
R−1GˆT∇ε(z)
)
(A14)
Multiplying −um on both sides,
−um tanh(τ1+ εuu) =−um tanh(τ1)− 12(Im−diag(tanh
2 (q)))
(
R−1GˆT (z)∇ε(z)
)
(A15)
Hence proved.
Lemma A.4. Following vector inequality holds true:
‖ tanh(τ1(z))− tanh(τ2(z))‖ ≤ Tm ≤ 2
√
m (A16)
where Tm =
√
∑mi=1 min(|τ1i− τ2i|2,4), τ1(z) and τ2(z) both belong in Rm, therefore,
tanh(τi(z)) ∈ Rm, i = 1,2.
Proof: Since, tanh(.) is 1-Lipschitz, one can write,
| tanh(τ1i)− tanh(τ2i)| ≤ |τ1i− τ2i| (A17)
Therefore using the above inequality and the fact that, −1≤ tanh(.)≤ 1
‖ tanh(τ1(z))− tanh(τ2(z))‖2 =
m
∑
i=1
| tanhτ1i− tanhτ2i|2
≤
m
∑
i=1
min(|τ1i− τ2i|,2)2
≤
m
∑
i=1
min(|τ1i− τ2i|2,4)
(A18)
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One can also see, using the absolute upper bound of tanh(.).
m
∑
i=1
min(|τ1i− τ2i|2,4)≤ 2
√
m (A19)
Which implies,
‖ tanh(τ1(z))− tanh(τ2(z))‖ ≤ Tm ≤ 2
√
m (A20)
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