The IETF P2PSIP WG is currently standardising a protocol for distributed multimedia services combining the media session functionality of SIP and the decentralised distribution and localisation of resources in peer-to-peer networks. The current P2PSIP scenarios only consider the infrastructure for the connectivity inside a single domain. This paper proposes an extension of the current work to a hierarchical multi-domain scenario: a two level hierarchical peer-to-peer overlay architecture for the interconnection of different P2PSIP domains. The purpose is the creation of a global decentralised multimedia services in enterprises, ISPs or community networks. We present a study of the Routing Performance and Routing State in the particular case of a two-level Distributed Hash Table Hierarchy that uses Kademlia. The study is supported by an analytical model and its validation by a peer-to-peer simulator.
Introduction
Nowadays, the provisioning of multimedia services is one of the most important objectives of ISPs in order to provide new and attractive value added services.
However, due to their requirements, these services lack a wide deployment at the moment.
Although some applications like Skype 1 [1] , [2] , [3] are really successful, they are not easy to design and implement. In spite of the fact that the Session Initiation Protocol (SIP) [4] has been developed and standardised for this purpose, it has an important constraint: it depends on central infrastructures. This is a problem in some scenarios where it is not feasible to use a server-based infrastructure.
On the other hand, it is expected that in the near future, handheld devices will support more multimedia services. Considering that the number of multimedia terminals is expected to increase in a high proportion with respect to the total number of mobile devices, scalability problems could exist because a central entity would not be able to manage such a large number of terminals. However, it could be argued that the computational power of handheld devices is limited and they could not support P2PSIP. Nevertheless, if it is considered that year-by-year handheld devices increase their capabilities (according to Moore's Law), we can suppose that these devices would have the necessary capabilities to support the P2PSIP protocol. In any case, since the cost of computational power cannot be ignored and the resources needed for a terminal must be limited as much as possible, a decentralised architecture as lightweight as possible is necessary. Furthermore, there is another key point for the development of a decentralised architecture: the proliferation of community networks is imposing a solution that is easy to manage. This is difficult to achieve in a centralised topology for administrative reasons. By contrast, peerto-peer overlay networks are flexible enough to support the dynamic environment of community networks without a central entity.
Although there are many solutions to support decentralised multimedia services, the new approach of the IETF P2PSIP 2 Working Group is gaining supporters. P2PSIP [5] defines a peer-to-peer overlay-based solution that facilitates a decentralised architecture. It is expected to standardise a flexible protocol [6] able to support most of the existing peer-to-peer networks. The key concept of this solution is to provide a protocol that allows the implementation of any Distributed Hast Table ( DHT) overlay network like Kademlia [7] , Chord [8] or Content Addressable Network (CAN) [9] . However, the design of this protocol does not consider yet the possibility of interconnecting different P2PSIP domains in order to provide services between them. Our proposal, called Hierarchical-P2PSIP (H-P2PSIP) and illustrated in Fig. 1 , creates a hierarchical topology where different P2PSIP domains deploy their own overlay network and are interconnected through an Interconnection Overlay. The nodes forming this Interconnection Overlay are peers with extra capabilities from each domain, called super-peers. In order to have inter-domain connectivity, every domain must have at least one super-peer. When a peer searches for a resource (an item, service or reference) if the resource is not in the same domain, the peer performing the search will ask its super-peer to route the query to the appropriate P2PSIP domain. To support both inter and intra-domain P2PSIP routing, we use a Hierarchical ID formed by a Prefix ID for the routing in the Interconnection Overlay and a Suffix ID for the routing in each P2PSIP domain.
Fig. 1. Hierarchical Overlay Architecture
Some of the advantages of this architecture are the network isolation and the improved scalability that are intrinsic to the hierarchical architectures [10] . A potential drawback is the super-peer overload [11] in comparison with a flat topology.
In Section 2 this paper presents the details of the ongoing work on P2PSIP. Section 3 describes the hierarchical architecture for H-P2PSIP: the structure and the management of the Hierarchical ID, the data location and storage on the different peers, and the functionality of the P2PSIP protocol in the hierarchical scenario. In Section 4 we analyse the performance of H-P2PSIP with a mathematical model and in Section 6 we validate the model with experimental simulations. Related work is presented in Section 7 and the conclusions of this work are summarised in Section 8.
P2PSIP

General overview
The target of P2PSIP WG is to develop a peer-to-peer version of the SIP protocol called P2PSIP, which can use any DHT-based peer-to-peer network to locate resources, services and users in a decentralised way. The motivation of this work comes from the necessity of having a standard for developing Skype-like decentralised multimedia applications.
P2PSIP WG is chartered to develop protocols and mechanisms for the use of SIP in environments where the service of establishing and managing sessions is mainly handled by a collection of intelligent end-points, rather than centralised SIP servers. However, the scope of P2PSIP is not limited to a distributed replacement of SIP by overriding the Proxy and Registrar SIP servers, but it can also be used for other purposes (for example file sharing) or in combination with other signalling protocols. Figure 2 (a) presents the P2PSIP Overlay Reference Model using the basic concepts from [5] . P2PSIP protocol is designed to support any type of DHT-based network. Each deployed overlay network is identified by an overlay name and the participants in this architecture can support two profiles: peers and clients. Peers are active node participants in the overlay network and they are uniquely identified by a Node ID (e.g. the computers and laptops in Fig. 2(a) ). On the other hand, clients are entities that use the resources offered by the peer-to-peer overlay network but they do not participate in the network maintenance. This role is reserved to and should be used only by devices with very limited capabilities, such as the handheld devices in Fig.  2 
(a).
The information stored in the peer-to-peer network is made of resources records associated with the resources existing in the network. These resources are uniquely identified by a Resource ID and they can store services provided by peers identified by a Node ID. Because these peers and their services are usually identified by names in Uniform Resource Identifier (URI) format, we need to define a mechanism that maps the user and service URI to their ID. However, the details of this mapping depend on each implementation and are independent of the functionality offered by the P2PSIP protocol. In addition, the protocol must support the basic primitives of a peer-to-peer overlay network such as joining, bootstrapping, resource allocation and maintenance, while maintaining the connectivity between peers and clients (even in NAT scenarios). Finally, all these requirements increase the complexity of the solution.
To summarise, P2PSIP re-implements the proxy and registrar functionality of SIP in a decentralised fashion. The user and service information is distributed among all peers in the peer-to-peer overlay network, instead of storing it in the registrar and proxy servers. The requests for this information are also handled by the overlay infrastructure. The advantages of P2PSIP include the elimination of the single points of failure (because of its decentralised nature) and reducing the costs as it does not require any dedicated equipment. For situations when interoperability between P2PSIP and conventional SIP entities [12] is needed, a proxy SIP Service is used that is announced in all P2PSIP domains that support this service.
Ongoing design
Based on the requirements for the P2PSIP protocol presented previously, the RELOAD protocol [6] has been recently proposed as a working group draft. One of the most relevant decisions is the adoption of a binary protocol instead of a character based protocol, resulting in a lightweight protocol suitable for peers that have to manage a lot of connections and resources (CPU, bandwidth, etc). The protocol is based on a modular design that supports different overlays and applications (see Fig. 2(b) ).
In this case the P2PSIP infrastructure can be used for any application purpose, such as locating SIP user information or instant messaging. When secure connections are needed, the protocol can use TLS [13] or DTLS [14] . RELOAD is divided into different blocks, making easier the explanation of its functions. The Topology plugin is responsible for implementing the DHT overlay algorithm. This is connected with the Routing layer with the purpose of routing the different messages through the overlay (joins, leaves, etc). A Storage module handles the storing of resources in the overlay and it is connected with the Topology plug-in (to determine the replication policy) and to the Routing layer (that determines the next hop). Finally, a Forwarding layer delivers the messages, crossing NATs if necessary using the Interactive Connectivity Establishment (ICE) [15] protocol based on STUN and TURN servers. An additional connection between the Forwarding layer and the Topology plug-in is used by the Forwarding layer to notify when a peer is not reachable, triggering maintenance operations such as updating the routing table.
The performance of an overlay network is closely related to the Routing layer, which can support iterative or recursive routing. However, recursive routing is preferred because in most cases it would incur a lower delay that is also closely related with the requirement of supporting NAT in a transparent way. When recursive routing is used, a peer forwards a message to the next hop according to its routing table. Because only peers that have been directly contacted are added to the routing table, a peer has all the IP addresses to reach a next hop before checking the connectivity with an ICE exchange. Therefore, when possible, the messages are forwarded without contacting an ICE exchange since a cache of previous ICE exchanges can be used. On the other hand, if iterative routing is used, most probably the next hop is not known by the peer performing the operation, caching is not feasible and therefore an ICE exchange is performed every forwarding resulting in an undesirable impact on the delay.
The following components are used when routing messages. The first is the Node ID, currently defined as a 128 bit element. A variable length field could be useful and we advocate this option for reasons we explain in Sec. 3. Resource IDs are expected to have a variable length of maximum 255 bytes. If the Resource ID is longer in length than the Node ID, then it should be truncated to the Node ID length for storage and fetch operations. The overlay messages contain two additional data structures: Fig. 3(a) ). Another option would be that the contact info of the peer sending the message is included to allow a direct response ( Fig. 3(b) ). Although this seems to be more efficient from the point of view of delay, this is not necessarily true because the total delay depends on both the delay on the direct path and on whether an ICE exchange is necessary to find a pair of valid locators between requester and responder. Thus, when using the via list there is a higher probability that the ICE exchange is not necessary since the result should be cached in advance.
Regardless on the mechanism used on the return path, once the information is retrieved, the next step depends exclusively on the application level. If multimedia applications are being developed the end-points can proceed with the establishment of the multimedia session. For this scenario Fig. 3 (a) and Fig. 3(b) show a SIP exchange where the negotiation of these session parameters is performed. For other types of applications, the underlying SIP exchanged is replaced by another suitable protocol.
Finally, once the communication is possible, any new information can be stored in the overlay network as resources. There are no restrictions upon the type of this information which depends on the application that uses the P2PSIP protocol (e.g. location information of users, supported and signalling protocols, etc).
H-P2PSIP
Hierarchical space domain of identifiers
In order to support the hierarchical P2PSIP architecture (H-P2PSIP), we define a hierarchical space of identifiers containing Hierarchical IDs (see Fig. 4 ). Each Hierarchical ID is composed by two part IDs: a Prefix ID with n bits and a Suffix ID with m bits. The Prefix ID is used for the routing in the Interconnection Overlay between the different P2PSIP domains, whereas the Suffix ID is used for routing queries only in the own P2PSIP domain of a peer. This design justifies that a variable length for Node IDs in P2PSIP since any mapping function with independence of its length can be used to generate the Hierarchical ID. This Hierarchical ID can be used either as Node ID or Resource ID. 
H-P2PSIP service mapping
One of the main problems in a decentralised architecture is the mapping between the available information and/or services and the peers in the system. If we consider a multimedia environment based on P2PSIP, it is clear that resources are identified with URIs, for example resource@example.com. In order to map this URI to the Hierarchical ID, the Prefix ID is obtained by applying a hash to the domain of the URI: Prefix ID = hash(example.com). The Suffix ID is obtained from the hash of the whole URI: Suffix ID = hash_a(resource@example.com). The hash functions hash and hash_a can be identical or different. Once the mapping between the URIs and the Hierarchical ID has been established, the resource is stored in a tuple composed by the Resource ID, the original URI and the resource information by the peer having the closest Node ID. Depending on the DHT protocol, this tuple can be replicated to other peers in some way.
The content of the resource information can vary depending on the application scenario. In the case of a VoIP application, it can be the user location, supported protocols and codecs. In the case of services, it can be configuration parameters. For instance, a streaming server must define at least the supported protocols and the IP address-port tuple.
H-P2PSIP Basic Operation
After resources have been mapped to identifiers and a criterion for their storage has been defined, H-P2PSIP defines a method to locate these resources. The behaviour of this method is divided in two cases. In the first case the search of a resource is bounded to the P2PSIP domain of the requester. This case is really simple since the search for resources is done inside the P2PSIP domain and it is identical to the flat peer-to-peer overlay using only the Suffix ID. In this situation, the Prefix ID of the resource must be equal to the hash of the associated URI domain. This hash is known by all the peers belonging to that P2PSIP domain.
Fig. 5. H-P2PSIP Signalling
However, if a resource is stored in a different domain the operation is more complex. For instance, this case can correspond to a VoIP call from a user in a P2PSIP domain to another user in a different P2PSIP domain. In order to obtain the resource (e.g. location) of the desired user, it is necessary to obtain the contact information published in the other P2PSIP domain. The first step in the search is to find a peer that can request information from other P2PSIP domains. These peers are the super-peers and there are several mechanisms [16] [17] that can be used to select them. These mechanisms can be integrated in the maintenance protocol of the DHT used in the domain. In each P2PSIP domain there exists at least one super-peer, although it is desirable to have several super-peers for redundancy.
Since all the peers in a domain know at least one super-peer, they can send a query to the super-peer in one hop. When the super-peer receives the query, it will search in the Interconnection Overlay for any of the super-peers that are responsible for the target Prefix ID, and once this information is retrieved, the query is forwarded to one of these super-peers. When the super-peer of the destination P2PSIP domain receives the query, it forwards the query inside its domain. If the query reaches a peer that has the desired resource, then the peer replies in way that is compliant with the P2PSIP protocol [6] .
An example of the signalling on the proposed hierarchical scenario is shown in 
Advantages and Disadvantages of the H-P2PSIP architecture
The H-P2PSIP proposal has several advantages. First, the operations or primitives of the DHT used in H-P2PSIP are not modified. Only some changes are needed in the maintenance operations to include the selection and update of super-peers [16] [17] . Furthermore, the routing state does not increase compared to a flat overlay network, because the number of maintained peers is only increased up to the number of peers from each P2PSIP domain. Hence, the number of the routing entries is limited by the number of peers in a domain, although connectivity with other P2PSIP domains is available. If we consider that the Routing State in a peer-to-peer network usually depends on the logarithm [18] of the number of peers, we have that the Routing State in our approach is O(log B M ) where M is the number of peers in a domain. If we compare this Routing State with a unique flat P2PSIP domain that contains all P2PSIP domains, we obtain that the number of peers in the flat overlay is M · K where K is the number of domains. Thus, the Routing State is increased up to O(log B (M · K)). If the number of registered P2PSIP domains increases, the Routing State is higher. This effect is not desirable, especially in the case of P2PSIP enabled handheld devices where the resources are limited.
Other approaches like [19] or [20] propose more complicated hierarchical architectures in order to obtain short delay overlays but their solutions also imply an increment of the Routing State, which is not suitable for our scenario. In the hierarchical case, we show that the Routing State is reduced for the same number of peers, while having a comparable Routing Performance.
The only drawback of this approach is the possible overload of super-peers [11] . Nevertheless, this overload is smaller than in other proposals [21] , [22] where the superpeers must store all peers that depend on them. This fact implies the maintenance of a larger amount of information, which is less scalable. Actually, they have to maintain two routing tables: a routing 
This value is the same as in [20] and smaller than in [19] with the difference that the state in these proposals is maintained by all peers in the hierarchical overlay and in our case only in the super-peers.
To summarise, despite of the higher load experienced by super-peers, the proposed architecture allows global connectivity between different P2PSIP domains without increasing the Routing State for peers, which could be a critical point especially for the computational power of handheld devices.
Routing Performance in H-P2PSIP
This section studies the Routing Performance in a system based on H-P2PSIP. We have taken the work from [23] and we have improved the analysis with a more formal approach.
In the next list, there is a definition of the parameters for the analytical model:
• K: The number of P2PSIP domains.
• M k : The number of peers in a P2PSIP domain k.
• N : All the peers from all the P2PSIP domains. In our case, it is considered that a peer cannot be attached to multiple P2PSIP domains, hence N =
The number of super-peers in a P2PSIP domain k.
• ρ ij : The probability of launching a query from the P2PSIP domain i to the P2PSIP domain j.
The number of hops needed to find a super-peer in the Interconnection Overlay depending on the number of super-peers x. This value depends on the type of overlay used in the Interconnection Overlay.
The number of hops needed to find a peer in a flat overlay of type k as function of the number of peers x belonging to the P2PSIP domain.
We assume that all the peers in a P2PSIP domain know their super-peers from the Interconnection Overlay. This assumption implies that only one hop is needed to reach the super-peer. The Routing Performance inside a P2PSIP domain does not change and is the same as in a flat overlay network. However, if a query must be routed to other domain, it would be in any case one hop to any of the superpeers. The worst case happens when all the super-peers of a domain are attached to the Interconnection Overlay. Since the number of attached super-peers increases, the number of hops to search a resource in the Interconnection Overlay increases. Nevertheless, this increment is marginal: between one and three hops, depending on the number of super-peers per domain and the overlay used for the Interconnection Overlay.
Taking into account the above definitions, we obtain the Routing Performance (RP ) of this DHT-based hierarchical overlay networks. First of all, we define the cost of finding a peer in each overlay:
The cost of finding a peer in its own domain.
• C K k=1 S k : The cost of finding a super-peer in the Interconnection Overlay.
If the probability of obtaining an item in a domain from its super-peer is considered negligible and because the average number of peers in a P2PSIP domain is N/K with N ≫ K, the average Routing Performance experienced by a peer in P2PSIP domain i can be written as follows:
The first term of the sum is the cost of searching something in the P2PSIP domain of a peer, whereas the second term is the cost for the searches in the other P2PSIP domains.
The average number of hops is given by the next expression:
If the number of peers is the same in all P2PSIP domains, we have:
Because we have assumed that the number of peers is equal in all P2PSIP domains and each lookup in the overlay is considered randomly independent, we obtain that the probability of looking for a peer attached to other P2PSIP domain is equally distributed among all the foreign P2PSIP domains. In addition, the probability of looking for a peer in the own domain is different from the one of looking for a peer in other P2PSIP domains. Thus, the inter-domain query probability is ρ ij = 1−ρii K−1
and we can express Eq.1 as follows:
This relation is useful for some type of scenarios like VoIP in community networks where ρ ii > ρ ij , which implies that calls between peers of the same community are more frequent. For other services where the lookup probability in the own P2PSIP domain is the same as for foreign P2PSIP domains (ρ ii = ρ ij = 1 K ), we get Eq.5 (which is a simplified version of Eq.4):
Finally, if the same overlay is used in all P2PSIP domains the sum can be eliminated from Eq.5: Fig. 6 . Hierarchical Kademlia Overlay Network
H-P2PSIP in Kademlia
In this section, we study the H-P2PSIP Routing Performance and Routing State in the case when a Kademlia overlay [7] is used in all the P2PSIP domains and also on the Interconnection Overlay (see Fig. 6 ). Kademlia has been selected, because it is one of the most used DHT overlays in p2p applications like eMule 3 , BitTorrent 4 , etc.
Summarising, Kademlia is an overlay network which has a Routing Performance and a Routing State with a logarithmic dependency on the number of peers from the overlay. These results are due to its XOR distance-based routing algorithm.
In order to verify the efficiency of our solution, when the Kademlia protocol is used, we use the next equality: C(x) = D(x) ∼ log B x + c. We substitute this expression 
If K ≫ 1 and taking into account the properties of the logarithm, we can write:
In Fig. 7 we can see the Routing State taking into account up to 10 4 peers. The x-axis is the number of peers and the y-axis represents the number of hops. To determine the Routing Performance of a Kademlia-based P2PSIP domain, we have to see how many peers belong to the overlay in order to see the required number of hops. The same method can be applied to the Interconnection Overlay if we consider S k = 1. Furthermore, the total number of hops for the overlay can be estimated considering all the peers in all the P2PSIP domains.
Since the Routing State must also be taken into account, the number of entries depends on the number of peers and on the setup parameter B. The number of routing in a super-peer is O log B M · K k=1 S k . If a flat overlay is used to connect all peers in different P2PSIP domains, peers would need O (log B (M · K)) routing entries, but using the hierarchical architecture, peers only need O(log B M ). Therefore, the Routing State savings are significant if many P2PSIP domains are interconnected.
Validation of the H-P2PSIP in Kademlia
This section is dedicated to the validation of H-P2PSIP using a hierarchical Kademlia overlay model. The objective is to validate the analytical model of the Routing Performance for this architecture and to evaluate the state size needed by peers and super-peers to maintain the proposed architecture.
The simulator for this study has been the PeerfactSim.KOM 5 simulation engine [24] , which is a packet-level discrete event-based simulator written in Java. In order to facilitate the simulation of large scale peer-to-peer networks, the simulator uses a simple packet latency model between nodes that is the equivalent of the cumulative propagation, forwarding and queuing delay. However, it does not consider some details such as the processing time and the bandwidth of links (links are overprovisioned).
Simulation Setup
To run the experiments, we implemented a prototype of the hierarchical Kademlia protocol and a network scenario generator on top of the simulator engine. The objective was to generate peer-to-peer network models similar to the behaviour of real life Kademlia peers. For this we assumed network scenarios with an average number of peers between 10 and 10000 and the following number of domains: 1 (i.e. a pure Kademlia network), 5, 10 and 20. The peers were uniformly distributed among the domains. In addition, each domain has a super-peer that facilitates the connection of the domains through the Interconnection Overlay. Only one super-peer (S k = 1) is placed since the Routing Performance penalty is marginal as has been explained in Sec. 4 and the complexity of the simulation increases a lot. Additionally, the stability of super-peers can be assured as in Skype [3] with some mechanism like [11] , [16] and [17] . The management of the super-peers is not included in the study and it constitutes future work. Thus, we do not consider churn in super-peers and only churn in peers in the manner we explain in the next paragraph.
Each peer executes four types of operations: joining when it attaches itself to the p2p overlay; storing a key-value pair; lookup when searching for a previously stored key in the attempt to find the value and leaving. In order to have scenarios closer to reality, we used an existing study of the Kad implementation of Kademlia [25] that measures the peer behaviour in terms of churn rate and up-time distributions. Their findings conclude that in a file-sharing Kad network peers arrive and leave with a negative binomial distribution, while the peer session time is similar to a Weibull distribution. Additional details can be found in [26] , [27] and [28] . This setup can be considered as a medium-high churn rate scenario since the Kad network is used in eMule and BitTorrent applications where the churn is not at all negligible. Thus, our scenario is a worse case study compared to the real situation that occurs in multimedia applications like Skype [1] [2] [3] .
Due to the simulation constraints (such as simulation duration, required computing resources, etc.) each simulation scenario has two phases. The first is a transitory phase, during which the total number of peers reaches the average targeted in each scenario. This phase does not consider the Kad peers behaviour, since in a real Kad network the arrival and the leaving rate are the same. In the second phase, the peers join and leave the p2p network at the rate given in [25] with a negative binomial distribution (approximately one peer every two seconds). In this phase, the average number of peers in the network is the number of peers at the end of the first phase. Because the results from the Kad study were given for a flat Kademlia network, in the hierarchical case, arriving peers are randomly assigned to any of the existing domains with a uniform distribution.
During a session each peer performs a store that is the equivalent to storing its own URI in the p2p network, and a number of lookup operations that are the equivalent to searching for the URI of other peers. Assuming that the lookups follow the behaviour of the user contacting other peers, we used a Poisson distribution to model them, at an average rate of one call every ten minutes. The transitory first phase was limited to 30 minutes, while the stationary second state spanned up to two hours. As in Kademlia, a maintenance operation was run by each peer every hour after their arrival, in order to refresh their routing tables and republish stored values to neighbour peers. Measurements were taken only during the second phase.
In relation with the setup of the Kademlia overlay, the protocol has been configured with B = 2 b = 2, k = 20 and α = 1. The reason for using α = 1 is to facilitate the comparison with other overlays that cannot easily parallelize their operations. Determining the performance for higher values of α is planned for future work. The value of k is used for the size of the buckets and also for the number of replicas of each item inside the overlay.
Simulation Results
This section presents the results obtained with the PeerfactSim.KOM simulator and with the simulation setup that was explained in the previous section. In order to increase the accuracy, each scenario was simulated ten times. With these measurements, we obtained a very low standard deviation and narrow 99% confidence intervals, indicating that for the large number of peers used, their IDs are uniformly distributed in the hash space. Figure 8 illustrates the global Routing Performance, i.e. the average number of hops a peer experiences when locating a stored value (the URI of another peer for H-P2PSIP). Since by scenario design, the majority of lookups are inter-domain lookups, the function representing the total number of hops is the sum of three terms. The first is the number of hops performed in the domain of the requester. For inter-domain lookups this is always 1, because we assumed that all peers know their super peers. The second term is the number of hops performed in the Interconnection Overlay. This is a logarithmic increasing function with the number of domains. The last term is the number of hops from the destination domain between the super-peer and the peer that contains the desired resource. On average, this is a logarithmic increasing function with the number of peers inside the domain.
For each set of results, the experiments considered a fixed number of peers, N , and several values for the number of domains, K. Consequently, on average the number of peers inside each domain, M , is inverse proportional to K because peers are uniformly assigned to an existing domain. The Routing Performance in terms of number of hops is bounded by Eq.8, which is a constant since it only depends on N .
The obtained results are smaller than the theoretical limit due to the information replication.
In Fig. 9 and Fig. 10 we analyse the Routing Performance separately inside the domain and Interconnection Overlay. As expected, the number of hops needed in the Interconnection Overlay (see Fig. 9 ) is roughly the same for any number of peers, since it only depends on the number of domains, K. In addition, the logarithmic dependency with K can be observed through the large increase in the number of hops from one domain to five domains and the same increase between 5, 10 and 20 Likewise, in Fig. 10 we can see the reduction in the number of hops needed in the cluster when increasing the number of domains, since this results in a proportional decrease in number of peers inside the cluster, M = N K . For the same K and we obtain a logarithmic dependency with N (linear on a logarithmic scale).
Finally, in Fig. 11 and Fig. 12 we illustrate the average number of routing entries that have to be stored by the peers in the routing tables used inside the domain and in the Interconnection Overlay, respectively. This is important since it has a direct correlation with the necessary memory that we want to reduce in the case of mobile devices and to justify our hierarchical solution. The results for a single domain (i.e. a flat overlay) serve as a reference, in which case the memory required for the Interconnection Overlay routing table of the only super-peer is zero. However, with a modest increase in the number of domains and their associated Routing State (up to 20 -see Fig. 11 ), we obtain a significant reduction (approximately 50%) in the average used routing entries by the peers (see Fig. 12 ).
We can observe that the number of routing entities lies between the expected value for a Kademlia node, entries ∈ [(B − 1) · log B T, k · (B − 1) · log B T ] according to [7] (where T is the number of peers in the considered overlay, M or K in our case), and have an increasing monotonic dependency with the number of peers inside a domain and in the Interconnection Overlay respectively. 
Related Work on Hierarchical Overlay Networks
Peer-to-peer overlay networks usually require O(log B N ) peer hops to reach the desired destination and O(log B N ) routing entries to maintain the desired structure. This complexity ensures good scalability but it is desirable to further improve it, especially if the decentralised applications want to be deployed in handheld devices that have limited resources. The most representative example is VoIP.
Studies related to hierarchical overlay networks try to improve the canonical overlay networks. When a hierarchical architecture is considered, it is necessary to take into account the different trade-offs that arise with these types of architectures [29] . It is demonstrated that these architectures have benefits [30] , [31] in comparison with the canonical counterparts.
One approach is to delegate all the work to super-peers [21] , [22] . They maintain the overlay network and perform all the necessary actions and peers only have to register their information with their super-peers.
Other studies are focused on decrementing the delay in peer-to-peer overlay transactions. In [19] a low delay hierarchical overlay network based on Chord is proposed. The drawback is the high Routing State capacity needed (memory, CPU and bandwidth) because all the peers in the overlay are attached to all the levels in a n-level hierarchy. A less aggressive design with the same objective is presented in [20] where a hierarchical structure is built with the constraint of limiting the maintenance cost to the canonical (flat) counterpart. In addition to Chord, there is also related work in hierarchical CAN architectures [32] , [33] .
Our approach, in a simple way, allows building a Hierarchical Overlay Network due to the definition of the Hierarchical ID. Furthermore, since the routing in the Interconnection Overlay (based on the Prefix ID) is independent with respect to the routing in the P2PSIP domains (based on the Suffix ID), a great flexibility is given to the architecture. This flexibility comes from the fact that any overlay network can be deployed in the Interconnection Overlay or in the P2PSIP domains with independence of the deployment in any of the domains.
Although cross-connectivity between the P2PSIP domains is obtained, peers do not see any penalty and only super-peers may become overloaded. Thus, an improvement to the previous work is obtained due to its simplicity, low cost and efficiency.
Conclusions
The objective of the H-P2PSIP architecture proposed in this paper is to enable the interconnection between different P2PSIP domains in order to support global multimedia services. This solution provides a tool for the easy development of decentralised multimedia architectures since they can provide a more scalable solution than centralised architectures. Furthermore, this decentralised architecture is suitable when central servers cannot be located in a well-known location, such as in the case in community networks.
In H-P2PSIP the peers (members of a community network) connect to their local P2PSIP domain. In each P2PSIP domain an overlay is maintained and at least one super-peer is selected to represent the domain. Between the super-peers an interconnection overlay is maintained that assures the connectivity between the different domains. The routing in each P2PSIP domain is based on a Suffix ID, while the routing in the Interconnection Overlay uses a Prefix ID. If Prefix ID=hash(example.com) and Suffix ID=hash_a(user@example.com).
We perform an analytical study of the Routing Performance in terms of number of hops needed to locate a particular resource in the p2p overlay, proving that we obtain approximately the same values as in the flat counterpart. However, since in a hierarchical topology peers from each domain do not store any kind of routing information about peers outside their domain, we obtain a lower Routing State that is determined only by the number of peers in the domain. Finally, we simulate the H-P2PSIP scenario using the PeerFactSim.Kom simulator [24] in order to validate the analytical model of the Routing Performance and Routing State. In order to simulate a realistic scenario, a churn has been setup according to the results in [25] . The adoption of a hierarchical architecture gives about the same Routing Performance when compared with a global flat overlay network and is much lower than the theoretical limit due to replicas stored at both domain and interconnection level. The Routing State in peers is decreased when increasing the number of domains while connectivity between all domains is still assured through the super-peers.
As future work, we would like to study the inclusion of a specific mechanism for the selection of super-peers ( [11] , [16] and [17] ) and to analyse its impact in the performance of the H-P2PSIP architecture.
