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FREE LATTICE ORDERED GROUPS AND THE
TOPOLOGY ON THE SPACE OF LEFT ORDERINGS OF A
GROUP
ADAM CLAY
Abstract. For any left orderable group G, we recall from work of Mc-
Cleary that isolated points in the space LO(G) correspond to basic el-
ements in the free lattice ordered group F (G). We then establish a
new connection between the kernels of certain maps in the free lattice
ordered group F (G), and the topology on the space of left orderings
LO(G). This connection yields a simple proof that no left orderable
group has countably many left orderings.
When we take G to be the free group Fn of rank n, this connection
sheds new light on the space of left orderings LO(Fn): by applying a
result of Kopytov, we show that there exists a left ordering of the free
group whose orbit is dense in the space of left orderings. From this,
we obtain a new proof that LO(Fn) contains no isolated points, and
equivalently, a new proof that F (Fn) contains no basic elements.
1. The space of left orderings
A group G is said to be left orderable if there exists a strict total ordering
< of the elements of G, such that g < h implies fg < fh for all f, g, h in
G. Associated to each left ordering of a group G is its positive cone defined
by P = {g ∈ G|g > 1}, elements of the positive cone are said to be positive
in the ordering <. The positive cone P of a left ordering < of G satisfies
P · P ⊂ P , and P ⊔ P−1 ⊔ {1} = G; conversely, any P ⊂ G satisfying these
two properties defines a left invariant total ordering of the elements of G,
according to the prescription g < h if and only if g−1h ∈ P . We will denote
the left ordering of a group G arising from a positive cone P by <P .
If the positive cone P of a left ordering additionally satisfies gPg−1 = P
for all g ∈ G, then the associated left ordering of G satisfies g <P h implies
gf <P hf and fg <P fh for all f, g, h in G. In this case, <P is a bi-ordering
of G.
Finally, a left ordering <P of G is called Conradian if for every pair of
positive elements g, h ∈ P , there exists an integer n such that g <P hg
n.
In fact, we can equivalently require that g <P hg
2 for all pairs of positive
elements g, h in G [18]. Observe that all bi-orderings are also Conradian left
orderings, but not vice versa. A group G is Conradian left-orderable if and
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only if it is locally indicable, meaning that all finitely generated subgroups
surject onto the integers [18], [21], [10].
We define the space of left orderings of G as follows. Denote by LO(G)
the set of all subsets P ⊂ G satisfying P · P ⊂ P , and P ⊔ P−1 ⊔ {1} = G,
so that we can think of LO(G) as the set of all left orderings of G. Then
LO(G) is a subset of the power set of G. Recall that the power set 2G has
a natural topology, a subbasis for which is given by the sets
Ug = {S ∈ 2
G|g ∈ S},
where g ranges over all elements of the group G. Thus, LO(G) inherits a
topology, a subbasis for which is given by the sets
Ug = {P ⊂ G|g ∈ P},
so that an arbitrary basic open set in LO(G) has the form
Ug1 ∩ · · · ∩ Ugn = {P ⊂ G|g1, · · · gn ∈ P},
where g1, · · · , gn is an arbitrary finite family of elements in G. The basic
open set Ug1 ∩ · · · ∩ Ugn ⊂ LO(G) therefore contains all positive cones con-
taining the elements g1, · · · gn, corresponding to all those left orderings of G
in which g1, · · · gn are positive.
The existence of one-point open sets in LO(G) has been a question of
some interest, being raised by Sikora in [22]. A one-point open set in our
topology is a set of the form
{P} = Ug1 ∩ · · · ∩ Ugn ,
meaning that P is the unique positive cone in G that contains the finite
family g1, · · · , gn, in other words, <P is the unique left ordering of G in
which the elements g1, · · · , gn are positive.
2. Free lattice-ordered groups
A group G is said to be lattice-ordered, referred to as an l-group, if there
exists a partial ordering < of the elements of G satisfying:
(1) g < h implies fg < fh and gf < hf for all f, g, h in G, and
(2) The ordering < admits a lattice structure, that is, every finite set
has a least upper bound and a greatest lower bound.
As is standard, we denote the greatest lower bound and the least upper
bound of g1, · · · gn by
∧n
i=1 gi and
∨n
i=1 gi respectively. It is an easy compu-
tation to show that all lattice-ordered groups must necessarily be distributive
lattices. A homomorphism h of lattice ordered groups from L1 to L2 (often
called an l-homomorphism) is a map h : L1 → L2 that is simultaneously
a group homomorphism and a morphism of lattices, so that h respects the
partial ordering <, as well as distributing over all finite meets and joins.
The following two examples are standard constructions which are of great
importance in what follows.
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First, given a totally ordered set Ω with ordering <, the group of all
order preserving automorphisms of Ω forms a lattice ordered group, which
we denote by Aut(Ω, <). The lattice ordering ≺ of Aut(Ω, <) is defined
pointwise: for any f, g in Aut(Ω, <), we declare f ≺ g if f(x) < g(x) for all
x ∈ Ω.
As a second example, let {Li}i∈I , be an arbitrary collection of lattice
ordered groups, with Li having the lattice ordering ≺i. We can form a new
lattice ordered group L by setting
L =
∏
i∈I
Li
and for any x, y in L we declare x ≺ y if pii(x) <i pii(y) for all i ∈ I. Here,
pii : L→ Li is projection onto the i-th component in the product.
We are now ready to introduce the main object of concern in this paper.
Let G be a left orderable group. A lattice ordered group F (G) is said to be
the free lattice ordered group over G if F (G) satisfies:
(1) There exists an injective homomorphism i : G → F (G) such that
i(G) generates F (G) as an l-group.
(2) For any lattice ordered group L and any homomorphism of groups
φ : G → L there exists a unique l-homomorphism φ¯ : F (G) → L
such that φ¯ ◦ i = φ.
Obviously any such group is unique up to l-isomorphism.
We present a construction of the free lattice ordered group F (G) due to
Conrad [5], in the case that G is a left orderable group.
For each positive cone P ∈ LO(G), the group Aut(G,<P ) is a lattice
ordered group, whose partial ordering we will denote by ≺P . We may em-
bed the group G into Aut(G,<P ) by sending each g ∈ G to the order-
preserving automorphism of the totally ordered set (G,<P ) defined by left-
multiplication by g. Denote this order preserving automorphism by gP , so
that gP ∈ Aut(G,<P ) has action gP (h) = gh.
Define a map
i : G→
∏
P∈LO(G)
Aut(G,<P ),
according to the rule piP (i(g)) = gP , where piP :
∏
P∈LO(G)Aut(G,<P ) →
Aut(G,<P ) is projection. Thus, on each factor in the product, g ∈ G acts
by left multiplication.
Denote by F (G) the smallest lattice-ordered subgroup of
∏
P∈LO(G)
Aut(G,<P )
containing the set i(G). Then F (G), together with the map i defined above,
is the free lattice ordered group over the left-orderable group G. The lattice
ordering of F (G) will be denoted by ≺.
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Essential in showing that this construction produces a group satisfying
the required universal property is the following proposition, due to Conrad
[5].
Proposition 2.1. Let G be a left orderable group, and suppose that x is
any non-identity element of F (G). Then there exists P ∈ LO(G) such that
piP (x) 6= 1.
Corollary 2.2. Let x ∈ F (G) be any element satisfying piP (x)(1) = 1 for
all P in LO(G). Then x = 1.
Proof. Suppose that x is a non-identity element of F (G), from Conrad’s
proposition there exists P such that piP (x)(h) 6= h for some h in G. It
follows that piQ(x)(1) 6= 1, for Q = h−1Ph. 
From this point forward we will simplify our notation by writing g ∈ F (G)
in place of i(g) ∈ F (G), for any element g of G. Thus, any element of
F (G) can be (non-uniquely) written in the form
∨
i∈I
∧
j∈J gij for suitable
gij ∈ G. The map piP : F (G) → Aut(G,<P ) sends such an element to the
order-preserving map whose action on an element h ∈ G is defined according
to the rule:
piP (
∨
i∈I
∧
j∈J
gij)(h) = max
P
i∈Imin
P
j∈J{gijh}.
Here, the superscript P appearing above max and min indicates that the
max and min are taken relative to the total ordering <P of G.
3. Free lattice ordered groups and the topology on the space
of left orderings
In this section, we establish several connections between the topology of
LO(G) and the structure of the group F (G). We begin with a generalization
of a known result, which was originally proven in the case of F (Fn), the free
lattice-ordered group over a free group [1]. We observe, however, that the
same result holds for any left-orderable group G.
Recall that an element x in a lattice-ordered group L is said to be a basic
element if the set {y ∈ L|e ≤ y ≤ x} is totally ordered by the restriction of
the lattice ordering.
Lemma 3.1. [1] Suppose that 1 ≺ x is an element of F (G). Then x is a
basic element if and only if there exists a unique left ordering <P of G such
that piP (x)(1) >P 1.
Proof. Suppose that<P is the unique left ordering ofG for which piP (x)(1) >P
1, and suppose that y1, y2 are two distinct elements of F (G) that satisfy
1 ≺ yi ≺ x. Without loss of generality, we may assume that piP (y1)(1) ≤P
piP (y2)(1), and hence 1 ≤P piP (y
−1
1 y2)(1). Therefore, considering the ele-
ment y−11 y2∧1 ∈ F (G), we compute that piP (y
−1
1 y2∧1)(1) = min{piP (y
−1
1 y2)(1), 1} =
1.
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Now in any left ordering <Q with Q 6= P , we have 1 ≤Q piQ(yi)(1) ≤Q
piQ(x)(1) ≤Q 1, where the final inequality follows from our assumption that
<P is the unique left ordering with piP (x)(1) >P 1.
Therefore, piP (y
−1
1 y2 ∧ 1)(1) = 1 for all orderings P of G. It follows that
y−11 y2∧1 = 1 by Corollary 2.2, and hence 1 ≺ y
−1
1 y2, and y2 ≺ y1 as desired.
On the other hand, suppose that x is a (positive) basic element, and
suppose that P and Q are distinct positive cones such that piP (x)(1) >P 1
and piQ(x)(1) >Q 1. Choose an element h of G such that h >P 1 and
h−1 >Q 1. Then the elements y1 = (x∧h)∨ 1 and y2 = (x∧h
−1)∨ 1 satisfy
1 ≺ yi ≺ x, yet are not comparable in the partial ordering ≺ of F (G). This
follows from computing
piP (y1)(1) = max{min{piP (x)(1), h}, 1} >P 1,
and
piP (y2)(1) = max{min{piP (x)(1), h
−1}, 1} = 1,
while piQ(y1)(1) = 1 and piQ(y2)(1) >Q 1.

Theorem 3.2. [1] Let G be a left orderable group. Then F (G) contains a
basic element if and only if LO(G) contains an isolated point.
Proof. Suppose that
{P} = Ug1 ∩ · · · ∩ Ugn
is an isolated point in LO(G). Then P is the unique left ordering for
which 1 <P gj for all j, and is therefore the unique ordering for which
piP (gj)(1) >P 1 for all j. Therefore, <P is the unique left ordering for which
piP (
∧n
j=1 gj)(1) >P 1, and hence <P is the unique left ordering for which
piP ((
∧n
j=1 gj) ∨ 1)(1) >P 1. It follows that (
∧n
j=1 gj) ∨ 1 is a basic element
of F (G), by Lemma 3.1.
Conversely, if
∨m
i∈I
∧n
j∈J gij is a basic element in F (G), then there is a
unique left ordering <P of G such that piP (
∨m
i∈I
∧n
j∈J gij)(1) >P 1. There-
fore, for some index i, piP (
∧
j∈J gij)(1) = maxj∈J{gij} >P 1, and <P is the
unique left ordering of G for which this inequality holds, for our chosen index
i. In other words, <P is the unique left ordering in which all the elements
gij are positive for our chosen index i, so that
{P} =
⋂
j∈J
Ugij
is an isolated point in LO(G). 
Recall that for any left-orderable groupG, the space LO(G) comes equipped
with a G-action by conjugation, which is an action by homeomorphisms. Set
OrbG(P ) = {gPg
−1|g ∈ G},
and we denote the closure of each such orbit by OrbG(P ). The group action
on the space of left orderings LO(G) has been used to great success in
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investigating the structure of the space of left orderings, see [18], [4], [19],
[20]. However, in most applications, one often asks if a positive cone P
is an accumulation point of its own conjugates in order to show that P is
not an isolated point. Perhaps more useful would be a way of answering
the question: When is Q an accumulation point of the conjugates of some
different positive cone P , that is, Q ∈ OrbG(P )? We find that this question
is equivalent to an algebraic question about the lattice-ordered free group
F (G).
Theorem 3.3. Let G be a left orderable group, and let P,Q ∈ LO(G) be
given. Then Q ∈ OrbG(P ) if and only if ker(piP ) ⊂ ker(piQ).
Proof. Suppose that ker(piP ) ⊂ ker(piQ), and that Q lies in the basic open
set
⋂n
j=1 Ugj . We must show that some conjugate of P lies in this open set
as well.
Consider the element (
∧n
j=1 gj) ∨ 1 in F (G). As Q ∈
⋂n
j=1 Ugj , we know
that gj >Q 1 for all j, and hence we find that
piQ((
n∧
j=1
gj) ∨ 1)(1) = max{min{gj}, 1} = min{gj} >Q 1.
Therefore, (
∧n
j=1 gj)∨ 1 is not in the kernel of the map piQ, and so from our
assumption it is not in the kernel of the map piP . Thus, there exists h ∈ G
such that piP ((
∧n
j=1 gj) ∨ 1)(h) 6= h, and we compute
piP ((
n∧
j=1
gj) ∨ 1)(h) = max{min{gjh}, h} >P h,
so that gjh >P h for j = 1, · · · , n. Therefore, h
−1gjh >P 1, and hence
h−1gjh ∈ P for all j. This is equivalent to gj ∈ hPh
−1 for all j, or hPh−1 ∈⋂n
j=1 Ugj , so that Q is an accumulation point of the orbit of P .
On the other hand, suppose that Q ∈ OrbG(P ), and let
∨
i∈I
∧
j∈J gij be
any element of F (G) such that piQ(
∨
i∈I
∧
j∈J gij) 6= 1. There are two cases
to consider, in order to show that
∨
i∈I
∧
j∈J gij /∈ ker(piP ).
Case 1. There exists i such that piQ(
∧
j∈J gij)(h) >Q h for some h ∈ G.
Then minj gijh >Q h, and therefore h
−1gijh ∈ Q for all j, hence Q ∈⋂
j∈J Uh−1gijh. By assumption, we can choose f ∈ G such that fPf
−1 ∈⋂
j∈J Uh−1gijh, so that h
−1gijh ∈ fPf
−1 for all j. In other words, f−1h−1gijhf >P
1 for all j, so that gijhf >P hf for all j.
Now, we may compute
piP (
∨
i∈I
∧
j∈J
gij)(hf) >P piP (
∧
j∈J
gij)(hf) = min
j
{gijhf} >P hf.
We conclude that
∨
i∈I
∧
j∈J gij /∈ ker(piP ).
Case 2. For all i, piQ(
∧
j∈J gij)(h) ≤Q h for all h ∈ G. Then in particular,
we may choose h ∈ G such that piQ(
∧
j∈J gij)(h) <Q h for every i ∈ I
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(strict inequality), since the image of
∨
i∈I
∧
j∈J gij must act nontrivially on
(G,<Q).
Now with h as above, we observe that for every index i there exists an
index j such that gijh <Q h. Thus, for every i, we may choose hi from the
set of elements {gij}j∈J , so that hi satisfies hih <Q h. Then each hi satisfies
h−1hih <Q 1, so that Q ∈
⋂
i∈I Uh−1h−1
i
h
. We may therefore choose f ∈ G
so that fPf−1 ∈
⋂
i∈I Uh−1h−1
i
h
, in other words, f−1h−1h−1i hf >P 1 for all
i ∈ I. It follows that f−1h−1hihf <P 1 and so hihf <P hf for all i ∈ I.
Thus, we find that for every i ∈ I,
piP (
∧
j∈J
gij)(hf) = min
j
{gijhf} ≤P hihf <P hf,
where the inequality minj{gijhf} ≤P hihf follows from the fact that hi lies
in the set {gij}j∈J .
Thus, when we take a (finite) maximum over all i, we compute that
piP (
∨
i∈I
∧
j∈J gij)(hf) = minj{gijhf} for some i, and hence
piP (
∨
i∈I
∧
j∈J
gij)(hf) = min
j
{gijhf} ≤P hihf <P hf.
It follows that piP (
∨
i∈I
∧
j∈J gij) is nontrivial, and the claim is proven. 
Corollary 3.4. For a given positive cone P in a left orderable group G,
OrbG(P ) = LO(G) if and only if piP : F (G) → Aut(G,<P ) is injective.
Proof. It is clear that if piP : F (G) → Aut(G,<P ) has trivial kernel, then
OrbG(P ) = LO(G) by Theorem 3.3.
For the other direction, suppose that OrbG(P ) = LO(G). From Theo-
rem 3.3 we deduce the containment ker(piP ) ⊂
⋂
Q∈LO(G) ker(piQ). How-
ever, from Proposition 2.1 we find that
⋂
Q∈LO(G) ker(piQ) = {1}, so that
ker(piP ) = {1}. 
Thus, for a given left orderable group G, injectivity of some map piP :
F (G) → Aut(G,<P ) for some ordering P ∈ LO(G) tells us a great deal
about the structure of LO(G).
Proposition 3.5. Let G be a left orderable group, and suppose that there
exists P ∈ LO(G) such that piP is injective. Then LO(G) contains no
isolated points.
Proof. If the map piP is injective, then we know that we may write LO(G) =
OrbG(P ), and so only those points in OrbG(P ) itself are possibly isolated in
LO(G), which can only happen if P itself is isolated.
Supposing that P is an isolated point, it follows that P−1 is also an
isolated point in LO(G), and hence P−1 ∈ OrbG(P ); so we may write P
−1 =
gPg−1 for some g ∈ G, with g different from the identity. This is impossible,
for supposing g ∈ P yields (upon conjugation by g) g ∈ gPg−1 = P−1.
Similarly, g ∈ P−1 is impossible, so that P is not isolated. 
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From Theorem 3.3, we now have a bijection between certain normal sub-
groups of F (G) and certain closed subsets of LO(G). Specifically, if K is the
kernel of the map piP , we can associate to K the closed set OrbG(P ). Note
that if piQ is some other map with kernel K, then OrbG(Q) = OrbG(P ),
so that the closed set associated to K is well-defined. Inclusion of ker-
nels ker(piP ) ⊂ ker(piQ) yields a reverse inclusion of associated subsets,
OrbG(Q) ⊂ OrbG(P ).
It is well known that the space LO(G) is compact [22], and this fact has
been used to great success: In [15], compactness is the key ingredient in
showing that no group has countably many left orderings (which has been
proven again recently in [19]), and in [17], compactness is used to show that
a left orderable group is amenable if and only if it is locally indicable. In
our present setting, compactness of the space of left orderings yields the
following:
If G is a left orderable group, let SG denote the set of all normal subgroups
of F (G) that occur as the kernel of some map piP : F (G) → Aut(G,<P ),
where P ranges over all positive cones in LO(G) for some left orderable
group G. The set SG is partially ordered by inclusion.
Proposition 3.6. Every chain in SG has an upper bound, in particular, SG
has a maximal element.
Proof. Let T be a subset of LO(G) such that {ker(piP )}P∈T is a totally
ordered subset of SG. Observe that OrbG(P ) ⊂ OrbG(Q) if and only if
ker(piQ) ⊂ ker(piP ), and thus {OrbG(P )}P∈T is a nested collection of closed
subsets of LO(G). In particular, this nested collection of sets has the finite
intersection property. For if P1, · · · , Pn is some finite subset of T , upon
renumbering if necessary, we may assume that OrbG(P1) ⊂ · · · ⊂ OrbG(Pn),
from which it is obvious that P1 is contained in their intersection.
Thus, the intersection ⋂
P∈T
OrbG(P )
is nonempty, as LO(G) is compact. Choosing any positive cone R from this
intersection yields a closed set OrbG(R) that lies in OrbG(P ) for every P
in T , and hence ker(piP ) ⊂ ker(piR) for every P in T . It now follows from
Zorn’s lemma that SG contains a maximal element. 
The following is a standard definition in the theory of dynamical systems.
Definition 3.7. A nonempty set U in LO(G) is said to be a minimal in-
variant set if U is closed and G-invariant, and for every closed G-invariant
set V in LO(G), U ∩ V 6= ∅ implies U ⊂ V .
The equivalence of (1) and (2) in the following proposition is a standard
result from the theory of dynamical systems ([6], pp. 69-70).
Proposition 3.8. For any nonempty closed subset U of LO(G), the follow-
ing are equivalent:
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(1) U is a minimal invariant set
(2) for every P ∈ U , U = OrbG(P )
(3) U = OrbG(P ) for some P ∈ LO(G) whose kernel is maximal in SG.
Proof. (1) if and only if (2). Suppose that U is a minimal invariant set,
and let P ∈ U be given. Then OrbG(P ) ⊂ U , since U is closed and G-
invariant. Since U is small, this implies U ⊂ OrbG(P ), and so U = OrbG(P ).
Conversely, suppose that (2) is satisfied and let V be some other closed, G-
invariant set such that U ∩ V is nonempty. Choose Q ∈ U ∩ V , and observe
that U = OrbG(Q) ⊂ V , since V is closed and G-invariant. Therefore U is
a minimal invariant set.
(2) if and only if (3). Suppose property (2) holds, and let P ∈ U be
given, and suppose that ker(piP ) ⊂ ker(piQ) for some Q ∈ LO(G). Then by
Theorem 3.3 Q ∈ OrbG(P ) = U , and hence, by condition (2), OrbG(Q) =
U = OrbG(P ). It follows that ker(piP ) = ker(piQ) is maximal. Conversely,
suppose (3) and let P ∈ U be given. Then for any other Q in U = OrbG(P ),
we have ker(piP ) ⊂ ker(piQ) by Theorem 3.3. Since ker(piP ) is maximal, this
gives ker(piQ) = ker(piP ) and (2) follows. 
We can now see that Proposition 3.6 mirrors a standard proof of the
existence of minimal invariant sets, see for example [6] Theorem 3.12. It
is also clear from the above characterization that ker(piP ) is maximal if P
is the positive cone of a bi-ordering (so OrbG(P ) = {P}) , or if <P is a
bi-ordering when restricted to some finite index subgroup H ⊂ G (for then
OrbG(P ) is finite).
We may apply the notion of minimal invariant sets to provide yet an-
other proof that no left orderable group has countably infinitely many left
orderings.
Proposition 3.9. Let G be a left orderable group, and let U be a minimal
invariant subset of LO(G). Then U is finite, or uncountable.
Proof. Suppose that U is not finite. If U is infinite and contains no isolated
points, then U is uncountable, as U is a compact Hausdorff space [Theorem
2-80, [11]]. Thus, suppose that U contains an isolated point, and we will
arrive at a contradiction. Note that in this context, “isolated point” means
isolated in U , not isolated in LO(G).
Choose P in U . By (2) of Proposition 3.8, U = OrbG(P ), and it follows
that P itself must be an isolated point (and hence every point in OrbG(P )
is isolated). Since U is compact, the set of conjugates OrbG(P ) must accu-
mulate on some Q ∈ U , moreover, Q does not lie in OrbG(P ), since Q is not
isolated. We again apply (2) of Proposition 3.8 to find that U = OrbG(Q),
and it follows that P cannot be an isolated point, a contradiction. 
Corollary 3.10. For any group G, LO(G) is either finite or uncountable.
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Proof. Given any left orderable group G, by Proposition 3.6, there exists P ∈
LO(G) whose kernel is maximal in SG. Correspondingly, the set OrbG(P )
is a minimal invariant set, and hence it is either finite, or uncountable.
Assuming OrbG(P ) is finite, we must have that OrbG(P ) is finite, and
hence the stabilizer StabG(P ) is a finite index subgroup of G that is bi-
ordered by the restriction of the left ordering <P . It follows that G is
locally indicable [21], and hence has uncountably many left orderings, by
[23]. 
It should be noted that this proof is very similar to the proof of Peter
Linnell, given in [15]. The crucial difference in our proof is that some difficult
topological arguments have been replaced by an application of Zorn’s lemma.
It does not appear that a clean topological statement will characterize
precisely those closed sets that occur as OrbG(P ) for some ordering whose
associated kernel is minimal in SG. We do, however, have the following
observation.
Proposition 3.11. Let G be a left orderable group, and let P in LO(G) be
an isolated point. Then ker(piP ) is minimal in SG.
Proof. Suppose that ker(piQ) ⊂ ker(piP ) for some Q ∈ LO(G). Then P ∈
OrbG(Q) by Theorem 3.3, but P is isolated, so P ∈ OrbG(Q). Therefore Q
is conjugate to P , and so Q ∈ OrbG(P ), and ker(piP ) ⊂ ker(piQ) by Theorem
3.3. Thus ker(piQ) is equal to ker(piP ), so that ker(piP ) is minimal. 
Not every minimal kernel in SG corresponds to an isolated point in LO(G).
In the next section, we will see that with G = Fn, the free group on n gen-
erators, SFn contains a minimal kernel ([12], [13]) that does not correspond
to an isolated point.
4. Examples
4.1. The free group. It now follows easily from work of Kopytov that
LO(Fn) contains a dense orbit under the conjugation action by Fn. This
case appears to be the first known example of a left ordering (of any group)
whose orbit is dense in the space of left orderings.
Corollary 4.1. Let Fn denote the free group on n > 1 generators. There
exists P such that OrbFn(P ) = LO(Fn).
Proof. There exists a left ordering of Fn with positive cone P such that
piP : F (G) → Aut(G,<P ) is injective ([12], [13]), and we apply Corollary
3.4. 
We may apply Proposition 3.5 and Theorem 3.2 to arrive at a new proof
of the following corollary (see [16], [18] for alternate proofs).
Corollary 4.2. The space LO(Fn) has no isolated points for n > 1. Equiv-
alently, F (Fn) has no basic elements for n > 1.
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Recall that the Conradian soul of a left ordering is the largest convex
subgroup on which the restriction ordering is Conradian [18]. It was shown
in [16] and [8] that the construction of Kopytov can be improved so that the
map piP is injective, and the left ordering <P of Fn has no convex subgroups.
Consequently, the Conradian soul of the ordering <P must be trivial, and
so P is an accumulation point of its own conjugates in LO(Fn) [18], [4].
It is worth noting that McCleary’s construction in [16] of a faithful o− 2
transitive action of F (Fn) on some linearly ordered set is much stronger than
is needed to conclude that F (Fn) has no basic elements; yet [16] appears to
contain the first proof of this fact appearing in the literature.
4.2. Left orderable groups with all left orderings Conradian. In the
case that all left orderings of a given left orderable group G are Conradian,
we may highlight two cases of interest. First we will observe that no finitely
generated group G, all of whose left orderings are Conradian, can have a
dense orbit in LO(G). Second, we will show that if we allow the group to
be infinitely generated, then it may be the case that every orbit in LO(G) is
dense. Recall that, for example, every left ordering of a torsion free locally
nilpotent group is Conradian [2], [3].
An element g in a left ordered group G with ordering < is cofinal if for
every h in G, there exists n ∈ Z such that g−n < h < gn.
Proposition 4.3. Suppose that G is a left orderable group, and suppose that
g is cofinal in <P , for some P ∈ LO(G). Then P
−1 is not in OrbG(P ).
Proof. Suppose that g >P 1 is cofinal, and let 1 <P h ∈ G be given. Choose
an integer n so that h <P g
n, and observe that 1 <P h
−1gn, and hence
1 <P h
−1gnh, since h is positive. Therefore 1 <P h
−1gh, and so h <P gh.
On the other hand, if h is negative, we similarly conclude that h <P gh, and
thus piP (g ∧ 1)(h) = h for all h ∈ G, so that g ∧ 1 ∈ ker(piP ). On the other
hand, in the reverse ordering with positive cone P−1, we find h >P−1 gh for
all h ∈ G, so that piP−1(g ∧ 1)(h) <P−1 h for all h ∈ G, so that g ∧ 1 6= 1 in
F (G). Thus the map piP is not injective, and in particular, ker(piP ) is not
contained in ker(piP−1). By Theorem 3.3, P
−1 is not in OrbG(P ). 
Corollary 4.4. Let G be a finitely generated group, all of whose left order-
ings are Conradian. Then LO(G) does not contain a dense orbit.
Proof. Let P be any positive cone in a finitely generated group G. Since the
associated left ordering <P is Conradian, there exists a convex subgroup
C ⊂ G such that G/C is abelian, and the induced ordering on G/C is
Archimedean. Every element in G \ C is then cofinal in the left ordering
<P , and the claim follows. 
Next, we consider the group
T∞ = 〈xi, i ∈ N : xi+1xixi+1 = x
−1
i , xixj = xjxi for |i− j| > 1〉.
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Note that each subgroup Tn = 〈x1, · · · , xn〉 has only 2
n left orderings, as it
is one of the Tararin groups, as described in [14], Theorem 5.2.1. Moreover,
the convex subgroups of any left ordering of Tn are precisely Ti ⊂ Tn for
i ≤ n, and so the convex subgroups of T∞ are exactly Ti for i ∈ N, for any
left ordering of T∞. The orderings of T∞ are all Conradian, with convex
jumps Ti+1/Ti ∼= Z. Given any positive cone P ∈ LO(T∞), it is therefore
determined by the signs of the generators xi, which we record in a sequence
ε = (±1,±1, · · · )
writing +1 in the i-th position if xi is in P , and −1 otherwise. We then
write P = Pε. With this notation, we observe that xi+1Pεx
−1
i+1 = Pε′ , where
ε′ differs from ε only in the sign of the i-th entry (this follows from the
defining relations of the group T∞, and corresponds to the idea of “flipping”
the ordering on the i-th convex jump).
Proposition 4.5. Let P ∈ LO(T∞) be any positive cone. Then LO(T∞) =
OrbT∞(P ).
Proof. Let Pε1 and Pε2 be two positive cones in LO(T∞). It is enough to
show that for every n ∈ N, there exists g ∈ T∞ such that gPε1g
−1 ∩ Tn =
Pε2 ∩ Tn, so that the associated left orderings agree upon restriction to the
subgroup Tn.
The proof is a simple induction. First, note that there exists a conjugate
of Pε1 that agrees with Pε2 upon restriction to the subgroup T1 = 〈x1〉: if
ε1 and ε2 agree in the first entry, then Pε1 and Pε2 agree on T1, whereas if
ε1 and ε2 disagree in the first entry, then x2Pε1x
−1
2 and Pε2 agree on T1.
For induction, suppose that Q is a conjugate of Pε1 with associated se-
quence ε′1 first differing from ε2 in the n-th entry, so that Q ∩ Tn−1 =
Pε2 ∩ Tn−1. Then xn+1Qx
−1
n+1 will have associated sequence ε
′′
1 that agrees
with ε2 in the sign of the n-th entry. Thus the conjugate xn+1Qx
−1
n+1 of Pε1
agrees with Pε2 upon restriction to the subgroup Tn, and the result follows
by induction. 
4.3. The braid groups. The braid groups Bn, n > 2 also provide an in-
teresting class of examples, as their spaces of left orderings are known to
contain isolated points [9], [18], [4].
Proposition 4.6. For n > 2, the space LO(Bn) contains no dense orbit.
Proof. This follows immediately from Proposition 3.5, in light of the fact
that LO(Bn) contains isolated points. 
As an alternative way of proving Proposition 4.6, recall that the center
of the braid group Bn, for n > 1, is infinite cyclic with generator ∆
2
n. Here,
∆k := (σk−1σk−2 · · · σ1)(σk−1σk−2 · · · σ2) · · · (σk−1σk−2)(σk−1)
is the Garside half-twist. It is well known that ∆2n is cofinal in any left
ordering of Bn [7], from which is follows by Proposition 4.3 that LO(Bn)
contains no dense orbit.
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