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Abstract—In this paper, we consider a status updating system
where the transmitter sends status updates of the signal it
monitors to the destination through a rate-limited link. We
consider the scenario where the status of the monitored signal
only changes at discrete time points. The objective is to let the
destination be synchronized with the source in a timely manner
once a status change happens. What complicates the problem is
that the transmission takes multiple time slots due to the link-
rate constraint. Thus, the transmitter has to decide to switch or
to skip a new update when the status of the monitored signal
changes and it has not completed the transmission of the previous
one yet. We adopt a metric called “Age of Synchronization”
(AoS) to measure the “dissatisfaction” of the destination when
it is desynchronized with the source. Then, the objective of
this paper is to minimize the time-average AoS by designing
optimal transmission policies for the transmitter. We formulate
the problem as a Markov decision process (MDP) and prove the
multi-threshold structure of the optimal policy. Based on that,
we propose a low computational-complexity algorithm for the
MDP value iteration. We then evaluate the performance of the
multi-threshold policy through simulations and compare it with
two baseline policies and the AoI-optimal policy.
Index Terms—Age of synchronization, preemptive policies,
structured value iteration, threshold structure.
I. INTRODUCTION
The ubiquitous network connectivity has enabled real-time
status monitoring and control in various applications, such as
smart home, autonomous driving, smart grids, etc. In such
applications, ensuring timely delivery of status updates to the
controller is of critical importance for the stability, safety and
efficiency of the system. On the other hand, the underlying
network infrastructure usually cannot support instantaneous
delivery of the status update data. It thus calls for universal
metrics to measure the freshness of the status information
available at the controller.
Recently, a few metrics have been introduced to measure
information freshness. Among them, the most prevalent one
is Age of Information (AoI). Specifically, AoI is defined as
the time that has elapsed since the freshest update at the
destination was generated. The AoI has been characterized
in various queuing models, such as the single-source-single-
user system with different queue disciplines in [1], [2] and
the multiple-source system with queue management in [3].
Scheduling policies for AoI minimization are investigated for
broadcast channels in [4]–[7], for multiple-access systems in
[8] and [9], respectively. AoI in energy harvesting systems
has been studied in [10]–[13]. When the transmssion time
of updates is non-negligible or not a single time slot, it is
proved in [14] that the average AoI achieved by last-come-
first-served (LCFS) with preemption discipline is lower than
that of LCFS without preemption. In [15]–[17], the AoI under
the last-generated-first-served (LGFS) policy without and with
preemption are compared. The optimal policies of preemption
for average AoI minimization for a link-rate constrained status
updating system is studied in [18] and [19]. In [20], the
preemption policy for AoI minimization in cloud computing
is investigated.
AoI as a universal metric is effective in capturing the
information freshness in systems where the underlying status
changes continuously in time and the corresponding time-
domain structure is hard to model. However, in many appli-
cations, the monitored signal may only change sporadically
in time, e.g., for platooning in autonomous driving, vehicles
are moving at a constant speed until some driving condition
changes. For such scenarios, as long as the status of the system
does not change after the controller receives the update about
the last status change, the information at the controller is still
“fresh”. In other words, the information freshness should not
be measured by the time that has elapsed since the generation
of the latest received update. Rather, it is related to the
time that has elapsed since a status change happens at the
source and information at the controller becomes outdated. In
observation of this, a metric called “Age of Synchronization”
(AoS) is proposed in [21]. It refers to the duration since the
destination became desynchronized with the source. With this
definition, the AoS in a multiple-user cache system under a
given refresh rate constraint is analyzed, and a near-optimal
rate allocation policy is proposed. In [22], a lower bound of
the time-average AoS in the broadcast network is calculated
and an index based policy for AoS minimization is proposed
to approximate the optimal solution to an MDP based formula-
tion. In the same spirit, another metric called “Age of Incorrect
Information” (AoII) is proposed in [23]. AoII takes both the
time that the monitor is unaware of the correct status of the
system and the difference between the current estimate at the
monitor and the actual state of system into the definition. With
particular penalty functions, AoII reduces to AoS. In [24] and
[25], the definition of AoI has been extended to account for
the state changes of the monitored stochastic process.
In this paper, we investigate the AoS in a discrete-time
single-source single-destination system under a link rate con-
straint. Different from [22] and [23], we assume it takes
multiple time slots to finish the transmission of each update
and only one update can be transmitted in each slot. The
transmitter should make decisions to skip or to switch when
there is a new update generated and the current transmission
is unfinished yet. We focus on the Markovian policies, and
formulate the problem as a Markov decision process. We prove
the optimal policy has a multi-threshold structure, based on
which we propose a structured value iteration policy to reduce
the computational complexity.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a single-link status monitoring system where
a transmitter keeps sending time-stamped status updates to
a monitor. The time axis is discretized into slots. At the
beginning of each time slot, the status of the observed process
may change according to an i.i.d. Bernoulli process {at} with
parameter p. Once a status change happens, a status update is
generated at the source.
To simplify the analysis, as the first step, we assume that
the updates are of the same size, and it takes b time slots
to transmit one update to the destination. We assume the
transmitter can transmit only one update at any time slot, and
there is no buffer at the transmitter. Let wt ∈ {0, 1} be a binary
decision variable. If a new update arrives at the transmitter
during a busy slot, the transmitter should decide either to drop
the new update and keep transmitting the previous one, which
is termed as skip with wt = 0, or to drop the unfinished update
and switch to the new one, which is termed as switch with
wt = 1. We label the updates in the order of their generation
times and use Tm to denote the generation time of the m-th
update. Denote D(t) as the index of the latest update received
by the monitor at the beginning of the t-th time slot. Then the
age of synchronization is defined as
AoS(t) := (t− TD(t)+1)
+, (1)
where TD(t)+1 refers to the time when the source generates
a new update after D(t) and the destination becomes desyn-
chronized, and (x)+ = max(x, 0).
In order to capture the state of the system, we introduce
the AoS at the transmitter as well. Specifically, let K(t) be
the index of the latest update the transmitter transmits. Then
the AoS at the transmitter is denoted as (t − TK(t)+1)
+. If
the transmitter switches to a new update once it is generated,
the AoS at the transmitter is zero; otherwise, if it skips a
new update, the transmitter becomes desynchronized with the
source, and its AoS starts growing.
Let Si be the time slot that the destination has been updated
successfully for the i-th time, where i = 0, 1, 2, · · · . Without
loss of generality, we assume S0 = 0. Sis partition the time
axis into epochs, where the length of the ith epoch is denoted
as Li := Si − Si−1.
Depending on the evolution of the monitored process,
two scenarios may happen when the destination receives
an updates. For the first scenario, the update arriving at
Fig. 1. Evolution of the AoS at the transmitter and at the destination with
b = 4. Once an update is received at the destination, the AoS at the destination
is reset to the AoS at the transmitter.
the monitor is the latest update generated by the monitored
process, which is regarded as a “fresh” update. Therefore, the
monitor is synchronized to the observed process successfully
and AoS(Si) = 0. It will not increase until the monitored
process changes. On the other hand, if the monitored process
changes during the transmission of the latest received update,
the monitor will not be synchronized with the monitored
process, thus AoS(Si) > 0. For both scenarios, AoS(t) will
be increased by 1 for each time slot of desynchronization.
Finally, when a new update is delivered to the monitor, this
epoch ends and a new one begins. The evolution of AoS is
shown in the Fig. 1.
Let Xi,1 be the time between Si and the first update
generation time after it. Then, the area under the AoS curve
during the i-th epoch, Ri, is given by
Ri =
{
1
2 (Li −Xi,1)
2, AoS(Si−1) = 0,
AoS(Si−1)Li +
1
2L
2
i , AoS(Si−1) > 0.
(2)
Let M(T ) be the number of successfully received updates
over (0, T ]. Therefore, the cumulative AoS experienced by the
monitor over (0, T ] can be expressed as R(T ) =
∑M(T )
m=1 Ri+
r, where
r ,
{
1
2 [(T − T
′)+]2, if AoS(SM(T )) = 0,
AoS(SM(T ))∆T +
1
2∆
2
T , if AoS(SM(T )) > 0,
(3)
and T ′ = SM(T ) +XM(T )+1,1, ∆T = T − SM(T ).
We consider a set of online policies Π, in which the
information available for determining wt includes the decision
history {wi}
t−1
i=1 , the update generation profile {ai}
t
i=1, as well
as the generation rate p. Our objective is to solve the following
problem:
min
pi∈Π
lim sup
T→∞
E
[
R(T )
T
]
, (4)
where the expectation is taken with respect to the random
update generation process.
III. MDP FORMULATION
Before formulating the MDP, we define a subset of online
policies named persistent policies as follows,
Definition 1 (Persistent Policy). Under an online policy pi ∈
Π, if the transmitter always keeps transmitting an update until
the transmission is finished, or until the generation of a new
update, i.e., it will not drop an unfinished update if no new
update is generated, then this policy is a persistent policy.
We can show that the optimal online policy that solves (4)
is a persistent policy. This is because if the optimal policy
is not persistent, we can always construct a persistent policy
to reduce the corresponding AoS. Therefore, we restrict to
persistent policies in the following.
To make the optimization in (4) tractable, we focus on
Markovian policies, under which the decision only depends
on the current state. The MDP is formulated as follows:
States: Denote the AoS at the destination and at the trans-
mitter, and the remaining transmission time of the unfinished
update at the beginning of time slot t as dt, δt and lt,
respectively. Let at ∈ {0, 1} denote whether a new update is
generated at the source at the beginning of time slot t. Then,
the state of the MDP at the beginning of time slot t is denoted
as st := (dt, δt, lt, at).
We note that dt = δt if and only if lt = 0, which happens
when the transmission of an update is finished and the desti-
nation is synchronized with the source. Otherwise, the update
at the destination is more outdated than that at the transmitter,
suggesting δt < dt. Moreover, the past transmission time of
the current update b− lt should be smaller than dt, since there
may be multiple updates generated after the desynchronization
occurs at the destination. Besides, b−lt must be larger than δt,
since the desynchronization at the transmitter always occurs
after the beginning of the current transmission. Therefore, for
any valid busy state with lt > 0, we must have δt < b−lt ≤ dt,
while for any valid idle state with lt = 0, we must have
δt = dt.
Actions: wt ∈ {0, 1}. At the beginning of time slot t, if
at = 1, when wt = 0, the transmitter skips the new update,
and when wt = 1, the transmitter begins to send the new
update. If at = 0, we must have wt = 0.
Transition Probabilities: First, we note that at+1 evolves
according to an independent Bernoulli random variable with
parameter p. Then, based on at and wt, we divided the states
into two categories:
• at = 0 or wt = 0: When there is no new update generated
at the source or a new update is generated but dropped,
the transmitter will continue its previous operation, i.e.,
either transmitting an unfinished update, or being idle.
Thus, we have
dt+1 =


dt + 1, lt 6= 1 and (dt > 0 or at = 1),
δt + 1, lt = 1 and δt > 0,
0, otherwise.
δt+1 =
{
δt + 1, δt > 0 or at = 1,
0, otherwise.
lt+1 = (lt − 1)
+.
(5)
• at = 1, wt = 1: If there is a new update generated
at the source and the transmitter decides to switch, the
transmitter will be refreshed and the destination becomes
desynchronized. Thus,
dt+1 = dt + 1, δt+1 = 0, lt+1 = b− 1. (6)
Cost: Let C(st;wt) be the instantaneous AoS at the desti-
nation under state st, i.e., C(st;wt) = dt.
IV. STRUCTURAL PROPERTIES OF THE OPTIMAL POLICY
In this section, we prove the multi-threshold structure of
the optimal policy, based on which we propose a low compu-
tational complexity algorithm for value iteration to solve the
MDP. We first introduce an α-discounted MDP as follows:
V α(s) = min
w∈W(v)
C(s;w) + αE[V α(s′)|s, w], (7)
where 0 < α < 1. It has been shown that the optimal policy
to minimize the long-term average cost can be obtained by
solving (7) when α → 1. We start with the following value
iteration formulation with V α0 (s) = 0, ∀s:
V αn+1(s) = min
w∈W(s)
C(s;w) + αE[V αn (s
′)|s, w], (8)
where the set of allowable actionsW(s) will be specified later.
In addition, we denote the state-action value functions as
follows
Qα(s;w) := C(s;w) + αE[V α(s′)|s, w], (9)
Qαn(s;w) := C(s;w) + αE[V
α
n (s
′)|s, w]. (10)
When a = 0, i.e., there is no new update generated in the
current slot, the transmitter can only choose to continue its
previous operation. Thus,
V αn+1(d, δ, l, 0) = Q
α
n(d, δ, l, 0; 0). (11)
Otherwise, when a = 1, there is a new update generated at
the current time slot, and the transmitter can choose to switch
or to skip. Thus,
V αn+1(d, δ, l, 1) = min
w∈{0,1}
Qn(d, δ, l, 1;w). (12)
A. Monotonicity of the Value Function
Lemma 1. Ea[V
α
n (d1, δ1, l1, a)] ≤ Ea[V
α
n (d2, δ2, l2, a)] if
V αn (d1, δ1, l1, a) ≤ V
α
n (d2, δ2, l2, a), for a ∈ {0, 1}.
Lemma 1 can be shown directly based on the definition of
expectation, and it is a fundamental building block for the
proofs of the remaining lemmas.
Lemma 2. For any valid busy state s ∈ S, V αn (d, δ, l, a) is
monotonically increasing in d at every iteration n.
Lemma 3. For any valid idle state (d, d, 0, a), V αn (d, d, 0, a)
is monotonically increasing in d at every iteration n.
Due to space limitation, we omit the proofs of the lemmas
in this paper. With Lemmas 2 and 3, we can prove the
monotonicity of the value function in δ as follows.
Lemma 4. For any valid busy state s ∈ S, V αn (d, δ, l, a) is
non-decreasing in δ at every iteration n.
With Lemmas 2-4, we obtain the following properties for
the value function for busy and idle states as follows.
Lemma 5. For any valid busy state s ∈ S with l > 0,
V αn (d, δ, l, a) ≤ V
α
n (d, d, 0, a).
Lemma 6. For any valid state s ∈ S with l = 1,
V αn (δ, δ, 0, a) ≤ V
α
n (d, δ, 1, a).
These two lemmas can be intuitively explained as follows.
Lemma 5 indicates that with the same AoS at the destination,
the state in which the transmitter is transmitting an update is
always better than the state in which the transmitter is idle.
This is because the transmission is beneficial to a successful
update at the destination. On the other hand, Lemma 6 suggests
with the same AoS at the transmitter, the state requires one
more slot to update the destination is “worse” than the state
that the destination has just been synchronized, since the
AoS at the destination in the former state is not lower than
that in the latter state, and this relationship holds for any
upcoming state after transition with the same action taken at
the transmitter. With Lemma 6, we can prove the monotonicity
of value function in l as following,
Lemma 7. For any valid state s ∈ S, V αn (d, δ, l, a) is non-
decreasing in l for l > 0 at every iteration n.
Lemma 2, Lemma 4 and Lemma 7 indicate that the value
function has higher value with larger d, δ or l, which are
consistent with our intuition that states with larger AoS at the
destination or the transmitter, or longer remaining transmission
time are less preferable.
B. Multi-threshold Structure of the Optimal Policy
With the monotonicity of the value function in d, δ and
l established, we are ready to obtain the multi-threshold
structure of the optimal policy. Firstly, we show the existence
of the thresholds on l and d as follows,
Lemma 8. If Qαn(d, δ, l, 1; 1) ≤ Q
α
n(d, δ, l, 1; 0), then for any
state s′ = (d, δ, l′, 1) with l′ > l, if valid, we must have
Qαn(d, δ, l
′, 1; 1) ≤ Qαn(d, δ, l
′, 1; 0).
Lemma 9. If Qαn(d, δ, l, 1; 0) ≤ Q
α
n(d, δ, l, 1; 1), then for
any state s′ = (d′, δ, l, 1) with d′ > d, we must have
Qαn(d
′, δ, l, 1; 0) ≤ Qαn(d
′, δ, l, 1; 1).
Lemma 8 suggests that there exists a threshold on l such
that the transmitter will switch to a new update only when the
remaining transmission time for the unfinished update is above
the threshold. Similarly, Lemma 9 suggests the transmitter will
skip a new update only if the current AoS at the destination is
above the threshold. Based on Lemmas 8 and 9, we completely
characterize the structural properties of the optimal policy in
the following theorem.
Theorem 1. Under the optimal policy, for any fixed AoS at
destination d and remaining transmission time l, there exists
a threshold τd,l, such that when δ ≥ τd,l, the optimal action
is to transmit the new update, i.e., w∗(d, δ, l, 1) = 1 and when
δ < τd,l, the optimal action is to continue the transmitter’s
previous action, i.e., w∗(d, δ, l, 1) = 0. Especially, τd,l = b if
the optimal policy for all states with d and l is to skip. Besides,
for any fixed d, the set of thresholds is decreasing in l, i.e.,
τd,1 ≥ τd,2 ≥ · · · ≥ τd,b−1−δ. Similarly, for any fixed l, the
set of threshold is increasing in d, i.e., τb−l,l ≤ τb−l+1,l ≤
· · · ≤ τd,l ≤ · · · .
Proof. First we prove the existence of the threshold τd,l. For
any s ≥ 0, if the optimal policy w∗(d, δ, l, 1) = 1, i.e., the
optimal policy is to switch, we must have
Qα(d, δ, l, 1; 1) =d+ αEa[V
α(d+ 1, 0, b− 1, a)]
≤d+ αEa[V
α(d+ 1, δ + 1, l− 1, a)] (13)
=Qα(d, δ, l, 1; 0), for l > 1.
Qα(d, δ, 1, 1; 1) =d+ αEa[V
α(d+ 1, 0, b− 1, a)]
≤d+ αEa[V
α(δ + 1, δ + 1, 0, a)] (14)
=Qα(d, s, 1, 1; 0).
Then, for any δ′ > δ,
Qα(d, δ′, l, 1; 1) =d+ αEa[V
α(d+ 1, 0, b− 1, a)]
≤d+ αEa[V
α(d+ 1, δ + 1, l− 1, a)] (15)
≤d+ αEa[V
α(d+ 1, δ′ + 1, l− 1, a)] (16)
=Qα(d, δ′, l, 1; 0), for l > 1,
Qα(d, δ′, 1, 1; 1) =d+ αEa[V
α(d+ 1, 0, b− 1, a)]
≤d+ αEa[V
α(δ + 1, δ + 1, 0, a)] (17)
≤d+ αEa[V
α(δ′ + 1, δ′ + 1, 0, a)] (18)
=Qα(d, δ′, 1, 1; 0),
where (15) and (17) are due to (13) and (14) respectively, and
(16)(18) are based on Lemma 4. Thus, for δ′ > δ, the optimal
policy for state (d, δ′, l, 1) is to switch.
Similarly, for any δ > 0, if the optimal policy
w∗(d, δ, l, 1) = 0, i.e., the optimal policy is to skip, we have
Qα(d, δ, l, 1; 0) =d+ αEa[V
α(d+ 1, δ + 1, l− 1, a)]
≤d+ αEa[V
α(d+ 1, 0, b− 1, a)] (19)
=Qα(d, δ, l, 1; 1), for l > 1.
Qα(d, δ, 1, 1; 0) =d+ αEa[V
α(δ + 1, δ + 1, 0, a)]
≤d+ αEa[V
α(d+ 1, 0, b− 1, a)] (20)
=Qα(d, δ, 1, 1; 1).
Then, for any 0 < δ′ < δ, we have
Qα(d, δ′, l, 1; 0) =d+ αEa[V
α(d+ 1, δ′ + 1, l − 1, a)]
≤d+ αEa[V
α(d+ 1, δ + 1, l− 1, a)] (21)
≤d+ αEa[V
α(d+ 1, 0, b− 1, a)] (22)
=Qα(d, δ′, l, 1; 1), for l > 1,
Qα(d, δ′, l, 1; 0) =d+ αEa[V
α(δ′ + 1, δ′ + 1, 0, a)]
≤d+ αEa[V
α(δ + 1, δ + 1, 0, a)] (23)
≤d+ αEa[V
α(d+ 1, 0, b− 1, a)] (24)
=Qα(d, δ′, 1, 1; 1),
where (21) is due to Lemma 4, (22) is based on (19), (23)
follows from Lemma 3, and (24) is due to (20).
Following similar argument, for δ′ = 0, we have
Qα(d, 0, l, 1; 0) =d+ αEa[V
α(d+ 1, 1, l− 1, a)]
≤d+ αEa[V
α(d+ 1, δ + 1, l − 1, a)]
≤d+ αEa[V
α(d+ 1, 0, b− 1, a)]
=Qα(d, 0, l, 1; 1), for l > 1.
Qα(d, 0, l, 1; 0) =d+ αEa[V
α(1, 1, 0, a)]
≤d+ αEa[V
α(δ + 1, δ + 1, 0, a)]
≤d+ αEa[V
α(d+ 1, 0, b− 1, a)]
=Qα(d, 0, 1, 1; 1).
Combining both cases, for any δ′ < δ, the optimal policy
for state (d, δ′, l, 1) is to skip.
Thus, there exists a threshold τd,l for states with fixed d and
l, such that when δ ≥ τd,l, the optimal action w
∗(d, δ, l, 1) = 1
and when δ < τd,l, w
∗(d, δ, l, 1) = 0.
Then we prove the monotonicity of τd,l in l. Consider the
case when l > 1 first. The definition of τd,l indicates that
Qα(d, τd,l, l, 1; 1) ≤ Q
α(d, τd,l, l, 1; 0). (25)
Then, for l′ > l, if the state s = (d, δ, l, 1) is valid, according
to Lemma 8,
Qα(d, τd,l, l
′, 1; 1) ≤ Qα(d, τd,l, l
′, 1; 0), (26)
which suggests that τd,l′ ≤ τd,l. Thus, τd,l is decreasing in l.
Finally, we prove the monotonicity of τd,l in d. For any
fixed d, l, if τd,l = 0, i.e., the optimal policy is to switch,
we have τd+1,l ≥ τd,l = 0 since the minimum value of the
threshold is non-negative. Otherwise, state (d, τd,l − 1, l, 1) is
valid and its optimal policy is to skip. Therefore, according to
Lemma 9, the optimal policy of state (d + 1, τd,l − 1, l, 1) is
to skip as well, which suggests τd+1,l ≥ τd,l. Combining two
cases, the monotonicity of τd,l in d is established.
C. Structured Value Iteration
To reduce the computational complexity, we leverage the
multi-threshold structure during the value iteration procedure,
similar to the structured value iteration algorithm in [19]. We
omit the detailed algorithm for the brevity of the paper.
V. NUMERICAL RESULTS
A. The Multi-threshold Policy
Since the number of states in the original MDP is infinite,
numerical iteration over all states is impractical. Therefore, we
propose an approximate MDP as follows: defining the largest
AoS at the destination as dmax and truncating the state space
of the original MDP as Sm = {s ∈ S : d ≤ dmax}. Then, we
set st+1 as the corresponding capped state if it is outside Sm. It
is shown that the approximate MDP is identical to the original
MDP when dmax → ∞ [26]. Thus, when implementing the
structured value iteration, we set b = 10, dmax = 400 and
α = 0.9999.
Fig. 2 shows the thresholds on δ with fixed d and l. For
any state s = (d, δ, l, 1), the optimal action is to switch if δ is
above the bar located at the corresponding d and l, otherwise
the optimal action is to skip. We note that the thresholds
are monotonically increasing in d and decreasing in l, as
predicted by Theorem 1. Besides, as the update generation
rate p increases, the optimal policy is more inclined to skip at
the same state.
B. Performance Comparison
We evaluate the average AoS under the optimal policy, the
AoI-optimal policy and two baseline policies, always skip and
always switch, over 107 time slots. Under the always skip
policy, the transmitter will always drop the new update if
there is a update being transmitted, while under the always
switch policy, the transmitter will always drop the update being
transmission and switch to the new update. Besides, in order to
examine the difference between AoS and AoI, we also study
the AoI performance under those policies as well as the AoI-
optimal policy in [19] under the same setting. The result is
shown in Fig. 3.
We notice that when the generation rate p→ 1, the average
AoS under the always switch policy becomes unbounded,
while those under the AoS-optimal policy and the always
skip policy tend to be identical. The results can be intuitively
explained as follows: when the updates are generated at the
source frequently, the greedy policy, which prefers to finish the
current transmission and decrease the AoS at the destination
as soon as possible, will be optimal. The optimal policy
thus behaves the same as the always skip policy with high
probability. On the other hand, when the transmitter always
switches to new updates, it will not be able to finish the
transmission of any update over long periods of time, leading
to constantly growing AoS at the destination.
We also notice that in Fig. 3, when the generation rate p
is small, the average AoS under the AoS-optimal policy and
the always switch policy tend to be the same, which is lower
than that under the always skip policy. This is because when
p is small, the chance that a new update is generated when
the transmitter is busy is small. Thus, the AoS-optimal policy
behaves similarly to the always switch policy.
As for the AoI-optimal policy, when the generation rate
p → 1, the average AoS under it tends to be identical to
those under the AoS-optimal policy and always skip policy.
But when the generation rate p is small, the average AoS
under it is larger than those under the AoS-optimal policy
and always switch policy. Thus, the optimal policy for AoI
minimization is not efficient for AoS minimization.
For the average AoI performance, all policies, including
the AoI-optimal policy, the AoS-optimal policy and the two
baseline policies, perform closely when p is small. When
p→ 1, all policies except always switch perform similarly.
Perhaps the most interesting distinction between AoS and
AoI lies in the different trending curves as the update gen-
eration rate p increases: the minimum AoI monotonically
decreases as p increases, while the minimum AoS exhibits the
Fig. 2. Thresholds on δ with different generation rate p.
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Fig. 3. Average AoS and AoI with different generation rate p.
opposite trend. This is because AoI only depends on the age of
the freshest information at the destination without considering
the underlying status evolution. Thus, any information ages
linearly in time since its generation. Correspondingly, lower
generation rate increases the duration between two successful
updates at the destination, leading to higher AoI. AoS, on the
other hand, depends on the “change” of the system status.
Thus, lower generation rate implies that each update can stay
fresh for a longer time, and the AoS is actually lower.
VI. CONCLUSIONS
In this paper, we investigate timely synchronization in a
status monitoring system with occasional status changes at the
source. We adopt the metric AoS and formulate the problem
as an MDP. Theoretical analysis shows the optimal policy has
a multi-threshold structure. Numerical results corroborate the
theoretical results.
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