Cattle body temperatures were measured under semi-controlled hot cyclic chamber temperatures. The four-parameter nonlinear PET model, is used to estimate body temperature in cattle challenged by heat stress. For each steer, the parameters can be estimated by the Nlin procedure and the sensitivity of each animal can be studied. It is also desirable to generalize the results by using the Nlmixed procedure to combine both the fixed and random effects. When comparing the results from the two procedures, we found heterogeneity among animals and/or days caused convergence problems for proc Nlmixed. Simulation studies were used to study how deviations from homogeneity effected the accuracy of parameter estimates, coverage of confidence intervals, and measures of nonlinear behavior when using the PET model to describe the dynamics of heat stress in cattle.
INTRODUCTION
Environmental discomfort in the form of excessive heat load (heat stress) can represent a sizeable economic loss to cattle feeders through reduced and, in extreme cases, death of cattle. When cattle are under heat stress, air temperature, Ta, appears to be a principal driving force influencing body temperature. A four parameter model, termed the PET model (Parkhurst et aI, 2001) , is used to estimate body temperature in cattle challenged by hot cyclic chamber temperatures. The traditional method is to fit each steerday combination separately by Nlin procedure and obtain the parameter estimates for each steer for a given day. The inference of parameter estimates is based on an individual animal. The usual question asked by animal scientists is: Can we fit a general model for all the steers and days to get parameter estimates which represent a boarder scope of inference scope for a population rather than estimates for each individual animal. Proc Nlinmix [SAS, 1999] provides a way to combine the fixed and random effects, fit all steers simultaneously and get parameter estimates provided all steers come from the same population. Thus proc Nlmixed provides a broader scope of inference, estimates of variation among animals and more precise parameter estimates.
When Proc Nlmixed was used to estimate the parameters, the following questions arose: 1) Are the parameter estimates obtained from Nlmixed and Nlin procedures comparable? 2) If these animals come from different populations, how does that influence the parameter estimates from these two procedures? 3) Are experimental units (animals) from the same popUlation, i.e. how can deviations from homogeneity be identified?
To answer these questions, cattle body temperatures driven byTa from semi-controlled temperature chambers were used to compare the results of parameter estimates from Nlin and Nlmixed procedures. This data was also used to provide a design structure for two simulation studies.
EXPERIMENTAL DESIGN
A metabolism trial was conducted during the late spring and early summer at the University of Queensland, Gatton College, Department of Animal Production facilities, Australia. Six Bas taurus (Hereford) steers were randomly assigned to individual stalls (9.8 ft x 3.3 ft). The metabolism unit was divided into two separate chambers, each containing three stalls. These chambers were separated by an insulated partition. One chamber had the capability of being heated to temperatures above 100 of (HOT) while the other chamber could be maintained at or near thermoneutral (TNL) conditions. During the trial, the HOT group of steers was exposed to excessive heat load (heat stress) by heating the HOT chamber from approximately 72 CP (22°C) to temperatures around 100 CP at daytime, and gradually allowed to cool down to thermoneutral conditions at night. Cattle body temperatures were obtained via an 8-inch rectal probe with a thermistor mounted in the tip. Body temperatures °C recorded at ten-minute time stamped intervals for the duration ofthe trial using a data logger. Hourly mean body temperatures were calculated based on these measurements.
This experiment was run for 19 days and divided to three periods. Cattle were fed different diets for each period. For period 1 (day 1 to day 6), a low energy diet (40% roughage) was given to the cattle. A medium energy diet (25% roughage) was given during period 2 (day 6 to day 11) and a high energy diet (1 0% roughage) was given during the last period (day 11 to 19) . In this study, we used the data from period 1, semi-controlled heat stress situation and compared the parameter estimates from Nlin and Nlmixed procedures using PET model.
MODEL EQUATION
This model was derived by Parkhurst, Eskridge and Travnicek (Parkhurst et aI, 2001) . It is a modification of Newton's law of cooling with a sinusoidal function for Ta.
The chamber temperature, Ta, is modeled by
where !-La = mean, Aa is amplitude, w is frequency, and <I> is phase angle.
The body temperature of the animal, T B, is modeled by
where !-LB is mean for T B, is amplitude, is the lag or delay.
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The thermal constant, K, hr-I , characterizes how rapidly T B adjusts to changes in Ta. Smaller K values indicate larger delays in effect ofTa, i.e.longer time for cattle to respond to heat stress. The thermal constant can be converted to the lag 1".
The parameter 1" represents the time it takes an animal to response to the heat stress. Frequently 1" is used instead ofK to determine ifthere is a delay in cattle body temperature due to hot ambient temperature and characterize the time for cattle to response to such heat stress.
The thermal driving ratio, y, which can be thought of as the proportion of variation in T B relative to variation in Ta. Larger y values indicate more influence ofTa on T B which indicates that T B is "thermally driven".
The thermal gradient between T B and adjusted T a is the parameter ~ where adjusted Ta is the air temperature adjusted by thermal driving ratio. 11 = TB -yTa .
Both the Nlin and Nlmixed procedures used the above model equations (Tables 8 and 9 ). In the Nlmixed procedure, the steers were treated as a random sample from a popUlation, the steer initial body temperature, T Binitial , was treated as a random effect and steer was treated as the subject.
RESULTS AND DISCUSSIONS
Nlin and Nlmixed procedures were used to estimate the PET model parameters for the original data set. Data were analyzed for acute and chronic phases of the heat challenge environment for day 2, 3 and 4 in period 1. The results are shown in Table 1 .1 to 1.3. These results provide a convenient way to compare the individual steer parameter estimates from Nlin and the aggregated estimates from the Nlmixed procedure. The estimates were consistent for Day 2 (Table 1.1). When Nlmixed procedure is employed, the standard errors of parameter estimates are usually smaller than the standard errors from Nlin procedure. Nlmixed procedure can give more precise parameter estimates in this case. For Day 4 (Table  1. 3), the estimates were not consistent for these two procedures. The results from Nlmixed procedure do not represent any of these three steers possibly due to the heterogeneity among the steers. The variance estimate for the random effect was a problem for day 3, although it gave the similar results for other parameter estimates in the model (Table 1 .2). The standard errors of parameter estimates (shown in each table below the parameter estimates) are similar for both the procedures. Intrinsic, IN, and parameter-effect, PE, curvatures (Bates, D. M. and Watts, D .L.1980, 1988) were measured for the original data sets and compared to the 0.4 crucial level. The standardized intrinsic curvatures, shown in Table 2 , indicate the planarity assumption does not hold for Day 4' s data. However, planarity seems acceptable for Day 2 and Day 3' s data sets. The standardized parameter-effect curvatures indicate that the linear assumption does not hold in all but one these analyses. All the parameter-effect curvatures are greater than 0.4 except for day 3 steer 11. The violation of this assumption might be due to the properties of a single factor because PE measures the maximum curvature associated with all the parameters. So it is reasonable to examine each parameter separately. The nonlinear behaviors for each parameter including Box's bias, percentage of Box 's bias (Box, M. 1. 1972), excess variance, percentage of excess variance (Lowry, R. and Morton R. 1983) and Hougaard skewness (Hougaard, P. 1985) were also examined. The results were shown in Tables 3.1 to 3.3. These results indicated that the linear assumption for the thermal constant K and initial body temperature T Binitial hold very well for Day 2 and Day 3 while the percentage of excess variance and Hougaard skewness appear troublesome for Day 4. The linear assumptions for thermal driving ratio ( and gradient) do not hold for all the data sets. So the large parameter-effect curvature may be due to the violation of linear assumption for these two parameters. In the future reparameterization may be investigated to reduce the parameter-effect curvature or another experimental design, i.e. using the half-hourly data rather than hourly data should be studied to find better nonlinear behavior.
A simulation study was used to compare the estimates from Nlmixed and Nlin for two values of the lag (r=3 or 1"=4). The design structure for the simulation is based on parameter estimates from the metabolism trial. All 400 data sets were generated based on identical values ofT Binitial=39.8, d=35.0, y=0.15 and a 2 TB =0.008 based on PET model and the same air temperature (Ila = 32.7, Aa = 7.5 and <I> = 10.8). Halfofthese data sets hadK=0.262 (lag 1"=3) and the otherhalfhadK=0.151 (1"=4). Each data set was analyzed by Nlin procedure. The parameter estimates, their standard errors and 95% confidence intervals were obtained. Intrinsic curvature, parameter-effect curvature and nonlinear behaviors, statistics (Box's bias, percentage of Box 's bias, excess variance, percentage of excess variance and Hougaard skewness) were obtained for each data set. The 200 data sets with 1"=3 or 1"=4 were each analyzed by Nlmixed procedure. Then all 400 data sets were analyzed byproc Nlmixed. The parameter estimates, their standard errors and 95% confidence intervals were obtained from this procedure. The results for Nlmixed were used to compare with the results from Nlin.
The parameter estimates from these two procedures are shown in Table 4 . The parameter estimates from the Nlin procedure are the average of200 parameter estimates from the 200 data sets. The standard errors of parameter estimates were the square root ofthe average of200 variance estimates for each parameter. The parameter estimates from Nlmixed procedure had only one value and their standard errors were given by the procedure. Table 4 shows if the data are from the same population the Nlin and Nlmixed estimates are consistent with each other. Moreover confidence intervals constructed from the SE's cover the true values of parameters. For Nlin procedure, the probability of95% confidence interval of parameter estimates covered the true parameter was 86.5 -97%. Proc Nlmixed gives more precise estimates; but when the data from the two populations are combined, the parameter estimates from Nlmixed were far from the true value and did not represent either of the two populations.
The intrinsic curvature, parameter-effect curvature and other nonlinear behavior parameters for the simulated data sets from Niin procedure were shown in Table 5 . These values are the averages of200 individual values and their standard errors are obtained from univariate analyses. Some standard errors are very large due to the existence of extreme values for the nonlinear behavior parameters. The results indicate that the linear assumption holds better for 1"=3 cases than for 1"=4 cases.
In order to study the distribution of the parameter estimate, a univariate analyse was used to get variance and skewness for each parameter distribution. The percentage bias of parameter estimates from the true values, their variances and skewness for each parameter were shown in Table 6 . The bias for a parameter is the differences between the average parameter estimate and the true value of the parameter that was set for the simulation. The percent bias of parameter estimate equals the bias divided by the true value ofthe parameter. The results show that the percentage bias from the true values are very small but the probability of coverage for the 95% confidence intervals was lower than 95% for most parameters especially initial body temperature. The analysis also showed, even when the data comes from the same population, 1', K and T binitial are normally distributed while Ll and yare not. The histograms of these parameter estimate distributions are shown in Figurel for l' = 3 and Figure 2 for l' = 4.
In order to identify homogeneity among steers, bootstrapping residuals (fixed-X bootstrap sampling) was used to estimate the precision of the parameters estimated from the metabolic trial. Bootstrap method was first discussed by Efron [Efron, B. 1982 [Efron, B. , 1987 [Efron, B. and 1993 and was used as a re-sampling method. Bootstrapping residuals called fixed-X bootstrap sampling by N eter (N eter, J et al1996) is based on using an appropriate model to get the predicted value and residual for each observation. The residuals are then randomly assigned back to predicted values to get the new observations. These new observations were used to fit the model again and get another set of parameter estimates. The bootstrap method provides another way to determine the reliability of a parameter. The prior conditions for this method are: a good model for data, errors with constant variance and a fixed predictor X. The bootstrap method used is as the following procedure. First, the model was fit for each steer separately. The predicted values and residuals were recorded. Second, all the residuals were randomly assigned back to the predicted values. This process was repeated 20 times for the 3 steers on diet 1 day 4. These data sets were analyzed by using Nlin and Nlmixed procedure and the parameter estimates were obtained by PET model. The bootstrapping results (Table 7) indicated that all the steers come from different populations. When the steers come from the same population, the parameter estimates from Nlin procedure are similar to the results ofNlmixed procedure. The parameter estimates from Nlmixed procedure are more accurate than the estimates from Nlin procedure but only if the steer come from the same population.
CONCLUSIONS
Nlmixed procedure provides the possibility of fitting all steers in a general model giving more precision of parameter estimates and a boarder scope of inference. If all steers come from the same population the Nlmixed results are consist~nt with the results from Nlin procedure. Both the simulation study and the bootstrapping method gave the same conclusions.
Homogeneity is an important condition to get reliable estimates from the Nlmixed procedure. When the population is not homogeneous, Nlmixed may fail to converge and even when it converges, the simulation study showed that Nlmixed converged to unreasonable values. The parameter estimates did not represent either of the two populations in this case. Therefore checking homogeneity among the experimental units (in this case steers) is a crucial issue to address before using the Nlmixed procedure.
Bootstrap sampling is a promising way to check for homogeneity. In this study, bootstrapping residuals sampling was used to generate the bootstrap samples. Evaluating the precision ofthe parameter estimates allowed us to detect lack of homogeneity among the steers. The results from bootstrapping residuals can help us select the appropriate procedure for data analysis.
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