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PROTEUS: A Coupled Iterative Force-Correction Immersed-Boundary Cascaded
Lattice Boltzmann Solver for Moving and Deformable Boundary Applications.
E. J. Falagkarisa,∗, D. M. Ingrama, K. Markakisa, I. M. Violaa
aInstitute of Energy Systems, School of Engineering, The University of Edinburgh, Colin Maclaurin Rd, EH9 3DW, Edinburgh, UK
Abstract
Many realistic fluid flow problems are characterised by high Reynolds numbers and complex moving or deformable
geometries. In our previous study, we presented a novel coupling between an iterative force-correction immersed
boundary and a multi-domain cascaded lattice Boltzmann method, Falagkaris et al., and investigated flows around
rigid bodies at Reynolds numbers up to 105. Here, we extend its application to flows around moving and deformable
bodies with prescribed motions. Emphasis is given on the influence of the internal mass on the computation of the
aerodynamic forces including deforming boundary applications where the rigid body approximation is no longer
valid. Both the rigid body and the internal Lagrangian points approximations are examined. The resulting solver
has been applied to viscous flows around an in-line oscillating cylinder, a pitching foil, a plunging SD7003 airfoil
and a plunging and flapping NACA-0014 airfoil. Good agreement with experimental results and other numerical
schemes has been obtained. It is shown that the internal Lagrangian points approximation accurately captures the
internal mass effects in linear and angular motions, as well as in deforming motions, at Reynolds numbers up to
4 · 104. In all cases, the aerodynamic loads are significantly affected by the internal fluid forces.
Keywords: Cascaded lattice Boltzmann method, Immersed boundary method, Iterative force-correction, Moving
and deformable geometries, Internal mass effects
1. Introduction
One of the challenging and important issues in computational fluid dynamics (CFD) is the accurate and efficient
treatment of complex moving or deformable boundaries. This study will focus on the effect of the internal mass on
the aerodynamic forces acting on a moving body, using a coupled immersed boundary cascaded lattice Boltzmann
solver.
The lattice Boltzmann method (LBM) has been developed into a promising numerical scheme for simulating
viscous fluid flows and has been successfully applied on both rigid and moving boundary applications. The consis-
tency of the LBM with regard to the Navier-Stokes equations (NSE) has been established through various methods
in the literature [1, 2, 3, 4, 5, 6, 7, 8] and has been applied to many moving boundary simulations [9, 10] be-
cause of its computational efficiency, simplicity and scalable parallel nature. In this work, the cascaded lattice
Boltzmann method (CLBM), recently introduced by Geier et al., [11, 12], is used for the fluid flow simulation due
to its superior stability properties and higher degree of Galilean invariance over other lattice Boltzmann schemes
[13, 14, 15, 16, 17, 18].
In most practical fluid flow problems involving complex moving or deformable boundaries, non-uniform grid or
body-fitted methods have been commonly used in the literature. Such treatments however, involve complicated
algorithms with high computational costs and the solution accuracy is not as high as in uniform grid solvers.
Decoupling the solution of the governing fluid equations from the implementation of the boundary conditions can
simplify the solution process. The immersed boundary method (IBM), which was introduced by Peskin [19] in the
1970s to simulate blood flows in the human heart, has recently received great attention in simulating flows with
complex moving geometries on a fixed Cartesian grid [20, 21, 22, 23].
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In IBM, the physical boundary is represented by a set of Lagrangian points, independent of the fixed Cartesian
grid points. The no-slip condition on the boundary is enforced by applying body forces near the boundary resulting
in movement of the internal to the body fluid. The motion of the internal fluid does not affect the flow characteristics
outside the boundary. However, as pointed out by Suzuki and Inamuro [24], if the forces acting on the boundary
are obtained by the negative sum of the body forces, as in [25], they are influenced by the motion of the internal
mass. There have been only a few studies on the effect of the internal mass on the computation of the aerodynamic
forces [26, 27, 28]. Uhlmann [27] treated the internal mass as a rigid body, imposing, however, a limitation on the
density ratio of the body to the fluid for a stable simulation. Uhlmann [27] also computed the effect of the internal
mass by summing the forces over all internal Eulerian points. However, the identification of the internal Eulerian
points in a moving boundary application is very complex and computationally expensive. A similar observation on
the limitation of the density ratio of the body to the fluid has been made by Ladd and Verberg [29]. Feng and
Michaelides [28] further developed the work of Uhlmann [27] by eliminating the limitation on the density ratio.
Shen et al. [30], following the work of Balaras [31], investigated the effect of the internal mass by integrating the
NSE with the body forces. The magnitude of the internal mass effects was examined in systems with prescribed
boundary motions. Most recently, Suzuki and Inamuro [24] proposed the Lagrangian point approximation (LPA) as
an efficient method for describing the internal mass effects and compared it with the previous methods of Uhlmann
[27] and Feng and Michaelides [28]. They examined the effect of the internal mass in cases where the body motion is
defined by the fluid flow as well as, the dependency of the effect on very low Reynolds number flows. In the present
study, the Lagrangian point approximation of Suzuki and Inamuro [24] is used. We focus on identifying the optimal
configuration between arrangement of Lagrangian points and computational efficiency, as well as on examining the
accuracy of the method at high Reynolds number flows around deformable boundaries for the first time.
In recent years, many efforts have been made in order to improve the coupling between the IBM and the LBM.
In the penalty method, proposed by Feng and Michaelides [9], the immersed boundary is allowed to deform slightly
and is restored back to its target position using a linear spring approximation. Dupuis et al. [32] presented a
direct-forcing IBM, where the boundary force is computed using the interpolated velocity and a desired reference
velocity. The momentum exchange of the particle distributions at the boundary was used by Niu et al. [33] to
calculate the force acting on the immersed boundary. However, the non-slip boundary condition cannot be satisfied
exactly by those methods. A few iterative IB schemes exist in the literature [34, 35] that improve the accuracy
of the prescribed boundary conditions. Zhang et al. [36] proposed an iterative force correction scheme based on
Cheng’s external forcing term [37]. Wu and Shu [38] developed an implicit velocity correction-based IB-LBM based
on Guo’s external forcing term [39]. In the present study, the iterative force correction IB scheme proposed by
Zhang et al. [36] is used as described in our previous study [40].
This paper focuses on the effect of the internal mass in the computation of the aerodynamic forces for viscous
fluid flows around moving and deformable boundaries at a wide range of Reynolds numbers. The coupled iterative
direct forcing immersed boundary cascaded lattice Boltzmann method (IDF-CLBM), presented in our previous
study [40], is used for the viscous fluid flow simulations. The effect of the internal mass is investigated using the
Lagrangian point approximation method. First, the effect on the drag force is examined by considering the flow
around a bluff body (circular cylinder) oscillating in a stationary fluid. Second, the effect on the lift force is examined
by investigating the flow around streamlined bodies (foils) undergoing pitching and heaving motions. Finally, the
effect on both the lift and drag forces of a plunging and deformable foil is investigated. The paper is organised
as follows. In section 2, the numerical method is presented. That includes the central moment formulation of the
LBM, the iterative direct forcing IBM and the LPA treatment of the internal mass. Numerical results and the
accuracy and robustness of the proposed scheme are reported in Section 3. Finally, the conclusions are summarised
in Section 4.
2. Numerical Method
2.1. The Cascaded lattice Boltzmann method
2.1.1. Central-moment lattice Boltzmann formulation
Consider a two-dimensional athermal fluid at a Cartesian coordinate system (x, y) and let only the density
ρ(x, y), the velocity u = (ux, uy), and the external forces F(x, y) to characterize its local hydrodynamic behaviour.
The nine-velocity square lattice model, denoted as D2Q9 [14], has been successfully used in the literature [41] for
two-dimensional flows. Under the presence of external forces, the discrete evolution equation for the CLBM may
2
be written as
fα(x + eαδt, t+ δt) = fα(x, t) + Ωa(x, t) + δtSa, (1)
where eα : α = 0, 1, . . . , 8 is the discrete velocity set; fα(x, t) : α = 0, 1, . . . , 8 are the discrete particle distribu-
tion functions (PDF) at time t and position x; Ωα(x, t) : α = 0, 1, . . . , 8 is the discrete collision operator, and
Sα(x, t) : α = 0, 1, . . . , 8 are the discrete forcing terms. Using the transformation matrix K [42, 12] the collision
operator takes the form Ωa = (K · kˆ)a, where kˆ = kˆa(x, t) : α = 0, 1, . . . , 8 are the moments of the distribution
functions. The general expression of the collision kernel without integrated force terms is of the form
kˆ0 = kˆ1 = kˆ2 = 0, (2)
kˆ3 = ω3
1
12
{
− (f1 + f2 + f3 + f4 + 2(f5 + f6 + f7 + f8)) + 2
3
ρ+ ρ(u2x + u
2
y)
}
, (3)
kˆ4 = ω4
1
4
{
(f2 + f4 − f1 − f3) + ρ(u2x − u2y)
}
, (4)
kˆ5 = ω5
1
4
{
(f5 + f7 − f6 − f8)− ρuxuy
}
, (5)
kˆ6 = ω6
1
4
{
(f5 + f6 − f7 − f8 − 2ux(f5 + f7 − f6 − f8)− uy(f1 + f3 + f5 + f6 + f7 + f8))
+ 2ρu2xuy
}
− 2uxkˆ5 − 1
2
uy(3kˆ3 + kˆ4), (6)
kˆ7 = ω7
1
4
{
(f5 + f8 − f6 − f7 − 2uy(f5 + f7 − f6 − f8)− ux(f2 + f4 + f5 + f6 + f7 + f8))
+ 2ρuxu
2
y
}
− 2uykˆ5 − 1
2
uy(3kˆ3 + kˆ4), (7)
kˆ8 = ω8
1
4
{
− (f5 + f6 + f7 + f8 − 2ux(f5 + f8 − f6 − f7)− 2uy(f5 + f6 − f7 − f8)
+ u2x(f2 + f4 + f5 + f6 + f7 + f8) + u
2
y(f1 + f3 + f5 + f6 + f7 + f8) + 4uxuy(f5 + f7 − f6 − f8))
+
1
9
ρ+ 3ρu2xu
2
y
}
− 2kˆ3 − 1
2
u2x(3kˆ3 − kˆ4)−
1
2
u2y(3kˆ3 + kˆ4)− 4uxuykˆ5 − 2uykˆ6 − 2uxkˆ7, (8)
where ωα : α = 3, 4, . . . , 8 are the relaxation parameters for the different moments. Under the requirement of
maintaining an isotropic stress tensor, it occurs that ω4 = ω5. Using the Chapman-Enskog multiscale analysis,
ω4 and ω5 determine the kinematic shear viscosity of the fluid as ν = c
2
s
(
ω(4,5)
−1 − 0.5), where cs = 1/√3 is the
speed of sound for the D2Q9 model. Following Geier for a stable numerical approach, higher-order moments are
equilibrated, i.e. ω6 = ω7 = ω8 = 1. Finally, the hydrodynamic variables, fluid density and velocity, are obtained
by taking the zeroth and first moments of the distributions as
ρ =
q∑
α
fα =
〈
fα|ρ0
〉
, ρui =
q∑
α
fαeαi =
〈
fα|eαi
〉
, i ∈ x, y, (9)
where |ρ0
〉
= (1, 1, 1, 1, 1, 1, 1, 1, 1)† is the density basis vector and the superscript † is the transpose operator.
2.1.2. Cheng’s formulation of the discrete external force term
In order to incorporate both space and time effects in the external forces, the discrete forcing term Sα in Eq.
(1) is described as
Sα = 0.5[sα(x + eαδt, t+ δt) + sα(x, t)], (10)
sα = wα
{
A+ 3B · [(eα − u) + 3(eα · u)eα]
}
. (11)
Following Cheng and Li [37], we take A = 0 and B = F = (Fx, Fy). Eqs. (10 - 11) are used in the iterative
immersed boundary treatment as described in 2.3.
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2.2. The Immersed bounary method - Iterative direct forcing formulation
Consider a closed curve E (t) immersed in a two-dimensional fluid domain Ω(t). The governing equations of the
immersed boundary formulation for viscous incompressible flows can be found in Appendix A. In this study, the
smoothed 4-point delta function [43], φ∗4(r), will be used for the force spreading in Eq. (A.3) and the Lagrange
polynomials for the velocity interpolation, Ul(Xl,t), in Eq. (A.4) as
φ∗4(r) =

3
8 +
pi
32 − r
2
4 if |r| ≤ 0.5
1
4 +
1−|r|
8
√−2 + 8|r| − 4r2 − 18 arcsin(√2(|r| − 1)) if 0.5 ≤ |r| ≤ 1.5
17
16 − pi64 − 3|r|4 + r
2
8 +
|r|−2
16
√−14 + 16|r| − 4r2 if 1.5 ≤ |r| ≤ 2.5
0 if 2.5 ≤ |r|
, (12)
Ul(Xl,t) =
∑
ij
(
imax∏
m=1,m6=i
Xl − xmj
xij − xmj
)(
jmax∏
n=1,n6=j
Yl − yin
yij − yin
)
uij(x + eaδt, t+ δt), l = L , (13)
where Xl, Yl are the coordinates of the Lagrangian points. This selection is based upon the observations of Zhang
et al. [36] and Cheng et al. [44]. The iterative force correction IB scheme proposed by Zhang et al. [36] is coupled
with the CLBM. A few iterative IB schemes exist in the literature [34, 35], where the velocity term in Eq. (9)
is explicitly modified in order to account for the presence of external forces. Therefore, as shown in our previous
study [40], the overall accuracy of the surrounding flow field rather deteriorates as the number of iterations in the
IBM increases. A similar result has been reported by Kang [34].
Collision time step t
f¯α(xij , t)
Force correction
F
(s)
l,t+1 = F
(s−1)
l,t+1 + 2
Udl−u(s−1)l
∆t
F
(s)
ij,t+1 =
∑
l
F
(s)
l,t+1D(xij −Xl)∆sl
Force distribution
on xij
s
(s)
α,t+1 = 3wαF
(s)
ij,t+1 ·
[(
eα − u(s−1)ij,t+1
)
+ 3
(
eα · u(s−1)ij,t+1
)
eα
]Discrete externalforcing term
calculation
f (s)α (x + eαδt, t+ δt) = f
(s)
α (x, t) + Ωa(x, t) + δtSa
Sa = 0.5[sα,t(x, t) + s
(s)
α,t+1(x + eαδt, t+ δt)]
Streaming
ρ
(s)
ij =
∑
α
f
(s)
α ρ
(s)
ij u
(s)
ij =
∑
α
eαf
(s)
α
Calculate local fluid
flow variables
U
(s)
l(Xl,t)
=
∑
ij
(
imax∏
m=1,m6=i
Xl−xmj
xij−xmj
)(
jmax∏
n=1,n6=j
Yl−yin
yij−yin
)
u
(s)
ij (x + eaδt, t+ δt)
Velocity interpolation
on xl
‖u(s)l −Udl ‖ <  or s = smax
s = s+ 1
NO
YES
time step t+1
Fij =
smax∑
s=1
F
(s)
ij Fl =
smax∑
s=1
F
(s)
l
(a)
(b)
(c)
(d)
(e)
(f)
(g)
Figure 1: Computational algorithm of the iterative force correction IBM
A different approach is used in the present work. Following Cheng and Li’s approach [37], in order to integrate
the force effects of both the current and the next time step, the external forcing term in Eq. (1) is split into two
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parts as shown in Eq. (10). Instead of using an implicit method for the solution of Eq. (10), an iterative scheme
is proposed where no modification of the velocity term in Eq.(9) is necessary. For the analytical derivation of
this scheme the reader should refer to [36, 37]. The computational algorithm for the iterative force correction IB
algorithm of Zhang et al. [36] used in this work is shown in Fig. 1.
2.3. Internal mass treatment
The effect of the internal mass in the computation of the aerodynamic forces using the IDF immersed boundary
method for a moving body is investigated in this section. Only cases with prescribed boundary motions are
considered. The force acting on the immersed body Ftot, at time t, can be calculated by the negative sum of the
computed Lagrangian forces Fl as
Ftot(t) = −
∑
l
Fl(t)∆sl, (14)
where ∆sl is the discretisation length of the immersed surface and should be equal for all Lagrangian points l.
However, the immersed body receives forces from both the external and the internal fluid, FIB and Fint respectively.
Hence, in order to accurately compute FIB , the total forces Ftot acting on the body must be compensated with the
internal forces Fint used to move the internal fluid [24, 26, 27] as FIB(t) = Ftot + Fint. The internal forcing term
Fint, is given by the time derivative of the linear momentum of the internal fluid [24] as
Fint(t) = ρf
d
dt
∫
x∈Ω(t)
u(x, t)dx, (15)
where ρf is the fluid density. The two following schemes will be investigated for the computation of the internal
forces.
2.3.1. Rigid body approximation
Assuming a rigid body motion inside the enclosed area Ω(t), following the work of Feng [28], the integral in
Eq. (15) can by approximated as
∫
x∈Ω(t) u(x, t)dx = VbU
p
b(x, t), where U
p
b(x, t) is the velocity of the internal fluid
which satisfies the rigid body motion at all x = (x, y) ∈ Ω and Vb = Mb/ρb is the volume of the body. Mb and ρb
are the mass and density of the rigid body respectively. According to Suzuki et al. [24], the equality is theoretically
realised since the linear motion of the rigid body is exactly equal to that of the internal mass in spite of actual
internal flows. Therefore, the time derivative of the linear momentum of the internal fluid can be approximated as
d
dt
∫
x∈Ω(t)
u(x, t)dx ≈ Mb
ρb
Upb(t)−Upb(t−∆t)
∆t
, (16)
where Upb(t) is the prescribed body velocity at time t. The approximation is first order accurate in time.
2.3.2. Lagrangian points approximation
Recently, Suzuki et al. approximated the internal forces using internal Lagrangian points moving together with
the boundary [24]. A similar approach is used here, focusing more on the identification of the optimum number as
well as the distribution of the internal Lagrangian points, in order to optimise both the computational efficiency
and the accuracy of the simulation.
1. Compute the surface area AΩ of the enclosed domain Ω(t) and equally distribute Nint internal Lagrangian points
with volume ∆Vint = 1.0. Nint is the integer value of AΩ.
2. Interpolate the velocity U(Xint,t) on all internal points using Eq. (13).
3. Compute the linear momentum using
P(Xint, t) =
[ ∑
Xint(t)
U(Xint,t)∆Vint
]
Sc. (17)
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4. Approximate the internal forces using
Fint(t) ≈
[P(Xint, t)−P(Xint, t−∆t)
∆t
]
Sc. (18)
Sc is a scaling factor defined as Sc = AΩ/Nint. Therefore, if half of the internal Lagrangian points are equally
distributed for the computation of Eqs. (17-18), Nint = AΩ/2, then both equations must be multiplied by Sc = 2.
All internal Lagrangian points follow the prescribed motion of the boundary thus the computational overhead is
mainly caused by the interpolation step. This approach differs from the work of Uhlmann [27] where P(Xint, t)
is approximated by summing over internal Eulerian grid points. However, in moving or deformable boundary
applications the identification of the internal Eulerian grid points in every time step is computationally complex
and expensive.
2.4. Multi-domain algorithm and domain boundary conditions
In the present study, the multi-domain algorithm of Lagrava et al. [45] is used under some minor modifications
as presented in our previous study [40]. The computational multi-domain algorithm is summarized in Appendix C.
It is worth noting that the fine grid scales that can not be resolved by the coarse grid are removed using a filtering
operator. For more details, as well as alternative algorithms the reader should refer to [45, 46, 47, 48, 49]. The
overlapping between a fine and a coarse grid is illustrated in Fig. 2a.
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Figure 2: (a): Overlapping region between fine and coarse grids. The dot enclosed areas indicate the exchange of information
interfaces between two consecutive grid levels. (b): Normalized absorbing strength profile σ(x) with x0 = 0 and L = 1.
Unless otherwise specified, a square computational domain 100c × 100c, where c is the characteristic length of
the immersed body, is used in this study. Following the regularization procedure of Latt and Chopard [50], all
particle distributions are reconstructed at the inlet as
fˆα = f
eq
α (ρ,u) +
tα
2c4s
Qα : Π
(neq), (19)
where the tensors Qα and Π
(neq) are defined as Qα = eαeα − c2sI and Π(neq) =
∑q−1
α=0 eαeα(fα − feqα ). I is the
identity matrix. The bounce back of off-equilibrium parts rule f
(neq)
α = f
(neq)
opp(α) [51] is used for the computation
of the unknown populations in the tensor Π(neq). Assuming only waves normal to the boundary [52], the missing
distributions at the outlet are computed using the following extrapolation scheme
fα(x, t) = fα(x− δx, t− δt)
(
cs − u(x, t− δt
)
δt/δx+
(
1− (cs − u(x, t− δt))fα(x, t− δt). (20)
Slip boundary conditions are used for the top and bottom sides of the domain. Following the work of Xu and
Sagaut [53], absorbing layers are used in all domain boundaries, in order to damp and minimize the reflection of
the acoustic waves, as shown in Fig. 2b. The right hand side of Eq. (1) needs to be modified according to
fα(x + eαδt, t+ δt) = fα(x, t) + Ω
∗
a(x, t) + δtSa + δtH
eq
α (ρ
f ,uf , ρ∗,u∗, t), (21)
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where Heqα (ρ
f ,uf , ρ∗,u∗, t) = χ
(
feqα (ρ
f ,uf , t) − feqα (ρ∗,u∗, t)
)
with χ = σ(x) being the strength of the absorbing
layer, Fig. 2b. The superscript f denotes the farfield values of the velocity and density, whereas the superscript
∗ denotes the parametrized density ρ∗ = ∑α fα + nδt∑αHeqα (ρf ,uf , ρ,u, t) and velocity ρ∗u∗j = ∑α eαjfα +
mδt
∑
α eαjH
eq
α (ρ
f ,uf , ρ,u, t) [39]. m = n = 1/2 as in [53].
3. Results
3.1. Numerical test of overall accuracy
In order to evaluate the accuracy of the proposed IDF-CLBM coupling scheme, the two-dimensional unsteady
and fully periodic Taylor-Green vortex flow in a square box is investigated. A circle with diameter D = 0.5L is
immersed at the center of square domain L × L. The analytical solutions for the velocity and pressure are of the
form:
u(x, t) = U0
{ −√ky/kx cos(kxx) sin(kyy)√
ky/kx sin(kxx) cos(kyy)
}
e−t/td , (22)
p(x, t) = p0 − ρU20 /4
[
ky/kx cos(2kxx) + kx/ky cos(2kyy)
]
e−2t/td , (23)
where U0 is the initial velocity, kx = ky = 2pi/L are the wave vector k components and td = [ν(k
2
x + k
2
y)]
−1 is
the decay time of the vortex. The flow field is initialised using Eqs. (22-23). Eq. (22) is used for prescribing the
velocity on the immersed circle. The global error of the velocities is evaluated at time t∗ = tD/U∞ = 1 using the
following L2 norm error:
Lerror2 ≡
√(∑
(ucx − uax)2 + (ucy − uay)2
)
/N, (24)
where the summation is over the total number of grid nodes N and the superscripts, a and c, refer to the analytical
and computational values respectively.
We investigate the convergence rate of the present scheme for two cases. For the definition of the apparent order
of convergence the formula p = ln
(
(Li+12 − Li2)/(Li2 − Li−12 )
)
/ ln(r) and a constant grid refinement ratio r = 2 are
used. The superscripts in the L2 terms denote the refinement levels (D = 10, 20, 40, 80). In case 1, the Reynolds
number is set to Re = U0D/ν = 10 and the relaxation time is set to be τ = 0.65 as in [38]. Fig. 3a shows the global
L2-error versus the number of grid points along the cylinder. It is shown that the global second order accuracy
of the CLBM is not significantly affected by the IBM. The apparent order of convergence is p = 1.992 for the
CLBM, p = 1.998 for the BGK-LBM, p = 1.986 for the IDF-CLBM between the refining region (D = 20 − 80)
and p = 1.958 for the IDF-CLBM between the refining region (D = 10 − 40). The L2-error is slightly lower for
the BGK LBM and in agreement with the values reported in [34]. Wu and Shu [38] reported a convergence rate of
1.9 and Kang and Hassan [34] a convergence rate of 1.98. Fig. 3b shows that as the fluid viscosity and the Mach
number, Ma = U0/cs, decrease (τ = 0.95, 0.65, 0.56) the magnitude of the error L2-decreases while the convergence
rate is not affected. The convergence rate of the L2-error with respect to the Mach number is first order (p ≈ 1) ,
as shown in Fig. 3c. In case 2, the flow at Re = 10, 20, 40 is investigated. The fluid velocity U0 is kept constant
for Re = 10, 20, 40 and the relaxation parameter is set to τ = 0.65, 0.575, 0.5375. Fig. 3d shows that the overall
accuracy of the method is not affected by the relaxation parameter. However, as the fluid viscosity decreases, a
small increase in the magnitude of the L2-error is observed.
3.2. Oscillating circular cylinder in a stationary fluid
First, the flow around an oscillating circular cylinder in a stationary fluid is considered. Du¨tch et al. [54] studied
this problem both experimentally and numerically, and other numerical results have been reported in various studies
[30, 55, 56, 57]. The computational domain is 100D × 100D, where D = 100lu is the diameter of the cylinder and
lu = 1.0 is the lattice unit. The cylinder is placed at the center of the domain and the prescribed oscillating motion
is described as
Xc(t) = Am sin(2pift), (25)
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Figure 3: (a) Overall accuracy of the IDF-CLBM scheme. (b) Effect of the relaxation parameter on the overall accuracy for
Re = 10. (c) Effect of the Mach number on the overall accuracy for Re = 10. (d) Effect of the relaxation parameter on the
overall accuracy for constant fluid velocity and Re = 10, 20, 40.
where Am denotes the amplitude and f is the characteristic frequency of the oscillating motion, as shown in Fig.
4. The non-dimensional angle of the periodic motion is φ, where 0 ≤ φ ≤ 1. The governing parameters of the flow
are the Reynolds number Re = UmaxD/ν and the Keulegan-Carpenter number KC = Umax/fD. The amplitude
of the velocity, Umax, is derived from Eq. (25) as Umax = 2pifAm. Thus the Keulegan-Carpenter number can be
expressed as KC = 2piAm/D. We investigate the flow at Re = 100 and KC = 5. Niter = 20 iterations are used in
the IBM algorithm.
x = 0.6 Dx = -0.6 D x = 1.2 Dx = -1.2 D
φ = 1/4 φ = 1/2 φ = 3/4
x
y
Am
Figure 4: Schematic view of the cylinder and the oscillating motion.
The velocity profile at four cross sections (x = x1−0.6D,x1+0.0D,x1+0.6D,x1+1.2D) with constant x1 = Lx/2
values, where Lx is the size of the domain in the x direction, and three phase angles (φ = 180
o, 210o, 330o) are shown
in Fig. 5. The experimental results of Du¨tch et al. [54] are used for comparison. Good agreement between the
present results and the experimental data is observed. The symmetric and periodic vortex shedding, as well as the
two-dimensional behaviour of the flow for the present parameter set up (Re = 100 and KC = 5) are well captured
by the present numerical scheme. Fig. 6 shows a histogram of the interpolated velocities inside the cylinder. The
mean interpolated velocity is similar to the prescribed velocity. However, as shown in Fig. 6b the highest deviations
from the prescribed velocity are located near the boundary due to the force spreading kernel in the IBM. The drag
coefficient CD = 2FD/ρU
2
maxD over one period of oscillation, T , is shown in Fig. 7a. The drag force FD is computed
using Eq. (14). Both the RBA and the LPA schemes are in good quantitative agreement with the computational
results of Du¨tch et al. [54]. However, ignoring the internal mass effects lead to a significant over-prediction of the
drag coefficient by approximately 51%, as well as to an important phase difference of 12.1o. Fig. 7b shows the
instantaneous vorticity, ω, at four phase angles, φ = 150o, 180o, 210o, 330o.
Using the semi-empirical Morison equation [58], the time-dependent in-line force Fx can be predicted as
Fx(t) = −1
2
ρDCdX˙c|X˙c|−1
4
piρD2CiX¨c, (26)
where Ci is the added-mass coefficient and the dots indicate the time derivatives of Eq. (25). Therefore, the
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Figure 5: Velocity profiles for three phase angles (a) φ = 0.5, (b) φ = 0.58 and (c) φ = 0.92 for Re = 100 and KC = 5. The
experimental results of Du¨tch et al. [54] (symbols) are used for comparison.
motion-averaged drag and added-mass coefficients, Cd and Ci, can be evaluated by a least-square fitting method.
The computed values are compared with data from the literature in Table 1 and very good agreement is observed.
3.3. Drug-thrust transition of a pitching foil
The vortex street of a pitching foil is investigated in this section for a range of flapping frequency-amplitude
phases. The governing parameters of the flow are the Reynolds number Re = U∞D/ν and the Strouhal number
9
−0.029 −0.028 −0.027 −0.026 −0.025
Ux
0
0.025
0.050
0.075
0.100
0.125
0.150
N
Ux,min
M ean interpolatedUx
-0.026
Ux
N
/N
in
te
rn
al
(a)
140 160 180 200 220 240 260
0
0
0
0
0
0
0
1 1 1 2 2 2
0
0
0
0
0
0
0.00187
0.00125
0.00063
0.00001
0.000604
0.001224
0.001844
0.002464
0.003084
140 160 180 200 220 240
60
80
100
120
140
160
0.001876
0.001256
0.000636
0.000 16
0.0 06 4
0.001224
0.001844
0.002464
0.003084
∆U
3.0
2.4
1.8
1.2
0.6
0.0
- .6
-1.2
-1.8
ΔU
x
10-3
(b)
Figure 6: (a) Histogram of the interpolated velocities inside the cylinder at φ = 0o and x = 0, (b) Deviation of the interpolated
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Figure 7: (a) Drag coefficient over a period of a translationally oscillating circular cylinder for Re = 100 and KC = 5, (b)
Instantaneous vorticity for four phase angles φ = 0.42, φ = 0.50, φ = 0.58 and φ = 0.92.
Table 1: Comparison of drag and added-mass coefficients, Cd and Ci, for a translationally oscillating circular cylinder at
Re = 100 and KC = 5.
References Cd Ci
Du¨tch et al. [54] 2.09 1.45
Uzunog˘lu et al. [59] 2.10 1.45
Yuan et al. [60] 2.10 1.45
IDF-CLBM 2.09 1.45
Sr = fD/U∞, where U∞ = 0.02 is the freestream velocity, D is the foil thickness and f is the flapping frequency.
The thickness to chord ratio is D/c = 5/23. According to Diana et al. [61, 62], the flapping frequency f is equivalent
to the main vortex shedding frequency. The dimensionless flapping amplitude AD is defined as AD = A/D, where
A is the peak-to-peak amplitude, as shown in Fig. 8. In the present study, we examine the vortex shedding at
Rec = 1173, where Rec = U∞c/ν is the chord-based Reynolds number and c = 300lu is the chord of the foil.
The Strouhal number is set at Sr = 0.22 and four dimensionless flapping amplitudes AD = 0.36, 0.71, 1.07, 1.77 are
investigated.
Figures 9 and 10 show instantaneous vorticity fields and average horizontal velocity fields respectively around
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Figure 8: Schematic view of the foil and the pitching motion.
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Figure 9: Instantaneous vorticity around the pitching airfoil at 0o angle of attack, Re = 1173 and Sr = 0.22. (A), (B) and
(C) denote the domains with different grid qualities with (A) being the finest domain around the foil.
the foil, for all dimensionless flapping amplitudes. The results are compared with the experimental results of Diana
et al. [61] and good agreement is observed. The structure of the wake in Fig. 9a for a low-amplitude flapping
motion, AD = 0.36, resembles the features of a natural Be´nard - von Ka´rma´n (BvK) vortex street. The velocity
deficit behind the foil, as shown in Fig. 10a, is a result of the downstream vortices, originating from the vorticity
on the sides of the foil, that tend to stay on the symmetry line of the wake. Reversal of the vortex position is
observed as the dimensionless flapping amplitude increases. For AD = 0.71 the downstream vortices are almost
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(c) AD = 1.07 (d) AD = 1.77
Figure 10: Time averaged horizontal velocity around the pitching airfoil at 0o angle of attack, Re = 1173 and Sr = 0.22.
aligned, Fig. 9b, decreasing the velocity deficit of the wake significantly, Fig. 10b. Further increasing the amplitude
AD = 1.07, 1.77 leads to a reverse BvK vortex street, as shown in Figures 9c and 9d. Vortices created on each side
of the foil are organised on the opposite sites of the symmetry line leading to an accelerating flow behind the foil,
as shown in Figures 10c and 10d.
Fig. 11a shows the normalised average velocity profile at X = 12D downstream from the trailing edge. Overall,
the computed structures of the vortices, as well as the mean velocity fields are in very good agreement with the
experimental results of Diana et al. [61]. It has been found that at AD = 1.77 the wake is not symmetric leading
to net lift force generation, as shown in Fig. 12a. For more information on the symmetry breaking of the reverse
BvK vortex street the reader should refer to Diana et al. [62]. In Fig. 11b, we compare the computed mean
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Figure 11: (a) Normalised average velocity profile at x = 12D downstream from the trailing edge for
AD = 0, 0.36, 0.71, 1.07, 1.77, (b) Contours of mean drag coefficient CD/CD0 surface estimated using a momentum balance
approach taken from Godoy-Diana et al. [61]. The present numerical results of the LPA scheme (red) and the momentum
balance approach (black) are included.
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Figure 12: (a) Lift and (b) drag coefficient over a flapping period for AD = 1.07, 1.77. The solid and dashed lines refer to
the computed coefficients with and without the LPA method.
drag coefficients with the values obtained by Diana et al. [61] using the momentum balance approach in a control
volume around the foil. The values obtained with the LPA scheme and with the momentum balance approach are
highlighted in red and black respectively. Eq. 14 is used for the computation of the mean drag coefficient with
the LPA which is then normalised by its value for a rigid foil at zero angle of attack, (CD0). Both methods agree
well with the experimental values. However, at AD = 1.77 the drag coefficient value obtained with the momentum
balance approach diverges significantly from the experimental value.
The drag forces for the momentum balance approach are obtained by
FD = ρU∞
∫
[U∞ − u(y)]dy, (27)
where u(y) is the velocity profile at X = 12D downstream from the trailing edge as shown in Fig. 11a. Good
agreement is observed for AD = 0.36, 0.71, 1.07 where the vortex structure is fully 2-Dimensional. Finally, Fig.
12 compares the computed values for the lift and drag coefficients with and without the LPA scheme. Significant
differences can be observed both in the magnitude as well as the phase of the oscillating drag coefficient.
3.4. Plunging SD7003 airfoil
The unsteady separated flow encountered by the plunging motion of a SD7003 airfoil under moderate-Reynolds-
number conditions (Rec = 40000) is investigated. The airfoil is set at a small static angle of attack α0 = 4
o in
the center of a 100c × 100c computational domain, where c = 600lu is the chord of the foil. The flow over a
plunging SD7003 at high-frequency, low-amplitude motions has been recently investigated both numerically and
experimentally [63, 64, 65, 66, 67]. The plunging motion is characterised with a reduced frequency k = pifc/U∞ =
3.93 and a non-dimensional amplitude h0 = hˆ0/c = 0.05 leading to a maximum excursion of 21.5
o in the induced
angle of attack.
α0
h0=0.05c
U
x
y
c
φ = 1/4
φ = 1/2
φ = 3/4
Figure 13: Schematic view of the motion of the SD7003 airfoil at a static angle of attack α0 = 4
o.
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Figure 14: Vorticity field around a plunging SD7003 airfoil at Rec = 40000 and four phases φ = 0, 1/4, 1/2, 3/4.
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Figure 15: Velocity profiles for four phase angles (a) φ = 0, (b) φ = 1/4, (c) φ = 1/2 and (d) φ = 3/4 for Re = 40000 and
k = 3.93. The experimental results of McGowan et al. [67] are used for comparison.
A detailed schematic of the motion is presented in Fig. 13. This large induced angle of attack leads to unsteady
flow fields characterised by leading-edge dynamic stall vortices [63], as shown in Fig. 14.
The motion of the foil is given by
y(t) = hˆ0 sin
[
2kF (t)t
]
, (28)
where F (t) = 1− eat is a ramping function, smoothly transitioning the stationary foil to the plunging motion. The
parameter a is set to a = 9.2.
Good agreement between the computed and the experimental phase averaged velocity fields in the near wake
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Figure 16: Computed lift and drag coefficients at Re = 40000,k = 3.93 and α0 = 4
o. The computational results of Visbal
[63] and the theoretical inviscid results [68] are used for comparison.
(x/c = 1.5) of McGowan et al. [67] is observed in Fig. 15. The phase averaged velocity field is computed over
20 cycles. As shown in Fig. 14, φ = 3/4, the vortex shed from the upper surface boundary layer is below the
trailing edge vortex shed from the lower surface. A similar observation was made by Visbal [63]. This behaviour is
consistent with the jet-like mean velocity profile observed at φ = 0, 1/2, shown in Fig. 15a and Fig. 15c, where the
airfoil experiences the maximum vertical displacements.
Fig. 16 shows the time history of the lift and drag coefficients. The results are compared with the 3-D
computational results of Visbal [63]. This specific high-frequency low-amplitude motion of the SD7003 airfoil is
expected to suppress the effect of the internal mass, computed with Eq. (18), in the computation of the aerodynamic
coefficients. However, an overall 5.8% decrease, computed as shown in Appendix D, and a phase difference of 1.6o
in the computed lift coefficient using the Lagrange point approximation is observed in Fig. 16b. The computed lift
is found to be in good agreement both with the 3-D results of Visbal [63] and the prediction given by the inviscid
theory [68]. Finally, the CL−CD plot (Fig. 16a) over three consecutive cycle in the time-asymptotic state confirms
the periodic nature of the aerodynamic forces.
3.5. Plunging and flapping NACA-0014 airfoil
The effect of the chord-wise morphing on the aerodynamic coefficients of a NACA-0014 airfoil at Reynolds
number Re = 104 for a range of prescribed plunging and flapping amplitudes is investigated in this section. For
moderate Reynolds number flows, Tuncer and Kaya [69] argue that flapping-wing propulsion systems are in principle
more efficient than their respective rotational propeller configurations. The authors suggest that the aerodynamic
loads of a flapping airfoil are strongly dominated by the leading-edge vortex dynamics and the trailing-edge vortex
shedding. Murray and Howle [70] found that the aerodynamic efficiency of a flexible flapping thin foil may be
significantly improved over its rigid counterpart. More recently, Miao and Ho [71] investigated the effect of flexure on
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Figure 17: (a) Schematic view of the deformable NACA-0014 airfoil and the flapping motion, (b) Updated surface coordinates
under prescribed deforming motion of the NACA-0014 airfoil.
the aerodynamic propulsive efficiency of a flapping flexible NACA-0014 airfoil and found that the overall propulsive
efficiency is only improved for a very specific amplitude-deformation configuration. An interesting remark is the
conclusion regarding the strong correlation between propulsive efficiency and reduced frequency of the oscillating
motion. In this section, the flow parameters of Miao and Ho [71] are used. The airfoil undergoes a plunge motion
with different flexure amplitude deformations as shown in Fig. 17a. The complex motion of the airfoil is expressed
by
yi(t) = −h0
(
cos(2pif(t− t0)) + cos(pi)
)− d0(xi − x0
c0
)2
sin(2pif(t− t0)), (29)
where h0 and a0 denote the dimensionless amplitude of the oscillation and flexure amplitude respectively, f is the
flapping frequency, x0 is the x-coordinate of the leading edge and c0 = 300δx is the chord of the rigid airfoil. A
reduced frequency of k = ωc0/U∞ = 2 is used in all cases, where U∞ = 0.02. The first term in the right hand
side of Eq. (29) denotes the plunge motion, h(t), whereas the second term describes the deforming motion, d(t),
which is in ψ = 90o phase difference with the plunge motion in order to optimise the propulsive efficiency based on
the observations of Miao and Ho [71] and Read et al. [72]. What differs from the work of Miao and Ho [71] is the
deformation of each point of the surface in the x-direction, xbi (tn). In particular, assuming a constant chord length
under any flexible deformation, a three-step process is used to calculate the surface deformation of the NACA-0014
airfoil, as shown in Fig. 17b. Under symmetry conditions and assuming incompressibility of the foil under any
deformation, all points on the upper surface of the foil are projected onto the chord line. The discretisation lengths
dhi(t0) and dli(t0) are kept constant under any deformation.
1. Apply Eq. (29) to the chord line and compute yci (tn). Under the constraint dli(tn) = dli(t0) compute x
c
i (tn)
using the following equation
xci (tn) = x
c
i−1(tn) +
√
dli(t0)2 − (yci (tn)− yci−1(tn))2, (30)
where the superscript c refers to the chord of the foil.
2. Compute the chord tangents from Eq. 29, (dyi(t)/dx), and the compute the wall normals for all points i using
nci (tn) = [A0(sin(2pift)/c
2)(xci (tn)− xc0(tn))]−1 (31)
3. Under the incompressibility constraint dhi(tn) = dhi(t0), compute the foil surface deformation x
b
i (tn), y
b
i (tn)
using
ybi (tn) = n
c
i (tn)
√
dhi(t0)2/(1 + nci (tn)
2) + yci (tn), (32)
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Figure 18: Lift and Drag coefficients for rigid and flexible foil at plunging amplitude h0 = 0.0c0. The solid and dashed lines
refer to the results with and without the LPA respectively.
xbi (tn) = (y
b
i (tn)− yci (tn))/(nci (tn)) + xci (tn), (33)
where the superscript b refers to the surface of the foil.
3.5.1. Case 1 and 2: Deforming amplitudes d0 = 0.1c0 and d0 = 0.2c0
A chord-wise deforming motion with d0 = 0.1c0 and d0 = 0.2c0 is prescribed where no flapping motion is imposed
to the foil. Fig. 18 shows the time evolution of the lift and drag coefficients under one period of oscillation. Since the
overall motion of the foil is small, the effect of the internal mass in the computation of the aerodynamic coefficients
is not dominant. As shown in Fig. 18a much higher values of the lift coefficient are observed for d0 = 0.2c0. The
stronger pressure gradient acting on the foil at a deformation amplitude d0 = 0.2c0, is showed in Fig. 19.
d0=0.1c0, φ=0 d0=0.1c0, φ=1/4
d0=0.2c0, φ=0 d0=0.2c0, φ=1/4
Figure 19: Pressure coefficient contour around a deformable NACA-0014 airfoil at Re = 10000, d0 = 0.1c0, 0.2c0 and phase
angles φ = 0, 1/4.
The computed time-averaged drag coefficient is CD = 0.0557 for the rigid NACA-0014 airfoil and CD = 0.0457
and CD = 0.0763 for the deformation amplitudes d0 = 0.1c0 and d0 = 0.2c0 respectively. The amplitude of the
oscillation in the drag coefficient is much higher for d0 = 0.2c0. As shown in Fig. 20, between phases φ = 0 and
φ = 0.25 the vorticity profiles around the airfoil differ significantly. For the larger deformation amplitude case, the
vorticity generated at the trailing edge rolls over into smaller vortices that are shed downstream. Overall, under
small deforming amplitudes, no significant improvement in the time-averaged thrust generation is observed.
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Figure 20: Vorticity field around a deformable NACA-0014 airfoil at Re = 10000 for (a) d0 = 0.1c0 and (c) d0 = 0.2c0. Skin
friction coefficient on lower airfoil surface at phases φ = 0, 1/4, 1/2, 3/4 for deforming amplitudes (b) d0 = 0.1c0 and (d)
d0 = 0.1c0.
3.5.2. Cases 3, 4 and 5: Plunging amplitude h0 = 0.2c0 and deforming amplitudes d0 = 0.1c0, 0.2c0
The flow around a flapping and deforming NACA-0014 airfoil at Re = 10000 is investigated in this section. The
prescribed flapping amplitude is h0 = 0.2c0.
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Figure 21: Lift and Drag coefficients for rigid and deformable NACA-0014 airfoil at plunging amplitude h0 = 0.2c0 and
deforming amplitudes α0 = 0.0c0, 0.1c0, 0.2c0. The solid and dashed lines refer to the results with and without the LPA
respectively.
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We examine the cases of a rigid flapping foil and a deforming flapping foil with flexure amplitudes d0 = 0.1c0
and d0 = 0.2c0. Fig. 21 shows the time evolution of the lift and drag coefficients under one period of oscillation.
The effect of the internal mass in the computation of the aerodynamic coefficients is significant, especially in the
direction of the flapping motion. For d0 = 0.0c0 the internal mass corrections are stronger around the regions of
the extremes, Fig. 21a. However, under the deforming motions, the corrections in the lift coefficient are important
throughout the entire period of oscillation. It is shown that the present scheme can very accurately capture the
momentum of the internal fluid even in very complex motions. It is observed that as the flexure amplitude d0
increases the extremes in the lift coefficient decrease. In the higher deforming amplitude case, d0 = 0.2c, the overall
periodic profile of both the lift and drag coefficients significantly differs from that of the rigid flapping foil. As
shown in Fig. 21a, two peaks of approximately the same magnitude are observed between t∗ = 0 and 0.5T and
t∗ = 0.5T and 1.0T . Similar observations can be made for the drag coefficient, Fig. 21b. The aerodynamic loads at
this specific medium-amplitude low-frequency configuration are shown to be strongly dominated by the leading-edge
vortex dynamics and the trailing-edge vortex shedding. Fig. 22 shows the skin friction coefficient and vorticity
snapshots around the foil at phases φ = 0, 1/4, 1/2, 3/4 and deforming amplitudes d0 = 0.1c0 and d0 = 0.20.
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Figure 22: Skin friction coefficient on lower airfoil surface at phases φ = 0, 1/4, 1/2, 3/4 for plunging amplitude h0 = 0.2c0
and deforming amplitudes (a) d0 = 0.1c0 and (b) d0 = 0.2c0.
In both cases, the position of the leading-edge vortex at φ = 0 is approximately the same. However, for d0 = 0.1c0
a smaller amplitude vortex is located at 72% of the chord length leading to a trailing-edge vortex at φ = 0.25. For
the rigid plunging NACA-0014 aifoil, the period-average computed drag coefficient is CD = −0.053. The period-
averaged drag force for the investigated deformation amplitudes d0 = 0.1c0 and d0 = 0.2c0 is CD = −0.036 and
CD = −0.007 respectively. The period-averaged thrust force decreases from that of a rigid foil.
3.5.3. Case 6, 7 and 8: Plunging amplitude h0 = 0.4c0 and deforming amplitudes d0 = 0.1c0, 0.3c0
The last cases in this section investigate the flow around a moving NACA-0014 airfoil at Re = 10000 with
plunging amplitude h0 = 0.4c0 and deforming amplitudes d0 = 0.0c0, d0 = 0.1c0 and d0 = 0.3c0. The time
evolution of the lift and drag coefficients under one period of oscillation for the three investigated cases are shown in
Fig. 23. In this high-amplitude low-frequency motion configurations the internal mass effects are quite significant
in the computation of the aerodynamic coefficients. The present LPA scheme can accurately capture the internal
mass effects. Overall, as shown in Fig. 23a, the magnitude of the lift coefficient decreases drastically as the flexure
amplitude d0 increases. The difference in the lift force generation can be partially explained by investigating the
pressure gradient acting on the foil at different phases of the oscillation.
As shown in Fig. 24, the leading-edge vortex formation and the subsequent trailing-edge vortex shedding
dynamically affect the pressure around the foil. For the high deformation amplitude case, a significant observable
difference in the trend of the lift coefficient over the period is observed. Similar observations can be made for
the periodic behaviour of the drag coefficient, Fig. 23b. Overall, an improvement in the period-averaged thrust
generation is observed for d0 = 0.1c0 where CD = −0.249 with respect to the rigid flapping foil case where
CD = −0.242. The aerodynamic loads of the NACA-0014 airfoil at this specific high-amplitude low-frequency
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configuration are shown to be strongly dominated by the leading-edge vortex dynamics and the trailing-edge vortex
shedding.
Fig. 25 shows the skin friction coefficient and vorticity snapshots around the foil at phases φ = 0, 1/4, 1/2, 3/4
and deforming amplitudes d0 = 0.1c0 and d0 = 0.3c0. In both cases, the position of the two leading-edge vortices at
φ = 0 is approximately the same. However, the structure of the vortices differs significantly leading to subsequently
different vortex shedding dynamics. As shown in Fig. 25b, at φ = 3/4 and d0 = 0.3c0 the structure of the
trailing-edge vortices is more coherent and both vortices are closer to the surface of the foil.
It has been shown that the Lagrangian point approximation method can accurately capture the effects of the
internal mass under various plunging-deforming configurations including both linear and angular motions. The
effect of the deformation amplitude on the computation of the aerodynamic forces has been investigated and shown
that the leading-edge vortex formation and the subsequent trailing-edge vortex shedding dominantly affect both the
magnitude and the trend of the aerodynamic loads in all investigated plunging amplitudes h0 = 0.0c0 − 0.4c0 and
flexure amplitudes d0 = 0.0c0 − 0.3c0. For zero plunging amplitude motions, an increase in both the lift and drag
forces has been found. However, in the combined plunging-deforming motions, different aerodynamic behaviours
have been observed. The formation of the leading-edge vortex seems to be mainly affected by the plunging amplitude,
whereas the vortex transition along the surface of the foil and the respective thrust-indicative wake structure are
strongly influenced by the deforming amplitude. However, in order to generalise the deformation effects, additional
configurations must be examined. That includes the effect of the phase angle between the plunging and deforming
motion, the effect of the reduced frequency and the effect of the Reynolds number.
3.6. Numerical accuracy of the Lagrange point approximation method
In this section the computational efficiency and accuracy of the Lagrangian point approximation method is
investigated in order to define an optimum number of internal points and accurately represent the effects of the
internal mass in the computation of the aerodynamic coefficients. First, consider an immersed body with a surface
area AΩ and define a number of internal Lagrangian points Nint with volume ∆Vint. As described in Section 2.3.2,
the scaling factor is defined as Sc = AΩ/Nint. In this section, the accuracy of the LPA will be investigated for
Sc = 1.0, Sc = 2.0 and Sc = 4.0. In all cases the internal Lagrangian points are equally spaced inside AΩ. In
order to quantify the effect of the LPA for the different scaling factors we use a modified normalised percentage
error calculation procedure, shown in Appendix D. The normalised percentage errors of the lift and drag coefficients
for all the cases investigated in this study are presented in Table 2. All errors are computed with respect to the
aerodynamic coefficients as computed without considering the effects of the internal mass.
From Table 2 it is clear that the accuracy of the LPA is not significantly affected when 25%, (Sc = 4), of the
initial internal Lagrangian points is used. It should be noted however, that the initial number of Lagrangian points
Nint, (Sc = 1), should be big enough in order to accurately capture the internal mass effects. There are effects
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Figure 23: Lift and Drag coefficients for rigid and deformable NACA-0014 airfoil at plunging amplitude h0 = 0.4c0 and
deforming amplitudes α0 = 0.0c0, 0.1c0, 0.3c0. The solid and dashed lines refer to the results with and without the LPA
respectively.
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d0=0.1c0, φ=0 d0=0.1c0, φ=1/4
d0=0.3c0, φ=1/4d0=0.3c0, φ=0
Figure 24: Pressure coefficient contour around a plunging deformable NACA-0014 airfoil at Re = 10000, h = 0.4c0, d0 =
0.1c0, 0.3c0 and phase angles φ = 0, 1/4.
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Figure 25: Skin friction coefficient on lower airfoil surface at phases φ = 0, 1/4, 1/2, 3/4 for plunging amplitude h0 = 0.4c0
and deforming amplitudes (a) d0 = 0.1c0 and (b) d0 = 0.3c0.
however, that cannot be directly extracted from the normalised percentage differences. As shown in Fig. 26b, the
internal forces differ both in magnitude and in phase when only a part of the internal Lagrangian points is used. In
the present test cases where the motion of the body is prescribed those differences are negligible. However, in cases
where the motion of the immersed body is affected by the fluid forces acting on it, a more careful consideration
regarding the number of Lagrangian points is required. In Table 3, the maximum absolute percentage differences
on the lift and drag coefficients for the flow around the NACA-0014 airfoil with h0 = 0.4c0 is shown. A similar
behaviour is observed, indicating that for the cases studied in this paper it is sufficient to represent the effects of
the internal mass using 25% of Nint.
4. Conclusions
The present coupled iterative force-correction immersed-boundary cascaded lattice-Boltzmann solver has been
applied to viscous fluid flows around moving and deformable boundaries and found to be computationally accurate
and robust. We have extensively investigated the effects of the internal mass in the computation of the aerodynamic
loads and shown that the Lagrangian points approximation scheme significantly improves the numerical accuracy
over a wide range or Reynolds numbers and frequency-amplitude motion configurations. The robustness and
numerical accuracy of the present scheme is demonstrated by studies of unsteady flows around an oscillating
cylinder, a pitching foil, a plunging foil and a plunging and flapping foil. The present results compare well with
other experimental and numerical results found in the literature.
21
Table 2: Numerical accuracy of the Lagrange point approximation method for three scaling factors Sc = 1.0, Sc = 2.0 and
Sc = 4.0. All numbers are expressed as % differences.
Case Configuration
CL CD
ESc=1N E
Sc=2
N E
Sc=4
N E
Sc=1
N E
Sc=2
N E
Sc=4
N
Cylinder Am = 2.5D/pi - - - 34.051 34.049 34.048
Pitching foil AD = 0.36D 7.974 7.970 7.961 1.466 1.471 1.470
AD = 0.71D 7.098 7.094 7.086 6.108 6.106 6.090
AD = 1.07D 6.250 6.247 6.239 10.278 10.272 10.257
AD = 1.77D 5.165 5.162 5.157 10.954 10.948 10.925
SD7003 h0 = 0.05c 5.435 5.433 5.428 1.084 0.992 1.114
NACA-0014 h0 = 0.0c0, d0 = 0.1c0 3.568 3.567 3.567 1.859 1.867 1.864
h0 = 0.0c0, d0 = 0.2c0 2.573 2.574 2.574 3.263 3.270 3.267
h0 = 0.2c0, d0 = 0.0c0 7.739 7.741 7.739 0.157 0.225 0.294
h0 = 0.2c0, d0 = 0.1c0 13.947 13.945 13.952 1.348 1.403 1.453
h0 = 0.2c0, d0 = 0.2c0 25.270 25.266 25.277 7.371 7.372 7.318
h0 = 0.4c0, d0 = 0.0c0 10.499 10.498 10.500 0.127 0.182 0.206
h0 = 0.4c0, d0 = 0.1c0 12.634 12.633 12.635 2.993 3.063 3.247
h0 = 0.4c0, d0 = 0.3c0 18.332 18.330 18.334 3.812 3.807 3.828
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Figure 26: Time history of internal Lagrangian forces (FLy , F
L
x ) for Sc = 1, 2, 4 at plunging amplitude h0 = 0.4c0 and
deforming amplitude d0 = 0.3c0.
Table 3: Maximum absolute percentage difference on the computed lift and drag coefficient for three scaling factors Sc = 1.0,
Sc = 2.0 and Sc = 4.0.
Case Configuration
CL CD
ESc=1m E
Sc=2
m E
Sc=4
m E
Sc=1
m E
Sc=2
m E
Sc=4
m
NACA-0014 h0 = 0.4c0, d0 = 0.0c0 11.751 11.748 11.751 0.475 0.609 0.820
h0 = 0.4c0, d0 = 0.1c0 15.025 15.022 15.031 1.513 1.506 1.523
h0 = 0.4c0, d0 = 0.3c0 28.356 28.352 28.361 6.860 6.783 7.231
The importance of the internal mass effects on the computation of the aerodynamic loads of moving boundaries,
where the boundary motion is prescribed, has been demonstrated. Significant differences both in the magnitude
phase of the loads have been found. Overall, a strong dependence of the internal forces on the motion characteristics
(amplitude of oscillation and frequency) has been observed. In linear motions, both the rigid body (RBA) and the
Lagrangian points (LPA) approximations accurately estimate the linear momentum of the immersed body. For
the flow around an oscillating cylinder, at Re = 100, and around a plunging SD7003 foil, at Rec = 40000, the
aerodynamic loads have been accurately computed with both schemes. Neglecting the internal mass effects results
in over-prediction of the aerodynamic loads by 10%− 50%. However, as the internal velocity is strongly influenced
by the force spreading operation in the IBM, an approximation of the internal momentum with a prescribed value
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would lead to inaccuracies in more complex motions. The present IDF-CLBM solver has been shown to accurately
capture the vortex dynamics around the plunging SD7003 foil and good agreement between the computed and
the experimental time-averaged wake profiles has been observed. In angular and deformable motions, where the
rigid body approximation is not valid, the momentum of the internal fluid has been successfully computed with
the Lagrangian point approximation scheme. Initially, the flow around a pitching foil has been examined and
compared with experiments. The computed drag coefficient LPA values have been found to be in good agreement
with experimental values. The vortex structure computed with the present IDF-CLBM scheme agrees well with
the experimental structure for a wide range of flapping amplitudes. Finally, the flow around a flapping deformable
NACA-0014 airfoil, at Re = 10000, and various amplitude/deformation configurations has been investigated in
order to demonstrate the robustness of our scheme. As expected, a strong dependence of the aerodynamic loads on
the leading and trailing-edge vortex dynamics has been observed. Overall, the periodic profile of the aerodynamic
loads is strongly related to the motion characteristics and is significantly affected by the internal mass effects.
The LPA is shown to be an accurate and flexible method of incorporating the effects of the internal mass in
the computation of the aerodynamic loads around moving objects. We conclude that for flows around moving and
deformable bodies, where the motion of the body is prescribed, using 25% of the total internal Lagrangian points
is sufficient to capture the momentum of the internal fluid whilst maintaining the accuracy of the computation and
reducing the computational overhead by 4%. For fully coupled fluid structure interaction (FSI) problems including
deformable geometries further investigations and alternative treatments might be required.
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Appendix A. Immersed boundary method - Basic formulation
The governing equations of the immersed boundary formulation for viscous incompressible flows are
∇ · u = 0, (A.1)
ρ(
∂u
∂t
+ u · ∇u) +∇p = µ4u + g, (A.2)
g(x, t) =
∫
E
G(s, t)δ(x−XL (s, t))ds, (A.3)
∂XL (s, t)
∂t
= U(XL (s, t), t) =
∫
E
u(x, t)δ(x−XL (s, t))dx, (A.4)
G(s, t) = S(XL (s, t), t). (A.5)
Eqs. (A.1 - A.2) are the Eulerian Navier-Stokes equations with external forces g for the fluid domain Ω(t),
whereas Eqs. (A.3 - A.5) are the equations in Lagrangian formalism for the immersed boundary E (t). XL , U, G
are the position of the IB in Lagrangian coordinates, the IB velocity and force density, respectively. x, u, g, ρ and
p are the Cartesian coordinates, fluid velocity, external force density, density and pressure, respectively. δ is the
delta function which can be expressed as a product of 1-Dimensional functions δh(x−XL ) = h−d
∏d
i=1 φ
(
xi−XL i
h
)
,
where d is the dimensionality of the problem and h is the grid spacing.
Appendix B. Equilibrium distributions for the CLBM formulation
Chosing the nominal moment basis and the orthogonalised matrix K [42], the equlibrium distribution contains
higher order velocity terms as compared to the standard LBM [6].
feq0 = 4/9ρ− 2/3ρ(u2x + u2y) + ρu2xu2y, (B.1a)
feq1 = 1/9ρ+ 1/3ρux + 1/2ρu
2
x − 1/6ρ(u2x + u2y)− 1/2ρ(uxu2y + u2xu2y), (B.1b)
feq2 = 1/9ρ+ 1/3ρuy + 1/2ρu
2
y − 1/6ρ(u2x + u2y)− 1/2ρ(uyu2x + u2xu2y), (B.1c)
feq3 = 1/9ρ− 1/3ρux + 1/2ρu2x − 1/6ρ(u2x + u2y) + 1/2ρ(uxu2y − u2xu2y), (B.1d)
feq4 = 1/9ρ− 1/3ρuy + 1/2ρu2y − 1/6ρ(u2x + u2y) + 1/2ρ(uyu2x − u2xu2y), (B.1e)
feq5 = 1/36ρ+ 1/12ρ(ux + uy + u
2
x + u
2
y) + 1/4ρ(uxuy + u
2
xuy + uxu
2
y + u
2
xu
2
y), (B.1f)
feq6 = 1/36ρ+ 1/12ρ(−ux + uy + u2x + u2y) + 1/4ρ(−uxuy + u2xuy − uxu2y + u2xu2y), (B.1g)
feq7 = 1/36ρ+ 1/12ρ(−ux − uy + u2x + u2y) + 1/4ρ(uxuy − u2xuy − uxu2y + u2xu2y), (B.1h)
feq8 = 1/36ρ+ 1/12ρ(ux − uy + u2x + u2y) + 1/4ρ(−uxuy − u2xuy + uxu2y + u2xu2y). (B.1i)
Appendix C. Multi-domain algorithm
The following algorithm describes the coupling between two grid resolution levels.
1. Initialize ρ and u on every domain and compute the equilibrium distributions feqi .
2. Collide and Stream all distributions on the coarse grid. The coarse grid is now at time t+ δtc.
3. Collide and Stream once on the fine grid bringing it to time t+ δtc/2.
4. Perform a linear temporal interpolation of ρc, uc and f
neq
i,c at time t+ δtc/2 at the fine-coarse interface.
5. Spatially interpolate the values ρc(t+δtc/2), uc(t+δtc/2) and f
neq
i,c (t+δtc/2) at the fine nodes with no overlapping
coarse nodes.
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6. All populations at the fine grid boundaries are reconstructed following a convective scalling.
7. Collide and Stream once on the fine grid bringing it to time t+ δtc.
8. Spatially interpolate the values ρc(t+ δtc), uc(t+ δtc) and f
neq
i,c (t+ δtc) as in step 5.
9. All populations at the fine grid boundaries are reconstructed following a convective scalling.
10. Save the equilibrium and non-equilibrium distributions feqi,f , f
neq
i,f at the coarse-fine interface.
11. Replace all the populations at the coarse-fine interface using filtering and scalling.
12. Proceed to the next time-step. Go to step 2.
If more resolution levels exist, a recursive algorithm based on the same principle of information exchange should
be used. In this study, the computational domain is described with nine levels of refinement. A symmetric, cubic
spline fitting is used for the spatial interpolation in steps 5 and 8 in order to eliminate any spatial asymmetries.
f(x) = αi + βix+ γix
2 + δix
3, xi−1 ≤ xi ≤ xi+1. (C.1)
The tridiagonal systems of equations are solved using the Thomas algorithm under the restrictions of nodal
continuity of the function f(x) and its first and second derivatives, as well as zero second derivative f
′′
(x) at the
end nodes. The reader should refer to To¨lke and Krafczyk [73] for a different approach. The filtering process
proposed by Pellerin et al. [74] is used in Step 11, where both the equilibrium and nominal distributions are filtered
using the values at the nine neighbouring grid points.
f¯i(x, t) = 0.25fi(x, t) + 0.125(fi(x + e1, t) + fi(x + e2, t) + fi(x + e3, t) + fi(x + e4, t))
+ 0.0625(fi(x + e5, t) + fi(x + e6, t) + fi(x + e7, t) + fi(x + e8, t)), (C.2)
where the overbar denotes the filtered quantity. In this implementation, only the non-equilibrium part of the
distributions that is proportional to the gradient of the velocity needs to be rescaled. Therefore, the scaling of the
distributions in steps 6, 9 and 11 is described as
fi,c = f
eq
i (ρf ,uf ) +
2ωf
ωc
f¯neqi,f , (C.3)
fi,f = f
eq,interpolated
i (ρc,uc) +
ωc
2ωf
fneq,interpolatedi,c . (C.4)
What also differs from the work of Lagrava [45] is the equilibrium distribution function feq shown in Appendix
B.
Appendix D. Normalised percentage error between periodic functions
Consider two periodic functions f (1)(t) and f (2)(t) and let 0.0T ≤ t ≤ 1.0T , where T is the period of the
oscillation. In order to quantify the observable percentage difference between f (1)(t) and f (2)(t) and avoid the
regions where the values approximate the zero value, leading to big percentage errors, the following normalisation
procedure is applied.
1. Compute the root mean square of f (1)(t) using
RMSf1 =
√√√√ 1
N
N∑
1
f (1)(t)2, (D.1)
where N is the total number of discrete points.
2. Compute the distance Df1 of f
(1)(t) from its root mean square value for all N as Df1 = RMSf1 − f (1)(t).
3. Shift both functions f (1)(t) and f (2)(t) using the computed distance Df1 as f
(1)
new(t) = Df1 +f
(1)(t) and f
(2)
new(t) =
Df1 + f
(2)(t) respectively.
4. Compute the mean absolute percentage difference between f
(1)
new(t) and f
(2)
new(t) as
E =
1
N
| f (1)new(t)− f (2)new(t) |
f
(1)
new(t)
(D.2)
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