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Abstract
Cortical neurons whose activity is recorded in behavioral experiments has been classified into several types
such as stimulus-related neurons, delay-period neurons, and reward-related neurons. Moreover, the popu-
lation activity of neurons during a reaching task can be described by dynamics in low-dimensional space.
These results suggest that the low-dimensional dynamics of a few types of neurons emerge in the cerebral
cortex that is trained to perform a task. This study investigates a simple neural circuit emerges with a
few types of neurons. Assuming an infinite number of neurons in the circuit with connection weights drawn
from a Gaussian distribution, we model the dynamics of neurons by using a kernel function. Given that
the system is infinitely large, almost all capable circuits approximate the most probable circuit for the task.
We simulate two delayed response tasks and a motor-pattern generation task. The model network exhibits
low-dimensional dynamics in all tasks. Considering that the connection weights are drawn from a Gaussian
distribution, the most probable circuit is the circuit with the smallest connection weight; that is, the simplest
circuit with the simplest dynamics. Finally, we relate the dynamics to algorithmic information theory.
1 Introduction
The activity of neurons has been recorded from animals performing behavioral tasks, most of which include
delay periods. The delay periods before and between motor execution are accompanied by sustained neuronal
activity in the motor-related cortical areas (Funahashi et al. 1989, Shima & Tanji 2000). Sustained activity
is ubiquitously observed in the unit recordings of neocortical neurons (Niki 1974, Fuster et al. 1982, Latimer
et al. 2015). Shima & Tanji (2000) reported that 317 out of 1027 SMA and pre-SMA task-related neurons
exhibit activity between two movements; Barone & Joseph (1989) found sustained activity in 35 out of 302
prefrontal neurons following a stimulus presentation. Sustained activity is thought to encode previously
presented stimuli and the planned action in delayed response tasks and other tasks requiring short-term
memory.
Therefore, the sustained activity of a large number of neurons in an area is thought to represent memory
stored in the brain. However, this notion is less natural than it seems. Given the analogous workings of
computer programs and brain processing, let us consider a computer program performing a delayed response
task. The computer program receives a sequence of inputs from an input device and sends a sequence of
outputs to an output device. The input–output relationship is determined by the rules of the task, and the
input sequence and generated output sequence are stored as variables in the memory space. If the number
of input sequences used in the task is comparable to that used in behavioral tasks, the input sequence is
represented by a variable with several bits. Considering that modern computers typically contain several
gigabytes of semiconductor memory, the fraction of semiconductors encoding the input sequences is negligible.
Therefore, if a probe is randomly inserted into the main memory of a computer, the semiconductors encoding
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the input and output sequences will be found with extremely low probability. By contrast, the neurons
encoding the previous stimulus and a planned action are easily found among the motor cortical neurons of
animals that are performing tasks. The representation is far more redundant in the brain than in computers.
Equally impressive is the difference between animals generating a motor pattern and computers perform-
ing a similar task. Churchland et al. (2012) reported the activity of motor cortical neurons in monkeys
performing several distinct arm movements. The recorded multineuron activity obeyed low-dimensional dy-
namics with the same rotational component during different arm movements. As in delayed response tasks,
these low-dimensional dynamics are absent in the semiconductors of a computer simulating similar motor
patterns.
To understand the origin of the different behaviors of cortical neurons and computer programs running
on semiconductors, this article develops a mathematical framework with the following features. First, the
neural networks are constructed from an infinite number of neurons. Second, in this limit case, we derive
the network structure’s probability, which is independent of the learning rule. Third, we show that the most
probable network exhibits the simplest structure, which corresponds to the shortest program in algorithmic
information theory.
This remainder of this article is organized as follows. Section 2 states the hypothesis and formulates
the mathematical model. The building block of the network is a discrete-time binary neuron model. Under
the presented assumptions, we estimate the probability of forming a network structure by summing the
squared connection weights. In the limit of infinitely many neurons, most of the network structures that can
perform the task are concentrated around the most probable network structure. Hence, the most probable
network structure is a typical network structure. In this limit case, we derive a continuous-value model and
its kernel representation. Section 3 presents the simulation results of several tasks (an AND task, a delayed
response task, and a motor-pattern generation task). In these simulations, the model networks exhibit
sustained activity in the delay periods. The dynamics of the sustained activity are qualitatively similar
to experimental results. Section 4 summarizes the results and discusses their relationship to algorithmic
information theory, along with the limitations and potential extensions of the model.
2 Model
2.1 Model neuron and model network
Consider a model network of N0 neurons, which receive input from other neurons and generate continuous-
valued output. The output xti of neuron i at time step t is defined by
xti = f
 N0∑
j=1
Wijx
t−1
j − hi
 , (1)
where xti is the state of neuron i at time step t, Wij is the connection weight from neuron j to i, hi is
the threshold of neuron i, and the function f determines the firing probability. Here we assume that f is a
sigmoidal function. hi can be any real value. Self-connection is allowed; that is, Wii can be a nonzero value.
In this model, a single neuron can make both excitatory (positive) and inhibitory (negative) connections
to other neurons. Let us assume that Wij can be −wN−1/20 and wN−1/20 with equal probability, where w
is a positive constant. The factor N
−1/2
0 ensures that the variance of
∑N0
j=1Wij is invariant with N0. The
connection weight matrix has 2N
2
0 possible configurations.
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The network configuration determines the ability of the network to perform a given task. Let us estimate
the probability of a configuration that permits the task accomplishment. This is equivalent to integrating
the probability over the network configurations that can perform the task. To estimate this probability, we
assume an infinite number of neurons in the network and coarse-grain the network. By averaging the state
of infinitely many stochastic binary neurons with the same connection weights, we obtain a deterministic
sigmoid neuron with the following dynamics:
xti = f
 N0∑
j=1
Wijx
t−1
j − hi
 , (2)
where N0 is redefined as the number of sigmoid neurons.
The probability that the summed connection weights from a group of nj neurons received by a target
neuron exceeds Wbound is approximated by
p ≈
∫ ∞
Wbound
√
N0
2pinjw2
exp
(
− N0x
2
2njw2
)
dx, (3)
where the binomial distribution is approximated by the Gaussian distribution. The probability that the
same situation holds for ni neurons is approximated by p
ni . In the limit of N0 →∞, the log-probability is
approximated by
log pni ≈ −N0niW
2
bound
2njw2
∝ −N0 ni
nj
W 2ij , (4)
where we have used the saddle-point method with Wij redefined by Wbound. Equation (4) defines the
probability that the capable network structures for the given task will appear, provided that the connection
weights of the neurons in group j to a neuron in group i exceeds Wij to perform the task. If the total
connection weight received by each neuron in group i exceeds Wij or is below −Wij , the logarithm of the
realization probability of the network is proportional to
−N0
NG∑
i,j=1
ni
nj
W 2ij ≡ −Λ0, (5)
where ni is the number of neurons in group i and NG is the number of groups. To obtain the most probable
network structure that can perform a task, we can maximize −Λ0 with respect to ni and Wij , provided that
the network structure can perform the task (Figure 1a).
Note that partitioning group i into subgroups i′ and i′′ does not affect the approximated log-probability
because
−N0 ni
nj
W 2ij −N0
nj
ni
W 2ji
=−N0ni
′
nj
W 2i′j −N0
nj
ni′
W 2ji′ −N0
ni′′
nj
W 2i′′j −N0
nj
ni′′
W 2ji′′ (6)
if
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Figure 1: (a) In the space of possible network structures, the dashed circle indicates the networks that
can perform the task. The dark gray area is the region of high probability density. (b) The model network
is composed of input, output, linear, and nonlinear neurons. The plastic and nonplastic connections are
indicated by solid and dashed lines, respectively.
ni =ni′ + ni′′ , (7)
Wij =Wi′j = Wi′′j , (8)
Wji =Wji′ +Wji′′ , (9)
Wji
n
=
Wji′
ni′
=
Wji′′
ni′′
. (10)
Also note that Equation (10) maximizes the probability under Equations (7) and (9). This means that the
groups can be partitioned and merged without affecting the most probable network structure.
There are N0!∏NG
i=1 ni!
possible assignments of N0 =
∑NG
i=1 ni neurons into NG groups. The logarithm of this
number of assignments is approximately −∑NGi=1 ni log niN0 , which is of order N0. This term is maximized if
ni = N0/NG. Thus, by assuming ni = N0/NG in Equation (5), we minimize
Λ0 =
NG∑
i,j=1
W 2ij (11)
given that the network structure can perform the task.
2.2 Representing the model by the kernel method
The saddle-point method is justified if the network contains a sufficiently large number of neurons. To
simplify the previous model with an infinite NG, we divide the network into two populations: one containing
linear neurons and the other containing nonlinear neurons (Figure 1b). The linear and output neurons receive
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inputs from input neurons and nonlinear neurons. Nonlinear neurons receive inputs from input neurons and
linear neurons. The network dynamics are described by
vt+1i =f
 J∑
j=1
Wu→vij u
t
j +
M∑
j=1
W x→vij x
t
j − hi
 , (12)
xti =
N∑
j=1
W v→xij v
t
i , (13)
yti =
N∑
j=1
W v→yij v
t
i , (14)
where ui, xi, vi, and yi are the states of the input, linear, nonlinear, and output neurons, respectively.
Assume that the network contains J input, M linear, N nonlinear, and L output neurons. Assume also that
the connection weights from input and linear neurons to nonlinear neurons (Wu→vij and W
x→v
ij respectively)
are constants drawn from a Gaussian distribution. Only the connection weights to the linear and output
neurons (W v→xij and W
v→y
ij respectively) are plastic, that is, modifiable. Consider that this model contains
M +N + L groups of neurons with some activation functions f(x) = x and some connection weights set to
zero. The most probable network structure is the network structure with the minimal L2 norm of connection
weights to the linear and output neurons.
Assuming an infinite number of nonlinear neurons, that is, N → ∞, we can use the kernel trick. By
setting f(x) = erf(x) and assuming that the connection weights from linear to nonlinear neurons are drawn
from an isotropic Gaussian distribution with mean zero and variance σ20/N , and that the bias terms are
drawn from an isotropic Gaussian distribution with mean zero and variance σ2b , the kernel function is given
by
Ktt′ =
2
pi
arcsin
(
2
σ20Ztt′ + σ
2
b√
[(1 + 2σ2b ) + 2σ
2
0Ztt][(1 + 2σ
2
b ) + 2σ
2
0Zt′t′ ]
)
(15)
(Williams 1997, Hermans & Schrauwen 2012), where
Ftt′ =αI +
J∑
j=1
utju
t′
j , (16)
Gtt′ =
M∑
m=1
xtmx
t′
m, (17)
Htt′ =
L∑
l=1
ytly
t′
l , (18)
Ztt′ =Ftt′ +Gtt′ . (19)
This kernel function is obtained by integrating over all possible connection weights. α distinguishes the
inputs at time t from those at time t′ even when ut = ut
′
. In this paper, α is set to 10−6. We assume
periodic boundary conditions in the time domain, that is, uT+1 = u1, xT+1 = x1, and yT+1 = y1, where T
is the duration of the simulated task. As shown in Appendix A, the L2 norm of the connection weights is
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given by
Λ = Tr[K−1(G+ +H+)]. (20)
For T × T matrix A, A+ is given by
(A+)tt′ =

At+1 t′+1 t < T, t
′ < T
A1 t′+1 t = T, t
′ < T
At+1 1 t < T, t
′ = T
A11 t = T, t
′ = T
. (21)
Although we have assumed that infinitely many linear neurons, we can set M to a finite number because
the objective function [Equation (20)] depends only on the Gram matrices of the input, linear, and nonlinear
neurons. The T × T Gram matrix G is the summation of the outer products of M vectors. If M ≥ T and
the vectors xt are appropriately set, G can be any T ×T Gram matrix. Z and K are functions of G. Thus,
setting M = T gives the same result as setting M →∞.
The states of the input neurons uti are constants, and the activities of the linear neurons x
t
i and output
neurons yti are unconstrained and constrained variables, respectively. The states of the nonlinear neurons v
t
i
and connection weights are implicitly included in the kernel function.
2.3 Formalization with recurrent neural network kernel
In the numerical simulations, K is replaced with K + TµI. This modification is needed for three reasons.
First, it numerically stabilizes the inversion of K. Second, it allows the inversion of K in repetitive tasks
(see Appendix B). Third, it accelerates the optimization.
To simplify the model, we set σ0 and σb to infinity while keeping σb/σ0 = β. Thus, the kernel in the
numerical experiments is given by
Kij =
2
pi
arcsin
(
Zij√
ZiiZjj
)
+ µTδij , (22)
where δij = 1 if i = j and δij = 0 otherwise, and F is replaced with F + β11
T . The use of finite σ0 and σb
does not qualitatively change the simulation results, but it slows the optimization and obscures the results
in many cases.
2.4 Numerical simulation
The numerical simulation is formulated as an inequality-constrained optimization problem that minimizes Λ
given variables xti and y
t
i . The input u
t
i is fixed at the beginning of the simulation. In the constrained trials,
the value of yti is constrained by inequalities to satisfy the task requirements. In the unconstrained trials, y
t
i
is a free parameter. The optimization is performed by Optizelle (http://www.optimojoe.com/products/
optizelle). The gradient and Hessian-vector product are derived in Appendix C. Each simulation started
the optimizations from 10 different initial values and presented the result with the smallest Λ. The model pa-
rameter values were set to α = 10−6, β = 1 and µ = 0.001. In Optizelle, the parameter values were set to algo-
rithm class=“TrustRegion”, iter max=10000, delta=1, krylov solver=ConjugateDirection, eps krylov=0.01,
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Figure 2: Symbols indicate the time steps of Cue (orange circle), Input A (red inverted triangles), Input B
(green upright triangles), and Go signal (purple squares). The activity time courses of the output and linear
neurons are indicated by the left and right axes, respectively.
krylov iter max=20, krylov orthog max=20, eps dx=10−16, sigma=0.995, and gamma=0.7. After 20 itera-
tions, krylov iter max was set to 1000.
3 Examples
Here, we present the simulation results of the AND, delayed response, and motor-pattern generation tasks.
3.1 AND task
The AND task involves four input neurons and one output neuron. The variables ut1, u
t
2, u
t
3, and u
t
4 are set
to one in the time steps presenting the Cue, Input A, Input B, and Go signal, respectively; in other time
steps, they are set to zero. Cue marks the beginning of one trial of this task. At that time, Inputs A and
B are presented independently with probability 50%. The Go signal is presented 11 steps later. The step
following Go requires the inequality constraint yt1 ≥ 1 if both inputs are presented in the trial, and yt1 ≤ 0
otherwise. Other steps require the inequality constraint yt1 ≤ 0. To summarize, this task performs a delayed
AND operation. Each trial is followed by an intertrial delay period. The whole task completes 40 sets of
the 13-time-step trial and the 7-time-step intertrial delay period. The last six (unconstrained) trials test
whether the network can learn the task, that is, perform the task correctly without constraints.
Figure 2 shows the activity of the linear and output neurons in the optimized model network. When
Inputs A and B are presented in the trial, the activity of the output neuron reaches one just after the Go
signal; at other time steps, it is suppressed. Therefore, the inequality constraints for yti are satisfied. The
linear neurons presented in Figure 2 exhibit sustained or ramping activity depending on the value of A AND
B. One of the neurons increases its activity after the presentation of A and B; the remaining three decrease
their activities.
The ramping activity exemplified in Figure 2 is observed in working memory experiments (Rowe et al.
2000). To demonstrate the prevalence of ramping activity among linear neurons, we apply principal compo-
nent analysis (PCA). Let us assume that the time course of the activity of neuron i is given by the linear
superposition of its time-varying components, that is,
xti = x¯i +
C∑
c=1
wice
t
c, (23)
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Figure 3: PCA of the AND task. (a) Contribution ratios of the four largest principal components. (b)
Time courses of Cue, Input A, Input B, Go signal, output, and the largest component. The activities of the
output neuron and the principal component are indicated by the left and right axes, respectively. The last
six trials (shaded area) are unconstrained trials to test whether the network performs the task correctly.
where x¯i is a constant, e
t
c is the value of component c at time step t, wic is the weight of component c on
linear neuron i, and C is the number of components. The components are assumed to be orthonormal, that
is,
T∑
t=1
etce
t
c′ = δcc′ . (24)
In PCA, each loading vector ec is an eigenvector of
(Gcentered)tt′ =
1∑T
t=1
∑M
m=1(x
t
m − x¯m)2
M∑
m=1
(xtm − x¯m)(xt
′
m − x¯m), (25)
where x¯m =
1
T
∑
t x
t
m. The eigenvalue corresponding to ec is given by
∑T
i=1 w
2
ic. The contribution ratios of
the four largest eigenvalues are shown in Figure 3a. Most of the activity of the linear neurons is explained by
the first component, e1. In other words, the time courses of the linear neurons are closely approximated by
xtm = x¯m+wm1e
t
1. Figure 3b shows the time course of e1, which stores the memory of A AND B. In the last
six (unconstrained) trials, the activities of the output neuron and the first principal component distinguish
the value of A AND B.
In the present simulation, the value of A AND B is encoded and memorized by ramping or sustained
activity. Although this value can also be encoded by a synfire chain-like sequence of activity (Abeles 1991),
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the optimization does not yield the sequence of activities. This can be explained as follows. Let us partition
N0 neurons into NG groups and assume that group i activates group i+ 1. Moreover, a neuron must receive
a collective input Wbound to be activated. If the activity is sustained, that is, NG = 1, each neuron in the
group of N0 neurons receives an input Wbound. If each neuron outputs one during sustained activity, it
receives a total connection weight of Wbound from the neurons in the group. Therefore, the approximated
log-probability is proportional to −W 2bound. On the other hand, if NG > 1 groups with N0/NG neurons form a
chain-like structure, the approximated log-probability is proportional to −(NG−1)W 2bound [see Equation (5)].
Hence, sustained activity is more probable than a sequence of activity. Note also that sustained activity is
more robust to changes in the delay-period duration (i.e., is more generalizable) than a synfire chain-like
activity. Varying the durations of the delay period does not affect the overall dynamics of the optimized
model (data not shown).
3.2 Delayed response task
The second task is a delayed response task with three stimulus–response pairs. The task involves five input
neurons and three output neurons. At the presentation times of Cue, Input A, Input B, Input C, and Go,
ut1, u
t
2, u
t
3, u
t
4, and u
t
5 are set to one, respectively; at other time steps, they are set to zero. As before, Cue
marks the beginning of a trial. At the same time, one of Input A, Input B, and Input C is presented and
is continued over three time steps. After a delay of eight time steps, the Go signal is presented. The trials
presenting Input A, Input B, and Input C require the inequality constraints yti ≥ 1 and ytj ≤ 0 (j 6= i) for
i = 1, 2, and 3, respectively, at the time step following the Go signal, and the constraint yti ≤ 0 (i = 1, 2,
and 3) at other time steps. Figure 4 shows the simulation result. Among the 36 trials, the last 4 trials are
unconstrained trials. The intertrial interval (between the Go signal and the next Cue) is six time steps.
In the PCA, the neuronal activity is represented as the linear superposition of two components (Figure 4a).
The first component increases and decreases after the presentation of Inputs A and C, respectively, whereas
the second component increases after the presentation of both Inputs A and C and decreases after Input B
(Figure 4b). Although three stimuli must be memorized, the activity is explained by only two components,
because three points on a plane are linearly separable. Given that the approximated log-probabilities of
three self-activating groups and two self-activating groups are proportional to −3W 2bound and −2W 2bound,
respectively, and hence the activity of linear neurons is a linear superposition of two components. The model
network outputs the correct activity in the last four unconstrained trials.
3.3 Motor-pattern generation task
The third task is a simplified version of the task reported in Churchland et al. (2012). In contrast to
the previous tasks with binary outputs, the network in this task must output continuous motor patterns.
The variables ut1, u
t
2, u
t
3, and u
t
4 are set to one at the presentation times of Input A, Input B, Input C,
and Go, respectively, and to zero at other time steps. These three inputs, which are presented in three
time steps, indicate the three motor patterns to be executed after the Go signal. The duration τ of the
motor patterns is 12 time steps. This model has two outputs: yt1 and y
t
2. The constraints on pattern i are
|yt1 − sin(2piφi(t − t0)/τ)| ≤ ∆y and |yt2 − sin(2piψi(t − t0)/τ)| ≤ ∆y, where t0 is the next time step of the
Go signal, and ∆y = 0.1. The frequencies (φi, ψi) are defined by (φ1, ψ1) = (1, 0), (φ2, ψ2) = (0, 1),
and (φ3, ψ3) = (2, 2). During other time steps, the output constraints are |y1| ≤ ∆y and |y2| ≤ ∆y.
The intertrial interval is eight time steps. The simulation contains 36 trials: 30 constrained trials and 6
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Figure 4: Dynamics of the delayed response task. (a) Contribution ratios of the four largest principal
components. (b) Time courses of Cue, Input A, Input B, Input C, and the Go signal, the three outputs,
and the two largest PCA components. y1, y2, and y3 are indicated by Outputs A, B, and C, respectively.
The activities of the output neurons and the principal components are indicated by the left and right axes,
respectively. The last four trials (shaded area) are unconstrained trials to test whether the network performs
the task correctly.
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unconstrained trials.
Figure 5a shows the contribution ratios of the four largest principal components, and Figure 5b shows
the output and principal components of the optimized model for this task. Owing to the complexity of this
task, the number of relevant components in this task is larger than in the previous tasks. The trajectories
of the second and third largest components in the motor pattern generation are shown in Figure 6. The
trajectories generally rotate clockwise despite the large differences among the three motor patterns.
Rotating PCA components were also reported by Churchland et al. (2012). Whereas Churchland et al.
(2012) plotted the largest and second largest components, whereas we plotted the second and third largest
components because the largest component rapidly changes similar to the outputs. Both in our study and in
Churchland et al. (2012), different motor patterns were realized by slightly modulated activity trajectories.
This suggests that patterns realized by modulated trajectories require a lower total connection weight than
those realized by completely different trajectories. To construct two different trajectories, the total connection
weight must be doubled; consequently, the circuit for two different trajectories is less probable.
4 Discussion
4.1 Summary of the model and the results
The present model predicts the activity of the most probable network in the limit of infinitely many neurons.
When optimized for the AND, delayed response, and motor-pattern generation tasks, the neuronal activity in
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Figure 6: Trajectories of the second and third largest components in the motor-pattern generation. Red
and blue indicate the beginning and end of the motor patterns, respectively.
the networks was a linear superposition of one, two, and four components, respectively. Thus, we can regard
the network as a mixture of groups of neurons. Generally, the most probable network is a simple network
of a few neuron groups. In the motor-pattern generation task, the dynamics of the network components
followed simple circular motions.
The results of the present model are similar to those of Hennequin et al. (2014) and Sussillo et al. (2015).
Similar to the present model, the previous models explained the simple dynamics of motor cortical neu-
rons performing motor-pattern generation tasks. However, the simple dynamics emerged from the stability
optimization by optimizing the eigenvalues or minimizing the response to perturbation. By contrast, the
objective function of the present model contains no explicit terms for stabilizing or simplifying the dynamics.
Instead, the simple dynamics result from the maximization of the circuit probability. This suggests that the
simple dynamics in the brain are a byproduct of the most probable circuit.
The present model considers the activity and structure of networks and ignores the learning rule. For a
given task, it extracts the most probable activity and structure from the set of capable networks for the task.
Despite accumulating evidence for plasticity rules in the brain, the network is realized by these learning rules
remains unclear. However, as theoretically shown in Section 2, most of the capable networks for a task are
concentrated around the most probable network. Therefore, we can safely assume that the network realized
by the brain’s learning rule approximates the most probable network.
According to the analytical and simulation results, sustained activity is more favorable than an activity
sequence. That is, smaller connection weights among fewer groups are favored over greater connection weights
among many groups. Moreover, uniformly distributed connection weights are favored over nonuniformly
distributed weights [see Equation (10)]. For these reasons, neurons with uniform connection weights tend
to group together, and their sustained activity better accomplishes a task than an output sequence from
several groups. In this sense, the network structures formed by brain neurons and computer programs are
fundamentally different.
4.2 Relation to the algorithmic information theory
Our hypothesis predicts that the brain finds the simplest and most probable network, thus implying that
brain networks operate similarly to the simplest computer programs. Therefore, our present hypothesis is
analogous to algorithmic information theory (Solomonoff 1964a,b, Kolmogorov 1965, Chaitin 1966), which
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Figure 7: Output of a model with no input and one output under the constraints y101 ≤ 0 and y201 ≥ 1.
measures the complexity of a sequence by the average length of the program that generates the sequence.
Given that most of the randomly generated programs that can generate the sequence are the shortest
programs, the average length is approximated by the shortest length. The average length is related to the
probability that a randomly generated program will produce that sequence. Similarly, the probability of
task completion by a randomly generated network might measure the complexity of the task.
In algorithmic information theory, the shortest program naturally generalizes the sequence. For example,
consider the shortest computer program that generates one million digits of pi (Cover & Thomas 2006),
possibly by a given formula. Such a program will sequentially generate another million digits of pi. The
most probable network (with the lowest connection weights) should be generalizable in the same manner.
Considering that most of the networks that can perform a task are concentrated around the most probable
network, they should be also generalizable. Networks with sustained activity can perform a task with a
long or short delay period. Under the present hypothesis, networks with low connection weights exhibit
human-like generalization. For example, suppose that in the absence of an input, an output alternates
between two values. Figure 7 shows the output of the most probable network in a 20-time step task under
the constraints y101 ≤ 0 and y201 ≥ 1. As shown in the figure, yt1 continually increases from t = 1 to
t = 10, and then continually decreases from t = 10 to t = 20. Of course, neural networks can generate
more complex trajectories. High-frequency oscillations are exhibited by the networks with large Λ. However,
the most probable network forms a simple network structure with simple dynamics. This suggests that
simple network structures can describe the generalizations made by animals; consequently, simple computer
programs can reproduce the intuitive generalizations of animals and humans.
4.3 Experimental predictions
The present model gives experimentally testable predictions. First, the dynamics of a specifically trained
network are limited to low-dimensional spaces. Such low-dimensional dynamics can be clearer in membrane
potentials than in spikes because dendritic potentials can be regarded as linear units. According to the
tightly balanced network hypothesis (Chalk et al. 2016), the membrane potentials of neighboring neurons
are strongly correlated. Consistent with this hypothesis, few of the principal components in the present
model have large eigenvalues; consequently, the linear neurons are strongly correlated. The optimized model
exhibits low-dimensional dynamics, but an unlearned network may not exhibit low-dimensional dynamics.
Second, the neuronal activities of animals trained for a task exhibit similar Gram matrices. This finding
does not imply similar neuronal activities in two animals. Indeed, even if the signs of all xti are reversed, the
Gram matrix Z and Λ are preserved. Third, information encoding in the brain is dominated by sustained
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activity rather than activity sequences. Fourth, the generalization exhibited by animals is replicated by the
simplest neural network model; that is, L2 regularization allows animal- and human-like generalization in
neural networks.
4.4 Limitations and future directions
Although the present model explains the sustained activity in the brain, it has several limitations. First, it
cannot learn certain tasks. For example, the proposed model fails when the AND operation is replaced with
an XOR operation unless Inputs A and B persist over three time steps. Second, the neurons in the model
are rate-coded in discrete-time, which precludes the modeling of spike synchrony and phase locking. Third,
our model cannot distinguish between excitatory and inhibitory neurons nor distinguish cell types, layer
structures, and specialized regions. Therefore, it cannot replicate cell- and region-specific firing patterns.
In other words, a group in our model includes all neuron types with any connection weight to any other
group. In real neuronal networks, plastic synaptic change is more easily realized in some directions than in
other directions (Sadtler et al. 2014), thus indicating that the model assumptions are oversimplified. Fourth,
assuming that an infinite number of neurons is incompatible with the inherent features of brain networks.
For example, our model cannot account for fluctuations, which play important roles in encoding information
(Murray et al. 2014). Fifth, the saddle-point method is based on the central limit theorem, whereas synaptic
weights apparently obey a long-tailed distribution (Song et al. 2005, Teramae et al. 2012), thus potentially
leading to the nonstationary and chaotic behavior of the networks in the brain. Therefore, real brain networks
may exhibit more complex dynamics than the present model network. More importantly, stochastic binary
neurons may not be approximated by deterministic sigmoid neurons. In particular, averaging the activities
of many neurons might alter the model behavior from that of brain networks. Sixth, the network structure
formed in the brain may depend on factors other than maximum probability, such as minimum energy
consumption, minimum wiring lengths, and maximum information transmission (Lennie 2003, Chklovskii
2004). Sparse coding, which maximizes the information transfer while minimizing the number of spikes,
may also explain some features that are unexplained by the present model (Olshausen & Field 1996). For
example, the delayed response task with three stimulus–response pairs yielded two PCA components. If each
stimulus were encoded by three components, the sparser activity might better replicate the results of some
experiments.
The present model may be extended and improved in several ways. By dividing neurons into excitatory
and inhibitory groups and constraining the sign of the connection weights, we might reveal the role played
by each neuron type. If the sparse activity of the linear neurons is enforced in the objective function, the
activity might better resemble the experimental activity. Under the sparseness term, the simulated motor
activity might resemble the Gabor function-like basis functions emerging in sparse representations of natural
scenes (Olshausen & Field 1996). The elements emerging from a model network performing several tasks
simultaneously are also of interest.
A L2 norm of the connection weights
Let us derive the L2 norm of the weight vector w of the regression problem that minimizes (Bishop 2006)
E =
1
2
n∑
i=1
[wTφ(xi)− ti]2 + λ
2
|w|2, (26)
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where ti is the target variable. E is minimized by
w = ΦTa, (27)
where a = −λ−1(Φw − t), Φ = (φ(x1), . . . , φ(xn))T , and t = [t1, . . . , tn]. Inserting w = ΦTa into E
yields
E =
1
2
aTΦΦTΦΦTa− aTΦΦT t+ 1
2
tT t+
λ
2
aTΦΦTa, (28)
which is minimized by
a = (K + λI)−1t, (29)
where
K = ΦΦT . (30)
In the limit λ→ 0, the L2 norm of the weight vector is obtained as
wTw =tTK−1ΦΦTK−1t
= Tr(K−1ttT ). (31)
For multiple target variables, ttT is replaced by the Gram matrix of the variables.
B Inverse of a circulant matrix
Let us define
A =

µmnI +K K · · · K
K µmnI +K · · · K
...
...
. . .
...
K K · · · µmnI +K
 , (32)
whereK is anm×m symmetric matrix. Assuming thatK has eigenvectors ui (1 ≤ i ≤ m) and corresponding
eigenvalues λi (1 ≤ i ≤ m), the eigenvectors of A is given by
ui,j =

ui
ωjnui
...
ω
(n−1)j
n ui
 (1 ≤ i ≤ m, 1 ≤ j ≤ n), (33)
where ωn = exp
(
i 2pin
)
. The corresponding eigenvalues are
λi,j =
µmn j < nµmn+ nλi j = n . (34)
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Assuming |ui|2 = 1, we have |ui,j |2 = n. Thus, the inverse A−1 is given by
A−1 =
m∑
i=1
n∑
j=1
λ−1i,j
1
n
ui,ju
†
i,j . (35)
By defining
g =

g˜
g˜
...
g˜
 , (36)
we obtain
u†i,jg =
n∑
k=1
ω−jkn u
†
i g˜
=
0 j < nnu†i g˜ j = n . (37)
Hence, we have
gTA−1g =
m∑
i=1
1
µm+ λi
|u†i g˜|2, (38)
from which it follows that Tr(A−1G) of the Gram matrix G of is independent of n. Here G comprises the
vectors corresponding to an m-periodic activity.
C Differentiation of Λ
Before differentiating Λ, let us define the ◦ and • operators for n× n matrices A and B by
(A ◦B)ij =AijBij , (39)
A •B =
n∑
i=1
n∑
j=1
AijBij , (40)
the element-wise mapping and element-wise power operators by
(f [A])ij = f(Aij), (41)
([A]a)ij = A
a
ij , (42)
the time-shift operators + and − by
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(A+)ij =

Ai+1 j+1 i < n, j < n
A1 j+1 i = n, j < n
Ai+1 1 i < n, j = n
A11 i = n, j = n
, (43)
(A−)ij =

Ai−1 j−1 i > 1, j > 1
An j−1 i = 1, j > 1
Ai−1 n i > 1, j = 1
Ann i = 1, j = 1
, (44)
and the diagonal matrix-vector operators diag by
[diagA]i = Aii, (45)
(diag v)ij = δijvi, (46)
where v is an n-dimensional vector. Finally, the variation is given by
(δBA)ij =
n∑
k=1
n∑
l=1
∂Aij
∂Bkl
δBkl. (47)
The element-wise power [A]−1 should not be confused with the matrix inverse A−1. The • notation is
simplified as
A(1) •A(2) • · · · •A(m) =
n∑
i=1
n∑
j=1
m∏
k=1
A
(k)
ij . (48)
The following formulas can be easily proven:
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A ◦B = B ◦A, (49)
A •B = B •A, (50)
A ◦ (B ◦C) = (A ◦B) ◦C, (51)
A • (B ◦C) = A •B •C, (52)
(ABC) •D = B • (ATDCT ), (53)
A± •B = A •B∓, (54)
f [A±] = (f [A])±, (55)
(diagA) • v = A • diag v, (56)
δC(A ◦B) = δCA ◦B +A ◦ δCB, (57)
δC(A •B) = δCA •B +A • δCB, (58)
δC(AB) = (δCA)B +A(δCB), (59)
δBf [A] = f
′[A] ◦ δBA, (60)
δB(A
±) = (δBA)±, (61)
δBA
−1 = −A−1δBAA−1. (62)
Note that diag, δA, and
± are linear operators, whereas ◦ and • are bilinear operators. By definition, we
obtain
(δAA)ij = δAij = (δA)ij . (63)
The relation
δAΛ = δA •B, (64)
implies
∂Λ
∂Aij
= Bij . (65)
By defining the T ×M matrix X = (xtm), the T ×L matrix Y = (ytl ), and the T ×K matrix U = (utk),
the Gram matrices G, H, F , and Z are written as follows:
G = XXT , (66)
H = Y Y T , (67)
F = UUT + βI, (68)
Z = F +G. (69)
From the definition
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Λ = K−1 • (G+ +H+), (70)
K =
2
pi
arcsin
[
Z ◦ [zzT ]−1/2
]
, (71)
z = diagZ, (72)
we obtain
δGK =
2
pi
[
1−
[
Z ◦ [zzT ]−1/2
]2]−1/2
◦
(
δG ◦ [zzT ]−1/2 −Z ◦ 1
2
[zzT ]−3/2 ◦ (diag[δG]zT + zdiag[δG]T )
)
=R ◦
(
2δG−Z ◦ [zzT ]−1 ◦ (diag[δG]zT + zdiag[δG]T )
)
, (73)
where
R =
1
pi
[
zzT −Z ◦Z]−1/2 . (74)
Considering that Zii/zi = 1, we can set Kii = 1 and Rii = 0. Furthermore, if zizj − Z2ij (i 6= j) is below
zero because of numerical error, it can be is assumed as 10−5. Thus we have
δGΛ =− (K−1δGKK−1) • (G+ +H+) +K−1 • δGG+
=δG • [−2R ◦ [K−1(G+ +H+)K−1] + (K−1)−]
+ 2 diag[δG] • [(R ◦Z ◦ [zzT ]−1 ◦ [K−1(G+ +H+)K−1])z]
=δG • [−R ◦A+ (K−1)−] + diag[δG] • [(R ◦Z ◦ [z1T ]−1 ◦A)1], (75)
where
A = 2K−1(G+ +H+)K−1. (76)
By replacing δG with δG′ and differentiating again with respect to G, we obtain
δGδG′Λ =δG
′ • {−δGR ◦A−R ◦ δGA− (K−1δGKK−1)−}
+ diag[δG′] • {(δGR ◦Z ◦ [z1T ]−1 ◦A+R ◦ δG ◦ [z1T ]−1 ◦A
−R ◦Z ◦ [z1T ]−2 ◦ (δGz1T ) ◦A+R ◦Z ◦ [z1T ]−1 ◦ δGA)1}, (77)
where
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δGR =− 1
2pi
[
zzT −Z ◦Z]−3/2 ◦ (δGzzT + zδGzT − 2δG ◦Z) , (78)
δGz = diag[δG], (79)
δGA =−K−1δGKA−AδGKK−1 + 2K−1δGG+K−1. (80)
Similarly, we obtain
δHΛ = δH • (K−1)− (81)
and
δHδH′Λ =δH
′ • (δHK−1)−
=0, (82)
δGδH′Λ =δH
′ • (δGK−1)−
=δH ′ • (−K−1δGKK−1)−. (83)
For two independent variables X and Y , we obtain
δXΛ =2(δXX
T ) • [−R ◦A+ (K−1)−] + 2 diag[δXXT ] • [(R ◦Z ◦ [z1T ]−1 ◦A)1], (84)
δY Λ =2(δY Y
T ) • (K−1)−, (85)
δXδX′Λ =2(δX
′XT ) • {−δGR ◦A−R ◦ δGA− (K−1δGKK−1)−}
+ 2 diag[δX ′XT ] • {(δGR ◦Z ◦ [z1T ]−1 ◦A+R ◦ δGZ ◦ [z1T ]−1 ◦A
−R ◦Z ◦ [z1T ]−2 ◦ (δGz1T ) ◦A+R ◦Z ◦ [z1T ]−1 ◦ δGA)1}
+ 2(δX ′δXT ) • [−R ◦A+ (K−1)−] + 2 diag[δX ′δXT ] • [(R ◦Z ◦ [z1T ]−1 ◦A)1], (86)
δY δY ′Λ =2(δY
′δY T ) • (K−1)−, (87)
δXδY ′Λ =2(δY
′Y T ) • (−K−1δGKK−1)−, (88)
δY δX′Λ =4(δX
′XT ) • [−R ◦ (K−1δH+K−1)]
+ 4 diag[δX ′XT ] • [(R ◦Z ◦ [z1T ]−1 ◦ (K−1δH+K−1))1], (89)
which give the gradient and Hessian-vector product needed for the optimization.
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