We construct the fundamental solution or Green function for a divergence form elliptic system in two dimensions with bounded and measurable coefficients. We consider the elliptic system in a Lipschitz domain with mixed boundary conditions. Thus we specify Dirichlet data on part of the boundary and Neumann data on the remainder of the boundary. We require a corkscrew or non-tangential accessibility condition on the set where we specify Dirichlet boundary conditions. Our proof proceeds by defining a variant of the space BM O(Ω) that is adapted to the boundary conditions and showing that the solution exists in this space. We also give a construction of the Green function with Neumann boundary conditions and the fundamental solution in the plane.
Introduction
We consider a weak formulation of the mixed problem for a second-order elliptic operator in a bounded, connected, and open set Ω in R 2 . To state the mixed problem, we fix a decomposition of the boundary ∂Ω = D ∪ N with D ∩ N = ∅. We let L be an elliptic operator in divergence form with bounded and measurable coefficients and we consider the boundary value problem
(1.1)
where ∂/∂ν is the natural co-normal derivative associated with the operator L.
We will require that Ω be a Lipschitz domain and that the set D satisfy a corkscrew condition (or non-tangential accessibility condition) as in [25] . We will give a precise formulation of the mixed problem in section 2. We emphasize that our results apply to elliptic systems where L acts on vector-valued functions as well as equations. Our goal is to give a construction of the matrix-valued Green function for this boundary condition and show that the Green function satisfies the estimates |G(x, y)| ≤ C(1 + log(d/|x − y|)), x, y ∈ Ω |G(x, y) − G(x, z)| ≤ C |y − z| γ |x − y| γ , x, y, z ∈ Ω, |y − z| < 1 2 |x − y|
where d is the diameter of Ω and the constant C and γ > 0 depend only on assumptions on the operator, the domain, and the decomposition of the boundary. Given the logarithmic singularity of the Green function, it is natural to look for a Green function in the space of functions of bounded mean oscillation. We fix a set D and define the space BM O D (Ω) which consists of functions in BM O(Ω) and which vanish in an appropriate sense as we approach D. We will construct the Green function in this space and then obtain the pointwise estimates.
There is a great deal of literature on the existence of Green functions and we do not try to summarize it all here. Littman, Stampacchia, and Weinberger [18] establish that the Green function has a logarithmic singularity in two dimensions. Grüter and Widman [14] give a nice construction of the Green function for the Dirichlet problem in dimensions three and higher and treat operators that are not self-adjoint. Kenig and Pipher [17] give a construction of the Neumann function or the Green function for the Neumann problem when n ≥ 3. The existence of a global fundamental solution for an elliptic operator in the plane was established by Kenig and Ni [16] . Using their results, Chanillo and Li [4] show that the global fundamental solution lies in BM O(R 2 ).
The results of the previous paragraph are for single equations. More recently, there has been interest in constructing Green functions for elliptic systems. In this case, we are only able to obtain upper bounds. The work of Auscher and collaborators [1] establishes the existence of a Green function for operators with complex coefficients (which may be viewed as a system of equations with real coefficients). This work was motivated in part by their interest in the Kato problem. Dolzmann and Müller [7] construct the Green function in a C 1 -domain for an elliptic operator with continuous coefficients. Dong and Kim [8] establish the existence of a Green function for elliptic systems which are not assumed to be self-adjoint under the hypothesis that solutions of the operator are bounded or Hölder continuous. Their argument gives Gaussian upper bounds for the parabolic Green function and then integrates the parabolic Green function in time giving the Green function for the elliptic problem. Recently, Choi and Kim [5] have given a construction of the Neumann function in dimensions three and higher under the assumption that solutions of the operator satisfy local Hölder continuity and boundedness estimates. In two dimensions, the necessary results on the Hölder continuity of solutions dates back to Morrey [21] . A paper of Calanchi, Rodino, and Tri [2] observes that the Green function for the Dirichlet problem for the Laplacian lies in BM O for planar domains. Their proof relies on the maximum principle which is not available to treat the systems considered here. In addition to our main goal of treating the Green function for the mixed problem, the present paper complements the work of Choi and Kim by providing a construction of the Green function for the Neumann problem in two dimensions. Recent work of D. Mitrea and I. Mitrea [20] gives the existence of the Dirichlet Green function for various constant coefficient operators in Lipschitz domains.
The present paper was motivated by an effort to construct the Green function for elliptic systems under mixed boundary conditions. Taylor, Ott, and Brown [25] give a construction of the Green function for a class of mixed problems for the Laplacian in a Lipschitz domain in dimensions two and higher. Their argument begins with the free space fundamental solution and uses a reflection to first construct a Green function for Neumann boundary conditions and finally corrects the boundary conditions to give a Green function for mixed boundary conditions. Below, we provide a new proof of their results in two dimensions and establish the existence of a Green function with mixed boundary conditions for a large class of elliptic systems in two dimensions. We expect that the Green function constructed below will be useful in extending Taylor, Ott, and Brown's results on the L p -mixed problem for the Laplacian to systems in two dimensions. It is an interesting, open question to study the mixed problem for elliptic systems in dimensions three and higher. The main difficulty in carrying out this extension is the lack of estimates for the Green function.
The construction of the Green function for an operator L is closely related to local, scale-invariant estimates for solutions of L. In the case of a single equation, the Hölder continuity of solutions to the mixed problem was established by Stampacchia [24] using the method of De Giorgi. Stampacchia considers the mixed problem in domains which locally are equivalent by a bi-Lipschitz transformation to a mixed problem in a half-space with the boundary between D and N a hyperplane. A more recent work of Gröger [13] uses the method of Meyers [19] to show that solutions of the mixed problem with nice data satisfy ∇u ∈ L 2+ǫ (Ω). Gröger's assumptions on the domain and the decomposition of the boundary are similar to those of Stampacchia. When considering the more general decompositions of the boundary introduced by Taylor, Ott, and Brown and considered in this paper, it seems to be simpler to use the method of reverse Hölder inequalities as in Gehring [9] and Giaquinta and Modica [11] to obtain that ∇u ∈ L 2+ǫ (Ω).
Our formulation of the mixed problem allows for the extreme cases where D = ∅ or D = ∂Ω which give the Neumann problem and the Dirichlet problem, respectively. The Green function for the Dirichlet problem is treated alongside the mixed problem in section 4. The properties of the Green function are given in Theorem 4.1. The changes needed for the Neumann problem appear in section 5 and the properties of the Green function for the Neumann problem are given in Theorem 5.14. In Section 6, we provide a proof of the existence of a fundamental solution in the plane. The construction of a global fundamental solution for an equation was perhaps known, however the detailed construction appears to have first been written down in a paper of Kenig and Ni from 1985 [16] . We provide a different construction of the fundamental solution which also applies to systems. The existence of a fundamental solution in the plane and the properties of this fundamental solution are given in Theorem 6.7. The Lamé system (with variable Lamé parameters) provides a family of examples to illustrate the use of our results. We describe this system in section 2 and show that it satisfies the hypotheses of our main results.
Preliminary material and the weak formulation of the mixed problem
We will consider the Green function for boundary value problems in a bounded Lipschitz domain Ω and we begin by giving the definition of these domains. Given a constant M > 0, x ∈ ∂Ω, and r > 0, we let Z r (x) = {y : |y 1 − x 1 | < r, |y 2 − x 2 | < (3M + 1)r}. We say that Z r (x) is a coordinate rectangle for Ω if there is a Lipschitz function φ : R → R so that
We assume that the coordinate system used in this coordinate rectangle is a rotation of the standard coordinate system. We say that Ω is a Lipschitz domain if Ω is a bounded connected open set and for each x ∈ ∂Ω, we may find a coordinate rectangle centered at x. Since the boundary is compact, we may cover ∂Ω by a finite collection of coordinate rectangles {Z r i (x i )} N i=1 so that each
is also a coordinate rectangle. We set r 0 = min{r i : i = 1, . . . , N } and we will use this value as a characteristic length of the domain when we state scale-invariant estimates. For x ∈Ω and ρ ∈ (0, 4r 0 ), we define local domains Ω ρ (x) which will play the role of disks in our work. In the case that dist(x, ∂Ω) > ρ, we let Ω ρ (x) = B ρ (x), the disk centered at x with radius ρ. In the case that dist(x, ∂Ω) ≤ ρ, we pick a coordinate rectangle containing x = (x 1 , x 2 ) and using the coordinates for this rectangle, we letx = (x 1 , φ(x 1 )) be obtained by projecting onto the boundary and define Ω ρ (x) = Z ρ (x) ∩ Ω.
For x ∈ ∂Ω and ρ ∈ (0, r 0 ), we define a boundary interval ∆ ρ (x) by ∆ ρ (x) = Z ρ (x) ∩ ∂Ω. The domains Ω ρ (x) are star-shaped Lipschitz domains and the boundary intervals ∆ ρ (x) are connected. These properties are helpful in establishing the Poincaré and Korn inequalities introduced below. For this reason, we prefer them to B ρ (x) ∩ Ω and B ρ (x) ∩ ∂Ω used in [23, 25] , for example. There is a price to pay as given x and ρ we will have several choices for ∆ ρ (x) and Ω ρ (x). Our results will hold for any such choice provided that when several of these objects occur in an estimate we use the same coordinate rectangle to define each of them.
We let D ⊂ ∂Ω be the set where we specify the Dirichlet data and then we put N = ∂Ω \ D. We will require that D satisfy the interior corkscrew condition. This means that for each x ∈ ∂D (where the boundary is taken with respect to ∂Ω) and r ∈ (0, r 0 ), we may find x r ∈ D so that |x − x r | ≤ r and dist(x r , N ) ≥ M −1 r. (2.1)
As our boundary is locally a Lipschitz graph, this easily implies that for each x ∈ D and r ∈ (0, r 0 ), we have that σ(∆ r (x) ∩ D) ≥ cr (see [25, Section 1] for details). Note that if D is not empty, then the corkscrew condition implies that the interior of D is not empty. Now we turn to the precise description of the boundary value problem. As we are considering an operator acting on vector-valued functions, most of the functions we consider will take values in R m for some m. We do not explicitly denote the target in our notation for function spaces. However, we emphasize that in the definitions below, all of the functions will be vectorvalued. We letẆ 1,p (Ω) denote the homogeneous Sobolev space of functions having one derivative in L p (Ω) with the norm u Ẇ 1,p 
for a constant C which depends on M , p, and Ω. We will letẆ 
The operator L will act on vector-valued functions in the plane. Formally, L is given by
3)
The coefficients a ij αβ are assumed to be real, bounded, and measurable functions
We do not assume a symmetry condition on the coefficients and thus the operator L will not be self-adjoint. We will define Lu as an element ofẆ
(Ω) via the quadratic form
Here and throughout this paper, we follow the convention that we sum on repeated indices. Since the coefficients are bounded, for some constant C = C(M, m) we have
We assume the following local ellipticity condition. If x ∈Ω, ρ ∈ (0, r 0 ), and u ∈Ẇ 1,2 ∅ (Ω), then for all constant vectors c ∈ R m , we have
In addition, we assume a global coercivity condition on D and the form A
The conditions (2.6) and (2.7) are immediate if D has non-empty interior and the coefficients satisfy the strong ellipticity condition
At the end of this section, we will show that they also hold for the Lamé system when the set D is non-empty and satisfies the corkscrew condition.
We are now ready to give the precise formulation of (1.1). Given
(∂Ω) we say that u is a weak solution of the mixed problem (1.1) if we have
With our continuity (2.5) and global coercivity (2.7) assumptions, the existence and uniqueness of solutions is an immediate consequence of the Lax-Milgram theorem.
We also consider the adjoint problem for the operator L * whose coefficients are obtained by replacing a ij αβ by a ji βα . We say that w is a weak solution of the mixed problem for
Given a locally integrable function on Ω, x ∈Ω, a subset D ⊂ ∂Ω, and ρ ∈ (0, r 0 ), we definē
Here, we are using − E f dy = |E| −1 E f dy to denote the average of E. We will define the space BM O D (Ω) to be the collection of integrable functions u on Ω for which the norm
is finite. The supremum is taken over all local domains. We will be primarily interested in the case when D = ∅ and then it is easy to see that the above expression is a norm. In the case where Ω is R 2 or D = ∅, then the elements of the space will be equivalence classes of functions which differ by a constant.
We note that if
. Thus, we obtain the JohnNirenberg inequality
The standard proof for BM O(R n ) as found in the lecture notes of Journé [15, Chapter 3] , for example, extends easily to the space BM O D (Ω). As a
In the case where Ω = R 2 , we can show that any representative of a
and in the case of a bounded domain any representative of a function in
We define atoms for Ω and D and then the Hardy space H 1 D (Ω). We say that a bounded measurable function a is an atom for Ω and D if a is supported in one of the local domains Ω ρ (x) and satisfies
A function f is in the atomic Hardy space H 1 D (Ω) if there is a sequence of atoms
and a sequence of real numbers
We define a norm on this space by
where the infinum is taken over all representations of f . It will be useful to observe that the expression We recall several Poincaré and Sobolev inequalities that will be needed in the argument below. The first inequality is a scale invariant Sobolev-Poincaré inequality. If u ∈Ẇ 1,p D (Ω), 1 ≤ p < 2 and 1/q = 1/p − 1/2, and Ω ρ (x) is one of the local domains defined above, then we may find a constant C depending only on M and p so that
Ifū x,ρ = − Ωρ(x) u dy, the inequality holds with Ω ρ (x) as the domain of integration on the right-hand side. However, if dist(Ω ρ (x), D) = 0, then we need to expand Ω ρ (x) and use the corkscrew condition (2.1) in order to conclude that u vanishes on a large enough set to obtain the inequality (2.11). See [23, Section 3] for more details. A useful consequence of the inequality (2.11) is the Poincaré inequality for 1 ≤ p < ∞,
Note that the Poincaré inequality (2.12) with p = 2 immediately implies the embeddingẆ
The corkscrew condition is needed to establish this embedding. If 2 < p < ∞, we have the following version of Morrey's inequality
This inequality gives the embedding of the Sobolev spaceẆ 1,t D (Ω) into space of Hölder continuous functions with exponent 1 − 2/t when t > 2. Finally, we give an estimate at the boundary. Let Ω ρ (x) be one of our local domains and suppose that 1 ≤ p < ∞, 1 ≤ q < 2 and 1/q = 1/(2p) + 1/2. There exists a constant C = C(p, M ) so that for u ∈Ẇ
To end this section, we recall the Lamé operator and show that the form for this operator with the mixed boundary condition satisfies the ellipticity condition (2.6) and coercivity condition (2.7). Given two real-valued functions µ and λ, the Lamé operator is the operator with coefficients
We will use ǫ(u) to denote the strain or the symmetric part of the gradient,
and then σ(u) will denote the stress tensor which is given by
or more compactly by
where I is the 2 × 2 identity matrix. The functions µ and λ are called the Lamé parameters and are related to the elastic properties of the material. We require that λ and µ are bounded, measurable functions and that µ(x) − λ − (x) ≥ c > 0 where λ − denotes the negative part of the function λ. With this assumption, we have the pointwise lower bound
We recall the following version of Korn's second inequality. Let Ω ρ (x) be one of our local domains with star-center x * . If u is inẆ 1,2 (Ω ρ (x)) and c is any constant vector in R 2 , then , however the standard proof of this inequality seems to be by contradiction and thus we cannot say anything about how the constant depends on the domain Ω and the boundary set D. All of our quantitative assumptions have been in terms of the constant M . The results below will be of two types. Many of the results will be local estimates which hold on scales ρ ∈ (0, r 0 ). In these local estimates, the constant will depend only on m, M , and any L p -indices that appear in the estimate. The remaining estimates will depend on global properties of the domains such as the collection of coordinate cylinders which cover the boundary or the constant in the Poincaré inequality (2.2). However, the constant may be chosen to be uniform under small changes in the Lipschitz functions which define the boundary. One exception is the constant in the Korn inequality which gives the coercivity condition (2.7) for the Lamé system. As noted above, the standard proof is by contradiction and gives no information about the dependence of the constant on the domain. In the study of the Neumann problem the global estimates for solutions will depend on the estimate in our existence theorem, Theorem 5.4. The proof of this result uses the Fredholm theory and thus we have no information about the behavior of the operators used to solve the Neumann problem.
Estimates for solutions of the mixed problem
In this section, we prove estimates for solutions of the mixed problem. We will use the reverse Hölder technique of Giaquinta and Modica [11] . Before beginning the main argument, we introduce two auxiliary functions which will arise when we prove Caccioppoli-type inequalities for solutions of the mixed problem (2.8) when the data f or f N is not zero.
In the following definitions, we assume that 0 < r < r 0 so that we can define Ω ρ (x) and ∆ ρ (x) for 0 < ρ < r. For 0 < α < 2, we let I α,r f (x) denote the maximal fractional integral given by
Note that we have several choices for Ω ρ (x) when x lies in several coordinate rectangles. In defining I α,r , we take the maximum over the choices for Ω ρ (x) arising from our finite cover of the boundary by coordinate rectangles. We have that ρ α−2 χ Ωρ(x) (y) ≤ C(M )|x − y| α−2 and it follows that I α,r f (x) ≤ CR α |f |(x) where R α is the standard Riesz potential. Thus, the Hardy-Littlewood-Sobolev theorem gives us that with q and p related by 1/q = 1/p + α/2 and 2/(2 − α) < p < ∞, we have
with the convention that the supremum of the empty set is zero. Recall that if x is in a coordinate rectangle Z r (y), and x = (x 1 , φ(x 1 ) + te 2 ), we defined
In the definition of P r , we assume that f N has been extended to ∂Ω by setting f N = 0 outside N . Following the argument in [23, Section 3], for 1 < p < ∞, we may find a constant C = C(M, p, Ω) so that we have the estimate
and the corresponding estimate for p = ∞ is trivial.
We are now ready to begin our estimates. We begin with a simple energy estimate. 
Proof. Let a be an atom for the Hardy space H 1 D (Ω). Using the Poincaré inequality (2.12), it is easy to see that the map u → Ω a α u α dy lies in the dual ofẆ 1,2 D (Ω). As a consequence, the solution of the mixed problem (2.8) with f = a and f N = 0 will satisfy Ω |∇u| 2 dy ≤ C. The result for a general element of H 1 D (Ω) follows easily from the result for an atom.
The following theorem gives our main estimate for solutions of the mixed boundary value problem. We note that the estimates of this theorem hold for the extreme cases where D = ∅ or ∂Ω. In the arguments below, we will use the standard notation 1/p ′ = 1 − 1/p to denote the conjugate exponent.
Theorem 3.4
Let Ω be a Lipschitz domain, let D ⊂ ∂Ω be a (possibly empty) set that satisfies the corkscrew condition (2.1), and suppose that L is an elliptic operator which satisfies the conditions (2.4) and (2.6). Let u be a weak solution of the mixed problem (2.8) and assume that f ∈ L p (Ω) and f N ∈ L p N (N ) are functions. We may find a t 0 > 2 so that with t ∈ [2, t 0 ), p ∈ (1, 2) and p N ∈ (1, ∞), x ∈Ω and ρ ∈ (0, r 0 ) we have the estimate
The exponent t 0 depends on M , p, and p N and the constant C = C(M, t, p, p N ).
Proof. We let u be a weak solution of the mixed problem (2.8) with f ∈ L p (Ω) and f N ∈ L p N (N ) for some p > 1 and p N > 1. Define q by 1/q = 3/2 − 1/p and q N by 1/q N = 1 − 1/(2p N ) and let s = max(q, q N ) < 2. We fix x ∈Ω, 0 < ρ < r 0 and we claim the Caccioppoli inequality
The estimate of the theorem follows immediately from (3.5) and the reverse Hölder argument of Giaquinta and Modica (see [10, Theorem 1.2, p. 122]). To establish (3.5), we fix x ∈Ω and ρ ∈ (0, r 0 ). We let η be a cutoff function which is one on Ω ρ (x), zero on Ω \ Ω 2ρ (x), and satisfies |∇η| ≤ C/ρ. We let E = Ω 2ρ (x) |u −ū x,2ρ |η|∇η||∇u| + ρ −2 |u −ū x,2ρ | 2 dy. As our first step, we will establish the inequality
If we use (2.11) and the Cauchy inequality with ǫ's, the estimate (3.6) implies (3.5). Thus we turn to the proof of (3.6).
To establish (3.6), observe that thanks to our definition ofū x,ρ , we have
D (Ω). Thus, from the product rule, our ellipticity assumption and the weak formulation of the mixed problem, (2.8), we obtain
We claim that if 1 < p < 2, we have
We also will need that if 1 < p N ≤ ∞, then
It is easy to see that (3.6) follows from (3.7-3.9) and thus it remains to prove (3.8) and (3.9). To establish (3.8), we use Hölder's inequality with 1 < p < 2 and then the Sobolev-Poincaré inequality (2.11) to obtain that with 1/q = 3/2 − 1/p 1
. Now (3.8) follows easily. To establish (3.9), we use Hölder's inequality and the boundary Poincaré inequality (2.14) to obtain with 1 < p N < ∞ and 1/q
and now (3.9) follows.
Remark. The argument above also gives us a Caccioppoli inequality for solutions. Let u be a solution of (2.8) with f = 0 and f N ∈ L 2 (N ), fix x and ρ and let v be as in (3.7). Since v vanishes outside Ω 2ρ (x), we may use (2.14) and Hölder's inequality to obtain ∂Ω |v| 2 dσ ≤ Cρ Ω |∇v| 2 dy. If dist(x, ∂Ω) > 2ρ, the boundary term in (3.7) is zero. When dist(x, ∂Ω) < 2ρ, we estimate the boundary term in (3.7) using the Cauchy inequality with ǫ's and the above observation to obtain
Using this estimate in (3.7) and the Cauchy inequality with ǫ's gives
Corollary 3.11 Let Ω, D, and L be as in Theorem 3.4. Let u be a solution of the weak mixed problem (2.8) with f = 0 on Ω 2ρ (x) and f N ∈ L 2 (∂Ω). There is a constant C and γ 0 > 0 so that for γ in (0, γ 0 ), we have
The constant γ 0 depends only on M and C depends on M and γ.
Proof. We let u be a solution of (2.8) with f = 0 in Ω 2ρ (x). We observe that there is a constant c so that if y ∈ Ω 3ρ/2 (x), 0 < s < cρ, then Ω 2s (y) ⊂ Ω 2ρ (x) and we have I α,2s f = 0. Thus if Ω s (y) ⊂ Ω ρ (x) and s < cρ, the main estimate of Theorem 3.4 and (3.1) imply that for t < min(4, t 0 )
).
(3.14) Using (3.14) with the Caccioppoli inequality (3.10) and Morrey's inequality (2.13), we obtain the Hölder estimate (3.12) with γ 0 = min(1 − 2/t 0 , 1/2) where t 0 is as in Theorem 3.4.
To obtain the estimate (3.13), we write
use the Hölder estimate (3.12) to bound the first term on the right and then the Hölder inequality. Note that this works even whenū x,ρ = 0 since in this case, u vanishes on a nearby piece of the boundary.
We observe a version of the Green identity for solutions of the weak mixed problem (2.8) and the corresponding problem for the adjoint operator, L * . If u satisfies Lu = f with ∂u/∂ν = f N and w is a solution of the adjoint problem L * w = g with ∂w/∂ν = g N and suppose that f and g are in L p (Ω) and f N and g N are in L p (∂Ω) for some p > 1. Then, we have
The identity (3.15) follows easily since both sides of (3.15) are equal to A(u, v).
The following Corollary is only valid when D = ∅. For the Neumann problem, there are non-constant solutions to the homogeneous problem and hence the estimates (3.17) and (3.18) cannot hold. We will give a version of this result for the Neumann problem in section 5.
Corollary 3.16
Suppose that D is a non-empty subset of ∂Ω that satisfies the corkscrew condition. Let L, Ω, and t 0 be as in Theorem 3.4, suppose that t ∈ (2, t 0 ), define r by 1/r = 1/2 + 1/t and let r N = t/2. If u is a weak solution of the mixed problem (2.8) with f N = 0 and f ∈ L r (Ω), then we have
If u is a solution of (2.8) with f ∈Ẇ
(Ω) and f N = 0, then we have the estimate
.
(3.18)
The constant C depends on M , t, and Ω.
Proof. Using the estimate (2.2), it follows that the map v → λ(v) = Ω f α v α dy is an element inẆ
(Ω) with the bound λ Ẇ −1,2
. As a consequence, if u is a weak solution of the mixed problem (2.8) with f ∈ L r (Ω), r > 1 and f N = 0, we have the energy estimate
We begin with the main estimate of Theorem 3.4 on domains Ω r 0 (x). We choose p with p ∈ (1, r) and apply the estimate (3.1) to obtain
We use the energy estimate (3.19) and observe that 1 − 2/t = 2/r ′ . Finally, we cover Ω with domains Ω r 0 (x) and use Minkowski's inequality to obtain the first estimate (3.17). The second estimate (3.18) for solutions of L follows by duality from (3.15) and the first estimate (3.17) for solutions of the adjoint operator L * . If A * is the form for L * , then A * (u, v) = A(v, u), thus it is clear that L * satisfies the hypotheses of this theorem exactly when L does. Proof. We let u be a solution of the weak mixed problem with f = a, an atom for the Hardy space H 1 D (Ω), and f N = 0. We suppose that a is supported in Ω ρ (x).
To estimate u, we fix z in Ω, t > 2, and use the Morrey inequality (2.13) and the Hölder inequality to obtain
As in Corollary 3.16, r is defined by 1/r = 1/2 + 1/t and r ′ is the dual exponent given by 1/r ′ = 1/2 − 1/t. We restrict t to lie in the interval (2, t 0 ) with t 0 as in Theorem 3.4 and show how to use Corollary 3.16 to estimate the two terms on the right-hand side of (3.21). First, we use (3.17) and the normalization of the atom to conclude that
Next, we claim that for t > 2, we have
Given the claim, the estimate (3.18) in Corollary 3.16 implies that we have
To establish the claim (3.23), we use that eitherv x,ρ = 0 or Ω a dy = 0, the normalization of the atom, and the Morrey inequality (2.13) to write
which gives the claim (3.23).
The estimate of the Corollary follows from (3.21), (3.22) , and (3.24).
The Green function for the mixed problem
In this section, we prove the existence of the Green function for the mixed problem and give its main properties. We allow the case when D = ∂Ω which gives the Dirichlet problem.
We begin by giving our definition of a Green function. This formulation is modeled on the definition in Littman, Stampacchia, and Weinberger [18] . We say that G(x, y) = (G αβ (x, y)) α,β=1,...,m is a Green function with pole at x for the mixed problem (2.8) if G(x, ·) ∈ L 1 (Ω) and whenever u is the weak solution of the mixed problem with f ∈ C(Ω) and f N = 0, then we have
If we have existence and uniqueness for the mixed problem (2.8) when the right-hand side, f is in C(Ω), then it is obvious that the Green function is unique. The following theorem shows that the Green function exists and gives additional regularity of the Green function. 
In these estimates d is the diameter of Ω and the constants depend on the global character of Ω as well as M . If we let G be the Green function for the mixed problem for L andG the Green function for L * then we have
Furthermore, if f ∈ L p (Ω) and f N ∈ L p (N ) for some p > 1, then the unique solution of the weak mixed problem (2.8) is given by
Proof. We fix x ∈ Ω, α in {1, . . . , m}, and ρ ∈ (0, r 0 ). We let G α· ρ (x, ·) be the solution of mixed problem (2.9) for L * with this g = e α χ Ωρ(x) /|Ω ρ (x)| and g N = 0. We fix f in L p (Ω) and f N ∈ L p N (N ) with p > 1 and p N > 1 and let u be a weak solution of the mixed problem for L (2.8) with data f and f N . If we let w = G α· ρ (x, ·) in (3.15), we obtain If we choose any sequence {ρ k } with lim k→∞ ρ k = 0, the above argument, applied to the rows of G ρ k , gives a subsequence of {G ρ k (x, ·)} which converges to a Green function. As the Green function is unique, the limit must be the function G(x, ·). This implies that the entire family {G ρ (x, ·)} ρ converges to G(x, ·) in the weak-* topology of BM O D (Ω).
Next, we recall that
Thus we may use the Caccioppoli inequality (3.10), to conclude that
This estimate will also hold for the limit and thus we obtain the conclusion (4.3) and that the rows of G(x, ·) are solutions of L * G α· (x, ·) = 0 in Ω \ {x}. More precisely, we have A(φ, G α· (x, ·)) = 0 whenever φ ∈Ẇ We show how to use these estimates to obtain the pointwise bounds of the Theorem. If x and y are in Ω, we may find a chain of domains Ω j = Ω ρ j (y j ) for
Since the rows of G(x, ·) are solutions of the equation L * u = 0, the properties of the chain {Ω j } and the bound (3.13) implies the pointwise bound (4.4) for G. To obtain the Hölder continuity (4.5), we use that G lies in BM O D (Ω) and the local Hölder estimate (3.12). If we fix x and y, then we may apply the local Hölder estimate on a local domain Ω ρ (y) with radius ρ comparable to |x − y|. The boundary estimate (4.6) follows immediately from (4.5).
Next, we turn to the symmetry property of the Green function (4.7). We let G ρ andG ρ be the approximate Green functions for L and L * used in the construction of the Green function. Using the Green identity (3.15) we obtain
Using the Hölder continuity of G ρ andG ρ in the second variable and the ArzelaAscoli theorem, we may extract a subsequence which converges uniformly on compact subsets of Ω \ {x}. Letting ρ tend to zero, we obtain G αβ (x, y) = G βα (y, x) .
Finally, to obtain the representation formula of the Theorem for solutions with f and f N not zero, we may use the Arzela-Ascoli theorem to find a sequence G ρ j (x, ·) which converges uniformly on ∂Ω. Thus, we may take the limit in (4.9) to obtain the representation formula of the Theorem. The convergence of the integral on Ω follows since
The Green function for the Neumann problem
In this section we consider the Green function for the Neumann problem (which is the mixed problem in the extreme case where D = ∅). Most of our arguments parallel the construction of the Green function for the mixed problem. However, there is an additional complication. The homogeneous Neumann problem for L has non-trivial solutions. Hence, we need to impose compatibility conditions on the data and conditions to guarantee uniqueness of solutions. It seems that the most natural condition for uniqueness involves the boundary values of solutions.
We let L be an operator as defined in (2.3) and we consider the form A now defined onẆ 1,2 ∅ (Ω), the homogeneous Sobolev space of functions with one derivative in L 2 (Ω). Since we have chosen to norm this space by the expression ( Ω |∇u| 2 dy) 1/2 , the elements of this space will be equivalence classes of functions under the equivalence relation u is equivalent to v if u − v is a constant.
We let V = {v : A(v, φ) = 0 for all φ ∈Ẇ 1,2 ∅ (Ω)} and V * = {v : A(φ, v) = 0 for all φ ∈Ẇ 1,2 ∅ (Ω)} denote the solutions of the homogeneous Neumann problems for L and L * respectively. Under our ellipticity assumption (2.6) and boundedness of the coefficients (2.4) we have that these spaces are finite dimensional and the Fredholm alternative implies that dim V = dim V * . The Hölder estimate of Corollary 3.11 implies that the elements of these spaces are Hölder continuous.
We give the weak formulation of the Neumann problem for L ∅ (Ω). Thus, if we are to find a solution to (5.1), we must have that f and f N satisfy the compatibility condition
For the operators we consider, the constant functions lie in V * . Thus, the first line of (5.1) is satisfied if φ is any representative of an equivalence class iṅ W 1,2 (Ω). We will use the following technical result when we construct the Green function.
Proposition 5.3
Suppose Ω is a Lipschitz domain and that the operator L satisfies (2.4), (2.6), and the coerciveness condition (2.7) with D = ∂Ω.
a) The norms
is a finite R m -valued Borel measure onΩ, then we may find λ µ ∈ V so that
We have the estimate λ µ L 2 (∂Ω) ≤ C µ where µ denotes the total variation of µ.
Proof. Since V ⊂Ẇ
1,2
∅ (Ω), it follows that ∂Ω |v| 2 dσ is finite on V. If v ∈ V and ∂Ω |v| 2 dσ = 0, then v = 0 on ∂Ω and it follows that v is in the Sobolev spaceẆ 1,2 ∂Ω (Ω). Since we assume that the form A is coercive on this space, it follows that v = 0. Thus, we have · L 2 (∂Ω) is a norm on this space. Since V is finite dimensional, it follows that the norms
To establish part b), observe that the local boundedness estimate (3.13) implies that v → Ω v α dµ α is a continuous linear functional on V. According to part a), V is a Hilbert space under the inner product ∂Ω u α v α dσ. Hence, the Riesz representation implies that we have a unique λ µ ∈ V so that
Corollary 3.11 implies that the elements of V are bounded functions, the estimate for λ µ follows from the Riesz representation theorem.
Next, we give a standard existence theorem for the weak Neumann problem (5.1).
Theorem 5.4
Let Ω be a Lipschitz domain and suppose that L satisfies the ellipticity condition (2.6), has bounded coefficients (2.4), and that (2.7) holds for D = ∂Ω. If f and f N satisfy the compatibility condition (5.2), then the weak Neumann problem (5.1) has a unique solution and the solution u satisfies the estimate
). We now give estimates for solutions of the Neumann problem to take the place of Corollary 3.16. Since the homogeneous Neumann problem may have non-constant solutions, Corollary 3.16 cannot hold for all solutions of the Neumann problem.
We consider a function f in L r (Ω), r > 1, and use Lemma 5.3 to find a function λ f ∈ V * so that the pair f and λ f | ∂Ω satisfy the compatibility condition needed to solve the Neumann problem,
We let Λ f be defined by Λ f (φ) = ∂Ω λ α f φ α dσ − Ω f α φ α dy. We observe that the constant functions lie in V * and hence we have Λ f (c) = 0 for all constant vectors c ∈ R m . The elements in V * are bounded and for all p, 1 ≤ p < ∞, we have the inequalities 
exists and satisfies ∇u L 2 (Ω) ≤ C(r, r 0 ) f L r (Ω) . Next, we consider the adjoint problem for g ∈ L r (Ω),
where Λ * g (φ) = λ g , φ ∂Ω − g, φ and λ g ∈ V satisfies Ω v α g α dy = ∂Ω v α λ α g dσ, v ∈ V. Similar considerations give the existence of a solution to the adjoint problem with ∇w L 2 (Ω) ≤ C g L r (Ω) . Furthermore, from (3.15) we obtain
The boundary integral ∂Ω λ α f w α dσ vanishes since the Neumann data λ f lies in V * and w is perpendicular to this space in L 2 (∂Ω). The other boundary integral vanishes for similar reasons. Remark. For the second estimate of Corollary 5.10 to be useful, we must have that f lies inẆ −1,t ′ (Ω). In particular, we must have that the mean-value of f is zero.
Corollary 5.13
If a is an atom for the Hardy space H 1 ∅ (Ω), then the solution of (5.7) with f = a satisfies
Proof. Given the estimates Corollary 5.10, the result follows as in Corollary 3.20.
We are ready to define a Green function for the the Neumann problem. We say that G(x, ·) is a Green function for the Neumann problem with pole at x if G(x, ·) is in L 1 (Ω) and whenever a is an atom and u the corresponding solution to (5.7) with f = a, then we have
It is clear that the Green function is unique up to a constant.
Theorem 5.14 Let Ω be a Lipschitz domain and suppose that L satisfies the ellipticity condition (2.6), has bounded coefficients (2.4), and the form for L is coercive onẆ 1,2 ∂Ω (Ω). Then there exists a unique Green function G(x, y) which satisfies the following estimates
If G andG are the Green functions for L and L * , respectively, we may find representatives of G andG so that
Furthermore, if u is a solution of the weak Neumann problem with f ∈ L p (Ω) and f N ∈ L p (∂Ω) for some p > 1 and satisfying the compatibility condtion (5.2), then we have
(5.20)
Proof. We fix x ∈ Ω, α ∈ {1, . . . , m}, ρ with 0 < ρ < r 0 , and let g = e α χ Ωρ(x) /|Ω ρ (x)| where e α is the unit vector in the direction of the αth coordinate axis. We let λ α· ρ ∈ V be chosen so that g and λ α· ρ | ∂Ω satisfy the compatibility condition needed to solve the adjoint problem (5.8). We let G α· ρ (x, ·) be the solution of (5.8) with g as above and g N replaced by λ α· ρ . We let u be a solution of the Neumann problem (5.1) with data f and f N in L p (Ω) and L p (∂Ω), p > 1, respectively. From (3.15), we have
If we let f be an atom and f N = 0, then Corollary 5.13 implies the left-hand side of (5.21) is bounded by a constant that is independent of a. It follows that G α· ρ (x, ·) * ,∅ ≤ C with C independent of ρ. We may use compactness in the finite dimensional space V and the Banach-Alaoglu theorem to find λ α· ∈ V, G α· (x, ·) ∈ BM O ∅ (Ω), and a sequence {ρ j } ∞ j=1 with lim j→∞ ρ j = 0 so that G α· ρ j (x, ·) converges weakly to G α· (x, ·) in BM O ∅ (Ω) and λ α· ρ j converges to λ α· in L 2 (∂Ω). Combining this weak convergence of G ρ j in BM O ∅ (Ω) with the Hölder continuity of u, we obtain that
Thus, we have found our Green function and we have (5.15) . From the uniqueness for the solution u, it follows that the limit G(x, ·) is unique and thus we have that G ρ converges for all ρ and not just a subsequence. Using the Caccioppoli inequality (3.10) we can show that
As this estimate is uniform in ρ for ρ sufficiently small, we obtain that for all φ ∈Ẇ 1,2
The pointwise estimates (5.17) and (5.18) follow from (5.15) and the local estimates in Corollary 3.11. As G has non-zero Neumann data, it is important that these results allow non-zero Neumann data. The argument is identical to that of Theorem 4.1.
We establish the symmetry property (5.19). We let G ρ andG ρ be approximate Green functions for L and L * as defined above. From (5.9), we obtain that −
Now, we may let ρ tend to zero and obtain (5.19). Next, we claim that the mean value Ω G αβ ρ (x, y) dy is bounded for all ρ. As a first step, let u be the solution of (5.7) with f = e β χ Ω . According to Corollary 5.10, the solution u lies in L r (Ω) for some r. As the Neumann data λ f lies in V * and hence is bounded, we may use the estimates of Theorem 3.4 to conclude that ∇u lies in L t (Ω) for some t > 2. Since u lies in L r (Ω) and ∇u lies in L t (Ω), we may conclude that u is bounded. We apply (3.15) and obtain
Since u is bounded, the claim follows. Since G α· ρ (x, ·) is bounded in BM O ∅ (Ω) and the mean values are bounded, it follows that a subsequence of G α· ρ (x·) converges weakly in L p (Ω) for each p finite. In addition, G α· ρ (x, ·) is a solution of L * w = 0 in a neighborhood of the boundary and the Neumann data λ ρ lies in V and hence is bounded. Thus, we may extract a subsequence {G ρ j (x, ·)} which converges uniformly on ∂Ω. We may let ρ → 0 + in the representation formula (5.21) and use the continuity of u to obtain the representation formula (5.20).
The Green function in the plane
In this section, we define a Green function in the plane. We will work in the homogeneous Sobolev spaceẆ 1,2 (R 2 ) which consists of functions φ with ∇φ ∈ L 2 (R 2 ). We norm this space with
. and the elements of this Hilbert space will be equivalence classes of functions under the relation u is equivalent to v if u − v is constant. In R 2 , the local domains Ω ρ (x) are disks and we will use the more standard B ρ (x) = {y : |x − y| < ρ} to denote these disks. We assume that the form A is coercive in the sense that
We may see that this condition holds for the Lamé system using an approximation argument and integration by parts. It is an immediate consequence of the Lax-Milgram theorem that the weak formulation of the problem in the plane
has a unique solution when f is in the dual ofẆ 1,2 (R 2 ),Ẇ −1,2 (R 2 ). We will approximate u by considering the Dirichlet problem in disks B R = {x : |x| < R} for R > 0. We let a be an atom for R 2 that is supported in B ρ (x) and for R large, we let u R be the solution of the Dirichlet problem
From Proposition 3.3 and Corollary 3.20, we have that u R L ∞ (B R ) + ∇u R L 2 (B R ) ≤ C and from Corollary 3.16 and Morrey's inequality (2.13)
The Hölder index γ = 1−2/t with t and r ′ as in Corollary 3.16. The estimates of Corollary 3.16 are scale invariant and thus hold uniformly in R. The dependence on ρ arises because the norm of an atom in L r (B R ) andẆ −1,t ′ (B R ) will depend on ρ. Thus, we have a function u ∈Ẇ 1,2 (R 2 ) so that lim R→∞ u R = u weakly inẆ 1,2 (B S ) for each S > 0 and u solves (6.2) with f = a. Note that since the limiting function u is unique, we have convergence for the entire family, not just a subsequence. Furthermore from the Rellich compactness theorem, we have that u R converges in L r ′ (B S ) for each S > 0. The Hölder estimate in (6.3) and the Arzela-Ascoli theorem imply that we also have that u R converges locally uniformly to u. According to Corollary 3.20, the functions u R are uniformly bounded, hence the same holds for u. Thus, if f = a, an atom, the solution of (6.2) may be chosen so that
We give a definition of the Green function in the plane. We say that G(x, ·) is a Green function in the plane for (6.2) with pole at x if G(x, ·) is in L 1 loc (R 2 ) and for each atom a, the solution of (6.2) is given by u α (x) = Since solutions of this weak problem are unique, it is immediate that for each x, G(x, ·) is a unique element of BM O(R 2 ). In other words, G(x, ·) is unique up to a constant.
Finally, we give a theorem which establishes existence and regularity of the Green function in R 2 .
Theorem 6.7 If L satisfies (2.4) and (6.1), then there is a unique Green function G(x, ·) with pole at x and the Green function satisfies G(x, ·) ∈ BM O(R 2 ) (6.8)
loc (R 2 \ {x}) (6.9)
|G(x, y) − −
G(x, z) dz| ≤ C(1 + | log(|x − y|)|), x, y ∈ R 2 (6.10)
|G(x, y) − G(x, z)| ≤ C |y − z| γ |x − y| γ , if |y − z| < 1 2 |x − y| (6.11)
The exponent γ is as in Corollary 3.11 and C may be chosen to depend on M and γ. Finally, if G andG are the Green functions in the plane for the operators L and L * , then we may find representatives which satisfy the symmetry condition 3π χ B 2/ρ (x)\B 1/ρ (x) . As f ρ e α is an atom (though the constant depends on ρ), we may let G ρ (x, ·) be the weak solution of the equation L * G α· ρ (x, ·) = f ρ e α . We let a be an atom and u the solution of Lu = a constructed above. As in the proof of (3.15), the weak formulations of the equations satisfied by u and G α· ρ (x, ·) give
The estimate for u L ∞ (R 2 ) in (6.4) implies that | G αβ ρ (x, ·)a β dy| = | f ρ u α dy| ≤ C. Now, we may conclude from (2.10) that G ρ (x, ·) lies in BM O(R 2 ). Thus, we may use the Banach-Alaoglu Theorem to find a function G(x, ·) and a sequence {G ρ k (x, ·)} with lim k→∞ ρ k = 0 so that G ρ k (x, ·) converges to G(x, ·) in the weak-* topology of BM O(R 2 ). From the estimates in (6.5), it follows that u α (x) = lim
Hence, we obtain the representation formula (6.6). We may use Caccioppoli's inequality (3.10) to obtain uniform bounds on ∇ y G R (x, ·) in L 2 of compact subsets of R 2 \ {x}. Thus G(x, ·) is a solution of L * G(x, ·) = 0 in R 2 \ {x}. Now the pointwise estimates (6.10) and (6.11) follow as they do for the mixed problem. Finally, we establish the symmetry property (6.12). As our construction of G, stands we have no information about the behavior of G in the first variable.
We begin by claiming that we can fix a representative of G(x, ·) so that G is locally integrable in R 2 × R 2 . Towards this end, we observe that if we fix x in R 2 and let h ρ,x = 1 πρ 2 (χ Bρ(x) − χ Bρ(0) ), then e α h ρ,x lies inẆ −1,t ′ (R 2 ), the dual ofẆ 1,t (R 2 ), t ≥ 2, with h ρ e α Ẇ −1,t ′ (R 2 ) ≤ C|x| 1−2/t . We let v ρ (x, ·) be the solution of L * v ρ (x, ·) = e α h ρ,x . Using the estimates of Corollary 3.16, we may show that the map x → v ρ (x, ·) is a continuous map from R 2 into L r ′ (R 2 ) where r ′ is as in (3.18) . If we fix a representative of G ρ (0, ·), the function G ρ (0, ·) + v ρ (x, ·) gives an approximate Green function that is locally integrable in R 2 × R 2 . If we let ρ → 0 + , we obtain the same conclusion for G.
We let G andG be the Green functions as constructed in the previous paragraph for L and L * . We fix atoms a and b and let u and v solve the equations Lu = a and L * v = b. From the weak formulation (6.2), we have A(u, v) = u α b α dy = a β v β dy. Using the representation (6.6) and Fubini's theorem, we obtain
αβ (x, y)a β (y) dx dy = R 2 ×R 2 b α (x)G βα (y, x)a β (y) dx dy.
As this holds for all atoms a and b, we have functions φ andφ so that G(x, y) + φ(x) =G(y, x) + φ(y).
