Abstract. We prove that Getzler's higher generalization of the Deligne groupoid commutes with totalization and homotopy limits.
Introduction
It is nowadays well understood that every reasonable deformation problem over a field of characteristic zero is controlled by some differential graded (dg) Lie algebra, or more in general by an L ∞ algebra. This important principle (which, to the best of our knowledge, first appeared in the paper [28] ) was sponsored by Deligne, Drinfeld and others over the eighties as a philosophy, and has been recently made into a rigorous theorem by Lurie and Pridham [25, 29] , working in the context of derived geometry (a first important step in this direction was made by Manetti [27] ). In this approach to deformation theory, a fundamental role is played by the Deligne groupoid of a dg Lie algebra [18] .
In order to associate a controlling dg Lie algebra to a given deformation problem, there are several standard tools available. Among these, Hinich's theorem on descent of Deligne groupoids [19] is especially useful. It applies when we want to deform some global structure on a space X, and we have a sheaf L of non-negatively graded dg Lie algebras over X, controlling the deformation problem locally: in this situation, Hinich's theorem tells us that a certain dg Lie algebra representing theČech complex C * (X; L) controls the global defomation problem. For more details, and for concrete applications of this theorem to deformation theory, we refer to the original paper [19] , as well as [1, 13, 14, 22 ].
Hinich's theorem fails when the involved dg Lie algebras are non-trivial in negative degrees. The reason is that in this case the Deligne groupoid is not the right object to consider anymore: in fact, it's the truncation of a more fundamental higher groupoid. For instance, when the dg Lie algebras are concentrated in degrees ≥ −1, the right object to consider is the associated Deligne 2-groupoid [15] . A proof of the corresponding theorem on descent of Deligne 2-groupoids, together with applications to deformation quantization, can be found in the references [6, 33] .
In the general situation, the object to consider is a certain ∞-groupoid associated to the dg Lie algebra L. A first model for this ∞-groupoid was introduced by Sullivan [31] and studied in depth by Hinich [19, 20] : it is the Kan complex MC ∞ (L) := MC(Ω * (∆ • ; L)) of Maurer-Cartan forms on the standard cosimplicial simplex ∆ • with coefficients in L. A second model, which is the subject of this paper, was introduced by Getzler [16] : we shall denote it by Del ∞ (L). While the two models are homotopy equivalent as Kan complexes, Getzler's model is smaller and contains more algebraic information, such as the Baker-Campbell-Hausdorff product on L 0 and the Gauge action on Maurer-Cartan elements. In particular, when L is concentrated in non-negative degrees, Del ∞ (L) is naturally isomorphic to the nerve of the associated Deligne groupoid.
The ∞-groupoid Del ∞ (L) can be defined as the Kan complex Del ∞ (L) := MC(C * (∆ • ; L)) of (non-degenerate) Maurer-Cartan cochains on ∆ • with coefficients in L, where the cochain complex C * (∆ n ; L) is equipped with the L ∞ algebra structure induced via homotopy transfer along Dupont's contraction (see [10, 16] ). Similar constructions appeared in some recent literature 1. Formal Kuranishi theorem 1.1. Algebraic preliminaries. In this section we review some basic algebraic material, mainly with the aim to fix some terminology and notations. Throughout the paper, we work over a field K of characteristic zero. A graded space V is graded over the integers, V = ⊕ k∈Z V k : given a homogeneous element v ∈ V , we denote by |v| its degree. Given a graded space V , we denote by V [1] its desuspension, which is the graded space defined by V [1] k = V k+1 . Differentials raise the degree by one. Given a category C and objects X, Y in it, we shall denote by C(X, Y ) the set of morphism between X and Y in C.
Given a graded space V , we denote by V n the n-th symmetric power of V , that is, the quotient of V ⊗n by the subspace spanned by the elements v 1 ⊗ · · · ⊗ v n − ε(σ)v σ(1) ⊗ · · · ⊗ v σ(n) , where σ ∈ S n is a permutation and ε(σ) is the usual Koszul sign. We denote by v 1 · · · v n the image of v 1 ⊗· · ·⊗v n under the projection V ⊗n → V n . Finally, we denote by S(V ) = ⊕ n≥1 V n the reduced symmetric coalgebra over V , with the usual unshuffle coproduct ∆(v 1 · · · v n ) = n i=1 σ∈S(i,n−i) ε(σ)(v σ(1) · · · v σ(i) ) ⊗ (v σ(i+1) · · · v σ(n) ), where S(i, n − i) ⊂ S n is the set of (i, n − i)-unshuffles, that is, permutations such that σ(j) < σ(j + 1) for j = i. Given graded spaces W, V and a map F : S(W ) → S(V ), we shall denote by f i : W i → V the composition
V , where the second map is the canonical projection. The coalgebra S(V ) is coassociative, cocommutative and locally conilpotent, which means that S(V ) = n≥1 Ker(∆ n ), where ∆ n : S(V ) → S(V ) ⊗n+1 is the iterated coproduct. It is well known that S(V ) is the cofree object over V in the category of coassociative, cocommutative, locally conilpotent graded coalgebras, thus every coderivation Q : S(V ) → S(V ) and every morphism of graded coalgebras F : S(W ) → S(V ) are uniquely determined by their corestrictions q := i≥1 q i : S(V ) → V and f := i≥1 f i : S(W ) → V : we shall call the maps q i and f i the Taylor coefficients of Q and F respectively. The coderivation Q is determined by its Taylor coefficients (q 1 , . . . , q i , . . .) via the formula
while the morphism F is determined by its Taylor coefficients (f 1 , . . . , f i , . . .) via
In particular, corestriction induces an isomorphism of graded spaces Coder(S(V )) ∼ = Hom(S(V ), V ), where we denote by Hom(−, −) the internal Hom in the category of graded spaces, and an isomorphism of sets
, where G and GCC are the categories of graded spaces and graded cocommutative coassociative coalgebras respectively.
is a graded space V together with a dg coalgebra structure
, that is, a family of degree one maps q i :
, that is, a family of degree zero maps
We shall denote by L ∞ (resp.: L ∞ ) the category of L ∞ algebras and (resp.: strict) L ∞ morphism between them. Remark 1.2. To simplify the notations, and since we won't need to do many explicit computations, we shall denote by the same symbol an element v ∈ V and its image in V [1] under the shift map. When we do so, it should be clear from the context whether we are considering v as an element in V or V [1] . The distinction becomes relevant when applying Koszul rule for switching signs. Remark 1.3. It follows from the definitions that if Q = (q 1 , . . . , q i , . . .) induces an L ∞ algebra algebra structure on V , its linear part
squares to zero: we call the the complex (V [1] , q 1 ) the tangent complex of (V, Q). Always by the definitions, given an L ∞ morphism
). An L ∞ morphism F is a weak equivalence if its linear part f 1 is a quasi-isomorphism between the tangent complexes.
Remark 1.4.
There is another equivalent definition of L ∞ algebras and L ∞ morphisms found frequently in the literature, see for instance the references [16] and [23] . The two are related by the décalage isomorphism déc : Hom
, where W ∧k are the exterior powers of W : cf. [12] for our conventions on décalage.
In particular, every dg Lie algebra (L, d,
, q i = 0 for i ≥ 3, and f : L → M is a strict L ∞ morphism if and only if it is a morphism of dg Lie algebras. In other words, there is a canonical full embedding DGLA ⊂ L ∞ , where we denote by DGLA the category of dg Lie algebras.
Throughout the paper, we shall work in a complete setting. Definition 1.5. A complete graded space is a graded space V equipped with a descending filtration
such that V is complete in the induced topology, that is, the natural V → lim ← − V /F p V is an isomorphism of graded spaces. Given complete graded spaces (W, F • W ) and (V,
We shall denote by G the category of complete graded spaces and continuous morphisms between them. A complete dg space (V, F • V, d) is a complete graded space (V, F • V ) equipped with a continuous differential d. We shall denote by DG the category of complete dg spaces and continuous morphisms between them.
A complete L ∞ algebra is a complete graded space (V, F • V ) together with an L ∞ algebra structure Q on V such that the Taylor coefficients q i are continuous for the induced topology, that is
We shall denote by L ∞ (resp.: L ∞ ) the category of L ∞ algebras and continuous (resp.: strict) L ∞ morphisms between them.
We close this section by recalling the definition of the Maurer-Cartan functor
where we denote by Set the category of sets. First, given a complete L ∞ algebra (V, F • V, Q), its curvature is the map of sets R V :
The above infinite sum (and the following ones) is convergent since (V,
of complete L ∞ algebras, the associated push-forward is the map of sets F * :
The curvature and the push-forward are related by the following identity, which follows by a direct computation (as this is well known, we shall omit the proof: the interested reader can find it for instance in [2] ) 
is the data of a complete dg space (V,
and a contracting (degree minus one)
• K is a homotopy between f g and id V , that is,
• K satisfies the side conditions Kf = K 2 = gK = 0;
• K and f g are continuous with respect to the filtration F • V on V . We shall always equip W with the induced filtration
is a complete dg space with respect to this filtration, and f, g are continuous morphism.
Given two complete contractions
as above, a morphism between them is a continuous morphism of dg spaces φ :
with the homotopies K and K , that is, K φ = φK. With these definitions, complete contractions form a category, which we denote by Ctr.
Remark 1.8. There is a pair of functors pr i : Ctr → DG, i = 1, 2. The functor pr 1 (resp.:
). The fact that pr 2 is a functor is not obvious, but follows easily from the definitions. It is easy to check that the category Ctr is complete, and that the functors pr 1 , pr 2 commute with small limits.
The fundamental homotopy transfer theorem asserts that (complete) L ∞ algebra structures can be transferred along (complete) contractions.
It is possible to establish recursive formulas for G as well, but these are a bit more complicated. We denote by
i the degree minus one map defined by
where ± is the appropriate Koszul sign (taking into account that |K| = −1). Denoting by
Proof. In the non-complete setting, the first part of the theorem is completely standard: for a proof we refer to the arXiv version of [12] . The second part of the theorem (the one concerning the L ∞ morphism G) is less standard: for a proof we refer to [3] .
The fact that R, F and G are continuous follows by straightforward inductions, using the recursive formulas.
We shall need the following lemmas, where the functors pr i : Ctr → DG, i = 1, 2, were introduced in Remark 1.8. The proofs proceed by induction, using the recursive formulas from Theorem 1.9: details are left to the reader, cf. also [ 
together with complete L ∞ algebra structures Q and Q on V, V with linear parts
is a strict L ∞ morphism between the transferred L ∞ structures, and furthermore the following diagrams are commutative, where the L ∞ morphisms F, F , G, G are defined as in the previous theorem,
Remark 1.12. By the above Lemma 1.10, homotopy transfer can be regarded as a functor
where the fiber product L ∞ × DG Ctr is taken along the functor pr 1 from Remark 1.8 and the tangent complex functor from Remark 1.3. It is easy to check that when we regard homotopy transfer as a functor in the above sense, it commutes with small limits.
The main result of this section is the following formal analog of Kuranishi's theorem, which is essentially due to Getzler [16] : in particular, our proof follows closely the proofs of Lemma 4.6 and Lemma 5.3 in loc. cit.. On the other hand, we don't know any reference where this result is stated explicitly. Theorem 1.13. In the same hypotheses as in Theorem 1.9, the correspondence
is bijective. The inverse ρ −1 admits the following recursive construction: given y ∈ MC(W ) and
, we define a succession of elements x n ∈ V 1 , n ≥ 0, by x 0 = 0 and
This succession converges (with respect to the complete topology induced by the filtration on V ) to a well defined x ∈ V 1 , and we have
is a bijective correspondence between the sets MC(W ) and Ker K MC(V ), whose inverse is the restriction of g 1 .
Proof. We proceed as in [16] , and use the notations from the previous subsection. If x ∈ MC(V ), then
Equation (5) implies injectivity of ρ as follows:
, then subtracting the respective equations (5) for x and z we obtain
, and the sequence x n ∈ V 0 defined by the recursion (4): we show that this sequence is convergent. We suppose inductively, starting with x 1 − x 0 ∈ F 1 V = V , to have proved that x n − x n−1 ∈ F n V , and deduce
By completeness, the infinite sum n≥0 (x n+1 − x n ) converges to a well defined x ∈ V 1 , and by construction this satisfies
Applying g 1 , since moreover
Applying q 1 , we get
We notice that
and substituting into the previous equation, we find
We denote by H the composition H := F G : (V, Q) → (V, Q), whose linear part is h 1 = f 1 g 1 . By Formula (3), and since y ∈ MC(W ), we see that
On the other hand, since
, and using Formula (1),
Finally, putting everything together
Given y ∈ MC(W ) we have MC(G)(MC(F )(y)) = y and by the above also K(MC(F )(y)) = 0, thus MC(F )(y) = ρ −1 (y, 0). Together with the first part of the theorem, this makes it clear that
is a bijective correspondence, and we have already observed that g 1 MC(F ) = id MC(W ) .
Remark 1.14. Given F : (W, R) → (V, Q) as in Theorem 1.9, we observe that the previous proof continues to work for any L ∞ morphism G : (V, Q) → (W, R) left inverse to F (not necessarily the particular one in the claim of Theorem 1.9).
2. Deligne-Getzler ∞-groupoids 2.1. Deligne-Getzler ∞-groupoids. Given a simplicial set X and a dg space L, we denote by Ω * (X; L) the complex of polynomial differential forms on X with coefficients in L, and by C * (X; L) the complex of non-degenerate simplicial cochains on X with coefficients in L: see for instance [11] . There is a standard contraction from Ω * (X; L) to C * (X; L), given by integrating forms over simplices in one direction and by the inclusion of Whitney's elementary forms in the other direction, together with a contracting homotopy defined by Dupont [10] . We won't need explicit formulas for this contraction, for which we refer to [10] or [16] , just the fact that it is natural with respect to pull-back by morphism of simplicial sets and push-forward by morphism of dg spaces: more precisely, it is defined a functor Dup : SSet op × DG → Ctr. In the complete setting, given a complete dg space L, the complex C * (X : L) is naturally complete with respect to the filtration F p C * (X; L) = C * (X; F p L). On the other hand, in general the complex Ω(X; L) doesn't inherit a complete structure, and we have to replace it by its completion Ω * (X; L) := lim ← − Ω * (X; L/F p L): this is a typical source of tedious, and ultimately unimportant, technicalities. Taking the limit of the contractions
, where we omitted the homotopies for notational simplicity, and a functor Dup :
, by extension of scalars, and there is an induced complete L ∞ algebra structure on C * (X; L) via homotopy transfer along Dupont's contraction. Furthermore, by Lemma 1.10 (cf. also the following remark) the pull-back by morphism of simplicial sets and the push-furward by strict L ∞ morphism are strict L ∞ morphisms, hence it is defined the functor of non-degenerate simplicial cochains
commutes with small limits: this can be checked using Remark 1.12 and the fact that so does C * (−; −) :
Remark 2.2. Since the natural Ω * (X; L) → Ω * (X; L) commutes with Dupont's contracting homotopies, one can use Lemma 1.10 to deduce that the L ∞ algebra structure on C * (X; L) induced via homotopy transfer from Ω * (X; L) (which is not a complete space but is still an L ∞ algebra) is automatically continuous, and in fact coincides with the above one induced via homotopy transfer from Ω * (X; L).
Given a category C, we denote by C op the opposite category. Given a small category S, we denote by C S the category of functors S → C. In particular, we denote by ∆ the ordinal category, and by C ∆ (resp.: C ∆ op ) the category of cosimplicial (resp.: simplicial) objects in C. We denote the category of simplicial sets by SSet = Set ∆ op . We shall denote by
the standard cosimplicial simplex in SSet ∆ (where we are omitting the codegeneracies for notational simplicity).
Remark 2.4. We observe that the simplicial set Del ∞ (L) only depends on the L ∞ [1] structure Q on L, and not on the particular filtration F • L making (L, Q) into a complete L ∞ algebra.
The simplicial set Del ∞ (L) was introduced by Getzler [16] , although with a slightly different definition. More precisely, for a nilpotent L ∞ algebra L, Getzler defines a simplicial set γ(L) by declaring the n-simplices to be the Maurer-Cartan forms ω ∈ MC(Ω * (∆ n ; L)) in the kernel of Dupont's contracting homotopy. This can be straightforwardly extended to complete L ∞ algebras by replacing Ω * (∆ n ; L) with Ω * (∆ n ; L). The following proposition is an immediate consequence of Theorem 1.13. Proposition 2.5. There is a natural isomorphism Del ∞ (−)
Definition 2.6. Given a simplicial set X, we denote by ∆X the (small) category of simplices of X (cf. [21, Example 15.1.14]): its objects are the morphisms σ : ∆ n → X in SSet (which are in bijective correspondence with the n-simplices x ∈ X n of X), for some n ≥ 0; the arrows are the morphisms ∆ m → ∆ n over X. We recall (cf. [21, Proposition 15.1.20] ) that there is a natural isomorphism X = lim − → {σ:∆n→X}∈∆X ∆ n .
We notice the following formal consequence of Definition 2.3, which anticipates the more profound relationship between Del ∞ (−) and simplicial mapping spaces in Theorem 2.18.
Lemma 2.7. There is a natural isomorphism MC(C * (−; −))
Proof. Let L be a complete L ∞ algebra and X a simplicial set. Using Remark 2.1, there is a strict L ∞ isomorphism C * (X; L) → lim ← − {σ:∆n→X}∈(∆X) op C * (∆ n ; L). Since MC(−) commutes with small limits,
. It is easy to check that this identification is natural in X and L.
There are some technical and conceptual advantages in working with cochains rather than with forms. For instance, we have the following useful lemma, which follows from the fact that both the functors C * (∆ n ; −) : L ∞ → L ∞ and MC(−) : L ∞ → Set commute with small limits. To illustrate the conceptual advantages, we show how Lemma 5.3 from [16] becomes more transparent in this setting. For i = 0, . . . , n, we define a homotopy h i :
where we denote by β i 0 ···i k ∈ L i−k , 0 ≤ i 0 < · · · < i k ≤ n, the evaluation of a cochain β ∈ C i (∆ n ; L) on the k-simplex of ∆ n spanned by the vertices i 0 , . . . , i k . We denote by e i : ∆ 0 → ∆ n the inclusion of the i-th vertex of ∆ n and by π : ∆ n → ∆ 0 the final morphism. It is easy to check that the above operator h i fits into a complete contraction
If ∂ i : ∆ n−1 → ∆ n is the inclusion of the i-th face of the simplex ∆ n , then ∂ * i sends h i (C 1 (∆ n ; L)) isomorphically onto C 0 (∆ n−1 ; L). Lemma 1.11 and Theorem 1.13 imply the following result.
Proposition 2.9. For all i = 0, . . . , n, the correspondence
is bijective.
Remark 2.10. We can visualize the previous result as follows: given n ≥ 0 and 0 ≤ i ≤ n, we assign a Maurer-Cartan element to the i-th vertex e i of ∆ n , and an element in L 1−k to every k-simplex of ∆ n containing e i , as in the following figure, where n = 2,
The previous proposition tells us that for any such assignment there is a unique Maurer-Cartan cochain α ∈ Del ∞ (V ) n evaluating to the given elements in the open star around e i . Evaluating this cochain on the face ∂ i ∆ n opposite to e i defines the higher Baker-Campbell-Hausdorff products ρ x n (−) introduced by Getzler in [16, Definition 5.5],
When L is a complete dg Lie algebra, the Gauge action and the Baker-Campbell-Hausdorff product on L can be recovered as particular instances of the previous functions ρ x n (−), cf. [16] or [2] for details. In particular, the functor Del ∞ (−) factors through the full subcategory Kan ⊂ SSet of Kan complexes.
2.2.
Deligne-Getzler ∞-groupoids and models of mapping spaces. The aim of this subsection is to review, and slightly generalize, results from [7, 4] relating the functor Del ∞ (−) and simplicial mapping spaces. We start with some preliminary results.
the Taylor coefficients of the L ∞ structure on L, the latter requirement means that for all n ≥ 2 the map q n vanishes whenever one of its arguments is in K [1] . We call K, L and M respectively the fiber, the total space and the base of the L ∞ extension.
there is an obstruction map o : MC(M ) → H 2 (K) with the property o(x) = 0 if and only if x lifts to a Maurer-Cartan element y ∈ MC(L). If the set of Maurer-Cartan liftings of x is not empty, it has the structure of an affine space over Z 1 (K): more precisely, given a Maurer-Cartan lifting y ∈ MC(L) of x, the set of all Maurer-Cartan liftings of x is in bijective correspondence with
the Taylor coefficients of the L ∞ structure on L. Given x ∈ MC(M ), let y ∈ L 1 be an arbitrary (not necessarily Maurer-Cartan) lifting of x: then R L (y) ∈ Z 2 (K) (see Subsection 1.1 for the notation). In fact, it is clear that R L (y) ∈ K, and since K ⊂ L is an abelian ideal we see that
If y is another lifting of x and n ≥ 2, then
This shows that the map o : MC(M ) → H 2 (K) sending x to the cohomology class of R L (y), where y ∈ L 1 an arbitrary lifting of x, is well defined. If o(x) = 0 then R L (y) = q 1 (z) for some z ∈ K 1 , and (6) implies that R L (y − z) = 0: thus x admits a Maurer-Cartan lifting, and the converse is obvious. Finally, the last statement also follows immediately from Equation (6).
Remark 2.14. The obstruction map defined in the previous proposition is natural with respect to strict morphisms between central extensions of complete L ∞ [1] algebras, that is, the datum of continuous strict morphisms between the bases, the fibers and the total spaces making the obvious diagram commutative: this is immediate by construction.
In the following proposition 2.17 we will prove an analog result for Del ∞ (−). First we recall the following observation, due to Getzler, showing that the functor Del ∞ (−) can be regarded as a non-abelian analogue of the Dold-Kan functor, cf. the introduction of [16] .
Remark 2.15. Let (L, q 1 , 0, . . . , 0, . . .) be an abelian L ∞ algebra. Since extension of scalars and homotopy transfer send abelian L ∞ structures to abelian L ∞ structures, every C * (∆ n ; L) is an abelian L ∞ algebra, and Del ∞ (L) is the simplicial vector space Del ∞ (L) n = Z 1 (C * (∆ n ; L)), where Z 1 (−) is the functor of 1-cocycles. A direct inspection shows that under the Dold-Kan correspondence (cf. [32] ) Del ∞ (L) goes into the 0-truncation of the complex (L [1] , q 1 )
In particular, by [32] , Theorem 8.4.1, we have that 
L is isomorphic to the principal fibration associated to the action of
Proof. We claim that a Maurer-Cartan cochain α ∈ Del ∞ (M ) n lifts to β ∈ Del ∞ (L) n if and only if, for some (and then for all) i = 0, . . . , n, its evaluation x := e * i (α) ∈ MC(M ) at the i-th vertex e i : ∆ 0 → ∆ n lifts to a Maurer-Cartan element y ∈ MC(L). In fact, we have a morphism of central extensions of complete
and by Remark 2.14 H(e * i )(o(α)) = o(e * i (α)) = o(x). Since H(e * i ) : H 2 (C * (∆ n ; K)) → H 2 (K) is an isomorphism (which, being an inverse to H(π * ) : H 2 (K) → H 2 (C * (∆ n ; K)), π the final morphism, doesn't depend on i), the claim follows. By Proposition 2.13, the abelian group Del ∞ (K) n = Z 1 (C * (∆ n ; K)) acts on the right on the set of Maurer-Cartan liftings of α, when this is not empty.
The in particular, notice that we are not putting any restriction on the simplicial set X and the complete L ∞ algebra L. We also remark that our proof is different from the ones in the above references.
Here and in what follows, when we talk about weak equivalences between simplcial sets we are referring to the standard model category structure on SSet, see [5, 17, 21] . Theorem 2.18. There is a natural weak equivalence Del ∞ (C * (−; −))
Proof. The proof shall depend on some general results from model category theory, for which we refer to [21] . For a complete L ∞ algebra L, a simplicial set X and an integer n ≥ 0, we define the required
where the L ∞ morphisms
and G : Ω * (∆ n × X; L) → C * (∆ n × X; L) are induced via homotopy transfer along Dupont's contractions, p 1 and p 2 are the projections of ∆ n ×X onto the first and second factor respectively, and finally p
where
is the wedge product of forms. The fact that this defines a morphism of simplicial sets, as well as the fact that this is natural in X and L, are both consequences of Lemma 1.10.
Having defined the natural Del
, we have to check that this is a weak equivalence. Pull back from the terminal morphism π :
, and the following diagram is commutative
When X = ∆ m is a simplex, since π : ∆ m → ∆ 0 is a weak equivalence and Del ∞ (L) is a Kan complex, it follows from [21, Corollary 9.
) is a weak equivalence for all m ≥ 0, thus, by two out of three, so is Del
, for all m ≥ 0, and the claim follows from Remark 2.15. We suppose inductively that the claim has been proved for the nilpotent L ∞ algebra L/F p L. We notice that in the diagram
the rows are central extensions of complete L ∞ algebras. We will use Proposition 2.17:
) is a weak equivalence, which restricts to a weak equivalence Del
) is a morphism of principal fibrations inducing weak equivalences between the bases and the fibres, hence a weak equivalence: this concludes the inductive step. The claim for L = lim
is the limit of a weak equivalence between fibrant towers of simplicial sets, cf. [21, Proposition 15.10.12 (2)]. Finally, denoting by (∆X) op the opposite of the small category of simplices of X, we claim that the morphism Del 
) is a Reedy fibrant diagram in the Reedy model category SSet (∆X) op , we use Lemma 2.8 to deduce that the matching morphism (cf. [21, Definition 15.2.5]) at a simplex σ : ∆ n → X identifies with the restriction
which is a Kan fibration according to Theorem 2.11. Similarly, to check that (∆X) op → SSet : {σ :
is a Reedy fibrant diagram in SSet
(∆X) op , we observe that the matching morphism at σ : ∆ n → X identifies with the restriction
which is a Kan fibration according to [21, Proposition 9.3.1 (1)].
3. Descent of Deligne-Getzler ∞-groupoids 3.1. Totalization and homotopy limits. The aim of this subsection is to review the construction of totalization and homotopy limit functors for complete L ∞ algebras. Our constructions are straightforward adaptations of the standard ones for simplicial sets (see e.g. [5, 17] ), where, in light of Theorem 2.18, we replace each occurence of the simplicial mapping space functor SSet(X, −) : SSet → SSet by the corresponding functor of non-degenerate cochains
As usual, we denote by ∆ the cosimplicial indexing category, whose objects are the finite ordinals n = {0 < · · · < n} and whose morphism are the order preserving maps m → n. Given a category C, the category of cosimplicial objects in C is the category C ∆ , whose objects are the functors ∆ → C and arrows the natural transformations.
There is a natural morpshim
is surjective for all n ≥ 0. The proof of this claim is standard, see [5, p. 276] and [26, Theorem 17.1] . Given (x 0 , . . . , x n ) ∈ M n (L • ), we put y n = ∂ n (x n ), and for 0 ≤ r < n we put inductively y r = ∂ r (x r − s r (y r+1 )) + y r+1 . Then an easy computation, using the cosimplicial relations, shows that s i (y r ) = x i for all r ≤ i ≤ n, and in particular y 0 ∈ L n+1 maps onto (x 0 , . . . , x n ) under the matching morphism
Our first objective is to define the totalization functor Tot(−) :
In the following definition, given a cosimplcial complete L ∞ algebra, we denote by
. . , n, the push-forwards by the cofaces and the codegeneracies of L • , and by
. . , n, the pull-backs by the cofaces and the codegeneracies of the standard cosimplicial simplex
for all n ≥ 0, such that for every morphism i → j in ∆, the corresponding diagram
by an analog universal property, where we require commutativity of the above diagram only for those morphisms i → j in ∆ where i, j ≤ k.
More formally, following Hinich [19] we introduce a category M (resp.: M ≤k ) whose objects are the arrows i → j in ∆ (resp.: with i, j ≤ k) and whose arrows i → j → i → j are the factorizations i → j = i → i → j → j in ∆: then the above says that Tot(L • ) (resp.:
: of the restricition of this functor to M ≤k ).
where the complete L ∞ algebra N k−1 is the fiber product
We notice that Remark 3.2 implies that the vertical arrows in the above cartesian diagram (8) are surjections.
In some situations codegeneracies don't play a significant role, and it is convenient to drop them altogether: this leads to the notion of semicosimplicial object in a category. We shall denote by ∆ − → ⊂ ∆ the semicosimplicial indexing category, whose objects are once again the finite ordinals n, but where the arrows are the injective order preserving maps m → n. Given a category C, the category of semicosimplicial objects in C is the category C ∆ − → with objects the functors ∆ − → → C and arrows the natural transformations. In other words, a semicosimplicial object in C is roughly the same as a cosimplicial object without the codegeneracies.
In the following definition, the morphisms ∂
The complete L ∞ algebra Tot(L • ) satisfies an universal property analog to the previous one (where we require commutativity of the diagram (7) only for those morphisms i → j in ∆ − → ⊂ ∆). The partial totalizations Tot k (L • ), k ≥ 0, are defined similarly as before.
Introducing the category M − → (resp.: M − → ≤k ) whose objects are the arrows i → j in ∆ − → (resp.: with i, j ≤ k) and whose arrows i → j → i → j are the factorizations 
We finally come to the definition of homotopy limits in L ∞ .
Definition 3.7. Given a small category S and an
(where we omitted the codegeneracies for notational simplicity) whose complete L ∞ algebra of n-simplices is
where the product runs over the set of n-uplets of composable arrows in S. The cofaces and the codegeneracies are defined as follows. The composition of the j-th coface ∂ j : Π(F ) n−1 → Π(F ) n , j = 1, . . . , n − 1 (resp.: j = 0, j = n), and the projection onto the factor F (i n ) indexed by i 0
−→ i n coincides with the projection onto the factor F (i n ) (resp.:
− −− → i n−1 ), followed by the identity id F (in) (resp.: followed by id F (in) , F (φ n )). The composition of the j-th codegeneracy s j : Π(F ) n+1 → Π(F ) n , j = 0, . . . , n, and the projection onto onto the factor F (i n ) indexed by i 0
−→ i n coincides with the projection onto the factor F (i n ) indexed by i 0
Definition 3.8. Given a small category S, the homotopy limit functor holim
Remark 3.9. As already remarked, we can repeat the previous discussion almost verbatim, replacing every instance of the word complete L ∞ algebra by simplicial set, and every instance of the functor C * (X; −) : L ∞ → L ∞ by the corresponding mapping space functor SSet(X, −) : SSet → SSet, and we recover the usual constructions of totalization and homotopy limits in the context of simplicial sets, cf. [5, Chapters X, XI] and [17, Chapter VII].
3.2. Descent of Deligne-Getzler ∞-groupoids. In this subsection, we prove the compatibility, up to homotopy, between Del ∞ (−) and the totalization and homotopy limit functors introduced before. We begin by showing the compatibility between Del ∞ (−) and Tot(−). As a preliminary result in this direction, we observe that given either a cosimplicial or a semicosimplicial complete L ∞ algebra L • , the two simplicial sets Del ∞ (Tot(L • )) and Tot(Del ∞ (L • )) have the same set of vertices.
Proposition 3.10. There are natural isomorphism MC(Tot(−))
Proof. To fix the ideas, we consider the cosimplicial case. Since MC(−) commutes with small limits
The semicosimplicial case is proved in the same way, replacing the category M by the one M − → in the above chain of isomorphisms.
Theorem 3.11. There are natural weak equivalences Del ∞ (Tot(−))
Proof. In both the cosimplicial and the semicosimplicial cases, we have morphisms
given by Theorem 2.18. For each arrow {i → j} in ∆ (resp.:
the inner squares are commutative, thus the outer square is commutative as well, and there is induced a unique natural Del
commutative for all i ≥ 0. For the same reason, for each k ≥ 0 it is defined a natural transfor-
is a weak equivalence, we shall consider the semicosimplicial case first. We will prove inductively that
) is a weak equivalence, the case k = 0 being obvious. To continue the induction we look at the commutative diagram (recall Remark 3.6)
where all spaces are Kan complexes. As the left pointing arrows are Kan fibrations, the top one by Theorem 2.11 and the bottom one by [21, Proposition 9.3.1 (1)], we see that the fiber products of the rows
are also homotopy fiber products (cf. [24, Remark A.2.4.5]). As the vertical arrows in the diagram are weak equivalences, by the inductive hypothesis and Theorem 2.18, this implies that also Del ∞ (Tot k (L • )) → Tot k (Del ∞ (L • )) is a weak equivalence, and concludes the inductive step. Finally, for all k ≥ 1 the projections
are the pull-backs of Kan fibrations, hence Kan fibrations themselves. It follows that
) is the limit of a weak equivalence between fibrant towers of simplicial sets, cf. [21, Proposition 15.10.12 (2)], hence a weak equivalence.
Next we consider the cosimplcial case. We shall follow the same inductive argument as before. Assume we have shown that Del ∞ (Tot k−1 (L • )) → Tot k−1 (Del ∞ (L • )) is a weak equivalence, the case k − 1 = 0 being obvious. The simplicial sets Del ∞ (Tot k (L • )) and Tot k (Del ∞ (L • )) fit into cartesian diagrams (cf. Remark 3.4)
and
Furthermore, the vertical arrows in the above cartesian diagrams are Kan fibrations. For the left hand side diagram, this follows from Remark 3.4 and Theorem 2.11. For the right hand side one, it follows from the fact that the cosimplicial simplicial set Del ∞ (L • ) is Reedy fibrant (see [5, Ch. X, §4]): this can be seen using again Theorem 2.11, together with the observation that Del ∞ (−) commutes with the matching space functors M k−1 (−), according to Lemma 2.8. The compatibility between Del ∞ (−) and M k−1 (−) also implies the following commutative diagram, induced by Theorem 2.18
where all spaces are Kan complexes, and the left pointing arrows are Kan fibrations: hence the fiber products Del ∞ (N k−1 ) and X k−1 are also homotopy fiber products, by [24, Remark A.2.4.5] .
Since the vertical arrows are weak equivalences, so is the induced Del ∞ (N k−1 ) → X k−1 . Now the rest of the proof proceeds exactly as in the semicosimplicial case.
We notice that the previous theorem, combined with the previous proposition, imply the following corollary (which slightly generalize a result from [13] ), where we denote by π ≤1 (−) : Kan → Grpd the functor sending a Kan complex to its fundamental groupoid. Proof. Since an equivalence of groupoids which is an isomorphism on the set of objects has to be an isomorphism.
Finally, the previous result immediately implies the compatibility, up to homotopy, between Del ∞ (−) and homotopy limits. 
