EXMARaLDA - ein Modellierungs- und Visualisierungsverfahren für die computergestützte Transkription gesprochener Sprache by Schmidt, Thomas
EXMARaLDA - ein Modellierungs- und Visualisierungsverfahren 
für die computergestützte Transkription gesprochener Sprache 
 
Thomas Schmidt 
SFB 538 “Mehrsprachigkeit”  
Max Brauer Allee 60 




This paper attempts a new look at computer 
assisted transcription as it is commonly 
practised within the fields of discourse 
analysis and language acquisition studies. 
The first part proposes a bridge between dis-
course analytical methodology and text 
technological methods with the concept of 
modelling as its central idea. The second 
part demonstrates the EXMARaLDA sys-
tem, a set of formats and tools for computer 
assisted transcription that builds on the ideas 
developed in the first part and implements 
them in a way that can lead to significant 
improvement in current research practice. 
Einleitung 
Die Transkription spontansprachlicher Aufnah-
men ist seit vielen Jahren ein integraler methodi-
scher Bestandteil der Gesprächsanalyse und 
Spracherwerbsforschung1. Der Einsatz compu-
tergestützter Verfahren ist dabei mittlerweile die 
Regel, wurde bislang aber kaum eigens metho-
dologisch reflektiert. In der wissenschaftlichen 
Praxis hat diese mangelnde Reflexion dazu ge-
führt, dass diverse Verfahren zur computerge-
stützten Transkription2 scheinbar unverbunden 
                                                     
1 Die Termini „Gesprächsanalyse“ und „Spracher-
werbsforschung“ werden hier als Überbegriffe für 
eine Vielzahl sprachwissenschaftlicher Forschungs-
richtungen verwendet. Stellvertretend für erstere sei 
die Diskursanalyse Ehlich/Rehbeinscher Prägung, für 
letztere die Studien zum L1-Erwerb im Rahmen der 
Generativen Syntax (z.B. Meisel) genannt.  
2 Wiederum stellvertretend seien syncWriter (Reh-
bein et al. 1993) und HIAT-DOS (Ehlich 1992) als 
Beispiele für Verfahren der computergestützten dis-
nebeneinander stehen, was einen Datenaus-
tausch, die Erstellung größerer Korpora und die 
Weiterentwicklung von Datenformaten und 
Werkzeugen wesentlich erschwert. In ersten Teil 
dieses Beitrages wird argumentiert, dass über 
eine methodologisch motivierte Zusammenfüh-
rung des etablierten Transkriptionsverständnis-
ses mit aktueller texttechnologischer Forschung 
eine substantielle Verbesserung computerge-
stützter Transkriptionsverfahren erzielt werden 
kann. Das im zweiten Teil vorgestellte System 
EXMARaLDA demonstriert, wie diese Verbes-
serungen in eine praxisfähige Implementierung 
umgesetzt werden. 
1 Transkription als Modellierung und 
Visualisierung gesprochener Sprache 
1.1 Etabliertes Transkriptionsverständ-
nis 
Das Transkriptionsverständnis, das auch heute 
noch als vorherrschend in der Praxis gesprächs-
analytischer Forschung angesehen werden kann, 
hat sich bereits vor der flächendeckenden 
Verbreitung computergestützter Verfahren her-
ausgebildet. Es lässt sich anhand zweier zentra-
ler Begriffe charakterisieren: 
Zum einen wird der Begriff der Transkription 
als Verschriftlichung verwendet, um den „Trans-
fer“ (Redder 2002) oder auch „medialen Über-
gang“ (Deppermann 1999) von der Mündlichkeit 
zur Schriftlichkeit, der beim Transkribieren 
vollzogen wird, zu beschreiben. 
Zum anderen wird mit dem Begriff der 
                                                                                
kursanalytischen Transkription und CHAT (Mac-
Whinney 2000) als ein Beispiel für ein verbreitetes 
Verfahren im Rahmen der Spracherwerbsforschung 
genannt. 
Transkription als Theorie (Ochs 1979) die Tat-
sache problematisiert, dass gesprochenes Origi-
nal und „geschriebenes“ Transkript keine iso-
morphen Abbilder voneinander sein können, 
sondern dass jeder Transkription ein unvermeid-
licher Selektions- und Interpretationsprozess 
innewohnt, der unmittelbar von der zugrunde 
gelegten linguistischen Theorie und den For-
schungsinteressen der Transkribierenden ab-
hängt. 
Bei der Bewertung von bestehenden Transkrip-
tionssystemen schlagen sich diese beiden Aspek-
te in einander zuwider laufenden Gütekriterien 
nieder: Kriterien der Lesbarkeit nehmen Bezug 
auf die Transkription als Verschriftlichung und 
fordern, dass bezüglich der verwendeten Zei-
chen und ihrer räumlichen Anordnung möglichst 
ikonisch, ökonomisch und „schriftnah“ verfah-
ren wird (z.B. DuBois 1991). Dem gegenüber 
verlangen Kriterien der Beschreibungsadäquat-
heit eine größtmögliche Explizitheit und Präzi-
sion der verwendeten Kategorien sowie eine auf 
das Unvermeidliche reduzierte „schriftsprachli-
che Korrektur“ des Gesprochenen – beides sind 
Anforderungen, die nur mit Rückgriff auf den 
Aspekt der Transkription als Theorie zu verste-
hen sind, und die mit den Kriterien der Lesbar-
keit konkurrieren. 
Zusammenfassend lässt sich das etablierte 
Transkriptionsverständnis in der Gesprächsana-
lyse und Spracherwerbsforschung also unter das 
Schlagwort der „theoriegeleiteten Verschriftli-
chung“ fassen. Weil die daraus resultierenden 
widersprüchlichen Anforderungen an das 
Transkript in der Literatur zwar thematisiert, 
nicht jedoch aufgelöst werden, verstehen sich 
bestehende Transkriptionssysteme als Kompro-
misse zwischen Lesbarkeit und Beschreibungs-
adäquatheit. Die Möglichkeiten, die sich speziell 
durch den Computereinsatz in dieser Hinsicht 
ergeben, haben bislang keinen Eingang in die 
breitere wissenschaftliche Diskussion gefunden 
– das etablierte Transkriptionsverständnis be-
zieht den Computer nicht als wesentliche Kom-
ponente in seine Betrachtungen ein. 
1.2 Der Modellbegriff in der Informatik 
und Texttechnologie 
Der Modellbegriff spielt sowohl in der Informa-
tik im allgemeinen Sinne, als auch im speziali-
sierten Zweig der Texttechnologie eine wesent-
liche Rolle bei der Charakterisierung der diszip-
lineigenen Methoden. In diesem Zusammenhang 
ist zunächst der von Chen (1976) eingeführte 
Begriff des Entity-Relationship-Modelling zu 
nennen, der jegliche Datenverarbeitung auf dem 
Rechner als ein Anfertigen und Manipulieren 
symbolischer Modelle begreift. Wie z.B. Date 
(1995) darlegt, stellt diese Sichtweise das vor-
herrschende Paradigma der Datenbanktheorie 
dar, auf das sich alle spezifischeren Datenmodel-
le (z.B. das relationale) gründen. 
Innerhalb der Texttechnologie verwendet Lobin 
(2000) weiterhin den Terminus der Informati-
onsmodellierung, um die Methoden der compu-
tergestützten Beschreibung und Verarbeitung 
speziell sprachlicher Daten zu charakterisieren. 
Darauf aufbauend lässt sich die für die Text-
technologie zentrale Unterscheidung zwischen 
logischer und graphischer Struktur von Doku-
menten ebenfalls auf modelltheoretische Kon-
zepte zurückführen: derjenige Aspekt eines Do-
kumentes, der einer rechnergestützten Manipula-
tion in Form vom Markup o.Ä. zugänglich ge-
macht wird, stellt eine rein symbolische Model-
lierung der Dokumentinformation dar. Für die 
Rezeption durch den menschlichen Benutzer 
wird diese logische Struktur hingegen in der 
Regel in eine teilweise analoge (oder auch iko-
nische) Form – eine Anzeige am Bildschirm 
oder auf dem Papier – überführt. Der Mehrwert 
texttechnologischer Verfahren ergibt sich dem-
nach daraus, dass sie einerseits eine rein symbo-
lische Modellierung von Dokumentinformation 
ermöglichen, die sich aufgrund ihres höheren 
Abstraktionsgrades (vgl. auch Stachowiak 1973) 
besser für eine formale rechnergestützte Mani-
pulation eignet, dass sie andererseits aber 
gleichzeitig Methoden bereitstellen, um symbo-
lische in analoge Modelle zu überführen, die 
einer Verarbeitung durch den menschlichen 
Benutzer eher entgegen kommen. 
1.3 Transkription als Modellierung und 
Visualisierung 
Der in Schmidt (i.V.) ausgearbeitete Ansatz 
besteht nun darin, mit Hilfe des Modellbegriffes 
das in der Gesprächs- und Spracherwerbsfor-
schung etablierte Transkriptionsverständnis mit 
den Methoden der Informatik und Texttechnolo-
gie zusammenzuführen. Damit wird zum einen 
das Ziel eines besseren methodologischen Ver-
ständnisses des Computereinsatzes bei der 
Transkription verfolgt, zum anderen soll auf 
diese Weise aktuelle texttechnologische For-
schung unmittelbar für die Praxis der Gesprächs- 
und Spracherwerbsforschung nutzbar gemacht 
werden. Zwei Argumente sind dabei zentral: 
Erstens lässt sich die traditionell als Theorieab-
hängigkeit bezeichnete Eigenschaft von 
Transkriptionen ohne Weiteres auch als Modell-
haftigkeit begreifen – der Stellvertretungscha-
rakter einer Transkription und die ihr innewoh-
nende Selektivität und Zweckgebundenheit be-
schreiben genau diejenigen Merkmale (Abbil-
dungs-, Verkürzungs- und Pragmatisches 
Merkmal), die z.B.  Stachowiak (1973) als all-
gemeingültige Kennzeichen wissenschaftlicher 
Modellbildung nennt. Eine Brücke zwischen 
gesprächsanalytischen und texttechnologischen 
Methoden kann somit zunächst durch einen ein-
fachen Perspektivwechsel terminologischer Na-
tur geschlagen werden, indem Transkription statt 
als „theoriegeleitete Verschriftlichung“ als eine 
„Modellbildung mit den Mitteln der Schrift“ 
verstanden wird.  
Zweitens zeigt die texttechnologische Unter-
scheidung zwischen logischer und graphischer 
Struktur von Dokumenten Auswege aus dem 
traditionellen Dilemma der Transkription auf: 
Der Computer als Transkriptionsinstrument 
macht es praktikabel, das Kriterium der Be-
schreibungsadäquatheit allein auf die rein sym-
bolische Repräsentation anzuwenden und das 
Kriterium der Lesbarkeit auf die analoge graphi-
sche Darstellung zu beschränken. Wenn compu-
tergestützte Transkription in diesem Sinne als 
ein zweischrittiger Prozess der Modellierung 
und Visualisierung aufgefasst wird, müssen 
Transkriptionssysteme nicht mehr als unver-
meidbarer Kompromiss zwischen widersprüchli-
chen Anforderungen ausgehandelt werden.  
2 Modellierungsverfahren 
Wenn – wie oben dargelegt – Transkriptionen 
Modelle gesprochener Sprache sind, deren Ver-
schiedenheit sich aus dem theoretischen Hinter-
grund und den Forschungsinteressen ihrer Nut-
zer motiviert, so ist die Diversität existierender 
Transkriptionssysteme weniger ein beklagens-
werter Mangel denn eine wissenschaftliche Not-
wendigkeit. Der Versuch einer „Standardisie-
rung“ verschiedener Transkriptionssysteme er-
scheint vor dieser Überlegung wenig sinnvoll3. 
                                                     
3 Dennoch wird sie immer wieder versucht, vgl. z.B. 
Vielmehr kann eine Verbesserung hinsichtlich 
der Austauschbarkeit von Transkriptionsdaten 
nur erreicht werden, indem über Spezifika ein-
zelner Modelle (i.e. Transkriptionssysteme) 
abstrahiert und nach einem Modellierungsver-
fahren gesucht wird, mittels dessen sich die 
einzelnen Modelle auf einer gemeinsamen for-
malen und strukturellen Basis ausdrücken las-
sen. Mit anderen Worten: zu fragen ist nicht 
nach einer geeigneten Beschreibungsmethode 
für Daten gesprochene Sprache, sondern danach, 
wie – eine Abstraktionsstufe höher – solche 
Beschreibungen prinzipiell zu organisieren sind, 
damit sie einer computergestützten Verarbeitung 
möglichst gut zugänglich werden. Zwei solcher 
Modellierungsverfahren sind in den letzten Jah-
ren vorgeschlagen worden: 
Das Konzept der Standoff-Annotation bzw. des 
NITE Object Models (Carletta et al. 2002, Evert 
et al. 2003) beschreibt Transkriptionsdaten als 
ein System überlappender Hierarchien. Der 
praktische Vorteil dieser Vorgehensweise ergibt 
sich aus ihrer Nähe zum OHCO-Paradigma (De 
Rose et al. 1990) und dessen grundlegender 
Bedeutung für die Architektur von Markup-
Sprachen: wenn Hierarchien als die primären 
Relationen der Datenbeschreibung angesehen 
werden, lassen sich Sprachen wie SGML und 
XML und die zugehörigen Technologien (z.B. 
XSLT-Stylesheets oder XPath-Queries) einfach 
und effektiv anwenden. Wie in Schmidt (i.V.) 
ausgeführt, zeichnen sich aber gerade Transkrip-
tionen gesprochener Sprache durch eine Vielzahl 
von Relationen aus, die sich nicht ohne Weiteres 
in eine oder mehrere Hierarchien einfügen. Ins-
besondere wird die für viele Untersuchungszwe-
cke bedeutsame Relation der zeitlichen Paralleli-
tät zwischen Gesprächseinheiten (mehrer Spre-
cherbeiträge oder Modalitäten überlappen ein-
ander) im Konzept der Standoff-Annotation 
stark vernachlässigt. 
Demgegenüber werden im Konzept der Annota-
tionsgraphen (Bird/Liberman 2001) Transkripti-
onsdaten als gerichtete azyklische Graphen 
(DAGs) beschrieben, deren Knoten den immer 
vorhandenen Zeitbezug von Gesprächseinheiten 
repräsentieren und deren Kanten die nicht-
zeitliche Information tragen. Wie die Autoren 
zeigen, lassen sich in dieser Weise sowohl zeit-
                                                                                
Barnett et al. (2000) oder auch die TEI-
Konventionen. 
liche Parallelität und Sequenzialität als auch 
andere strukturelle Beziehungen wie Äquivalenz 
oder Dominanz in einer vereinheitlichten Weise 
darstellen. Der wichtigste Einwand gegen diesen 
Ansatz betrifft seine rechnerische Komplexität: 
die Annahme einer sehr allgemeinen Struktur 
wie DAGs macht es schwierig, effektive Verar-
beitungsalgorithmen (z.B. zur Suche oder Visua-
lisierung) zu entwerfen, und – anders als im 
Falle der überlappenden Hierarchien der Stan-
doff-Annotation – steht keine weit verbreitete, 
standardisierte Technologie zur Verfügung, die 
diesem Datenverständnis direkt entgegenkom-
men würde. 
Das in Schmidt (i.V.) entwickelte Modellie-
rungsverfahren der Transkriptionsgraphen baut 
auf dieser Kritik auf und entwirft eine strukturell 
eingeschränkte und semantisch spezifizierte 
Version von Annotationsgraphen, die einerseits 
noch allgemein genug ist, um verschiedene be-
stehende Transkriptionssysteme ausdrücken zu 
können, andererseits aber auch einfach genug, 
um Basis einer in der Praxis einsatzfähigen Imp-
lementierung werden zu können. Das im folgen-
den Abschnitt vorgestellte EXMARaLDA-
System beinhaltet wesentliche Elemente einer 
solchen Implementierung. 
3 EXMARaLDA 
EXMARaLDA steht für „Extensible Markup 
Language for Discourse Annotation“ und wird 
am Sonderforschungsbereich „Mehrsprachig-
keit“ der Universität Hamburg entwickelt. Es 
fungiert als zentrale Architekturkomponente 
einer in der Entwicklung begriffenen „Daten-
bank Mehrsprachigkeit“, die als gemeinsame 
Plattform aller SFB-Projekte zur Erstellung, zum 
Austausch und zur Auswertung von Korpora 
gesprochener Sprache genutzt werden soll.4 Die 
Ausgangslage entspricht dabei der oben geschil-
derten: abhängig von ihrem theoretischen Hin-
tergrund und ihren Untersuchungsinteressen 
verwenden die einzelnen Projekte unterschiedli-
che Transkriptionssysteme und erstellen und 
bearbeiten ihre Daten jeweils mit eigens für 
„ihr“ System konzipierten Software-
Werkzeugen. Ein Datenaustausch zwischen Pro-
jekten, eine Zusammenlegung von Korpora oder 
                                                     
4 Darüber hinaus werden die EXMARaLDA-Formate 
und -Werkzeuge mittlerweile aber auch außerhalb 
des SFB in Forschung und Lehre eingesetzt. 
gar eine Weiterverarbeitung von Daten eines 
Projektes mit den Werkzeugen eines anderen 
werden so schwierig bis unmöglich. Indem 
EXMARaLDA sich als Modellierungsverfahren 
im oben beschriebenen Sinne begreift, versucht 
es, diese Schwierigkeiten zu überwinden. 
3.1 Datenformate 
EXMARaLDA übernimmt das Konzept der 
Annotationsgraphen, den immer vorhandenen 
Zeitbezug von Gesprächseinheiten als primäres 
strukturelles Ordnungsprinzip für die Datenbe-
schreibung zu verwenden. Somit lassen sich 
auch EXMARaLDA-Daten immer als gerichtete 
azyklische Graphen auffassen. Aus den oben 
genannten Gründen werden jedoch zusätzliche 
strukturelle Einschränkungen ans diesen Gra-
phen vorgenommen: 
In der einfachsten Version, die sich im Daten-
format der Basic-Transcription5 wieder findet, 
wird gefordert, dass alle Einheiten sich zum 
einen auf eine einzige vollständig geordnete 
Zeitachse einordnen lassen. Zum anderen muss 
eine Partition der Einheiten in Spuren existieren, 
so dass Einheiten innerhalb einer Spur einander 
nicht überlappen. Zusätzlich muss jeder dieser 
Spuren ein Element aus einer endlichen Menge 





Abb. 1: Zeitachse und Spuren einer Basic-Tran-
scription 
 
Für viele Zwecke der Verarbeitung ist diese 
stark vereinfachte Form bereits ausreichend – 
beispielsweise lässt sich eine Basic-Transcrip-
tion als Transkription in Partiturnotation einge-
ben und visualisieren (s.u.), und auch für andere 
gebräuchliche Notationsformen stellen die so 
kodierten Informationen eine hinlängliche Basis 
dar. Für einige weiterreichende Verarbeitungs-
                                                     
5 Physikalisch werden Basic-Transcription und Seg-
mented-Transcription als XML-Dateien gespeichert, 
ohne jedoch dabei dem XML inhärenten hierarchi-
schen Datenmodell zu folgen (s.o.). 
formen – insbesondere fortgeschrittenere Anno-
tationen auf der Wort- oder Silbenebene – er-
weist sich die Beschränkung auf eine einzige, 
vollständig geordnete Zeitachse jedoch als zu 
stark. EXMARaLDA definiert daher mit der 
Segmented-Transcription ein zweites Datenfor-
mat, das Verzweigungen der Zeitachse zulässt. 
Transkriptionseinheiten, für die ein Transkribent 
keine eindeutige zeitliche Ordnung feststellen 
kann (in der Abb. z.B. die Wörter „du“ und „sa-
ge“), lassen sich so dennoch in das zeitbasierte 
Datenmodell integrieren: 
 
A: das [sagst du so] 




Abb. 2 : Verzweigende Zeitachse einer Segmented-
Transcription. Für die Zeitpunkte a und x muss keine 
Ordnung festgelegt werden. 
3.2 Parametrisierbare Segmentierung 
Das EXMARaLDA-System sieht vor, dass Ein-
gabe-Werkzeuge in erster Linie auf dem einfa-
cheren (und damit benutzerfreundlicheren) Ba-
sic-Transcription-Format operieren. Damit das 
komplexere Segmented-Transcription-Format 
und die damit verbundenen fortgeschrittenen 
Annotations- und Auswertungsmöglichkeiten 
genutzt werden können, müssen Basic-
Transcriptions nach Abschluss der Eingabe au-
tomatisch in Segmented-Transcriptions über-
führt werden. Dies geschieht mittels Endlicher 
Maschinen (Finite State Machines), die implizi-
tes Markup (z.B. Interpunktionszeichen) in ex-
plizites Markup umwandeln6. So würde z.B. eine 
geeignete Endliche Maschine folgende, mit den 
HIAT-Konventionen  (Rehbein et al. 1993) kon-
forme Zeichenkette in Äußerungen (U), Wörter 
                                                     
6 Dieser Vorgang ist vergleichbar, aber nicht iden-
tisch mit der Tokenisierung geschriebener Texte. Der 
wesentliche Unterschied liegt darin, dass bei 
Transkriptionen die Interpunktion als Grundlage der 
Segmentierung vollständig vorhersagbar ist, weil sie 
durch formale Transkriptionskonventionen geregelt 
wird, während bei einer Tokenisierung anhand stan-
dardorthographischer Interpunktionsregeln Mehrdeu-
tigkeiten auftreten können. 














W NP W W 
Ja hustet sicher oder 
 
Abb. 3 : Segmentierung mittels Endlicher Ma-
schinen 
 
Da dieser Prozess in offensichtlicher Weise von 
der verwendeten Transkriptionskonvention ab-
hängig ist (denn diese regelt, welche zu segmen-
tierenden Einheiten durch welches implizite 
Markup kenntlich gemacht sind), ermöglicht das 
EXMARaLDA-System die Verwendung ver-
schiedener Endlicher Maschinen zum Segmen-
tieren.7 Auf diese Weise wird die Segmentierung 
parametrisierbar gemacht, das transkriptions-
systemübergreifende Modellierungsverfahren 
selbst aber unberührt gelassen. 
3.3 Eingabewerkzeuge 
Als ein zentrales Bearbeitungswerkzeug für 
EXMARaLDA-Transkriptionen im Basic-
Transcription-Format wurde der EXMARaLDA 
Partitur-Editor entwickelt. Dieser ermöglicht u.a. 
das Eingeben und Editieren einer Transkription 
in Partitur-Notation, das Verknüpfen von Teilen 
einer Transkription mit externen Bild-, Ton- 
oder Videodateien, die parametrisierbare Ausga-
be von Partituren in verschiedene Präsentations-
formate (z.B. RTF und HTML, s.u.) und die 
Verwaltung von Sprecherinformationen und 
Metadaten zur Transkription. Zusätzlich fungiert 
er als graphische Benutzerschnittstelle für diver-
se Import- und Exportfilter (s.u.) sowie für die 
                                                     
7 Derzeit existieren Endliche Maschinen für die wich-
tigsten deutschsprachigen gesprächsanalytischen 
Transkriptionssysteme HIAT, GAT und DIDA sowie 
für das in der Spracherwerbsforschung verbreitete 
System CHAT. 





Abb. 4 : EXMARaLDA Partitur-Editor 
 
Entscheidend für das Konzept von EXMARaL-
DA ist jedoch, dass die Eingabe und das Bear-
beiten von Transkriptionen gerade nicht fest an 
eine bestimmte Software gebunden sind. Weil 
die wesentlichen Merkmale einer EXMARaL-
DA Basic-Transcription – eine vollständig ge-
ordnete Zeitachse und die Partition der 
Transkriptionseinheiten in Spuren – auch für 
mehrere andere derzeit gebräuchliche Datenfor-
mate Gültigkeit besitzen, können über einfache 
Import- und Exportfilter auch mit anderen 
Werkzeugen erstellte Daten für die EXMARaL-
DA-Architektur nutzbar gemacht werden. Drei 
solcher Werkzeuge sind dabei von besonderem 
Interesse: 
- das phonetische Analyseprogramm Praat 
von der Universität Amsterdam, 
- das Video-Annotationsprogramm TASX-
Annotator (Milde/Gut 2001) von der Uni-
versität Bielefeld und 
- die ELAN-Software (Brugman 2003) des 
MPI in Nijmegen. 
Weiterhin ermöglicht der „Simple EXMARaL-
DA“-Importfilter die Überführung von 
Transkriptionen aus einfachen Textdateien in 
das EXMARaLDA-Format und gestattet so zu-




Die Möglichkeit, mit dem Computer erstellte 
Transkriptionen für eine eingehende Analyse auf 
Papier oder Bildschirm visualisieren zu können, 
ist ein Aspekt, der zwar von entscheidender 
Bedeutung für die gesprächsanalytische Ar-
beitsweise ist, der jedoch von vielen derzeit in 
der Entwicklung befindlichen Werkzeugen ver-
nachlässigt wird8. Insbesondere wird die Tatsa-
che, dass die Anforderungen an ein computerge-
rechtes Datenformat oft den Anforderungen an 
eine für den menschlichen Benutzer geeignete 
Visualisierung direkt zuwiderlaufen, kaum the-
matisiert. Wie bereits erwähnt, finden die oben 
erörterten „klassischen“ Gegensätze zwischen 
Beschreibungsadäquatheit und Lesbarkeit von 
Transkripten hier ihre „moderne“ Entsprechung, 
dies jedoch mit dem Unterschied, dass sie sich 
auf dem Rechner mittels moderner texttechnolo-
gischer Verfahrensweisen überwinden lassen. 
In EXMARaLDA wird daher besonderer Wert 
darauf gelegt, dem (für die computergestützte 
Verarbeitung konzipierten) Modellierungsver-
fahren geeignete (für den menschlichen Betrach-
ter konzipierte) Visualisierungsmethoden an die 
Seite zu stellen. Das technisch anspruchsvollste 
Problem ist dabei die Ausgabe von Transkripti-
onen als umgebrochene Partituren (vgl. auch 
Bow et al. 2003). EXMARaLDA ermöglicht 
eine solche Ausgabe in mehreren Präsentations-
formaten (RTF, HTML, PDF), wobei eine Viel-
zahl von Parametern (Schriftarten und -größen, 





Abb. 5 : Visualisierung als umgebrochene Partitur 
 
Über geeignete XSLT-Styleheets (und teilweise 
im Zusammenspiel mit den Segmentierungs-
funktionen) ermöglicht EXMARaLDA jedoch 
darüber hinaus eine Vielzahl weiterer Visualisie-
rungsformen. Stellvertretend seien die klassi-
scherweise mit der Partiturnotation konkurrie-
renden Notationsverfahren der Spalten- und 
Zeilennotation genannt.  
 
                                                     
8 So enthalten auch die oben erwähnten Konzepte der 
Standoff-Annotation und der Annotationsgraphen 
kaum Überlegungen zur benutzergerechten Visuali-





Abb. 6 : Visualisierung in Zeilen- und Spaltennotati-
on 
3.5 Auswertung 
Der wahrscheinlich wichtigste Mehrwert com-
putergestützter Transkriptionsverfahren gegen-
über dem traditionellen Transkribieren mit Blei-
stift und Papier liegt in der Möglichkeit, die 
Auswertung der Daten – insbesondere die Suche 
und Quantifizierung spezifischer Gesprächsphä-
nomene – teilautomatisiert vornehmen zu kön-
nen. Durch die in EXMARaLDA praktizierte 
Trennung zwischen computergerechtem symbo-
lischem Modell und benutzerorientierter analo-
ger Visualisierung werden solche teilautomati-
sierten Auswertungsverfahren wesentlich einfa-
cher als in den bis dato existierenden Systemen 
umsetzbar. Wiederum stellvertretend seien zwei 
Instrumente genannt, die sich bereits in der Pra-
xis der täglichen Arbeit am Sonderforschungsbe-
reich bewährt haben: 
Zum einen ermöglicht ein Konkordanzwerkzeug 
die Erstellung von KWIC9-Konkordanzen, mit-
tels derer Gesprächsphänomene systematisch 
gesucht und in ihrem unmittelbaren Kontext 
betrachtet und analysiert werden können. 
 
 
Abb. 7: KWIC-Konkordanz 
 
Zum anderen können Transkriptionen, die mit-
tels der oben beschriebenen Methode in sprach-
liche Einheiten segmentiert wurden, in RDB-
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Systeme (im Beispiel MS Access) überführt 
werden und dort um analytische Annotationen 





Abb. 8: RDB-Abfrage 
 
Weitere Auswertungswerkzeuge befinden sich 
in Planung. 
3.6 Anwendungen 
EXMARaLDA und der Partitur-Editor haben 
mittlerweile das Beta-Stadium hinter sich gelas-
sen und werden in zahlreichen Projekten in For-
schung und Lehre eingesetzt. Stellvertretend 
seien hier einige Projekte am Sonderforschungs-
bereich „Mehrsprachigkeit“ genannt, die EX-
MARaLDA für ihre Korpusarbeit einsetzen: 
- Das Projekt-Korpus „Semikommunikation 
und rezeptive Mehrsprachigkeit im heutigen 
Skandinavien“ setzt sich aus Aufnahmen 
von Schulstunden, Radiosendungen und 
Diskussionen zusammen, in denen Sprecher 
des Schwedischen, Dänischen und Norwegi-
schen in ihrer jeweiligen Muttersprache mit-
einander kommunizieren. Die ursprünglich 
mit HIAT-DOS angefertigten Transkriptio-
nen wurden nach EXMARaLDA überführt, 
neue Transkriptionen werden mit Praat in 
Kombination mit dem EXMARaLDA Parti-
tur-Editor erstellt.   
- Das Projekt „Sprachliche Konnektivität bei 
bilingual türkisch-deutsch aufwachsenden 
Kindern“ vergleicht den Spracherwerb bei 
monolingualen und bilingualen Sprechern 
des Türkischen. Das Korpus besteht aus 
zahlreichen Aufnahmen freier Kommunika-
tionen, die teilweise durch ein vereinheit-
lichtes Aufnahme-Setting (sog. Evokative 
Feldexperimente) besser vergleichbar ge-
macht werden. Auch hier lagen ältere Da-
tenbestände (im syncWriter-Format) vor, die 
nach EXMARaLDA überführt wurden, wäh-
rend die Erstellung neuer Daten mittlerweile 
direkt mit dem EXMARaLDA Partitur-
Editor erfolgt. 
- Das Projekt „Prosodische Beschränkungen 
zur phonologischen und morphologischen 
Entwicklung im bilingualen Spracherwerb“ 
befasst sich mit phonologisch/phonetischen 
Aspekten des Spracherwerbs bei spa-
nisch/deutsch bilingualen Kindern. Auch 
hier wurden ältere WordBase-Datenbestände 
zunächst nach EXMARaLDA überführt und 
anschließend die Eingabemethode auf das 
neue System umgestellt. 
Die Gesamtheit dieser (und weiterer) Korpora 
zeigt deutlich, dass der Einsatz texttechnologi-
scher Verfahren und ein verändertes Verständnis 
computergestützter Transkription tatsächlich zu 
konkreten Verbesserungen in der Praxis der 
Gesprächs- und Spracherwerbsforschung  bei-
tragen können: Transkriptionsdaten, die in ver-
schiedenen Forschungszusammenhängen mit 
unterschiedlichsten Zielsetzungen erstellt wur-
den, werden durch den Einsatz eines generischen 
Modellierungsverfahrens dennoch bis zu einem 
gewissen Grade vergleichbar, und Software-
Lösungen lassen sich über spezifische Projekt-
zusammenhänge hinweg verwenden.  
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