The problem of diraction by slanted lamellar dielectric and metallic gratings in classical mounting is formulated as an eigenvalue eigenvector problem. The numerical solution is obtained by using the moment method with Legendre polynomials as expansion and test functions which allows to enforce in an exact manner the boundary conditions which determine the eigen-solutions. Our method is successfully validated by comparison with other methods including in the case of highly slanted gratings.
Introduction
Diraction gratings and other periodic structures play important roles in photonics [1] [2] . Slanted lamellar gratings are a particular example of such structures. They have application for blazing or for in and out coupling of light.
Here, we are concerned with the electromagnetic analysis of dielectric and metallic gratings with slanted walls. Slanted lamellar grating have previously been treated using the rigorous coupled wave approach [3] [4] the fast Fourier factorization method [5] or a coordinate transformation method [6] [7] . More recently, Campbell et al developed the Dierential modal method (DMM) [8] where a slanted lamellar grating is considered as a stack of N individual lamellar gratings whose modes are coupled using a Bloch mode-matching technique. In this paper, we develop a modal method for diraction by slanted lamellar gratings.
First, as was done in [6] , a coordinate transformation is introduced in the grating region so that the lamellar structure becomes translation invariant along one direction which also means that the dielectric constant depends only on one spatial coordinate. It becomes then straightforward to give the problem a modal formulation. Many methods exist to solve it numerically. The accuracy of the solution is linked with the treatment of the transverse boundary conditions that 1 the electromagnetic eld has to satisfy at the interface between the dierent dielectrics or metals. Using polynomials expansions within each domain of the lamellar gratings allows to express rigorously the dierent continuity relations that determine the eigenvalue problem and thus leads to exponential convergence for the eigenvalues and eigenvectors as was shown by Morf [9] . Recently, the polynomial modal method was revisited and Gegenbaueur polynomials were introduced [10] [11] whereas Morf only used Legendre and Tchebyche polynomials. The case of conical incidence was also investigated in [12] using the same approach as Morf. The goal of the present paper is to generalize the use of polynomial expansions for slanted lamellar gratings. The paper is organized as follows: in section 2, we present the slanted lamellar grating problem and its spectral formulation in an inclined coordinate system. In section 3, by using the Galerkin method with Legendre polynomial expansion, we derive the matrix eigenvalue equation. In our formulation, the polarization is taken into account thanks to a connection matrix which expresses explicitly the transverse boundary conditions. In section 4, we validate our method by comparison with already published data.
Presentation of the problem
The slanted lamellar grating diraction problem is depicted in g 1. This structure is illuminated from an homogeneous medium with optical index ν 1 by a monochromatic plane wave with a wavelength λ and an angular frequency ω. The wave vector k forms an angle θ with respect to the axis y axis. Hence its Cartesian coordinates are k x = kα 0 = kν 1 sin(θ) and k y = kβ 0 = −kν 1 cos(θ) with k = 2π/λ the wavenumber. The exp(iωt) time dependence will be omitted throughout this paper. The grating region separates the incident medium from a substrate with refractive index ν 3 . The grating layer with thickness h, is characterized by a piecewise homogeneous permittivity function (x, y) that is periodic in the x direction with period d. The side walls of the dierent materials of the grating are inclined at an angle φ with respect to the vertical axis. In the Cartesian coordinates (x, y) the permittivity function depends on the two variables x and y. However it is easy to nd a new coordinate system in which the side walls t a coordinate surface. One such coordinate system (x 1 , x 2 , x 3 )
is described by:
The Jacobian matrix of this transformation is: 
In this coordinate system, the location of the side walls are given in terms of Figure 1 : Geometry of the problem and illustration of the change of coordinates.
the only x 1 variable. Indeed we have:
Thus, in the inclined coordinate system a binary grating ts two domains
The metric tensor g ij of the new coordinate system is obtained from the Jacobian matrix J and its transpose J T by:
from which we deduce the conjugate metric tensor [g ij ]:
[
One could choose to solve the whole problem with the inclined coordinate system. As far as we are concerned, we restrict its use to the grating region. It has to be remarked that coordinates surfaces y = h and y = 0 are common to all coordinate systems and that the only Cartesian component of a vector eld A aected by the change of coordinates is A y . Indeed, the covariant components of A are written in terms of the Cartesian components as follows:
So, whatever the coordinate system, we are led to calculate components A 3 and A 1 in the three regions that dene the problem and to match them at y = h and y = 0. it is convenient to use covariant Maxwell equations written with the Einstein convention as [13] , [14] :
∂ j denotes the partial derivative operator with respect to variable x j . ξ 
where is the real or complex relative permittivity. Since the structure is translation invariant along the x 3 direction, we have ∂ 3 = 0 and Maxwell's equations decouple into two sets of independent rst-order dierential equations corresponding to TE polarization and TM polarization:
TE polarization
TM polarization
By eliminating H 2 in 11 and E 2 in 14 we get:
Since the coecients of the above operators do not depend on x 2 , any component of the eld may be written as:
which amounts to replace operator ∂ 2 by −ikβ. Hence, the systems of dierential equations 15 and 16 become two eigenvalue equations which may be written as:
where Z 0 is the vacuum impedance. Since we consider binary gratings, it has to be observed that operators (x 1 )∂ 1 1 (x 1 ) ∂ 1 and ∂ 1 ∂ 1 have the same form. In addition, we have g = 1, g 22 = 1 and g 12 = − tan φ. Hence, it is possible to write TE and TM matrix eigen-equations under the same form:
with In this section, we solve numerically the spectral problem using the moment method with Legendre polynomials as expansion and test functions. We follow the very same lines which were previously used in ref [10] and in ref [12] n this approach, a period of the binary grating is rst considered as a juxtaposition of homogeneous sub-domains in which we apply the moment method. In a second step, some boundary conditions have to be applied at the border of the sub-domains giving rise to a connection matrix. Indeed, the main dierence between the present paper and the previous ones lies in the connection matrix.
Because the coordinate system is non orthogonal, we have to enforce additional boundary conditions. In each region, the coordinate surfaces, x 
, its rst derivative φ (x 1 ) and its second derivative φ"(x 1 ) are represented as:
the superscript l refers to the domain. The reduced variable
results from the mapping of the interval [x l x l+1 ] onto the unit interval [− 1 1] on which the Legendre polynomials are orthogonal and complete:
where P m is the Legendre polynomial of degree m and δ mn designates the Kronecker symbol.
In order to get a matrix eigen-equation, we use the Galerkin method with Legendre polynomials as expansion and test functions. Since our problem consists of homogeneous domains, we shall get as many matrices as domains. However, a period of a binary grating is dened on two domains. So, in order to get the sought solution in terms of eigenmodes, we have to enforce some additional constraints to the expansion coecients φ
The observation of equation 20 shows that, apart from the identity operator, the only operators are rst and second derivatives. The derivative of φ (l) with respect to x is expanded on Legendre polynomials as:
The Legendre polynomials and their derivatives satisfy: 
where
is a rectangular matrix with M (l) lines and M (l) +1 columns whose non-null elements are the D (l) m n such that:
Let us now derive the matrix associated to the second derivative operator. Consider the column vector φ" φ"
is a rectangular matrix with M (l) lines and (M (l) +2) columns. First and second derivative matrix operators are partitioned into the juxtaposition of a square matrix and a one column matrix and of a square matrix and a two column matrix respectively.
the subscripts S and C refer to the square part of the matrix and to the additional columns respectively.
Connection matrix
As is, the matrix associated to eigenvalue problem 20 is rectangular with more columns than rows. Whatever the polarisation, within each domain, we have two additional polynomial expansion coecients for F and one additional polynomial expansion coecient for G. Hence, for the present problem with two domains, we need 6 more equations which can be easily obtained by enforcing the boundary conditions at x = d and x = w. These boundary conditions are the continuity and the pseudo-periodicity of H 3 , D 1 and E 2 for TM polarization and of E 3 , B 1 and H 2 for TE polarization. They allow to derive the polarization dependent connection matrix C p such that
Here, the subscript p refers to the polarization.
Matrix Operator
The matrix associated to equation 20, is the sum of two matrices. One is the assembly of independent blocs which correspond to the sub-domains of the grating. The other is a full matrix that takes into account the transversal boundary conditions.
The details of matrices L S , L C and C p are given in appendix A
Summary
The whole solution requires solving an eigenvalue problem for each region. It may seem surprising to numerically solve Maxwell's equations in homogeneous regions 1 and 3 where solutions are already known. The reason for doing so has been discussed in [12] and [15] . Hence, the solution in region 1 and 3
and consequently the computation of reected and transmitted eciencies is identical to what was done in [12] . The homogeneous regions and the grating regions are separated by coordinate surfaces y = cte which are common to the Cartesian coordinate system and to the inclined coordinate system. So, matching the computed components E 3 , H 1 and H 3 , E 1 is straightforward. This is achieved by using the S matrix algorithm. The latter requires the separation of 8 
Numerical results
In this section, we validate our code by comparing our results with already published data which was obtained with the Dierential Modal Method (DMM)in [8] and the C method in [6] . In fact, as outlined in [7] , the factorization rules
were not implemented correctly in [6] for TM Polarization. We corrected the problem, and the results obtained with C-method given in the present paper are slightly dierent from those of [6] .
Metallic grating
The better show how fast the numerical convergence is and also the stability of the method, the horizontal axis scales as the inverse of the truncation number which is the rank of the matrix from which eigenvectors are sought. It is seen that convergence is very fast and that no instabilities occur. Table 3 and table 4 give the numerical values obtained with the C method,the DMM, and the PMM. Once more, all three methods give the same values.
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Large slant angle
In [8] , Campbell et al investigated the case where the slant angle becomes higher and higher and tends to 90
• . In that case, they found that the grating behaves as a multilayer stack with layers thinner and thinner. At the limit, when the slant angle tends to 90
• , the grating can be considered as a slab with a premittivity equal to the average of the permittivities of the gratings. At normal incidence, the reected and transmitted energy should be the same for TE and expansions amounts to using a multi-domain approach. The matrix from which eigenvectors and eigenvalues are sought is the sum of a bloc diagonal matrix independent of polarization and a full connection matrix that takes into account polarization and boundary conditions at the border of the sub-domains. We have successfully compared our new numerical method to previously published data especially those of [8] . In particular, we were able to deal with slant angle as high as 89.9
• without facing neither convergence problem nor numerical instabilities.
In the future we will implement the method in the case of conical incidence. 
where the coecient τ is given by: 
The above expressions may be re-written in terms of F and G. For TM polarization we have :
and for TE we have:
Although we have put the TE and TM eigen equations under the same form by introducing variable F and G, the solutions dier because F and G do not satisfy the same boundary conditions. Indeed as is shown by relations 41 and 43, the continuity of E 2 for TM polarization and the continuity of Z 0 H 2 for TE polarization involve F and G dierently. In order to have a single expression for 41 and 43 let us introduce κ f , κ g such that:
κ f = 
The Legendre polynomials P m satisfy:
where P m denotes the derivative of P m . Every region consists of the two domains Ω 1 and Ω 2 such that Ω 1 = {x 1 , 0 ≤ x 1 ≤ w} and Ω 2 = {x 1 , 0 ≤ x 1 ≤ w}. We refer to these two domains by the superscripts (1) and (2) respectively. Lastly, let us introduce d
+m , d
(1)
+m and d . . . . . . 
