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RESUMÉN 
El propósito de este trabajo de tesis es ofrecer una propuesta técnica que permita la 
comunicación de una red MPLS-VPNs entre múltiples proveedores de servicios. 
Durante el desarrollo de esta tesis se presenta el marco teórico de las redes MPLS — 
VPNs y se realiza un estudio del desempeño de cada uno los diferentes modelos de red 
para la implementación de las Inter-as MPLS-VPNS con el objetivo de observar las 
ventajas, desventajas, problemas y las posibles soluciones que ofrece cada modelo. 
Para el diseño de cada modelo de implantación nos ayudamos del programa de 
simulación "GNS3", con equipos de la marca Cisco (Modelos 7600 y 3725). Los 
procesos realizados en entornos reales pueden ser simulados, garantizando que el 
funcionamiento de la red sea el esperado al momento de implementarlo en los 
dispositivos reales. La Plataforma GNS3 es una herramienta muy poderosa y brinda la 
capacidad de realizar pruebas rigurosas, que en una red real, pueda afectar el 
rendimiento de los equipos provocando caídas de servicios y pérdidas económicas para 
la empresa. 
Luego, se presenta la propuesta técnica para la implementación de la red, utilizando el 
modelo que genera los mejores resultados y que garantiza la escalabilidad y calidad de 
servicio que las empresas requieren para sus VPNs. 
Por último, se detallan las conclusiones logradas luego de desarrollar esta tesis y se 
muestran las futuras líneas de trabajo que han surgido por medio del trabajo realizado. 
Palabras Claves: MPLS, VF'N, Inter-AS MPLS VPN, ETIQUETA. 
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ABSTRACT 
The purpose of this thesis is to provide a technical proposal to allow communication of 
MPLS-VPNs among multiple providers. During the development of this thesis the 
theoretical framework of -VPNs MPLS networks is presented and a study is made of the 
performance of each different network models for the implementation of the Inter-AS 
MPLS-VPNS order to see the advantages , disadvantages, problems and possible 
solutions offered by each model. 
For the design of each model we help implement simulation program "GNS3" with the 
Cisco brand equipment (Models 7600 and 3725). The processes perfonned in real 
environments can be simulated, ensuring that the network performance is expected 
when deploying to actual devices. The GNS3 Platform is a very powerful tool and 
provides the ability to perform rigorous testing in a real network that might affect the 
performance of equipment and services falls causing economic losses for the company. 
Then the technical proposal for the implementation of the network is presented, using 
the model generates the best results and ensuring scalability and service quality that 
companies require for their VINs. 
Finally, the conclusions reached after developing this thesis and future unes of work 
that have emerged through the work done is detailed. 
Keywords: MPLS, VPN, MPLS VPN Inter-AS, TAG. 
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CAPÍTULO 1 
PLANTEAMIENTO DEL PROBLEMA 
1.1 Enunciado del Problema 
Las empresas de servicios de telecomunicaciones en nuestro país, buscan ampliar los 
alcances de sus redes IVIPLS como tecnología WAN. El Multi-Protocol Label Switching 
(IVIPLS) proporciona alta capacidad para integrar voz, vídeo y datos en una plataforma 
común con garantías de calidad de servicio (QoS), por lo que es muy usada para 
implementar redes privadas virtuales o VPNs, que hacen posible la integración de los 
datos de un punto hacia otro usando la gran nube de internet existente. Pero el uso de 
esta tecnología implica que los clientes de servicios VPN estén conectados a un solo 
proveedor. 
En un mundo en el que día a día las empresas tienden a incursionar en nuevos 
mercados, en busca de más y más clientes de diferentes ciudades, y realidades sociales, 
se hace necesaria la comunicación dentro de sus diferentes sedes para transmitir 
información sobre ventas o estrategias de negocio, para informar sobre la producción 
minuto a minuto, o cualquier otro fin; este tipo de crecimiento empresarial ha dado 
lugar a la utilización de los servicios VPN para interconectar sus sedes. 
Es por ello que las VPNs de estas empresas necesitarían abarcar grandes áreas 
geográficas, muchas veces cruzando más de un país, lo que implicaría atravesar redes de 
múltiples proveedores de servicios VPN. Esto ha creado la necesidad de contar con una 
solución que permita brindar de forma eficiente servicios VPN altamente escalable, que 
abarque grandes aéreas geográficas y que sea capaz de integrar a más de un proveedor. 
Muchos proveedores de servicios que han implementado MPLS-VPNs por años ahora 
se enfocan a la interconexión de su red con las redes MPLS-VPN de otros proveedores 
para así mejorar la escalabilidad y facilidad de operación de su red. Esto implica que 
muchas veces existirán VPNs que deban abarcar más de un sistema autónomo. Es ante 
esta problemática que las ENTER-AS MPLS-VPNs aparecen como la solución y a la 
cual nos conlleva a realizar un estudio del desempeño de los diferentes modelos de 
Inter-AS IVFPLS-VPNS. 
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La importancia de la solución de este inconveniente se basa principalmente en la poca 
documentación que existe en español sobre la implementación de una red MPLS-VPN 
sobre múltiples sistemas autónomos, que hoy en día está presente en la mayoría de las 
redes de comunicaciones de gran escala. En esta tesis se desarrollará un estudio del 
desempeño de diferentes modelos de implementación de una solución MPLS-VPN 
sobre múltiples sistemas autónomos, el cual busca explicar con modelos de red y 
conceptos claros y comprensibles, las ventajas y desventajas de cada solución mediante 
la implementación de cada modelo red con el uso de herramientas muy poderosas como 
el simulador GNS3, que permitirá analizar los datos de una red tal y como se trabajara 
en un entorno real con equipos de plataforma Cisco y que además ayudará a identificar 
la mejor alternativa para la elaboración de una propuesta técnica para su 
implementación con equipos reales que garantice la escalabilidad y facilidad de 
operación de la red que las grandes empresas requieren en sus redes privadas virtuales o 
VPNs. 
1.2 Justificación e importancia de la investigación 
Del punto de vista tecnológico, los servicios VPN han tenido un crecimiento constante 
tanto en el Perú corno en el mundo. En Latinoamérica el Perú es el cuarto país en 
número de servicios VPN y en número de clientes. Ante esta tendencia, se hace 
necesaria la implementación de redes capaces de soportar el aumento sostenido de 
clientes. Además, la ingeniería de tráfico y la precisión e inteligencia del 
encaminamiento basado en MPLS permiten empaquetar más datos en el ancho de banda 
disponible y reducir los requerimientos de procesamiento a nivel de router. 
Esta creciente necesidad de reducir costes, aumentar la productividad, soportar más 
aplicaciones y elevar la seguridad está jugando fuerte a favor del cambio corporativo 
hacia esta nueva tecnología WAN. 
Del punto de vista personal, queremos ampliar nuestros conocimientos en esta 
tecnología WAN, y conocer sus principales aplicaciones como función de ingeniería de 
tráfico (a los flujos de cada usuario se les asocia una etiqueta diferente), PolicyRouting, 
Servicios de VPN y Servicios que requieren QoS y a la vez ir a la exigencia y 
competitividad laboral que hoy en día demandan las empresas. 
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1.3 Objetivos 
1.3.1 Objetivo general 
El objetivo de la presente tesis es realizar un estudio y análisis de los diferentes modelos 
de INTER-AS MPLS-VPNS con el fin de brindar una propuesta técnica para la 
implementación de una red MPLS-VPN que permita la comunicación entre múltiples 
proveedores de servicios. 
1.3.2 Objetivos específicos 
Explicar de una manera concisa y práctica la tecnología MPLS y su 
funcionamiento. 
Revisar los conceptos teóricos de los procesos globales (enrutamiento, reenvío) 
utilizados en una red sobre la que corre MPLS. 
Diseñar y simular topologías que sirvan para explicar el funcionamiento de los 
procesos básicos MPLS y VPN que, permitan corroborar el funcionamiento de 
la tecnología en casos reales. 
Comprender la necesidad de utilizar redes MPLS-"VPN sobre Múltiples Sistemas 
Autónomos para brindar servicios de redes privadas virtuales a clientes 
corporativos. 
Se buscará la mejor alternativa y se elaborará una propuesta técnica que 
garantice la escalabilidad y calidad de servicio que el sector corporativo requiera 
para sus redes privadas virtuales o VPNs. 
1.4 Estructura de la tesis 
Con base al objetivo de este documento, a continuación se describe como ha sido 
organizada esta tesis, incluyendo una breve descripción de lo que se presenta en cada 
capítulo. 
CAPÍTULO 1. PLANTEAMIENTO DEL PROBLEMA: En este capítulo se especifican 
los fundamentos de la tesis y los objetivos, que de manera general dan una visión de lo 
que se pretende con la realización de esta tesis y hasta donde está limitada. 
CAPÍTULO 2.MARCO TEÓRICO: En este capítulo se explican los conceptos teóricos 
básicos que deben ser conocidos para comprender el resto del trabajo realizado en esta 
Tesis. Primero se habla de los conceptos básicos de una red MPLS -VPN, los protocolos 
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y tecnologías que las conforman. Luego se describen los diferentes modelos de IN lb,R-
AS IvP?LS-VPNS que serán implementados y sometidos a diferentes pruebas. 
CAPÍTULO 3.PARAME 	1ROS Y HERRAMIENTAS: En este capítulo se describen los 
programas y aplicaciones utilizadas para la elaboración de esta tesis, tanto de gestión de 
equipos utilizadas en el entorno de producción, corno las que se han utilizado para la 
elaboración de la memoria. 
CAPÍTULO 4.INGENIERÍA DEL PROYECTO: En este capítulo se detallan las 
pruebas de desempeño de las implementaciones de cada uno de diferentes modelos de 
INTER-AS MPLS-VPNS, con el objetivo de conocer las ventajas, desventajas, 
problemas y las posibles soluciones que ofrecen cada una de los modelos. Además se 
aborda la implementación de la propuesta técnica para la implementación de la red, 
utilizando el modelo que genera los mejores resultados y que garantiza la escalabilidad 
y calidad de servicio que las empresas requieren para sus VPNs. 
Finalmente, se establece las conclusiones logradas luego de desarrollar esta tesis y se 
muestran las futuras líneas de trabajo que han surgido por medio del trabajo realizado. 
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2.1.1 Definición (García, 2009) 
La conmutación de etiquetas multiprotocolo (MPLS) es una tecnología WAN 
multiprotocolo de alto rendimiento que trabaja entre las capas 2 y 3 del modelo OSI. 
Transporta los datos de un router al siguiente según las etiquetas de ruta de acceso corta, 
en vez de las direcciones de red IP. Para ello, se inserta entre las cabeceras de los 
protocolos capa 2 y capa 3 la cabecera de 32 bits mostrada en la figura 2.1 
BUZI á5 	 4~1  ix  




Figura 2.1 Paquete con etiqueta MPLS (García, 2009) 
MPLS tiene varias características que la definen. Es multiprotocolo, lo que significa que 
tiene la capacidad de transportar cualquier contenido, incluido tráfico IPv4, IPv6, 
Ethernet, ATM, DSL y Frame Relay. Usa etiquetas que le señalan al router qué hacer 
con un paquete. Las etiquetas identifican las rutas entre routers distantes --en lugar de 
entre terminales—, y mientras MPLS enruta paquetes IPv4 e IPv6 efectivamente, todo 
lo demás se conmuta. 
MPLS es una tecnología de proveedor de servicios. Las líneas arrendadas entregan bits 
entre sitios, y Frame Relay y WAN Ethernet entregan tramas entre los sitios. Sin 
embargo, MPLS puede entregar cualquier tipo de paquete entre sitios. MPLS puede 
encapsular paquetes de diversos protocolos de red. Admite una amplia variedad de 
tecnologías WAN, que incluyen los enlaces de portadoras T y E, Carrier Ethernet, 
ATM, Frame Relay y DSL. 
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2.1.2 Modos de encapsulamiento MPLS (García, 2009) 
MPLS posee dos modos de funcionamiento: 
Modo Trama MPLS: se añade una etiqueta de 32 bits de cuatro campos entre 
las cabeceras de capa de Red y Enlace. 
Modo Celda MPLS: se utilizan los campos VPI/VCI de la cabecera ATM como 
etiqueta. 
Entre estos dos modos, el más utilizado es el modo Trama el cual será el que se 
detallará en los siguientes puntos. 
2.1.3 Terminología MPLS 
Para entender el funcionamiento de MPLS, es importante tener en cuenta los siguientes 
conceptos previos: 
Forwarding Equivalence Class (FEC): conjunto de paquetes que entran en la red 
MPLS por la misma interfaz, que reciben la misma etiqueta y por tanto circulan 
por un mismo trayecto. Normalmente se trata de paquetes que pertenecen a un 
mismo flujo. 
Label Switched Path (LSP): camino que siguen los paquetes que pertenecen a la 
misma FEC, es equivalente a un circuito virtual. 
Label Switching Router (LSR): router interno de la red MPLS capaz de 
conmutar y enrutar paquetes analizando la etiqueta adicionada a cada uno de 
estos. 
Edge Label Switch Router (ELSR) o LER (Label Edge Router): router de borde 
que maneja tráfico entrante y saliente de la red MPLS. El Edge LSR de entrada 
adiciona la etiqueta a MPLS a cada paquete y el de salida la extrae y enruta 
según la capa de Red 
Label Distribution Protocol (LDP): protocolo utilizado para distribución de 
etiquetas MPLS. 
Tag Distribution Protocol (TDP): Protocolo similar a LDP, propietario de Cisco. 
AS (Sistema Autónomo): un sistema autónomo consiste en un grupo de routers 
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2.1.4 Modo de funcionamiento (Herrera & Hinojosa, 2009) 
Un dominio MPLS está formado por un conjunto de nodos que pueden ser: LERs 
denominados también routers de acceso y LSRs denominados también routers de 
tránsito, estos routers son capaces de conmutar y enviar los paquetes en base a la 
etiqueta añadida a cada paquete. 
Las etiquetas determinan un flujo de paquetes entre dos puntos terminales; este flujo se 
denomina FEC, el mismo que crea un camino particular llamado LSP y contiene los 
requisitos de calidad de servicio. A continuación se describe el funcionamiento de 
MPLS, ver figura 2.2. 
Figura 2.2 Funcionamiento MPLS (Fuente) 
Antes de enviar la información se debe determinar un LSP y establecer los parámetros 
de calidad de servicio para dicho camino. Los parámetros de QoS sirven para 
comprobar: 
La cantidad de recursos a reservar al LSP. 
Las políticas de descarte de paquetes y prioridades en colas en cada LSR. 
Para lograr lo mencionado anteriormente se utilizan dos protocolos para el intercambio 
de información entre los routers: 
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El protocolo OSPF es utilizado para intercambiar información sobre la 
topología, y el enrutamiento en sí. 
Para determinar los LSPs y establecer las etiquetas entre los siguientes LSRs se 
puede utilizar el protocolo LDP o el protocolo RSVP-TE (Resource Reservation 
Protocol Traffic Engineering), también se lo puede realizar manualmente. 
Un paquete ingresa al dominio MPLS a través de un router de acceso (LER), este router 
determina los parámetros de QoS, le asigna un FEC específico al paquete el cual 
determina un LSP, se etiqueta y se envía el paquete. 
Si no existe un LSP para este FEC, el LER junto con los otros routers definen un nuevo 
LSP. El administrador de red para determinar un FEC debe considerar uno o varios de 
los siguientes parámetros: 
Direcciones IP de origen o destino y/o direcciones IP de la red. 
Número de puerto de origen o destino. 
Punto de código de servicios diferenciados. 
ID del protocolo IP. 
Flujo de etiquetas IPv6. 
El paquete enviado por el LER es recibido por un router de tránsito (LSR), en este 
momento el paquete se encuentra dentro del dominio MPLS. 
El LSR realiza las siguientes funciones: 
Desecha la etiqueta del paquete entrante y añade una nueva etiqueta al paquete 
saliente. 
Envía el paquete al próximo LSR dentro del LSP. 
El LER de salida desecha la etiqueta, lee la cabecera del paquete IP y envía el 
paquete a su destino final. 
En la figura 2.3 se muestra el funcionamiento del manejo y envío de etiquetas. Cada 
LSR mantiene una tabla de envío para cada LSP. Cuando un paquete etiquetado llega, el 
LSR utiliza el valor de la etiqueta como un índice dentro de la tabla de envío LFIB, 
determina el próximo salto y la nueva etiqueta a ser utilizada, el LSR quita la etiqueta 
del paquete entrante y añade una nueva etiqueta al paquete saliente. 
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En la figura 2.3 se observa que al llegar un paquete IP al LER de entrada, éste le añade 
una etiqueta con valor 8, el siguiente router (LSR) consulta el campo etiqueta de entrada 
en su tabla buscando el 8, para su interfaz de entrada 4 y cambia el valor de entrada 8 
por un 6, así sucesivamente continúa el manejo y envío de etiquetas en una red MPLS. 
Pero en el caso de que el tercer router ubicado a la derecha de la figura 2.3 sea el 
destino, es decir el LER de salida, se debe quitar la etiqueta de entrada y poner el valor 


















Figura 2.3 Funcionamiento del manejo y envio de etiquetas (Herrera & Hinojosa, 2009) 
2.1.5 Arquitectura MPLS (Chica & Samaniego, 2008) 
Normalmente MPLS se describe mediante un modelo de arquitectura basado en dos 
planos: 
Plano de control (control plane): utilizado por los protocolos de routing IP y los 
protocolos de gestión de MPLS. 
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Figura 2.4 Plano de control y de datos (Gonzales Bojorges, 2012) 
El plano de control se encarga de lidiar con las complejidades del enrutamiento en 
general éste incluye protocolos como OSPF, EIGRP IS-IS, BGP, etc. Además de los 
típicos protocolos de enrutamiento existen protocolos de distribución de etiquetas como 
TDP (Tag Distribution Protocol) y LDP (Label Distribution Protocol). TDP es el 
predecesor y fue creado por Cisco. Una vez que este protocolo comenzó a dar los 
resultados esperados solventando los problemas de tráfico con etiquetas, se creó un 
estándar como el LDP. 
El plano de datos lleva a cabo tareas relacionadas con el forwarding o envío de 
paquetes. Estos paquetes pueden ser ya sea paquetes IP o paquetes IP etiquetados. La 
información en el plano de datos, tal como el valor que llevan las etiquetas, se obtienen 
del plano de control 
Los procesos y funciones de cada plano, originan información que permite publicar o 
generar tablas que mencionaremos a continuación: 
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R113 (Tabla de Ruteo IP).- Contiene información originada por el protocolo de 
enrutamiento (IGP), está situada en el plano de control y muestra información 
IP—IP. 
LIB (Base de Información de Etiquetas).- Esta situada en el plano de control 
y es originada por el protocolo de distribución de Etiquetas (LDP), contiene 
información del siguiente salto, como la etiqueta de salida de acuerdo a una 
dirección IP destino. 
FIB (Base de Información de Envió).- Esta situada en el plano de datos, y es 
una imagen de la tabla RIB, mapea las redes destinos y los ruteadores 
adyacentes. 
LFIB (Base de Información de Envió de Etiquetas).- Está situada en el plano 
de datos, utiliza información de la tabla FIB y LIB para generar una tabla de 
etiquetas entrantes y salientes. 
Labei Switch Router (1.5R) 
Canal de Control 
OSPF: 	 10.0.0.0184 1.23.4 
RIS: 
1.113: 10.0.0.0/8 4 Siguiente Saito L=23,Locat 1=25 
Canal de Datos 
e 
110 - 10.0.0.018 41.2.3.4, L=23 
-o 	  
4 
1111 	 L"254 L23 
4 
LDP: 10.0.0.0/8 , L=25 
10.1.1.1 
L=25, 10.1.1.1 
Figura 2.5 Datos del plano de control y plano de datos (Chica & Samaniego, 2008) 
2.1.5.1 Etiqueta MPLS (Herrera & Hinojosa, 2009) 
MPLS, tal cual ocurre en el enrutamiento tradicional, se basa en los destinos. Las 
funciones de las etiquetas MPLS son separar las operaciones de envío desde los destinos 
de capa 3 contenidos en la cabecera de los paquetes asociando una etiqueta con una 
FEC (Forwarding Equivalence Class). Siendo éste un mecanismo altamente eficiente 
para el envío de información. La etiqueta MPLS está conformada por 32 bits, divididos 
en cuatro campos que son los siguientes. Ver figura 2.6. 
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20 bit 	 3 bit 	 1 bit 	 8 bk 
Figura 2.6 Estructura de una etiqueta MPLS (Gonzáles, 2014) 
Etiqueta o Label, campo de 20 bits, este campo contiene el valor de la etiqueta y 
proporciona la información sobre el protocolo de nivel de red así como información 
adicional necesaria para reenviar el paquete. La tabla 2.1 contiene los valores de 
etiquetas reservadas. 
1 Etiqueta Descripción 
r O El paquete proviene de una red IPv4 
I 1 Etiqueta alerta del ruteador 
2 El paquete proviene de una red IPv6 
3 Etiqueta nula implícita 
4 a la 15 Reservados para uso futuro por la Agencia de Asignación de Números de Internet 
Tabla 2.1 Etiquetas reservadas en MPLS (Herrera & Hinojosa, 2009) 
Experimental CoS, campo de 3 bits, es el campo reservado para uso experimental, 
indica la clase de servicio (CoS); el valor de este campo afecta a los algoritmos de 
planificación y/o descarte que se aplican al paquete a medida que se transmite a través 
de la red. 
Bottom of Stack Indicator (S), campo de 1 bit, es el campo de posición de la pila. Si 
tiene el valor de 1 indica que es la última etiqueta añadida al paquete IP, si es un O 
indica que hay más etiquetas añadidas al paquete 
Time Te Live (TTL), campo de 8 bits, es un identificador similar a IP, su valor es 
reducido en cada nodo LSR ,puede ser equivalente al del paquete IP, si su valor es O y 
el paquete aún no alcanza su destino el paquete será descartado. 
2.1.5.2 Pila de etiquetas (Chica & Sainaniego, 2008) 
Una pila de etiquetas es un conjunto ordenado de etiquetas donde cada etiqueta tiene 
una función específica. La pila de etiquetas es utilizada en varias aplicaciones como: 
VPNs de Capa3 (L3 MPLS VPN) donde la segunda etiqueta de la pila indica la etiqueta 
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VPN, Ingeniería de Trafico (MPLS TE) donde el tope de la pila indica el punto final del 
túnel y la segunda etiqueta identifica el destino y L2 MPLS VPN donde el tope de la 
pila indica la cabecera del túnel y la segunda etiqueta el Circuito Virtual. 
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"RIMEL 	 (CIRCUITO 
VIRTUAL) 
Figura 2.7 Pila de Etiquetas (Chica & Samaniego, 2008) 
2.1.5.3 Tipos Especiales de Etiquetas (Chica & Samaniego, 2008) 
Existen diferentes tipos de etiquetas dependiendo de su localización en el dominio 
MPLS de las cuales mencionamos: 
Sin etiqueta (Untagged).- Es una etiqueta usada en MPLS VPN para enviar un paquete 
del dominio MPLS a un dominio de destino diferente. 
Etiqueta Nula implícita (Implicit-null).- Esta etiqueta es asignada y distribuida por un 
LSR, para indicarle al siguiente salto que la etiqueta debe ser removida de la pila, 
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resultando un paquete sin MPLS. El valor para esta etiqueta es 3 y es usada en las redes 
MPLS en el Penúltimo Salto o penultimate-hop-popping (PHP). 
Etiqueta Nula Explicita (1Explicit-null Label).- Es una etiqueta ubicada en el fondo de 
la pila de etiquetas que nos indica que la operación a realizar es eliminar la etiqueta de 
la pila y remitir el paquete para que posiblemente sea procesado en base a la cabecera 
IPv4 o IPv6, su valor puede ser O (IPv4) o 2 (Ipv6) . La etiqueta es cambiada con un 
valor de O ó 2 y enviado como un paquete MPLS al próximo-salto. Esta etiqueta es 
utilizada en la implementación de QoS con MPLS. 
Etiqueta de Agregación (Aggregate).- Esta etiqueta permite identificar en una tabla la 
interfaz de salida cuando un paquete MPLS entrante es convertido a un paquete IP 
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Figura 2.8 Etiquetas especiales de salida (Orozco, 2014) 
2.1.5.4 Distribución de etiquetas (González Carrasco, 2011) 
La primera etiqueta la pone el LSR de ingreso y pertenece a un LSP. El camino del 
paquete a través de la red MPLS está definido por el LSP. Todos los cambios se realizan 
sobre la etiqueta más externa. El LSR de ingreso pone una o más etiquetas, los 
intermédiate LSR cambian la etiqueta externa, la de entrada, por otra y transmiten el 
paquete por el enlace de salida que corresponda. El ELSR del LSP quita todas las 
etiquetas del LSP y reenvía el paquete al CPE que corresponda. 
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Consideremos el ejemplo de IPv4 sobre MPLS, es el ejemplo más simple y común en 
una red MPLS. Todos los LSRs hablan un IF'v4 Interior Gateway Protocol (IGP) como 
pueden ser OSPF, ISISI, EIGRP, etc. El LSR de ingreso mira la dirección IP destino 
del paquete, le pone la etiqueta y reenvía el paquete. El siguiente LSR recibe el paquete 
etiquetado, cambia la etiqueta más externa por otra y reenvía el paquete por el enlace 
correspondiente. El ELSR quita todas las etiquetas y envía el paquete IP por el enlace de 
salida adecuado. Para este proceso, todos los LSRs adyacentes deben estar de acuerdo 
que etiquetas usar para cada prefijo IGP. Por lo tanto cada intermédiate LSR debe estar 
capacitado para decidir con que etiqueta de salida debe intercambiar la etiqueta de 
entrada. Esto significa que es necesario un mecanismo para que los routers sepan que 
etiquetas usar a la hora de encaminar un paquete. Las etiquetas son locales a cada par de 
routers adyacentes y no tienen sentido global para cruzar la red. Los routers adyacentes 
necesitan alguna forma de comunicación entre ellos para estar de acuerdo en que 
etiqueta usar para cada prefijo; los routers no saben que etiqueta de salida necesitan para 
sustituir cada etiqueta de entrada por si solos, es necesario un protocolo de distribución 
de etiquetas. 
La distribución de etiquetas se puede hacer de dos formas: 
Distribución de etiquetas junto con la información de routing 
Utilizar un protocolo de routing específico para la distribución de etiquetas 
2.1.5.4.1 Distribución de etiquetas junto con la información de routing 
Este método tiene la ventaja de que no es necesario otro protocolo distinto para la 
distribución de etiquetas aunque no es sencillo de implementar y mantener. La gran 
ventaja de este método es que está sincronizado el intercambio de prefijos y el de 
etiquetas, por lo que nunca se distribuirá por la red prefijos sin etiquetas ni etiquetas sin 
prefijos. Esto elimina la necesidad de otro protocolo ejecutándose en el nodo MPLS con 
las ventajas de consumo de recursos en el router que esto supone. La implementación de 
un protocolo del tipo vector distancia (como pudiera ser EIGRP) está altamente 
recomendado ya que cada router origina un prefijo desde su tabla de rutas, entonces el 
router asocia una etiqueta a cada prefijo que tenga. 
Los protocolos del tipo estado de enlace (OSPF e IS-IS) no funcionan de esta manera. 
Cada router origina actualizaciones de estados de enlace que son reenviados sin 
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modificar por todos los routers dentro de una misma área. El problema es que para que 
MPLS funcione, cada router necesita distribuir una etiqueta por cada prefijo que tenga 
el IGP en su tabla de rutas incluso si los routers no son los que originan este prefijo. 
De todos los IGPs ninguno ha evolucionado para desarrollar este método, sin embargo, 
BGP puede transportar prefijos y etiquetas de manera eficiente. Pero BGP no es un IGP 
por lo que transporta prefijos externos y se usa principalmente para la distribución de 
etiquetas en las VPN 1VTPLS. 
2.1.5.4.2 Utilizar un protocolo de routing específico para la distribución de 
etiquetas 
Este método tiene la ventaja de que la distribución de rutas se hace en un protocolo 
dedicado a ello. Independientemente del protocolo de routing que se use y tanto si tiene 
capacidad de distribución de etiquetas o no, es otro específico el que se encarga de esta 
tarea. La desventaja de esta opción es que son dos procesos ejecutándose en el nodo. 
Para este cometido, el protocolo más usado es LDP, aunque no es el único, ejemplos 
son I DP, RSVP. 
TDP es el precedente de LDP, fue el primer protocolo específico para la distribución de 
etiquetas, desarrollado e implementado por Cisco. Después el IETF formalizó LDP. 
LDP y TDP son similares en el modo de funcionamiento pero LDP tiene más 
funcionalidades de TDP. Incluso en entornos Cisco, LDP fue sustituido por TDP que se 
ha quedado obsoleto. 
2.1.5.5 Distribución de etiquetas con LDP (González Carrasco, 2011) 
Para cada prefijo IGP en la tabla de rutas, el nodo crea una asociación local, es decir, 
asocia cada prefijo con una etiqueta. Entonces el router distribuye esta asociación a 
todos sus nodos vecinos. Estas asociaciones recibidas se denominan asociaciones 
remotas. Los vecinos entonces almacenan tanto las asociaciones remotas como las 
asociaciones locales en una tabla especial, la Label Information Base (LIB). Cada nodo 
tiene una sola asociación local por cada prefijo, y varias asociaciones remotas ya que lo 
lógico es tener varios vecinos. 
Independientemente de las asociaciones remotas que reciba, el nodo debe seleccionar 
una sola etiqueta de salida para cada prefijo IP y decidir por enlace reenvía el tráfico. La 
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tabla de rutas determina cual es el siguiente salto para cada prefijo IP. El nodo elige la 
asociación remota recibida del siguiente nodo en el camino. Este nodo es el siguiente 
salto en la tabla de rutas para ese prefijo. Así se va rellenando la Label Forwarding 
Information Base (LF1B) donde la etiqueta de la asociación local será siempre la 
etiqueta de entrada y la de salida será la de la asociación remota seleccionada gracias a 
la tabla de rutas. De esta forma, cuando un nodo recibe un paquete etiquetado, es capaz 
de intercambiar la etiqueta de entrada por la de salida obtenida del siguiente salto. En la 







	 Etiqueta 5 
	 Etiqueta 201 
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Asociación local: 	 Asociación local: 
	 Asociación local: 
10.0.0.0/8+Etiqueta 49 
	 10.0.0.0/8+Etiqueta 5 	 10.0.0:0/8+Etiqueta 201 
Figura 2.9 Intercambio de etiquetas por LDP para un prefijo (González Carrasco, 2011) 
En la siguiente figura se muestra un paquete IP entrando en la red MPLS, se le pone la 
etiqueta 49 dado el prefijo IP destino y es enviado al siguiente nodo. El segundo nodo, 
intercambia la etiqueta de entrada (49) por la de salida (5) y envía el paquete hacia el 
tercer nodo. Este hace lo propio e intercambia la etiqueta de entrada (5) por la de salida 
(201) y reenvía de nuevo el paquete. Este proceso se repite hasta que sale de la red. Lo 
vemos gráficamente en la siguiente figura. 
IP: 10.0.0.0/8 
49 	 IP 5 
	 IP 201 
	 IP 
Figura 2.10 Etiquetado de un paquete IP en la red MPLS (González Carrasco, 2011) 
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2.1.6 Comparación IP y MPLS (Tapase°, 2008) 
El surgimiento de MPLS ha sido un gran avance cuando hablamos de eficiencia en la 
toma de decisiones de enrutamiento y conmutación por parte de un enrutador. En la 
tecnología IP convencional, cuando un paquete viaja de un lugar a otro, cada enrutador 
analiza el encabezado capa 3 de cada paquete y se encarga de tomar la decisión de cuál 
será el próximo salto que el paquete realizará, asignando a éste una FEC, el cual 
finalmente será enviado a su destino final por medio de un algoritmo de enrutamiento; 
mientras que con MPLS no es necesario que el paquete sea examinado por cada 
enrutador debido a que cuando un paquete ingresa al dominio MPLS el primer 
enrutador conocido como LER asigna una etiqueta al paquete y ésta a su vez asignada a 
una FEC, entonces como podemos observar estos paquetes son etiquetados antes de ser 
enviados por el primer LER y como consecuencia de éstos los siguientes enrutadores no 
tendrán la necesidad de examinar el encabezado de cada uno de los paquetes, sino que 
utilizarán la etiqueta para relacionarse con una tabla que indica cuál será el próximo 
enrutador al que el paquete debe ir, este enrutador se encargará de asignar una nueva 
etiqueta a dicho paquete, sustituyendo la que tenía anteriormente. 
Entonces como es de esperarse con MPLS se generan algunas diferencias con respecto a 
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2.1.7 Aplicaciones de MPLS (Reuter & Jiménez, 2013) 
Las aplicaciones que ofrece MPLS permiten tener una red eficiente. Las principales 
facilidades son: 
2.1.7.1 Redes Privadas Virtuales (VPN) 
Una VPN es una red privada que se puede extender a sitios remotos sobre una 
infraestructura pública, como Internet. La interconexión a través de la infraestructura 
pública es transparente para el usuario, aparentando una conexión dentro de un mismo 
segmento de red por usuarios que en realidad se encuentran en redes distintas. Las 
VPNs que operan sobre MPLS (VPNs MPLS) se aplican sobre el backbone del 
proveedor MPLS y garantizan escalabilidad gracias a que se pueden configurar 
múltiples VPNs para diferentes clientes sin la necesidad de crear cientos de circuitos 
virtuales. 
Las VPNs MPLS permiten que los clientes puedan utilizar cualquier tipo de protocolo 
de enrutamiento y la dirección EP que deseen (overlapping de direcciones) dentro de su 
red sin afectar de manera alguna a otros clientes ni al backbone MPLS. 
La arquitectura de una VPN Ivff'LS está conformada por dos porciones (ver figura 2.12): 
Red-C: Controlada por el cliente. Aquí se ubica el router CE (Customer Edge). 
Red-P: Controlada por el proveedor. Aquí se ubican los edge LSRs (PE, 
Provider Edge) y los LSR (P, Provider). 
Cliente A 	 Cliente A 
sitiol 	 sitio2 
Figura 2.12 Arquitectura de una VPN MPLS (Reuter & Jiménez, 2013) 
2.1.7.2 Ingeniería de Tráfico 
Mediante la ingeniería de tráfico se puede trasladar parte del tráfico del enlace 
congestionado (elegido como mejor ruta por el protocolo IGP) a otros menos 
congestionados o subutilizados, aunque estén fuera de la ruta más corta, ver figura 2.13. 
Figura 2.13 Ingeniería de Tráfico vs. mejor ruta del IGP. (Reuter & Jiménez, 2013) 
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2.1.7.3 Clase de Servicio (CoS) 
La Clase de Servicio (CoS) es un término que se usa para diferenciar el tipo de tráfico 
de una red. Gracias a esta diferenciación se pueden agrupar flujos de paquetes con 
requisitos semejantes, permitiendo la gestión de diferentes clases de flujos de datos de 
forma eficaz. La Clase de Servicio (CoS) permite solicitar prioridades para los distintos 
flujos en base a su importancia. 
2.1.7.4 Calidad de Servicio (QoS) 
La Calidad de Servicio es el mecanismo que permite que una red pueda asegurar de 
manera confiable el cumplimiento de requerimientos específicos (retardo, jitter, ancho 
de banda, pérdida de paquetes y disponibilidad), sin necesidad de sobredimensionar los 
elementos de la red. La QoS garantiza que las aplicaciones o servicios críticos no se 
vean afectados por los demás, siendo el cliente quien determina el tipo de tráfico (datos, 
voz o video) que es crítico para él. En caso de una congestión, el tráfico seleccionado 
como crítico dispone de mayor prioridad para ser cursado a través de la red. 
2.1.8 Ventajas de la tecnología MPLS (Berrera & Hinojosa, 2009) 
MPLS brinda las siguientes ventajas: 
MPLS es independiente de la arquitectura de la red y de las redes con las que se 
interconecta. 
Soporta eficientemente la creación de VPNs. 
Permite el transporte de tráfico con diferente calidad de servicio. 
Permite realizar `tunneling' de manera más eficiente que IP. 
Soporta escalabilidad de la red, es decir permite expandir la red para incrementar el 
número de abonados. 
Soporta cualquier tipo de tráfico en una red IP sin depender de los protocolos de 
enrutamiento, de la capa transporte y de los esquemas de direccionamiento. 
MPLS es una tecnología que permite ofrecer Calidad de Servicio (QoS) 
independientemente de la red sobre la que se implemente. 
Capacidad para realizar ingeniería de tráfico sin necesidad de que se 
sobredimensionen los enlaces. 
Soporta tecnologías como ATM, Frame Relay y Ethernet. 
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2.2 MPLS con tecnología VPN 
Para comprender debidamente la tecnología que ofrecen las VPN sobre MPLS es 
necesario comprender anticipadamente los posibles problemas que pueden surgir. Las 
VPN en MPLS son una solución WAN de capa 3 que soluciona el problema de las 
WAN de capa 2, proporcionando conectividad de muchos a muchos entre sitios de una 
manera económica y efectiva. En el pasado cada vez que era necesario extender la 
topología suponía un desembolso importante de dinero lo que siempre hacía dificil 
dicha extensión. Una topología de malla extendida puede ser muy robusta pero 
extremadamente costosa, mientras que otras menos caras no ofrecen la solución 
adecuada. MPLS significó la respuesta y la solución a este problema. Con esta 
tecnología es posible tener una topología de malla completa pero con la capacidad de 
hacerlo a nivel de capa 3. La posibilidad de arquitectura que proporciona esta solución 
es la creación de redes WAN entre los circuitos existentes a nivel de capa 2. 
2.2.1 Redes Virtuales Privadas (VPNs) 
2.2.1.1 Definición 
Una VPN es una red que emula una red privada sobre infraestructura pública existente, 
como internet. Brinda comunicación a nivel de las capas 2 ó 3 del modelo OSI. La VPN 
pertenece generalmente a una compañía y le permite tener diferentes locales 
interconectados a través de la infraestructura de un proveedor de servicio. Esto es 
posible ya que la tecnología permite crear un túnel de encriptación a través de la 
Internet u otra red pública de tal forma que permita a los usuarios que se encuentran en 
los extremos del túnel disfrutar de la seguridad, privacidad y funciones que antes 
estaban disponibles sólo en redes privadas. La figura 2.14 muestra un esquema básico 
de una VPN. 
Red Universidad de Córdoba 
Figura 2.14 Estructura de una red privada virtual (Herrera & Hinojosa, 2009) 
38 
2.2.1.2 Beneficios de implementar una VPN 
Los beneficios de VPN incluyen lo siguiente: 
Ahorro de costos: las VPN permiten que las organizaciones usen Internet global 
para conectar oficinas y usuarios remotos al sitio corporativo principal, lo que 
elimina la necesidad de enlaces WAN dedicados y bancos de módems costosos. 
Seguridad: las VPN proporcionan el nivel máximo de seguridad mediante dos 
protocolos avanzados de cifrado y autenticación que protegen los datos del 
acceso no autorizado. 
Escalabilidad: debido a que las VPN usan la infraestructura de Internet en los 
ISP y los dispositivos, es fácil agregar nuevos usuarios. Las empresas pueden 
incrementar ampliamente la capacidad, sin agregar una infraestructura 
significativa. 
Compatibilidad con la tecnología de banda ancha: los proveedores de servicios 
de banda ancha, como DSL y cable, admiten la tecnología VPN, de modo que 
los trabajadores móviles y los empleados a distancia pueden aprovechar el 
servicio de Internet de alta velocidad de sus hogares para acceder a las redes 
corporativas. Las conexiones de banda ancha de alta velocidad para uso 
empresarial también pueden proporcionar una solución rentable para la conexión 
de oficinas remotas. 
Mayor Productividad: las VPN dan un nivel de acceso durante mayor tiempo, 
que significa una mayor productividad de los usuarios de la RED. Además, con 
la consecutiva reducción en las necesidades de espacio físico, se fomenta el 
teletrabaj o. 
2.2.1.3 Modelos de implementación de una VPN (Herrera & Hinojosa, 2009) 
Si el router CE del cliente y el proveedor de servicio intercambian información de 
enrutamiento de capa 3, las VPNs se pueden clasificar en: Modelo Overlay y Modelo 
Peer to Peer: 
2.2.1.3.1 Modelo Overlay VPN o tradicionales 
La VPN Overlay es aquella donde el proveedor de servicio y el cliente no intercambian 
información de enrutamiento de capa 3. En la figura 2.15, •este modelo puede 
implementarse con varias arquitecturas como: X.25, Frame Relay, ATM, etc. 
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Figura 2.15 Modelo Overlay (Berrera & Hinojosa, 2009) 
2.2.1.3.2 Modelo Peer to peer VPN 
En el modelo VPN peer-to-peer se intercambia información de enrutamiento entre la 
VPN y la WAN. Este modelo se introdujo para contrarestar los inconvenientes del 
modelo Overlay VPN. En el modelo peer-to-peer, el equipo de borde del proveedor 
(PE) es un router que intercambia directamente las rutas con el router CPE. La figura 
2.16 muestra un ejemplo de VPN peer-to-peer. 
Figura 2.16 Modelo peer-to-peer (Herrera & Hinojosa, 2009) 
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2.2.2 MPLS VPN 
Las MPLS VPNs o redes privadas virtuales MPLS, es la más popular y usada 
implementación de la tecnología MPLS. Una red privada requiere que todos los locales 
del cliente puedan interconectarse y sean completamente separadas de otras VPNs. Ese 
es el mínimo requisito de interconectividad que debe cumplirse. Sin embargo, algunos 
modelos de VPN de Capa 3 pueden requerir más que eso. Deben ser capaces de brindar 
conectividad entre diferentes VPNs e incluso proveer conexión a Internet. Las MPLS-
VPNs ofrecen todo lo anterior, lo cual es posible debido a que existe un 
desacoplamiento del plano de datos y el plano de control que no es posible con IP. 
2.2.2.1 Terminología de MPLS VPN 
Muchas de las terminologías de MPLS VPN han sido explicadas anteriormente, sin 
embargo el resumen y otros términos agregados son los siguientes: 
Red C: red interna del cliente. 
Red P: red del proveedor de servicio. 
Router CE: es el router del cliente que se conecta al PE. 
Router PE: es el router MPLS del ISP que se conecta al router CE. Maneja e 
intercambia la información de las 'VPNs utilizando una extensión del protocolo 
BGP llamada Multiprotocol BGP (MP-BGP). 
Router P: es el router MPLS en el core o backbone de la red y nunca está de cara 
al cliente. No tiene conocimientos de las VPNs, tan solo se encargan del 
transporte para los paquetes que los PE intercambian. 
Router IRR: es el router utilizado para distribuir tablas de enrutamiento y 
disminuir el número de conexiones. 
Label-Switched Path (LSP): es la ruta establecida para el uso de etiquetas en los 
paquetes a través de la red P en el tránsito hacia un destino en particular. 
Penultimate Hop Pop (PHP): es el router P anterior al router P de destino y que 
se encarga de quitar la etiqueta y entregar el paquete al router PE. 
VRF (VPN Routing & Forwarding instance): es una tecnología que permite la 
coexistencia de varias tablas de enrutamiento dentro del mismo router al mismo 
tiempo. Pueden existir múltiples VRFs en los PE para aislar las tablas de 
enrutamiento de distintos clientes. 
RD (Route Distinguisher): Es un identificador de 64 bits que se antepone a la 
dirección de red para formar un prefijo único. En el caso de IPv4 (32 bits) se 
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RT (Route Target): Asocia las VRF a VPNs. Con este atributo, una VRF puede 
pertenecer a una o varias VPNs, pudiendo crear esquemas complejos de VPNs. 
MP-BGP (Multiprotocol BGP): Es una extensión del protocolo BGP que sirve 
para propagar direcciones como VPNv4 y los atributos que las acompañan (p.c. 
RT). El protocolo es utilizado solamente entre PEs. 
2.2.2.2 Modelo MPLS VPN (González Carrasco, 2011) 
En la siguiente figura se muestra un esquema general del modelo MPLS VPN: 
Figura 2.17 Esquema general MPLS VPN (González Carrasco, 2011) 
Debido a que tanto los routers CE como los PE interactúan a nivel 3, es necesario que 
trabajen con un protocolo de enrutamiento dinámico (o rutas estáticas). El CE solo tiene 
un equipo conectado fuera de su ubicación, el PE. El CE no tiene conectividad fisica 
directa con ningún otro CE. El nombre de este modelo se llama peer-to-peer ya que el 
CE y el PE tienen una conexión de nivel 3. 
Una VPN debe ser privada, por ello los clientes pueden tener su propio plan de 
direccionamiento, puede usar, tanto direccionarniento público como privado e incluso se 
puede repetir direccionamiento entre clientes. Si los paquetes fuesen reenviados como 
paquetes IP en los nodos P habría un problema de enrutamiento. Si no se les permitiese 
a los clientes tener su propio direccionamiento, este debería ser asignado por el 
proveedor de servicios. Suponiendo esto, los paquetes podrían ser reenviados 
atendiendo a su dirección IP destino en cada router de la red del proveedor. Esto 
significa que tanto los nodos P como los nodos PE deberían tener una tabla de rutas 
completa con el direccionamiento de cada cliente y esa tabla podría ser muy grande. El 
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único protocolo de routing capaz de manejar semejante tabla es BGP por lo que tanto 
nodos P como nodos PE deberían hablar iBGP entre ellos. Llegados a este caso no sería 
un esquema válido debido a que no es un entorno privado para cada cliente. 
Otra solución sería que tanto LSRs P como LSRs PE manejasen tablas de rutas distintas 
para cada cliente. Debería haber tantos procesos de enrutamiento como VPNs de cliente 
hubiera configuradas en la red. Esta no es una solución muy escalable ya que cada vez 
que un nuevo cliente se diese de alta en la red habría que configurar en cada nodo (tanto 
P, como PE) un proceso de enrutamiento. Además, al entrar un paquete a la red a través 
de un PE, ¿Cómo se podría identificar a que VPN pertenece? La solución pasaría por 
modificar el paquete IP añadiéndole un campo de identificación de VPN. Entonces los 
nodos P deberían mirar además del campo IP destino el campo de VPN para reenviar 
adecuadamente el paquete. Una solución escalable es que los routers P no tuviesen 
consciencia de VPN lo que les liberaría de la carga de tener información de las rutas 
para cada VPN. Precisamente esto es la solución que ofrece MPLS. Los paquetes II' de 
cada cliente son etiquetados en la red MPLS para conseguir una VPN privada para cada 
cliente. Además, los routers P no necesitan conocer la tabla de rutas gracias a la 
utilización de dos etiquetas MPLS. Por lo tanto, BGP no es necesario en los routers P. 
Las rutas para cada VPN solo se manejan en los routers PE al igual que solo hay 
concepto de VPN en los PEs lo que hace que las MPLS VPNs sean una solución 
escalable, tal cual se muestra en la figura 2.18 
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2.2.2.3 Funcionamiento de MPLS-VPN (Gómez & Moliner, 2005) 
Con el objetivo de entender el funcionamiento de una red MPLS VPN se presentará un 
ejemplo hipotético. Imaginemos una empresa proveedora de servicios que ofrece 
servicios MPLS/VPN. El proveedor de servicio tiene dos puntos de presencia POP 
(Point of Presence), uno que llamaremos PE1 y uno que llamaremos PE2, estando los 
POPs enlazados a través de dos routers de núcleo nombrados P1 y P2. 
En el ejemplo el proveedor tiene dos clientes: Empresa A que conformara la VPN-A, 
con el sitio-1 y el Sitio-2 conectado a PE1 y el sitio-3 conectado a PE2 y la Empresa B 
que conformara la VPN-B con el sitio-1 conectado a PE2 y el sitio-2 conectado a PE 1. 
La topología de red es mostrada en la figura 2.19. 
Figura 2.19 Red y sus clientes (Goméz & Moliner, 2005) 
Acorde a las siguientes terminologías los routers en la figura 2.19 tienen las siguientes 
funciones: 
Los routers PE1 y PE2 que enlazan la red con sus clientes son routers de la frontera 
del proveedor de servicio (PE, Provider Edge). 
Los routers P1 y P2 que no tiene conexiones directas con los clientes son routers 
del núcleo de la red del proveedor (P, Provider). 
Los routers de los clientes conectados al PE1 en el sitio-1 y sitio-2 de la Empresa A 
y en el sitio-2 de la Empresa B al igual que los conectados al PE2 en los sitio-1 y 
sitio-3 de la Empresa B y la Empresa A respectivamente son routers de la frontera 
del cliente (CE, Customer Edge). 
Asumiendo que ambas Empresas la A y B, siguen la misma convención para el 
direccionamiento de sus VPN, los sitios-1 usan direcciones IP públicas, mientras que 
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El direccionamiento IP usado por estas dos empresas está resumido en la tabla 2.3. 





Empresa B Sitio-1 192.168.8.0/24 Sitio-2 10.5.1.0/24 
Tabla 2.3 Direccionamiento IP de Empresa A y Empresa B. (Gómez & Moliner, 2005) 
El proveedor de servicio pretende ofertar un servicio basado en el modelo peer to peer 
(no un número de túneles IP sobre IP), pero hay que tener en cuente un número de 
detalles porque el espacio de direcciones IP de los sitios-2 conectados al mismo router 
PE1 se solapan. El solapamiento de direcciones usualmente resultado del uso de 
direcciones IP privadas en las redes de los clientes es uno de los mayores obstáculos 
para el desarrollo de implementaciones VPN peer to peer. La tecnología MPLSNPN 
brinda una solución eficiente a este dilema. Cada VPN tiene su propia tabla de envío y 
enrutamiento en el router, así cualquier cliente o sitio que pertenezca a una VPN le está 
sólo permitido el acceso a un grupo de rutas contenidas dentro de la tabla. Cualquier 
routers PE en una red MPLSNPN contiene un número de tablas de enrutamiento por 
VPN y una tabla de enrutamiento global que es usada para alcanzar los otros routers en 
la red del proveedor, así corno destinos alcanzables externos, como por ejemplo, el 
resto de Internet. Efectivamente un número de routers virtuales son creados en un único 
router físico, como se muestra en la figura 2.20 para el caso del router PE1 de la red. 
Figura 2.20 Enrutadores Virtuales creados en un enrutador PEl. (Gómez & Moliner, 
2005) 
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El concepto de routers virtuales les permite a los clientes usar cualquier espacio de 
direcciones globales o privadas en cada VPN. Para cada cliente o sitio perteneciente a 
una VPN existe un solo requerimiento, que el espacio de direcciones sea único dentro 
de la VPN. La exclusividad de direcciones no es requerida entre VPNs, excepto cuando 
dos VPN, que comparten el mismo espacio de direcciones privadas quieran 
comunicarse. 
A cada router virtual no solamente está asociada la tabla de enrutamiento virtual, hay 
más estructuras comprendidas en el router virtual: 
Una tabla de envío que se obtiene de la tabla de enrutamiento. 
Un grupo de interfaces a usar por la tabla de envío. 
Reglas que controlan la importación y exportación de rutas desde y hacia la tabla 
de enrutamiento de la 'VAN. 
Un grupo de protocolos de enrutamiento, los cuales adicionan información en la 
tabla de enrutamiento de la VPN, incluyendo rutas estáticas. 
Routers asociados con los protocolos de enrutamiento que son usados para llenar 
la tabla de enrutamiento de la VPN. 
La combinación de las tablas de enrutamiento IP VPN y la asociada tabla de envío IP 
VPN es llamada Instancia de Enrutamiento y Envío VPN (VRF, VPN Routing and 
Forwarding). 
2.2.2.3.1 Interconexión de Redes Privadas Virtuales 
El ejemplo del SP utilizado hace creer que una VPN está asociada solamente con un 
VFR en un enrutador PE, aunque esto puede ser verdad en el caso de que los clientes de 
las VPN no necesiten conectividad con otras VPN, la situación pude hacerse más 
compleja y requerir más de un VFR por cliente VPN conectado a un enrutador PE. 
Imaginemos que se desea ampliar los servicios ofertados con un servicio de voz sobre 
IP (VolP, Voice over IP) con centrales (gateways) a la Red Pública de Voz localizadas 
en PE1 y PE2, como se muestra en la Figura 2.21. 
46 
- --------- --------- - - - 	 - - ------, 
Vo1P-1 	 ValP-2 Sitio-1 VPN-A 
Sitio-3 VPN-A Sitio-2 
VPN-A 
`. Red del Proveedor de Servicios 
---------- ..... „.„..„ ------ 
///1 PE1 	 P1 	 P2 	 PE2 
Sitio-1 VPN-B Sitio-2 VPN-13 
Figura 2.21 Centrales VolP en la red del proveedor. (Gómez & Moliner, 2005) 
Una de las alternativas posibles es situar las centrales de VoIP en una VPN separada 
que llamaremos VPN-VolF' para incrementar la seguridad del nuevo servicio creado. El 
direccionamiento IP de las centrales es como se muestra en la tabla 2.4. 
Ubicación de la Central VolP Dirección IP de la Pasarela VolP 
VoIP-1 200.55.33.32 
VoIP-2 200.55.37.15 
Tabla 2.4 Direcciones IP de las Centrales VoLP en la red. (Gómez & Moliner, 2005) 
Ambos clientes Empresa A y Empresa B deciden usar el servicio de VoIP, pero sólo 
para sus sitios-1, los demás sitios en el ejemplo no necesitan hacer llamadas de larga 
distancia. Estos requerimientos nos llevan a un problema interesante, los sitios-1 de 
ambas compañías necesitan estar en dos VPNs, la VPN de sus empresas para alcanzar 
sus sitios remotos y la VPN-VolP para alcanzar las pasarelas de VolP. La conectividad 
necesaria se ilustra en la figura 2.22 
Figura 2.22 Conectividad VPNs en la red del proveedor. (Gómez & Moliner, 2005) 
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Para soportar requerimientos de conectividad similares a los de la figura 2.22, la 
arquitectura MPLSNPN de Capa 3 se apoya en el concepto de sitios (sites), donde una 
VPN es un arreglo de uno o múltiples sitios. Una VPN es esencialmente una colección 
de sitios compartiendo información de enrutamiento común, lo cual significa que un 
sitio puede pertenecer a más de una VPN si este sostiene rutas desde VPN separadas. 
Esto nos permite construir intranets y extranets, así como cualquier otra topología de las 
descritas anteriormente. Una VPN en la arquitectura MPLS/VPN puede 
consecuentemente ser dibujada como una comunidad de intereses o un grupo cerrado de 
usuarios, lo cual es dictado por la visibilidad de ennitamiento que los sitios puedan 
tener. 
El concepto de VRF introducido anteriormente puede ser modificado para soportar el 
concepto de sitios que pueden residir en más de una VPN, por ejemplo, el sitio-1 de la 
Empresa A no pueden usar el mismo 'VRF que el sitio-2 de la Empresa A conectado al 
mismo enrutador PE1 . El sitio-1 Empresa B necesita acceso a las centrales de Vol-P, por 
lo que las rutas hacia esta central deben estar en el VRF para este sitio. Por lo que VER 
es una colección de rutas que pueden estar disponibles para un sitio en particular o para 
un grupo de sitios conectados a un enrutador PE. Estas rutas pueden pertenecer a más de 
una VPN. La tabla 2.5 muestra el conjunto de VRFs para la red del proveedor. 
'Enrutador PE VRF 	 Sitios en la VRF 
	 VPNs que pertenecen al VIII' 
Sitio-1 Empresa A Sitio-1 Empresa A VPN-A, VPN-Voll)  
Sitio-2 Empresa A Sitio-2 Empresa A VPI\TA 
Sitio-2 Empresa B 	 Sitio-2 Empresa B 	 VPN-B 
VoIP-1 	 Pasarela VoIP-1 	 VPN-VoIP 
PE 2 	 Sitio-3 Empresa A Sitio-3 Empresa A VPN-A 
Sitio-1 Empresa B 	 Sitio-1 Empresa B VPN-B, .VPN-VOLP 
VoIP-2_ 	 Pasarela VolP-2 	 VPN-VolP 
Tabla 2.5 VRF en los enrutadores PE de la red. (Gómez & Moliner, 2005) 
Con lo estudiado anteriormente se arriba a que no existe un mapeo directo entre una 
VPN y un VRF, por lo que el enrutador necesita conocer cuales rutas debe insertar en 
cada VRF. Esto es resuelto con la introducción de otro concepto en la arquitectura 
MPLS/VPN de Capa 3 las RT (route target), atributo que le permite a un enrutador 
conocer cuáles rutas insertar en cada VRF. Cuando una ruta VPN es exportada desde un 
VRF para ser ofertada a otros VRF, esta es etiquetada con una o más RT. También 
podemos asociar un grupo de RT con un VRF, y todas las rutas etiquetadas con al 
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PE Sitio-1 Empresa A Sitio-1 Empresa A 
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Empresa B 	 Sitio-1 Empresa B 
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Vol? 
menos una de estas RT deben ser insertadas en el VRF. Las RT están conformadas por 
64 bits, por motivos de simplificación, se asumen nombres para las RT en esta parte del 
trabajo. 
La red contiene tres VPNs por lo que requiere tres RT, la asociación entre VRFs y RT 
en la red se observa en la tabla 2.6. 
Tabla 2.6 Correspondencia entre VRFs y Route targets en red. (Gómez & Moliner, 2005) 
2.2.2.3.2 Propagación de información de enrutamiento en la red del proveedor. 
Dos vías diferentes existen para el intercambio de información de enrutamiento VPN 
entre los enrutadores de frontera (PE) del proveedor de servicio. 
Corriendo algoritmos de enrutamiento diferentes en los enrutadores PE para 
cada VPN, por ejemplo copias de OSPF podrían estar corriendo para cada VPN, 
solución esta con serios problemas de escalabilidad en SP con gran número de 
VPN en sus redes. 
Correr un único protocolo de enrutamiento en el enrutador PE para el 
intercambio de todas las rutas de las VPNs. Con este método para poder soportar 
el solapamiento de los espacios de direcciones de las VPN, las direcciones IP 
usadas por los clientes deben ser aumentadas con información adicional que las 
haga únicas. 
Para desarrollar la tecnología MPLS/VPN ha sido seleccionada la segunda de estas 
estrategias, las subredes IP propagadas por los enrutadores frontera del cliente (CE) 
serán aumentadas con un prefijo de 64 bits llamado un RD (route distinguisher), 
atributo que se le adiciona a las direcciones IP para hacerlas únicas en un dominio 










dirección IPv4 y el route distinguisher (Rosen y Rekhteri, 1999). El direccionamiento 
resultado compuesto por 96 bits será intercambiado entre los PE utilizando un 
direccionamiento especial de la familia de Multiprotocolos BGP (MP-BGP). Existen 
una serie de razones para escoger BGP (Border Gateway Protocol) como el protocolo 
para transportar las rutas VPNs, entre estas características mencionaremos, la 
posibilidad de BGP de soportar grandes listas de rutas y de transportar información 
adjuntada a las rutas como un atributo opcional de BGP, esta última posibilidad de BGP 
hace posible además la propagación de los RT entre los enrutadores PE. 
Con lo anteriormente expuesto se resuelve el problema de que varias VPN puedan 
utilizar el mismo rango de direcciones 12 en sus redes, pero recordemos que dentro de 
una misma VPN no pueden haber sitios que utilicen el mismo rango de direcciones IP, 
ta.mpoco podemos entrelazar VPNs que utilicen los mismos rangos de direcciones en 
sus redes. Este problema de solapamiento de direcciones IP ocurre también en los 
escenarios de redes IP estándar donde si es necesario una interconexión total entre sitios 
los rangos de direcciones han de ser únicos o desarrollar NAT. 
Con la intención de ilustrar el intercambio de los protocolos de enrutamiento por VPNs 
con el MP-BGP usado en el núcleo de la red del SP, se considera el caso de la Empresa 
A en la red, se asume que el sitio-1 en el PE1 utiliza OSPF para interactuar con el 
backbone, el sitio-2 no utiliza protocolos de enrutamiento, es configurado con rutas 
estáticas y que el sitio-3 utiliza RIP (Routing Information Protocol). Lo mencionado 
anteriormente se muestra en la figura 2.23. 
Figura 2.23 Protocolos de Enrutamiento usados en la VPN-A. (Gómez & Moliner, 2005) 
La información de enrutamiento colectada por varios protocolos de enrutamiento, así 
como las rutas estáticas configuradas en el enrutador PE1 son redistribuidas dentro de 
MP-BGP, las direcciones son aumentadas con el RD en el momento de la redistribución 
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y las rutas exportan las RT especificadas en los VRF origen, también adjuntadas. La 
información de enrutamiento resultante de 96 bits es propagada por MP-BGP hasta el 
enrutador PE2. El enrutador PE2 después de recibir las rutas a través de MP-BGP 
inserta las rutas recibidas en varias tablas VRF, basándose en el RT adjuntado a cada 
ruta individual. El RD es eliminado de los 96 bits cuando la ruta es insertada dentro del 
VRF, terminando nuevamente como un enrutamiento IP tradicional, por último la 
información de enrutamiento recibida a través de BGP es redistribuida dentro de 
procesos RIP y transmitida al sitio-3 al RIP realizar actualizaciones. 
2.2.2.3.3 Propagación de rutas VPNV4 en una MPLS VPN 
Las VRFs separan las rutas de cliente en los nodos PE, pero absolutamente todos los 
prefijos son transportados a través de la red MPLS. Potencialmente pueden ser cientos 
de miles de rutas ya que pueden ser numerosas las VPNs de cliente configuradas. Para 
este transporte de rutas, BGP es el protocolo ideal ya que está probado y es estable para 
el manejo de grandes tablas de rutas, por eso es el protocolo estandarizado para internet. 
Gracias a la transformación de prefijos IP en prefijos VPNv4 (RD + prefijo IP), todas 
las rutas se pueden transportar de manera segura a través de la red. 
El nodo PE recibe rutas IP desde el CE mediante un IGP o mediante el3GP. Estas rutas 
lP de una VPN determinada se insertan en una tabla de rutas VRF. Esta VRF depende 
de la que esté configurada sobre el interfaz del PE que conecta con el CE que inyecta las 
rutas. Estas rutas IP se convierten en rutas VPNv4 una vez que los prefijos se asignan al 
RD correspondiente, es entonces cuando entran en el proceso de MP-BGP. BGP se 
encarga de distribuir estas rutas VPNv4 hacia todos los PEs en esa VPN. El que la ruta 
VPNv4, después de separarse del RD, sea puesta en la tabla de 'VRF como rutas IP o no 
depende de si los RTs permiten la importación a esa VRF. Esas rutas IP son entonces 
anunciadas al router CE mediante un IGP o eBGP que esté corriendo entre el PE y el 
CE. 
Para comprender todos estos procesos, en la siguiente ilustración se ven los pasos que se 
establecen para que se produzca comunicación IP entre dos CEs a través de una VPN 
MPLS. 
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Figura 2.24 Propagación de rutas en una VI" MPLS paso a paso. (González Carrasco, 
2011) 
2.2.2.3.4 Envío de paquetes en una VPN 
En el envío de paquetes utilizando MPLS, cada paquete es etiquetado a la entrada del 
dominio MPLS con una etiqueta que identifica el punto de salida del dominio MPLS, 
con esta etiqueta es enviado a través de la red; todos los enrutadores del núcleo de la red 
conmutan las etiquetas sin necesidad de conocer la cabecera IP. Ahora cuando un 
enrutador PE (salida de un dominio MPLS) recibe un paquete de una VPN, este paquete 
no tiene información de su VPN destino. Para lograr que la comunicación entre sitios de 
una VPN sea única un segundo nivel de etiquetas debe ser incorporado. 
Cada enrutador PE asigna una etiqueta única para cada ruta en cada instancia de 
Enrutamiento y Envío VPN (VRF). Estas etiquetas son propagadas conjuntamente con 
las correspondientes rutas a través del MP-BGP hasta todos los routers PE. Los routers 
PE reciben las actualizaciones MP-BGP e instalan las rutas recibidas en sus tablas VRF, 
también instalan las etiquetas VPN asignadas por los routers PE en sus tablas VRF, con 
lo anterior expuesto la red MPLS/VPN está lista para el envió de paquetes VPN. 
Cuando un paquete VPN es recibido por un router PE (entrada al dominio MPLS), es 
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examinado el VRF que le corresponde y la etiqueta asociada con la dirección destino 
por el router PE (salida del dominio MPLS) es buscada. Otra etiqueta orientada hacia el 
router PE (salida) es obtenida desde la tabla de envío global. Ambas etiquetas son 
combinadas en la pila de etiquetas, y adjuntadas en la delantera del paquete VPN, luego 
son enviadas hacia el router PE (salida). 
Todos los enrutadores P en la red conmutan los paquetes VPN basados solamente en la 
primera etiqueta de la pila, las que apuntan al router PE (salida). En las reglas normales 
del envío en MPLS los routers P nunca analizan más allá de la primera etiqueta y son 
así completamente ajenos a la segunda etiqueta y los paquetes transportados por la red. 
Los routers PE (salida) reciben los paquetes etiquetados con la segunda etiqueta las 
cuales únicamente identifican la VRF destino y en algunas ocasiones la interface de 
salida en el router PE. Un análisis es ejecutado en el VRF y el paquete es enviado hacia 
el adecuado enrutador frontera del cliente (CE). 
VPN 1 





Figura 2.25 Formato de paquetes en una red VPN MPLS. (González Carrasco, 2011) 
2.3 Comunicación entre múltiples proveedores de servicios (Inter-AS MPLS VPNs) 
Nuestra descripción de la arquitectura MPLS VPN hasta ahora ha asumido que todos los 
sitios de los clientes VPN están conectados a un solo proveedor de servicios a través de 
enlaces entre los router PE y routers CE, y sin ningún tipo de intercambio directo de 
información de em-utamiento entre las instalaciones del cliente. 
También hemos puesto hincapié el hecho de que un cliente puede optar por utilizar el 
servicio MPLS VPN para conectar sus sedes porque resulta una fuma más escalable de 
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los modelos overlay o peer-to-peer. Sin embargo, es posible que el cliente tenga sedes 
dispersas en una amplia zona geográfica, (abarcando en muchos casos, varios países), 
por lo que se hace necesaria la conexión entre múltiples proveedores de servicios para 
poder brindar el servicio VPN requerido. 
La nueva arquitectura MPLS-VPN se puede entender como arquitecturas Inter-provider 
(Inter proveedores) o Multi-provider (Múltiples proveedores). Donde cada segmento de 
red bajo la administración un proveedor de servicios, se conoce como Sistema 
Autónomo. Una red Inter-AS MPLS VPN ofrece los siguientes beneficios: 
Permite que una VPN pueda atravesar la red troncal de diferentes proveedores 
de servicios VPN. 
Los proveedores de servicios que ejecutan sistemas autónomos independientes 
pueden ofrecer conjuntamente servicios de MPLS VPN al mismo cliente. Una 
VPN puede comenzar en un sitio del cliente y atravesar diferentes proveedores 
de servicios VPN antes de llegar al otro sitio del mismo cliente. Anteriormente, 
MPLS VPN podía atravesar solamente la red troncal BGP del proveedor. Esta 
nueva arquitectura permite que múltiples sistemas autónomos puedan formar 
una red continua, entre los sitios de los clientes de un proveedor de servicios. 
Permite que una VPN pueda existir en diferentes áreas geográficas 
Un proveedor de servicios puede crear una VPN en diferentes áreas geográficas. 
Tener todo el flujo de tráfico de su VPN a través de un punto (entre las zonas) le 
permite un mejor control de la Insa de tráfico de la red entre las zonas. 
En la figura 2.26 se muestra un esquema general de un escenario que requiere 
implementar Inter-AS MPLS-VPN. 
Figura 2.26 Esquema de una red Inter-AS MPLS-VPN. (Hass, 2005) 
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2.3.1 Modelos Inter-AS MPLS- VPNS 
Existen cuatro maneras diferentes de construir una INTER-AS MPLS- VPNS. La 
necesidad de implementar una red INTER-AS MPLS- VPNS suele ocurrir cuando dos 
sitios del mismo cliente son proporcionados por diferentes proveedores. En este caso, 
ambos proveedores de servicios necesitan ponerse de acuerdo sobre la manera de 
interconectar sus VPNs (Virtual Private Networks) con el fin de proporcionar la 
conectividad de extremo a extremo para el cliente. 
Otra situación típica es cuando un ISP que brinda el servicio de suministro de VPNs es 
comprado por uno más grande. En este caso, a pesar de que es el mismo ISP, todavía 
tiene dos redes diferentes con dos sistemas autónomos (AS) diferentes. A fin de 
proporcionar conectividad VPN de extremo a extremo, se implementan cuatro modelos 
INTER-AS MPLS- VPNS. Los tres primeros son los más comunes, y el último es una 
mezcla. (Huertas, 2012) 
Opción 10A: Back to Back VRF 
Opción 10B: MY-eBGP entre ASBRs 
Opción 10C: Multihop MP-eBGP entre Route-Refiectors (RRs) 
Opción AB: una mezcla mejorada de las opciones A yB y desarrollado por 
Cisco. 
ASBRI. 	 ASBR2; 
Back-to-back VREs 
******* •••441> 
11P-eBGP for VPNv4 
Muhop WIP-eBGP 
between RRs i•••••••.. ****** 
# 
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23.1.1. 1NTER-AS MPLS VPN—OPTION 10A: Back-to-Back VRFs (Mahmoud, 
2008) 
Este modelo llamado VRF-to-VRF (como se indica en la documentación RFC 4364) o 
back-to-back VRF (como es nombrado por Cisco) es el modelo más simple para 
permitir Inter-AS MPLS VPN entre diferentes proveedores. 
Los routers que interconectan los sistemas autónomos de los proveedores funcionan 
como routers de borde (ASBRs), y se encuentran interconectados a través de un único 
enlace que consiste en subinterfaces lógicas o por medio de múltiples enlaces físicos. En 
cada ASBR se configuran las VRFs para recoger las rutas VPN del cliente, y cada 
subinterfaz o interfaz conectada entre los ASBRs se asocia a una sola VRF del cliente. 
Los paquetes se envían como paquetes IP puros entre los ASBRs, y cualquier protocolo 
de enrutamiento PE-CE se pueden utilizar con el fin de anunciar el uno al otro la 
dirección involucrada en la VPN. 
One logical interface 
plus one VRF per VPN client 
Figura 2.28 Back-to-Back VRFs. (Hass, 2005) 
En cada VRF se puede configurar cualquier protocolo de enrutamiento dinámico 
(eBGP, RIPv2, EIGRP, OSP), o enrutamiento estático para distribuir las rutas de VPN a 
su par adyacente. Sin embargo, el uso de eBGP es el más usado debido a que mejores 
mecanismos de política, escalabilidad y seguridad. Cada ASBR trata el ASBR vecino 
como una CE, y e intercambian las rutas rutas EPv4 por VRF de la misma manera que lo 
hacen un PE y un CE. 
Esta opción es la solución más fácil de implementar una Inter-AS MPLS VPN, aunque 
no es escalable porque hay que configurar todos los VRFs en los ASBRs. Por otra parte, 
es muy seguro para los proveedores de Internet, ya que no necesitan ninguna IGP, LDP 
56 
o interacción MP-BGP entre sí.Sólo tienen que conectarse entre sí con una interfaz 
fisica y hacer tantas sub-interfaces como VPNs que desean conectarse, y luego utilizar 
un protocolo de enrutamiento PE-CE (podría ser rutas estáticas) con el fin de 
intercambiar información de enrutamiento VPN. 
2.3.1.2 1NTER-AS VPN—OPTION 10B: MP-eBGP entre ASBRs (Mahmoud, 
2008) 
En este opción no hay necesidad de tener que configurar las VRFs por cada cliente en 
los ASBRs como fue el caso en la opción 10A, en este método se intercambian prefijos 
VPNv4 para diferenciar los clientes 'VPN. Los ASBRs utilizan MP-eBGP entre sí para 
transportar las rutas VPNv4 entre los sistemas autónomos, y los paquetes VPN se 
transportan como paquetes etiquetados entre los ASBRs, a diferencia de la opción 10A. 
MP-eBGP for VPNv4 
Lobo( exchange 
vio hIP-e8GP 
MP-BGP VPNv4 prefix 
exchange between ASBRs 
Figura 2.29 MP-eBGP entre ASBRs. (Hass, 2005) 
El principal problema de esta opción se presenta en la calidad de servicio (QoS) y la 
garantía de entrega de extremo a extremo (concretamente entre las ASBRs) ya que el 
tráfico de todos los clientes es atravesado por un único enlace como paquetes 
etiquetados, y muy probablemente este enlace tenga limitada capacidad de ancho de 
banda. 
En toda red MPLS VPN, el reenvío de paquetes se lleva a cabo sólo si el router 
especificado como el siguiente salto BGP en la actualización de BGP entrante es el 
mismo router que asignó la etiqueta de VPN en la cabecera MF'LS VPN. Sin embargo, 
cuando las VPNs están dispersas y atraviesan más de un proveedor, el siguiente salto es 
cambiado cuando existe una sesión eBGP entre los ASBRs y por lo tanto una etiqueta 
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VPN se asigna en los ASBRs cada vez que el siguiente salto es cambiado. Al igual que 
la opción back-to-back VRF, el LSP termine en el ASBR que anuncia la ruta, y éste 
tiene que asignar una nueva etiqueta para dicha ruta antes de enviarla a través de un 
mensaje MP-eBGP a su ASBR vecino. 
Por defecto un router PE descarta prefijos VPNv4 entrantes que no son importados a 
ninguna de las VRFs que tiene configuradas localmente, entonces, los ASBRs que no 
tienen VRFs configuradas deben configurarse para que puedan aceptar los prefijos BGP 
VPNv4 de los routers de borde dentro del sistema autónomo. 
Este modelo tiene tres subopciones: 2a (Next-hop-self), 2b (Redistribute connected) y 
2c (Multi-hop MP-eBGP), que difieren principalmente en la forma como se establece la 
sesión MP-eBGP entre los ASBRs. Las dos primeras subopciones (2a y 2b) utilizan las 
interfaces físicas directamente conectadas, mientras que la subopción 2c establece la 
sesión MP- eBGP mediante interfaces loopback. 
2.3.1.2.1 Subopción 2a — Método Next-hop-self 
En esta opción, la sesión MP-eBGP se establece entre las interfaces físicas directamente 
conectadas. Con el enfoque del Next-hop-self, cada ASBR debe anunciarse a si mismo 
como el siguiente salto de la ruta MP-eBGP recibida por el ASBRs vecino cuando 
publica la ruta dentro de su propio sistema autónomo a través de MP-iBGP. Cada vez 
que el siguiente salto cambia, una nueva etiqueta se anuncia para el prefijo BGP. 
2.3.1.2.2 Subopción 2b — Método Redistribute connected 
En este método, la etiqueta MPLS VPN cambia solamente una vez en el ASBR local 
cuando publica las rutas VPNv4 al ASBR remoto, y cuya etiqueta no será modificada 
por el ASBR remoto. Cada ASBR debe hacer que la dirección del siguiente salto del 
ASBR vecino sea alcanzable para su propio sistema autónomo y así ya no sea necesario 
que se anuncie a sí mismo como el siguiente salto de la ruta. 
En otras palabras, el ASBR acepta la ruta sin cambiar el siguiente salto ni la etiqueta, 
que continúan siendo los del ASBR remoto. Lo que se hace en su lugar es redistribuir 
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las redes directamente conectadas dentro del IGP para anunciar el siguiente salto de las 
rutas recibidas desde el ASBR remoto. 
En el caso de los subopciones 2a y 2b, no hay necesidad de habilitar TDP/LDP o algún 
IGP entre los ASBRs. La sesión MP-eBGP que se establece en su lugar permite a las 
interfaces involucradas transmitir paquetes etiquetados, pues ambos ASBRs conocen las 
etiquetas VF'N. 
2.3.1.2.3 Subopción 2c — Método Multi-hop MP-eBGP 
En esta subopción, la sesión MP-eBGP entre los ASBRs se hace utilizando las IPs 
loopback en lugar de las interfaces fisicas, utilizando para ello MP-eBGP Multisalto. En 
primer lugar hay que configurar estáticamente las direcciones IPs loopback como el 
siguiente salto en cada ASBR. Se puede también usar tanto el método "next-hop-self' 
como redistribute connected o redistribute stati, debido a que el siguiente salto en el AS 
vecino es una ruta estática hacia la loopback, dentro del IGP en cada ASBR. 
La subopción 2c es utilizada principalmente cuando existen múltiples enlaces entre los 
ASBRs, con la finalidad de balancear carga para incrementar el ancho de banda 
disponible. A diferencia de las subopciones anteriores, aquí si se tiene que habilitar LDP 
entre los ASBRs debido a que ahora los vecinos MP-eBGP no se ecuentran 
directamente conectados. 
La desventaja de esta subopción, está en la forma como los LSRs generan e insertan 
etiquetas para rutas estáticas. Además, esto varía significativamente si las interfaces que 
conectan los ASBRs son multiacceso o punto-punto. 
Si las interfaces son multiacceso, la ruta estática debe apuntar a la dirección IF' del 
siguiente salto y no a la interfaz de salida. De lo contrario, la etiqueta saliente será nula 
y todo el etiquetado local será nulo. El ASBR hará una búsqueda local de la lP y 
descartará el paquete, por lo tanto cuando se utilizan interfaces de multiacceso en una 
red MPLS VPN, nunca las rutas estáticas deben apuntar a las interfaces de salida. Si las 
interfaces son punto-punto, entonces no habrá problemas debido a que el LSR local 
tendrá una etiqueta saliente sin importar como esté configurada la ruta estática. 
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Multihop MP-eBGP for 
VPNv4 with 	 • • •••• RR1 *** 	 RR2 
no next-hop-self 
Provider Y 
BR1  eBGP 1Pv4 Laheis ASBR2 	 AS 2 
PE1 ,PE2 
2.3.1.3 IN TER-AS MPLS VPN—OPTION 10C: Multihop MP-eBGP entre Route-
Reflectors (RRs) (Mahmoud, 2008) 
Esta opción se considera que.es la más escalable, ya que en comparación con la opción 
10B, los ASBRs no necesitan aprender todos los prefijos VPNv4, debido a que ahora la 
sesión MP-eBGP se establece entre los routers Route Reflector (RRs), y no en los 
ASBRs. Los ASBRs serán los responsables únicamente de intercambiar las direcciones 
del siguiente salto IPv4 juntos con sus etiquetas a través de eBGP, completándose así la 
creación de un LSP desde el PE de ingreso local hasta el PE de egreso remoto. 
Figura 2.30 Multihop MP-eBGP entre Route-Reflectors (RRs). (Hass, 2005) 
En cada ASBR se debe habilitar la sesión eBGP para permitir el intercambio de 
etiquetas MPLS junto con las rutas 1Pv4. Para la sesión MP-eBGP entre los Route 
Reflector (RRs), se debe hacer que el siguiente salto no sea modificado cuando las rutas 
VPNv4 se intercambien entre los RRs, y los prefijos VPNv4 tampoco deben 
modificarse. Este es el único caso en el que el LSP no es dividido y la etiqueta MPLS-
VPN original es usada en todo el tramo, pues el siguiente salto en la ruta VPNv4 nunca 
cambia. 
Debido a que cada AS puede alcanzar los siguientes saltos internos del AS vecino, la 
seguridad hace que ésta sea una alternativa viable cuando los AS se encuentran bajo una 
misma autoridad, corno es el caso de un proveedor con AS en diferentes regiones del 
mundo. Sin embargo, se puede incrementar la seguridad utilizando métodos de 




2.3.1.4 INTER-AS MPLS VPN—OPTION AB (Mahmoud, 2008) 
Esta opción combina los mejores aspectos de las opciones 10A y 10B. Recordemos 
que la desventaja de la primera opción es que se necesita una sesión BGP para cada 
subinterfaz (y al menos una subinterfaz para cada VPN), que causa problemas de 
escalabilidad, ya que la red crece. En la segunda opción la desventaja es que, debido a 
que el tráfico es MPLS, no se puede aplicar mecanismos de calidad de servicio QoS 
para el tráfico IP y las VRFs no pueden aislarse. 
La opción AB permite que los diferentes sistemas autónomos se puedan interconectar 
mediante el uso de una sola sesión MP-BGP en la tabla de enrutamiento global para 
transportar tráfico del plano de control. Esta sesión MP-eBGP señala los prefijos VPN 
entre los dos ASBRs para cada enrutamiento virtual y reenvío VRF. El tráfico de plano 
de datos está en una interfaz VRF. Este tráfico puede ser o bien IP o MPLS. 
Figura 231 Opción AB. (Kollar, 2005) 
2.3.2 BGP y Sistemas Autónomos (AS) 
2.3.2.1 Autonomous System Number (ASN) 
Los Sistemas Autónomos se comunican entre sí mediante routers, los que intercambian 
información para tener actualizadas sus tablas de ruteo mediante el protocolo 
BGP (Border Gateway Protocol) e intercambian el tráfico de Internet que va de una red 
a la otra. A su vez cada Sistema Autónomo es como una Internet en pequeño, ya que su 
rol se llevaba a cabo por una sola entidad, típicamente un Proveedor de Servicio de 
Internet (ISP) o una gran organización con conexiones independientes a múltiples redes, 
las cuales se apegaban a una sola y clara política de definición de trayectorias La nueva 
definición RFC 19301 fue necesaria debido a que múltiples organizaciones podían 
utilizar BGP con números de AS privados con un ISP que conecta a todas estas 
organizaciones a Internet. Aún considerando que el ISP podía soportar múltiples 
sistemas autónomos, Internet solo considera la política de definición de trayectorias 
establecida por el ISP. Por lo tanto, el ISP debería contar con un ASN registrado. 
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2.3.2.2 ASN en Perú 









32 INTERNEXA PERU S.A 12 42 4 10 
AS122 
52 AMERICA MOVIL PERU S.A.C. 10 183 3 2 
AS313 
2 RED CIEN1IFICA PERUANA 9 15 1 2 
AS262 
182 MEDIA NETWORKS LATIN AMERICA SAC 9 33 9 24 
AS614 
7 TELEFONICA DEL PERU S.A.A. 5 1,038 2 47 
AS278 
43 OPTICAL TECHNOLOGIES S.A.C. 4 123 2 2 
AS262 
253 ECONOCABLE MEDIA SAC 4 35 1 1 
AS191 
80 AMERICATEL PERU S.A. 4 54 1 1 
AS262 
168 COLINANET SRL. 3 3 0 0 
AS224 
11 WIGO S.A. 3 13 0 0 
AS524 
61 MOCHE INVERSIONES S.A. 2 5 0 0 
AS524 
00 OLO DEL PERU S.A.0 2 2 0 0 
AS281 
02 BANCO AZTECA PERU 2 1 0 0 
AS278 
09 ALIGNET S.A.0 2 1 0 0 
AS263 
224 
EMPRESA DE TELECOMUNICACIONES 
MULTIMEDIA ALFA 2 4 0 0 
AS262 
210 VIETTEL PER S.A.C. 2 43 0 0 
AS215 
75 ENTEL PERU S.A. 2 41 0 0 
AS614 
82 CON VERGIA 1 3 0 0 
AS522 
78 FRAVATEL EIRL 1 1 0 0 
AS277 
91 UNIVERSIDAD RICARDO PALMA 1 1 0 0 
AS263 
692 DIRECTV PERU S.R.L 1 4 1 1 
AS263 
229 NAP PERU 1 1 0 0 
AS263 
189 GLG PERU SAC 1 5 0 0 
AS263 
185 MEDIA COMMERCE PER S.A.0 1 1 0 0 
AS262 
235 NETLINE PERU SA 1 8 0 0 
AS261 
36 THE AMERICAN SCHOOL OF LIMA 1 1 0 0 
Tabla 2.7 Número de ASN en Perú. (http://bgp.he.nedeountry/PE)  
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2.3.2.3 Sistemas Autónomos (AS) 
Los Sistemas autónomos presentan las siguientes características: 
Cada AS está identificado por un número único denominado ASN (Autonomous 
System Number). 
Los ASN están delegados por IANA (Internet Asigned Number Authority) a los 
RIR (Regional Internet Registries) por bloques. 
Cada RIR asigna un ASN a cada organización. 
Hasta 2007 los ASN eran un número de 16 bits. Ahora se ofrecen de 32 bits, 
aunque no todos los sistemas son compatibles con la nueva numeración. 
Los ASN del 65512 al 65534 están reservados para uso privado y no pueden 
anunciarse en Internet. 
A partir del 1 de Enero de 2009 al solicitar un Sistema Autónomo (AS) a TUPE 
se asigna por defecto un AS de 32 bits (hasta ahora los AS eran de 16 bits), 
aunque se nos permite solicitar también ASs de 16 bits hasta el 1 de Enero de 
2011. 
2.3.2.3.1 Tipos 
Multihomed - Está conectado a más de un AS, de manera que puede 
permanecer conectado a Internet en el caso de fallo de una de las conexiones. 
Stub - Sólo está conectado a otro AS. 
Transit - Proporciona conexión entre distintos AS. (ISP) 
2.3.2.4 ISP vs AS 
Un ISP es una entidad administrativa que puede tener uno o más ASN asignados 
dependiendo de su arquitectura y distribución geográfica. En general, un ASN se puede 
asignar a un ISP pero también a una red corporativa. Por lo tanto no todos los AS son 
ISP, pero todos los ISP deben tener uno o mas ASN asignados. 
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2.3.2.5 BGP (Border Gateway Protocol) 
Las características básicas de BGP son: 
Es un protocolo de encaminamiento externo que permite crear rutas entre sistemas 
autónomos (AS). En cada AS puede operar cualquier encaminamiento interno tipo RIP 
u OSPF. 
Un router que tiene un proceso BGP activo se llama BGP speaker. Para poder 
intercambiar información de encaminamiento BGP, dos routers vecinos (dos BGP 
speakers) deben establecer una sesión BGP a través del puerto 179 de TCP. En este caso 
estos dos routers se llaman peers o neighbors. 
BGP es un protocolo de tipo path vector. Es decir BGP recae en la categoría general 
de los protocolos vector distancia como RIP donde la mejor ruta es la que tiene menos 
saltos hasta el destino. BGP tiene pero algunos mecanismos adicionales. La información 
de encaminamiento BGP es una secuencia de ni:lineros que identifican los diferentes 
ASes que hay que atravesar para llegar a un AS destino. Esta información evita la 
creación de bucles en las rutas. BGP además permite crear políticas de encaminamiento 
a través de una serie de atributos. 
Un As puede ser de tipo stub, multihomed o de transito. Stub cuando un AS tiene una 
única sesión BGP abierta con otro AS y solo recibe y transmite su tráfico. Multihomed 
en el caso que un AS tenga mas de un AS conectado por BGP (por si uno falla) pero no 
deja que trafico de un AS pase por el con destino otro AS. De transito cuando el AS 
proporciona servicio de transito entre dos ASes. 
Una sesión BGP que conecta dos routers de dos AS distintos se llama BGP externo 
(eBGP). En el caso que el AS sea de transito, los routers del AS que mantienen un 
eBGP deben tambien establecer una sesión BGP entre ellos, llamada BGP interna 
(iBGP), para que estos puedan redistribuir la información BGP entre los ASes. 
Hay cuatro tipos de mensajes BGP: open, update, keepalive y notification. open se 
utiliza para el establecimiento de la sesión BGP; update cuando hay una modificación 
de una ruta o se ha encontrado una nueva ruta; periódicamente dos routers vecino se 
envían mensajes de keepalive para para verificar que la sesión BGP sigue activa; 
notification notifica el cierre de una sesión BGP debido a algún error. 
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CAPÍTULO 3 
PARAMETROS Y HERRAMIENTAS 
3.1 Parámetros de medición para evaluar el rendimiento de una red 
Para analizar el rendimiento de una red, se deben tomar en cuenta los siguientes 
parámetros, que son los que permiten caracterizarla. 
3.1.1 Ancho de Banda 
El ancho de banda (throughput) puede defmirse como la tasa de paquetes por segundo 
enviados por una red multiplicado por la longitud del paquete, es decir, es la cantidad de 
datos digitales, medidos en bits o Bytes que un nodo o enlace de comunicaciones es 
capaz de transmitir por unidad de tiempo, medido en segundos. Es esta forma, las 
unidades de ancho de banda son el bps (bits por segundo) o Bps (Bytes por segundo) o 
múltiplos de estas cantidades. El ancho de banda de un enlace de comunicaciones 
depende de las características flsicas de los dispositivos y de la técnica utilizada para 
modular los datos. 
3.1.2 Retardo 
El retardo (delay) es el tiempo medido en rnilisegundos, que tarda un paquete en viajar a 
través de una red como consecuencia del ancho de banda disponible, el tiempo de 
propagación de la señal a través de los enlaces de comunicaciones y el tiempo de 
procesado de datos en los nodos de red. 
3.1.3 Jitter 
El jitter es la variación de tiempo, medida en milisegundos, entre la llegada de dos 
paquetes consecutivos, como consecuencia de la política de gestión de red que es 
utilizada en los diferentes nodos de red para soportar el tráfico de ráfagas y permitir la 
agregación de flujos de datos. Es conocido también como variación del retardo. 
3.1.4 Tasa de Pérdidas 
La tasa de pérdidas es la relación que se establece entre los paquetes enviados y los 
paquetes recibidos. Ya que como consecuencia de errores de transmisión en los enlaces 
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de las redes y la congestión en los nodos de red se producen pérdidas de paquetes de 
datos. Comúnmente se expresa en porcentaje de paquetes perdidos. 
3.1.5 Uso del CPU 
Existen funciones críticas en los dispositivos de red, como el procesamiento de 
protocolos de enrutamiento y de conmutación de paquetes que requieren alto 
procesamiento. Estos procesos son llevados a cabo en la memoria y comparten el CPU. 
Si el uso del CPU es muy alto, es posible que una actualización de ruta no sea realizada 
o que un paquete sea descartado. 
3.1.6 Tiempo de convergencia 
Es el tiempo que le toma a la red establecer las sesiones necesarias, intercambiar 
información y actualizar sus tablas de enrutamiento. Esto es importante para determinar 
cuánto demorará una red en recuperarse ante un corte o caída de uno o más enlaces. 
3.2 Herramientas de desarrollo 
Para realizar el análisis de la red, se han utilizado una serie de aplicaciones que se 
describen a continuación. Todas ellas son software libre y se pueden encontrar de 
manera gratuita en intemet. 
3.2.1 GNS3 
GNS3 es un software simulador de redes, creado por Jeremy Grossman, Benjamin 
Marsili, Claire Godjil, Alexey Eromenko y lanzado en el mes de Octubre 2007. Este 
Software es parte del Conocido Freeware, su licencia no tiene costo y se encuentra 
fácilmente en la web. Se basa en un simulador grafico en el que se pueden crear 
topologías de red, desde las más básicas hasta las más complejas. 
En él se puede emular routers Cisco, así como servidores Linux y sus conexiones 
físicas, por medio de los diferentes tipos de cables, desde los Ethernet, FastEthernet, 
Gigabit Ethernet, etc. Resulta una herramienta extremadamente útil, que nos sirve para 
emular la red completa, sus conexiones y realizar troubleshooting para determinar los 
inconvenientes presentados. 
Además, el GNS3 tiene una aplicación complementaria llamada Dynamips que sirve 
para ejecutar el JOS de los equipos Cisco directamente en los routers simulados que 
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119121 Sept 258232 datagrant 
C:\Docunents  and Settings\recy>lperf -c 10.7.2.2 -o -i 10 -t 120 -0 1(3011 -1 1024 • 
tlient connecting te 10.7.2.2. MDP port 5001 
Sending 1024 byte datagrans 
1.180 hüffer size: 8.00 )(Byte (defanit) 
119121 :leca) 10.2.3.2 port 3.091 connected with 10.7.2.2 port 5001 
1 10) leterval 	 Transfer 	 Bandwidt1 
119121 0.0-10.0 sec 60.6 Mlyten 50.0 Mbrts/sec 
119121 10.0-20.0 scc 60.6 MBytes 50.8 Mbits/sec 
119121 20.0-30.0 sec 60.6 MBytes 50.8 110its/scc 
119121 30.0-40.0 sec 60.6 11Bytes 50.8 Mbits/see 
119121 40.0-10.0 set 60.6 11Bytes 60.8 Mits/sec 
119121 50.0-60.0 sec. 60.6 MBytes 50.0 Mhíts/sec 
119121 40.0-70.0 ncc 60.6 MIlyten 50.8 Mbitc/sec 
119121 70.0-80.0 net 60.6 118ytes 50.8 1101ts/tec 
11712/ 80.0-90.0 seo 60.6 Mflytes 50.8 Mbits/sec 
119121 90.0-100.0 sec 60.6 Motes 50.8 Mito/set 
(191231043.8-110.0 sec. 60.6 Mhtes 50.8 Mbitc/sec 
119121 113.0 120.0 set 10.4 MIlytes 50.0 Mbits/sec 
119121 0.0 120.0 sec 	 727 Mflyten 50.0 tOtits/nec 
(1912) Server Reporte 
119121 0.0-120.0 sec 	 727 Mlyten 50.8 Mbits/sec 1.382 ns 	 (3/744582 <0z) 
119121 Sent 744582 41tagrams 
C:\Docunents and Settin_s‘roc > 
vamos a utilizar lo que nos permite realizar las configuraciones exactamente igual a 
como las haríamos en los equipos fisicos, conectando un cable de consola, y usando un 
programa terminal. También cuenta con compatibilidad a otras aplicaciones de 
simulación como el VirtualBox que permite emular tráfico de VolP, para habilitar este 
tipo de redes en el programa. 
Figura 3.1 Captura de la pantalla del GNS3 (Martínez, 2008) 
3.2.2 .IPERF 
Iperf es una herramienta que permite analizar el rendimiento de una red. Soporta tráfico 
UDP y TCP. Proporciona el ancho de banda máximo en TCP. Permite establecer varios 
parámetros y características de UDP. Luego reporta ancho de variación del retardo 
(jitter) y pérdida de paquetes. Esta herramienta funciona de manera cliente-servidor. En 
la figura 3.2 se muestra captura de una prueba en el cliente y en la figura 3.3 una captura 
de la pantalla del servidor. 
  
tTIxi IsodulDepataiw 
Figura 3.2 Captura de la pantalla de Iperf actuando como cliente (Martínez, 2008) 
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Su-libelo del sislenke iverf s 	 ,I 1914 
C:.,,Documents end Settinga\roey>iperf 	 -u -1 1024 
$erre'r lin.tening en UDP port 5001 	 • 
lecelming 1024 byte datagram. 
UDP buffer ti2e: 8,00 Ulyte '(default) 
119361 local 10.7.2,2. port 500t corottt4d - with /0.23.2 Dor't / 091  
t 101 lnterual 	 Trawder 	 Bandwidth 	 jitter liont/Total Dateegrann 
49363 0.0-129.0 nec • 727 Mlytes 59-.8 IlbiL,z/seC 1-382 nn 	 0/744582 (13x) 
Figura 3.3 Captura de la pantalla de Iperf actuando como servidor (Martínez, 2008) 
Las características más relevantes de herramienta Iperf son las siguientes: 
TCP: 
Medida de ancho de banda 
Reporta tamaño de MTU y tamaños leídos 
Soporte para tamaño de ventana TCP vía socket buffers. 
El cliente y el servidor pueden tener múltiples conexiones simultáneas 
UDP: 
El cliente puede crear flujos UDP con determinado ancho de banda. 
Medida de pérdida de paquetes 
Medida de jitter 
Capacidad de multicast 
Puede correrse por un tiempo específico en vez de por cantidad de datos 
transferidos. 
Selecciona la mejor unidad para el tamaño de los datos que se están reportando. 
El servidor maneja múltiples conexiones, en vez de retirarse luego de una simple 
prueba. 
Imprime reportes de ancho de banda promedio, jitter y pérdida de paquetes en 
intervalos específicos 
Usa flujos representativos para probar corno la compresión de la capa de enlace 
afecta el ancho de banda disponible. 
3.2.3 WIRESHARK 
Wireshark, es un analizador de protocolos utilizado para realizar análisis y solucionar 
problemas en redes de comunicaciones para desarrollo de software y protocolos, y como 
una herramienta didáctica para educación. Cuenta con todas las características estándar 
de un analizador de protocolos. Tiene una interfaz gráfica y muchas opciones de 
organización y filtrado de información. Así, permite ver todo el tráfico que pasa a través 
de una red, estableciendo la configuración en modo promiscuo. También incluye una 
versión basada en texto llamada tshark. 
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Permite examinar datos de una red en funcionamiento o de un archivo de captura 
salvado en disco. Se puede analizar la información capturada, a través de los detalles y 
sumarios por cada paquete. Wireshark incluye un completo lenguaje para filtrar lo que 
queremos ver y la habilidad de mostrar el flujo reconstruido de una sesión de TCP. 
Wireshark es software libre, y se ejecuta sobre la mayoría de sistemas operativos Unix, 
Linux, Solaris, FreeBSD, NetBSD, OpenBSD, y Mac OS X, así como en Microsoft 
Windows. En la figura 3.4 podemos ver un ejemplo de captura de paquetes por 
wireshark. 
Las características más relevantes de la herramienta Wireshark son las siguientes: 
Mantenido bajo la licencia GPL. 
Trabaja tanto en modo promiscuo como en modo no promiscuo. 
Puede capturar datos de la red o leer datos almacenados en un archivo (de una 
captura previa). 
Basado en la librería pcap. 
Tiene una interfaz muy flexible. 
Grandes capacidades de filtrado. 
Admite el formato estándar de archivos tcpdump. 
Reconstrucción de sesiones TCP. 
Se ejecuta en más de 20 plataformas. 
Es compatible con más de 480 protocolos. 
Puede leer archivos de captura de más de 20 productos. 
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Figura 3.4 Captura de la pantalla del Wireshark (Martínez, 2008) 
3.2.4 VLC 
Es un software de código abierto multiplataforma desarrollado por la organización 
VideoLan, el cual puede desempeñar funciones tanto de cliente como servidor. Soporta 
varios métodos de compresión en audio y video y permite transmitir contenido usando 
unicast o multicast. Cuenta con un diseño modular lo que permite incluir extensiones de 
manera ordenada y sencilla para el soporte de nuevos formato de archivos, codecs y 
formas de transmisión. Entre las muchas extensiones con las que cuenta VLC se 
encuentra el NPAPI que permite a los usuarios ver archivos embebidos en sitios web sin 
usar softwares adicionales. 
En la figura 2.6 se puede apreciar la interfaz gráfica del VLC y algunas de las opciones con las 
que cuenta. 
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Figura 3.5 Interfaz gráfica de VLC (Calderón, 2014) 
3.2.5 Estadísticas del router 
Se utilizarán los comandos que muestren el uso total del CPU del equipo durante un 
periodo de tiempo. El uso máximo es medido y registrado cada segundo, y el promedio 
de uso es calculado en un periodo de tiempo de alrededor de un minuto. 
CAPÍTULO 4 
INGENIERÍA DEL PROYECTO 
4.1 Pruebas de desempeño 
4.1.1 Principios de simulación 
Como se propone en esta Tesis, el objetivo principal es brindar la propuesta técnica que 
permita la comunicación de una red MPLS-VPNs entre múltiples proveedores de 
servicios. La elección de la propuesta técnica se basará en las pruebas de comparación 
de los diferentes modelos Inter-AS MPLS VPN realizadas en este capítulo. Cabe 
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recalcar que, a pesar de que las pruebas a realizarse serán simuladas, la comparación no 
pierde valor ya que muchas instituciones y centros de investigación basan sus estudios 
en diferentes simuladores. 
El estudio de los diferentes modelos Inter-AS MPLS VPN se basa principalmente en la 
forma en la que se establece la interconexión entre los proveedores, por lo que las 
mediciones se realizarán principalmente en estos enlaces, es decir, en entre los routers 
ASBR. Además, se realizarán mediciones extremo-extremo. La arquitectura de red 
interna de cada uno de los proveedores es transparente para este estudio, y se 
implementarán de tal forma que ambas sean simétricas. 
Para determinar las ventajas y desventajas de estos modelos, se empleará la herramienta 
de simulación GNS3 el cual es un simulador de red que permite la emulación de redes 
complejas. Actualmente, se ha convertido en una herramienta muy popular en la 
comunidad científica e instituciones de la industria de las telecomunicaciones ya que 
permite el disefio y estudio de diferentes arquitecturas y aplicaciones permitiendo gran 
flexibilidad para las pruebas de diferentes soluciones. 
Por otro lado, los parámetros tornados en cuenta durante las pruebas de comparación 
realizadas, serán los propuestos en el capítulo anterior. 
4.1.2 Simulación 
En esta sección, se detallan las topologías implementadas y las pruebas de simulación 
realizadas con los diferentes modelos Inter-AS MPLS VPN. Se muestran imágenes de 
los gestores de la red que permiten ver parte de las pruebas hechas. Los resultados 
consolidados se encuentran en un cuadro resumen al final de cada sección. 
4.1.2.1 Modelo 1: Back-to-Back VRFs 
En la topología que se muestra en la figura 4.1 se ha considerado un total de 8 routers y 
dos host uno de origen y el otro de destino ubicados en los extremos de la red. Cada 
router ejecuta como sistema operativo el IOS de cisco 7200 elegidos porque estos 
ofrecen la capacidad de ejecutar MPLS y el protocolo BGP. 
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Los routers PE1, P 1 -AS1 y PE2 pertenecen al proveedor con sistema autónomo 1 
(AS1), mientras que los routers PE3, Pi-AS2 y PE4 pertenecen al proveedor con 
sistema autónomo 2 (AS2). Como se observa se tiene un cliente con dos sedes remotas 
(Sede 1 y 2) cada sede tiene sus redes LAN establecidas, el cliente requiere tener 
conexión entre sus sucursales a través de las redes de diferentes proveedores de 
servicios. En cada router del cliente (CE! y CE2) se configurara la VPN cliente. 
10:2.2.2.2 	 10:3.3.33 
OSPF 2 	 OSPf 3 
.00•4 
¡ AS 1 	 1312 
	 23.23.23.0/24 	 PE3 
	 AS2 












Figura 4.1 Topología de simulación del modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
El proveedor 1 usa BG-P AS 1 y el proveedor 2 usa BGP AS2. El router PE2 y el router 
PE3 pueden ser conectados con una única interfaz o subinterfaces. Las interfaces están 
asociadas con una VRF dada (VRF BLUE para ambos proveedores, aclarar que ambos 
pueden ser diferentes nombres). El enrutamiento convencional es configurado entre 
sitios MPLS VPN para distribuir rutas IPV4 a sus peers (al otro nombre VRF). Sin 
embargo, el router ASBR PE2 trata al otro router de borde PE3 como si fuera un router 
CE! o CE2; similar caso ocurre del router PE3 a PE2. Este enfoque permite usar 
backbone MPLS VPN; sin embargom también introduce una gran complejidad porque 
requiere enlaces dedicados para cada VPN entre las adyacencias de PE2 y PE3. La 
información de enrutamiento VPN es pasada entre los dos routers (PE2 y PE3) como si 
fuera simplemente un formato IPv4. 
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Figura 4.2 Esquema del modelo 1 - Back-to-Back VRFs (Elaboración Propia) 
Pruebas de conexión extremo-extremo 
Una vez tenemos configurado todo el escenario, debemos comprobar que funciona la 
conexión extremo-extremo en ambos sentidos. Se entiende como conexión extremo-
extremo aquella que va desde el host "origen" al host "destino" pasando a través de la 
red de los dos proveedores de servicios. 
Para ello enviaremos una serie de paquetes ICMP (Internet Control Message Protocol), 
o sea, pings a través de la red, con un número de repeticiones de 200 y 500 desde la PC1 
a PC2 y en simultáneo desde PC2 a PC17, ver figura 4.3 con 200 repeticiones y figura 
4.4 con 500 repeticiones. 
'111111111 
,2CAYMN129.11151s7slm1326ond.ese 
7leePme9en de.77177 1.18.10,3 bytee=. 	 81,09.," loo 111=1711 
Ilenbiteeta dnede 10.10.10.3: byte./^.92 1ient:lo -1.0300 111-120 
Re=poest. desde 1019.3: by/en-32 11~-119/ne 211.-120 
Reepmenta dende 19.19.1.0.3: b91ed=22 11nnvo=98ne 1-11=120 do
,¡ 10.1040.3: bytan=32 11c:n0.97n1 f11.120 
Reepore,. desde 10.10.19.9: bylee-32 1.i...p.=149ms 121.120 
llespootd.. desde 10.10.10.3: byte,: =22 lierlí.:=10.4, 	 1.120 
lo :o.: «cede 10_10.10.3: hytee,32 116:4.0-124n0, 111-120 
Reeporel a desde 10,19.10.3: hyree.'12 e1enpo=1.12ne 171=120 
Ressemned dende 10.10.10.3: 3,0103 '32 010n90-1131,0 111,120 
Respuesta desde /0.10.19.3: byten=32 1isnpo=1230. 111-120 
lle=rerele 4,0,  10.19.10,3- byte...32 , 1en1.e ,11.2n, 	 120 
licepuest. desde 10.1 0.10. 	 bytee-32 tienpeetid/ne '801108 
8esue.110,. desde 141,10.19.3: byee.-22 uhmq.›,911s. 211,121 
Reepmento. dende 10.10.16.3: 1,91,e6=22 tienps=129nn 181,120 
Respuesta dende 10.10.10.3: 1.9101-32 sienpo-1.41n1 1T1,120 
dellie 10.10. 48.3 hyser=27 nienpo,1411, 111,1.20 





 iado, - 209. recibido, . 280, Rerdidmn = 
	 0 
<Id per os. 
lienpon opro,Joados de ida 9 vuelta en niileesundo, 
, 311:: Leo 	 bbms,' Pásino 	 1.91ms. Medie 
9,000uments and Se, in, n'AS> 
Figura 4.3 Ping con 200 repeticiones en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
Podemos observar cómo se han recibido los paquetes y ninguno se ha perdido, por lo 
tanto podemos confirmar que hay conectividad entre los equipos finales del cliente. 
Finalmente vamos a realizar la misma prueba pero con un numero de 500 repeticiones. 
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Figura 4.4 Ping con 500 repeticiones en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
Igual que en el caso anterior la prueba de conexión ha sido un éxito. Los resultados de 
estas pruebas se muestran en la tabla 4.1. 
Número de 
repeticiones 
Retardo promedio de PC! 
A PC2 
Retardo promedio de PC2 
A PC1 
200 130 ins 126 ms 
500 131 ms 128 ms 
Tabla 4.1 Resultados de la conectividad entre las sedes del cliente en el modelo 1 - Back-to-
Back VRFs (Elaboración Propia) 
Pruebas de medición del ancho de banda 
Luego se realizó la medición del ancho de banda para este cliente con el enlace sin 
conexiones adicionales, con tráfico UDP a un enlace de 10Mbps. Para medir este 
parámetro se usó la herramienta Iperf. 
Figura 4.5 Ancho de banda a 10 Mbps en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
En la figura anterior se aprecia un ancho de banda para este cliente de 9.91 Mbps, que 
equivale a un rendimiento de 96.78%. 
De forma similar se midió el ancho de banda para este cliente ahora con trafico UDP a 
un enlace de 20 Mbps, y se apreció un ancho de banda de 19.8 Mbps, que equivale a un 
rendimiento de 96.78%. 
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Figura 4.6 Ancho de banda a 20 Mbps en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
Las dos pruebas sobre la red (10 y 20 Mbps) aflojaron los resultados mostrados en la 
tabla 4.2. 
Ancho de banda (Mbps) Ancho de banda obtenido (Mbps) Jitter (ms) 
10 Mbps 9.91 119.064 
20 Mbps 20 198.553 
Tabla 4.2 Resultados de pruebas del ancho en el modelo 1 - Back-to-Back VRFs 
(Elaboración Propia) 
Pruebas de medición del tiempo de convergencia 
Para medir el tiempo de convergencia, se reinició dos veces la sesión BGP en el router 
PE2. En ese momento el sniffer conectado al router, que ya había iniciado la captura de 
tramas segundos antes, muestra las tramas BGP que anuncian las rutas. Ahora aquí 
encontramos la sesión de los vecinos 45.45.45.4 a 45.45.45.5, es decir, del router PE2 al 
router PE3. 
Luego de la ejecución del comando "clear ip bgp" en PE2 y realizada la prueba, 
podemos decir que el modelo VRF - VRF es un modelo virtual, ya que el reseteo del 
proceso BGP en PE2 no produce ninguna comunicación alguna de un proceso BGP con 
PE3, ya que este modelo solamente comparte prefijos VPNv4, y comparte solamente 
mensajes de adyacencias BGP con el router PE1, ya que, éste router pertenece al 
sistema autónomo AS1, para ello vemos en la figura 4.7. 
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65.492231000 
gil Ethernet II, Src: ca:03:13:20:00: 
	 1c), , 	 . . ... 	 1d (ca:02:0 :7c:00:1d) 
Internet Prorocol Version 4, Src: 2.2 2 2 (2.2.2.2) Ost: 1.1.1.1 (1.1.1.1 
jaiTransmission Control Prorocol, Sr 	 t 	 O), O r por: ogp tlív 	 Seq: 1, Ack: 1, Len: 45 
Ebrder Gateway Protocol - OPEN message 
22.21111 8PP 99 OPEN Message 	 _ 	 -1112. 
. 	 . 
:Frnrz~ir~fr4V11M1111117ZTegmgg.~~~ 
 i 
,0000 c 	 U • ,ca c' 4	 c 
,0010 02 00 00 fe 06 bi db 02 02 02 02 01 01 j0020 .1 .oz 2a ta, 00 hl 6e 3c ,a4, 8& e3 fa 4f 12 50 1 
0030 0010' 52 ád 00 00 ft ff ff ff ff ff ff ff ff ff 
10040 
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Gff-ft_ff ff ff 002d. Ov,04 00 01 00t,4 02.02 
11 99.661844000E.22.2.1.1.1.1 BGP 160 UPOAT Message 
:lie:, 150 b 61 cnenre (1280 bits), 160 ytes captored (1280 bits) on interface 0 
IER Ethernet II, SrC: Ca:00:15:613:00:1c fa 	 ftfl it t.00 	 1c , ost: ca:03:13:20:00:1d (ca:03:13:20:00:1d) 
I pMultiProtocol Label switching Header, 	 Exp: 6, 5: 1, TTL: 255 t19 Internet Protocol version 4, src: 2.2.2.2 (2.2.2.2), ost: 1.1:1.1 (1.1.1.1) 
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Edit 	 miew 	 o 	 Inture 	 Anefyze 	 Statichcs 
0D 4 01 ,a 
	 r5 3c 
	 ‹; 
L 
Telephony 	 Dots 	 Intemals 
01. <a 1, át CPTE21,.. 
etp 
e( El Ek o : a In 11, SI 4 11 
f.:pm:jun- 	 Clear 	 Apply 	 Save 
No. 	 lime 	 Source Oestination Protocot ten. h 	 tofo 
ca:01:1b:14:00:1c LOOP 60 Reply 
2 6.19966400 ca:00:15:68:00:1d ca:00:15:68:00:1. LOOP 60 Rep y 
3 10.0033260 ca :01 :1b: 14 :00 : 1c ca:01:1b:14:00:1c LOOP 60 Reply 
4 16.2297510 ca:00:15:68:00:1d ca:00:15:68:00:1d LOOP 60 Reply 
519.9956870 ca : 01 : 1b:14 :00: lc ca:01:1b:14:00:1c LOOP 60 Reply 
6 26.1932050 ca:00:15:68:00:1d ca:00:15:66:00:1d LOOP 60 Reply 
7 29.9920600 ca:01:1b:14:00:1c ca:01:1b:14:00:1c LOOP 60 Reply 
8 36.2069210 ca:00:15:68:00:1d ca:00:15:68:00:1d LOOP 60 Reply 
940.0196040 ca:01:1b:14:00:1c ca:01:1b:14:00:1( LOOP 60 Reply 
10 46.2074000 ca:00:15:68:00:1d ca:00:15:68:00:1d LOOP 60 Reply 
11 50.0982120 ca:01 :lb: 14 :00:1c ca:01:1b:14:00:1c LOOP 60 Reply 
12 56.2235450 ca:00:15:68:00:1d ca:00:15:68:00:1d LOOP 60 Reply 
13 59.9893100 ca : 01 :lb: 14 :00:1c ca:01:11:14:00:1c LOOP 60 Reply 
14 66.1927320 ca:430:15:68:00:1d ca:00:15:68:00:1d LOOP 60 Reply 
15 70.0295250 ca:01:1b:14:00:1c ca:01:1b:14:00:1c LooP 60 Reply 
16 76.2455920 ca:00:15: 68 :00 :ld ca:00:15:68:00:1d LOOP 60 Reply 
17 80.0427040 ca:01:1b:14:00:1c ca:01:1b:14:00:1c LOOP 60 Reply 
18 86.2209770 ca :00 :15 : 68: 00 :ld ca:00:15:68:00:1d LOOP 60 Reply 
19 90.0492960 ca:01:1b:14:00:1c ca:01:1b:14:00:1c LOOP 60 Reply 
20 96.1901670 ca:00:15:68:00:1d ca:00:15:68:00:1d LOOP 60 Reply 
Figura 4.7 Mensajes entre los routers PE2 y PE3 en el modelo 1 - Back-to-Back VRFs 
(Elaboración Propia) 
El primer mensaje BGP OPEN de la sesión PE2 a Pi-AS1 llega a los 65.492 segundos 
de iniciada la captura y anuncia el número 2.2.2.2 que identifica al router PE2. La figura 
4.8 muestra dicha trama. 
Figura 4.8 Primer mensaje BGP OPEN en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
De igual forma, para la sesión PE2 a Pi-AS1 el último mensaje BGP UPDATE llega a 
los 99.661 segundos de iniciada la captura, vemos que el router PE2 entrega el mensaje 
update con una etiqueta 60 que es la etiqueta asignado por el router Pi-AS1 tal como se 
muestra en la figura 4.9. 
Figura 4.9 Ultimo mensaje BGP UPDATE en el modelo 1 - Back-to-Back VRFs 
(Elaboración Propia) 
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En la tabla 4.3, se muestran los resultados del tiempo de convergencia. 
Mensaje BGP Tiempo de llegada (s) 
Open BGP 65.492 
Update BGP 99.661 
Tiempo de Convergencia 33.719 
Tabla 4.3 Resultados de pruebas del tiempo de convergencia en el modelo 1 - Back-to- 
Back VRFs (Elaboración Propia) 
Lo cual tenemos una variación de tiempo de 33.179 segundos. 
Pruebas del uso del CPU 
Para la prueba de utilización del CPU del router, se reinició la sesión BGP en el router 
de borde PE2. Aquí utilizaremos el comando show processes cpu history en los vecinos 
del router mencionado. 
En las siguientes imágenes se muestran los resultados obtenidos: 
Figura 4.10 Uso del CPU con reinicio BGP en router PE2 en el modelo 1 - Back-to-Back 
VRFs (Elaboración Propia) 
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Figura 4.11 Uso del CPU con reinicio BGP en router PE3 en el modelo 1 - Back-to-Back 
VRFs (Elaboración Propia) 
Figura 4.12 Uso del CPU con reinicio BGP en router PI-AS1 en el modelo 1 - Back-to-
Back VRFs (Elaboración Propia) 
Figura 4.13 Uso del CPU con reinicio BGP en router PE1 en el modelo 1 - Back-to-Back 
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Rana Distingtisher 	 31 ELLE 
0.000 	 2323232 34/ nobk4 
20.20,310124 
	
444.4 	 nabbe0 93 





Donde observamos que para PE2 tiene una variación entre 3% y 5%, el router PE3 tiene 
un pico de 2%, pese a que es un router de borde del AS 2 y además como se explicó 
anteriormente, solamente es una ruta virtual, lo cual no varía mucho, ahora con Pl-AS1 
tiene un pico —casi nada- de 1 % y el router PE1 con 9%, lo cual se resume en la tabla 
4.4. 
Equipo Valor máximo del uso del CPU 
Router PE2 10 % 
Router PE3 2 % 
Router Pl-AS1 1 % 
Router PE1 9% 
Tabla 4.4 Resultados del uso del CPU en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
Análisis de la implentación del Modelo 1 - Back-to-Back VRFs. 
P134shew lp bgp trpne4 vrf al label 
tbucork 	 Neat flap 	 In/014 rabel 
lbute Dist Inpuisher 	 11 (cbraak for vff EIWK) 
0040 
	 2.22.2 	 rtelabeil 96 
10.10.100/24 	 0.0.0.0 	 331 nabbe1 
2123.230/24 	 2.222 	 *alabe!, 95 
Figura 4.14 Implementación del modelo 1 - Back-to-Back VRFs (Elaboración Propia) 
De la figura 4.14 se tiene que: 
CE1 envía la red 10.10.10/24 como una actualización IPV4 a Pl-AS1 
P 1-AS1 transforma la red 10.10.10.0/24 como una ruta VPNv4, localiza una 
etiqueta 33 VPNv4 y envía como una actualización VPNv4 con él mismo con un 
"next-hop". 
PE2 acepta la red 10.10.10.0/24 en VRF BUJE para aceptar rutas con RT 1:1. 
Entonces traduce la actualización VPNv4 a 11)V4 e inserta la ruta en BLUE; PE2 
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Labod 	 orTmenild 
913- 11;bour—rivis-forwa—rdarg-- —Cake- 
local 	 Pt4fix 
Isabel 	 or Tunad Id 
90 11.11.120/24 30 2(26240/24 
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92 112692.1100100/32 32 4AM/32 612 
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90 	 31.32320/24 
91 	 3,3.33/32 
92 	 200230.20020W 32 






9616096e fryis fondeo:Un tabie 
Local 	 Opera 
Labri 	 or Tomei Id 
30 1212120/24 
31 102.100.10010CV 32 
32 2.2.2.2(32 
33 1610100/ 24 [VJ 
P1-AS34sSow «Os forwarding-t able 
baca' 	 Peeffx 
1abal 	 or Tomei Id 
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PE2 como un router parecido a CE1 y acepta la red 10.10.10.0/24 como una 
actualización de él. 
4. CE2 envía la actualización IPV4 de la red 10.10.10.0/24 a PE4. 
En la figura 4.15 tenemos la distribución de etiquetas y después el respectivo tracer del 
router CE1 a PC2 y el router CE2 a PC1. 
12216.30 
Figura 4.15 Distribución de etiquetas en la implementación del modelo 1 - Back-to-Back 
VRFs (Elaboración Propia) 
Figura 4.16 Tracert exitoso entre el router CE! al PC2 en el modelo 1 - Back-to-Back 
VRFs (Elaboración Propia) 
Figura 4.17 Tracert exitoso entre el router CE2 al PC1 en el modelo 1 - Back-to-Back 
VRFs (Elaboración Propia) 
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4.1.2.2 Modelo 2: MP-eBG1)  entre ASBRs - Next-hop-self 
En la topología que s.e muestra en la figura 4.18 se ha considerado al igual que en el 
caso anterior un total de 8 routers y dos hosts, uno de origen y el otro de destino, ambos 
ubicados en los extremos de la red. En este modelo ya no hay necesidad de configurar 
las VRFs de cada cliente en los ASBRs de los proveedores (Routers PE2 y PE3), pues 
en su lugar los ASBRs usando MP-eBGP intercambian prefijos VPNv4 para diferenciar 
los clientes VPN. 
Figura 4.18 Topología de simulación del modelo 2 - MP-eBGP entre ASBRs - Next-hop- 
self (Elaboración Propia) 
En este modelo, cuando la acción next-hop-self es usado, PE2 anuncia asimismo con el 
next hop para Pi-AS 1, y, similarmente, PE3 anuncia asimismo como next-hop a P I-
AS2. Porque el next-hop es modificado, una nueva etiqueta VPNv4 ha sido generada. El 
router de borde eBGP PE2 distribuye la ruta a PE3 en la adyacencia del sistema 
autonomo, específicamente en su propia dirección como el nex-hop-eBGP, y asigna una 
nueva etiqueta VPNv4. Esta etiqueta es progagada a PE3. 



































Respueste dusde 9.9.19.31 hyree=32 121.e120 
Respuesto desde 0.10.10.3: 1,y1es-32 tiemPo-122us 1ib-120 
Respuesto desde 	 0.10.10,3: hete:-32 1iempo-159ms TTL-120 
Respuesto desde 	 9.10.10.3: 	 IM.es-32 





rsPuesbe desde 10.10.10.3: 







Respuesta desde 18.10.18.3- bates-32 tienposIíans 111,',! 27 
Respuesta desde 10.18.10.3: 





Estadísticas da pinl, para 18.10.10.3: 
Paquetes: enviados - 100. recibido: i 2(30. perdidos - 21 
<02 perdidos), 
32e01100 eproiimades d, ida ':30:, Srt 
Mínimo - 90ms, Máximo - 219r., Media - lams 
G,\Docofftente ,and Settio,,,JW 
I'.3110, 11.1 
218,0,17:, 
Paquete,, enviados = 500. recibidos 	 500. perdidos = 0 
CO: perdidos>, 
Tiempos aproxinados de ido y vuelta en milineyondon ,  
Mínimo . 77ms. Má1liA0 o 231ms. 11:33 jo . 129ns 
C,Oocuments and Settin eVIS> 
'Estadísticas de ping para 20.20.20.3 
El router PE3 recibe la ruta VPNv4 en la sesión MP-eBGP del router PE2. El next-hop-
self es de nuevo usado y, como resultado, el next-hop es modificado desde el router PE2 
al router PE3 cuando PE3 propagado estas rutas vía sesión MP-iBGP a P1-AS2. Porque 
el next-hop es modificado, la etiqueta VPN es modificada también y va a ser usada por 
el router PE3 para mapear el trafico entrante de PE4 en el LSP conecto hacia el router 
PE3. 
Pruebas de conexión extremo-extremo 
Para verificar la conectividad entre los equipos finales del cliente se realizó la acción 
ping con un número de repeticiones de 200 y 500 desde la PC l a PC2 y en simultáneo 













































































EstddEsticou de gin9 por. 20.20.20.3: 
Payeetes ,  enviados - 200. resibidns - 200. perdEdos 
	 0 
<Os iierdidoa,. 
isma,, dere...bu:des de ido y suelte en eilisesundus: 
Minina . 07ms. 
	 . 204ms. Media - 121ms 
C,DoeuMents ond 1,1: 1:1,72> 
Figura 4.20 Ping con 200 repeticiones en el modelo Modelo 2 - Next-hop-self 
(Elaboración Propia) 
C:IWINDOWStsyst11m321CMD.exe 
Respuesta dende 20.20.20.318u0es=32 .tiempe=123ns 
Respuesta dende 20.20,20.3: 39ter=32 tiempo=12?ns 
Respuesta desde 20.20.20.3 ,  bytes-32 tiompo.-111ns 
Respuesta desde 20,20.20.3: b9tes=32 liempo,414ms 
Respuesta desde 20.20,20.3: bytes=32 tiempo-107ns 
Respuesta desde 211.20.20.3: bytes=32 tiempo=117ms 
Rerpuesta desde 20.20.20.3: 1,y0ess.32 tienpo-,1113n1 
Respuesta de,de 20.20.20.2: 89tes-32 tiemno,114ms 
Respuesta desde 20.20.20.3: b9tes=32 tiempo=127ms 
Respuesta desde 20.20.20.21 090es,-32 tiempo-124n: 
Respuesta desde 20.20.20.3: b91es=-32 tienpn-1117n: 
Respuesta desde 20.20.20.3: 89tes=32 tiomPo=142m0 
ReSpuesta dende 20.20.20.3, byte:-32 tiempo-156ms 
Respuesta desde 20.20.20.2: b90es.32 tiempo.12Sms 
Respuesta desde 20.20.20.2,  bytes•32 tiempo-143ms 
Respuesta desde 20.20.20.3: 890es=32 tiempo127ns 
Bespuesia desde 20.20.20.3: bytes,32 tiempo,142ms 
c:110INDOWStsystem321r_md.exe 
Respuesta derde10,10.10.3, 89ten=22 tiempo-104m: fT1,120 — 
'IoSpofflatkl donde 10.10.10.1: b92er=22 t1empo-124ms TTL.420 
Respuesta desde 10.10.10.2: bytes ,,-32 tiempo-141m: 211,120 
Respuesta desde 10.10.10-2: bytes=32 tiempo=150ms 111,120 
RenPUesta . desde 10.10.10.31 bytes=32 0iempo=105ms TTL=123d 
Respuesta desde 10.10.10.31 3371e1.32 tioM110-12901 TTL.120 
ResPuosta desde 10.10.10.31  892en,12 tiemp0.117ms T1'L,120 
Respuesta desde 10.10.10.3: byter=32 tiempo=104ms 121=120 
Respuesta. desde 10.10.10.9: 3092e0.32 tiempo=1.05ms TTL=121 
Respuesta dende 111.10.113.3: bytes=32 tiempo...143ms TTL.120 
Respuesta desde 10.10.10.3, bytes=32 tiempo-1321'1 T1L=120 
Respuesta desde 10.10.10.3: bytes-32 tiempe=125ms TTL=120 
Respuesta desde 10.10.10,3: bytes,32 tienpo=148mr 171.120 
Respuesta desde 10.10.10.3, bytes.,32 tiempo=1.63ms 111,120 
Respuesta desde 10.11.10.3, bytes=32 tienpo=1114ms TIL=120 
Respuesta desde '10,10.10.3, 89tes=32 tiempo-10801 TTL=120 
Respuesta desde 10.10.10.3, bytes,32 tio13pe,142ms TTL=120 
'T„stadísticas de piny para 10.10.10.2: 
Paquetes., enviados -,, 500, recibidos = 499, perdidos = 1 
(1] perdidos). 
Tiempos aproximados de ida y vuelta en nilinequadon ,  
Minino ,-- 82ns, Maxim 	 201ns, Media  1 


















Figura 4.21 Ping con 500 repeticiones en el modelo Modelo 2 - Next-hop-self 
(Elaboración Propia) 
Las pruebas de conexión fue un éxito y se logró conectividad entre los equipos finales 
del cliente. Los resultados de estas pruebas se muestran en la tabla 4.5. 
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124 ms 	 128 ms 
500 
	
129 ms 	 129 ms 
Tabla 4.5 Resultados de la conectividad entre las sedes del cliente en el modelo Modelo 2 - 
Next-hop-self (Elaboración Propia) 
Pruebas de medición del ancho de banda 
Para la medición del ancho de banda se realizaron dos pruebas con la herramienta 
IPERF a un ancho de banda de 10 Mbps y 20 Mbps. Ver figuras 4.22 y 4.23. 
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Figura 4.22 Ancho de banda a 10 Mbps en el modelo Modelo 2 - Next-hop-self 
(Elaboración Propia) 
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Figura 4.23 Ancho de banda a 20 bps en el modelo Modelo 2 - Next-hop-self 
(Elaboración Propia) 
Las dos pruebas sobre la red (10 y 20 Mbps) arrojaron los resultados mostrados en la 
tabla 4.6. 
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Ancho de banda Ancho de banda obtenido. Jitter (ms) 
10 Mbps 10.0 158.685 
20 Mbps 19.8 216.423 
Tabla 4.6 Resultados de pruebas del ancho de banda en el modelo Modelo 2 - Next-hop- 
self (Elaboración Propia) 
Pruebas de medición del tiempo de convergencia 
Para medir el tiempo de convergencia, se reinició dos veces la sesión BGP en el router 
PE2. En ese momento el sniffer conectado al router, que ya había iniciado la captura de 
tramas segundos antes, muestra las tramas BGP que anuncian las rutas. Ahora aquí 
encontramos la sesión de los vecinos 23.23.23.2 a 23.23.23.3, es decir, del router PE2 al 
router PE3. 
Luego de la ejecución del comando "clear ip bgp" en PE2 y realizada la prueba, el 
primer mensaje BGP OPEN de la sesión PE2 a PE3 llega a los 102.703 segundos de 
iniciada la captura y anuncia el número 23.23.23.2 que identifica al router PE2. La 
figura 4.24 muestra dicha trama. 
28F0277/71000  3.23.232 23.23.23.3 BGP 99 OPEN Message 
Ily-77, e 8 	 , 
O Ethernet ti, src: ca:00:0c:b8:00:1d (ca:00:0c:b8:00:1d), DSt: ca:01:0f:50:00:1c (ca:01:0f:50:00:1c) 
El Internet Protocol version 4, Src: 23.23.23.2 (23.23.23.2), Dst: 23.23.23.3 (23.23.23.3) 
iffl Transmission Control Trotocol, Src Port: 11002 (11002), DstPort: bgp (179), Seq: 1, Ack: 1, Len: 45 
JILU 8order Gateway Protocol - OPEN Message , 





De igual forma, para la sesión PE2 a PE2 a PE3 el último mensaje BGP UPDATE llega 
a los 102.9217 segundos de iniciada la captura. 
4 	 3 	 2323.23.223.2323.313GP172UPDATEMessage,KEEPALIVEMessage,KEEPALIVE Message — C 1 
.0 ..!, 	 1 
»Ell Ethernet II, Src: ca:00:0c: 8:00:1d ca:00:0c:b8:00:1d), DSt: ca:01:0f:50:00:1c (ca:01:0f:50:00:1c) 
p Internet Protocol version 4, src: 23.23.21.2 (23.23.23.2), Dst: 23.23.23.3 (23.23.23.3) 
193 Transmission Control Protocol, src Port: 11002 (11002), DSt Port: bgp (179), Seq: 65, Ack: 183, Len: 118 
;O 8order Gateway Protocol - UPDATE Message 
.;a8order Gateway Protocol - KE£PALIVE Message 
1r6 Border Gateway Protocol - KEEPALIVE message 1  
Figura 4.25 Ultimo mensaje BGP UPDATE en el modelo Modelo 2 - Next-hop-self 
(Elaboración Propia) 
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En la tabla 4.7, se muestran los resultados del tiempo de convergencia. 
Mensaje BGP Tiempo de llegada (s) 
Open BGP 02.703 1 
Update BGP 102.9217 
Tiempo de Convergencia 0.218 
Tabla 4.7 Resultados de pruebas del tiempo de convergencia en el modelo Modelo 2 - 
Next-hop-self (Elaboración Propia) 
Lo cual tenemos una variación de tiempo de 0,218 segundos. 
Pruebas del uso del CPU 
Para la prueba de utilización del CPU del router, se reinició la sesión BGP en los routers 
de borde, es decir, primero con PE2. Aquí utilizaremos el comando show processes cpu 
history en los vecinos de los routers mencionados. En las siguientes imágenes se 
muestran los resultados obtenidos 
PE2 
Figura 4.26 Uso del CPU con reinkio BGP en router PE2 en el modelo Modelo 2 - Next- 
hop-self (Elaboración Propia) 
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Figura 4.27 Uso del CPU con reinicio BGP en router PE3 en el modelo Modelo 2 - Next-
hop-self (Elaboración Propia) 
Figura 4.28 Uso del CPU con reinicio BGP en router Pl-A81 en el modelo Modelo 2 - 
Next-hop-self (Elaboración Propia) 
Figura 4.29 Uso del CPU con reinicio BGP en router PM en el modelo modelo 2 - Next-
hop-self (Elaboración Propia) 
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En la tabla 4.8, se muestran los resultados del uso del CPU 
Equipo Valor máximo del uso del CPU 
Router PE2 5 % 
Router PE3 22 % 
Router Pl-AS1 2% 
Router PE1 13% 
Tabla 4.8 Resultados del uso del CPU en el modelo 2 - Next-hop-self (Elaboración Propia) 
Análisis de la implantación del Modelo 2 - MP-eBGP entre ASBRs - Next-hop-self 
Figura 4.30 Implementación Modelo 2 - Next-hop-self (Elaboración Propia) 
De la figura 4.30 se tiene que: 
1. El router CE1 envía la red 10.10.10.0/24 como una actualización IPV4 al router 
PEl. 
Como parte de la operación LDP/LDP, PE1 envía un "implicit-null" o "POP 
label" (11.11.11.2) que es el "next hop" (siguiente salto) en la actualización VPNv4 
10.10.10.0/24. Esto es indicado para el router P1 -AS1 a la etiqueta "pop label" en el 
reenvío del paquete de datos desde CE2 a CE1. 
El router Pi-AS1 genera una etiqueta LDP 60 para el siguiente salto en la 
actualización 10.10.10.0/24. 
3. El router PE2 cambia el siguiente salto por si mismo cuando se esta propagando 
la ruta exterior en su propio sistema autonomo. PE2 además localiza una nueva 
etiqueta 96 y envía la ruta VPNv4 al router PE3. 
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. 2 .2 
PE2 
~90110 
PEMCIar fopk forhofth, 
local 
14441 	 or 110401113 
90 	 22222=m 
91 "mala» 
22.11/32 
93 	 1031001311(032 
94 	 mAxuarano/2.2 
97 	 t1,21$200996.0124 
1.0 101 190.1131100 
oals60130 
11111.0124 
01.45196how oplc 6,4..643 
Local 	 ~he 
Isbol 	 or110441133 
1.2.1.496 





labd 	 anortod 03 
60 
 














~tu mris forovaretto 
local 	 Pro% 
Ubd 	 969124 96 
30 	 2323232/32 
31 	 2424240/ 2,1 
32 	 201.321200.701032 
33 	 4444/96 
35 	 1,11202901090/01 
36 	 141161010.130/ 24 
5E4 
4'4990110 	 11144.44 
PEIPalwaw trols for~o4 
local 	 Pm% 
Uibd 	 or Totod ID 
30 	 2240220/24 
m 	 MMOIUMIYM 
al 	 222W 32 
M mimmaimM 
mnsuu nota ronweim 
load 	 Prdtc 
Labd 	 cae, Tunnel ID 
50 	 3342.960/24 
91 	 3.333/32 
n 	 231200.232200/ 32 
93 MMMWMM 
Como parte de la operación LDP/LDP, PE1 envía un "POP label" a PE3, que es 
el siguiente salto de la actualización VPNv4 10.10.10.0/24. Esto es indicado para el 
router P 1-AS1 al "pop" de la etiqueta LDP en el reenvío del paquete de datos en la 
actualización 10.10.10.0/24. 
El router P1-AS2 genera una etiqueta 61 para el siguiente salto que es el router 
PE2 en la actualización VPNv4 10.10.10.0/24 
1. El router PE2 tiene configurado el VRF BLUE para aceptar rutas con RT 1:1 y 
además traducir las actualizaciones 'VPNv4 a IPv4 e insertar la ruta en VR_F 
BLUE. Esto propaga esta ruta a CE2. En la siguiente figura tenemos la 
distribución de etiquetas y después el respectivo tracer del router CE1 a PC2 y el 
router CE2 a PC1. 
En la figura 4.32 tenemos la distribución de etiquetas y después el respectivo tracer del 
router CE1 a PC2 y el router CE2 a PC1. 
Figura 4.31 Distribución de etiquetas en la implementación del modelo 2 - Next-hop-self 
(Elaboración Propia) 
CE I ccriig.tdc tracer 25.23,23.5 
Type escape sequence 1.7c. accrt. 
Tracing t:rie re tc 21.21.23.3 
1'5.1'5.12.254 4: msec 52 :1:2C 2f msez 
2 11.11.1 1DI :MFIE: -...abels él:9- Ez 55 52 75.<12 112 ITE,IC 	 rsec 
5 12.12.12.2 :MFI5: Iatel -2- Exp :: :12 71- C 135 r.sec 2.25 msec 
4 23 . 23 . 3 	 r xr I.: I-- .1.4P'. 215 rse- 52 r.sec 
5 52.52.52.2::: 	 Iale-s 	 Exp I: 	 msec 156 msec 11.4 rsec 
6 2.5..2.22.254 56 rsec -6 rc 64 :tse:7 
" 	 msse,- 136 rsec :.56 rsec 
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Figura 4.33 Tracert exitoso entre el router CE2 al PC1 en el modelo 2 - Next-hop-self 
(Elaboración Propia) 
4.1.2.3 Modelo 3: MP-eBGP entre ASBRs - Redistribute conneeted 
En la topología que se muestra en la figura 4.34 se ha considerado al igual que en el 
caso anterior un total de 8 routers y dos hosts, uno de origen y el otro de destino, ambos 
ubicados en los extremos de la red. En este modelo cada ABSR (PE2 y PE3) acepta la 
ruta sin cambiar el siguiente salto ni la etiqueta, que continúan siendo los del ASBR 
remoto. Lo que se hace en su lugar es redistribuir las redes directamente conectadas 
dentro del IGP para anunciar el siguiente salto de las rutas recibidas desde el ASBR 
remoto. 
Figura 4.34 Topología de simulación del modelo 3- MP-eBGP entre ASBRs - 
Redistribute conneeted (Elaboración Propia) 
Éstos routers receptores crean una ruta para un host /32 para su vecino ASBR para 
acceder a la dirección del prefijo del siguiente salto. La ruta del host debe ser 
redistribuida dentro de IGP usando el comando "redistribute connected". 
90 
.2:15_67 
PE1 	 Pi-AS1 	 PE2 PE3 	 P1-AS2 	 PE4 	 CE2 CE1 
Figura 4.35 Esquema del modelo 3- MP-eBGP entre ASBRs - Redistribute connected 
(Elaboración Propia) 
Pruebas de conexión extremo-extremo 
La validación de la conectividad conectividad entre los equipos finales del cliente, es 
similar que en los dos modelos anteriores, se realizó la acción ping con un número de 
repeticiones de 200 y 500 desde la PC1 a PC2 y en simultáneo desde PC2 a PC1. 
  
C:SWIN2OWSksystem325CMD.exe 
     




Respuesta desde 192.168.3.10: bytes=32 iempo-125ni TTL-12 
'Respuesta desde 192.168.3.10: byten32 ticmp.o.-1.16ne TI 1.-12 
'Respuesta desde 192.168.3.10: bYtes.32 tienpv=i69mn TIL=12! 
Respuesta desde 192.168.3.10: b9ten"32 tierpire142ms ITL-121 
Respuesta desde 192.168.3.10: bytes-32 tnen.t54ns TT1,121 
Respuesta desde 192.168.3.10: bytes-32 tienpo, 121ns TTL.12 
Respuesta desde 192.118.3.10: bytes,22 tiempo 111ns T1L-12 
Respuesta desde 192.168.3.10: bytes-32 tienpo.111ns TTL.12' 
Respuesta desde 192.160.3.10: byte5-32 tienpo,114ms ITL=12 
Respuesta desde 192.16,8.3.1.0: b9tes.-32 tienpo=172ms 111.12. 
espuesta desde 192.168.3.10: bytes-,32 tienpo-142ms TIL--12! 
'Respuesta desde 192.118.3.10: bytes,32 tiempo 152ns T11..12' 
Respuesta dende 192.1b8.3.10: bytes=32 tiempo=214ms T11,12! 
Respuesta desde 192.168_1.10r bytes=32 tienpo.--132ne TTL=12. 
Respuesta desde 192.160.3.1M: byter.32 tienpv.16fins TTL.-12' 
Respuesta desde 192.168.3.10: bytes.32 tien00.1.55ns 111.-12! 
Respuesta desde 192.118.3.10: bytes-32 1iempo-122ms 1IL-12. 
Tstadisticas de ping papa 192.168.3.10: 
, 	 Paquetes: enviados , 200, Peeibidos = 200. perdidee 
(es perdidos>. 
Tiempos aproximados de ida 9 vuelta en milisegundos: 
Mínimo , 104ns. Máximo . 254ms. Medie - ISOns 
,C,Rocunents and Settio s,411> 
 
Respuesta desde 192.168.1.10: 	 ten 32 tienpo..124ns 1111-.120 
Respuesta desde 192.168.1.10: bytes=32 cienpo.15Ins TIL=120 
Respuesto desde 192_160.1.10: bytes=32 tiempo=135ns TIL-120 
Respuesta desde 192.1611.1.10: bytes -32 tienpo=132ms 1IL,-120 
Respuesta desde 192.168.1.10: bytes.32 tiempo•110ms TT1,120 
Respuesta desde 192.1111.1.10: bytes=32 tiempo=163ns 191-120 
Respuesta desde 192.1R8.110: bytes -32 tienpo-171ns 991-125 
Respuesta desde 192.168.1.10: bytes32 tienpo=203ns 111.-120 
Respuesta desde 192.169.1.10: byte:1,32 tienpo=170ms TIL.120 
'Respuesto desde 192.168.1.10: bYtes-32 tiempu-222ns I91-120 
Respuesta desde 192.169.1.10: bytes.32 tienpoe124ms TIL.120 
Respuesta desde 192.168.1.10: bytes .32 tieripo,154ms TTL-120 
ResPuesta desde 192.168.1.10: bytess32 tienpe147ns TIL=120 
Respuesta desde 192.168.1.10: bytes-32 tienpo=142ns TTL=120 
Respuesta desde 192.169.1.10: bytes,32 tienpo136ms I11=120 
Respuesta desde 1.92.168.1.10: b9tes ,32 t1.enpo.199ms T21,120 
RcsPueste desde 192.169.1.10: bytes-32 tienpo.109ms .111-120 
Estadísticas de piny para 192.118.1.10: 
Pequetes: enviados . 200. recibido, - 200. Perdidos =.5 
perdidos>. 
Tiempos aproximados de ida y vuelta en milisegundon: 
Mínimo - 104ns. Máxino 	 567ms. Media 	 155ns 
  
  
0:\Doeuments and Settin s'AS> 
  
Figura 4.36 Ping con 200 repeticiones en el modelo 3 - Redistribute connected 
(Elaboración Propia) 
C:SWINDOWS1system321.CMD.exe C:1WINDOWS9sys4em32cm41,exe 













. 	 Respuesta dende 192.168.1.10: 	 bytes 32 





Respuesta dende 192.168.3.10: byter,32 6iempo-131ms TIL= Respuesta desde 192.148.1.10: bytes.32 tienp0=111.nr TTL.,120 
Respuesta desde 192.168.3.149: 3,yte,'32 tiempo-453ns Respuesta desde 192.168.1.10: bytes,32 tiempol22ms TTL ,120 
Respuesta dende 192.169.3.10: bytes.32 tiempo1155ns TTL Respuesta desde 192.168.1.10: 61105 -22 tienpo-154m; TTLs120 
Respuesta desde 192.168.3.10: byter=32 tiempo. ..151ms TTU= Respuesta desde 192_169.1.10: bytes-32 tlenpo=18.2ms TTL=120 
Respuesta dende 192.168.3.15: bytes=32 tienpol25ms Respuesta dende 192.168.1.10: bytest,32 tienpoe194ns 
Respuesta desde 192.1.69.3.10: bytes-32 tiempo=141ms TTLt , espuesta desde 192.168.1.10: bytes'y32 tienpo,127ms T11,120 
Respuesta, desde 192.168.3.10: bytes-32 tiempo-128ns TIL- Respuesta desde 102.168.1.10: bytes-32 tiempo-160ms ITL-120 
ResPueeta desde 192.168.3.10: bytes=32 tiempo=153ns Respuesta desde 192.148.1. .10: b9tes=32 tienpv=197ns TT1,120 
espuesta desde 192.168,1.1191 b9tes,32 tienpo.16%s VIL- 2 	 Respuesta desde 192.168.1.10: bytes.32 tienpo=111ns 911-120 
Respuesta desde 192.168.3.10: bytes-32 tiempo-'138s TTL- Respuesta desde 192.168.1.10: bytes32 tien1w1.51ms ITL.120 
Renpostm desde 192.168.3.10: bytes-32 tiempe124ns ¡TI- Respuesta desde 192.168.1.10, bytes 112 1ienpo.133ms TT1,120 
Respuesta desde 192.168.3.10: 6ytere32 tiempoe136ns Respuesta desde 192.168.1.15: bytes-32 tiempo=11.3ms TTL=120 
espueste desde 192.168.3.10: byter• 32 (irmpu 205ms TIL , Respuesta desde 192.168.1.10: bytes-32 5iempo ,',132ns ITL-120 
Respuesta desde 192.168.3.10: by1-es.32 tienpo.133ms TTL. Respuesta. desde 192.1611.1.10: bytes.32 tienpo-(11ms 111.-120 
Estadísticas de ping pera 192.168.3.10: 
Patinetes: enviados . 500, recibidos . 500. perdidos 
<02. perdidos'>, 
Tienpos aproximados de ida y vuelta en nilisesuudos: 
Mínimo s 110ms, Mdxino e 282ns, Medie , 156ms 
 
Istadísticas de ',ling para 192.168.1-10: 
Paquetes: enviados , 5011. recibidos = 500. perdidos 	 0 
(0s; perdidos), 
Tiempos aproximados de ida y vuelta en milisegundos: 
Minino 	 1.03ms, Máxino - 257ns, Medie = 151ns 
     
C:\Documents and Settings\81> 
  
C:\Docunents and Seteinrs\RS) 
 





Retardo promedio de PC1 
A PC2 
Retardo promedio de PC2 
A PC1 
200 150 ms 155 ms 
500 156 ms 151 ms 
Tabla 4.9 Resultados de la conectividad entre las sedes del cliente en el modelo 3 - 
Redistribute connected (Elaboración Propia) 
Pruebas de medición del ancho de banda 
Al igual que en los modelos anteriores, para la medición del ancho de banda se 
realizaron tres pruebas con la herramienta IPERF a un ancho de banda de 10 Mbps y 20 
Mbps. 
CAWINDOWSIsyste037131U8.e11e • iperf3 s CAWINDOWStsyste4s3210md.exe 
SI 	 1..111.91A9,1.m. 0.00 1391,en 0.00 hita/sec 147.91 : 1 	 11 141.ft-165.01 	 2/na 1.19 	 111193.nr, 9.95 Mbit,,,e1 1.52 
1,1 	 173.91-171,00 see 0.00 Ilytet 0.00 hits,ses 147.91: 41 165.01-11,b" sea 1.20 	 111101:0s 10.0 MY/115,15ec 153 
51 174.00-175.00 sea 0.00 bytes 0.00 1331s/set. 142.94' 41 1105.01-1157.00 sea 1.20 	 1511131311 10.1 	 Mb1ts/sea 153 
SI 175.00-176.119 ves 0.00 00tes 0.00 bita,sec 147.94. 11 11/7.00 lf,1 .00 seo 1.11 	 01139134a 9.18 	 11/01/."ses (Si 
51 176.00 177.00 ase 0.00 D'InC2 3.00 1,1 0,,", 147.919 1 	 11 1131.00-169.00 5035 1.20 Mliyotea 10.0 Mbits/ace 153 
51 177.00-178.01 aire 11.9911 Pyteb 0.00 hiab.see 147.91' .1 	 41 169.00-1531.00 so, 1.90 111391es 10.0 31/ 2 1../nea 153 
51 178.01-129.01. sos• 0.30 Betes 0.00 híts,see 147.94' 41 170.00-171.01 see 1.20 MBytes 10.0 Mbits,see 113 
SI 	 179.01-110.01 son 0.00 byte, 0.09 hi1r/506 1 	 41 171,01-172.01 	 sne 1.19 0119905 9.99 41bits/8nn 152 
S/ 110.01-191.00 ra.c 0.00 Ilsotos 0.00 bita,tee 117.94' 1 	 41 192.01 	 171.01 ces 1-20 	 411,5 l'31 10.0 Mbits/tna 153 











r 	 41 









51 	 181.00'115.01 ate 0.00 Bylea 0.00 blan,ata 147.94 1 	 41 175.00-177.00 ene 1.20 Illyave 10.0 Mbit,/aos 1.53 
53 	 105.01 	 186.01 are 13.00 891:nt 0.00 híts'ase 117.94' 11 	 11 1.7.00.1,1.01 	 nes 1.20 MBeteu 10.0 Mbias,anc 153 
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51 	 118.119-108.14 sec. 14.00 bytes 0.00 bits/see 117.91' 
3 	 101 Inaermai. 1 ráll,rt.  r ISnaldwid111 729.4e1' 31,9,59 ,101,91 	 Pat.) 
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Transler Harul0Idth .1111 
41 0.00-110.01 nes 214 11890e0 9.99 Mbits/sec 147.942 s. 	 2 ,27 	 <4.3259 
57 	 0.00-191.14 3 .00 Byten 0.00 Sits,see 147.94 4 lent 29? datavean. 
••-• 	 -• 
/aneen 	 utebing op a7111 aperf Done. 
Figura 4.38 Ancho de banda a 10 Mbps en el modelo 3 - Redistribute connected 
(Elaboración Propia) 
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Figura 4.39 Ancho de banda a 20 Mbps en el modelo 3 - Redistribute connected 
(Elaboración Propia) 
La tabla 4.10 muestra los resultados de las tres pruebas. 
Ancho de banda (Mbps) Ancho de banda obtenido (Mbps) 
Jitter (ms) 
101V1bps 9.99 147.942 
20 Mbps 19.7 0.0 
Tabla 4.10 Resultados de pruebas del ancho de banda en el modelo 3 - Redistribute 
connected (Elaboración Propia) 
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Pruebas de medición del tiempo de convergencia 
La medición del tiempo de convergencia es similar en todos los casos, se reinició dos 
veces la sesión BGP en el router PE2. En ese momento el sniffer conectado al router, 
que ya había iniciado la captura de tramas segundos antes, muestra las tramas BGP que 
anuncian las rutas. Ahora aquí encontramos la sesión de los vecinos 23.23.23.2 a 
23.23.23.3, es decir, del router PE2 al router PE3. 
Luego de la ejecución del comando "clear ip bgp" en PE2 y realizada la prueba, el 
primer mensaje BGP OPEN de la sesión PE2 a PE3 llega a los 124.3890 segundos de 
iniciada la captura y anuncia el número 23.23.23.2 que identifica al router PE2. La 
figura 4.40 muestra dicha trama. 
4 	 3 124.389002000 32323.2 23.2323.3 BGP 103 OPEN Message 
ErTM 151 	 71,-5117 	 -~J.117.1tr~tt 
10 Ethernet II, Src: ca:00:0d:fc:00:1d (ca:00:0d:fc:00:1d), 05t: ca:01:14:20:00:1c (ca:01:14:20:00:1c) 
802.1q Virtual LAN, PRI: O, CFI: O, ID: 21 
@Internet Protocol version 4, src: 23.23.23.2 (23.23.23.2), Ost: 23.23.23.3 (23.23.23.3) 
,ffl Transmission Control Protocol, Src Port: 11002 (11002), Ost Port: bgp (179), Seq: 1, Ack: 1, Len: 45 
tlif@ Border Gateway Protocol - OPEN message 
Figura 4.40 Primer mensaje BGP OPEN en el modelo 3- Redistribute connected 
(Elaboración Propia) 
De igual forma, para la sesión PE2 a PE3 el último mensaje BGP UPDATE llega a los 
99.661 segundos de iniciada la captura, vemos que el router PE2 entrega el mensaje 
update con una etiqueta 60 que es la etiqueta asignado por el router P 1-AS1 tal como se 
muestra en la figura 4.41. 
LO Ethernet II, Src: ca:00:0d:fc:00:1d (ca:00:0d:fc:00:1d), 
la, Tranemiccinn rnntrnl Prnrnroll nrr pnrr. 11007 f11nn7N ncr Pnrr. hnn (174:1N non. An ae-t 
4 411771777100 3.23.23.2 23.23.23.3 13GP 320 UPDATE Message. UPDATE Message. KEEPAL. 
P.111/0-11 1~~~a ' * ..2,401110/~2-9,031~0511~11. 	  A). -ri. nsw 
El - 802.1Q virtual LAN, PRI: 0, CP': 0, ID: 23 
b.J. Internet Protocol version 4, Src: 23. 23. 23. 2 (23. 23. 23. 2) , ost : za. 23. 23. 3 (23. 23. 23. 3) 
_ 
	




Figura 4.41 Ultimo mensaje BGP UPDATE en el modelo 3 - Redistribute connected 
(Elaboración Propia) 
En la tabla 4.11, se muestran los resultados del tiempo de convergencia 
Mensaje BGP Tiempo de llegada (s) 
Open BGP 124.389 
Update BGP 124.701 
Tiempo de Convergencia 0.312 
Tabla 4.11 Resultados de pruebas del tiempo de convergencia en el modelo 3 - 
Redistribute connected (Elaboración Propia) 
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Lo cual tenemos una variación de tiempo de 0.312 segundos. 
Pruebas del uso del CPU 
Para la prueba de utilización del CPU del router, se reinició la sesión BGP en los routers 
de borde, es decir, primero con PE2. Aquí utilizaremos el comando show processes cpu 
histoiy en los vecinos de los routers mencionados. En las siguientes imágenes se 
muestran los resultados obtenidos 
Figura 4.42 Uso del CPU con reinicio BGP en router PE2 en el modelo 3 - Redistribute 
connected (Elaboración Propia) 
Figura 4.43 Uso del CPU con reinicio BGP en router PE3 en el modelo 3 - Redistribute 
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Figura 4.44 Uso del CPU con reinicio BGP en router Pl-AS1 en el modelo 3 - Redistribute 
connected (Elaboración Propia) 
Figura 4.45 Uso del CPU con reinicio BGP en router PE1 en el modelo 3 - Redistribute 
connected (Elaboración Propia) 
En la tabla 4.12, se muestran los resultados del uso del CPU 
Equipo Valor máximo del uso del CPU 
Router PE2 4 % 
Router PE3 19 % 
Router P 1-AS 1 2% 
Router PE1 15% 
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Análisis de la implantación del modelo 3 MP-eBGP entre ASBRs - Redistribute 
connected 
La figura 4.46 muestra la acción del plano del control de reenvío que toma lugar la 
advertencia del prefijo 10.10.10.0/24 por CE1 a CE2 que pertence a la VRF Rl y R2 
11 0/ 
20.2321 24 
11:621. 2192 1E1.014 4 01909~ d /44 000444 	 .14,10 402041* 
	 492094 
042. 31190eldm, 1:1 (21) 
0//041491 /4120* 	 lare 4bp 
Flarte Monigaterfic, us 
10/944094 
1040102/29 	 0260 
14.141930.21 	 4312 
32/9012961 









2496440221 1910491.0 	 3.333 0024092940411049(1* 
ed2641102 
10 	 1. 
1.91.1611.0 	 1014141 
2.161130 .1232 
1.2.022162.222. 	 tee 
35/4412129 
/.22141/ 123 ' 102133424 	 1343 102421*03 	 0.040 
010112/2132.221 	 1411312 
32224/40 
la/ 0112b0 
1140u04 3223223/24 	 2222 
01030000031 	 2221 
40146.3734 




9449e0311 2420324.0 	 2141 0,1011.113 192.10130 	 2031212 110032.104 
Figura 4.46 Implementación modelo 3- MP-eBGP entre ASBRs Redistribute 
connected 
En la figura 4.47 tenemos la distribución de etiquetas y después el respectivo tracer del 
router CE1 a PC2 y el router CE2 a PC1. 
Figura 4.47 Distribución de etiquetas en la implementación del modelo 3 - Redistribute 
connected (Elaboración Propia) 




Figura 4.48 Tracert exitoso entre el router CE! al PC2 en el modelo 3 - Redistribute 
connected (Elaboración Propia) 
Figura 4.49 Tracert exitoso entre el router CE2 al PC1 en el modelo 3 - Redistribute 
coimected (Elaboración Propia) 
4.1.2.4 Modelo 4: Multihop MP-eBGP entre Route-Refiectors (RRs) 
El modelo MPLS VPN - Route Target Rewrite tiene la característica de sustituir los 
"router target" entrantes y reemplazarlos con actualizaciones salientes de BGP. 
Típicamente, los router ASBR realiza la sustitución de los "router target" en los bordes 
de los sistemas autónomos. Los router reflectores y los del cliente pueden realizar los 
"route target" 








La principal ventaja de este modelo es que mantiene la administración de la política 
local en el sistema autónomo de enrutamiento. 
En la topología que se muestra en la figura 4.51 los routers P 1 -AS1 y Pi-AS serán los 
Route Reflectors y en donde se establecerá la sesión MP-eBGP. 
Figura 4.51 Topología de simulación del modelo 4- Multihop MP-eBGP entre Route- 
Reflectors (RRs) (Elaboración Propia) 
Pruebas de conexión extremo-extremo 
Para verificar la conectividad entre los equipos finales del cliente se realizó la acción 
ping con un número de repeticiones de 200 y 500 desde la PC1 a PC2 y en simultáneo 
desde PC2 a PC1, ver figura 4.52 con 200 repeticiones y figura 4.53 con 500 
repeticiones. 
Pirtg PC1 A PC2 
	
Pirtg PC2 A PC1 
,,zCAWINDOWSVsystem321£,Mfi.exe 
Respuesta desde 1.9.2.161.r.3.ill, hytes -31. tioripol49mtIL:1.11—^ 
Respuesta desde 122.168.3.20: 1.06 51, .32 tiempo 495ms 3. 61. 320 
'espuesta desde 192.160.2.10: hyte, -12 tiempo - 314ms TTL .120 
t'opereta desde 192.169.3.10: hytes,-32 tiempo,,417ns TTL=120 
Respuesta desde 192.161.3.103 hytes :12 tiempo i97ms 11'L-120 
Respuesta desde 192.160.3.1M: hytes-32 tiompos213nt TTL-U0 
Resptiesta delide /91 .110.3.111 hytes , 32 ti,eppo ,b4ret HL 420 
teatuesta desde 192.168.3.11: hytesr32 titequ,-30lims 3.21-120 
Respuesta desde 192.168.3.10,  byte, 32 tiempo 281ms TTL'120 
Reptie,ta deudo 191.1.68..1.0s byte, 32. tiempo-322m, TTL 120 
'espuesta desde 192.160.3.10: bytes -12 tiempo 278ns TTLs1211 
~ente desde 192.161.3.10.1 byte.'-32 tiempo-326ns 161-120 
Respuesta desde 182.161.3.10, bytes 12 6iempni366ns (11,121 
Respuesta desde 192.168.3.10,  hyte,s12 tiempo,232ns 111,120 
espuerta desde 192.118.3.101 1sytest32 tienpn=20700 TTL,120 
desde 192.168_1.10. hyles 32 11014. 2211, la 120 
lespue,ta desde 	 2.168.3.11,  hytes-32 tiempo 4111ns TU. -3241 
Estadísticas de piny para 192,2611.1.1431 
Paquetes: enviados 	 2011, recibidor • 2111. perdidos 	 8. 
0,30 -Perdidos>, 
fiemPos aProximadon de ida 9 vuelta en mi.11—  
mín i mo , 161ee, Márimo = 495ms, Media 	 277me 
 
CIWINDOWSIsyztem321.cmd,ext 
Respuest, tiesti; 192.160.1.10 , hytes -3rtictspo ,412nt 3IL=120 
Re,pote,:ta dende 192.1.68.1.10: 1.90.01, 32 11em10-160ns ITL 120 
Respuesta desde 192.148.1_10: hyten 32 110000,311ns 011,.120 
Respuesta desde 192.160.1-101 hytes.32 tienpi,331.ms TIL=120 
Respuesta desde 02.161.1-1.0 , hytes 31 tiempo ,196ns 111,12/1 
Respuesta dende 192.160J-10: hittes 32 tivopo'315ms TTL120 
Respuesta desde 191.168.1.10: hytes,32 tienpw,113ns 114 -120 
Respuesta desde 192.160.1.10: byte,,12 tiem90=294ms TTL,120 
4e160e3ta deudo 192.168.1.10: byte s'32 tiempo .310ns TTL-120 
'espeessa desde 192.161.1_10: hytes - 32 tiempo •-2.62ms, 2I1.-121 
Respuesta dende J92.1611.1.10 ,  hytes-32 tiempo 2611ns TU-120 
Respuesto desde 192.168.1,10: hytes -32 tíempoi241ns TTL12.0 
Respuesto desde 192,1,68.1.661: hytes•12 tiempo 169m., TT1,120 
Respuesto desde 192.160.1-181 hytes ,d2 tiempo-184ns Tlb 120 
Respuesta desde 192.160,1-18: luitess,32 tienpo-319ms TTL”120 
Respuesta desde 192.160,1.10, 1,yte.1.32 tiempo 292ms. 131.-121 
Respuesta dr,de 792.168.1,10, hyte,32 tiempo 210011: 	 120 
'Estadísticas de ring p310. 193.116.1.161 
Paquetes: enviados 	 2011, recibidos 	 200, perdidos - 0 
(10 perdido,:, 
Tiempos aproximados de ida y vuelta en 
Mínimo • 1E9os, Máximo - 546ns, Media • 27' 
3:Uncoments ond Settinqs\11> 
 
C:\Doeuments and Settinos\fdl2 
Figura 4.52 Ping con 200 repeticiones en el modelo 4- Multihop MP-eBGP entre Route- 
Reflectors (RRs) (Elaboración Propia) 
98 
Respuesta desde 192.168.1-10: bytes ,32 
Respuesta dende 192.1611.1.1341 bytes-32 
Respuesta dende 192.160.1_10,  1113e1>32 
Respuesta desde 192.168.1.10: bytes 32 
Respuesta desde. 192.1611.1.10,  b91e1. 32 
Respuesta desde 192.146.1.10,  blites -12 
Respuesta desde 192.168.1.10: byte1.32 
espuesta desde 1.92.168.1.10,  bytes -32 
Respuesta desde 192.169.1.10: b9ter,32 
Respuesta desde 192.168.1.10: 69111, 32 
Respuesta desde 192.118.1.10,  191es-.32 
Respuesta desde 192.118.1.10,  bytes 32 
Respuesta dende 192.168.1.101 191.e1-32 
Respuesta dende 1.92-118.1.10: 19100=32 
Respuesta desde 1.2.160.1-101 byteu 42 - 
Respuesta desde 192.160.1.10: 1911,0.32 1.u:000,110ms II 1,12.0 
Respuesta desde 192.110.1.10: 191e1.-32 tiempo .249ms TT1.s120 
150,1d136icas de t'ion Pura 192:168 -1.1.01  
Paquete,: enviados • 500, recibidos 	 500. Perdid5s - 0 
5.01 perdidos>, 
Tiempos aproximados de ida y ouelta en mílieequndos: 
Mínimo - 14211. 113x ion - 123ms. Media . 291011 
C:\Doeumeuts ond Settin 128.51. 
111e090 ,,524mn 1ll.,120 
tiempo '2.56ms T11.:.120 
tiemym.299m1 111,1211 
tiempo -348ms 1111.120 







tiempo 306ma 1T1,120 
1.iempo-269ms 111-120 
11e010-128m1e ITL=120 
tiempo 1.5ma T11,120 
ICE 
00 Its,seet, 167./W7 os 0/0 (nen, 
00 bits/see 167.297 1,4 0/0 (os/10) 
00 blts,see 117_797 os 011/ (000,/ 
00 bite/see 167.797 os 0/0 (0100) 
00 bits,nec 167.797 me (1/41 (110117) 
00 hit./uee 167.797 an 11/11 (nene.) 
019 hits./nee 147.797 a, 0/0 (nan,) 
00 hit,, eer, 147.797 me 070 Sn,o,> 
09 hít,:/ree 147,797 me 0/1 (r1113) 
00 bien/ser. 167.797 os 0,41.(oAny) 
00 1,11 «/1:11 167.797 sin 049 (000K1 
00 biee/nec 167.797 res 11.41 /nao'3 
00 bits/,ee 157.797 ms 041 (nalml 
00 1,113./ser 167.797 me 0/0 (0400) 
AM bits/see 147.797 o: 0/14 Coen05 
00 hits,sec 107.797 tr.r. 0/0 (010e) 
00 hit/iste 147.297 I, 0,0 
- - - - - - 
anduid,h 	 Jitter 	 Losí,lotial Ioeeg 
00 bies/see 167.797 me 1/23 114.331 
Ping PC1 A PC2 
33 	 IND0WSInys1em321CMD.exe 	 ping 192.168.3.10 .n 500 
Respuesta desde 192.1611.3.10, bytes,32 tiemp,325ma TTL=120 
Respuesta dende 192.168.3.10: bytese32 1iem1,o233m1 311,120 
Respuesta dende 192.168.3.101 bytes-32 tiempo-298ms TT1.1.2.0 
Respuesta desde 192.148.3.10: 19101,32 1iempo.470ma 311,120 
Respue5ta desde 192,118,3.101 bytes 32 I. lempo -531us TTL 120 
_Respuesta desde 192_160.3-1W bytea,12 tiempo -318ms TT1.-120 
Resrmesta desde 192.110.3.10: bytes. 32 tiempo-287m TTL 120 
Respuesta desde 192_169.1.101 hytes.32 tiempe,4112ms TTL-120 
Respuesta desde 192_168.3_101 8,ytese32 tiempo-409ms TTLe120 
Respuesta desde 192.166.3.101 bytes -32 1iempo --260ms 311,120 
Respuesta desde 192.118.3.10, bi3,e0032 1iem 10022101 11/,'1.28 
Respuesta desde 192.158.3.10. 1131.11 -22 1.iempe419ma 711,120 
Respuesta desde 192.168.3.10: bytes-32 tiempo.313091 1I1,120 
Respuesta desde 1.92.160.1.10,  698es-32 16empo,.,279011 721.420 
Respuesta desde 192.160.3.10,  191e1 '22 tiempo 302ms 111-120 
Respuesta desde 1.92.118.1.101 bytes. 12 tiempo 277ms 111,1219 
47oent.4 deede 192.169.9.10/ byeene-:12 tiompo,129me T.11,120 
Estadísticas de piny para 192.160.3.10: 
Paquetes: enviados 	 1911, reeibides 	 500, perdidos 
, 	 (02 perdidos). 
tiempos aproximados de ida y vuelta en mili,egundos, 
Mínimo = 157ms, Máximo 	 619ms, Medio - 289ms 
.5l15,0ocenen11 and Settin 11500> 
Ping PC2 A PC1 
,ET C:W/I900WSIsystem321cmd.exe 	 ping 192,160.1.10 • n 500 
Figura 4.53 Ping con 500 repeticiones en el modelo 4 - Multihop MP-eBGP entre Route- 
Reflectors (RRs) (Elaboración Propia) 
Las pruebas de conexión fue un éxito y se logró conectividad entre los equipos finales 
del cliente. Los resultados de estas pruebas se muestran en la tabla 4.13. 
Número de 	 Retardo promedio de PC1 Retardo promedio de PC1 
repeticiones 	 A PC2 
	 A PC2 
200 	 277 ms 	 273 ms 
500 	 289 ms 	 291 ms 
Tabla 4.13 Resultados de la conectividad entre las sedes del cliente en el modelo 4 - 
Multihop MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
Pruebas de medición del ancho de banda 
Para la medición del ancho de banda se realizaron dos pruebas con la herramienta 
IPERF a un ancho de banda de 10 Mbps y20 Mbps. 
121VMNV0W614yflem3255MILexe EIDE 
1 	 41 	 164 Pl-ih,  O, 	 Yo,  
41 	 1611./0-164.01 	 /e,' 






1 	 41 	 166.01-167_00 ,er, 
41 	 :67,00-160.00 1e3 
1_20 Mliyten 
1.111 	 101yre, 




1 	 41 	 118.00-159.00 sec 1.21 009tes 10.1 	 1116111,,see 155 
C 	 4) 169.001370.00 se, 
41 	 170.8(1,71.0.1 	 le, 
1.10 	 119MiX1, 
1.20 986611 




I 	 43 	 171.01-172.111 	 ,e, 
O 	 41 	 172.01-173.0/ 	 NCV 






I 	 41 173.011374.00 Le, 
Al 174.00-175.00 ues 
1.20 MBeleu 
1.20 ME6:/lew 




s2ues 	 15 
1_ 
I 	 Al /75.00-176.00 113 1.26 1109,eu 10.5 113111,,ec 161 
1 	 41 17(.1101377.00 roe 







1 	 4) 178.01-179.01 	 tes 1.28093101 10.0 Mbits,sec 11 
1 	 41 179.01-110.01 	 :lec 1.19 	 MBIlt.es 9.95 Mbite/ees 16) 
1 	 101 	 1111ee001 franefee t1nrIviath Jitteo Lo:e/100.0 	 0.60a9 
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Figura 4.54 Ancho de banda a 10 Mbps en el modelo 4- Multihop MP-eBGP entre Route-
Reflectors (RRs) (Elaboración Propia) 
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Figura 4.55 Ancho de banda a 20 Mbps en el modelo 4- Multihop MP-eBGP entre Route- 
Refiectors (RRs) (Elaboración Propia) 
Las dos pruebas sobre la red (10 y 20 Mbps) arrojaron los resultados mostrados en la 
tabla 4.14. 
Ancho de banda (Mbps) 
Ancho de banda obtenido 
(Mbps) 
Jitter (ms) 
10 Mbps 9.90 167.797 
20 Mbps 19.8 212.301 
Tabla 4.14 Resultados de pruebas del ancho de banda en el modelo 4 - Multihop MP- 
eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
Pruebas de medición del tiempo de convergencia 
Para medir el tiempo de convergencia, se reinició dos veces la sesión BGP en el router 
PE2. En ese momento el sniffer conectado al router, que ya había iniciado la captura de 
tramas segundos antes, muestra las tramas BGP que anuncian las rutas. Ahora aquí 
encontramos la sesión de los vecinos 45.45.45.4 a 45.45.45.5, es decir, del router PE2 al 
router PE3. 
En el primer reinicio, el primer mensaje BGP OPEN de la sesión PE2 a PE3 llega a los 
41.883 segundos de iniciada la captura y anuncia el número 45.45.45.4 que identifica al 
router PE2. La figura 4.56 muestra dicha trama. 
100 
1.88354:4000 emcable004,45-45-45,mcvideotr0aca modemcable005,45-45-45.mc.vi- - 
 
 
Frias 14::1'es en re 040u , 130 	 es captur 	 1040 ts, n met ce 
f.) E ernet 1/, src: ca:00:10:1c:00.1d ca:00:10:1c:00:1d), Ost: ca:01:08:a8:00:1c ca:01:01 
.51 802.IQ virtual LAN, PRI: O. CgI.: O. 1.0: 45 
14: Interne Protocol version 4, src: eiloderscabl e00.1. 4S-4S-45. cc. videotrOri. C a 
Onc oil cc inri 4^ 	 4.r151 	 r Doler • hien (1 20.1 Net Cirm. ir • asar a c‘it 
0000 
• 
ca 	 '1 c ce 	 • 	 oc • e a-. . 
0010 00 45 	 00 70 00 01 	 00 00 ff 06 06 64 2d2 _ 
0020 2,41 0‘ 2d 2d 2d 05 00 b3 	 2a f9 a bl Sa 47 2c 6 
0030 d6, 87.SO 311 3f ch 32 54 	 00 00 ff ff ff ff ff ff 
0040 rf 	 ff 	 ff 	 ff 	 ff ff oo 35 01 04 00 e 
'SACA 	 • 
(45.45.45.4) Dt 
A. 
Figura 4.56 Primer mensaje BGP OPEN en el primer reincio BGP en el modelo 4 - 
Multihop MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
De igual forma, para la sesión PE2 a PE3 el último mensaje BGP UPDATE llega a los 
42.305 segundos de iniciada la captura, la cual es mostrada en la figura 4.57. 
1 	 demcable004.45-45-45.mc.videotron.ca  modemcable005.45-45-45.mc.videotr0ata BGP 158 U — 
/ 1r3 802.1Q virtual LAN, PRI: O, CFI: O, ID: 45 
.csinternet Protocol version 4, src: modemcable004.45-45-45.mc.videotron.ca  (45.45.45.4), Ost: modemcable005. 
jt ElTransmission control Pretero', src Port: bgp (179), ost Port: metasys (11001), seq: 73, Ack: 173, Len: 10C. 
El sorder Gateway Protocol - UPDATE message 
marker: fffffffffifffffffffffffffffffffff 
Length: 62 
Type: UPDATE message (2) 
unfeasible routes length: O bytes 
total path attribute length: 39 bytes 
6)Path attributes 
ORIGIN: IGP (4 bytes) 
1s.1 AS_PATH: 234 (7 bytes) 
MP_REACH_NLRI (28 bytes) 
m,Flags: 0x80 (optional, Non-transitive, complete) 
Type code: MP_REACH_NLRI (14) 
Length: 25 bytes 
Address family: 1Pv4 (1) 
subsequent address family identifier: Labeled unicasx (4) 
18 Next hop network address (4 bytes) 
subnetwrark points of artachment: O 
Nerhynr6r lavar r ear hahi I 4 tv 1nfnrmrinn (16bytes) 
RILabel stack.,112 (bartem) IPv4 -3.3.3.3/32 
Label stack.111 (berreo) 1Pv4 =2.2.2.2/32  
oEl sord Gateway ',retoco( - KEEPALIVE message 
183 Sorder Gateway Protocol - KEEPALIVE message 
Figura 4.57 Ultimo mensaje BGP UPDATE en el primer reincio BGP en el modelo 4 - 
Multihop MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
En el segundo reinicio, el primer mensaje BGP OPEN de la sesión PE2 a PE3 llega a 
los 57.510 segundos de iniciada la captura y anuncia el número 45.45.45.4 que 
identifica al router PE2. La figura 4.58 muestra dicha trama. 
15751O368,sDclemcable014.45-45-45.mcv1deo8onca moderncable0C5.45-45-45.ricvideot7o0ca BGP 111 OPEN Message 
106 Et rnet II. Srt: c :...10:1c:00:14 ca:00:10:1c:00:1• 	 D5t. Ca.01.08:d8:00:1c 
1(d 802.10 virtual LAN. Par: 0, (FI: 0, ID: 45 Tnternet Protocol version d, src: oodeocable004.45-45-45...(.videotron.ca (45.45.45.d), Dst: modeldcable005.45-d5-45...c.videotran.ca  (45.45.45 
lit Bordee Gateway Protocol - oPCm message 
Transoission control Protocol, src Port: 11010 (11010). Osr Port: bgp (179), seg: 1. Ack: 1, Len: 53 
ano- aP.-. 	 j4 55  ld 	 thl 
10010 IICOO'45 , (0 DO 6100 02. 00 00 ti" 06 0578 2d 2t 	 . . *V4f 
10020 - d4 ,-24 24 2d 05 lb 02 00 b) 20 Cd 43 CO b5 05 
"T.-51.•50 18,40 00.990 cc DO 00 fe fe. fe ff ff ff 10030 
0040 f 	 f fe fe fe 1f ff ff tf 00 35- 01 04 000* 	 . 	 . 1b;e, 
Figura 4.58 Primer mensaje BGP. OPEN en el segundo reincio BGP en el modelo 4 - 
Multihop MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
0;Fiaiii'10: 111. byteS oso re' 885 bits . 111. byte, CaptUred (888 bits en nterface 
a:01:0 .a8:00:1c 
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De igual forma, para la sesión PE2 a PE3 el último mensaje BGP UPDATE llega a los 
57.869 segundos de iniciada la captura, la cual es mostrada en la figura 4.59. 
...„ . 	 . 
--# 2 57.áértád001i-001taiiie004-.45:-45:,:4$rri-  Oi'debtróh:taltiddeiiiab1005A545,‘M.É.rit.Vidé6t1.6_h'ecá:- El.GP,.'1519:., 
----,
.„ . „... 
r
i Ethernet si Src: ca:00:10:1c:00:1d (ca:00:10:1c:00:1d), DSt: ca:01:08:a8:00:1c (ca:01:08:a6:00:1c) 
íg 802.1Q virtual LAN, PRI: O, CF/: O, /O: 45 
Internet Protocol Version 4, Src: modemcable004.45-45-45.mc.videotron.ca  (45.45.45.4), Ost: modemcable005.4  
«ffl Transmission control Protocol, src Port: 11010 (11010), Dst Port: bgp (179), Seq: 73, Ack: 173, Len: 100 
8 Border Gateway Protocol - UPDATE message 
marker: ffffffffffffffffffffffffffffffff 
o Frame 20: 158 bytes on w re (1264 bits), 158 .ytes captured (1264 b ts) on nterface O 
1 • a 	 lc ca 
e8 00 45 c0 00 8c 00 04 
d 04 2d 2d 2d 05 2b 02 
3 07 50 18 3f 54 54 92 
f ff ff ff ff ff ff ff 
.» 
1 lc YS 1 	 1 
00 00 ff 06 06 45 2d 2 
00 b3 20 8d 44 Ob b5 9 
00 00 ff ff ff ff ff ff 
ff ff 00 3e 02 00 00 
	
P. ?TT 	  
	
, ....... 	 › 	  
Figura 4.59 Ultimo mensaje BGP UPDATE en el segundo reincio BGP en el modelo 4 - 
Multihop MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
En la tabla 4.15, se muestran los resultados del tiempo de convergencia. 
Mensaje BGP 
Tiempo de llegada 
en el primer reinicio 
(seg) 
Tiempo de llegada en el 
segundo reinicio (seg) 
Open BGP 41.883 57.510 
Update BGP 42.305 57.869 
Tiempo de convergencia 0.422 0.349 
Tabla 4.15 Resultados de pruebas del tiempo de convergencia en el modelo 4- Multihop 
MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
Lo cual tenemos un promedio de: 
Pruebas del uso del CPU 
0.422+0.349 
= 0.3905 seg 
2 
Para la prueba de utilización del CPU del router, se reinició la sesión BGP en los routers 
de borde, es decir, primero con PE2 y luego en PE3. Aquí utilizaremos el comando 
show processes cpu history en los vecinos de los routers mencionados. En las siguientes 
figuras se muestran los resultados obtenidos 
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Figura 4.60 Uso del CPU con reinicio BGP en router PE2 en el modelo 4- Multihop MP-
eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
Figura 4.61 Uso del CPU con reinicio BGP en router PE.3 en el modelo 4- Multihop MP-
eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
Figura 4.62 Uso del CPU con reinicio BGP en router Pl-AS1 en el modelo 4- Multihop 
MP-eBGP entre Route-Reflectors (RRs) (Elaboración Propia) 
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1040= 	 MAUS. 161.6450.1 
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Janne,» 0020 00611/d 
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2.74974.0.00 ,046451674 71806., AS 
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Donde observamos que para PE2 tiene una variación entre 3% y 4% - pese a que en este 
router se reinició el proceso BGP AS 234 - lo cual no varía mucho, ahora con PE3 tiene 
un pico máximo de 28% y para PI-AS 1 con 10 %. En la tabla 4.16, se muestran los 
resultados del uso del CPU. 
Equipo Valor máximo del uso del CPU 
Router PE2 4 % 
Router PE3 28% 
Router Pl-AS1 10% 
Tabla 4.16 Resultados del uso del CPU en el modelo 4 - Multihop MP-eBGP entre oute- 
Refiectors (RRs) (Elaboración Propia) 
Análisis de la implantación del Modelo 4 
Este enfoque es considerado para ser más escalable que las primeras opciones. En esta 
opción, la información VPNVv4 es mantenida por los RRs (Router Reflectors), que en 
la topología, tanto los routers PI -AS1 y P1-AS2 realizan esta función. 
Para reunir este requerimiento, cada proveedor necesita tener los RRs para la 
distribución de los prefijos VPNv4 e intercambiar los prefijos eBGP con las 
adyacencias externas. Los routers de borde en esta opción participan en el intercambio 
de next-hop-address BGP usando etiquetas Tv4, y los RRs transportan la información 
VPNv4. 
La figura 4.63 muestra la operación de reenvio de los prefijos a través de cada router 
tanto en AS1 y AS2. 
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Figura 4.63 Implementación modelo 4- Multihop MP-eBGP entre Route-Reflectors (RRs) 
(Elaboración Propia) 
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Corno se menciono, Pi-AS1 y P1-AS2 son los RRs, que son local en cada proveedor de 
servicios. Una sesión 1VIP-eBGP esta formada entre los RRs para transportar 
información VPNv4 a través de ambos sistemas autónomos. Una sesión BGP está 
formada entre los ASBRs (routers de borde) para intercambiar los prefijos next-hop-
address. 
En la figura 4.64, por ejemplo, el router PE1 asigna etiquetas localmente (Local Label), 
es decir, rutas que no estén conectadas directamente, es por eso que la red 23.23.23.0/24 
no se le asigna una etiqueta específica. 
Ofil 
Figura 4.64 Distribución de etiquetas en la implementación del 4 - Multihop MP-eBGP 
entre Route-Reflectors (RRs) (Elaboración Propia) 
4.1.3 Comparación de datos 
4.1.3.1 Comparación entre diferentes echo. 
Comparación de los modelos con un ping con echo = 200. 
n = 200 PC1 A PC2 PC2 A PC1 
Modelo 1 130 126 
Modelo 2 124 128 
Modelo 3 150 155 
Modelo 4 277 273 
Tabla 4.17 Comparación de modelos de un ping con 200 repeticiones. (Elaboración 
Propia) 
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Con 200 repeticiones. 
200 ----- 
Modelo 1 Modelo 2 Modelo 3 Modelo 4 
III PC1 A PC2 •PC2 A PC1 






Modelo 1 Modelo 2 Modelo 3 Modelo 4 
PC1 A PC2 III PC2 A PC1 
Comparación de los modelos con un ping con echo = 500 
n = 500 PC1 A PC2 PC2 A PC1 
Modelo 1 131 ms 128 ms 
Modelo 2 129 ms 129 ms 
Modelo 3 156 ms 151 ms 
1VIodelo 4 289 ms 291 ms 
Tabla 4.18 Comparación de los modelos con un ping con 500 repeticiones. (Elaboración 
Propia) 
4.1.3.2 Comparación de cada modelo con herramienta 1PERF 
Análisis de jitter: 
Modelo Jitter 1 (ms) Jitter 2 (ms) 
Modelo 1 119.064 198.553 
Modelo 2 158.685 216.423 
Modelo 3 147.942 0 
Modelo 4 167.797 212.301 
Tabla 4.19 Comparación de los modelos con herramienta Jitter, donde Jitter 1 es para un 
ancho de banda de 10 Mb/seg y Jitter 2 es para un ancho de banda de 20 Mb/seg. 
(Elaboración Propia) 
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Modelo 1 Modelo 2 Modelo 3 Modelo 4 
10 Mbps U20 Mbps 
  
Análisis de jitter 
250 
 
Modelo 1 Modelo 2 Modelo 3 Modelo 4 
E Jitter 1 (ms) Illtter 2 (ms) 
  
Comparación de medición 
Modelo 10 Mbps 20 Mbps 
Modelo 1 9.91 20 
Modelo 2 10 19.8 
Modelo 3 9.99 19.7 
Modelo 4 9.9 19.8 
Tabla 4.20 Comparación de ancho de banda obtenido. (Elaboración Propia 
4.1.3.3 Análisis de tiempo de convergencia. 
Modelo Tiempo de convergencia.(ms) 
Modelo 1 33.719 
Modelo 2 0.218 
Modelo 3 0.312 
Modelo 4 0.3905 
Tabla 4.21 Comparación de los tiempos de convergencia de cada modelo. a orac n 
Propia) 
107 
hl 1.1,/nAl. 20.7(9: BOBO . Reproductor multimedia VI C 
Volss %W04, Ibrwinritat Vbr Rytain 
Mes txx....1.. 	 An-next,ea, 
arlyx •ryowtrs. to.110•4 	 lo-Pr.dcal,1510.11•0, wliCad un, 
'1.111,44 
0~0 'A. 	 rtrlw 
trommtisni.',..,uryrivam rxxlIrler, 	 / 
ile......... 
e .10 osmio 4•111,10,111 III in+ Oral,. 
	 ,AIPP77..., 
M.o iedclt.1,U11 d 
•,,,,,LVL'et IWZ 	 ,....»•.:ts, .411........." 
nosr 
marrodirorrar.s. iormiabrumrairr 1,rritt.TS.~11.4.1 
9., • Irif 4-..Mcnroamt~Rw 
."1.1,1/4 (..14.1.,,1-1.1. • 	 prnto,s,,,,,krdtr 
.4t.JNSA pan0,..14. 
rki te,  I. ronsdnoly*ortn.1.:0<k 
	 / 
tx...51,..,•.1.0«. O 
,,,,,,Irw.,Iroky. n • • ...4k 
,glie 1 1  . .... 	 .1•!••••111, 	 i .11.0••••••••1 
1.44,1.d 
lo: .4 eh,. ItYír. 52.11~1 
P,•70.• Out• 
tist 
iJ 17@ Vídeo finalizado [Wat]  
COCO 
Reproductor "Multimedia VI C 
Perytdmidn 44,  ISSio kobbtulo Hen~s 
4.1.3.4 Comparación del comando "show proc cpu history" después de reseteo de 
proceso BGP. 
Modelo PE2 PE3 PE1 Pi-AS1 
Modelo 1 10% 2% 9% 1% 
Modelo 2 5% 22% 13% 2% 
Modelo 3 4% 19% 15% 2% 
Modelo 4 4% 28% 
Tabla 4.22 Comparación del uso del cpu del router. (Elaboración Propia) 
4.1.3.5 Comparación del retardo del streaming para cada modelo. 
Figura 4.65 Retardo del streaming en el modelo 1 - Back-to-Back VRFs (Elaboración 
Propia) 
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Figura 4.66 Retardo del streaming en el modelo 2 - Next-hop-self (Elaboración Propia) 
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Figura 4.67 Retardo del streaming en el modelo 3 - Redistribute connected (Elaboración 
Propia) 
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Figura 4.68 Retardo del streaming en el modelo 4 - Multihop MP-eBGP entre Route- 
Reflectors (RRs) (Elaboración Propia) 
Modelo Tiempo de retardo 
Modelo 1 5:35 
Modelo 2 5:32 
Modelo 3: 5:11! 
Modelo 4 5:35 
Tabla 4.23 Comparación del tiempo de convergencia, donde el modelo 3 tiene el tiempo 
más menor. (Elaboración Propia) 
4.1.4 Análisis de los resultados 
De las tablas 4.17 y 4.18, obtenemos tiempos de respuestas en promedio igual, por lo 
cual, no podemos concluir nada. De la tabla 4.19, tenernos que los modelos 1 y 2 tienen 
"jitter" con promedio iguales, ahora salvo por el modelo 3 que a un bandwidth de 20 
Mb/s tiene un valor de jitter de 0, esto se debe al - tal como se muestra en las figuras 
4.18, 4.19 y 4.20 — reinicio de sesiones BGP, OSPF y LDP en todos los modelos 
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Figura 4.69 Captura de reinicio de sesiones BGP y OSPF para el modelo 4, en el router 
PE4, cuando se utiliza la herramienta lperf a 20Mb/s con tráfico UDP durante un tiempo 
de 180 seg, lo cual afecta en la entrega de los paquetes UDP durante el tiempo señalado. 
Figura 4.70 Captura de reinicio de sesiones BGP para el modelo 2, en el router PE3, 
cuando se utiliza la herramienta lperf a 20Mb/s con tráfico UDP durante un tiempo de 180 
seg, lo cual afecta en la entrega de los paquetes UDP durante el tiempo señalado. 
Figura 4.71 Captura de reinicio de sesiones BGP y LDP para el modelo 1, en el router 
PE4, cuando se utiliza la herramienta Iperf a 20Mb/s con tráfico UDP durante un tiempo 
de 180 seg, lo cual afecta en la entrega de los paquetes UDP durante el tiempo señalado. 
De la Tabla 4.21, tenemos que el menor tiempo de convergencia medido (con 
herramienta vvireshark), son — después del reset BGP- los modelos 2, 3 y 4, pero es el 
modelo 3 el que tiene poco envio de actualizaciones, ya que la comunicación de los 
routers ASBR PE2 y PE3 es eBGP 
De la Tabla 4.22, se obtuvo que tanto el modelo 3 y 4 tienen el mismo impacto en los 
routers PE2 y PE3 cuando se hace uso del CPU en los routers mencionados, pero, con 
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una pequeña diferencia en el router PE3 del modelo 3, ya que para comunicarse con 
PE2 - Pues existe Multihomed - indica al sistema autónomo fuera de nuestra red por 
cual de mis salidas prefiero que el tráfico externo entre. Y para finalizar, en la Tabla 
4.23, el modelo 3 tiene un tiempo de retardo de streaming de 5:11, lo cual es un tiempo 
aceptable, recordando que si bien es un tráfico TCP, se da prioridad al tráfico streaming, 
pero, hay que recordar que ha sido de una PC a otra PC, ya que solo se esta estudiando 
los modelos que puedan, en un futuro, a aplicar criterios tales como RSPV o Tráfico de 
Ingeniería. 
De lo cual se deduce, que el modelo 3 es el ideal ya que, solo se refleja las 
configuraciones necesarias para implementar esta metodología. Las configuraciones de 
los routers PE2 y PE3 del modelo 2 son similares a la del modelo 3 de donde se excluye 
la declaración "next-hop-slef' por "route map" o Multihomed", por lo cual, tiene una 
gran escalabilidad que brinda esta implementación. 
Un punto importante a destacar es la escalabilidad que brinda el modelo 3. Ya que, la 
configuración entre los routers ASBRs se hace menos engorrosa, lo que hace más 
factible el incremento de clientes en el enlace. Pues no es necesario modificar la 
configuración en la conexión entre los proveedores de servicios cada vez que se 
agreguen clientes, lo cual la convierte en una solución muy escalable. 
4.2 Propuesta Técnica 
En base a los resultados del análisis de los resultados, se concluyó que el modelo 
"MP-eBGP entre ASBRs - Redistribute Connected" es el ideal para una implementación 
sobre Inter-AS VPN utilizando MP1s. 
Para poder implementar este modelo se necesita equipos que puedan soportar protocolos 
como BGP, MPLS y VRF que, si bien son protocolos libres, tenemos que considerar 
que cada fabricante tiene características diferentes en sus respectivos TOS, para ello 
tenernos escenarios de implementación para equipos del cliente (que son los routers 
PEs) y en los proveedores de servicio (backbone 1VIPLS). 
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4.2.1 Recursos Técnicos 
En la elección de los routers va a depender de la cantidad de tráfico, si hablamos de una 
red mediana o algo así; ahora, el tráfico, pero también va a tener sus limitaciones, como 
todo equipo digamos, si sobrepasamos esas limitaciones que tenga, ya sea de capacidad 
de forwardeo de tráfico, hardware como tal, pues simplemente ya no va a servir, 
también depende mucho para qué estemos diseñando, para que cantidad de tráfico, que 
tipo de servicios estemos mandando; por ejemplo si queremos implementar una red que 
ahorita digamos quiero nada más implementar voz pero si uno piensa que a dos arios ya 
voy empezar a meter video y voy a empezar a meter mucho tráfico de video, pues 
pensar en equipos que soporten toda esa cantidad de tráfico, como equipos más grandes 
que soporten toda esa cantidad de prefijos y toda esa cantidad de procesamientos, ahora 
si la idea es con quedarnos con nada más con 100 prefijos en mi tabla de ruteo, voy a 
manejar nada más aplicaciones de datos normales, CTPs cosas por el estilo, pues 
equipos de menos capacidad pueden servir. 
Analizaremos tres marcas tales como CISCO, JUNIPER y HUAWEI, que son las que 
más predominan en el mercado. 
4.2.1.1 CISCO 
En lo que es gama para mediana y pequeña empresa tenemos a la serie 7200 de CISCO, 
en la siguiente tabla se muestra características que ofrece dicha serie. 
Características Beneficios 
Capacidad de procesamiento Up to 2 
Mpps. 
Up to 2 Mpps 
Opciones de conectividad máxima. 
Reune una variedad de requeriemtos de 
topología con un amplio rango de puertos 
densos y opciones de interfaces. 
Amplio Servicios 
Soporta QoS, seguridad, MPLS, ancho de 
banda, multiservicio, VorP, BGP y VRF. 
Protección de Inversión 
Inversión baja con actualizaciones y 
capacidad de auto desarrollo. 
Tabla 4.24 Características y beneficios de los routers de la serie Cisco 7200 
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Además de compatibilidad de IOS CISCO que pueden ejecutarse en este equipo. 
Nombre de caraterística Publicación Información de caraterística 
MPLS VPN consiste en el establecer 
sitios 	 que 	 serán interconectados 
	 a 
través de una red núcleo proveedora 
MPLS. 
En cada sitio, hay una o más routers 




Esta característica reduce el tiempo 
12.2(17b)SXA muerto de una falla de link PE-CE 
12.2(27)SBB enrutando el tráfico de la PE-salida 
sobre un trayecto de backup al CE 
12.3(8)T Multiprotocol BGP MPLS antesde que el BGP reconverga. 
VPN 15.2(1)S 
En 12.2 (33) SRC, esta característica 
Cisco TOS XE Release fue introducida en el Cisco 7200 y el 
2.1 Cisco 7600. 
• Cisco TOS XE Release En 12.2 (33) SB, esta característica 
3.5S estaba disponible en las Cisco 7300 
Series 	 y 	 los 	 Cisco 	 10000 	 Series 
Router. 
Esta característica era integrada en el 
Cisco TOS Release 15.0 (1) M. 
Se 	 ha 	 insertado 	 el 	 siguiente 
comando: protection local-prefues. 
Esta 	 característica 	 implementa 	 el 
MPLS VPN — Convergencia local 
MPLS VPN — BGP para el Cisco IOS 6VPE y el 
Convergencia local BGP 15.0(1)S Cisco TOS 6PE sobre el MPLS. 
para 6VPE/6PE El 	 siguiente 	 comando 	 fue 
modificado: protection 	 local- 
prefixes. 
Tabla 4.25 Compatibilidad de IOS CISCO en los routers de la serie 7200 
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4.2.1.2 JUNIPER 







Tabla 4.26 Routers de la serie JUNIPER 
La Juniper Networks SRX100 Services Gateway ofrece características que proveen 
funcionalidades completas y flexibilidad en el acceso seguro a internet e intranet. Los 
servicios Gateway ofrecen estabilidad, confiabilidad y eficiencia en el enrutamiento IP 
en adición al soporte switching y conectividad LAN. El dispositivo provee 1P Security 
(IPsec), virtual private network (VPN), y servicios de firewall para pequeña y mediana 
empresa y sucursales y oficinas remotas. 
La SRX100 Services Gateway pueden ser conectados directamente a una red privada tal 
como una línea arrendada Frame Relay, BGP o Multi Protocol Label Switching (MPLS) 
o internet público. 
Junos OS Software version tested Junos OS 12.1X44-D15 
Firewall performance (max) 700 Mbps 
IPS performance 75 Mbps 
AES256+SHA-1 / 3DES+SHA-1 VPN performance 65 Mbps 
Máximo de sesiones simultáneas. 32,000 
New sessions/second (sustained, TCP, 3-way) 1,800 
Maximum security policies 384 











En esta marca tenemos las siguientes series de dicho fabricante: 
Routers empresariales de la serie AR3200 
Routers empresariales de la serie AR2200 
Routers empresariales de la serie AR1200 
Tabla 4.29 Routers de la serie HUAWEI 
Nos enfocaremos en la serie AR3200. Tenemos las siguientes características: 
Los servicios integrados incluyen conferencias de voz y admiten hasta 500 
casillas de correo de voz. 
La monitorización de redes a nivel de paquetes de servicios y el intercambio 
en caliente dinámico permiten lograr rapidez en la detección de fallos y las 
copias de seguridad. 
Firewall integrado, IPS y filtrado de URL; compatibilidad con la 
autenticación de portales, 1VIAC y 802.1x; acceso seguro de VPN IPsec, 
EVPN, DSVPN, VPN inteligente y A2A. 
BPX, servidor S1P y gateway SIP integrados con interconexiones de 
NGN/IMS/PBX para los servicios de voz; la función de calidad de 
experiencia (QoE) de Fluawei monitoriza la calidad de voz en tiempo real y 
administra dinámicamente el jitter de la memoria intermedia, la cancelación 
de eco y la compensación por pérdida de paquetes a fin de mantener 
comunicaciones de voz de alta calidad. 
Admite múltiples modos de 3G/LTE inalámbricos de alta velocidad, 
controladores de acceso inalámbricos y múltiples puntos de acceso para 
lograr comunicaciones de voces cableadas e inalámbricas sin inconvenientes. 
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Basic Features 
DFICP server/client, PPPoE server/client, PPPoA client, 
PPPoEoA client, NAT, and sub-interface management 
Voice 
RTP, SIP, SIP AG, IP PBXJTDM PBX, FXO/FXS, 
VoTP/conference call, BEST, D1SA, and SBC 
WLAN (AC) 
AP 	 management 	 (AC 	 discovery/AP 	 access/AP 
management), 	 CAPWAP, 	 WLAN 	 user 	 management, 
WLAN radio management 802.11a/b/g/n, WLAN QoS 
(WMM), and WLAN security (WEP/WPA/WPA2/Key 
management) 
LAN 
IEEE 	 802.1P, 	 IEEE 	 802.1Q, 	 IEEE 	 802.3, 	 VLAN 
management, MAC address management, and MSTP 
IPv4 Unicast Routing Routing policy, static route, RIP, OSPF, IS-IS, and BGP 
1Pv6 Unicast Routing 
Routing 	 policy, 	 static 	 route, R1Png, OSPFv3, 	 IS-ISv6, 
and BGP4+ 
Multicast 
IGMP v 1 /v2/v3, IGMP-Snooping Version 1/2/3, PIM SM, 
PIM DM, and MSDP 
MPLS 
LDP, MPLS L3 VPN, static LSP, dynamic LSP, MPLS TE, 
IP FRR, LDP FRR, and TE FRR 
VPN 
IPSec VPN, GRE VPN, DSVPN, L2TP VPN, and Smart 
VPN 
QoS 
DiffServ mode, MPLS QoS, priority mapping, traffic 
policing (CAR), traffic 	 shaping, 	 congestion avoidance 
(based 	 on 	 IP 	 precedence/DSCP WRED), 	 congestion 
management (LAN interface: SP/WRR/SP+ WRR WAN 
interface: 	 PQ/CBWFQ), MQC (traffic 	 classifier, 	 traffic 
behavior, traffic policy), hierarchical QoS, FR QoS, Smart 
Application Control (SAC), and Hard QoS 
Security 
ACL, 	 firewall, 	 802.1x authentication, 	 MAC 	 address 
authentication, Web authentication, AAA authentication, 
RADIUS 	 authentication, 	 HWTACACS 	 authentication, 
broadcast storm suppression, ARF' security, ICMP attack 
defense, URPF, IP source guard, DHCP snooping, CPCAR, 
blacklist, and IP source tracing 
Management and Maintenance 
Upgrade management, device management, web-based 
GUI, GTL, SNMP Versions 1/2c/3, NIT, CWMP, auto-
config, deployment using USB disk, NetConf, and CLI 
Tabla 4.30 Especificaciones de los routers de la serie Iluawei AR3200 
Una de las ventajas con respecto a los demás es que el almacenamiento de la memoria 
flash puede ser expandidad en una Micro-SD card. 
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4.2.2 Protocolos y referencias a emplearse 
Vamos a tomar como referencia a las normas BGP/MPLS IP Virtual Private Networks 
(VPNs) (RFC 4364 y 4365). Este documento proporciona una solución a Virtual Prívate 
Network (VPN), solución que se describe en [BGP-IP-MPLS-VPN] y otros documentos 
enumerados en la sección de Referencias. Nos referimos a estos como "BGP / MPLS IP 
VPN", porque Borde Gateway Protocol (BGP) se utiliza para la distribución de las 
rutas, y Multiprotocol Label Switching (MPLS) es para indicar que los paquetes de 
particular necesidad de seguir rutas específicas. Una VPN servicio es proporcionado por 
un proveedor de servicios (SP) a un cliente (A veces conocida como una empresa). BGP 
/ MPLS IP VPNs son utilizados en situaciones en que: 
Sobre El cliente: Utiliza la VPN solo para el transporte de paquetes IP. No quiere 
administrar una ruta troncal, el cliente podrá usar el enrutamiento dentro de sus sitios, 
pero desea subcontratar entre el sitio de enrutamiento para la SP. Quiere que el SP para 
que su encaminamiento de rutas sea completamente transparente para el cliente de la 
propia ruta. Si el cliente tiene una infraestructura enrutada en sus sitios, no quiere que 
su sitio algoritmos de enrutamiento deben ser conscientes de cualquier parte de la red 
principal de SP, que no sea el Provider Edge (PE) routers los sitios a los que se 
adjuntan. 
En particular, el cliente no quiere que su necesidad a los enrutadores, a ser consciente 
de, ya sea el nativo de la estructura de la columna vertebral SP o una superposición 
topología de los tímeles a través de la columna vertebral SP. 
Sobre el proveedor de servicios: Posiblemente (aunque no necesariamente) con MPLS-
enabled básico Routers. BGP/MPLS IP Virtual Private Networks (VPNs) (RFC 4364). 
4.2.3 Enlaces 
Se deben implementar enlaces físicos que interconecten las redes de proveedores y la 
del cliente. Los enlaces son los siguientes: 
Para la conexión entre Proveedores, se empleará un enlace serial pero, hoy en día 
tenemos la fibra óptica que puede utilizarse con la tecnología Ethernet (FCoE, Fibre 





















Para las conexiones entre el Cliente y cada Proveedor, se emplearán enlaces Fast-
Ethernet, tal como se hizo uso en la simulación, donde básicamente todo los enlaces 
fueron Fast-Ethernet. 
4.2.4 Direccionamiento IP 
Al ser una VPN, las direcciones IP utilizadas serán privadas. La siguiente tabla muestra 
los rangos utilizados en esta propuesta para el lado CE(router cliente), PE(router 
proveedor) y ASBR(routers para interconectar los ASN) . 
En lo que respecta al direccionamiento de la backbone MPLS puede ser distinto, ya que, 
puede utilizarse la infraestructura de un ISP como Viettel Perú SAC, en la cual maneja 
su propio direccionamiento IP. 
Rango Máscara Clase Uso 
192.168.1.0 255.255.255.0 C CLIENTE FINAL ASN 234 A 
 
192.168.3.0 255.255.255.0 C CLIENTE FINAL ASN 567 A 
 
10.10.10.0 255.255.255.0 A CONEXIÓN CE1 A PEL 
20.20.20.0 255.255.255.0 A CONEXIÓN CE2 A PE4. 
23.23.23.0 255.255.255.0 A CONEXIÓN ASN 234 A ASN 567. 
Tabla 4.31 Direcciones IP 
4.2.5 Topología de la red propuesta 
Figura 4.72 Topología propuesta 
Como se observó en la última figura, las direcciones propuestas son privadas ya que 
forman parte de una red que no interactúa directamente con ninguna otra. 
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USD + IGV 
CISCO SERIE 7200 US$ 1 500.00 CISCO 1770.00 
SRX100 JUNIPER US$ 1 750.00 JUNIPER 2065.00 
AR3200 HUAWEI US$ 1 300.00 HUWEI 1534.00 
Tabla 4.32 Precios solicitados en Telmark S.A.0 vía cotización. 
Hay que considerar que constantemente los productos cambian en características, 
actualizaciones lo que produce variaciones de precios. 
A la par de esto, considerar que los precios de estos equipos se fijan en moneda del 
dólar cuya volatilidad depende de factores externos lo cual influye en el precio final. 
Todos estos equipos tienen una garantía de 02 arios y un periodo de entrega máximo de 
20 días. 
Para la red backbone de MPLS se puede alquilar in 	 iaestructuras existentes de los 
operadores de servicios en el país, tal como Telefónica del Perú, América Móvil y 
Viettel Peru. O también alquilar la infraestructura del Red Dorsal Nacional de Fibra 
Óptica que se está ejecutando en paralelo a la realización de esta tesis, cuya novedad es 
que el concesionario de la RDNFO cobrará una tarifa mayorista de transporte de 27 
dólares (impuestos incluidos) por un enlace de 1 Mbps mensual, lo cual las empresas 
operadoras de Internet o cualquier otra, por fin podrán ver en provincia un mercado 
potencial para sus operaciones, debido a la política de regulación de precios a cargo de 
OSIP1 EL, asignada a este proyecto. 
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4.2.7 Beneficios de la propuesta 
Una vez que la red esté implementada, se puede ofrecer servicios de Internet dedicado 
en provincias, a precios entre 40% y 50% menos de los actuales, ya sea a través de fibra 
óptica, sistema inalámbrico no compartido de 'punto a punto o el alquiler de 
infraestructura (fibras oscuras). Y también servicios complementarios, como 
transmisión de datos, telefonía fija IP, video streaming y seguridad gestionada. 
Esta elección se basa en las pruebas realizadas en el capítulo 3, donde se observó que 
presentaba valores de retardo entre 199 ms para el caso del enlace sin tráfico, y 628 ms 
en el caso con 20 conexiones generando tráfico simultáneamente. En cuanto al ancho de 
banda, se obtuvo un rendimiento de 89.84% sin tráfico y de 47.53% con alto tráfico. 
Estos valores son comparables a los obtenidos en los demás modelos. Sin embargo, este 
modelo mostró gran capacidad para el procesamiento de información, al no utilizar más 
del 10% del CPU durante las 3 pruebas y a la vez que el proceso de reset BGP se 
comparte en los tres router, que son, Pi-AS1, PE2 y PE3. Esto es de suma importancia 
teniendo en cuenta el incremento constante de clientes que buscan contratar un servicio 
VPN. 
A la propuesta técnica también va a depender de las características de la red, qué pasaría 
si agregamos QoS, tema que no hemos tocado en la presente tesis. Los proveedores con 
redes muy grandes utilizan equipos GSR, CRS dentro de su CORE por la gran cantidad 
de prefijos y anchos de banda que pueden llegar a manejar. Como PE's los equipos más 
usados son 7600 y ASR9k.; de la cantidad de servicios que quieran agregar y de su 
planeación de crecimiento que se tenga. 
Además, el corto tiempo de convergencia obtenido en esta solución, que tuvo un valor 
máximo de 0.312 ms en el caso más crítico, permite afirmar que en caso de existir 
eventos que puedan hacer que una sesión BGP caiga, ésta se recuperará rápidamente, 
reduciendo así el tiempo de indisponibilidad de servicio hacia los clientes. 
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CONCLUSIONES Y RECOMENDACIONES 
Una vez se ha finalizado la propuesta técnica de implementación de una Inter — AS 
MPLS VPN, teniendo en cuenta que no pretende ser teórico sino un supuesto 
aproximado a futuras implementaciones de una red MPLS o implementaciones de VPN 
MPLS, de lo cual, se han obtenido las conclusiones y recomendaciones que se detallan a 
continuación: 
Se realizo el estudio de cuatro modelos de Inter-AS MPLS VPN con el 
respectivo análisis de la tasa de reinicios de adyacencias (tales como OSPF, 
BGP y LDP). 
Se explico en cada modelo el funcionamiento de MPLS, que trabaja en capa 2 y 
3 del modelo OSI y para ello se demostró haciendo uso de herramientas que se 
han detallado en la presente tesis. 
Se reviso los conceptos teóricos de los procesos globales (enrutamiento, reenvío) 
utilizados en una red sobre la que corre MPLS, así como, el funcionamiento del 
protocolo BGP que hace posible la comunicación de redes a través de un ASN. 
Se diseño y simulo una topología única para todos los modelos, que sirve para 
explicar el funcionamiento de los procesos básicos MPLS y BGP, que si bien, el 
100% fue simulación, permitio corroborar el funcionamiento de la tecnología 
para futuros casos reales. 
Se concluyo que el tercer modelo MP-eBGP entre ASBRs - Redistribute 
Connected es la mejor alternativa por la escalabilidad y calidad de servicio —pese 
a que no se hizo énfasis en tráfico de ingeniería-, que haciendo uso de "route-
map", anuncia las rutas privadas pero no el número del sistema autónomo 
privado. 
Gracias a la conmutación de etiquetas y al sencillo manejo de la misma se 
reduce procesamiento en los equipos de la red aumentando la capacidad de 
manejar un mayor tráfico que en una red IP convencional. 
Para aumentar la seguridad de la información de cada VPN se puede utilizar 
protocolos de encriptación de datos como IPSec, el cual es utilizado para 
implementar túneles VPN. Dicha encriptación se aplicará en los routers de borde 
(PEs y ASBRs), que son el enlace de comunicaciones con otras redes. 
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64 Bits 48 Bits  
EUI-64 Format 
Site Prefix 
Prefix (ISP-assigned) Subnet Interface ID 
FFFE 2nd Half of MAC 
1st Half of 
IVIAC 
ANEXO 1: IPV6 SOBRE MPLS VPN 
Introducción a IPv6 
Una dirección IPv6 está formada por 128 bits. Las direcciones se clasifican en 
diferentes tipos: unicast, multicast y anycast. 
Formato 
Las direcciones unicast generalmente se dividen en dos grupos lógicos: los primeros 
64bits identifican el prefijo de red (routing-prefix o subnet prefix), y son usados para 
encaminamiento; los últimos 64 bits identifican el interface de red del host 
(interfaceID). 
Subnet Prefix 
Flip 7th Bit (Reading 
Lett to Right) in First 
Byte to a Binary 1 
Figura 2.1 Formato dirección IPv6 
Una dirección IPv6 se representa mediante ocho grupos de cuatro dígitos 
hexadecimales, cada grupo representando 16 bits (dos octetos). Los grupos se separan 
mediante dos puntos (:). Un ejemplo de dirección IPv6 podría ser: 
2001:0000:85a3:0000:0000:8a2e:0370:7334 
Esta representación completa puede ser simplificada de varias maneras, eliminando 
partes de la representación. 
Los ceros iniciales de cada grupo pueden omitirse, aunque cada grupo debe 
contener al menos un dígito hexadecimal. 
Uno o más grupos de ceros pueden ser sustituidos por dos puntos. Esta 
sustitución puede realizarse únicamente una vez en la dirección. En caso 
contrario, obtendríamos una representación ambigua. Si pueden hacerse varias 
sustituciones, debemos hacer la de mayor número de grupos; si el número de 
grupos es igual, debemos hacer la situada más a la izquierda. Con esta regla, 
reduciríamos la dirección del ejemplo a: 2001 :0:85a3::8a2e:370:7334. 
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3. Ámbitos 
Toda dirección IPv6, excepto la dirección indefinida (::), tiene un "ámbito" (scope en 
inglés), que determina en qué partes de la red es válida. En direccionamiento unicast: 
Las direcciones link-local y la dirección de loopback tienen ámbito de enlace 
local, es decir, deben ser usadas en la red directamente conectada. Una dirección 
IPv6 Link-Local comienza con el prefijo FE80::/10 (los primeros 10 bits), luego 
los bits del 11 hasta 64 (los siguientes 54 bits) se configuran con valores de 
ceros. Los restantes 64 bits son de interfacelD. Estas direcciones usan por lo 
tanto el formato siguiente: FE80 InterfaceID. 
Las direcciones Unique Local Address (ULA) se utilizan para comunicaciones 
locales. Son enrutables sólo dentro de un ámbito cooperativo (similar a los 
rangos de direcciones privadas 10/8, 172.16/12, y 192.168/16 en IPv4). Las 
direcciones incluyen una secuencia pseudoaleatoria en el routing-prefix para 
minimizar el riesgo de conflictos en la interconexión de plataformas diferentes o 
si los paquetes se desvían a Internet (son únicas en todo el mundo). 
El resto de direcciones, excepto aquellas privadas o reservadas, tienen ámbito 
global, que significa que son mundialmente enrutables y pueden ser usadas para 
conectarse a direcciones de ámbito global en cualquier lugar. 
4. Metodos de configuración de IPv6 
Hay dos maneras para configurar una IPv6: 
Statefull es cuando se asigna manualmente o bien cuando se obtiene de un 
servidor DHCPv6 (junto a otros paramentros como Gateway, nombre, dominio, 
etc.). 
Stateless es cuando se configura automáticamente (autoconfiguración). El 
routing-prefix de la dirección global se obtiene de un router conectado a la 
misma red a través de la nueva funcionalidad Network Discovery y se completa 
con un interfaceID formato de la conversión de la MAC a 64 bits. juntamente a 
un routing-prefix global, se envía también una ruta para salir de la red. De la 
misma manera, el routing-prefix de la dirección link-local será fe800::/64 y el 
interfaceID de la conversión a 64 bits de la MAC de la interfaz. Opcionalmente, 
el router puede enviar también un routing-prefix ULA si este se está usando en 
este ámbito. 
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5. MPLS VPN sobre IPv6 
Son múltiples las técnicas disponibles para integrar servicios 113v6 en redes: podría ser 
una red puramente IPv6, una red doble pila IPv4-IPv6 ejecutándose en paralelo, o 
aprovechar un backbone MPLS/IPv4 existente (como es el caso de la solución que se 
propone más adelante). Estas soluciones, (despliegue de IPv6) son viables cuando la 
cantidad de tráfico IPv6 y los ingresos generados están emparejados con las inversiones 
y los riesgos asumidos. 
La implementación de Cisco IPv6 Provider Edge router sobre MPLS se llama 6PE, y 
permite a sitios IPv6 comunicarse entre sí a través de una red MPLS IPv4 utilizando 
MPLS Label Switched Paths (LSPs): esta función se basa en una extensión del 
multiprotocolo Border Gateway Protocol (BGP), y requiere una configuración de red 
IPv4 en el provider edge router (PE) para intercambiar información de alcanzabilidad 
IPv6, adicionando una etiqueta MPLS para cada address prefix IPv6 que se anuncia. 
Esto es: los routers multiprotocolo 6PE utilizan BGP para intercambiar información de 
accesibilidad con otros dispositivos 6PE dentro del dominio MPLS y para distribuir 
etiquetas 1Pv6 entre ellos. Todos los routers 6PE y de núcleo dentro del dominio MPLS 
IPv4 comparten un protocolo de borde interno IPv4 (Interna' Gateway Protocol - IGP), 
tales como OSPF O EIGRP. 
Los routers de borde están configurados para ser de doble pila (ejecutar fPv4 e IPv6), y 
utilizarla dirección 1Pv4 mapeada a IPv6 para el intercambio de prefijos IPv6. En la 
figura 5.1, los routers 6PE están configurados como doble pila capaz de encaminar el 
tráfico IPv4 e 11'1 76. Cada router 6PE esta configurado para ejecutar LDP (Label 
Distribution Protocol), TDP (Tag Distribution Protocol), o RSVP (Resource 
Reservation Protocol); este último para el caso que se haya configurado la ingeniería de 
tráfico para vincular etiquetas IPv4. 
La figura 5.1 ilustra el funcionamiento de 6PE: 
Figura 5.1 6PE IGP 
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Las interfaces de los routers 6PE conectadas al router CE pueden ser configuradas para 
reenviar el tráfico IPv6, IPv4, o ambos tipos de tráfico en función de los requisitos del 
cliente. Los routers 6PE IPv6 anuncian información de accesibilidad aprendida de sus 
compañeros 6PE sobre la nube MPLS. Los proveedores de servicios pueden delegar un 
prefijo IPv6 a través de la infraestructura 6PE, de esta manera, no hay impacto en un 
router CE. 
Los routers P en el núcleo de la red no son conscientes de que se están cambiando los 
paquetes IPv6. Los routers de núcleo están configurados para soportar MPLS y el 
mismo IGP IPv4 como los routers PE para establecer accesibilidad interna en el interior 
de la nube MPLS. Los routers del núcleo también utilizan LDP, TDP, o RSVF' para la 
unión de etiquetas IPv4. Implementar la funcionalidad Cisco 6PE, no tendrá ningún 
impacto en los dispositivos del núcleo MPLS, dado que dentro de la red MPLS, el 
tráfico IPv6 se reenvía mediante la conmutación de etiquetas, haciendo que el tráfico 
IPv6 sea transparente para el núcleo. No se requieren métodos de túneles IPv6 sobre 
1Pv4 o encapsulación de capa 2. 
5.1 Configuración y pruebas funcionales en topología con IPv6 
Dado que en nuestra topología ya tenemos el protocolo OSPF ejecutándose, a 
continuación tenemos que iniciar el protocolo 6PE en los routers de borde del backbone. 
El proceso es muy sencillo: los routers 6PE (R1 y R4) se configuran para el tráfico IPv4 
e IPv6. 
Entonces, los routers 6PE tienen que: 
Participar en el protocolo de pasarela interior IPv4 para establecer la accesibilidad 
interna dentro de la nube MPLS: en el ejemplo que usaremos, tenemos declaradas las 
interfaces IPv4 con OSPFv2 como IGP. 
Participar en LDP o TDP para la unión de etiquetas IPv4 como LDP. 
Ejecutar Multi-Protocol iBGP (MP-iBGP) para anunciar disponibilidad de IPv6 y 
distribuir aggregate-labels IPv6. 
Ejecutar lVfP-eBGP, un IGP IPv6 o encaminamiento estático en routers CE para 
anunciar prefijos IPv6 aprendidos de sus peers sobre la nube MPLS. 
A continuación presentaremos, corno parte de la solución propuesta, los archivos de 
configuración (running-config) 6PE de los routers de borde PE1 y PE2, y de los routers 




Figura 5.2 MPLS VPN sobre IPV6 




interface Serial 0/0 
ipv6 address 2001:1::1/124 




interface Serial 0/0 
ipv6 address 2001:2::1/124 
interface Loopback O 




mpls label protocol ldp 
mpls ldp router-id Loopback O force 




route-target import 1:1 
route-target export 1:1 
exit-address-fandly 
! 
interface Serial 0/0 
vrf forwarding CUST1 
ipv6 address 2001:1::2/124 
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interface Loopback O 
ip address 1.1.1.1 255.255.255.255 




mpls label protocol ldp 
mpls ldp router-id Loopback O force 
vrf definition CUST1 
rd 1:1 
address-family ipv6 
route-target import 1:1 
route-target expon 1:1 
exit-address-family 
interface Serial 0/0 
vrf forwarding CUST1 
ipv6 address 2001:2::2/124 
interface Loopback O 
ip address 3.3.3.3 255.255.255.255 
ip ospf 1 arca O 
5.1.2 Configuración de (MP-BGP) 
Dirección familiar VPNv6 se configura en 6VPE routers para la conexión BGP. Hay 
una conexión eBGP entre el 6VPE y los routers CE. 
--, 
CE1 
router bgp 65101 
neighbor 2001:1::2 remote-as 100 
address-family ipv6 





route.r bgp 100 
neighbor 3.3.3.3 remote-as 100 
neighbor 3.3.3.3 update-source Loopback O 
address-farnily vpnv6 




address-family ipv6 vrf CUST1 
neighbor 2001:1::1 remote-as 65101 




router bgp 65102 
neighbor 2001:2 :2 remote-as 100 
' 	 address-family ipv6 




— - 	 - 	 -- 	 - 
6PE2 
- -- — 	 — 
router bgp 100 
neighbor 1.1.1.1 remote-as 100 
neighbor 1.1.1.1 update-source Loopback O 
address-family vpnv6 
neighbor 1.1.1.1 activate 
exit-address-family 
address-family ipv6 vrf CUST1 
neighbor 2001:2::1 remote-as 65102 




BGP Next-Hop Address 
6PE2# 
show bgp vpnv6 unicast vrf CUST1 
BGP table version is 30, local router ID is 3.3.3.3 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
r RIB-failure, S Stale 
Origin codes: 1 - IGP, e - EGP, ? - incomplete 
Network 	 Next Hop 	 Metric LocPrf Weight Path 
Route Distinguisher: 1:1 (default for vrf CUST1) 
*>i20011::/124 ::1411 N14:1.1.1.1 0 100 0 ? 
*> 2001:2::/124 :: 0 32768 ? 
*>iABCD::1/128 ::FFFF:1.1.1.1 0 100 0 65 1 O 1 i 
*> ABCD::2/128 2001:2::1 0 0 65102 i 
6VPE2# show bgp vpnv6 unieast vrf CUST1 ABCD::1/128 
BGP routing table entry for [1:1]ABCD::1/128, version 30 
Paths: (1 available, best #1, table CUST1) 




2144F:1.1.1.1 (metric 3) from 1.1.1.1 (1.1.1.1) 
Origin IGP, metric 0, localpref 100, valid, internal, best 
Extended Community: RT:1:1 
mpls labels in/out nolabe1/20 
Imposición de etiquetas 
Cuando un muta 6PE recibe un paquete de un router CE vecino, busca la dirección de 
destino del paquete IPv6 en la tabla \JIU correspondiente a ese router CE Esto le 
permite encontrar inul ruta VIYI\MS. La ruta VPNv6 tiene una etiqueta asociada MPLS 
(etiqueta superior) y una etiqueta siguiente BGP-Hop asociado (etiqueta de la parte 
inferior). 
6VPE2# show bgp Irpnv6 unicast vrf CUST1 ABCD::1/128 
BGP routing táble entry for [1:11A11CD::1M28, version 30 
Paths: (1 available, best #1, table CUST1) 
Advertised to update-groups: 
2 
65101 
::FFFF:1.1.1.1 (metric 3) from 1.1.1.1 (1.1.1.1) 
Origin IGP, metric 0, localpref 100, valid, internal, best 
Extended Community: RT:1:1 




nexthop 10.2.2.1 FastEthernet2/0 label 16 
6VPE2# 
showipv6cefvrfCUST1ABCD::1/128detail 
ABCD::1/128, epoch O 
recursive via 1.1.1.1 label 20 
nexthop 10.2.2.1 FastEthernet2/0 label 16 
Prefijos IPv6 anunciados para routers CE 
El comando show ipv6 route bgp muestra las rutas BGP aprendidas por el router. 
CE1# showApm6 route bgp 
IPv6 Routing Table - 6 entries 
Codes: C - Connected, L - Local, S - Static, R - RIP, B - BGP 
- Per-user Static route, M - MIPv6 
Ii 
- ISIS Ll, 12 - ISIS L2, IA - ISIS interarea, 1S - ISIS summary 
- OSPF intra, OI - OSPF inter, 0E1 - OSPF ext 1, 0E2 - OSPF ext 2 
ON1 - OSPF NSSA ext 1, 0N2 - OSPF NSSA ext 2 
- EIGRP, EX - EIGRP external 
2001:2:1/124 [20/0] 
via FE80::C808:17FF:FE2C:0, Seria10/0 
ABCD::2/128 [20/0] 
via FE80::C808:17FF:FE2C:0, Seria10/0 
CE2# showipmGromitebgp 
IPv6 Routing Table - 6 entries 
Codes: C - Connected, L - Local, S - Static, R - RIP, B - BGP 
- Per-user Static route, M - MIPv6 
Ii - ISIS Ll, 12 - ISIS L2, IA - ISIS 
- OSPF intra, OI - OSPF inter, 0E1 - 
ON1 OSPF NSSA ext 1, 0N2 - OSPF NSSA 
interarea, IS - ISIS summary 
OSPF ext 1, 0E2 - OSPF ext 2 
ext 2 
EIGRP, EX - EIGRP external 
2001:1::/124 [20/0] 
via FE80::C809:14FF:FEB4:0, Seria10/0 
ABCD::1/128 [20/0] 
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ANEXO 2: DURECCIONAMIENTO IP 
Esquema de topología en GNS3 






F1/1 11.11.11.1/24 PROVEEDOR 
AS 1 F1/0 10.10.10.254/24 
Pl-AS1 
F1/1 12.12.12.100/24 PROVEEDOR 
AS 1 F1/0 11.11.11.100/24 
PE2 
F1/1 23.23.23.2/24 PROVEEDOR 
AS 1 F1/0 12.12.12.2/24 
PE3 
F1/1 32.32.32.3/24 PROVEEDOR 
AS2 F1/0 23.23.23.3/24 
PI-AS2 
F1/1 24.24.24.200/24 PROVEEDOR 
AS2 F1/0 32.32.32.200/24 
PE4 
F1/1  20.20.20.254/24 PROVEEDOR 





Tabla 2.1: Esquema de direceionamiento IP de la red 
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ANEXO 3: CONFIGURACIONES 




no cdp run 
interface FastEthernet1/0 
no shut 




ip add 172.16.3.1 255.255.255.0 
exit 
interface FastEthemet1/0 
ip nat out 
exit 
interface fastethemet0/1 
ip nat ins 
exit 
ip route 0.0.0.0 0.0.0.0 10.10.10.254 




no cdp run 
ip vrf BLUE 
rd 1:1 
route-target export 1:1 
route-target import 1:1 
exit 
interface Loopback0 
ip address 1.1.1.1 255.255.255.255 
exit 
interface FastEthernet1/0 
ip vrf forwarding BLUE 








mpls label protocol Idp 
mp1s label range 30 50 
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router ospf 1 
router-id 1.1.1.1 
log-adjacency-changes 
network 1.1.1.1 0.0.0.0 afea O 
network 11.11.11.0 0.0.0.255 area O 
exit 
router bgp 1 
bgp router-id 1.1.1.1 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 2.2.2.2 remote-as 1 
neighbor 2.2.2.2 update-source Loopback0 
address-family vpnv4 
neighbor 2.2.2.2 activate 
neighbor 2.2.2.2 send-community extended 
exit-address-family 








hostname P I -AS I 
no cdp nut 
interface Loopback0 
ip address 100.100.100.100 255.255.255.255 
exit 
interface FastEthernet1/0 









mpls label protocol ldp 
mpls label range 60 80 
router ospf 100 
router-id 100.100.100.100 
log-adj acency-changes 
network 11.11.11.0 0.0.0.255 area O 
network 12.12.12.0 0.0.0.255 area O 





no cdp run 
mpls label protocol ldp 
mpls label range 90 110 
ip vrf BLUE 
rd 1:1 
route-target export 1:1 
route-target impoit 1:1 
exit 
interface Loopback0 
ip address 2.2.2.2 255.255.255.255 
exit 
interface FastEthernet1/0 





ip vrf forwarding BLUE 
ip address 23.23.2,3.2 255.255.255.0 
no shut 
exit 
router ospf 2 
router-id 2,2.2.2 
log-adjacency-changes 
network 2.2.2.2 0.0.0.0 area O 
network 12.12.12.0 0.0.0,255 area O 
exit 
router bgp 1 
bgp router-id 2.2.2.2 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 1.1.1.1 remote-as 1 
neighbor 1.1.1.1 update-source Loopback0 
address-family vpnv4 
neighbor 1.1.1.1 activate 
neighbor 1.1.1.1 send-community extended 
exit-address-family 













no cdp run 
mpls label protocol ldp 
mpls label range 30 50 
ip vrf BLUE 
rd 1:1 
route-target ex-port 1:1 
route-target import 1:1 
exit 
interface Loopback0 
ip address 3.3.3.3 255.255.255.255 
exit 
interface FastEthernet1/0 
ip vrf forwarding BLUE 








router ospf 3 
router-id 3.3.3.3 
netw 32.32.32.0 0.0.0.255 area O 
netw 3.3.3.3 0.0.0.0 area O 
exit 
router bgp 2 
bgp router-id 3.3.3.3 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 4.4.4.4 remote-as 2 
neighbor 4.4.4.4 update-source Loopback0 
address-family vpnv4 
neighbor 4.4.4.4 activate 
neighbor 4.4.4.4 send-community extended 
exit-address-family 












hostname P I-AS2 
no cdp run 
mpls label protocol ldp 
mpls label range 60 80 
interface Loopback0 
ip address 200.200.200.200 255.255.255.255 
exit 
interface FastEthernet1/0 









router ospf 200 
router-id 200.200.200.200 
netw 32.32.32.0 0.0.0.255 arca O 
netw 24.24.24.0 0.0.0.255 area O 




no cdp run 
mpls tabel protocol Idp 
mpls label range 90 110 
ip vrf BLUE 
rd 1:1 
route-target export 1:1 
route-target import 1:1 
exit 
interface Loopback0 
ip address 4.4.4.4 255.255.255.255 
exit 
interface FastEthemet1/0 









ip address 20.20.20.254 255.255.255.0 
no shut 
exit 
router ospf 4 
router-id 4.4.4.4 
netw 24.24.24.0 0.0.0.255 area O 
netw 4.4.4.4 0.0.0.0 aren O 
exit 
router bgp 2 
bgp router-id 4.4.4.4 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 3.3.3.3 remote-as 2 
neighbor 3.3.3.3 update-source Loopback0 
address-family vpnv4 
neighbor 3.3.3.3 activate 
neighbor 3.3.3.3 send-community extended 
exit-address-family 









no cdp run 
interface FastEthemet1/0 
ip address 20.20.20.2 255.255.255.0 
no shut 
ip nat out 
exit 
interface FastEthernet 0/0 
ip address 172.16.4.1 255.255.255.0 
no shut 
ip nat insi 
exit 
ip route 0.0.0.0 0.0.0.0 20.20.20.254 
access-list 1 perrnit 172.16.0.0 0.0.255.255 
ip nat inside source list 1 int fa 1/0 overload 











ip add 172.16.3.1 255.255.255.0 
exit 
interface FastEthemet1/0 
ip nat out 
exit 
interface fastethernet0/1 
ip nat ins 
exit 
ip route 0.0.0.0 0.0.0.0 10.10.10.254 
ip nat inside source static 172.16.3.10 10.10.10.3 
no cdp run 
Configuración PEl. 
PE1 
hostname PE I 
ip vrf BLUE 
rd 1:1 
route-target export 1:1 
route-target import 1:1 
exit 
interface Loopback0 
ip address 1.1.1.1 255.255.255.255 
exit 
interface FastEthernet1/0 
ip vrf forwarding BLUE 








ntpls label muge 30 50 
router ospf 1 
router-id 1.1.1.1 
network 1.1.1.1 0.0.0.0 arta O 
network 11,11.11,00.0,0,255 area O 
exit 
router bgp 1 
no synchronization 
bgp router-id 1.1.1.1 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
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neighbor 2.2.2.2 remote-as 1 
neighbor 2.2.2.2 update-source Loopback0 
address-family vpnv4 
neighbor 2.2.2.2 activate 
neighbor 2.2.2.2 send-c,oinmunity extended 
exit-address-family 






no odp run 
Configuración Pi-AS1 
Pl-AS1 
hosmame Pi -AS1 
no cdp run 
interface Loopback0 
ip address 100.100.100.100 255.255.255.255 
exit 
interface FastEthernet1/0 




mpls label range 60 80 
interface FastEthernet1/1 




router ospf 100 
router-id 100.100.100.100 
log-adjacency-changes 
network 11.11.11.0 0.0.0.255 arca O 
network 12.12.12.0 0.0.0.255 area 0 






ip address 2.2.2.2 255.255.255.255 
exit 
interface FastEthernet1/0 






ip address 23.23.23.2 255255.255.0 
inpls bgp forwarding 
no shut 
exit 
mpls label range 90 110 
router ospf 3 
router-id 2.22.2 
log-adjacency-changes 
network 2.2.2.2 0.0.0.0 arca O 
network 12,12.12.0 0.0.0.255 area O 
exit 
router bgp 1 
no synchronization 
bgp router-id 2.2.2.2 
no bgp default ipv4-unicast 
no bgp default route-target filter 
bgp log-neighbor-changes 
neighbor 23.23.23.3 remote-as 2 
neighbor 1.1.1.1 remote-as 1 
neighbor 1.1.1.1 update-source Loopback0 
address-family vpnv4 
neighbor 23.23.23.3 activate 
neighbor 23.23.23.3 send-commtufity extended 
neighbor 1.1.1.1 activate 
neighbor 1.1.1.1 next-hop-self 
neighbor 1.1.1.1 send-community extended 
exit-address-family 
exit 





ip address 3.3.3.3 255.255.255.255 
exit 
interface FastEthemet1/0 
ip address 23.23.23.3 255.255.255.0 









mpls label range 30 50 
router ospf 3 
router-id 3.3.3.3 
netw 3.3.3.3 0.0.0.0 arca 2 
netw 32.32.32.0 0.0.0.255 area 2 
exit 
router bgp 2 
no synchronization 
bgp router-id 3.3.3.3 
no bgp default ipv4-unicast 
no bgp default route-target filter 
bgp log-neighbor-changes 
neighbor 23.23.23.2 remote-as 1 
neighbor 4.4.4.4 remate-as 2 
neighbor 4.4.4.4 update-source Loopback0 
address-family vpnv4 
neighbor 23.23.23.2 activate 
neighbor 23.23.23.2 send-conununity extended 
neighbor 4.4.4.4 activate 
neighbor 4.4.4.4 next-hop-self 
neighbor 4.4.4.4 send-community extended 
exit-address-family 
exit 
no cdp nm 
Configuración P1-AS2 
Pi-AS2 
hostname P I -AS2 
interface Loopback0 
ip address 200.200.200.200 255.255.255.255 
EXIT 
interface FastEthemet1/0 









mpls label range 60 80 
router ospf 200 
router-id 200.200.200.200 
netw 32.32.32.0 0.0.0.255 area 2 
netw 24.24.24.0 0.0.0.255 area 2 
netw 200.200.200.200 0.0.0.0 area 2 
143 
exit 
no cdp run 
PE4 
hostname PE4 
ip vrf BLUE 
rd 1:1 
route-target export 1:1 
route-target import 1:1 
exit 
interface Loopback0 
ip address 4.4.4.4 255.255.255.255 
exit 
interface FastEthernet1/0 





ip vrf forwarding BLUE 
ip address 20.20.20.254 255.255.255.0 
no shut 
exit 
rnpls label range 90 110 
router ospf 4 
router-id 4.4.4.4 
netw 24.24.24.0 0.0.0.255 arca 2 
netw 4.4.4.4 0.0.0.0 arca 2 
exit 
router bgp 2 
no synchronization 
bgp router-id 4.4.4.4 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 3.3.3.3 remote-as 2 
neighbor 3.3.3.3 update-source Loopback0 
address-family vpnv4 
neighbor 3.3.3.3 activate 
neighbor 3.3.3.3 send-community extended 
exit-address-family 

















ip address 172.16.4.1 255.255.255.0 
no shut 
exit 
int fast 1/0 
ip nat out 
exit 
int fast 0/0 
ip nat ins 
exit 
ip mute 0.0.0.0 0.0.0.0 20.20.20.254 
ip nat inside source static 172.16.4.10 20,20.20.3 
no cdp nut 





ip address 99.99.99.99 255.255.255.255 




encapsulation dot1Q 10 
ip address 10.10.10.1 255.255.255.0 
exit 
router ospf 99 
router-id 99.99.99.99 
log-adjacency-changes 
network 99.99.99.99 0.0.0.0 ama O 





no cdp run 
ip vrf Rl 
rd 1:1 
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route-target export 1:1 
route-target import 1:1 
mpls label rango 30 60 
mpls label protocol ldp 
interface Loopback0 
ip address 1.1.1.1 255.255.255.255 
exit 
int fa 1/0 
no shut 
.exit 




encapsulation dotl Q 10 
ip vrf forwarding R1 




encapsulation dot1Q 11 




router ospf 1 
router-id 1.1.1.1 
netw 11.11.11.0 0.0.0.255 area 3 
netw 1.1.1.1 0.0.0.0 are 3 
exit 
router ospf 2 vrf R1 
log-adjacency-changes 
redistribute bgp 234 subnets 
network 10.10.10.0 0.0.0.255 area 0 
exit 
router bgp 234 
bgp router-id 1.1.1.1 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 2.2.2.2 remote-as 234 
neighbor 2.2.2.2 update-source Loopback0 
address-family vpnv4 
neighbor 2.2.2.2 activate 
neighbor 2.2.2.2 send-community extended 
exit-address-family 
address-family ipv4 vrf R1 









no cdp tun 
mpis 1dp router-id Loopback0 
mpls label range 70 100 
mpls 1abel protocol idp 
interface Loopback0 
ip address 100.100.100.100 255.255.255.255 
exit 




encapsulation dotIQ 11 
ipaddress 11.11.11.100 255.255.255.0 
mpls ip 
exit 




encapsulation dot1Q 12 
ip address 12.12.12.100 255.255.255.0 
mpls ip 
exit 
router ospf 100 
router-id 100.100.100.100 
netw 11.11.11.0 0.0.0.255 arca 3 
netw 12.12.12.0 0.0.0.255 ama 3 




mpls ldp router-id Loopback0 
inpls label rango 110 140 
mpls label protocol ldp 
interface Loopback0 
ip address 2.2.2.2 255.255.255.255 
exit 
int fa 1/0 
no shut 
exit 







encapsulation dot1Q 12 
ip address 12.12.12.2 255.255.255.0 
mpls ip 
exit 
router ospf 2 
router-id 2.2.2.2 
netw 2.2.2.2 0.0.0.0 area 3 
netw 12.12.12.0 0.0.0.255 area 3 
exit 
interface FastEthernet1/1.23 
encapsulation dotl Q 23 
ip address 23.23.23.2 255.255.255.0 
mpls bgp forwarding 
exit 
router bgp 234 
bgp router-id 2.2.2.2 
no bgp default ipv4-tmicast 
no bgp default route-target filter 
bgp log-neighbor-changes 
neighbor 1.1.1.1 remote-as 234 
neighbor 1.1.1.1 update-source Loopback0 
neighbor 23.23.23.3 remote-as 567 
address-family vpnv4 
neighbor 1.1.1.1 activate 
neighbor 1.1.1.1 next-hop-self 
neighbor 1.1.1.1 send-community extended 
neighbor 23.23.23.3 activate 
neighbor 23.23.23.3 send-comnumity extended 
neighbor 23.23.23.3 route-map RT-REWRITE in 
exit-address-family 
exit 
ip extcommunity-list 8 permit rt 8:8 
route-map RT-REWRITE pennit 10 
match extcommunity 8 
set extcomrn-list 8 delete 
set extcommunity rt 1:1 
exit 





mpls ldp router-id Loopback0 
mpls label range 30 60 
mpls label protocol ldp 
interface Loopback0 
ip address 3.3.3.3 255.255.255.255 
exit 
148 
int fa 1/0 
no shut 
exit 




encapsulation dot1Q 23 
ip address 23.23.23.3 255.255.255.0 
mpls bgp forwarding 
exit 
interface FastEthernet1/1.32 
encapsulation dotl Q 32 
ip address 32.32.32.3 255.255.255.0 
mpls ip 
exit 
router ospf 3 
router-id 3.3.3.3 
netw 3.3.3.3 0.0.0.0 arca 6 
netw 32.32.32.0 0.0.0.255 arca 6 
exit 
router bgp 567 
bgp router-id 3.3.3.3 
no bgp default ipv4-unicast 
no bgp default route-target filter 
bgp log-neighbor-changes 
neighbor 4.4.4.4 remote-as 567 
neighbor 4.4,4.4 update-source Loopback0 
neighbor 23.23.23.2 remote-as 234 
address-family vpnv4 
neighbor 4.4.4.4 activate 
neighbor 4.4.4.4 next-hop-self 
neighbor 4.4.4.4 send-community extended 
neighbor 23.23.23.2 activate 
neighbor 23.23.23,2 send-community extended 
neighbor 23.23.23.2 route-map RT-REWR1TE in 
exit-address-family 
exit 
ip extcommunity-list 1 permit rt 1:1 
route-map RT-REWR1TE pennit 10 
match extcommunity 1 
set extcotrun-list 1 delete 
set extconununity rt 8:8 
exit 




hostname P I -AS2 
mpls ldp router-id Loopback0 
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mpls label range 70 100 
mpls label protocol ldp 
interface Loopback0 
ip address 200.200.200.200 255.255.255.255 
exit 







encapsulation dot1Q 32 




encapsulation dot1Q 24 
ip address 24.24.24.200 255.255.255.0 
mpls ip 
exit 
router ospf 200 
router-id 200.200.200.200 
netw 200.200.200.200 0.0.0.0 area 6 
netw 32.32.32.0 0.0.0.255 arca 6 





ip vrf R8 
rd 8:8 
route-target export 8:8 
route-target import 8:8 
exit 
mpls label range 110 140 
mpls label protocol ldp 
tag-switching tdp router-id Loopback0 
interface Loopback0 
ip address 4.4.4.4 255.255.255.255 
exit 
int fa 1/0 
no shut 
exit 





encapsulation dot1Q 24 




encapsulation dotl Q 20 
ip vrf forwarding R8 
ip address 20.20.20.254 255.255.255.0 
exit 
router ospf 4 
router-id 4.4.4.4 
netw 4.4.4.4 0.0.0.0 aren 6 
netw 24.24.24.0 0.0.0.255 area 6 
exit 
router ospf 7 vrf R8 
log-adjacency-changes 
redistribute bgp 567 subnets 
network 20.20.20.0 0.0.0.255 area O 
exit 
router bgp 567 
bgp router-id 4.4.4.4 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 3.3.3.3 remote-as 567 
neighbor 3.3.3.3 update-source Loopback0 
address-farnily vpnv4 
neighbor 3.3.3.3 activate 
neighbor 3.3.3.3 send-community extended 
exit-address-family 
address-farnily ipv4 vrf R8 









ip address 88.88.88.88 255.255.255.255 
exit 
interface FastEthernet1/0.20 
encapsulation dot1Q 20 
ip address 20.20.20.2 255.255.255.0 
exit 
int fast 1/0 
no shut 
exit 




network 88.88.88.88 0.0.0.0 arca O 
network 20.20.20.0 0.0.0.255 area 0 
exit 










interface FastEthemet 1/0.12 
encapsulation dot1Q 12 
ip addicss 12.12.12.1 255.255.255.0 
exit 
router ospf 1 
router-id 1,1.1.1 
log-adjacency-changes 
network 1.1.1.1 0.0.0.0 are-a O 





no cdp run 
ip vrf CE1 
rd 1:1 
route-target export 1:1 
route-target import 1:1 
exit 
mpls label range 30 60 
mpls label protocol ldp 
tag-switching tdp router-id Loopback0 
interface Loopback0 










encapsulation dot1Q 12 
ip vrf forwarding CE1 
ip address 12.12.12.2 255.255.255.0 
exit 
interface FastEthernet1/1.23 
encapsulation dot1Q 23 
ip address 23.23.23.2 255.255.255.0 
mpls ip 
exit 
router ospf 2 vrfCE1 
log-adjacency-changes 
redistribute bgp 234 subnets 
network 12.12.12.2 0.0.0.0 aren O 
exit 
router ospf 10 
router-id 2.2.2.2 
netw 23.23.23.0 0.0.0.255 ama 3 
netw 2.2.12 0.0.0.0 area 3 
exit 
router bgp 234 
bgp router-id 2.2.2.2 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 3.3.3.3 remote-as 234 
neighbor 3.3.3.3 update-source Loopback0 
address-farnily ipv4 
neighbor 3.3.3.3 activate 
neighbor 3.3.3.3 send-label 
no auto-sununary 
no synchronization 
network 2.2.2.2 mask 255.255.255.255 
exit-address-fannly 
address-family vpnv4 
neighbor 3.3.3.3 activate 
neighbor 3.3.3.3 send-community extended 
exit-address-family 
address-family ipv4 vrf CE1 








no c,dp run 
mpls label range 70 100 
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interface Loopback0 









encapsulation dot1Q 23 




encapsulation dot1Q 34 
ip address 34.34.34.3 255.255.255.0 
niPls ip 
exit 
router ospf 20 
router-id 3.3.3.3 
netw 3.3.3.3 0.0.0.0 area 3 
netw 23.23.23.0 0.0.0.255 area 3 
netw 34.34.34.0 0.0.0.255 area 3 
exit 
router bgp 234 
bgp router-id 3.3.3.3 
no bgp default ipv4-unicast 
bgp log-neig,hbor-changes 
neighbor 2.2.2.2 remote-as 234 
neighbor 2.2.2.2 update-source Loopback0 
neighbor 4.4.4.4 remote-as 234 
neighbor 4.4.4.4 update-source Loopback0 
neighbor 6.6.6.6 remote-as 567 
neighbor 6.6.6.6 ebgp-multihop 255 
neighbor 6.6.6.6 update-source Loopback0 
address-family ipv4 
neighbor 2.2,2.2 activate 
neighbor 2.2.2.2 route-reflector-client 
neighbor 2.2.2.2 send-label 
neighbor 4.4.4.4 activate 
neighbor 	 route-reflector-client 
neighbor 4,4.4.4 send-label 
no auto-summary 
no synchronization 
network 3.3.3.3 mask 255.255.255.255 
exit-address-farnily 
address-family vpnv4 
neighbor 2.2.2.2 activate 
neighbor 2.2.2.2 route-reflector-client 
neighbor 2.2.2.2 send-c,ommunity extended 
neighbor 6.6.6.6 activate 
neighbor 6.6.6.6 next-hop-unchanged 
neighbor 6.6.6.6 send-community extended 
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neighbor 6.6.6.6 route-map RT-REWRITE in 
exit-address-family 
ip extcommunity-list 8 permit rt 8:8 
route-map RT-REWRITE pennit 10 
match extcommunity 8 
set extcomm-list 8 delete 
set extcommunity rt 1:1 




no cdp run 
mpls Idp router-id Loopback0 
mpls label range 110 140 
mpls label protocol ldp 
interface Loopback0 









encapsulation dot1Q 34 




encapsulation dot1Q 45 
ip address 45.45.45.4 255.255.255.0 
mpls bgp forwarding 
exit 
router ospf 30 
router-id 4.4.4.4 
netw 4.4.4.4 0.0.0.0 arca 3 
netw 34.34.34.0 0.0.0.255 area 3 
exit 
router bgp 234 
bgp router-id 4.4.4.4 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 3.3.3.3 remote-as 234 
neighbor 3.3.3.3 update-source Loopback0 
neighbor 45.45.45.5 remote-as 567 
address-fannly ipv4 
neighbor 3.3.3.3 activate 
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neighbor 3.3.3.3 next-hop-self 
neighbor 3.3.3.3 send-label 
neighbor 45.45.45.5 activate 







no cdp run 
mpls ldp router-id Loopback0 
mpls label range 30 60 
mpls label protocol ldp 
interface Loopback0 









encapsulation dot1Q 45 
ip address 45.45.45.5 255.255.255.0 
mpls bgp forwarding 
exit 
interface FastEthernet1/1.56 
encapsulation dot1Q 56 
ip address 56.56.56.5 255.255.255.0 
mpls ip 
exit 
router ospf 40 
router-id 5.5.5.5 
netw 5.5.5.5 0.0.0.0 area 2 
netw 56.56.56.0 0.0.0.255 atea 2 
exit 
router bgp 567 
bgp router-id 5.5.5.5 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 6.6.6.6 remote-as 567 
neighbor 6.6.6.6 update-source Loopback0 
neighbor 45.45.45.4 remote-as 234 
address-family ipv4 
neighbor 6.6.6.6 activate 
neighbor 6.6.6.6 next-hop-self 
neighbor 6.6.6.6 send-label 
neighbor 45.45.45.4 activate 








no cdp run 
interface Loopback0 









encapsulation dot1Q 56 




encapsulation dot1Q 67 
ip address 67.67.67.6 255.255.255.0 
mpls ip 
exit 
router ospf 50 
router-id 6.6.6.6 
netw 6.6.6.6 0.0.0.0 area 2 
netw 56.56.56.0 0.0.0.255 area 2 
netw 67.67.67.0 0.0.0.255 area 2 
exit 
router bgp 567 
bgp router-id 6.6.6.6 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 3.3.3.3 remote-as 234 
neighbor 3.3.3.3 ebgp-multihop 255 
neighbor 3.3.3.3 update-source Loopback0 
neighbor 5.5.5.5 rernote-as 567 
neighbor 5.5.5.5 update-source Loopback0 
neighbor 7.7.7.7 remote-as 567 
neighbor 7.7.7.7 update-source Loopback0 
address-family ipv4 
neighbor 5.5.5.5 activate 
neighbor 5.5.5.5 route-reflector-client 
neighbor 5.5.5.5 send-label 
neighbor 7.7.7.7 activate 
neighbor 7.7.7.7 route-reflector-client 




network 6.6.6.6 mask 255.255.255.255 
exit-address-family 
address-family vpnv4 
neighbor 3.3.3.3 activate 
neighbor 3.3.3.3 next-hop-unchanged 
neighbor 3.3.3.3 send-community extended 
neighbor 3.3.3.3 route-map RT-REWRITE in 
neighbor 7.7.7.7 activate 
neighbor 7.7.7.7 route-reflector-client 
neighbor 7.7.7.7 send-community extended 
exit-address-farnily 
ip extcommunity-list 1 perrnit rt 1:1 
route-map RT-REWRITE pennit 10 
match extcornmunity 1 
set extconun-list 1 delete 
set extcommunity rt 8:8 
exit 




ip vrf CE2 
rd 8:8 
route-target export 8:8 
route-target import 8:8 
exit 
mp1s label range 110 140 
mpls Label protocol ldp 
tag-switching tdp router-id Loopback0 
interface Loopback0 









encapsulation dot1Q 67 




encapsulation dot IQ 78 
ip vrf forwarding CE2 
ip address 78.78.78.7 255.255.255.0 
exit 
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router ospf 7 vrf CE2 
log-adjacency-changes 
redistribute bgp 567 subnets 
network 78.78.78.7 0.0.0.0 ama O 
exit 
router ospf 60 
router-id 7.7.7.7 
netw 7.7.7.7 0.0.0.0 atea 2 
netw 67.67.67.0 0.0.0.255 ares 2 
exit 
router bgp 567 
bgp router-id 7.7.7.7 
no bgp default ipv4-unicast 
bgp log-neighbor-changes 
neighbor 6.6.6.6 remota-as 567 
neighbor 6.6.6.6 update-source Loopback0 
address-family ipv4 
neighbor 6.6.6.6 activate 
neighbor 6.6.6.6 send-label 
no auto-summary 
no synchronization 
network 7.7.7.7 mask 255.255.255.255 
exit-address-family 
address-family vpitv4 
neighbor 6.6.6.6 actívate 
neighbor 6.6.6.6 send-conununity extended 
exit-address-family 
address-family ipv4 vrf CE2 








no cdp ron 
interface Loopback0 






encapsulation dot1Q 78 
ip address 78.78.78.8 255.255.255.0 
exit 
router ospf 8 
mutar-id 8.8.8.8 
log-adjacency-changes 
network 8.8.8.8 0.0.0.0 ama 0 
network 78.78.78.8 0.0.0.0 ama O 
exit 
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