Abstract. We study the rate of growth experienced by the Kronecker coefficients as we add cells to the rows and columns indexing partitions. We do this by moving to the setting of the reduced Kronecker coefficients.
Introduction
The Kronecker coefficients g λ,µ,ν are fundamental constants in Representation Theory. They describe how irreducible representations of GL(V ⊗ W ) split, when viewed as representations of GL(V ) × GL(W ). They are also the structural constants for the tensor products of irreducible representations of the symmetric groups.
In spite of their importance, very little is known about the Kronecker coefficients, and this leaves some fundamental questions unanswered. For example, are the Kronecker coefficients described by a positive combinatorial rule, akin to the Littlewood-Richardson rule [2, 3, 22] ? How difficult is it, algorithmically, to compute Kronecker coefficients [39, 10, 7, 42] , or to determine they are nonzero [44, 21] ? Remarkably, this latter problem relates the Kronecker coefficients with the quantum marginal problem in Quantum Information Theory [30, 13, 12] .
A feature of the Kronecker coefficients that has been studied recently is the stability phenomenon: the fact that some sequences of Kronecker coefficients are eventually constant. The first example of such a behavior was observed by Murnaghan in 1938 [40] . The Kronecker coefficients g λ,µ,ν are indexed by triples of partitions (λ, µ, ν), and Murnaghan's stable sequences are obtained by incrementing the first part of all three partitions at each step. Their limit values (the reduced, or stable Kronecker coefficients) are interesting objects in their own right. As seen in [8] , they contain enough information to recover the value of the Kronecker coefficients and are believed to be simpler to understand. For example, it is conjectured that they satisfy the saturation property [28, 31] , and they have been used to find efficient formulas for computing some Kronecker coefficients [7] . Many more sequences of Kronecker coefficients are stable: large families have been produced by means of methods from geometry [36, 37, 38] , enumerative combinatorics [54, 55] or symmetric functions calculations [41] . These stable sequences of Kronecker coefficients have general term of the form g λ+nα,µ+nβ,ν+nγ , where we add, and multiply a partition by a scalar, as it is usually done for vectors.
Murnaghan's case corresponds to α = β = γ = (1).
In [52] , it was conjectured that g λ+nα,µ+nβ,ν+nγ stabilizes (for any λ, µ, ν) if and only if g α,β,γ = 1. This was proved in [47] . These stability phenomena are, as an aside, the prototype for the very general representation stability phenomenon unveiled in algebraic topology; see [15, 14, 46] .
In this paper we present two new results related to the stability of Kronecker coefficients. The first one is indeed a result of stability, but the sequence that we consider is not of the type g λ+nα,µ+nβ,ν+nγ . At each step, we simultaneously increase the first row and the first column of the Young diagrams of all three indexing partitions. We call this phenomenon hook stability.
Note that this hook stability does not seem to fit straighforwardly in the representation theory of fixed general linear groups, since it involves sequences of Kronecker coefficients indexed by partitions with unbounded lengths.
The second result is about the asymptotics of some sequences of Kronecker coefficients of type g λ+nα,µ+nβ,ν+nγ , that do not stabilize, but are shown to grow linearly.
We describe the relevant coefficients (the limits for hook stability, and the coefficients appearing in quasipolynomial formulas for the asymptotic estimates, for the result on linear growth) by means of generating series.
Our tools are the following:
(1) Vertex operators on symmetric functions. Vertex operators on symmetric functions provide generating functions for Schur functions. They have been used widely by Thibon and his collaborators to establish several properties of stability. See Section 2.4.1 for references and a basic treatment of vertex operators. ( 2) The λ-ring formalism for symmetric functions. This formalism is in fact a calculus on morphisms from the algebra of symmetric functions. See Section 2.3 for basic definitions and references. (3) Schur generating series will be used to encode families of constants indexed by several partitions by means of symmetric series in several sets of variables. Important structural constants for symmetric functions have very compact Schur generaing series when expressed within the Lambda-ring formalism: σ[XY + XZ] for Littlewood-Richardson coefficients, and σ[XY Z] for Kronecker coefficients. The coefficients introduced in this paper also have have simple Schur generating series.
The two sets of results in this paper (hook stability and linear growth) are obtained by first considering stability properties and linear growth for families of reduced Kronecker coefficients, and then translating the results obtained to Kronecker coefficients. The two sets of results for reduced Kronecker coefficients are obtained the same way: by simplifying Schur generating series for sequences of reduced Kronecker coefficients by means of vertex operators. Because we have at our disposal two conjugate vertex operators (one related to first row increasing, the other to first column increasing) we simultaneously get these two sets of results.
This article is structured as follows. In Section 2 we introduce the basic tools used in this article. In particular, we review the two vertex operators that allow us to increase the sizes of the first row and column of a partition.
Section 3 presents the reduced Kronecker coefficients: it includes an elementary proof of Brion's formula [9] , which we have not seen in the literature, and an elementary derivation of the generating function for the reduced Kronecker coefficients indexed by one row (and one column) shapes.
Section 4 provides the main technical lemma that allows us to factor a symmetric function (polynomial) out of some symmetric series. This lemma is applied twice in Sections 5 and 6, once with each of the two conjugate vertex operators.
In Section 5, we prove stability for the sequences of reduced Kronecker coefficients whose indexing partitions have their first column growing (Section 5.1). We deduce in Section 5.2 the hook stability property for Kronecker coefficients. Another approach to proving this property is explored in Section 5.3. We are not able to get an alternative proof of the hook stability property through this approach, but are led to the conjecture that Kronecker coefficients weakly increase when incrementing at the same time the first row and the first column of the diagram of each of their three indexing partitions (Conjecture 5.12) .
In Section 6, we study the effect of the growth of the first rows of the partitions indexing a reduced Kronecker coefficient and obtain linear quasipolynomial formulas when these first rows are big enough. This also provides asymptotic linear quasipolynomial formulas for some sequences of Kronecker coefficients g λ+nα,µ+nβ,ν+nγ where, together with other conditions, the partitions α, β and γ have at most two parts. Schur generating functions for the limit values g λ,µ,ν in the hook stability property, and the coefficients of the quasipolynomial formulas of Section 6, are derived in Section 7.
Section 8 reviews some examples appearing in the literature, that study the effect of increasing the sizes of the other rows and columns.
Two appendices round up the results. In Appendix A, we provide a table with some constants appearing in Theorem 7.3. Appendix B contains a proof of some stability bounds for the hook stability described by Theorem 5.6.
Preliminaries

Partitions.
A partition of n is a weakly descending sequence of non-negative integers whose sum is n. Two partitions that differ by a string of zeros are considered to be the same. The positive terms in a partition are called its parts, and the length ℓ(λ) of the partition λ is defined as the number of parts. The weight |λ| of the partition λ is the sum of its parts. The conjugate of a partition λ will be denoted λ ′ , and with parts λ
. .. The empty partition will be denoted by ∅. Let ∪ and + be the standard operations on partitions, as defined in [35, I . §1]. If n is a nonnegative integer and λ = (λ 1 , λ 2 , . . . , λ k ) is a partition, then nλ is the dilation of λ by a factor n, that is the partition (nλ 1 , nλ 2 , . . . , nλ k ).
Let λ be the partition obtained after removing the first term of λ. This operation can be iterated: λ is the partition obtained from λ by removing the first two terms.
Let λ be the partition obtained after removing the first row and the first column in the diagram of λ.
The sequence defined by prepending a first term a to the partition λ will be denoted (a, λ). The resulting sequence (a, λ 1 , λ 2 , . . .) is not necessarily a partition since we may have that a < λ 1 . Given an integer N, we denote by λ[N] the sequence (N − |λ|, λ), which is also not necessarily a partition.
Finally, for any non-empty partition λ, we will write λ ⊕ (a|b) for λ + (a) ∪ ( 2.2. Symmetric functions, Schur functions and Jacobi-Trudi determinants. For λ a finite sequence of integers of length n, we define s λ = det h λ j +i−j i,j=1...n , where h 0 = 1 and h k = 0 for k < 0. The Jacobi-Trudi formula implies that when λ is a partition then s λ is the Schur function indexed by λ. Since rearranging the columns of the above determinant suffices to order the parts of any sequence of integers, we always obtain for s λ either a Schur function (up to sign), or
, s 1,2 = 0, and s 1,3 = −s (2, 2) .
Let Sym Q = Sym Q (X) be the algebra of symmetric functions with rational coefficients, with underlying alphabets X = {x 1 , x 2 , . . .}. We denote by | or | X the scalar product on Sym Q defined by saying that the Schur functions are an orthonormal basis. For any symmetric function f , f ⊥ will denote the adjoint of multiplication by f . The scalar product is conveniently extended whenever it makes sense. For instance
if, for each i, f i is a symmetric function and for each j, g j is a homogeneous symmetric function of degree j.
We also consider symmetric functions in different alphabets (set of variables) X, Y , Z. The scalar product is canonically extended to the algebras
they generate, and denoted by | X,Y and | X,Y,Z .
2.3.
The λ-ring formalism for symmetric functions, and specializations. Let A be any commutative algebra over a field K of characteristic zero Given a morphism of algebras A from Sym Q to A, the image of a symmetric function f under A will be denoted with f [A] rather than A(f ) and called "specialization of f at A".
Since the power sum symmetric functions p k (k ≥ 1) generate Sym Q and are algebraically independent, the map
is a bijection from the set of all morphisms of algebras from Sym Q to A to the set of infinite sequences of elements from A. This set of sequences is endowed with its operations of component-wise sum, product, and product by a scalar. The bijection (1) is used to lift these operations to the set of morphism from Sym Q to A. This defines expressions like 
Here are some important specializations. The specialization at −1 is defined on power sums by
k for all k. The product of the two previous specializations is −ε and fulfills (1) Given an alphabet X,
In particular for a single variable t, 
Standard references for these results are [35] and [33] . See also [5] .
Finally, it is well-known that using operations on alphabet, we can recover the Littlewood-Richardson, c λ,µ,ν and the Kronecker coefficients, g λ,µ,ν :
While (2) can be used to define the Kronecker coefficients, they can also be defined as follows. Let λ and µ be partitions of some integers. Define a product * on the ring of symmetric functions where the
and m i are the number of parts of λ equal to i. Then, if ν is also a partition, the Kronecker coefficients g λ,µ,ν are
It's clear from (3) , that g λ,µ,ν = 0 if λ, µ and ν are not partitions of the same integer. 
where t is an additional variable. Recall that Schur functions are defined using the Jacobi-Trudi identity in terms of the complete homogeneous basis, and that h n is equal to zero when n < 0.
From [11, Lemma 3.1] , this operator can be factorized as
for any symmetric function f . In particular, given any partition α,
Alternatively, using the index n for the weights of the partitions in the formal series instead of for the first parts, we have also
This follows from (4), and the fact that Schur functions are homogeneous. This vertex operator is a classical tool in the theory of symmetric functions used in particular by Jing (see for instance [24] ), and, for the study of various phenomena of stability, by Thibon and his collaborators [53, 49, 11, 48, 32] . It is the generating series for Bernstein's creation operators introduced in [56] . See also [35, I. §5 Ex. 29].
2.4.2.
Vertex operators for columns. The vertex operator Γ (t|X) associates to any Schur function s α a generating series for the Schur functions s (n,α) obtained by prepending a first part n to α. Let us build another operator that associates to s α a generating series for the Schur functions s α+(1 n ) obtained by adjoining to the Young diagram of α a first column (1 n ). For this, apply the involution ω (that maps s α to s α ′ ), next the vertex operator Γ (t|X) (appends a first row to α ′ ) and then again ω (the new first row of α ′ becomes a new first column attached to α). That is, our new operator is ωΓ (t|X) ω. It sends any Schur function s α to ωΓ (t|X) s α ′ , which is equal to n ωs (n,α ′ ) t n . Set λ = (n, α ′ ). Recall that s (n,α ′ ) is the Jacobi-Trudi determinant det(h λ j +i−j ) i,j of order ℓ(α ′ ) + 1. The involution ω exchanges h k with e k . Therefore ωs (n,α ′ ) = det(e λ j +i−j ) i,j . We will denote withs (1 n |α) the value of this determinant. When n ≥ α ′ 1 , this determinant is equal to s α+(1 n ) , the Schur function indexed by the partition obtained from α by adding a new column of size n to its diagram. For instance,
, the generating function for the elementary symmetric functions. We have thus
Since ω coincides with
, and thus
We will write Γ (−εt|X) for ωΓ (t|X) ω. The operator Γ (−εt|X) appears, for instance, in [24, 23, 25] . The operators Γ (t|X) and Γ (−εt|X) are V α (t) with α = 1 and α = −1 respectively in the notations of [23] . They are S(t) and S * (t) in the notations of [25] .
3. Reduced Kronecker coefficients 3.1. Murnaghan Stability. Murnaghan observed [40] that, for any triple of partitions λ, µ, ν of some positive integer n, the sequence of Kronecker coefficients g λ+(m),µ+(m),ν+(m) stabilizes (i.e. is eventually constant).
Several classical proofs exist of this fact. It has been shown by Littlewood using invariant theory [34] , by Brion using geometric methods [9, §3.4, Corollary 1], and by Thibon by means of vertex operators [53, §3] . More recent proofs have been obtained by interpreting the Kronecker coefficients in the setting of representations of partition algebras [4] , and by constructing appropriate frameworks for addressing stability in general [14, 46] . The stable value of the sequence g λ+(m),µ+(m),ν+(m) does not depend on the first part of λ, µ and ν. Accordingly, it will be denoted g λ,µ,ν , and called here a reduced Kronecker coefficient. More precisely, the sequence with general term
, beginning at some suitably large N, has a limit whose value we label with g λ,µ,ν . Thus, while the reduced Kronecker coefficients are defined for any triple of partitions, the Kronecker coefficients are only defined for triples of partitions of the same integer. 
Moreover, Murnaghan showed that the reduced Kronecker coefficients are zero unless the following inequalities hold: Proposition 3.2. For any three partitions α, β and γ,
We include an elementary proof of Brion's formula (and, at the same time, of Murnaghan's stability), based on the following elementary lemma.
Lemma 3.3.
A sequence with general term u n stabilizes (is eventually constant) if and only if its generating series g(t) = n u n t n takes the form P (t)/(1 − t) with P (t) a polynomial. Moreover, the stable value of the sequence is P (1).
Proof of Proposition 3.2. All scalar products appearing in this proof will be taken with respect to X, Y , as in the statement of the proposition.
Let α, β and γ be three partitions. We have, for n big enough,
We can write as well
Indeed, the extra terms in the right-hand side of the scalar product do not contribute since they do not the same degree as the left-hand side. We simplify the series on the right-hand side using (5), to get
Let us introduce the generating series
From (6), with XY instead of X, we have
Using the adjoints of σ[X] and σ[Y ] (see Lemma 2.1), we get
(Note that we specialized
with P (t) equal to
k , and observe that the terms
k , for k big enough, do not contribute to the scalar product. Indeed, they are homogeneous of total degree 2k in X and Y , while the right-hand side has degree |α| + |β|. The infinite series can thus be truncated, and, P (t) is equal to
Under this form, it is manifest that P (t) is a polynomial in t. After Lemma 3.3, the sequence of coefficients of g(t) is eventually constant. This sequence of coefficients coincides with the sequence of Kronecker coefficients g α[n],β[n],γ[n] for n ≫ 0. This proves that this sequence of Kronecker coefficients is eventually constant. Finally, substituting 1 for t in the expression for P (t) we get Brion's Formula.
Brion's formula is equivalent to the following identity:
Introducing a third alphabet Z, multiplying by s γ [Z], and summing over all partitions γ, yields the following analogue of Cauchy's formula for reduced Kronecker coefficients, which makes manifest the symmetry in the three indexing partitions:
Conversely, Brion's Formula is obtained from (10) by taking the scalar product with s γ [Z] and making use of the reproducing kernel property for σ[AZ] with A = XY + X + Y .
3.3.
Reduced Kronecker coefficients indexed by three one-row shapes or three one-column shape. Let x, y and z be three variables. By specializing, in the generating series for the reduced Kronecker coefficients (10), the alphabets X, Y and Z to x, y, and z, we get that
which is the ordinary generating function for the reduced Kronecker coefficients indexed by three one-row shapes. Similarly, we get the generating function for the reduced Kronecker coefficients indexed by three one-column shapes by specializing, in (10), the alphabets X, Y and Z to −εx, −εy, and −εz:
From the properties of the series σ, one gets straightforwardly the following simple expressions for the generating series:
which is, as an aside,
Proposition 3.4. The above generating series admit the following expansions:
where ℓ i = ℓ i (a, b, c) with
and C is the cone in R 3 with coordinates a, b, c, defined by (14)
Remark 3.5. The inequalities (14) , defining the cone C, are precisely those described by Murnaghan's inequalities (8) , as a non-vanishing condition for the reduced Kronecker coefficients.
Remark 3.6. The proposition amounts to explicit formulas for the reduced Kronecker coefficients indexed by three one-row shapes and three one-column shapes:
They can be derived from [45, Corollary 5] and [45, Theorem 13] respectively. We give a different proof below.
Proof. We first prove (11) . We begin with the expansion
We solve the following system in i, j, k, over the rational numbers:
This solution is a triple of nonnegative integers if and only if a + b + c ≡ 0 mod 2, and the inequalities (14) hold. Therefore,
where the sum is over all (a, b, c) ∈ N 3 ∩ C that satisfy a + b + c ≡ 0 mod 2. As a consequence, we have also
where the sum is over all (a, b, c) ∈ N 3 ∩ C that satisfy a + b + c ≡ 1 mod 2. Formula (11) follows.
Let us prove now (12) . We observe that
It is obtained as the number of solutions m ≥ 0 of
This allows us to consider the two vertex operators we are working with in this paper simultaneously, as for X ′ = t we recover the standard vertex operator, and for X ′ = −ǫt the vertex operator for columns. Let X, Y , Z, X ′ , Y ′ and Z ′ be six independent alphabets. Let F (X, Y, Z) = XY Z + XZ + Y Z + XY . For any triple of partitions α, β, γ, let Φ α,β,γ be the series (15) Φ
Then Φ α,β,γ is a symmetric series in each of the sets of variables X ′ , Y ′ and Z ′ . Lemma 4.1 below decribes this symmetric series in more detail.
Lemma 4.1. For any partitions α, β and γ, there exists a symmetric function Q α,β,γ (in the alphabets X ′ , Y ′ and Z ′ ) such that
The symmetric function Q α,β,γ is the coefficient of 
The main point of this lemma is that Q α,β,γ is not just a symmetric series but a symmetric function; it has finitely many non-zero homogeneous components.
Proof. Fix three partitions α, β and γ.
In (15), we move the Γ (|) to the left-hand side of the scalar product by taking adjoints. The adjoint of Γ (X ′ |X) (with respect to the alphabet X) is the operator σ[−
That is, H is obtained from G by deleting all monomials that do not involve X, Y nor Z. Then H is given by the formula in the lemma.
We have
does not depend on X, Y and Z, it can be factored out of the scalar product:
This gives the announced factorization, since the scalar product in the above formula is equal to Q α,β,γ . We contend that the non-zero homogeneous components of Q α,β,γ (in the variables in X ′ , Y ′ and Z ′ ) have bounded degrees. Indeed, we have the expansion
But all terms in H have total degree at least 1, with respect to the variables X, Y and Z. Therefore for each k, h k [H] is a sum of homogeneous symmetric functions (in X, Y and Z) of total degrees ≥ k. When k > |α| + |β| + |γ|, the term h k [H] does not contribute to the scalar product with
. The sum can therefore be truncated, so that
This makes clear that the homogeneous components of Q, as a symmetric series in X ′ , Y ′ and Z ′ , have bounded degree.
Hook stability
In this section, we show the existence of a stability phenomenon reminiscent of the one described by Murnaghan, when we simultaneously increase the first row and first column of each of the three indexing partitions of a Kronecker coefficient. We call this "hook stability".
We start by establishing the corresponding property for reduced Kronecker coefficients (Section 5.1). The hook stability property for Kronecker coefficients is then deduced in Section 5.2. An alternative approach to proving this property, using only well-known properties of Kronecker coefficients, is explored in Section 5.3.
5.1.
More interesting examples are given in Remark 3.6 (where we combinatorially describe all possible situations that can obtained when we start with three empty shapes) and Example 5.4.
We now proceed to study the general situation. Let α, β and γ be three partitions. 
In light of Theorem 5.2, we call the value g α,β,γ the column stable value of the reduced Kronecker coefficient.
The conditions a ≥ ℓ(α), b ≥ ℓ(β), c ≥ ℓ(γ) ensure us that, after adding cells to the new first columns of the three original partitions, we obtain proper partitions. Note that they define a translation of the cone described by Murnaghan's inequalities: see (8) .
Proof. For any nonnegative integers a, b, c, set 
That is, Φ Therefore,
It follows that, for any τ = (a, b, c) ∈ Z 3 , φ − τ = ω q ω , where the sum is over all ω such that τ − ω ∈ C. Recall that the cone C is defined by the inequalities ℓ i ≥ 0 (see Proposition 3.4). Therefore, the sum is over all ω such that ℓ i (τ − ω) ≥ 0 for all i, or, equivalently,
Suppose now that ℓ i (τ ) ≥ ℓ i (ω) for all i and all ω ∈ Ω, or, equivalently, that ℓ i (τ ) ≥ max ω∈Ω ℓ i (ω) for all i. Then φ − τ = ω∈Ω q ω , a value that does not depend on τ .
This proves the theorem, with k i = max ω∈Ω ℓ i (ω).
Remark 5.3. One can show that in Theorem 5.2, one can take
Example 5.4. Let us compute some polynomials Q − α,β,γ . We will consider the case when α, β and γ are one-row shapes, (p), (q) and (r) respectively. The coefficient of (1 − x 1 y 1 z 1 )
From this, it follows, for instance,
Let us consider more closely the case ∅, ∅, (1). This case corresponds to the reduced Kronecker coefficients g (1 a ),(1 b ),(2,1 c−1 ) . From the description g (1 a ),(1 b ),(2,1 c−1 ) = q ω , with the sum over the ω in the support of Q − such that (a, b, c) ∈ ω + C, we obtain the following explicit description (it is assumed that c ≥ 1):
This is the Kronecker coefficient
This result also follows from the computations in [45] and [53] .
5.2.
Towards hook stability for the Kronecker coefficients. We discuss how, combining our results, with the classical stability phenomena of Murnaghan, we obtain that the Kronecker coefficients are stable when we increase the first row and first column of the three indexing partitions simultaneously. We will be using the notations for λ, λ, λ ⊕ (a|b) as defined in Section 2.1.
Example 5.5. Table 1 presents the Kronecker coefficients g λ⊕(i|j),λ⊕(i|j),λ⊕(i|j) for λ = (3, 3) and i and j between 0 and 9. We know that each column of the table is stable because of Murnaghan's result, and that each row is eventually zero because these sequences will eventually fail a condition for positivity described by Dvir, Klemm, and Clausen-Meier in [20, 29, 16] . But we observe a more general stability phenomenon. There is a grey region where the coefficients are 145.
Let λ, µ and ν be three non-empty partitions of the same weight. Let a, b, c and m be nonnegative integers, such that a, b and c do not exceed m. Under certain conditions, made precise in Theorem 5.6 below, we will have:
This is made precise in the following theorem. 
we have, Proof. Let N be the weight of λ, µ and ν. The second equality in (18) holds when ℓ i (a + λ
Therefore the second equality holds when, for all i, we have
On the other hand, the first equality in (18) 
(the number N 0 as defined in (7)). Lemma 5.8, that comes just below, shows that
From this we conclude that the first equality holds when m − (a 
Proof. Recall from (7) that N 0 (λ, µ, ν) =
. Observe that |λ| = | λ| + (λ ′ 1 − 1) and
Likewise for µ and ν instead of λ. The lemma follows. Additionally we see that the inequality is actually an equality, except when at least one of the partitions has only one row.
Corollary 5.9. Let λ, µ and ν be non-empty partitions of the same weight. The sequence of Kronecker coefficients g λ⊕(n|n),µ⊕(n|n),ν⊕(n|n) stabilizes to g λ, µ, ν .
Proof. This corresponds to (a, b, c, m) = (n, n, n, 2n) and fulfills all inequalities in (17) for n ≫ 0. 
5.3.
Another approach to the hook stability property, derived from Murnaghan's stability and conjugation. In this section we show that using only the well-known invariance of the Kronecker coefficients under conjugating two of their three indexing partitions (see for instance [35, 50] ),
it is not difficult to prove Theorem 5.6 in a special case. Namely, one derives from the symmetry property in (19) , in an elementary way, that for any three partitions λ, µ, ν of the same weight, there exists integers d, d 1 , d 2 , d 3 such that (18) holds when (17) holds with additional condition that a + b + c ≡ 0 mod 2. To recover the full theorem, it would be enough to establish that there exists m big enough such that (20) g λ⊕(2m|2m),µ⊕(2m|2m),ν⊕(2m|2m) = g λ⊕(2m+1|2m+1),µ⊕(2m+1|2m+1),ν⊕(2m+1|2m+1) .
Conjecture 5.11. For any three partitions λ, µ and ν of the same weight, and any (a, b, c, m) fulfilling the inequalities
there is (22) g λ,µ,ν ≤ g λ⊕(m−a|a),µ⊕(m−b|b),ν⊕(m−c|c) .
Again, using the symmetries of the Kronecker coefficients, it is not difficult to prove this conjecture in a restricted case, namely that (22) holds for all partitions λ, µ, ν of the same weight and all (a, b, c, m) fulfilling (21) and, additionally, that a + b + c ≡ 0 mod 2. Therefore Conjecture 5.11 is equivalent to the following seemingly much weaker statement. The two bounds in this inequality are equal for m big enough by the hook stability property proved using only the invariance of the Kronecker coefficients under conjugation in (19) . Then (20) would follow.
The second row
In this section, we describe the asymptotic behavior of some sequences of Kronecker coefficients g λ+nα,µ+nβ,ν+nγ where the integer n varies, and the partitions α, β and γ have at most two parts. To this end, we move to the setting of the reduced Kronecker coefficients.
We first consider in Section 6.1 the family of reduced Kronecker coefficients g (a,α),(b,β),(c,γ) where the first parts a, b and c vary arbitrarily, while the remaining parts α, β, γ are fixed. We obtain for these coefficients, when a, b and c are big enough, quasipolynomial formulas in a, b, c, of degree at most 1 and period at most 2. This generalizes Proposition 3.4 corresponding to α, β, γ equal to the empty partition.
We determine in Section 6.2 the vanishing of the generic leading coefficient A α,β,γ in these formulas. In Section 6.3, we describe the asymptotic behavior of sequences of reduced Kronecker coefficients g λ+n·(a),µ+n·(b),ν+n·(c) with the partitions λ, µ, ν and the integers a, b, c fixed, while n varies.
The asymptotic behaviors of the corresponding sequences of Kronecker coefficients is then derived in Section 6.4.
6.1. For reduced Kronecker coefficients. In this section, we obtain quasipolynomial formulas in a, b, c for some reduced Kronecker coefficients g (a,α),(b,β),(c,γ) , with α, β, γ fixed. 
we have For any τ = (a, b, c) ∈ Z 3 , we therefore have φ + τ = q ω r τ −ω where the sum is over all ω ∈ Ω such that τ − ω ∈ C. Let C 1 be the cone defined by the inequalities (25)
where, as usual, the parameters ℓ i are defined as in (13) . If ω is such that τ − ω ∈ C 1 , then we have
Therefore, if τ fulfills τ − ω ∈ C 1 for all ω in Ω, then we have
Note that |ω| ≡ ℓ 1 (ω) (mod 2) for all ω ∈ Z 3 . The condition ℓ 1 (ω) ≡ ℓ 1 (τ ) (mod 2) in the last sum can therefore be replaced with |ω| ≡ |τ | (mod 2).
Set
and
We have obtained
The formula in the theorem is obtained. Note that B α,β,γ is an integer since
To conclude, observe that the condition τ − ω ∈ C 1 for all ω in Ω, can be rewritten as
which is equivalent to (24) . This proves the theorem. 
Proof. The condition
ensures that N ≥ N 0 (λ, µ, ν), so that g λ,µ,ν = g λ,µ,ν , as in Section 3.1. Applying Theorem 6.6 gives the result.
6.2.
When is A α,β,γ equal to zero? From Theorem 6.1, the coefficient A α,β,γ is the generic leading term of the expression of g (a,α),(b,β),(c,γ) that is quasipolynomial of degree 1 in a, b and c. It is relevant to ask when it vanishes.
We will need the following lemma.
Lemma 6.4. Let λ, µ, ν and α, β, γ be partitions.
Proof. For the first assertion see [37] . The second assertion follows from the first one as follows. Suppose that g α,β,γ = 0. There exist integers a, b and c such that g α,β,γ = g (a,α),(b,β),(c,γ) . In particular this Kronecker coefficient is non-zero. Let p, q and r be integers such that (p, λ), (q, µ), (r, ν) are partitions of the same weight. Then we have, for all n ≥ 0, g (a+p+n,λ+α),(b+q+n,µ+β),(c+r+n,ν+γ) ≥ g (p+n,λ),(q+n,µ),(r+n,ν) .
Taking n big enough, so that both Kronecker coefficients coincide with the corresponding reduced Kronecker coefficient, we get g λ+α,µ+β,ν+γ ≥ g λ,µ,ν . Proposition 6.5. Let α, β, γ be partitions. The coefficient A α,β,γ is zero if and only if all Kronecker coefficients g (a 1 ,a 2 ,α),(b 1 ,b 2 ,β),(c 1 ,c 2 ,γ) are g (a 2 ,α),(b 2 ,β),(c 2 ,γ) are zero since, on the first hand, we have always g (a 1 ,a 2 ,α),(b 1 ,b 2 ,β),(c 1 ,c 2 ,γ) ≤ g (a 2 ,α),(b 2 ,β),(c 2 ,γ) , as in see Section 3.1; and, on the other hand, any reduced Kronecker coefficient g (a 2 ,α),(b 2 ,β),(c 2 ,γ) is equal to some Kronecker coefficient g (a 1 ,a 2 ,α),(b 1 ,b 2 ,β),(c 1 ,c 2 ,γ) .
Assume that all reduced Kronecker coefficients g (a 2 ,α),(b 2 ,β),(c 2 ,γ) are zero. This is the case, in particular, for the coefficients g (n,α),(n,β),(n,γ) . But, from Theorem 6.6, for n big enough.
Then A α,β,γ must be zero. Assume now that there exists some reduced Kronecker coefficient g (a,α),(b,β),(c,γ) that is non-zero. After Lemma 6.4, we have, for all n ≥ 0, g (a+n,α),(b+n,β),(c+n,γ) ≥ g (n),(n),(n) On the other hand, for n big enough,
from Proposition 3.4. Whence, necessarily A α,β,γ = 0.
6.3. Asymptotics of some sequences of reduced Kronecker coefficients g λ+n(a),µ+n(b),ν+n(c) . We consider the asymptotic behavior of the sequence with general term g λ+n(a),µ+n(b),ν+n(c) , where (λ, µ, ν) is a fixed triple of partitions, and ((a), (b), (c)) a fixed triple of partitions with at most one part, and n(a) is n times the one-part partition (a). We will set θ 0 = (λ 1 , µ 1 , ν 1 ) and θ = (a, b, c), so that θ 0 + nθ = (λ 1 + na, µ 1 + nb, ν 1 + nc).
Three cases will be examined, corresponding to the position of θ = (a, b, c) with respect to the cone C: outside, on the border or in the interior. We will be able to say even more when θ is in the interior of the smaller cone C 1 defined in (25) .
We will use the following decomposition from the proof of Theorem 6.1:
= ω∈Ω q ω t ω and r τ = 1 + [min i ℓ i (τ )/2)] if τ ∈ C, and 0 else. The formula writes more explicitly:
where now the sum is over all ω such that:
When θ is outside C. This means that ℓ i (θ) < 0 for some i. Then ℓ i (θ 0 − ω) + nℓ i (θ) is < 0 for n ≫ 0. The sum (26) becomes empty. As a consequence, in this case, g θ 0 +nθ = 0 for n ≫ 0.
When θ is on the border of C. This means that all inequalities ℓ i (θ) ≥ 0 are fulfilled, but at least one of them is an equality. For i and j such that ℓ i (θ) > 0 and ℓ j (θ) = 0, we have
Therefore all terms r θ 0 +nθ−ω are independent on n. Also the sum is restricted to all ω such that ℓ i (θ 0 − ω) + nℓ i (θ) ≥ 0 for all i. For i such that ℓ i (θ) > 0, this is automatically fulfilled for n ≫ 0; there only remains the condition ℓ j (θ 0 − ω) + nℓ j (θ) ≥ 0 for all j such that ℓ j (θ) = 0. This condition is actually independent on n. This shows that g θ 0 +nθ is eventually constant in this case.
When θ is in the interior of C. This means that ℓ i (θ) > 0 for all i. For n ≫ 0, the inequalities ℓ i (θ 0 −ω) + nℓ i (θ) ≥ 0 are fulfilled for all ω ∈ Ω. We can assume, without loss of generality, that ℓ 1 (θ) ≤ ℓ 2 (θ) and ℓ 1 (θ) ≤ ℓ 3 (θ). Then, for all ω, we have for n ≫ 0, that
= q ω ℓ 1 (θ)/2 · n + a periodic term in n with period at most 2.
Summing over all ω ∈ Ω we get g θ 0 +nθ = A λ,µ,ν 2 ℓ 1 (θ) · n + a periodic term in n with period at most 2.
When θ is in the interior of C 1 . Then we can apply Theorem 6.1 with (λ 1 + na, µ 1 + nb, ν 1 + nc) instead of (a, b, c).
Let us state the results obtained in a theorem.
Theorem 6.6. Let λ, µ and ν be three partitions and (a, b, c) ∈ N 3 . Without loss of generality, we can assume that max(a, b, c) = a. Suppose that there exists n such that g λ+n(a),µ+n(b),ν+n(c) is non-zero. Then A λ,µ,ν is nonzero, and
and the difference is a periodic term in n with period at most 2. (2) if, besides, (a, b, c) is in the interior of C 1 , then the periodic term is B λ,µ,ν −C λ,µ,ν /2 if n and a + b + c are both odd, B λ,µ,ν otherwise. 
Note that the set L is stable under sum, and that (λ, µ, ν) ∈ L implies that g λ,µ,ν = g λ,µ,ν . Theorem 6.6 has the following immediate consequence for Kronecker coefficients.
Corollary 6.7. Let (λ, µ, ν) and (α, β, γ) be two triples of partitions in L, with α, β and γ with at most two parts.
Without loss of generality, we assume that max(α 2 , β 2 , γ 2 ) = α 2 .
Assume that there exists n such that g λ+nα,µ+nβ,ν+nγ is non-zero. Then, A λ,µ,ν is nonzero, and
and the difference is periodic in n with period at most 2. (2) if besides, (α 2 , β 2 , γ 2 ) is in the interior of C 1 , then the periodic term is B λ,µ,ν −C λ,µ,ν /2 if n and a + b + c are both odd, B λ,µ,ν otherwise.
is on the border of C then g λ+nα,µ+nβ,ν+nγ is eventually constant. (4) if (α 2 , β 2 , γ 2 ) ∈ C then g λ+nα,µ+nβ,ν+nγ = 0 for n ≫ 0.
Proof. Since (λ, µ, ν) and (α, β, γ) are in L, so are all triples of partitions (λ+nα, µ+nβ, ν +nγ) for all n ≥ 0. Therefore, g λ+nα,µ+nβ,ν+nγ = g λ+n(α 2 ),µ+n(β 2 ),ν+n(γ 2 ) for all n ≥ 0. Then we can apply Theorem 6.6. Remark 6.8. We make a few remarks about Corollary 6.7.
(1) Statement (2) is a particular case of a much more general statement: given any three partitions α, β and γ, such that g(α, β, γ) > 0, the sequence with general term g λ+nα,µ+nβ,ν+nγ is eventually constant, for all triples of partitions (α, β, γ) of the same weight, if and only if g nα,nβ,nγ = 1 for all n ≥ 0. See [52, 46] . (2) For partitions with length at most 2 of the same weight, α = (m − α 2 , α 2 ), β = (m − β 2 , β 2 ) and γ = (m − γ 2 , γ 2 ), we have that (α, β, γ) ∈ L ⇔ m ≥ α 2 + β 2 + γ 2 .
Generating series
Four families of constants were defined in the previous sections: the limits g α,β,γ under "hook stability" (Section 5) and the coefficients A α,β,γ , B α,β,γ and C α,β,γ appearing in the quasipolynomial formulas of Section 6.
In this section, we provide, for these families of constants, generating series akin to the generating series for the Littlewood-Richardson coefficients
for the Kronecker coefficients
and for the reduced Kronecker coefficients in (10).
7.1. Generating series for the coefficients g. We give now a generating series for the limit coefficients g α,β,γ . Let us get now a generating series for the coefficients C. We have
is the sum of all coefficients q ω of Q + such that ℓ 1 (ω) is even (resp. odd). Note that for any ω ∈ Z 3 , we have ℓ 1 (ω) ≡ |ω| mod 2. Therefore, A + (resp. A − ) is also the sum of all coefficients q ω of Q + such that |ω| is even (resp. odd). Thus
Specializing the variables x, y and z at −1 in σ[H(x, y, z)] (this corresponds to specializations at ε as alphabets), we get that C is the coefficient of This can be obtained as
. We compute that
We now use that σ = exp ( ∞ n=1 p n /n), where the p n are the power sum symmetric functions (see [35, ] ). We get that σ[H(1/t, t, t)] is equal to
Derivating with respect to t and specializing t at 1, we obtain
The generating series for the coefficients B α,β,γ is thus
which is equal to
Remark 7.4. It is possible to rewrite the formula for the generating function of the coefficients B α,β,γ in such a way that it is clearly a combination of Schur functions with integer coefficients (as we know it is, after Theorem 6.1). There are many ways of doing this. One of them is:
where (a|b) is the partition (1 + a, 1 b ) ("Frobenius notation" for partitions, see [35, I . §1]) Example 7.5. One can derive from Theorem 7.3 the following formulas for the coefficients in the paper, when two of the three indices are the empty partition.
otherwise.
and, when (α 1 , α 2 ) is not the empty partition,
Similarly, one derives from Theorem 7.1 that
Final remarks
The rate of growth experienced by the reduced Kronecker coefficients as we add cells to remaining row is harder to understand. The stretched Kronecker coefficients are known to be described by a quasi-polynomial; see [37, 39, 1] . In particular, the following corollary holds.
Corollary 8.1 (Manivel, [37] ). For any triple λ, µ, and ν, the stretched Kronecker coefficient g(kλ, kµ, kν) is a quasi-polynomial function of k ≥ 0.
Examples of these quasi-polynomial functions have been computed in [6, 1] . All specializations of the form λ := λ + kµ will then be described by quasi-polynomials in k.
Some particular instances of this problem have been studied in the literature. Recall that in [40] Murnaghan observed that the reduced Kronecker coefficients g λ µ,ν such that |λ| = |µ| + |ν| coincide with the Littlewood-Richardson coefficients c λ µ,ν . For the stretched LittlewoodRichardson coefficients, it has been shown in [43, 19] that g(kλ, kµ, kν) is described by a polynomial (and not just a quasi-polynomial). Moreover, the degree of the stretched Littlewood-Richardson polynomials have been studied in [26, 27] .
Other families (that are not Littlewood-Richardson coefficients) have appeared in the literature. For example, from the calculations appearing in [18, 17] we know that the sequenceḡ
is described by a quasipolynomial of degree 2a−1. However, the sequenceḡ
with k ≥ 2j is described by a quasipolynomial of degree 3a − 2. Note that the period of both quasipolynomials divides ℓ, the least common multiple of 1, 2, . . . , a, a+1. In fact, it has been checked that the period is exactly ℓ for a ≤ 10 for the first family, and for a ≤ 7 for the second one.
Note that for a = 1, both sequences are described by a linear quasipolynomial of period 2, as predicted by our work. For a = 2 the first sequence is described by a quasipolynomial of degree 3, whereas the second sequence is described by a quasipolynomial of degree 4. The two resulting quasi polynomials are copied here. (k 2 ),(k 2 ) are given by the following quasipolynomial of degree 3 and period 6:
The factorizations obtained for this families resemble those observed and studied for the stretched Littlewood-Richardson coefficients in [26, 27] .
, with k ≥ 2j, are given by the following quasipolynomial of degree 4 and period 6:
Interestingly, for both families, the sequences obtained as the result of incrementing the parameter a (the sizes of the columns) is weakly increasing, and bounded. This follows easily from the combinatorial interpretations in terms of plane partitions provided in [18, 17] . Note that h ⊥ i s β = 0 unless i ≤ β 1 . Moreover the left-hand side of each scalar product in the sum is now a sum of homogeneous symmetric functions all of total degree at least j, while the right-hand side has degree |α| + |β| + |γ| − i. Thus, the non-zero summands fulfill j ≤ |α| + |β + |γ| −i. We conclude that for all non-zero summands, 2i+ j ≤ |α| + |β| + |γ| + β 1 .
Appendix C. Another approach to the hook stability property, derived from Murnaghan's stability and conjugation C.1. Half of Theorem 5.6. It is well-known that the Kronecker coefficients are invariant under conjugation of any two of their arguments:
g λ,µ,ν = g λ ′ ,µ ′ ,ν = g λ ′ ,µ,ν ′ = g λ,µ ′ ,ν ′ .
We have (conjugating the arguments in position 1 and 2), g λ,µ,ν = g λ ′ ,µ ′ ,ν . Assuming that (λ ′ , µ ′ , ν) is stable, that is, that the value of the Kronecker coefficient does not change by adding one to the first row of each, we have (27) g λ ′ ,µ ′ ,ν = g λ ′ ⊕(1|0),µ ′ ⊕(1|0),ν⊕(1|0) .
Conjugating again the arguments in position 1 and 2, we have that g λ ′ ⊕(1|0),µ ′ ⊕(1|0),ν⊕(1|0) = g λ⊕(0|1),µ⊕(0|1),ν⊕(1|0) . We conclude that g λ,µ,ν = g λ⊕(0|1),µ⊕(0|1),ν⊕(1|0) . From Lemma 5.8 we get the following sufficient condition for (27) to hold: (28) N ≥ N 0 ( λ, µ, ν) + (λ ′ 1 + µ 1 + ν 1 )/2, where, again, N is the weight of the partitions λ, µ and ν. Likewise, by conjugating the partitions at positions 1 and 3, or 2 and 3, or the Kronecker coefficients, we would get that g λ,µ,ν = g λ⊕(0|1),µ⊕(1|0),ν⊕(0|1) and g λ,µ,ν = g λ⊕(1|0),µ⊕(0|1),ν⊕(0|1) , under the assumptions that, respectively N ≥ N 0 ( λ, µ, ν) + (λ 1 + µ (28), (29) , (30) and (31) hold for (λ, µ, ν). One can check that they hold as well for all triples of partitions (λ ⊕ (m − a|a), µ ⊕ (m − b|b), ν ⊕ (m − c|c)) such that (a, b, c, m) is in the semigroup S generated by the four vectors (1, 1, 0, 1), (1, 0, 1, 1 for all (a, b, c, m) ∈ S. It is not difficult to establish (using again the change of variables ℓ 1 , ℓ 2 , ℓ 3 ) that the semigroup S is the set of points (a, b, c, m) ∈ N 4 that fulfill the condition (21) and, additionally, the congruence a + b + c ≡ 0 mod 2.
Let us consider also the case when the triple (λ, µ, ν) is not assumed to fulfill (28) , (29), (30) and (31) . Then one can check that (λ ⊕ (m − a|a), µ ⊕ (m − b|b), ν ⊕ (m − c|c)) fulfill these conditions when a system of type (17) Therefore, we nearly recover the stability property of Theorem 5.6. To recover the full theorem, it would be enough to establish that there exists m big enough, such that g λ⊕(2m|2m),µ⊕(2m|2m),ν⊕(2m|2m) = g λ⊕(2m+1|2m+1),µ⊕(2m+1|2m+1),ν⊕(2m+1|2m+1) .
See next subsection for a possible approach to this question. C.2. A monotonicity conjecture. Remember that Murnaghan's sequences of Kronecker coefficients are weakly increasing (see Section 3.1): for any three partitions λ, µ, ν of the same weight, (32) g λ,µ,ν ≤ g λ+(1),µ+(1),ν+ (1) .
Here is, conjecturally, a more general monotonicity property. Again, using the symmetries of the Kronecker coefficients, it is not difficult to prove part of this conjecture. 
