Abstract. We propose a new grouping operator for logic programs based on the group_by operator of SQL. The novelty of our proposal lies in the use of modes, which allows us to relax some rather unpractical constraints on variable occurrences while retaining a straightforward semantics. Moreover, modes allow us to prove properties regarding groundness of computed answer substitutions and termination. The resulting class of programs enjoys a simple and intuitive semantics.
Introduction
In a system designed to answer queries (be it a database or a logic program) an aggregate function is designed to be carried out on the set of answers to a given query rather than on a single answer. For example, in a Datalog program containing one entry per employee, one needs aggregate functions to compute data such as the average age or salary of the employee, the number of employees etc.
Aggregate functions are useful in practice, and paramount in database systems. Indeed, the reason why we address the problem here is of a practical nature: we are developing a language for trust management [10, 12, 16] based on (partially function-free) moded logic programming; this language is called TuLiP. To express trust management rules, TuLiP must be able to express statements such as "employee X will be granted access to confidential document Y provided that the majority of senior executives recommends him", which requires the use of aggregates.
To keep flexibility, we wanted to implement aggregates by first having a grouping goal (like findall, which reports all answers satisfying a certain goal) and then applying the aggregate on the collected answer. This is slightly less efficient than having aggregate operations integrated with grouping, but it has the advantage of flexibility, as it allows the user to define her own aggregate predicates. Now, we tried to do this in Prolog and -while it was clearly possible to implement aggregates by hacking -we discovered that the present theoretical basis of findall/3 and related predicates in LP would allow us neither to express the statements we needed nor to demonstrate the correctness of Tulip rules containing aggregates. In particular, although grouping have been extensively studied in the past (see, e.g., [19, 14, 8] , and the Related Work section for further details), these approaches make strong assumptions on variable sharing we could not satisfy (in a grouping goal, non-aggregate variables may not be shared with other atoms in the query, which for our purposes is too restrictive), and did not allow us to prove some crucial properties such as groundness of answers and termination.
To solve this problem, in this paper we introduce a new higher-order moded predicate group_set/4 that can be used as a base to compute aggregate functions. This predicate is basically an extension of the well-known findall/3 predicate, with the addition of grouping variables and with the advantage of being moded. This allows us to lift the restriction on variable sharing we mentioned above. In addition, we show that two of the main properties one can prove for well-moded programs (groundness of answers and -under additional constraints -termination) extend in a straightforward way to programs using group_set. We argue that group_set, is more flexible and easy to use than previous approaches.
Two technical novelties of this paper are the introduction of the concept of local variables in well-moded programs, and the presence of a sort of polymorphism in the predicates: group_set does not have a fixed mode, but its mode depends on the mode of the goal being aggregated.
A word of warning: group_set is a higher order predicate, and to provide a thoroughly consistent treatment of programs including it we would have had to extend the theory of well-moded programs to higher order programs. Doing so to prove the properties of a single predicate would have been an overkill. We keep lower profile, and we show the properties we need without resorting to new theories, at the price however of a loss of elegance in the approach.
The paper is structured as follows. In Section 2 we present the notational conventions used in this paper. In Section 3 we state the basic facts about well-moded and well-terminating logic programs. In Section 4 we introduce simple grouping queries and show how to use them in programs that do not contain grouping subgoals. In Section 5 we show how to use grouping in programs. Here we generalise the notion of well-moded logic programs to those including grouping subgoals. In Section 6 we discuss the properties of the well-moded programs containing grouping atoms. The paper finishes with Related Work in Section 7 and Conclusions in Section 8.
Preliminaries on Pure Prolog Programs
In what follows we study definite logic programs executed by means of LD-resolution, which consists of the SLD-resolution combined with the leftmost selection rule. The reader is assumed to be familiar with the terminology and the basic results of the semantics of logic programs [2, 3, 17] . Here we adopt the notation of [3] in the fact that we use boldface characters to denote sequences of objects; therefore t denotes a sequence of terms while B is a sequence of atoms, i.e. a query (following [3] , queries are simply conjunctions of atoms, possibly empty). We denote atoms by A, B, H, . . . , queries by A, B, C, . . . , clauses by c, d, . . . , and programs by P . For any atom A, we denote by Pred (A) the predicate symbol of A. For example, if A = p(a, X), then Pred (A) = p. The empty query is denoted by and the set of clauses defining a predicate is called a procedure.
For any syntactic object (e.g., atom, clause, query) o, we denote by Var (o) the set of variables occurring in o. Given a substitution σ = {x 1 /t 1 , ..., x n /t n } we say that {x 1 , . . . , x n } is its domain (denoted by Dom(σ)) and that Var ({t 1 , ..., t n }) is its range (denoted by Ran(σ)). Further, we denote by Var (σ) = Dom(σ) ∪ Ran(σ). If, t 1 , ..., t n is a permutation of x 1 , ..., x n then we say that σ is a renaming. The composition of substitutions is denoted by juxtaposition (θσ(X) = σ(θ(X))). We say that an syntactic object (e.g., an atom) o is an instance of o iff for some σ 
=⇒ cn+1 B n+1 · · · of derivation steps is called an LD derivation of P ∪ {B 0 } provided that for every step the standardisation apart condition holds, i.e., the input clause employed at each step is variable disjoint from the initial query B 0 and from the substitutions and the input clauses used at earlier steps. If the program P is clear from the context and the clauses c 1 , . . . , c n+1 , . . . are irrelevant, then we drop the reference to them. If δ is maximal and ends with the empty query (B n = ) then the restriction of θ to the variables of B is called its computed answer substitution (c.a.s., for short). The length of a (partial) derivation δ, denoted by len(δ), is the number of derivation steps in δ.
A multiset is a collection of elements that are not necessarily distinct [19] . The number of occurrences of an element x in a multiset M is its multiplicity in the multiset, and is denoted by mult(x, M ). When describing multisets we use the notation that is similar to that of the sets, but instead of { and } we use 
Well-Moded Logic Programs
Informally speaking, a mode indicates how the arguments of a relation should be used, i.e. which are the input and which are the output positions of each atom, and allow one to derive properties such as absence of run-time errors for Prolog built-ins, absence of floundering for programs with negation [4] .
Definition 1 (Mode). Consider an n-ary predicate symbol p. By a mode for p we mean a function m p from {1, . . . , n} to {In, Out}.
If m p (i) = In (resp. Out), we say that i is an input (resp. output) position of p (with respect to m p ). We assume that each predicate symbol has a unique mode associated to it; multiple modes may be obtained by simply renaming the predicates. We use the notation (X 1 , . . . , X n ) to indicate the mode m in which m(i) = X i . For instance, (In, Out) indicates the mode in which the first (resp. second) position is an input (resp. output ) position. To benefit from the advantage of modes, programs are required to be well-moded [4] , which means that they have to respect some correctness conditions relating the input arguments to the output arguments. We denote by In(A) (resp. Out(A)) the sequence of terms filling in the input (resp. output) positions of A, and by Var In(A) (resp. Var Out(A)) the set of variables occupying the input (resp. output) positions of A.
A query A is well-moded iff the clause H ← A is well-moded, where H is any (dummy) atom of zero arity. A program is well-moded if all of its clauses are well-moded.
Note that the first atom of a well-moded query is ground in its input positions and a variant of a well-moded clause is well-moded. The following Lemma, due to [4] , shows the "persistence" of the notion of well-modedness.
Lemma 1. An LD-resolvent of a well-moded query and a well-moded clause that is variable-disjoint with it, is well-moded.
As a consequence of Lemma 1 we have the following well-known properties. For the proof we refer to [7] .
1. Let P be a well-moded program and A be a well-moded query. Then for every computed answer σ of A in P , Aσ is ground. 2. Let H ← B 1 , . . . , B n be a clause in a well-moded program P . If A is a well-moded atom such that γ 0 = mgu(A, H) and for
A concept we need in the sequel is that of terminating program; since we are dealing with well-moded programs, the natural definition we refer to is that of well-terminating programs.
Definition 3. A well-moded program is called well-terminating iff all its LD-derivations starting in a well-moded query are finite.
Termination of (well-moded) logic programs has been exhaustively studied in [5, 6, 9, 11, 21, 13] . Here we follow the approach of Etalle, Bossi, and Cocco [13] .
Simple group_set queries
The most intuitive (and modular) way of carrying out aggregate queries is to first collect all the answers to a query and then aggregate the values we are interested in. For instance, if we need to know the average age of our employees, we first make a list of the ages of all employees and then we calculate their average. Here we follow the same approach and we introduce the new group_set predicate, which can be seen as a moded counterpart of the well-known findall. Let us see some intuitive examples of how group_set works in simple queries, i.e. the queries consisting of only the group_set construct (so for the moment we do not use it in programs).
Definition 4.
A grouping atom is an atom of the form A = group_set(t, gl, Goal, x), where t is a term, gl is a list of distinct variables each of which appears in Goal, Goal is an atomic query (but not a grouping atom itself), and x is a free variable.
Definition 4 requires that Goal is atomic. This simplifies the treatment (in particular the treatment of modes) and is not a real restriction, as one can always define new predicates to break down a nested grouping atom into a number of grouping atoms that satisfy Definition 4.
Let us now see some examples, showing how this works. Consider the program P containing the following facts:
First, if the list gl is empty, then group_set(t, [ ], Goal, x) has the same functionality as the classical built-in findall and x is instantiated to the list of instances of t corresponding to the computed answer substitutions of the query Goal:
On the other hand, if gl is not empty, then the computed answer substitutions to the Goal will be grouped in sets of answers with the following property: two computed answer substitutions σ 1 and σ 2 belong to the same set if and only if glσ 1 = glσ 2 . 
Semantics of simple group_set queries
A subtle difficulty in providing a reasonable semantics for group_set is due to the fact that we have to take into consideration the multiplicity of answers. In a typical situation, group_set will be used to compute e.g. averages, as in the query group_set(W,
To this end, X should actually be instantiated to a multiset of terms corresponding to the answers of the query p(Y,W). However, since Prolog does not support multisets nicely, for the sake of simplicity in a practical implementation we are forced to use a list instead. The disadvantage of using a list is that it is order-dependent: by permuting the elements of a list one can obtain a different list. In the (natural) implementation, given the query group_set(. . . , . . . , Goal, x), the c.a.s. will instantiate x to a list of elements, the order of which is dependent on the order with which the computed answer substitutions to the query Goal are computed. This depends in turn on the order of the clauses in the program. Consequently, unless we extend the syntax to include multisets, the semantics of group_set is bound to be different than the classical LP semantics (any of them), as it depends on the order of the clauses in the program. This is annoying from the viewpoint of theory, but acceptable when using it in practice. To cope with this problem here we provide two semantics: the first one -more "declarative" -assumes that multisets of terms are part of the universe of discourse and that a multiset operator [[ ]] is available, while the second one does not. So in the following definition we assume that the universe of discourse includes multisets.
Definition 5 (c.a.s. to group_set using Multisets). Let P be a program, and A = group_set(t, gl, Goal, x) be a query. The multiset [[ α 1 , . . . , α k ]] of computed answer substitutions of P ∪ A is defined as follows: As we said, since Prolog does not support multisets, in the sequel we use lists instead. The disadvantage of using lists is that they are order-dependent, and that if a multiset contains two or more different elements, then there exists more than one list "representing" it. Here we simply accept this shortcoming and tolerate the fact that, in real Prolog programs, the aggregating variable x will be instantiated to one of the possible lists representing the multiset of answers.
Definition 6 (c.a.s. to group_set using Lists). Let P be a program, and A = group_set(t, gl, Goal, x) be a query. The multiset [[ α 1 , . . . , α k ]] of computed answer substitution of P ∪ A is defined as follows: In the future, we will refer to this second definition. Notice that, to bring this definition into practice, i.e., to really compute the answer to a query group_set(t, gl, Goal, x), we have to require that P ∪ Goal terminates.
Using group_set in queries and programs
In this section we discuss the use of group_set in programs. Here we are going to take advantage of modes, which will allow us to lift the (rather restrictive) conditions on variable sharing of previous approaches ( [19, 14] ), and to prove groundness and termination properties. So, before we discuss the semantics of the operator we first need to introduce a mode for it.
Modes
The mode of the query group_set(t, gl, Goal, x) depends on the mode of the Goal, so it is not fixed a priori. In addition, we introduce the concept of local variables. Now, we can extend the definition of well-moded program in the obvious way to take into consideration group_set atoms; the only extra care we have to take is that local variables should not appear elsewhere in the clause (or query). and
It is worth mentioning that in the approach of [19] and [14] all variables in Goal not occurring in the grouping list (gl) must not occur elsewhere in the clause or query containing this grouping atom (using our notation: they are all local). Here we relax this condition: input variables are not local and can occur elsewhere in the clause containing this grouping atom. This is possible thanks to the mode information because input variables are ground at the moment the grouping is performed. For instance, the query q(Y),group_set(Z,[],p(Y,Z),X) is allowed in our system (provided that the mode of p and q are (In, Out) and Out, respectively) while it is not allowed using the definitions in [14] or [19] , because of the shared variable Y . This significantly improves the practical applicability of the grouping construct (for instance, the program in the forthcoming Example 3 would not be allowed by the previous definition).
LD Derivations with Grouping
We extend the definition of LD-resolution to queries containing group_set atoms.
Definition 9 (LD-resolvent with grouping). Let P be a program. Let ρ : B, C be a query. We distinguish two cases:
1. if B is a group_set atom and α is a c.a.s. for B in P then we say that B, C and P yield the resolvent Cα. The corresponding derivation step is denoted by B, C α =⇒ P Cα. 2. if B is a regular atom and c : H ← B is a clause in P renamed apart wrt ρ such that H and B unify with mgu θ, then we say that ρ and c yield resolvent (B, C)θ.
The corresponding derivation step is denoted by B, C θ =⇒ c (B, C)θ.
As usual, a maximal sequence of derivation steps starting from query B is called an LD derivation of P ∪ {B} provided that for every step the standardisation apart condition holds.
Example 3. The Financial Administration (fa) of the University of Twente makes monthly summaries of the expenses made within several projects. Each expense is represented by a predicate expense/4, moded (In, Out, Out, Out), where the first argument is the research group making the expense, the second argument represents the project to be charged, the third argument is the amount used, and the last one is a timestamp. A research group within a department is denoted by research_group( Dept,RGroup) moded (In, Out). Termination Termination is particularly important in the context of grouping queries, because if Goal does not terminate (i.e., if some LD derivation starting in Goal is infinite) then the grouping atom group_set(t, gl, Goal, x) does not return any answer (it loops).
If the grouping atom is only in the top-level query and there are no grouping atoms in the bodies of the program clauses then, to ensure termination, it is sufficient to require that P be well-terminating in the way described in [13] : i.e. that for every well-moded non grouping atom A, all LD derivations of P ∪ A are finite. If this condition is satisfied then all LD derivations of P ∪ Goal are finite and then the query group_set(t, gl, Goal, x) terminates (provided they are well-moded).
On the other hand, if we allow grouping atoms in the body of the clauses, then we have to make sure that the program does not include recursion through a grouping atom. The following example shows what can go wrong here. Here p and q are defined in terms of each other through the grouping operation. Therefore p(X,Z) cannot terminate until q(X,Y) terminates (clause 1). Computation of q(X,Y) in turn depends on the termination of the group set operation on p(X,Y) (clause 2). Intuitively, one would expect that the model of this program contains q(a,1), q(a,2), q(b,3), and q(b,4). However, if we apply the extended LD resolvent (Definition 9) to compute the c.a.s. of p(X,Y) we see that the computation loops.
In order to prevent this kind of problems, to guarantee termination we require programs to be aggregate stratified [14] . Aggregate stratification is similar to the concept of stratified negation [2, 23] , and puts syntactical restrictions on the aggregate programs so that recursion through group_set does not occur. For the notation, we follow Apt et al. in [2] . Before we proceed to the definition of stratified programs we need to formalise the following notions. Given a program P and a clause H ← . . . , B, . . . . ∈ P :
-if B is a grouping atom group_set(t, gl, Goal, x) then we say that Pred (H) refers to Pred (Goal); -otherwise, we say that Pred (H) refers to Pred (B).
We say that relation symbol p depends on relation symbol q in P , denoted p q, iff (p, q) is in the reflexive and transitive closure of the relation refers to. Given a nongrouping atom B, the definition of B is the subset of P consisting of all clauses with a formula on the left side whose relation symbol is Pred (B). Finally, p q ≡ p q ∧ p q means that p and q are mutually recursive, and p q ≡ p q ∧ p q means that p calls q as a subprogram. Notice that is a well-founded ordering.
Definition 10. A program P is called stratified if for every clause H ← B 1 , . . . , B m , in it, and every B j in its body we have that is a grouping atom B j = group_set(. . . , . . . , Goal, . . .) then Pred (Goal)
Pred (H).
Given the finiteness of programs it is easy to show that a program P is stratified iff there exists a partition of it P = P 1 ∪ · · · ∪ P n such that for every i ∈ [1, . . . , n], and every clause cl = H ← B 1 . . . , B m ∈ P i , and every B j in its body, the following conditions hold:
1. if B j = group_set(. . . , . . . , Goal, . . .) then the definition of Pred (Goal) is contained within j<i P j , 2. otherwise the definition of Pred (B) is contained within j≤i P j .
Stratification alone does not guarantee termination. The following (obvious) example demonstrates this.
Example 5. Take the following program:
Notice that q r. This program is (aggregate) stratified, but the query p(Y,X) will not terminate.
Notice now that the program in Example 4 does not terminate despite the fact that all LD-derivations are finite; this shows that in presence of grouping atoms, we have to modify slightly the classical definition of termination. The following definition relies on the fact that the programs we are referring to are stratified.
Definition 11 (Termination of Aggregate Stratified Programs). Let P be an aggregate stratified program. We say that P is well-terminating if for every well-moded atom A the following conditions hold:
1. All LD derivations of P ∪ A are finite, 2. For each LD derivation δ of P ∪ A, for each grouping atom group_set(t, gl, Goal, x) selected in δ, P ∪ Goal terminates.
The classical definition of termination considers only point (1). Here however, we have grouping atoms which actually trigger a side goal which is not taken into account by (1) alone. This is the reason why we need (2) as well. Notice that the notion is well-defined thanks to the fact that programs are stratified.
To guarantee termination, we can combine the notion of stratified program above with the notion of well-acceptable program introduced by Etalle, Bossi, and Cocco in [13] (other approaches are also possible). We now show how.
Definition 12. Let P be a program. A function | | is a moded level mapping iff 1. it is a level mapping for P , namely it is a function | | : B P → N, from ground atoms to natural numbers; 2. if p(t) and p(s) coincide in the input positions then |p(t)| = |p(s)|.
For A ∈ B P , |A| is called the level of A.
Condition (2) above states that the level of an atom is independent from the terms filling in its output positions. Finally, we can report the key concept we use in order to prove well-termination.
Definition 13. (Weakly-and Well-Acceptable [13] ) Let P be a program, | | be a level mapping and M a model of P .
-A clause of P is called weakly acceptable (wrt | | and M ) iff for every ground instance of it, H ← A, B, C,
P is called weakly acceptable with respect to | | and M iff all its clauses are.
M is a model of P and P is weakly acceptable wrt them.
Notice that a fact is always both weakly acceptable and well-acceptable; furthermore if M P is the least Herbrand model of P , and P is well-acceptable wrt | | and some model I then, by the minimality of M P , P is well-acceptable wrt | | and M P as well.
Here and in the sequel let us adopt the following notation: given a program and a clause H ← . . . , B, . . . of it, we say that B is relevant iff Pred (H) Pred (B). Here the norm has to be checked only for the relevant atoms, because only the relevant atoms might provide recursion. Notice then that, because we additionally require that programs are stratified, grouping atoms in a clause are not relevant (called as subprograms). We can now state the main result of this section. Theorem 1. Let P be a well-moded aggregate stratified program.
-If P is well-acceptable then P is well-terminating.
Proof. (Sketch). Given a well-moded atom A, we have to prove that (a) all LD derivations starting in A are finite and that (b) for each LD derivation δ of P ∪ A, for each grouping atom group_set(t, gl, Goal, x) selected in δ, P ∪ Goal terminates.
To prove (a) one can proceed exactly as done in [13] , where the authors use the same notions of well-acceptable program: the fact that here we use a modified version of LD-derivation has no influence on this point: since grouping atoms are resolved by removing them, they cannot add anything to the length of an LD derivation.
On the other hand, to prove (b) one proceeds by induction on the strata of P . Notice that at the moment that the grouping atom is selected, Goal is well-moded (i.e., ground in its input position). Now, for the base case if Goal is defined in P 1 , then, by (a) we have that all LD-derivations starting in Goal are finite, and since we are in stratum P 1 (where clause bodies cannot contain grouping atoms) no grouping atom is ever selected in an LD derivation starting in Goal. So P ∪ Goal terminates.
The inductive case is similar: if Goal is defined in P i+1 , then, by (a) we have that all LD-derivations starting in Goal are finite, and since we are in stratum P i+1 if a grouping atom group_set(t , gl , Goal , x ) is selected in a LD derivation starting in Goal, we have that Goal must be defined in P 1 ∪ · · · ∪ P i , so that -by inductive hypothesis -we know that P ∪ Goal terminates. Hence the thesis.
Related Work
The first formal definition of aggregate functions was given by Klug in [15] . Klug also extends the relational algebra and relational calculus to support aggregate functions in a natural manner. In his approach, Klug avoids using multisets, and instead of defining aggregate functions directly on multisets he introduces a family of functions for each aggregate operation with the domain being the set of all relations. In his work, Klug eliminates the so called unsafe expressions that generate infinite number of tuples. This motivates the use of well-termination in our approach.
Özsoyoǧlu et al in [20] further extends Klug's algebra and calculus with set-valued attributes. Using set primitives as an alternative to using aggregate subgoals is also the approach used by Abiteboul and Beeri in [1]. However, as already observed by Kemp and Stuckey in [14] , sets are mostly used where aggregate subgoals could be used instead, while the latter seem to be easier to implement in the current logic programming systems. In the work of Özsoyoǧlu et al unsafe expressions are also not allowed.
Grouping and aggregates in logic-based languages are also defined by Klug in [15] and by G. Özsoyoǧlu et al. in [20] . These query languages operate on the relational databases without derived relations. It means that the recursion through aggregates is not an issue in their work.
Mumick et al provide a semantics in which predicates can be specified to be sets or multisets of tuples [19] . This is different from our approach in that we do not require the complete support for multisets, as most usable scenarios involving multisets can be simply expressed using lists. Mumick et al also consider the use of the group_by operator of SQL in the class of recursive programs. They recognise that many difficulties due to recursion through group_by construct can be avoided by using stratification.
Kemp and Stuckey present approach which is similar to that of Mumick et al and they extend well-founded and stable models to programs with aggregates [14] . In both [19] and [14] cardinalities of multisets are not restricted. Additionally, Kemp and Stuckey explicitly allows some aggregate operations to be defined on infinite multisets. Here, we effectively eliminate infinite multisets by requiring programs to be well-terminating. Both Mumick et al in [19] and Kemp and Stuckey in [14] define group stratification which is a straightforward extension of local stratification to include programs with aggregates.
Worth mentioning is that in the LDL language [8] , which is similar to [20] in that they also use sets as primitive objects, one is allowed to construct set-terms by "grouping" all instantiations of a term in the body of a rule, but they do not use aggregate subgoals explicitly.
Moded Logic Programming is well-researched area [18, 4, 7, 22] . However, to our best knowledge the modes has been never applied to aggregates. We also extend the standard definition of a mode to include the notion of local variables. By incorporating the mode system we are able to relax some of the restrictions on the use of aggregates in logic clauses.
Conclusions
In this paper we present a new higher-order predicate group_set that can be used in a logic program to realise aggregate operations. In contrast to the approaches like in [19] and [14] , our group_set does not require that aggregation must be performed each time grouping takes place. Instead, the output of group_set is a multiset (expressed as a Prolog list) that can be used in many different aggregate operations.
We show that by using modes we can relax some of the restrictions imposed on the use of grouping in logic programs. We do so by extending the definition of the mode by allowing some variables in a grouping atom to be local.
Finally, we show that for the class of well-terminating aggregate stratified programs the basic properties of well-modedness and well-termination also hold for programs with grouping.
Future Work At the University of Twente we develop a new Trust Management language TuLiP. TuLiP is a function-free first-order language that uses modes to support distributed credential discovery. In Trust Management, the need of having support for aggregate operations is widely accepted. This would allow one to bridge two related yet different worlds of certificate based and reputation based trust management. At the moment TuLiP does not support aggregate operations. We are planning to incorporate the group_set operator introduced in this paper in TuLiP and investigate its applicability in the Distributed Trust Management.
