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Abstract
In this paper, we introduce the Dissimilarity Mixture Autoencoder (DMAE), a
novel neural network model that uses a dissimilarity function to generalize a family
of density estimation and clustering methods. It is formulated in such a way
that it internally estimates the parameters of a probability distribution through
gradient-based optimization. Also, the proposed model can leverage from deep
representation learning due to its straightforward incorporation into deep learning
architectures, because, it consists of an encoder-decoder network that computes a
probabilistic representation. Experimental evaluation was performed on image and
text clustering benchmark datasets showing that the method is competitive in terms
of unsupervised classification accuracy and normalized mutual information. The
source code to replicate the experiments is publicly available at https://github.
com/larajuse/DMAE
1 Introduction
Unsupervised learning (UL) aims to automatically extract meaningful patterns from unlabeled data,
it covers different tasks like: clustering, density estimation, dimensionality reduction, anomaly
detection, data generation, among others. In recent years, deep learning has been used as an important
approach for UL, specifically, neural networks are able to automatically learn high-level abstractions
of the data through unsupervised representation learning. Some remarkable examples include:
autoencoders (AE), which are among the most studied neural networks and have demonstrated to
outperform conventional shallow approaches in the task of dimensionality reduction [1]; generative
models like the Generative Adversarial Networks (GANs) [2] or Variational Autoencoders (VAE)
[3], that show impressive results in the generation of image data; and deep clustering methods,
which show that a neural network with the appropriate layers and certain regularizers can outperform
conventional methods for clustering [4].
Clustering methods can be divided into two main categories [5], on the one hand, similarity-based
clustering, in which the complexity lies in the selection of the similarity function that is used to
compare the points, different similarity criteria allow a better approximation of the cluster’s densities
and includes methods like: hierarchical clustering, K-means, K-medoids and affinity propagation
[6]. On the other hand, feature-based clustering in which a non-linear transformation is used to
represent the data in a simpler space where linear relations are more likely to be found, it includes
methods like: spectral clustering [7], kernel K-Means [8], and the recent deep clustering methods
[4]. Clustering can be also addressed from a more probabilistic perspective as a density estimation
problem. In particular, mixture models such as Gaussian Mixtures (GMM) have been applied to
different clustering tasks. Its main restriction is the normality assumption for the cluster shapes that
prevent its application to data that does not satisfy this assumption [9].
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This paper presents the Dissimilarity Mixture Autoencoder (DMAE), a deep neural network model
that leverages from feature-based and similarity-based clustering. DMAE is based on the formulation
of the Dissimilarity Mixture Model (DMM), that generalizes the GMM by including a flexible
function to measure the dissimilarity between samples and the mixture components. It exploits
non-linear representations using deep learning and generalizes a family of clustering methods thanks
to the dissimilarity function.
• DMM: A mixture model based on a dissimilarity function between samples and mixture
components that generalizes a GMM. Thanks to the flexible dissimilarity function, the
model can deal with components/clusters with different shapes and, therefore, with different
data geometry.
• DMAE: a deep learning model that combines a DMM with a deep autoencoder architecture
that simultaneously learns to represent complex data in a latent space while finding the
parameters of the probabilistic model.
• The method was evaluated on different benchmark clustering tasks achieving competitive
performances in comparison with several state-of-the-art methods.
The remainder of this document is organized as follows: Section 2 presents related works in deep
clustering; Section 3 introduces DMAE and presents its probabilistic details; Section 4 describes the
experiments that were performed to validate the method; Section 5 shows the final remarks and the
future works.
2 Related Work
The performance of a clustering model is highly dependent on the topology of the input data, different
similarities are required for better modeling of the data patterns. In this matter, deep representation
learning can be used to transform the data into simpler and cluster-friendly representations [10],
specifically, a deep neural network (DNN) learns a high-level representation through several non-
linear transformations. The overall idea in most of the current deep clustering methods is to use a
DNN to induct a latent space where clustering can be performed. This is useful if the clustering
strategy allows differentiation since the DNN can be fine-tuned through back-propagation to improve
the clustering results.
A pioneer work in deep clustering is the Deep Embedded Clustering (DEC) [4], it uses an autoencoder
to transform the data into a low-dimensional space and an assignment distribution layer to refine the
latent space for clustering. The original method consisted of a stacked autoencoder of fully-connected
layers for the representation and a t-student distribution for the cluster assignments, however, recent
studies have presented improved versions that include convolutional autoencoders [11], boosting [12]
and data augmentation [13]. DEC has demonstrated that deep clustering can outperform conventional
shallow approaches in different tasks, this has generated a new line of research in both deep learning
and clustering.
The core of current deep clustering methods is the assignment strategy, i.e., determining a specific
operation to compute which cluster is more suitable for each data point and allowing differentiation.
For instance, the t-student distribution has been widely used, especially, it can be seen as a normalized
euclidean similarity that is able to represent the K-Means behavior. An alternative is a multinomial
logistic regression or SoftMax function, it is typically used in deep learning and allows to approximate
the argmax function under certain constraints [14]. This last approach was explored in the Deep
Embedded Regularized Clustering (DEPICT) [9], which incorporates additional regularization terms
to allow a uniform distribution of the assignments. Likewise, similar studies in vector quantization
have explored in detail this idea, for instance, the soft-to hard vector quantization method [14]
proposes the use of a softmax function over euclidean distances as a relaxation to the nearest neighbor
assignments that are typically performed for vector quantization.
Generative models have been also proposed for deep clustering. For instance, the Variational Deep
Embedding (VaDE) [5] and the Gaussian Mixture Variational Autoencoder (GMVAE) [15] use
a process that generates random samples in the deep embedded space from multivariate normal
distributions. In a similar manner, adversarial-based approaches like the InfoGAN [16] and the
ClusterGAN [17] have been successfully applied.
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The works that are more closely related to ours have shown the advantages of integrating similarity-
based and feature-based approaches. For example, the Joint Unsupervised Learning (JULE) [18] uses
an agglomerative loss that requires an affinity matrix to represent the similarities between each point
in the dataset. The SpectralNet [19] is a neural network model that can learn the spectral map that
is computed in spectral clustering, also, it uses a siamese network to learn an appropriate similarity
between points. Finally, the Deep clustering via a Gaussian mixture variational autoencoder with
Graph embedding (DGG) [20] is a generative model that extends VaDE, it uses a graph embedded
affinity matrix that is also constructed using a siamese network. In addition, as it will be detailed
in Section 3, one of the main differences in DMAE is that it does not require a similarity between
different data points, instead, it uses a density-wise dissimilarity that compares each point with each
cluster distribution.
3 Dissimilarity Mixture Autoencoder
Density estimation is an important task in statistics and machine learning. In this section, we
present a new deep learning model for density estimation based on a dissimilarity mixture model
that generalizes popular density estimation models such as the Gaussian mixture model. The next
subsections present the details of the mixture model and the deep autoencoder based on it.
3.1 Dissimilarity Mixture Model
A mixture model is a probabilistic approach to density estimation. It describes a generative process
in which the data is drawn from multiple distributions. A representative example is the Gaussian
mixture model (GMM) that is presented in Eq. 1, where the probability density function corresponds
to a weighted sum of K Gaussian distributions with parameters µk ∈ Rm and Σk ∈ Rm×m, using
the mixing coefficients pik as weights.
p(x) =
K∑
k=1
pikN (x|µk,Σk) (1)
In the generative process associated to a GMM each sample is generated by one of the component
distributions. The component associated to a sample x can be represented by a vector of binary
latent variables z = (z1, . . . , zK) where zk = 1 for the corresponding component k and zk = 0
for the rest. The mixing coefficients correspond to the marginal probabilities of the latent variables,
P (zk = 1) = pik. The conditional distribution of a sample given the latent variables is:
p(xi|zi,k = 1) = β−1k e−(xi−µk)
TΣk(xi−µk), (2)
Where βk is the normalizing coefficient of the Gaussian distribution with parameters µk and Σk.
The expression (xi − µk)TΣk(xi − µk) in the exponent of Eq. 2 can be interpreted as a measure
of dissimilarity between xi and the Gaussian component with parameters µk and Σk, in fact this is
called the Mahalanobis distance. We can generalize this to other dissimilarity measures between a
sample xi and a distribution with parameters θk:
p(xi|zi,k = 1) = β−1k e−αV(xi,θk), (3)
Where V is a dissimilarity function, α is a parameter that controls the shape of the distribution and
βk is a normalizing coefficient. The generalized model corresponds to mixture of distributions of the
exponential family where the particular distribution is determined by the dissimilarity function. Eq. 3
can be extended to consider the full vector of latent variables as:
p(xi|zi) = β˜−1e−αV(xi,θ˜), (4)
Where θ˜ =
∑K
k=1 zikθk and β˜ =
∏K
k=1 β
zik
k . The conditional probability of the latent variables
given the samples is:
P (zk = 1|xi) = pikβ
−1
k e
−αV(xi,θk)∑K
j=1 pijβ
−1
k e
−αV(xi,θk)
=
e−αV(xi,θk)+log pˆik∑K
j=1 e
−αV(xi,θj)+log pˆij
, (5)
Where pˆik = pikβ−1k . This conditional probability corresponds to a softmax of the dissimilarity
measures with the logarithm of the coefficients pˆik acting as biases.
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Figure 1: Conceptual diagram of the proposed model for a dissimilarity that requires means and
covariances.
The maximization of the log-likelihood for a mixture model is not a well posed problem and suffers
from different issues like sample or posterior collapse and identifiability [21]. For this reason, we
aim to optimize an approximation of the complete log-likelihood (view Eq. 6) of a set of samples
X = {xi}Ni=1 and their corresponding latent variables zi.
L(Θ,Π|X,Z) =
N∑
i=1
log
(
β˜−1e−αV(xi,θ˜)
K∏
k=1
pizikk
)
=
N∑
i=1
log
(
e−αV(xi,θ˜)
K∏
k=1
(
pik
βk
)zik)
=
N∑
i=1
(
−αV(xi, θ˜) +
N∑
k=1
zik log pˆik
) (6)
As it will be detailed in the next section, the latent variables zi are internally approximated in
an encoder-decoder network, further, Eq. 6 will be used to design a loss function that guides its
learning process. In particular we will use Eq. 7 as a component of the overall loss function of the
model, it generalizes the objective function of clustering methods including k-means, fuzzy c-means,
possibilistic c-means, K-medoids, among others.
Lc(xi, zi) = V(xi, θ˜) (7)
3.2 Autoencoder Architecture
The dissimilarity mixture autoencoder (DMAE) is a special kind of encoder-decoder network with
shared weights and constrained biases that internally defines a DMM. It is proposed as a differentiable
component that can be easily incorporated into deep learning architectures. For instance, the end-
to-end model depicted in Fig. 1 uses a deep autoencoder for unsupervised representation learning
and incorporates DMAE in the latent space for clustering, this complete model consists of four main
components:
Deep Encoder: it defines a transition X → H from the original input space X to a space H of
dimension L. This is achieved through several non-linear transformations that must be learnt during
the training. Specifically, it defines a function φ that transforms an input sample xi to a latent
representation hi using a set of weights We.
hi = φ(xi,We) (8)
DMM-Encoder: it defines a transition H → S from the space H to a sparse latent space S
of dimension K (total number of clusters). This sparse representation is equivalent to the soft-
assignments of the DMM that are shown in Eq. 5 and can be interpreted as a relaxation of the zi
vector. This component defines the clusters parameters Θ and Π. A pairwise dissimilarity Vp is used
to compute a vector di ∈ R1×K , such that each value represents the dissimilarity V between hi and
all the cluster parameters θk:
di = Vp(hi,Θ) (9)
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The soft-assignments si are hence determined through a softmax activation function σ(·), it uses the
softmax inverse temperature α to control the sparsity and a vector of biases (mixing coefficients)
b ∈ R1×K as shown in Eq. 10.
si = σ(−αdi + b) (10)
DMM-Decoder: the idea of this component is to obtain a latent reconstruction h˜i ∈ R1×L from the
sparse space S. However, the soft-assignments only contain cluster-related information which can
not be directly used to obtain the latent reconstruction. For this reason and as shown in Fig. 1, we
propose that DMAE must use the soft-assignments to determine an approximation of the assigned
cluster θ˜i that was presented in Eq. 4 and is mainly influenced by the most representative clusters. A
reconstruction of θ˜i is defined as a linear projection of the soft assignments si using all the clusters’
parameters Θ. In other words, the assigned cluster is reconstructed as a convex combination of all the
clusters using the soft-assignments as weights.
θ˜i =
K∑
k=1
sik · θk (11)
Deep Decoder: this component must define a transition from the reconstructed parameters to a global
reconstructed space X˜ . Moreover, it requires an strategy to combine the representations from multiple
spaces (since the parameters can be composed by one of more terms) into a single one. At this point,
two reasonable approaches emerge since these spaces contain distribution parameters: on the one
hand, a sample h˜i can be generated using a distribution with parameters θ˜i; on the other hand, if
there is a location parameter associated with the distribution, then, h˜i can be represented through
the centers or means µ˜i. Either approach allows to merge the reconstructed parameters into the
reconstructed latent representation h˜i. Finally, the deep decoder defines a function ϕ that uses a set
of weights Wd to transform h˜i to a global reconstruction x˜i in the original input space.
x˜i = ϕ(h˜i,Wd) (12)
To summarize, the complete model has to learn the following parameters: We,Θ,b,Wd. To this end,
we propose the loss function L that is shown in Eq. 13. It is composed of: (1) the reconstruction
loss Lr, which is the mean squared error between the original data and its reconstruction, and (2) the
clustering regularization Lc, which is the DMM loss that was derived in Section 3.1.
L = λrLr + λcLc Lr =
∑
xi,x˜i
||xi − x˜i||2 Lc =
∑
hi,θ˜i
V(hi, θ˜i) (13)
4 Experiments
For a better understanding of the proposed model and validation purposes, we propose two exper-
iments. First, synthetic data is used for a visual interpretation of DMAE. Second, image and text
datasets are used to assess the model’s performance in real data.
4.1 Synthetic data
One of the main advantages of the DMM is that it has different behaviors in dependence on the
dissimilarity function V , to emphasize this, a first experiment is proposed to visualize the obtained
clusters for different dissimilarities. We generate a two-dimensional dataset of 3200 samples that
contains 8 balanced isotropic blobs in random locations as shown in Fig. 2. This is a problem that
allows linear-separability, however, our main goal is merely for the visualization of the patterns that
appear when using different distance functions as dissimilarities.
To assess the effect of the dissimilarity, we consider a shallow version of DMAE that does not contain
the deep autoencoder, besides, we use the Minkowsky distance (view Eq. 14) considering that it
is a generalization of different similarity functions and therefore allows to illustrate small changes
in the dissimilarities. There are some common distances functions that are an special case of the
Minkowski distance, including: the Manhattan distance or L1-norm when p = 1, the Euclidean
5
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Figure 2: Voronoi regions obtained from the cluster assignments with different variations of the
Minkowski distance.
distance or L2-norm when p = 2, and the Chebyshev distance or L∞-norm when p→∞.
V(xi, µk) =
(
m∑
i=1
|xi − µk|p
)1/p
(14)
Since we want to visualize the shape of each cluster or the Voronoi regions, we define that the
assigned cluster or the predictions can be obtained according to the following rule:
y˜i = argmax
k
(P (zk = 1|xi)) (15)
For this experiment, the models are trained for 100 epochs using the Adam optimization algorithm
with a learning rate of 10−3 and a batch size of 32. DMAE is trained to find a number K = 8 of
clusters and uses a softmax inverse temperature α = 100. The results are presented in Fig. 2 and
show that the DMM finds a good estimation of the centroids µk for different dissimilarities, but most
important, the dissimilarity function determines different cluster shapes, which is reflected in the
Voronoi regions that are described through different norms.
In the second experiment we use the synthetic data that was originally proposed by Johnson et al.
[22] and that was used to validate the GMVAE [15]. It is a dataset that can be used to evaluate density
estimation models and can be generated from the arcs of 5 circles as shown in Fig. 3. We use this
data to visualize the learned representations when using a multivariate dissimilarity function like
the Mahalanobis distance, which defines the distribution of each cluster through a mean µk and a
covariance Σk.
For this experiment, a total of 3200 two-dimensional samples are generated. DMAE is trained using
a temperature α = 10 and aims to find the distribution of a number K = 5 of clusters. The model is
a. Predictions
c. Soft-assignments
b. Observational model
Figure 3: a. Voronoi regions obtained from DMAE when using a Mahalanobis distance, b. distribution
for the data that is obtained from DMAE, c. soft-assignments as the individual cluster posteriors.
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trained for 70 epochs using the Adam optimization algorithm with a learning rate of 10−4 and a batch
size of 32. Fig. 3 shows that DMAE can describe this data as a Gaussian Mixture, which is reasonable
considering that it uses the Mahalanobis distance. Moreover, an interesting behavior is presented in
the soft-assignments P (zk = 1|x), which are able to model uncertainties in the boundary regions.
Softmax Inverse Temperature
-N
o
rm
Figure 4: Sparsity evaluation in terms of the L0-
Norm.
An interesting behavior of DMAE is that the
uncertainties are determined by the parame-
ter α, which controls the sparsity of the soft-
assignments. This can be quantitatively mea-
sured in terms of the L0-norm (number of
non-zero elements in a vector) of the soft-
assignments as shown in Fig. 4. For this specific
experiment, the norm can take values between 0
andK, where a value ofK represents that all the
probabilities are different from zero. As it can be
seen, a low α means that the data is represented
by almost 2 clusters in average, but, as it takes
higher values, all the data is hardly-assigned to
a single cluster. This behavior specially affects
the posterior cluster distributions, as it is shown,
the probabilities go from soft to hard.
4.2 Real data
The experiments on real data aim to validate the proposed method for deep clustering and contrast its
performance against state-of-the-art methods. In this case, we use the end-to-end version of DMAE
that incorporates a deep autoencoder for the unsupervised analysis of images and texts.
Datasets:
We evaluate DMAE on two different datasets that have been widely used for deep clustering. The
method’s performance is compared against recent related methods that report the results as the
average after different trials. This ensures a fair comparison considering that we report the results as
the average over 10 trials. We selected MNIST and Reuters data since these are the most common
image and text datasets that have been used for deep clustering:
• MNIST: It is a dataset of hand-written digits in grayscale with a resolution of 28x28. It
contains a total of 70000 examples divided into 10 different categories. We preprocessed
each image to fit its intensity range between 0 and 1.
• Reuters: It contains about 810000 English news with labels according to four main cate-
gories: market, economics, corporate/industrial, and goverment/social. As in similar studies,
we choose a sub-sample of 10000 examples and represented each document through tf-idf
on the 2000 most common terms.
Evaluation Metrics:
The main evaluation metric is the unsupervised classification accuracy (ACC), it is defined as the
number of cluster assignments or predictions y˜ that describe the original ground truth y. The idea of
this metric is to determine a linear mapping g that determines the best match between the unsupervised
predictions and the original labels [4]. We also evaluate the normalized mutual information (NMI)
score, which defines a proportion that uses the entropy H of each variable and the mutual information
I between the predictions and the ground truth:
ACC =
1
N
N∑
i=1
1(yi = g(yi)) NMI =
2 · I(y, y˜)
H(y) +H(y˜)
(16)
Hyperparameter Selection: Similar to related studies [10], we take a fine-tuning approach that
consists of three steps; (1) the deep autoencoder is pretrained to learn a candidate latent representation.
(2) a shallow clustering strategy is used on the latent space to find appropriate initial cluster parameters.
(3) the complete deep clustering method is trained. For the deep autoencoder, we consider an
architecture that has been used in [4, 11, 13], it is a stacked autoencoder of fully-connected layers
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(ReLu activation function for all layers except for the latent and the output spaces, which are linear)
that defines an encoder of dimensions D-500-500-2000-10 and a decoder of dimensions 10-2000-
500-500-D, where D is the size of the input space (784 for MNIST and 2000 for Reuters).
Data augmentation (random rotations between -10 and 10 degrees and random horizontal and vertical
shifts of 10%) is used for the autoencoder pre-training on MNIST. For DMAE, we set the α = 10000
and explore the cosine, mahalanobis, euclidean, and manhattan distances. We use K-means to
initialize the euclidean and the mahalanobis models and K-medoids (trained over a random subsample
of size 10000 to avoid memory issues) to initialize the cosine and manhattan models. The pretraining
is performed for 500 epochs on MNIST and 100 epochs for Reuters using the stochastic gradient
descent optimizer (learning rate of 1.0 and momentum of 0.9). The fine-tuning is performed for 300
epochs using the Adam optimizer (learning rate of 10−5). Finally, we used the following parameters
for the loss function λr = 0.01, λc = 1
Results:
The performances of DMAE in the two datasets are reported in Table 4.2. It is compared with other
deep clustering methods that have been used in the same data. In general terms, the Mahalanobis
model achieved the best performances in comparison with other dissimilarities, further, we achieve a
competitive performance on MNIST, in which the differences between the best method and our model
are minimal. DMAE achieves the best results on the Reuters data with the Mahalanobis distance,
showing that although the neural network can to learn a mapping in which the relations are Euclidean,
a better result can be achieved if the neural network learns a transformation that is given by a different
dissimilarity.
Table 1: Comparison of unsupervised clustering accuracy and normalized mutual information.
Method MNIST ReutersACC NMI ACC NMI
VaDE [5] 0.945 - 0.798 -
DEPICT [9] 0.965 0.917 - -
DCD-DA [23] 0.969 0.941 - -
ConvDEC-DA [13] 0.985 0.960 - -
DEC [4, 13] 0.912± 0.047 0.869± 0.031 0.777± 0.060 0.571± 0.043
SpectralNet [19] 0.971± 0.001 0.924± 0.001 0.803± 0.006 0.532± 0.010
IMSAT [24] 0.984± 0.004 - 0.710± 0.049 -
DGG [20] 0.976± 0.001 - 0.823± 0.012 -
DMAE-Manhattan 0.916± 0.053 0.920± 0.022 0.487± 0.094 0.170± 0.153
DMAE-Cosine 0.950± 0.059 0.935± 0.019 0.622± 0.095 0.362± 0.093
DMAE-Euclidean 0.978± 0.001 0.945± 0.001 0.791± 0.037 0.570± 0.029
DMAE-Mahalanobis 0.984± 0.001 0.945± 0.001 0.827± 0.014 0.580± 0.032
For comparison purposes, we used the architecture of a deep autoencoder that has been studied before.
Nevertheless, these results may change in dependence on the activations, the number of units, or any
other hyperparameter that define the deep model. Determining a suitable architecture to represent the
data is not an easy task, especially, hyperparameter exploration is not suitable considering the large
number of combinations on the parameters that define a deep autoencoder. Moreover, we presented a
general method that can be used for different tasks and a simple exploration on the dissimilarity may
find optimal solutions in cases in which current methods are not able to work with.
5 Conclusions and Future Work
We presented the Dissimilarity Mixture Autoencoder, a deep learning method that leverages from
similarity and feature-based clustering by a relaxation of a density estimation problem. Results show
that the proposed model is very flexible, allowing it to generalize different mixture distributions in
dependence on a dissimilarity function. The method demonstrated competitive results in different
tasks, which makes it suitable for different problems. Further, future work is aimed to determine
manners to reduce the dependencies to the network structure and methods of metric learning to
automatically find the most appropriate dissimilarity function.
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6 Broader Impact
DMAE can be applied to a wide range of applications related to unsupervised learning, including:
dimensionality reduction, deep clustering, density estimation, unsupervised image processing, natural
language processing, generative models, among others. Our research presents a novel and general
method that combines ideas from classical density estimation into modern deep learning models. We
propose a generalization of the Gaussian mixture models based on essential ideas from similarity-
based clustering. The proposed model uses deep learning fashion to estimate a mixture model through
gradient-based optimization techniques, moreover, it does not require sampling or the assumption
of any auxiliary distribution for a variational approach, which makes it scalable and allows easy
integration with other deep learning architectures.
In this work is presented a method that is competitive with the state-of-the-art in deep clustering.
A remarkable implication that rises for most of the deep clustering methods is that it is a different
perspective for machine learning, i.e., instead of fitting a model to mimic humans annotations or
labels, the problem is addressed from an unsupervised perspective and the neural network has to learn
the concepts or patterns with the minimal human intervention. Although there is evidence about the
relation between human abstractions and the high-level concepts that are learned in a deep neural
network. The results show that this relationship also exists even if a model is not being trained to
mimic the human behavior, i.e., a deep clustering method automatically learns discriminative patterns
which are highly-related with the concepts that humans use to categorize the real world.
To conclude, current approaches are evaluated on controlled and well-known datasets, but, the
application of deep clustering in real-life scenarios has not been completely explored. This is
important considering the simplicity of the concepts that are implicit in these basic problems, the
performance on more challenging tasks that require higher human abstractions is still unknown and
must be studied in a near future.
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7 Supplementary Material
This section presents supplementary experiments using the Dissimilarity Mixture Autoencoder
(DMAE). The additional results are structured in two parts: (1) the assessment of the density and
the learned representations of the deep model for non-linear clustering problems. (2) A sensitivity
analysis of the unsupervised classification accuracy when varying the softmax inverse temperature
parameter α.
7.1 Deep Model for Non-Linear Clustering
One of the main advantages of the deep clustering methods is that they leverage from representation
learning, i.e., a deep learning model can learn and exploit a cluster-friendly representation. This is
important for DMAE considering that non-linear problems can be transformed into simpler spaces
with more meaningful densities. To assess this behavior, we show two examples of non-globular
clustering datasets.
a. Sigmoid b. Swish
e. ELUd. SELU f. Softplus
c. RELU
Figure 5: Learned densities for different activation functions on the deep autoencoder.
For the first example, we use the same synthetic data [22] that was used in the second experiment
over synthetic data in the paper. A total of 3200 two-dimensional samples are generated in five
groups as shown in Fig. 5, in this case, DMAE uses a stacked autoencoder of fully-connected
layers that define an encoder of dimensions 2-32-32-5 and a decoder of dimensions 5-32-32-2. We
explore the following typical activation functions: sigmoid, swish, RELU, SELU, ELU, and softplus.
DMAE uses a Mahalanobis dissimilarity and a softmax inverse temperature α = 1000. The model is
trained in three steps. (1) the deep autoencoder is pretrained using the Adam optimization algorithm
with a learning rate of 10−3 for 100 epochs. (2) K-means is used on the transformed space to
find appropriate initial cluster parameters. (3) the complete deep model is trained using the Adam
optimization algorithm with a learning rate of 10−5 for 80 epochs.
As it is depicted in Fig. 5 the resultant density depends on the network architecture, different
activation functions yield different patterns. Moreover, it is shown that all these densities are a
good approximation of the shape of the data, which is an important advantage that can not be easily
achieved with a shallow approach as it was shown in the second experiment of the paper.
In the second example, we show that DMAE can describe the density of non-globular data. This
is a problem in which most of the deep clustering methods tend to fail [19] and requires additional
strategies like the direct computation or the approximation of point-wise affinity matrices. To this
end, a total of 3200 two-dimensional samples are generated in two centered circles as shown in Fig.
6.
In this case, DMAE uses a Mahalanobis dissimilarity, a softmax inverse temperature α = 1000, and
a stacked autoencoder of fully-connected layers that define an encoder of dimensions 2-256-256-100
11
Predictions
Figure 6: Performance of DMAE on non-globular data.
and a decoder of dimensions 100-256-256-2. Furthermore, if we use the same training approach that
was used in the previous example, DMAE obtains degenerate solutions similar to other deep clustering
networks [19]. Nevertheless, considering that this problem is a typical case that kernel methods
easily solve, we decided to exploit the representation capabilities and initialize the autoencoder with
a kernel function.
To this end, we propose a methodology that consists of five steps: (1) 100 random Fourier features
(RFF) [25] are extracted from the RBF kernel with γ = 10. (2) The encoder learns a map between
the original samples and the RFF using Adam with a learning rate of 10−3 for 100 epochs. (3) The
decoder learns to reconstruct the samples from the learned RFF using Adam with a learning rate
of 10−3 for 100 epochs. (4) K-means is used on the learned RFF to find appropriate initial cluster
parameters. (5) The complete deep model is trained using Adam with a learning rate of 10−5 for 80
epochs.
The results are presented in Fig. 6, the proposed methodology allows DMAE to find a more
precise mixed density which allows the separation of the two regions. This shows the advantages of
representation learning for clustering, because, a deep neural network can approximate any mapping
that can even solve non-globular problems.
7.2 Sensitivity to the Softmax Inverse Temperature
Softmax Inverse Temperature
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Figure 7: Average unsupervised classification accuracy for different softmax inverse temperature
values.
As we showed in the paper, the softmax inverse temperature parameter α controls the sparsity of
the soft-assignments, moreover, we want to evaluate the effects of this parameter on the clustering
performance. For this reason. in the last experiment, we perform a sensitivity analysis on the test set
of the UCI ML hand-written digits data [26, 27], it contains 1791 images divided into 10 classes with
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a resolution of 8x8. We selected this dataset because it is small and has low-resolution images, which
makes it suitable considering that we want to perform multiple evaluations.
In this case, DMAE uses a Mahalanobis dissimilarity and a stacked autoencoder of fully-connected
layers (all the activation functions are RELU except for the latent and output layers) that defines an
encoder of dimensions 64-256-256-10 and a decoder of dimensions 10-256-256-64. We explore the
softmax inverse temperature in a range of α ∈ [1, 104]. Similar to the experiments on real data, the
model is trained in three steps. (1) the deep autoencoder is pretrained for 500 epochs using stochastic
gradient descent with a learning rate of 1.0 and a momentum of 0.9. (2) K-means is used on the
transformed space to find appropriate initial cluster parameters. (3) the complete deep model is
fine-tuned using the Adam optimization algorithm with a learning rate of 10−5 for 30 epochs.
We report the average over 10 trials for each value of α as shown in Fig. 7. The performance is
evaluated in terms of the unsupervised classification accuracy and is computed before (AE+KMeans)
and after (DMAE) the fine-tuning. The results show that DMAE always improves the original results
and that the α parameter does not affect the clustering performance. It is a parameter that controls the
sparsity but does not change the assignments.
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