This paper presents an improved method of a repetitive controller based on perfect tracking control (PTC) in order to reject the variable repeatable runout (RRO) of hard disk drives (HDDs). The author's group proposed repetitive PTC (RPTC) with a switching mechanism. RPTC is realized by using periodic a signal generator (PSG) and PTC. The PSG produces a feedforward signal from the periodic disturbance, and the PTC generates a control input to cancel the periodic error in the steady state. However, we have not considered the difference between the RROs of tracks. This paper proposes a re-learning scheme by taking into account the correlation of adjacent tracks. Finally, the advantages of RPTC using the proposed scheme are demonstrated through simulations and experiments using a hard disk drive equipment with discrete track recording media (DTR).
Introduction
Head-positioning controllers of hard disk drives (HDDs) are generally composed of two control modes: the trackseeking mode and the track-following mode. High-speed positioning and small residual vibration are important in the track-seeking mode, and the disturbance rejection performance is important in the track-following mode.
Digital two-degree-of-freedom controllers generally have two samplers for the reference signal r(t) and the output y(t), and one holder on the input u(t). Therefore, there exist three time periods T r , T y , and T u which represent the sampling time of r(t), y(t), and u(t), respectively. In the case of HDDs, the position error is detected by the discrete servo signals embedded in the disks. Therefore, the output sampling period T y is decided by the number of these signals and the rotation frequency of the spindle motor. However, it is possible to set the control period T u shorter than T y because of the recent development of microprocessor. Thus, the servo system can be regarded as a multirate control system where T u ≤ T y . Then, many multirate controllers have been proposed both for the track-seeking mode and the track-following mode (1) - (3) . Recently, magnetic printing media, discrete track recording media (DTR) and pre-formatted media with perpendicular anisotropy are studied for high track density as new generation media (4) . These new generation media can record servo information in the manufacturing process of disks although the conventional disk uses servo track writers after disks are installed in drives. This improved technology can provide high recording density compared with conventional disks. However, it is known that the servo information of these pre-formatted media generally has large decentering from the rotating center. Therefore, higher track-following performance to the decentered servo information is required. Since servo information is patterned on the disk before the disk is set to the drive, the repeatable runout (RRO) generally becomes larger after the disk is installed in the drive. The high frequency harmonics is called as high-order RRO. Because non-magnetic material grooves exist between tracks, it is important to reject not only low-order RRO but also highorder RRO when the magnetic head reads or writes the information.
There have been a lot of studies of RRO compensation. Repetitive control is a widely used technique to reject periodic disturbances or to track periodic reference signals (5) (6) . In (7), the disturbance is suppressed by peak-filters with phase compensator for the high frequency RRO. The application of iterative learning controller is reported in (8) and (9) . Adaptive feedforward cancellation scheme is utilized in (10) and (11).
Author's group proposed repetitive controller based on perfect tracking control (PTC) with switching mechanism in order to reject even high-order repeatable runout (RRO) with periodic signal generator (PSG) (12) (13) . In the RPTC, multirate feedforward control is utilized to overcome the unstable zero problem of discrete-time plant. The PSG makes the compensation signal from the periodic disturbance of the following track. To generate the compensation signal, the PSG needs the averaged position error signal (PES) at each sector to reject non repeatable runout (NRRO). However, the RRO of one track is different from that of another track. When the head is moved to a different track, the compensation signal which is generated on one track would degrade the trackfollowing performance on the other tracks. However, it is not realistic to wait several rotations of disk to make the averaged signal at every track.
In this paper, we propose the re-learning perfect tracking control (Rl-PTC) method which has re-learning scheme considering correlation of adjacent tracks. The correlation means c 2013 The Institute of Electrical Engineers of Japan.
that the periodic disturbances have similarity in near adjacent tracks. After the compensation of RPTC in the current track, the PSG learns the residual position error signal to generate the new compensate signal for adjacent tracks. In this way, the proposed method has high robustness against RRO variation between tracks and modeling error of plant. (12) (14) In this paper, it is assumed that the control input can be changed N times during the sampling period of output signal T y . For simplification, the input multiplicity N is set to be equal with the order of nominal plant n since N ≥ n is the necessary condition of perfect tracking. But, by using the formulation of (14) , this assumption can be relaxed to deal with more general system with N n.
Repetitive Perfect Tracking Control (RPTC)

Perfect Tracking Control
Consider the continuous-time nth-order plant described bẏ
The discrete-time state equation discretized by the shorter period T u becomes
where x[k] = x(kT u ) and
By calculating the state transition from t=iT y =kT u to t=(i + 1)T y =(k + n)T u in Fig. 1 , the discrete-time plant P[z] can be represented by
where x[i] = x(iT y ), z := e sT y and multirate input vector u is defined in the lifting form as
and the coefficients are given by
From (4), the transfer function from x[i + 1]∈R n to the multirate input u[i]∈R n can be derived as
From the definition in (6), the nonsingularity of matrix B is assured for a controllable plant. Because (7) is a stable inverse system, a feedforward controller can be designed as
Then, if the control input is calculated by (8) as shown in Fig. 2 , perfect tracking is guaranteed at the sampling points for the nominal system because (8) 
When the tracking error y (13) The RPTC is based on perfect tracking control with periodic signal generator (PSG). Because the PSG can be constructed by the series of memories, the computation cost is very low.
Repetitive Perfect Tracking Control
First, the PTC is designed using multirate feedforward control as a minor-loop system to obtain the ideal command response. The measured output y[i] is assumed to have the out-
where p[i] is the plant output. In this section, the disturbance is assumed to be a repetitive signal with period T d .
Second, the periodic signal generator is designed to generate desired trajectory r[i]. Because perfect tracking (
is assured, the minor-loop nominal system is expressed as
where
is the single-rate plant with T y if the minor-loop feedback controller C 2 [z] is a single-rate system.
The PSG can be designed as the outer-loop controller by
where the integer N d is defined as T d /T y . From (11) and (12), the total closed-loop system is represented by
Therefore, the repetitive disturbance which is modeled as
is completely rejected at every sampling point in the steady-state. In (11) , there exists redundancy to decide r[i] from the PSG output r[i] since we have freedom to select the state variable x. In order to make the multirate input smooth, it should be given as the derivative form 
In the steady-state, the switch turns on during one disturbance period T d and the PSG stores the output. Here, the PTC generates control input 
Compensation Update between Adjacent Tracks
The periodic disturbance in the HDDs appears as a synchronized signal with the spindle rotation speed. This is caused by the eccentric disk, the torque ripple of the spindle motor and each sector position noise.
The periodic disturbances of each track are different. Especially, the RRO of inner side of a disk is completely different from that of outer side. The PSG needs to memorize the periodic disturbances of each track. Therefore, when the periodic disturbance of the previous track is used, the compensation signal would be different from the periodic disturbance of the current track.
Here, this paper proposes a re-learning scheme considering the correlation of adjacent tracks with a weighting factor. First, we consider the case before the RPTC compensation is applied. From (11) 
where 
where α is a free parameter to give the higher weight on the new data. The weighting factor α should be chosen as
The output y n [i] is calculated as
. Furthermore, high-frequency NRRO can be further reduced by the application of a zero phase low pass Q filter that was used in (6).
Modeling Error Consideration
Next, we consider the robustness of the re-learning scheme against the modeling error of plant model. Here, we assumed that there is no variation of track runout. Before starting the RPTC compensation, the output y 0 [i] is calculated as
where Δ[z] is the multiplicative modeling error, as shown in Fig. 4 . Therefore, the compensation signal is calculated as
. After the feedforward compensation is started, the output signal y 1 [i] and u 1 [i] are described as
In this analysis, the feedforward controller of (7) is approximately described as z
because PTC is composed of the inverse plant with preview action. Then, the output is calculated as
Then, we obtain
Using (20), the output is rewritten as
Therefore, it can be said that the re-learning scheme can attenuate the residual error by the transfer function
Iteration of Re-learning Scheme
The compensation signal is updated when the track is changed or the current RRO has big difference from the previous RRO. Therefore, the re-learning scheme works iteratively. Here, we consider the iteration of re-learning scheme. From (16) and (18), the updated reference signal after n times relearning is calculated as
where n is the number of iteration. From (18), the output is calculated as
In the case of using the Q filter which is used at the output of the PSG, the output is given as
where Q[z] is the Q filter which is expressed as
Here γ is a tuning parameter to determine the cut-off frequency of this low-pass filter (3) . Using (16) and (28), the difference between the suffix n and n − 1 is calculated as
By the same calculation with (26), the output y qn [i] is derived as
Here, the first term of this equation represents the residual error caused by the initial track runout which is not suppressed by the influence of Q filter. On the other hand, the second term represents the residual error caused by the variation of track runout. These errors represented by the both terms are attenuated by the rate of (1 − αQ[z]) by every re-learning.
Applications to RRO Rejection in HDD
Control System Design and Simulations
The plant model is calculated from our experimental setup based on a prototype hard disk drive with discrete track recording media (DTR). The sampling period of this drive is T y = 79.4 μs and the control input can be changed N = 2 times during this period, as shown in Table 1 . In the design of controller, the nominal plant P n (s) is modeled as a double integrator system as
The high-order detailed model P(s) has 2 additional resonance modes and is expressed by Repetitive PTC of HDDs Based on Re-learning Scheme Hiroshi Fujimoto The parameters of the resonance modes are shown in Table 2 . , respectively. In order to deal with the resonance mode, a notch filter is used to suppress ω 2 = 2π8000 rad/sec resonance mode. The notch filter is given as The simulation results are shown from Fig. 8 to Fig. 10 . The proposed re-learning scheme is simulated with the case of nominal model. In this simulation, we emulated the track or head change as the amplitude change of the runout. Therefore, the track seeking is not included in these simulations. The averaging times N 0 is 5 and the weighting factor α is 0.4. This α is determined through trial and error in the range of (17) by checking the frequency response of the coefficient transfer functions of (31). Fig. 8 and Fig. 9 show the simulation results with the variation of disturbance. The RRO from the 1st to the 15th modes are injected and the amplitude from the 2nd to the 15th modes are changed at t = 0.
As shown in Fig. 8 , the plant output tracks the RRO with zero error after the switch turns off at t = −T d . When the disturbance changed at t = 0, the residual error appeared. On the other hand, as shown in Fig. 9 , with the application of the proposed method, the residual error suppressed after the switch turns on again by the regeneration of the compensation signal. At the first switching action, the PSG learned the major periodic disturbance. When the disturbance changed, the residual error appears in the same way as conventional method. When the switch turns on, the PSG learned the resid-Repetitive PTC of HDDs Based on Re-learning Scheme Hiroshi Fujimoto ual error and the compensation signal are updated. Then, after the 2nd switch turn off, PTC can have the better compensation signal, and the residual error is suppressed. Moreover, because RPTC maintains the compensation while the second switch is turning on, the track-following performance is not worsened. The simulation result of detailed model P(s) is shown in Fig. 10 . The simulation condition is same with the nominal model. As shown in Fig. 10 , the residual error is suppressed well after the re-learning, which can be explained by (31).
Next, the re-learning scheme for the plant with modeling error is simulated. The plant model with modeling error P e (s) is chosen as
where L = T y . The simulation result is shown in Fig. 11 . In this simulation, the variation of disturbance is not applied. After the first switch turns off, the residual error is generated by the modeling error and the residual error can be analyzed by (23). However, this residual error is suppressed by the re-learning scheme after the second switch turns off.
Experiments on RPTC
In the experiments, the proposed RPTC with re-learning scheme is compared with the original RPTC that has no relearning scheme. The average time at the initial track is set to N 0 = 5 and the weighting factor α is 0.4. The feedback controller C 2 [z] is the same as that in the simulation. To attenuate 60 Hz disturbance, a peak filter is used. Notch filter is used to suppress ω 2 = 2π8000 rad/sec resonance mode. To remove the noise caused by the resonance mode and to reduce NRRO effect, Q filter is used at the output of PSG in Fig. 2 (6) . The filtered signal r f is given by
where r[k] is the output of PSG, r f [k] is the output of Q filter. This filter needs the N q sample ahead input in (36). Here, we chose γ = 2 and N q = 10. Then, the cut-off frequency of Q filter is about 700 Hz. We chose the initial and final track numbers to be 40,000 and 40,100, respectively, where we give 10 times of 10 tracks seeking motion. At the initial track, the first compensation signal is made from the averaged position error signal at each sector. The first compensation signal is used for the initial track and the second track (40,010th track). After the each 10 tracks seeking, the residual position error signal is re-learned with the proposed method and the new compensation signal is used for the next track. Therefore, the compensation signal that is used at the final track is obtained by re-learning at the 40,090th track.
Position error signal, the RRO element and the NRRO element are shown in Fig. 12(a), Fig. 13(a) and Fig. 14(a) , respectively. RRO and NRRO elements are displayed with intentional off-set to prevent overlapping. As shown in Fig. 12(b), Fig. 13(b) and Fig. 14(b) which show the FFT of PES caused by RRO, the RRO element under the cut-off frequency of Q filter is greatly suppressed. On the other hand, the RRO element in the frequency band in which the sensitivity function has peak or over the cut-off frequency of Q filter can not be suppressed. The FFT of PES caused by NRRO is shown in Fig. 12(c), Fig. 13(c) and Fig. 14(c) . As shown in Fig. 14.(c) , the NRRO element of the proposed method is almost the same with the others. Table 3 shows the ±3σ for each case. As shown in this table, the proposed method attenuates the position error well. We can say that the proposed method improves the track-following performance.
Conclusion
In this paper, a novel re-learning scheme of the repetitive controller based on PTC is proposed and the advantages are demonstrated through simulations and experiments using HDD equipment with discrete track recording media. In the conventional RPTC without re-learning scheme, the position error caused by the runout change is attenuated only by the feedback controller. When the runout is different from the compensation signal, the conventional RPTC needs to learn the runout with a long time averaging process. Moreover, the feedforward compensation is stopped during the learning time of the compensation signal. On the other hand, in the proposed method with efficient re-learning scheme considering correlation of adjacent tracks, the RRO which has similarity with the adjacent tracks can be attenuated with the feedforward compensation. Additionally, the feedforward compensation is continued during the re-learning of the residual PES. In this way, the proposed re-learning PTC has high robustness against RRO variation between tracks and modeling error of plant.
