SUMMARY This letter presents the design and implementation of a video streaming file server system, which has been implemented in the context of a distributed digital multimedia broadcasting environment that has been prototyped. To make a performance analysis of file systems and distributed object services for continuous media (CM) provisioning, we validate the performance of the system against that of a conventional file system, Unix file system, through an experimental evaluation.
Introduction
An emerging trend in communication network areas is the convergence of traditional wired networks and wireless mobile broadcasting communication technologies which enable people to access cellular wireless broadband multimedia services. Out of deployed and/or upcoming wireless broadband multimedia technologies, the introduction of the Digital Multimedia Broadcasting (DMB) or Digital Video Broadcasting (DVB) looks so far very eminent, in particular with the development of "all-IP" technologies in which IP services play a key role with respect to the fourth generation mobile wireless networks. In combination with satellite or terrestrial transmission and the use of the current IPbased Internet, a digital multimedia broadcasting system or Digital Terrestrial Broadcasting system (DVB-T) should be able to deliver high bandwidth to individual customers at low cost to carry broadband multimedia information. The goal of DVB is to introduce digital television (D-TV) broadcasting using satellite transmission (DVB-S), cable technology (DVB-C), and terrestrial transmission (DVB-T) [1] , [2] . DVB will most likely be the successor to the traditional television in many countries [3] . This allows for the broadcasting of multimedia data streams as well as transmission of video streams. Today this technology only supports unidirectional communication, but it will be an integral part of tomorrow's mobile communication scenarios. DVB will be used to distribute mass multimedia data in a cost-effective manner and rely on other low bandwidth wireless technologies for the return channel if required. Figure 1 exhibits an overview of DMB environments and relevant entities. Here, we will focus on the design consideration and implementation experience of a video file server system which is one of the major parts of service provider platform in DVB environments. For reasonable bandwidth management and eventually optimization, our on-going project also considers the development of a distributed feedback loop bandwidth negotiation mechanism which makes an adaptation of multimedia services based on the measure and perceived bandwidth and quality-of-service (QoS). For video streaming file server systems in DVB environments, most platforms use the widely-used Unix file system (in short, UFS multimedia applications.
In our opinion this approach suffers from two problems. First, it is not scalable since keeping the load low means building the system with very high capacity. Second, such a system will have a seriously unacceptable priceperformance ratio. We note that these criteria are satisfied by the file systems in which some principles of the incremental retrieval model have been used especially in the design of the admission control strategy. However, one issue that is not adequately addressed by any study is the evaluation of file systems from the viewpoint of QoS metrics. After all, a continuous media application's performance needs are expressed in terms of its QoS specification, and hence the underlying system's performance must be measured in terms of how successful it is in attaining the specified QoS. In the multimedia networking community today, this is the accepted way of evaluating communication protocols for continuous media. We believe that the file system community must do the same.
Contribution
Our study is novel to evaluate video streaming file server system performance for managing continuous media in terms of how well the specified QoS is attained. We have compared the behavior of the Unix file system, as instantiated in Solaris 2.7, with that of our proposed video streaming server system. Our principal findings are: (1) For general file operations, i.e., non-continuous media access, the maximum aggregate throughput obtained from our streaming server was about 80% more than that for UFS. While the throughput of either file system improves by increasing the block size accessed from the disk in each read (at the expense of having larger memory buffers), the range in which our streaming server can take advantage of this is much larger than that for UFS; (2) For MPEG-2 data which are adopted as the standard for DVB-T networks, where our streaming server outperforms UFS by about 25%; (3) For QoS parameters related to time drifts, our streaming server outperforms UFS by a huge margin; and (4) For QoS parameters related to frame loss, the loss suffered by our streaming server is less than one thirds of that suffered by UFS.
Design Objectives and Implementation Considerations
To handle continuous media efficiently, we need to store and retrieve large amounts of multimedia information with continuous playback, providing user-specified QoS. The multimedia file system should provide larger data unit abstractions, such as video frame and audio sample group, unlike conventional file systems, e.g., UFS, which provide only a byte-oriented abstraction. A unit is a user-defined logical chunk of data, e.g., a frame for video data and a sequence of audio samples for audio data. Henceforth, the abstraction can support multimedia application's retrieval and storage needs via units in a multimedia stream. Another design objective for the multimedia file system is to provide efficient I/O access to the disk. This objective is crucial for multimedia retrieval and storage where real-time continuous delivery and high-volume I/O bandwidth are required.
Implementation Details: Disk Layout
Our streaming server is implemented on a raw disk partition of UNIX so as to bypass the UNIX block buffer cache and allow the imposition of customized access structures. Our streaming server partition is divided into one or more extents, and each extent consists of a number of units. A multimedia stream is stored in an extent. Information about each stream is stored in a structure referred to as the inode. A super block is used to maintain the formatting data and extent map of free extents. 
Comparison Study on Standard File Operations
We experimentally compared the behavior of Unix file system, as instantiated in Solaris 2.7 operating system on a Sun Ultra Sparcstation with a SCSI disk, with that of the our proposed video streaming file server system. Our workload conforms to that specified for video. To eliminate the effects of random fluctuations, we repeat each operation several times and use the average.
Data Transmission Rate
In both file system, the relationship between buffer size (b) and data access time (t) is:
Here, t is the access time, r is data rate, buffer size (b) is the data size in a single read, r 0 is the possible maximum data rate, and t 0 is the constant overhead for a single read. In Unix, r 0 depends solely on the buffer size. In our scheme, r 0 depends on both the unit size and the number of units in a single read. Figure 2 shows the relationship between the data rate and the unit size. The graph shows that our streaming file server has a higher maximum possible data rate. In our streaming server, data rate increases with the unit size, and the more number of units per read, the higher the achievable data rate. In UFS, our experimental observations are that when the buffer size is smaller than 10 KB, the data rate increases with the buffer size. When the buffer size is larger than 10 KB, the data rate remains constant. When the unit size is small (below 8 KB), UFS is faster than our streaming server. When the unit size is above 10 KB, our streaming server is faster than UFS. In a multimedia stream, we store a frame of multimedia data as a unit. UFS is optimal for small frames while our streaming server is optimal for large frames. For 640 by 480 frames, where the size of the compressed frame is about 18 35 KB, our streaming server has a higher data rate than UFS. Therefore, we determine two ways to improve the throughout of our streaming server. One is to group a number of frames into a unit. The other is to read out more units in a single read, called group read. The data rate increases with the group size.
Number of Concurrent Video Streams
When there are requests for multiple streams from our streaming server, they compete for I/O bandwidth and other system resources, and therefore require larger buffers to handle the context switch overhead. Hence, to maintain a fixed data rate we need a longer service cycle. In our streaming server, each frame is stored in a unit. In a service cycle, the same number of units are read out for each stream. In the experiment, UFS can support up to 16 concurrent video streams, each at the rate of 540 KB/s. When the number of concurrent streams is more than 16, the required data rate can not be satisfied. The buffer size of each stream remains the same as the frame size while the number of streams goes from 1 to 16. Under the same conditions, our streaming server can support up to 23 concurrent video streams, while the buffer size of each stream monotonically increases with the number of streams. Figure 3 shows the relationship between the number of concurrent streams, and the length of the service cycle. In UFS, as the number of concurrent streams increases, the length of the service cycle increases linearly. In our streaming server, when there is only one stream, the length of the service cycle is very small. As the number of concurrent streams increases, the length of the service cycle increases faster than that in UFS. This shows that the overhead of resource contention of concurrent streams in our streaming server is more than that in UFS. This relationship between the number of concurrent streams and the buffer size is similar to the relationship between the number concurrent streams and the length of service cycle. 
Here, T is the length of the service cycle, B is the buffer size, S max is the maximum number of concurrent streams, s is the number of concurrent streams, and R is the consumption rate. For a given number of streams, the length of the service cycle for our streaming server is longer than that for UFS, as shown in Fig. 3 . This happens because our streaming server's approach to handling higher workload is to expand the length of the cycle, and thereby increase the efficiency of the I/O system by reducing context switch overhead. This is not without its drawback, since a larger buffer is required by our streaming server, compared to UFS, for a given workload. However, as we can observe, this strategy is better overall since it allows our streaming server to handle a wider range of workload, i.e., 23 streams, as compared to a maximum of 16 streams for UFS.
Comparison Study on Quality-of-Service Metrics
We evaluated the effect of UFS and our streaming file server approaches to file management on drift (time) profiles of streams, which specify the average and bursty deviation of schedules for frames from ideal expected points in time. We also measured loss QoS factors: i.e., the aggregate media granule loss, which is the sum of unit sequencing losses; and the consecutive media granule loss, which is the sum of non-zero consecutive unit sequencing losses. We observe that UFS is not well suited to support perceivable continuity of multimedia streams which are sensitive to drifts and that we get better throughput results (less loss) in our streaming server than in UFS. Through this experiment, we can say that our streaming server preserves more faithfully the characteristics of real-time applications than UFS does. For brevity, we do not present detailed experimental results here.
Concluding Remarks
In this letter, we present results from the experimental evaluation of a video streaming file server system, which has been implemented in the context of a distributed broadband multimedia broadcasting environment that we are prototyping. Our on-going work is developing storage and access mechanisms that take advantage of QoS specifications to optimize system performance. Our work also involves the development of a QoS-based bandwidth allocation and adaptation mechanism, which is resource-aware. In terms of future work, we intend to explore further techniques aiming at the calibration of the relevant kernel parameters, and extend our framework to include a smart caching mechanism.
