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Abstract
Over the last decade the use of wireless devices has increased significantly and 
demand for ever higher bit rates has emerged. The design of efficient radio networks 
requires a clear knowledge of the underlying channel characteristics. In this thesis a 
thorough examination of indoor radiowave propagation at 2, 5, 11 and 17 GHz is 
performed. Propagation data is extracted from a newly developed ray-tracing 
propagation model. Ray tracing was chosen to enable site specific analysis over a 
range of radio architectures and configurations. The model supports advanced features 
such as multiple antennas and transmission from High Altitude Platforms (HAPs).
All radio systems are known to suffer from multipath fading. To overcome this 
problem, a number of enhancements are developed in this thesis. The work initially 
focuses on the use of space, frequency and polarisation diversity. Beam switched and 
sectorised antennas are also explored at the access point. More significantly, recent 
solutions suggest the use of Multiple Input Multiple Output (MIMO) 
communications. Theoretically, this technology achieves a revolutionaiy increase in 
channel capacity. In this thesis, the practical implementation of MIMO is quantatively 
explored under realistic (rather than mathematically abstract) radio channel conditions
A detailed analysis of indoor coverage from a distant HAP in the 2GHz UMTS band 
is presented with and without the use of space diversity at the terminal.
Theoretical capacity analysis is performed for MIMO communications assuming 
perfectly uncorrelated or perfectly correlated Rayleigh and Rician fading channels. 
The results confirmed that MIMO communications improves the theoretical capacity 
in a rich scattering environment, providing the fading over the array is uncorrelated. 
For correlated MIMO channels, the capacity was seen to drop with increasing scatter. 
Using a modified version of the ray tracing model, the channel matrix was predicted 
for 4x4 micro and macro MIMO configurations.
Finally, the structure of the MIMO link matrix was analysed over an entire indoor 
environments. The effective rank and Eigenvalue spread were analysed together with 
micro and macro-MIMO coverage and capacity for a site specific indoor environment. 
Results are compared with mathematical models assuming Rayleigh fading.
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Chapter 1: Introduction
1.1 Introduction
Over the last decade there has been a dramatic increase in the penetration and use of 
digital communication devices. It is now an everyday requirement to support wireless 
connectivity in the home and office. Demand for higher bit rates is increasing due to 
the proliferation of the internet and the push to transmit image and video over wireless 
bearers [1]. The growth of low cost colour displays and the introduction of new radio 
standards such as Bluetooth [2] will continue to fuel the demand for ever faster 
wireless links. Radio spectrum is a scarce resource and current cellular and wireless 
local area network (WLAN) bands are already highly congested [3]. The next 
generation of wireless LANs, for example 802.11a [4], are migrating to the 5GHz 
band and it is inevitable that future services will occupy even higher frequencies in 
the search for available bandwidth.
The design of efficient radio networks requires a clear knowledge of the underlying 
channel characteristics. In this thesis a thorough examination of indoor radiowave 
propagation at 2, 5, 11 and 17 GHz is performed. The propagation data for each 
significant multipath is extracted from a developed ray-tracing propagation model. 
The model has been extended to support certain advanced and novel features such as 
the use of multiple antennas at both the terminal and access point [5] and the 
broadcast of signals from distant High Altitude Platforms (HAP) [6].
All radio systems are known to suffer from multipath fading. This requires a
significant increase in transmit power to ensure reliable transmission is achieved.
However, as the numbers of users increases, higher transmit powers generate a
significant interference problem. To overcome this problem, a number of
enhancements are developed and quantified in this thesis. These techniques improve
the reliability of the transmission and/or enhance the overall capacity of the
communications system. The more obvious solutions make use of space, frequency
and polarisation diversity [7] either at the mobile terminal or access point. The use of
beam switched and sectorised antennas are also explored at the access point. More
significantly, recent solutions suggest the use of Multiple Input Multiple Output
(MIMO) communications. Theoretically, this technology achieves a revolutionary
l
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increase in channel capacity. In this thesis, the practical implementation of MIMO is 
quantitatively explored under realistic (rather than mathematically abstract) radio 
channel conditions.
As mentioned earlier, in addition to standard indoor coverage solutions, the use of 
HAPs to achieve indoor communication is explored. The underlying ray model was 
significantly extended using a unique virtual antenna array concept to enable the 
propagation channel to be evaluated [8]. The use of HAPs is currently being 
considered by a number of standards bodies as an alternative to more traditional 
terrestrial networks.
1.2 Growth and Future of Wireless Communications
From a computing, communication and information technology point of view, the last 
ten years have witnessed considerable change on a number of fronts. Over the same 
time period there has been a massive increase in the processing power of personal 
computers and their penetration into the workplace and home. There has been an 
explosion in the use of mobile telephony, a substantial spread in the use of the 
internet, an increase in the number of digital entertainment services and a growing 
reliance of businesses on real time information being available to an increasingly 
mobile workforce.
Current trends point towards the convergence of computing, communications, 
information technology and entertainment applications. Standing at the centre of this 
convergence is the emergence of new forms of wireless communication networks. 
The challenge for future wireless communication systems is to meet the ever- 
increasing demand for high information transfer rates in a reliable, cost effective and 
flexible manner while efficiently using the available frequency spectrum.
Radio wave propagation plays a key role in determining the performance limits for a 
wireless communications device. This means that a thorough understanding of its 
nature and an ability to model its behaviour is considered vital as a foundation for the 
design of wireless communication systems [9]. The above issues are considered core 
to the work performed in this thesis.
2
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1.3 Indoor Networks and Communications
The increasing reliance on networking in business and domestic environments and the 
explosion in the use of the internet and online services are providing a substantial 
market for the growth of indoor communications. A large segment of this market is 
occupied by Wireless Local Area Networks (WLANs) [5]. The concept of using radio 
waves as an alternative to physical connections to transfer information around the 
office and home is becoming increasingly popular. Each user makes use of a radio 
card in their terminal (laptop or desktop PC, PDA or Mobile phone) to access other 
devices or core networks. Normally the radio modem communicates with a 
basestation or access point, which is also fitted with similar radio equipment. The 
access point is normally connected to the wired network, giving the user access to 
data and shared network resources. The key challenge is to provide a service that is as 
fast and reliable as that of a cable. The use of wireless connectively offers a number of 
advantages over traditional wired networks. These include:
• Increased productivity: the ability of users to access real-time information 
anywhere within their organisation;
• Flexibility and speed of installation: as no physical connection is required 
between the user terminals in a wireless network, its installation can be faster and 
easier;
• Reduced cost of ownership: In the ever-changing world of today’s corporate 
environments, the long-term cost benefits offered by wireless networks could be 
of significant importance.
The main disadvantages of a wireless communications link are:
• Reduced data throughputs (compared to emerging fixed technologies such as 
Gigabit Ethernet [10]);
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1.4 Aims and motivation
This research programme aims to develop a set of tools to analyse and study the 
wireless propagation channel. The use of ray tracing as a method of channel 
modelling [11] was chosen to enable site specific analysis to be performed for a range 
of radio architectures and configurations. Using the resulting ray models, a range of 
system enhancements are analysed in an attempt to address the limitations highlighted 
in section 1.3. Particular highlights include the use of HAPs to provide an alternative 
to the terrestrial wireless delivery of indoor broadband coverage and the use of a 
macro-MIMO configuration to significantly enhance the available capacity in future 
indoor wireless networks.
1.5 Achievements and Key Contributions
The following list of novel achievements and key contributions to the existing body of 
knowledge were made as a result of the work described in this thesis:
• The development of a novel deterministic propagation model for analysing field 
strength and multipath statistics in an indoor environment;
• A detailed analysis of diversity and diversity combining strategies for indoor 
communications at 11 GHz and 17 GHz;
• A comparison of sectorised and beam-switched solutions for indoor 
communications at 11 GHz and 17 GHz;
• The use of an array of virtual transmitter antennas to simulate propagation from a 
distant HAP at any elevation angle;
• A detailed analysis of W-CDMA coverage at 2GHz (with and without space 
diversity at the terminal) given transmission from a distant HAP;
• A theoretical (including ideally correlated and uncorrelated scatter components) 
and ray-model based analysis and comparison of capacity for MIMO 
communications;
• A comparison of micro and macro MIMO capacity (for various antenna spacing) 
over practical indoor communication channels at 5 GHz;
4
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• A site specific grid based analysis of the effective rank and Eigen-structure of the 
H-matrix for micro and macro-MIMO configurations.
1.6 Structure of Thesis
Chapter 2 provides an introduction to the area of wireless propagation. Field strength 
and coverage factors such as free space path loss, antenna gain, shadowing, link 
budgets and signal to noise ratios are considered. Multipath effects such as Rayleigh 
and Rician fading and K-factor are discussed together with wideband parameters such 
as RMS delay spread, coherence bandwidth and the power delay profile. More 
advanced concepts such as the use of MIMO and High Altitude Platforms (HAPs) are 
also introduced.
Chapter 3 introduces the main principles of ray tracing and launching. Fundamental 
primitives such as line of sight modelling, reflection and transmission are described. 
The limitations inherent in the ray modelling process are explained in this chapter. 
The input and output file formats are described and the structure of the ray launching 
software is defined, including interactions between the ray tracing and field 
reconstruction software.
Chapter 4 looks at the subject of diversity generation and combining. This section 
describes the basics of space, polarisation and frequency diversity. Factors such as 
receiver and transmitter space diversity are explained and the three main methods of 
combining are described. Field strength results are given for a single antenna and 
extended to a range of diversity solutions. Analysis includes the calculation of the 
field strength mean, variance and standard deviation with and without diversity 
combining. The statistical cumulative distribution function of field strength across the 
indoor environment in also given.
Chapter 5 describes the use of antenna beam pattern diversity and switched sectorised 
antennas. The chapter analyses field strength coverage predictions for high frequency 
indoor communications using these techniques at 17 GHz. Performance is further 
enhanced by the use of two branch spaced antenna diversity at the mobile terminal.
Chapter 6 describes two new modelling techniques for simulating indoor coverage 
from a distant HAP. The first method uses a simple mathematical modification
5
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whereas the second technique makes use of a novel virtual transmitter arrangement to 
simulate accurately near parallel rays entering the indoor environment from a distant 
HAP. Validation results are used to confirm the correct operation of the modified 
software. Field strength grids are produced using the accurate HAP extension and 
compared with the simplified approximation. The chapter ends with a statistical 
analysis of indoor coverage at 2GHz for a broadband communication network based 
on HAPs.
Chapter 7 looks at the application of MIMO in an indoor environment. The chapter 
begins with a mathematical analysis of the MIMO channel capacity. Here the well 
known Foschini equation is applied to Rayleigh and Rician fading channels. The 
study is performed for ideally uncorrelated and perfectly correlated fading channels. 
A MIMO extension is applied to the ray model and indoor coverage and capacity is 
then studied for micro and macro-MIMO deployment. Here the impact of more 
realistic multipath fading and practical Access Point (AP) and Mobile Terminal (MT) 
configurations are studied and results for routes and grids are compared with earlier 
mathematical bounds.
The thesis ends with a summary and set of conclusions for each work area and by 
identifying new areas for further work.
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Chapter 2: Propagation and Capacity Theory
2.1 Introduction
The propagation environment plays an important role in the performance of any radio 
communication system. Due to the spreading of the radio signal, path loss occurs in 
the radio channel and the mean received signal is far weaker than the transmitted 
signal. This path loss is dependent on the communication range and the carrier 
wavelength. To improve the received signal level, high gain antennas can be used at 
the transmitter and/or receiver. Obstacles between the transmitter and receiver, such 
as walls, floors and furniture, can result in additional losses, often referred to as slow 
fading, or shadowing. In addition, reflection, transmission and diffraction in the local 
environment result in the received signal arriving via a number of multiple paths, 
known as multipaths [1]. These multipaths result in additional effects such as fast 
fading and time delay spread. Fast fading creates large and rapid fluctuations in the 
received signal envelope and phase. Time delay spread can result in frequency 
selective fading, which adds additional distortion when the transmission bandwidth is 
greater than a critical value, known as the coherence bandwidth. Many channels have 
a dominant multipath signal or a direct Line-of-Sight (LoS) component. For these 
types of channel, a parameter known as the K-factor can be defined to quantify 
numerically the deterministic nature of the channel. In this chapter, the above effects 
will be discussed in some detail and accurate mathematical expressions introduced 
where appropriate.
Numerous researchers have applied theoretical methods for simulating and predicting 
multipath propagation in an indoor or urban environment. In an indoor channel, the 
received signal is composed of energy that has been reflected, transmitted, or 
scattered by the local environment. While physical features such as walls, floors and 
ceilings are key factors in the characterisation of the radio channel; additional 
scatterers exist in the form of building clutter and furniture. These additional 
scatterers mostly produce secondary effects and are often neglected in the modelling 
process [2-3]. Hence, the data required for a deterministic propagation model would 
normally consist o f the geometric and electrical characteristics o f the main building 
structure.
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The chapter ends with a study of the theoretical capacity for single antenna and 
multiple antenna systems. The analysis is based on the well known Shannon [4] and 
Foschini [5] capacity bounds. For a single transmit and receive antenna configuration, 
the capacity is a simple function of the signal to noise ratio. However, in the case of 
multiple antenna systems, the capacity is shown to be a function of the signal to noise 
ratio, the degree of scattering in the communication channel and the number of 
antenna elements at both ends of the link. Multiple Input Multiple Output (MIMO) 
systems represents a revolution in the field of communications and will be shown to 
offer otherwise unobtainable levels of theoretical capacity.
This chapter begins by explaining the fundamentals of radiowave propagation. 
Narrowband parameters such as spreading loss, fast fading, K-factor and shadowing 
are introduced. Wideband parameters are then introduced in the form of RMS delay 
spread and coherence bandwidth. The chapter ends by describing the use of multiple 
antenna element systems to enhance the capacity in a rich scatter environment.
2.2 Multipath and shadowing
In this section, an overview of the key radio wave propagation effects is given. For 
indoor systems, in addition to direct and reflected paths, additional components 
resulting from transmission through walls, floors and ceilings also need to be taken 
into account. The following three propagation terms need to be carefully considered 
when designing a mobile radio communications system [6]:
• Free Space Attenuation
• Multipath & Shadowing
• Time Delay Spread
Radiowave can be characterised into the following six categories depending on their 
frequency range [7]:
• Very Low Frequency (3-30  kHz)
• Low Frequency (30-300 kHz)
• Medium wave or Broadcast frequencies (300 kHz to 3 MHz)
• Short Waves or High Frequency (3 MHz to 30 MHz)
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• Very High Frequency (30MHz to 300MHz)
• Ultra High Frequency and Microwave (above 300 MHz)
2.2.1 Received Power Density and Electric Field Strength
To simplify the calculation of power density the use of an isotropic source is assumed. 
This type o f source radiates power uniformly in all azimuth and elevation directions. 
Although this type of source is not practical, it provides a useful mathematical 
reference when comparing the performance of real antenna systems.
In free space, an isotropic source transmits power in perfect spheres. Assuming 100% 
efficient radiation, the transmit power P, must be evenly distributed over the surface 
area of this imaginary sphere. The radius of the sphere is given by the separation 
distance r between the transmitter and receiver. Given that the surface area of a sphere 
is 4nr1 , the resulting power per unit area is given by [6-7]:
PD = ■— (watts/m2) (2.1)
4/zr
Equation 2.1 implies that the received power density is inversely proportional to the
square of the distance r from the receiver. A graphical depiction of the transmission
of a plane wave in three dimensional spaces is given in figure 2.1.
Figure 2.1: 3-D Representation o f  Plane Wave
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Assuming a simple plane wave, the Poynting or power vector is defined such 
thatPD = E0 x Hf ,  where E  and H  represent the RMS electric and magnetic field
strengths respectively. An alternative expression for the magnitude of the power 




\Pd | = \E0 xH A  = -— — (watts/m ) since —— = z0 (ohms) (2.2)
z0 H*
Combining equations 2.1 and 2.2 and noting that z0 = 120^r, z0 represents impedance
of free space, the following relationship between the magnitude of the electric field 
strength and the transmit power can be written:
From equation 2.3 it can be seen that a doubling of the separation distance r halves the 
magnitude of the electric field and produces a four-fold reduction in the received 




2.2.2 Received Power and Electric Field
In section 2.2.1 the power density and electric field strength were derived for an 
isotropic source in free space. In this section the power and electric field will be 
calculated for a 100% efficient isotropic receiver. This conversion can be performed 




To calculate the received power in watts we simply multiply the received power 
density by the effective area of the isotropic receiver.





The magnitude of the electric field in volts can now be calculated as shown in 
equation 2.6.
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(2 .6)
2.2.3 Practical Antenna Gain, Effective Area and Beamwidth
In sections 2.2.1 and 2.2.2 the mathematical analysis assumed the use of isotropic 
antennas. However, all practical antennas exhibit some degree of directivity. In many 
cases this directivity is a key element of the antenna design. In order to reuse the 
previous isotropic mathematics, the gain of practical antenna is defined with respect to 
an ideal isotropic radiator, fed with the same power. Assuming a transmit power of Pt 
watts, the gain of a transmitting antenna is defined as the ratio of the power density 
observed from a given direction to the theoretical value for an ideal isotropic antenna. 
This ratio is expressed logarithmically by equation 2.7.
By measuring the power density in an anechoic chamber for all azimuth and elevation 
angles a three dimensional antenna pattern can be generated. In many cases, the two 
dimensional azimuth or elevation pattern is sufficient. It is important to note that 
antenna gain should be defined relative to an ideal isotropic source. It is normally 
quoted in units of dBi (dB relative to an isotropic source); however this can be 
converted to linear gain if required.
The linear (rather than logarithmic) radiation pattern for one of the simplest antenna 
structures, a vertical dipole, is shown in figure 2.2. In the vertical directions (directly 
upwards and downwards) the antenna emits zero radiation. In the horizontal plane 
(known as the azimuth plane), the dipole emits radiation equally in all directions.
The beamwidth of an antenna is a measure of its directivity and is normally defined as 
the angle between the half power radiation points (relative to the maximum radiated 
field Emax) in the polar diagram [11-13]. For the dipole pattern shown below, the 
vertical beamwidth is 90 degrees. The figure was generated for an ideal Hertzian 
dipole of length 51 and current I.
G(0,<p) = 10 log (power density observed at distance r from tx) (2.7)
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max.
Figure 2.2: Vertical Antenna Pattern fo r  a Dipole
The gain of an antenna is also related to its effective area, with larger effective areas 
resulting in higher gains [14]. This relationship is defined by equation 2.8.
G A
—t— — Since G, = 1,
G. A,.
n  a
G' m A' " F
(2 .8 )
2.2.4 Received Power and Field Strength using Practical Antennas
Section 2.2.3 defined the antenna gain and effective area for a practical antenna. 
Assuming G, and Ar represents the antenna gain and effective area of the transmitter 
and receiver respectively (relative to an isotropic antenna) then equation 2.1 can be 




The received power can now be computer by multiplying the power density from 
equation 2.9 by the effective area of the receiving antenna (as defined in equation 
2.8). Equation 2.10 is now a function o f the two antenna gains and the carrier 
wavelength A.
p fi, P.G, G A2" '  /I "r = P,G,Gr
\ n Anr
(watts) (2 .10)
Extending the method given in equation 2.10, the received electric field strength for 
practical antenna gains is given by:
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\Er | = [7 ] (volts/m) (2.11a)
Equation 2.11a can now be further extended to compute the magnitude of the received 
voltage vr using knowledge of the radiation resistance/?^ (for a 100% efficient 
antenna).
= 4P ,G ,G rR rad 4 TOT
(volts) (2.11b)
2.2.5 Propagation Path Loss and Normalised Received Power
Propagation path loss to a given point is defined as the ratio of the transmit power to 
the received power Pt/Pr. The transmission loss is evaluated in dB using equation 
2 . 12.
-  20 log
^ An^
\  X j
+ 201ogr-101ogGr -lOlogG,. (dB) (2 .12)
The path loss can be seen to increase with smaller wavelengths (higher frequencies), 
larger separation distances and lower antenna gains. The usefulness of the equation 
2.12 is limited to those locations having Line-of-Sight (LoS) propagation from the 
transmitter to receiver, with no significant additional multipath components.
For many applications the concept of normalised power or normalised field strength is 
a useful concept. The normalisation process is achieved by defining unity received 
power at a distance of one metre. The received power at a distance of one metre is 
given by:
Px = ptg tg r A .
An
(2.13)
The received power can now be expressed as a function of Pi and the normalised 
received power Pn as shown in equation 2.14.
PR -  PXPN where Px = PTGrGR A
An
and PN =
Pj G j G r "  A  "
2
" 1 “
A Anr r  _
(2.14)
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The normalised field strength EN can computed from the normalised power density 
PDN using equation 2.15 where PD =PDXPDN and Pm  represents the power density at 1 
metre.
N  = V ^ o  (volts/m) (2.15)
Equation 2.10 demonstrates that the received power is a function o f range r, transmit 
power P, and carrier wavelength A,. The term free space path loss can be defined to 
represent the loss in the radio channel resulting from distance and wavelength (for 
unity gain antennas).
Lf = (^ f  (2.16)
A.
Figure 2.3 shows this path loss as a function of distance in metres for a range of 
typical carrier frequencies. At 1 metre, a loss of 53 dB is seen at 11.0 GHz and 57 dB 
at 17.0 GHz. At 10 metres, this path loss has increased to 72 dB and 76 dB 












d k ta ■ ce , m
Figure 2.3: Path Loss as a function o f  centre frequency
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Normalised path loss is similar to traditional path loss. The main difference is that the 
normalised value assumes the loss is OdB (unity) at a distance of 1 metre. This 
normalisation can be performed by subtracting the path loss at 1 metre (in dB) from 
the standard equation (also in dB). The resulting value becomes insensitive to antenna 
gain and carrier frequency and is often used within ray models to produce a more 
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Figure 2.4: Normalized Path Loss versus distance 
2.2.6 Signal to Noise Ratio
All radio receivers suffer from front-end noise introduced received by the antenna and 
introduced by the low noise amplifier. The ratio of the signal power to the noise 
power is a classical measure of performance. Many methods, including diversity 
combining studied in chapter 4, are used to improve the signal to noise ratio. The 
noise power depends on the receive antenna’s equivalent noise temperature TR 
(assumed to be 290 Kelvin) and the system’s noise bandwidth Bn Hz [2][4], The 
noise power referred to the terminals of the receive antenna is given by equation 2.17 
where k represents Boltzmann’s constant and tjf  represents the receiver noise figure.
N  = kTRBnTjf (watts) (2.17)
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Given that the signal power is defined using equation 2.10, the received signal to 
noise ratio Pr/N  is given by [4][7]:
P. PtG,Gr (  X V  P,GtAr . \ n-?- = ‘ 1 r \ —  =— —  since G = —  .Ar (2.18
N kTrBnTjf yinr J Am-2kTrBnnj r X2 r
2.3 M ultipath Propagation
In reality, LoS communications is of little interest since the received signal at a 
mobile terminal is almost always composed from numerous attenuated, reflected, 
transmitted and diffracted versions of the original signal - see figure 2.5. This results 





o f  Sight
Figure 2.5: Typical Multipath Components in an outdoor Environment
Section 2.2 described signal attenuation with distance and wavelength for a LoS 
scenario. Once LoS is lost, a phenomenon known as shadowing (or slow fading) 
becomes important [6][15].
Shadowing is the term given to the slow additional variations1 in the received signal 
power as the mobile terminal moves through the local environment. Usually this can 
be attributed to attenuation caused by walls, floors, ceilings and furniture. This extra 
attenuation (a(r) in equation 2.19), can be mathematically modelled by increasing the 
free space distance dependent exponent. As a result, the average signal strength is 
often assumed to follow an inverse n-th law with respect to distance (where for dense 
urban areas n=4), rather than the inverse square law («=2) that is normally assumed 
for free space propagation -  see equation 2.19.
1 Slow fading represents additional losses in the local mean beyond that o f free space spreading loss.
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PR = a (r )P TG TGK/
n
(2.19)
Although shadowing can severely attenuate the received signal level, its rate of 
change is generally low (<2 times per second). A second form of attenuation is known 
as fast fading and this can be attributed to the phasor or vector addition of the various 
multipath signals.
2.3.1 Fast and Slow Fading
In the previous section the ideas of multipath fading were introduced. As shown in 
figure 2.6, the term fast fading is used to distinguish the rapid vector summation 
effects from the more long term shadowing variations resulting from object attentions 
such as floors, walls and furniture.
Figure 2.6 also demonstrates that fast and slow fading are multiplicative effects, i.e. 
their effect can be multiplied on top of the mean field strength predicted using 
equations such as 2.19.
2.3.2 Line o f  Sight (Rician) and N on-Line-of-Sight (Rayleigh) Fading
Fast fading can be characterised using two envelope distributions, known as Rayleigh 
and Rician [9-10]. Rayleigh is used to represent the worst case scenario where no 
dominant component exists in the vector multipath summation. Thus, extremely deep 
signal fades and phase fluctuations can occur in a Rayleigh scenario. Figure 2.7(i) 
shows the simulated fast fading envelope relative to the local mean for a Rayleigh 




Figure 2.6: Combined fast and slow Fading
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summation of eight equal amplitude rays over a ten wavelength route. Signal fades in 
excess of 30 dB relative to the mean are possible in the Rayleigh case.
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(iv) Rician K-factor = 17 dB
Figure 2.7; Typical Rayleigh & Rician Fading
When one of the ray amplitudes is increased to simulate a Rician channel, the severity 
of the fading reduces. As discussed in section 2.3.4, the ratio of the dominant power to 
the scattered power can be used to calculate the K-factor, which is a parameter that 
determines fading severity. In figure 2.1(H), a K-factor of 8 dB is assumed. Fading 
envelopes for Rician K-factors of 13 dB and 17 dB are plotted in figures 2.7(iii) and 
(iv). The results show that the severity of fading reduces with increasing K-factor, and 
in the limit a simple non-fading AWGN channel is achieved [4] [10] [14].
2.3.3 Constructive and Destructive Interference
If a sinusoidal signal is received through two independent paths then the arrival phase 
for each of these rays will be different. Generally, the arrival phase of a ray is
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determined by its electrical path length and the carrier frequency using the following 
equation, where O0 represents the initial phase of the ray.
As the user moves relative to the transmitter, the electrical path length r varies and 
hence the phase of the ray will alter. If the two rays arrive in phase (left-hand side of 
figure 2.8) then constructive interference will occur resulting in a signal peak. 
However, if the phase of the two rays is in anti-phase (right hand side of figure 2.8) 
then destructive interference will occur and the two signals will cancel (fade). In 
practice there are usually many rays arriving at the receiver and the probability of 
total cancellation is very small [6][8].
Constructive Interference Destructive Interference
From figure 2.8 it is clear that fast fading occurs due to the vector summation of the 
multipaths. Equation 2.21 shows that the resultant vector, V f , can be computed from
the vector sum of N  multipaths with unique amplitudes Ak and phases (fa . In addition 
to fast fading, slow fading will also occur due to the additional attenuation resulting 
from blocking objects.
Multipath propagation creates some of the most difficult problems associated with the 
radio environment. The three most important multipath issues for the digital radio 
designer are:
6  =  0 O -  iTzrjX (2 .20 )
path 1 path 1
path 2 path 2
M
Figure 2.8: Constructive and Destructive Interference
N
vff = Z Ak exP ( M ) ( 2 .2 1 )
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• Rapid amplitude fading and phase distortion
• Doppler shifts and random FM
• Delay Spread and Intersymbol interference
The rapid fast fading envelope variations are experienced as the mobile moves over 
very short distances (normally fractions of a wavelength) [2] [8].
2.3.4 K-factor
As introduced in section 2.3.3, fast fading occurs as a result of the vector summation 
of multipaths. The K-factor is a parameter that describes the severity of the resulting 
fast fading. In channels with no dominant component, fading is severe and the K- 
factor will be low (and often negative when quoted in dB). For channels with a strong 
line-of-sight, fading will be less severe, as demonstrated in figure 2.7.
Mathematically, the K-factor can be calculated using equation 2.22, where A
2 2represents the peak signal voltage in the line-of-sight path and A /2 and a  represent 
the RMS power in the line-of-sight and random components respectively [7] [16].




Section 2.3 provides a description of the narrowband properties of the radio channel. 
In this section, the wideband properties and parameters of a radio channel are 
introduced. These include, time delay spread, power delay profile, RMS delay spread 
and coherence bandwidth [9] [17].
The multipath signals arriving at a mobile receiver each take a unique route and 
therefore suffer a unique time delay. This time delay will be different for each of the 
multipaths, particularly if the spread in path lengths is large (i.e. the ratio of the 
shortest path to the longest path). The Power Delay Profile (PDP) is obtained by 
plotting the square of the absolute field strength for each ray (to obtain power) against 
its time delay (which is often normalised relative to the first received ray). An 
example PDP or an indoor channel is shown in figure 2.9.
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Figure 2.9: Typical Power Delay Profile [6]
Figure 2.9 shows graphically the degree of delay spread in the radio channel (i.e. the 
time difference between the first and last multipath). For channels with negligible 
delay spread, (i.e. appearing as a single impulse in the time domain), the resulting 
frequency domain response is flat (and this is known as frequency flat fading). The 
impact of time delay spread can be viewed in the frequency domain by performing a 
Fourier transform of the complex channel impulse response (Note: the Fourier 
transform of the power delay profile generates the frequency correlation function).
2.4.1 R M S Delay S p read
Usually the first rays to arrive at the radio receiver have the largest amplitude and the 
magnitudes of subsequent rays tend to fall away as the time delay increases (due to 
extra path loss and further reflections and diffractions). It is possible to quantify the 
degree of dispersion in a channel by evaluating its Root Mean Square (RMS) delay 
spread. This value can be calculated using equation 2.23, where represents the
amplitude of the received field strength for the &-th ray after a time delay of
seconds. za represents the time for half the power in the impulse response to arrive.
The RMS delay spread value summarises the power and time spreading information 
from a power delay profile and expresses it as a single value whose magnitude allows
T (2.23)
2 2
R ay Tracing C overage amd C apac ity  Stiudies forS JS O ’ and MJMO Ciommuniicattion Sysitems
direct comparisons between differing areas and environments. The value o f  the RMS 
delay spread is important ini a frequency diversity system since its value directly 
relates to the frequency separation required to achieve significant fast fading 
decorrelation. Diversity gain is only achieved when the diversity pathis suffer 
uncorrelated fading* hence for small frequency separations little or no diversity gain 
would be seen [18-2:0].
2.4.2 Coherence Bandwidth
The coherence bandwidth represents the frequency^ spread over which the amplitude 
and phase distortion in the channel remains sim ilar (correlated). Correlation co­
efficients o f  0.9 and 0.5 are commonly used for this definition [21]. For a system to he 
considered narrowband, the frequency spectrum needs to be flat across the intended 
transmission band. In practice, the coherence bandw idth represents the maximum 
bandwidth that can be used for a  narrowband transmission. The coherence bandwidth 




The coherence bandwidth can be calculated from the norm alised Fourier transform o f  
the power delay profile [22-23]. Figure 2.1(0 shows the Fourier transform o f  the 
complex impulse response illustrated in figure 2..9. From this plot the frequency 
selective nature o f  the channel can cl early be observed w ith deep notches being seen 
with widths o f  approximately 5 to 7 MHz.
The coherence bandwidth is inversely proportional to the RMS delay spread, hence 
for small RMS delay spreads, the coherence bandwidth is large (and vice-versa).
Equation 2.24 can be used in conjunction with typical RMS delay spreads to estimate 
approximate values for the coherence bandwidth. For short-range indoor systems 
(operating ranges o f  5m, 10m and 20m ), typical RMS- delay spreads would be in the 
order o f  5ns, 10ns and 20ns respectively (chapter 3). Inserting these values into 
equation 2.24 reveals coherence bandwidth estimates o>f 33. 3 MHz* 16.7 M Hz and 8.3 
MHz, the larger value corresponding to the lo-w RMS delay spread.
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Figure 2.10: Frequency Response [6]
In summary, wideband transmission is the term used to describe systems that operate 
far in excess of the channel’s coherence bandwidth Bc. All other systems are 
narrowband and suffer correlated fading in the frequency domain.
2.5 Indoor/Outdoor HAP
High Altitude Platforms (HAPs) are an emerging concept for next generation fixed 
and mobile communications [24-25]. To predict indoor field strength levels from such 
distant transmitters, modifications to the standard indoor ray-tracing concept are 
proposed. These modifications will be described in chapter 3 and require an array of 
virtual transmitters to be placed around the building under test.
Provision of telecommunication services by means of high-altitude platforms (HAPs) 
is becoming a relevant topic of interest for the research activities on future-generation 
systems. Mobility on demand and large coverage are only some examples of the 
expected benefits for personal communication systems based on the use of such 
platforms. They can act as augmentation infrastructure for global navigation satellite 
systems such as GPS and the future Galileo, easily performing direction of arrival 
estimation thanks to their high position, collecting and broadcasting position 
information [26]. Despite these interesting services, the real added value is in the fact 
that their payload can easily integrate both communication and navigation services, 
with mutual benefits for both systems.
The demand for high-capacity wireless services is bringing increasing challenges,
especially for delivery of the "last mile". Terrestrially, the need for line-of-sight
propagation paths represents a constraint unless very large numbers of base-station
24
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masts are deployed, while satellite systems have capacity limitations. An emerging 
solution is offered by high-altitude platforms (HAPs) operating in the stratosphere at 
altitudes of up to 22 km to provide communication facilities that can exploit the best 
features of both terrestrial and satellite schemes [27-28]. Particular consideration is 
given to the use of HAPs for delivery of future broadband wireless communications.
2.6 Shannon Capacity equation
The standard formula for the Shannon capacity [4][29] expressed in bps/Hz is:
where H  represents the channel gain at a single frequency normalised over fading to
In this single antenna case, H  is simply a complex multiplier (for multiple antenna 
systems //becom e a complex matrix). This formula applies to a Single-Input Single- 
Output (SISO) system where B represents the system bandwidth, p the SNR and H  the 
normalised complex channel transfer function.
It is evident that for high SNRs a 3dB increase in p offers an increase of one bit/Hz in 
capacity. The Shannon theorem states that if the required information transfer is less 
than the Shannon capacity limit C, then error free communication is possible. If 
information transfers at a rate greater than C is attempted, then errors in transmission 
will always occur no matter how well the equipment is designed [30]. For a SISO 
system, the Shannon equation can be written as:
The ratio C/B represents the bandwidth efficiency of the system in bits/s/Hz. The 
larger the ratio C/B, the greater the bandwidth efficiency is. The ratio S/N  is a measure 
of the power efficiency of the system (i.e. it is desirable to achieve a given capacity at 
the lowest possible S/N  in order to minimise transmit power). The Shannon theorem 
clearly shows that bandwidth efficiency can be traded for power efficiency, and vice 
versa [31].
C = B\og2 (1 + p. | / / 12) (2.25)
an expected value of one. The normalised channel power transfer characteristic is \H\2.
(2.26)
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Figure 2.11: Normalized capacity as function o f  S/N
As can be seen from equation 2.26, the SISO link capacity can be increased by either 
expanding the system bandwidth or increasing the transmit power (or both). 
Increasing the transmit power may seem to be the easiest way to improve capacity. 
However, the capacity scales only logarithmically with SNR. Hence, for high SNR an 
increase o f 3 dB in SNR can be seen from figure 2.11 to yield just a further increase in 
capacity of 1 bit/second/Hz. There are other practical obstacles for increasing the 
transmit power levels. Most cellular wireless systems are actually limited by self­
interference. Scaling up the power of one user would automatically raise the level of 
interference for other users, which in turn would cause other users to increase transmit 
power to maintain the same link quality [30-32]. Clearly, in self-interference limited 
networks increasing the power above a certain limit does not pay-off. At the same 
time, increasing the power shortens the battery life. Last, but not least, 
electromagnetic hazard issues associated with wireless devices have recently sparked 
public unease. Regardless of how factual those fears are, increasing the transmit 
power will be welcomed neither by standardisation bodies nor consumers. In equation 
2.26 a second possibility could be expanding the operational bandwidth B. Although 
the capacity scales linearly with bandwidth, there are also practical impediments. The
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cost of the radio spectrum has become recently one of the most important factors. 
Also, increasing the bandwidth would expose a system to increased Inter-Symbol- 
Interference (ISI). Although in some cases the wideband channel characteristics can 
be desired and exploited, this has to be addressed in the form of an equaliser [32]. In 
light o f the above comments, a dramatic increase in the capacity can only be achieved 
by some other means than those already discussed. In what follows, it is shown that 
Multiple-Input Multiple-Output (MIMO) configurations can provide a significant 
capacity increase. In this respect, MIMO is a unique approach to generating high 
capacity radio systems.
2.7 M IM O  system s an d  the Foschini equation
The use of antenna arrays at both the transmitter and receiver gives rise to a multiple- 
input Multiple-Output (MIMO) channel. This scenario is shown in figure 2.12.
Figure 2.12: Concept o f  Multiple Input Multiple Output arrays
The performance of the MIMO channel created by NT transmitter elements and Nr  
receiver elements can be analysed by calculating its information theoretical capacity. 
It has been shown in [29] and the references therein that Shannon’s capacity theorem
Nr
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can be extended to the MIMO [5][33] case using equation 2.27, where C now 
represents the normalised capacity in bits/s/Hz2.
C = log2[det(/„jf + ( p / n T )HH')] bits/s/Hz (2.27)
where H is the Nr by N t  complex channel matrix (with elements htJ representing the 
channel transfer function between transmit element j  and receiver element i), p  is the 
average signal to noise ratio at each receiver branch, /  is the identity matrix, det is the 
determinant function and (.)' represents the complex conjugate transpose function. 
The channel response matrix, H, is normalized so as to remove the average path loss 
and only show the relative variation in the path responses between all Nr x  N t  
elements. It can be seen that the value of the determinant in 2.27, and hence the 
channel capacity, will vary depending on the decorrelation between the elements of
H. In practical terms, this will be dependent on whether the channel experiences
Rayleigh or Rician propagation. The more deterministic the propagation is, the higher 
the correlation between elements of H, and the lower the channel capacity.
Most analysis of MIMO channels to date has assumed a perfect Rayleigh fading 
environment. This has been modelled by taking each element of H to be complex 
samples of independently identically distributed (i.i.d) Gaussian processes, such that 
[34-35]:
hjk =G(0,1/V2) + G(0,l/V2)z (2.28)
where i represents the complex operator V - l .  MIMO architectures enable powerful 
techniques for improving the capacity of wireless communication systems, especially 
in rich multiple environments. In particular, it is now well known that in such rich 
scattering environments the attainable capacity of MIMO links increase 
approximately linearly with the minimum of the number of antennas at the transmitter 
and receiver (see figure 2.13). In the case where there are more transmitters than 
receivers (or vice versa), the system enjoys a diversity gain which improves 
performance at low SNRs. These potentially significant capacity improvements of 
MIMO systems become even more desirable as the next generation of wireless 
communication systems emerge. However, many technical challenges remain before
2 Several attempts were made to obtain further information on the derivation of this equation from Dr 
Foschini; however at the time of writing no reply had been received.
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the potential capacity gain is realized in practice. These challenges include some of 
the most intriguing problems in wireless communications and signal processing, such 
as space time coding and decoding, optimal multiple access techniques for systems 
equipped with multiple antennas, multi-user detection, and adaptive space-time 
beamforming.
New challenges also emerge within some classical signal processing problems, such 
as MIMO channel characterization, estimation and equalization. Meanwhile the 
associated practical implementation issues of MIMO systems, such as receiver 
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Figure 2.13: MIMO Capacity as function o f S/N
As recently reported in the literature, the traditional smart antenna concept can be 
extended by employing multi-element arrays at both ends of the communication link 
in order to create a MIMO channel [5][36]. It has been shown analytically that when 
deployed in a suitably rich scattering environment, this architecture is capable of 
greatly increasing the spectral efficiency of such a system. It is this feature in 
particular that has aroused much interest in applying MIMO techniques to fiiture
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wireless communication standards in order to help meet the anticipated demand for 
high bit-rate, real-time services within limited bandwidths [29] [3 7].
Given a suitable signal to noise ratio and knowledge of the H matrix at the receiver, 
the performance of this system will therefore be dependent on the properties of the H 
matrix.
2.8 Summary
This chapter introduced the basic concepts of radiowave propagation and has also 
explained the impact of multipath. Key narrowband and wideband parameters were 
covered and these will now be used to analyse radio systems in the subsequent 
chapters of this thesis. The work concluded with a discussion of multiple antenna 
communications systems and their unique ability to offer high capacities in a rich 
scatter environment. MIMO systems will be analysed in more detail in chapter 7.
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Chapter 3: Ray Tracing Principles and Techniques
3.1 Introduction
The analysis performed in this thesis is based on predictions made using an automated 
propagation prediction tool. The program is divided into two main modules, 1) Ray 
Tracing and 2) Field Reconstruction. By launching two dimensional uniformly spaced 
rays inside an environment and then tracing these rays as they bounce and transmit 
throughout the environment, the various multipaths linking the transmitter and 
receiver can be identified.
The Ray Tracing algorithm performs a general analysis of launched ray paths from the 
transmitter as they reflect and/or transmit at a boundary and onward propagate 
through the indoor environment. The ray tracing module traces ray tubes from the 
source transmitter in a predetermined direction, based on azimuth start and stop angles 
and an angular launch resolution. Object intersections are identified for each ray path 
(by sensing a material discontinuity) and appropriate reflections and transmissions are 
calculated. Once the field strength of the ray has fallen below a predefined threshold 
level (known as the Cut-Off Power) then the process stops and a new source ray is 
initiated at the next launch angle. The ray tracing process is performed based on 
knowledge of the local environment and the location of the transmitter. The ray 
launching process is performed once for a given transmitter location to build an 
exhaustive ray tree that tracks launched rays as they reflect and transmit from planar 
surfaces.
The tracing of rays between the transmitter and receiver is accomplished using the 
second module, Field Reconstruction (see section 3.7), via an exhaustive analysis of 
the ray tracing image tree. A ray between the transmitter and receiver is said to occur 
if an image from the ray tracing tree illuminates the receiver. The total 
electromagnetic field strength at the receiver is then calculated from the vector sum of 
the individual fields from all launched paths illuminating the receiver point.
The computer program uses the above combination o f ray tracing and field 
reconstruction to identify ray paths by which significant levels of energy radiate from 
the transmitter location to the receiver point. Multiple receiving locations can be
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defined to form a route or coverage grid, with the field reconstruction procedure 
applied repeatedly at each receiving point.
The software is written in the ‘C’ programming language and runs on a UNIX 
platform [1-2]. Numerous ray-object intersection tests and the use of extensive data 
arrays place a considerable resource requirement on the computing platform. 
Although objects are used to reduce the number of intersection tests and intermediate 
data is disposed of as soon as possible, the computation and memory requirements 
still make a workstation the desired computing platform.
In this chapter the basic elements of the ray tracing process are discussed, including 
the mathematics behind the transmission and reflection process. Issues such as 
polarisation modelling and diffraction are also considered. Limitations in the current 
implementation of the ray model are discussed towards the end of the chapter. This 
chapter describes the structure of the ray launching software used in this thesis. The 
various input files required to operate the model are described. The main input file 
describes the physical and electrical properties of the operating environment and is 
generated by using the grid environment (see section 3.5.2). The various output files 
provide a formal record of the prediction results.
The chapter ends by predicting the received power and signal to noise ratio along a 
route for a 5GHz indoor transmission system. The use of normalised field strength 
and received power is explained and the methods required to compute received power 
for any transmit power and antenna gain are explained.
3.2 Literature review in ray tracing
This aim of this section is to review recent literature in the area of indoor and outdoor 
deterministic propagation modelling [3].
3.2.1 Deterministic Propagation Models
The increased availability of high resolution, electronic geographic databases, 
increased processing power and computer memory have made deterministic 
propagation modelling a more attractive research subject in recent years. These 
models are generally based on ray theory and are applied to indoor and outdoor
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environments. Two main types of path searching technique are reported in the form of 
image theory and ray launching. These two methods will be explained in more detail 
in the following sections.
3.2.1.1 Image-based Technique
An image-based technique uses the electromagnetic theoiy of images [3-7], It 
considers all objects as potential reflectors and calculates the location o f transmitter 
images. Ray paths are formed based on the location of the receiver, the transmitter 
and its associated images as illustrated in Figure 3.1.
2nd order image
Tx’ 2 (wall 3)
W a ll  3
Rx CNJ
Tx
r W a ll  1
1st order image 
Tx’ 1 (wall 1)
2nd order image 
Tx’ 2 (wall 2)
Figure 3.1: Two dimensional image-based ray tracing
Figure 3.1 illustrates how image based ray tracing can be applied to a simple 
rectangular room. From all the possible valid paths, four are shown for illustration 
purposes. The red line shows the direct path which is straightforward to calculate. The 
blue line shows the first-order reflected path due to reflection at the surface of wall 1. 
To determine this path, the point at which the line joining Rx and Tx’ 1 (wall 1) 
intersects with wall 1 must be calculated [6], The ray path then follows the line from 
Tx to the intersection point and from the intersection point to Rx. This idea can be 
extended to consider multiple reflections. Two intersection points are now required to
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determine a second-order reflected path. The path starts at Tx, reaches the first 
intersection point (due to first order image), then moves on to the second intersection 
point (due to second order image) and finally terminates at Rx. The second 
intersection point is determined from the second order image that is formed using the 
appropriate wall and the first order image. Higher order paths can be determined using 
the same basic procedure. For image based models, an image tree is generated for all 
reflections (transmissions and diffractions) up to a maximum specified order. For very 
large environments, this approach requires very large amounts of storage memory. A 
key advantage of image based ray tracing is its geometric accuracy. Unlike ray 
launching (see section 3.2.1.2), image based ray tracing relies on calculating surface 
interactions via the solution of mathematical equations (i.e. the intersection of lines 
for 2-D geometry). This algorithm is therefore very unlikely to miss ray interactions 
even at long distances from the transmitter (for ray launching the accuracy at long 
distances from the transmitter depends critically on the launch angle step size).
An image tree is usually employed to hold all the images generated for a single 
location of Tx and a predefined order of reflection. Using such an image tree 
eliminates the repetitive generation of images for the same Tx location and hence 
increases the speed of the path-searching algorithm. With the employment of an 
image tree, the test to see whether an image is capable of providing a path usually 
starts from the highest order and works backwards towards the transmitter (backward 
tracing) [6].
3.2.1.2 Ray Launching Technique
The ray-launching technique [8-12] operates by sending out test rays at a number of 
discrete angles from the transmitter. As they propagate, the rays interact with objects 
present in the environment. The propagation of a ray is terminated when its power 
falls below a preset threshold.
The test for ray reception is critical in ray launching. Typically a reception sphere is 
placed around the receiver and a path from the transmitter is said to exist if a ray 
intersects with this reception sphere. The use of reception spheres can result in a 
double counting of certain rays, which is an additional complexity not encountered 
using the image based approach. The use of uniform launch angles can also be a
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problem for directional antennas, where a high launch resolution may be desirable in 
the main beam of the antenna pattern. In the case of three dimensional ray launching, 
it may also be desirable to launch rays at a high resolution in the azimuth plane [13].
As mentioned in the above paragraph, the main disadvantage of ray launching is that 
it suffers from resolution problems and does not calculate the exact paths. The main 
cause of resolution problems is that not enough rays are launched from the transmitter 
(to reduce complexity and memory requirements). One solution to this problem is to 
increase the resolution of the launched ray; another is to split rays at some interval
[9][11].
Ray launching does have advantage over the image-based ray tracing method. In the 
image-based method, the number of images increases significantly as additional 
reflecting surfaces are introduced (i.e. database complexity). The growth of the 
number of images is exponential because an image is capable of producing many 
higher order images depending on the number of reflectors. While in the case of ray 
launching, a ray interacting with an obstacle is only capable of producing two more 
rays (reflected and transmitted).
3.3 Basic Elements o f Ray Tracing
When rays are traced in an environment they may undergo a number of primitive 
operations. In this thesis, the primitives considered include reflection and transmission 
at a medium discontinuity.
3.3.1 Single Reflection and Transmission
A single reflection is modelled as shown in figure 3.2 below (which also shows the 
transmission process). An incident ray falls on a medium discontinuity, in this case 
defined by the x-axis.
During the reflection process two major tasks must be performed. Firstly, the 
propagation direction of the ray must be modified after reflection based on Snell’s law 
[14-16]. As shown in figure 3.2, if  the incident angle (measured relative to the 
surface normal) prior to reflection is denoted by 9t , then after the interaction the 
reflected wave will propagation at an angle 6r , where 6r = 6l . In addition to
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modifying the direction of propagation after reflection, in all practical situations 
additional attenuation must be applied to correctly model the losses associated with 
the reflection process. This additional attenuation is simulated mathematically by 
multiplying the received field strength by a reflection coefficient for each of the 





Figure 3.2: Reflection and Transmission in the x-axis
Figure 3.2 shows a linearly polarized plane wave obliquely incident on a boundary 
between two media. For a lossless medium (a = 0, s = real), the refractive index is 
defined using equation 3.1.
rj = yl(fjrer) (3.1)
For a non-ferrous media, \ar = 1 and equation 3.1 can be further simplified:
Ti=JfTr (3.2)
For the case where the conductivity (a) of the medium is finite, the permittivity is 
complex (e = £ -  je  ), resulting in a complex refractive index as shown in equation
3.3 [15][17].
rj -  yl(Mr£r ) = n '-jn"  (3.3)
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Figure 3.2 shows the incident; reflection and refraction ray angles are 0,-, 0r with 
positive y-axis and 0/ with negative y-axis respectively. Snell’s law defines the 
relationship between these angles. For reflection:
e, =er (3.4)
For transmission in a lossless medium:
sin#, = tjJ tj2 (sin#,) = fd2s 2 )s in#, (3.5)
where rp, pi and 8i are the refractive index, relative permeability and relative 
permittivity of medium 1 respectively and r|2, ^2, £2 are the refractive index, relative 
permeability and relative permittivity of medium 2 respectively [18]. For a lossy 
medium, the complex refractive indices of the two media must be inserted in the 
equation.
While the modelling of a single reflection or transmission is simple to perform, the 
simulation of multiple interactions requires a more complicated process. In the 
following section, the theory of images is introduced to model multiple interactions in 
a number of surfaces.
3.3.2 Multi-Reflection using image theory
To simulate multiple combinations of reflection and transmission the theory of images 
has been applied. Figure 3.3 gives a simple example based on a direct wave reflecting 
and transmitting from the upper (surface 1) and lower (surface 2) horizontal surfaces 
of a single material structure. The source of the transmission is located at co-ordinates 
{xt, y,). As explained in section 3.3.1 and figure 3.2, a single reflection from the top of 
surface 1 is modelled (path 2 in figure 3.3).
To simplify the modelling process, this reflected ray (ray 2) is now assumed to have 
propagated from a virtual image whose co-ordinates are based on a reflection in 
surface 1 of the original transmitter. Since the surfaces in the model are all assumed 
to be horizontal or vertical, this reflection calculation becomes trivial [19]. Equation 
3.6 shows the calculation of the new image for path 2 after reflection in horizontal 
surface 1.
41
Ray Tracing Coverage and Capacity Studies for SISO andMlMO Communication Systems
x2 =x,  - 2 A x {, y 2 = y t (3.6)
( ^ )  direct 
reflected 





Image #2 4  (%4> y 4)
Figure 3.3: Multiple Reflections using image theory
This virtual image is labelled Image #1 in figure 3.3 and has co-ordinates (x2, y i )• 
When combined with the additional attenuation of the reflection co-efficient, the 
image acts as an equivalent transmitting source that enables any subsequent 
calculations and interactions to be performed as if the ray were a direct path 
undergoing a further single transmission or reflection. The use of virtual images 
greatly simplifies the mathematical processes needed to simulate multiple reflection 
and transmission. In addition to the reflected wave at surface 1, the direct path also 
generates a transmitted ray, denoted as ray 3 in figure 3.3. Refraction during the 
transmission process will effectively ‘bend’ the transmitted ray and a new virtual 
image must be calculated to provide an effective straight-line source. This new 
virtual image is located at co-ordinates (x ,, y ,). The refraction effect is an important 
part o f the model’s illumination and shadowing process.
The transmitted ray (path 3) now interacts with surface 2. Two new rays are formed,
a reflected ray (path 4) and a transmitted ray (path 5). The virtual image source for
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the reflected ray (path 4) is calculated by reflecting the image source of path 3 in 
surface 2. For this ray the new image co-ordinates are denoted by (x4, y 4) are 
calculated as shown in equation 3.7.
x4 =x't - 2 (Ax2 + t), y 4 = y't (3.7)
This image approach lies at the heart of the ray-tracing module and the resulting 
output file contains a lull list of image co-ordinates, attenuation coefficients, and 
propagation directions. This image file is used within the field reconstruction process 
to identify paths reaching the receiver and to enable the final field strength for each 
path to be calculated. It is the vector summation of the individual multipath field 
strengths that forms the overall field prediction at a receiver point.
3.3.3 Polarisation
The study of polarisation and polarisation diversity in particular, is of considerable 
interest in this thesis. With this in mind, it is necessaiy for the propagation model to 
simulate this effect. Polarisation can be split into two components: perpendicular or 
horizontal polarisation and parallel or vertical polarisation [17] [20].
The first case, known as horizontal polarisation, occurs when the electric field vector 
is parallel to the boundary surface or perpendicular to the plane of incidence (see 
figure 3.4a). The plane of incidence is defined as the plane containing the incident ray 
and the normal to the surface.
In the second case, known as vertical polarisation, the electric field vector is 
perpendicular to the boundary surface and parallel to the plane of incidence (see 
figure 3.4b). The terms “horizontally and vertically polarised waves” refers to the fact 
that waves from horizontal and vertical antennas, respectively, would produce these 
particular orientations of electric and magnetic vectors in waves striking the surface of 
the earth [21-23].
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Medium 1 Medium 1
Medium 2 Medium 2
E perpendicular to 
boundary surface
E parallel to plane o f  
incident
E parallel to boundary 
surface
E perpendicular to 
plane o f  incident
(a) Horizontal Polarisation (b) Vertical Polarisation
Figure 3.4: Reflection and Refraction waves having 
(a) Horizontal Polarisation & (b) Vertical Polarisation
Perpendicular (horizontal) Polarisation: If medium 2 is a perfect conductor then the 
reflection coefficient is pL = -1 and if both media are lossless non-magnetic 
dielectrics then the reflection coefficient is given by equation 3.8 [15][24-25],
Provided medium 2 has a higher dielectric constant than medium 1 (i.e. S2>ei), then 
the value of the expression within the square root will be positive and the reflection 
coefficient will be real. If, however, the wave is incident from a medium with a larger 
value of permittivity (i.e. 8i>82) and if  sin2 6, > £2l s x then the reflection coefficient 
becomes complex and its magnitude is equal to 1. Under this condition, the incident 
wave is totally internally reflected back into the higher 8 medium.
The transmission coefficient, r± , of the electrical field is found from:
Parallel (vertical) Polarisation: The reflection and transmission coefficients, and 
zjl respectively, are related by equation 3.10.
(3.8)
ri_ = \+ p x (3.9)
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COS^ (3.10)
For lossless non-magnetic dielectrics the reflection coefficient for parallel or vertical 
polarisation when the electric field is parallel to the plane of incidence becomes
If medium 2 is a perfect conductor then the reflection coefficient becomes -1.
3.3.4 Diffraction
Diffraction is a process that enables waves to bend around sharp edges or comers. 
This effect is particularly noticeable at lower frequencies and in large environments. 
For short-range high frequency indoor environments, diffraction is not normally 
considered to be as important as reflection and/or transmission. In this thesis, the 
diffraction process has not been considered in the ray-tracing model.
3.4 Limitations of Ray-Tracing Model
A number of limitations and assumptions have been made to simplify the ray 
modelling process. Perhaps the most significant assumption is the use of two- 
dimensional geometry in the model description and ray-launching algorithm. 
Environments are described in a 2-D plane, enabling horizontal cuts (x-y plane, figure 
3.5a) or vertical cuts (y-z or x-z planes, figures 3.5b and 3.5c) to be analysed. Three 
dimensional interactions are not modelled in the current implementation and as such 
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y -z  plane
x-y  plane
x-z plane
(a) x-y plane (b) y-z plane (c) x-z plane
Figure 3.5: 2-D planes in a 3-D axis system
Further geometry limitations are placed on the two-dimensional database in that all 
surfaces are restricted to be either horizontal or vertical. Hence, all reflections and 
transmission must occur at a horizontal or vertical boundary, and this will introduce 
significant errors for curved surfaces or flat surfaces lying at arbitrary angles. This 
surface limitation partly arises from the use of a raster material grid, rather than a 
vector description, of the environment.
The modelling of reflection and transmission is dependent on an accurate knowledge 
of material parameters. In practice, simplified homogenous material parameters are 
used to model surfaces such as walls, floors and ceilings. Detailed in-building clutter 
such as tables, chairs, and bookcases etc. have not been included in the studies 
performed to date for simplicity, however this is easy to include given the availability 
of the data.
The electromagnetic analysis is based on normalised field strength (see section 2.2.1), 
and as such the effects of antenna gain do not need to be explicitly defined in the 
analysis [21][25]. While this simplification enhances the more generic value of the 
output data, it makes the modelling of practical, and particularly directional, antennas 
more difficult to incorporate. This could be performed by modifying the launched 
field strength based on the transmitter beam pattern (the receiver antenna beam 
pattern can be incorporated in the field reconstruction software).
3.5 Propagation Model: Program Structure and I/O
This part of the chapter describes the structure of the ray launching software used in 
this thesis. The various input files required to operate the model are described. The
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main input file describes the physical and electrical properties of the operating 
environment and is generated by using the grid environment described in 3.5.2. The 
various output files provide a formal record of the final prediction results.
3.5.1 Definition of Input Database
The ray launching simulation engine operates in two-dimensional space. In the studies 
considered to date, the environment is defined using an input data file that includes 
the height and length of the building structures, as shown in the vertical x-z plane. It 
is also possible to define environments in the x-y plane (horizontal) or y-z plane 
(alternative vertical). More specifically, the input environment is defined using a two- 
dimensional cell raster [2][26]. A key parameter is the height and width used to 
represent each ceil, since this defines the resolution of the input database and output 
grid predictions. The choice of cell size is a compromise between grid resolution and 
computer run-time. Once the cell size has been defined, the number of cells can be 
computed based on the width and height (assuming an x-y plane). Input environments 
can consist of many different material types. To accommodate this feature, each cell 
in the database can be assigned a particular set of permittivity and conductivity 
values. Each cell is assigned a single material number that effectively points to the set 
of material parameters assigned to that cell. Hence, the input database takes the form 
of a material pointer raster or array. An example of a simplified database is given in 
figure 3.6 and an annotated version in figure 3.7.
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Figure 3.6: A simple environment showing on structure o f  the environment grid
S t (  K m , N v ' . U  £*» I» f
IC J.2  9 . 0 0 0 1 )
6 ,6 0 2 ?
Figure 3.7: A simple environment showing on structure o f  the environment grid
Figure 3.7 shows a simple 20 cells (x-axis) by 20 cells (y-axis) environment. The area 
is defined with a width of 4 metres and a height of 4 metres. The cell resolution is 
therefore 0.2 metres by 0.2 metres (in a practical environment far smaller cell 
resolutions would be used). A single horizontal concrete wall is defined by 
appropriately assigning material pointers to a row of cells. The right hand side of
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figure 3.7 shows two material relative permittivity / conductivity sets (air and 
concrete). These are assigned point values of 0 and 3 respectively (it is assumed that 
pointers 1 and 2 refer to material unused in this database). This database structure has 
been used to generate a number of realistic scenarios. Table 3.1 shows the material 
parameters of the test environments.
Env. Material Permittivity Conductivity
Wall Concrete 5.10 0.1380
Door Wood 4.20 0.0007
Table / Desk Wood 4.01 0.0006
Window Glass 6.14 0.0310
Filing Cabinet metal 0.00 0.00
Table 3.1: Permittivity and conductivity o f  common materials
To operate the ray-tracing algorithm the minimum and maximum launch angles at the 
transmitter must be defined. For typical indoor studies, a 360-degree spread o f launch 
angles is normal. However, for High Altitude Platform (HAP) simulations, a far 
narrower set of launch angles can be defined (see chapter 5). The minimum and 
maximum launch angles define the angular spread of the launching process. In 
addition to the angular spread, a step-size is required to determine the total number of 
rays to be launched. This step size is used to determine the angular resolution of the 
ray tracing process.
The ray tracing software continues to trace rays in the environment until the 
normalised field strength falls below a predefined Cut-Off Power level (COP). This 
level is defined in the input file together with operating frequency, polarisation mode 
and the location o f the transmitter. There are two polarisation modes: horizontal 
(perpendicular) and vertical (parallel) [18]. The transmitting or receiving antenna can 
be defined to operate in either the horizontal or vertical mode.
3.5.2 Environment Grid Software
This software is the initial program used in the simulation to produce rectangular 
input grid environments. First the size of the environment is specified, followed by the
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required set of material types. Materials used in the environment are representative of 
structures such as walls, doors, ceilings etc. and are differentiated by their permittivity 
and conductivity values at the frequency. Finally, the shape and structure of the 
environment is defined by editing the material property of cells within the grid.
3.5.3 Program input/output
The input and output structure of the ray tracing software is summarised in figure 3.8. 
The input file (‘Input’) is generated as described in section 3.5.1 using a combination 
of the environment structure and material properties. The ray tracing software is split 
into two main modules, the first performs ray tracing (RT.c) and image generation 
while the second performs field reconstruction (FR.c) based on image data produced 




Ray Specifications + Number of Rays
-► Field Reconstruction < -
1
Output
Figure 3.8: Ray Tracing Flow Diagram
The input database is vital to both the RT and FR modules since it defines the 
environment, material properties, transmitter location and receiver grid. The output 
from the RT module forms a further input to the FR software. This input takes the 
form of the total number of rays traced in the software and an image structure for each 
of these rays. The final field strength value for each receiver point in the grid is 
produced as the vector sum of all rays illuminating this point within the FR software.
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3.5.4 Input File Format and Description
As mentioned in section 3.5.3, the ray-tracing program uses two software programs, 
referred to as ray tracing and field reconstruction. The output from the ray tracing 
code together with the original input file is passed to the field reconstruction software, 
as shown in figure 3.8. An example of the input data file is given in table 3.2.
20.0 20.0 4.0 4.0 0.2 0.2 xnum ynum, width height, delx dely
16 Material num
1.00 0.00 n Perm. & Conduct, of 1st material, non-conductor
2.04 0.001 c Perm. & Conduct, o f 2nd material, conductor
6.14 0.001 n Perm. & Conduct, of 3rd material, non-conductor
6.14 0.001 n Perm. & Conduct. Of 16th material, non-conductor
0 2 3  1 0 0 ... Raster of Material Points
-55.0 2.0 CoP (dB), Frequency (GHz)
1.0237 3.8257 Transmitter x & y co-ordinate (m)
0.0 6.0 0.0 8.0 Bounding rectangle for environment (m)
0.1 359.9 0.5 Min, Max & Step angles (degree)
1.0 Polarisation
Table 3.2: Example input data file (not including raster grid)
3.5.5 Output file formats and description
The ray-tracing module produces a number of output files (referred to as Ray 
Specification in figure 3.8) that are passed on to the field reconstruction block. There 
are two separate output files produced by the RT software, the first file is a text file 
which stores the number of images generated by the ray tracing code and the other is a 
binary file that stores the image information generated from the ray-tracing program. 
Each image structure contains the information listed in table 3.3.
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Variable Definition
Ang Propagation direction of image source
X Source x coordinate
Y Source y coordinate
R Path length from image source to last interaction
Betar Cumulative phase
Refco * exp(-alfar) Cumulative path loss
At ten Reflection Attenuation
Refract Refraction Attenuation
Table 3.3: Image information stored in the Ray Specification output
Every image represents a ray path. The direction of propagation is stored in ang. 
The wave propagates from a source at co-ordinate (x,y). The distance from the image 
source to the point of interaction (i.e. the point where the last transmission or 
reflection occurred) is stored in the variable r .  The length, r ,  is critical since any 
path length less than this value represents an invalid path. Using the image co­
ordinate, the propagation angle and the distance to the last interaction, the co­
ordinates of the last interaction can be calculated. The image structure also includes 
four pieces of key electromagnetic information to enable the combined attenuation 
due to transmission and reflection to be calculated.
The two output files described above combined with the initial input file describing 
the building structure and transmitter details are used as input fdes in the second part 
o f the software, known as field-reconstruction (FR.c). This code produces the final 
output grid prediction. The format o f this file is shown in table 3.4 below.
X Y Field Phase Field strength
Amplitude (radians) (dB)
0.175 0.025 0.015 0.572 -36.224
0.225 0.025 0.004 -2.390 -48.783
0.275 0.025 0.001 1.889 -60.078
Table 3.4: File format o f  final output
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The first two columns provide the x and y co-ordinate for prediction. The third and 
fourth columns provide the field strength amplitude (normalised, 1 V/m at lm from the 
source) and phase in radians. The final column provides the normalised field strength 
in dB, i.e. 201ogio (field amplitude).
3.5.6 Material Characteristics and Attenuation per Metre
Each material type is defined using a number of electromagnetic parameters. The 
relative permittivity or dielectric constant, sr. and the loss tangent, tan (5) can be used 
to represent the material. It is usual to characterise a dielectric in terms of the loss 
tangent rather than its conductivity o, however the two are related via equation 3.12, 
where X represents the wavelength.
tan(£) = W ct A./sr (3.12)
Although most materials are quoted using permittivity and conductivity (or tan (5)), it 
is far more useful to quote the attenuation coefficient (see equation 3.13), from which 
the loss per metre or loss per centimetre can be calculated [27],
a  = (a>t on{5/ 2) / y l { f i 0£ r£ 0 ))  (3.13)
0.001 0.01 0.05 0.1 0.2 0.4
Conductivity S/m
Figure 3.9: Relationship between conductivity and dB/cm (relative permittivity 6.14,
f=  2.0GHz)
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To convert equation 3.13 from nepers/metre to dB/cm (a more recognised value), the 
number must be divided by 8.686 dB. As an example, assume a carrier frequency of
2.0 GHz (i.e. a wavelength of 0.15 metres), a conductivity of 0.4 siemens/metre, and a 
relative permittivity of 6.14 [2][19]. Applying equation 3.12 the value of tan (8) is 
computed to be 0.5863. Inserting these values into equation 3.13 and adjusting to 
dB/cm, a value of 2.6 dB/cm is obtained. The transmission loss is very sensitive to 
the value of conductivity assumed, and figure 3.9 shows the loss in dB/cm as a 
function of conductivity. For a 15cm thick wall, the total attenuation can vary by 5-10 
dB for conductivity values ranging between 0.01 to 0.1 S/m.
Results in the open literature quote various different values of er and tan (5) for the 
same basic material type, and this reveals the variability and inaccuracy with which 
these parameters are measured. The accuracy of the propagation model can only ever 
be as good as the accuracy of the input material data. The calculation of attenuation in 
terms of dB/cm is a useful check to ensure that the loss for a particular material is in 
line with measured values. Transmission loss measurements are more commonly 
available for many materials at various thicknesses and frequencies. For concrete and 
brick walls in the 2 GHz range, a loss of 0.5-2.0 dB/cm is expected [19][27]. At 
higher frequencies such as 11 and 17 GHz, far higher attenuations are expected up to 
a worst case value of 8 dB/cm. Isolation between rooms will therefore depend quite 
critically on the type of material parameters and thickness assigned to the dividing 
walls [28-29].
3.6 Ray-Tracing program code
The main function of the ray tracing software has already been described earlier in the 
chapter. The ray-tracing model is based on the use of geometrical optics and uses 
combinations of direct, reflected and transmitted rays to calculate the field strength at 
the receiver. The code works together with the field reconstruction block to predict 
field strengths for a given environment description, source location and receiver point.
In the ray-tracing module, rays are uniformly launched from the source between a
start and end angle with an angular resolution of 8(f). Each ray is traced and whenever
it crosses a cell boundary, information concerning angle of incidence, path length,
attenuation due to reflection and refraction during transmission etc is recorded in the
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image structure described in table 3.2. The rays are traced until their amplitude 
decays below a pre-defined cut-off threshold. The main output file, out6, stores all 
the traced images for a given transmitter location and is used in the field 
reconstruction block to calculate the field strength at a given receiver point.
3.7 Field-Reconstruction program code
The field reconstruction code uses the images generated from the ray-tracing module 
to predict field strengths at an arbitrary receiver point. For each image in the out2 
file, a test is performed to check whether the receiver falls in the illumination area of 
the ray image. Figure 3.10 shows the basic form of this test.
Xs, Ys represent the location of the image source (obtained from the image structure) 
and Xin, Yin represent the location of the last ray interaction. This latter co-ordinate is 
calculated from the source co-ordinate and the length, rrt, obtained from within the 
image structure (denoted as r in table 3.2). The propagation direction of the 
illuminating ray is defined by the variable ang. The angle (a n g re c )  and path length 
to the test point (r/t) are now calculated. The test point is illuminated by the image if, 
and only if:










Figure 3.10: Image illumination test within Field Reconstruction
where d an g  (related to the step angle) represents an acceptable angular error to 
overcome the coarse resolution of the input grid. Equation 3.14 ensures the image 
illuminates the test point, while equation 3.15 ensures that the test point is on the 
correct side of the boundary interaction.
The field strength at each receiver point is now calculated as the vector sum of the 
fields contributed by each illuminating image. Once this total field has been 
calculated, it is then written to the output file, out2, as defined in table 3.3.
3.8 Post-Processing Software
A number of software programs have been written during the course of this project to 
post-process the output data from the field reconstruction module. Further programs 
are used to produce the final coverage pictures.
One key piece of post-processing software loads in multiple coverage prediction grids 
and performs diversity combining based on selection, equal gain (vector) and equal 
gain (amplitude). In addition to diversity combining, this post processing software 
also calculates the minimum, maximum, mean, variance and standard deviation for 
each input branch and the resulting output signal. This software also calculates the
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average diversity gain by comparing combined results with one of the input branches. 
Software to compute the field strength probability distribution function (PDF) and 
cumulative distribution function has also been written and the resulting data can be 
used to calculate diversity gain as a function of outage probability.
To display the output data in a pictorial form, the software program ‘m ap p lo t’ is 
used. To use the map plot program, two input data files (control and data) must be 
produced in the formats described in tables 3.5 and 3.6.
Line 1 Data file name
Line 2 Title for plot
Line 3 X-axis label
Line 4 Number of values shown on X-axis
Line 5 Y-axis label
Line 6 Number of values shown on Y-axis
Line 7 Number of contours
Line 8 Unit of contours
Line 9 Number of colours for palette
Table 3.5: Map_plot Control File Format
Linel Min & Max. X value, No of X values
Line2 Min & Max. Y value, No of Y values
Line3 A real number
Line4 A little string line
Line5 Number of X values, The X values from min. to max
Line6 1st Y value, Z at 1st x and 1st y, Z at 2nd x and 1st y
Line7 2ndY value, Z at Ist x and 2nd y, Z at 2nd x and 2nd y
Line...
Line N Last Y value, Z at 1st x and last y, Z at 2nd x and last y
Table 3.6: Data File Format
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3.9 T rac in g  o f R ays
The ray-tracing program can only support reflection and transmission at horizontal 
and vertical boundaries due to the use of a raster environment description. Rays can 
propagate in the environment at any angle between 0 and 360 degrees. The motion of 
the ray is broken down into a large number of individual horizontal and vertical cell 
motions. For each iteration (or step) of the ray-tracer, the program must determine 
whether to propagate the ray in the vertical or horizontal direction.
Within the ray-tracing program, the angle of propagation is broken down into one of 
four quadrants. Based on the propagation angle, quantised versions of the horizontal 
and vertical motion components are generated. For example, if the angle of 
propagation lies in quadrant one, i.e. between 0 and 90 degrees measured anti­
clockwise from right-hand x-axis, the ray is assumed to be moving upwards and to the 
right. Alternatively, in quadrant 3 (angles between 180 and 270 degrees), the ray is 
assumed to be moving downwards and to the left. These motions are expressed using 
two variables, ix and iy. If ix is positive (left hand side o f figure 3.11), the wave is 
moving to the right, otherwise if ix is negative (the left-hand side of figure 3.11) the 






Figure 3.11: Motion Vector, ix
Similarly, if iy is positive (left-hand side of figure 3.12) the wave is moving upwards, 
otherwise (right hand side of figure 3.12) the wave is moving downwards.
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0 180
Figure 3.12: Motion Vector, iy
The variables ix and iy are used to determine whether the ray is moving left or right 
and up or down. To determine whether the ray should move horizontally or vertically 
and whether the next boundary interaction will be horizontal or vertical, a simple 
mathematical test is performed to identify the direction that most closely 
approximates the true angular direction. The mathematical test is based on computing 
two distances ri and r2.
Table 3.7 shows the calculation o f r\ and r2 based on the calculations in the software. 
Depending of the values of ri and r2, either i or j co-ordinates of the current ray 
location are adjusted based on the motion vectors shown in figures 3.11 and 3.12. In 
the table below, initially r2<ri and the x ordinate is decremented. However, when ri 
becomes less than r2, the y ordinate is decremented.
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R 2( R l => Motion in X
ri = 0.52 
i = 4
r2 = 0 .1 2  
j = 89
al = 0.39 tan(al) = 0.42
x =0.91 y = 18.0
X! = 0.43 yy j = 17.80
x2 -  0.80 y2= 17.95
R2)R\ =>Motion in Y
n = 0.18 r2 = 0.22
i = 2 j = 89
al = 0.40 tan(al) = 0.43
x = 0.60 y = 17.87
x ,= 0 .4 3 yy i = 17.80
x2 = 0.40 y2 = 17.78
Table 3 .7: Example o f  co-ordinate tracing along a ray
3.10 A verage Pow er and  Signal to Noise C alcu la tio n s
In this section the method for calculating the instantaneous and average received 
power along a route is explained for any transmit power and antenna pair. For a 
known radio system, this data can be further processed to generate the signal to noise 
ratio (SNR).
This particular study is performed in the 5 GHz band for a WLAN system conforming 
to either the IEEE 802.11a or ETSI Hiperlan /2 [29] specification. The radio is 
assumed to operate with a transmit power of 100 pW and a bandwidth of 20MHz. The 
transmitter and receiver antennas are assumed to have a gain of OdBi in the azimuth 
plane.
The single room test environment is shown in figure 3.13. The Access Point (AP) is 
mounted in the bottom left hand comer of the room while the Mobile Terminal (MT) 
moves along route #1. The room includes a table, desk and several doors. The walls
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are constructed from concrete (relative permittivity 5.0, conductivity 0.137) and the 








Figure 3.13: Indoor test environment with AP and M T locations
The ray tracing engine operates using normalised field strength. This normalisation is 
based on the received field strength having unity value at a distance of one metre from 
the transmitter. The concept of normalised field strength was discussed in section 
2.2.5 (equations 2.13 and 2.14). Normalisation is useful since it removes the impact 
of transmit power and antenna gain (assuming omni directional antennas) in the ray 
calculations. Normalised field strength can easily be converted to normalised received 
power (see equation 2.15). The normalised received power is converted to actual 
received power by multiplying by the received power at one metre. This calculation 
requires the actual transmit power and transmit and receive antenna gains to be 
known. Conversion from normalised power to actual power was also discussed in 
chapter 2 (see equation 2.14).
The normalised instantaneous power Pn(d) can be calculated as shown in equation 
3.16 from the vector sum of the L multipaths (Vk(d), k=l..L) arriving at the receiver. 
Vk(d) represents the normalised complex field strength o f the k-th multipath arriving 
at location d.
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L (3.16)
To obtain an estimate of the local normalised received power centred at point d  it is 
desirable to spatially average over some small section of the measurement route. This 
averaging helps to remove the fast fading to leave the underlying mean power. The 
average received normalised power over a section of the measurement route p^d) is
given by equation 3.17, where 2K+1 represents the number of measurement samples 
used in the averaging process (centred on point d) and A represents the spatial 
sampling step size.
As explained in equation 2.14, the above expression can now be multiplied by Pi, the 
actual power received at one metre from the transmitter, to remove the normalisation 
and produce an expression for the actual received power for a given transmit power 
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Figure 3.14: Actual received power along measurement route (see figure 3.13)
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If required, the received power can be quoted in units of dBw by computing the
expression 101og10 p r(d ) and defining the transmit power in watts. The power can 
also be quoted in units of dBm by defining the transmit power in milliwatts.
Figure 3.14 shows the instantaneous received power (green) and the average received 
power (red) for an averaging window size K of 25 (which represents 8.6 wavelengths 
in this study). Samples are taken on the x-axis every' 1 mm and the total route length is 
9.2m. A transmit power of 100 pW was assumed in the analysis. As expected, the 
instantaneous received power shows rapid fluctuations due to the high multipath 
activity in the room. The red line was produced using equation 3.18 and demonstrates 
the calculation of the local mean power along the route. Given knowledge of the 
receiver’s noise floor N (see equation 2.17) and an expression for the average power, 
the average signal to noise ratio yt{d) at any point along the route can be calculated 
using equation 3.19.
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The value of N  is given by equation 2.17 and as explained in chapter 7, for the radio 
parameter assumed N =  -121 dBw. The average SNR calculated using equation 3.19 
for the test route shown in given in figure 3.15.
3.11 Sum m ary
This chapter has introduced the basic elements of the ray tracing process are discussed 
the underlying algorithms and mathematics involved. The structure of the ray 
launching software was explained and limitations in the current implementation 
discussed. The various input/output files required/produced by the model were 
defined and a number of examples given. The model was then applied to an example 
environment to predict the instantaneous and average received power and the signal to 
noise ratio along a defined measurement route at 5GHz. The use of normalised field 
strength and its conversion to received power was also explained for a given transmit 
power and antenna gain.
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Chapter 4: Indoor Systems and Diversity
4.1 Introduction to Diversity
Diversity represents a common technique for mitigating the effects of fast fading in a 
radio environment. The principles of diversity combining have been known for many 
decades, with the first experiments being reported in 1927 [1-2]. The diversity 
method requires that a number of transmission paths be available, each carrying the 
same message but suffering independent fading statistics. The probability of 
experiencing deep signal fades on all diversity branches at the same time is low 
providing the fast fading on each branch is uncorrelated [1][3]. For diversity to be 
fully effective, the mean signal strength on all branches needs to be approximately 
equal. A number of common methods exist for generating and combining diversity 
signals. In this thesis frequency, polarisation and space diversity will be studied as 
methods for generating uncorrelated diversity paths. Combining techniques such as 
selection and equal gain combining [1][4] are then studied using ray tracing 
propagation prediction data from an indoor environment.
4.2 Generation Techniques
Space, frequency and polarisation diversity generation techniques are discussed in the 
following sections. Of these methods, space diversity is probably the most popular 
form of diversity generation. This method can be further split into transmit and 
receive space diversity, depending on the location of the spaced antennas.
4.2.1 Space Diversity
Space Diversity relies on generating uncorrelated fading paths through the use of 
spaced antennas at the receiver and/or transmitter. The method is relatively simple to 
implement and does not require additional frequency spectrum (a key issue given the 
growing importance of spectrum efficiency). Based on the above, space diversity is 
considered to be a strong contender for microwave mobile radio applications [5-7]. 
The spacing of the antennas at the receiving or transmitting array is chosen to increase 
the likelihood that the individual signals are suitably uncorrelated. In practice, the 
correlation of the antenna elements depends on the richness of the scattering in the
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radio environment. In this thesis, spacings ranging from X/A to AX have been 
considered, where X represents the operating wavelength. Two types of space 
diversity are considered in this thesis, namely receiver diversity and transmitter 
diversity. Receive diversity improves the likelihood o f correct symbol detection (and 
hence capacity) by processing a number of independently faded observations. 
Transmit diversity relies on generating two or more uncorrelated signal paths, 
however this method relies on just a single observation antenna with multiple 
antennas used at the transmitter.
4.2.1.1 Receiver Space Diversity
Receiver space diversity relies on sensing the incoming transmission using an array of 




Figure 4.1: Receiver Space Diversity
Receive space diversity improves the reliability of signal detection in cases where the 
mean field is equal and the fast fading is uncorrelated on all antennas. Noise is also 
assumed to be uncorrelated over the receiver array. The precise antenna spacing 
depends on a number of factors, such as the wavelength of transmission, the azimuth 
distribution of the multipaths and the form factor of the receiver. In a high clutter 
environment, spacings as low as one quarter to one half of a wavelength can be used 
(i.e. 1-2 cm at 11 GHz or 0.5-1 cm at 17 GHz) [8-9]. In environments with narrow 
angle spreads, such as high mounted basestations, the antennas must be spaced much
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further apart to increase the probability of decorrelation (5-10 wavelength separation 
is common).
4.2.1.2 T ransm itter Space Diversity
Transmitter space diversity relies on transmitting the signal to a single receiver using 
an array of antennas or antenna elements. The basic concept is shown below in figure 
4.2.





Figure 4.2: Transmitter Space Diversity
Providing the transmit antennas are suitably spaced in a rich scattering environment 
then two independently faded signal paths will arrive at the single receiver. The main 
problem associated with transmit diversity is the difficulty in controlling the array to 
exploit this benefit, given that the signal is received at a distant terminal. Some 
mechanism for transmitting information on the received signal strength back to the 
receiver is required in this simple case. Diversity combining techniques will be 
discussed in more detail in section 4.3.
A more complex form of transmit diversity exists that overcomes the need for apriori 
channel knowledge at the transmitter. This method is known as transmit delay 
diversity. The technique introduces a delay along the transmit array to enable the 
signals to be separated via temporal processing in the receiver (i.e. an equaliser). In 
this system, narrowband spatial diversity is converted into wideband time diversity.
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This type of diversity exploitation is a simple form of space-time processing. The 
main disadvantage is the increase in signal processing required at the receiver. Given 
apriori knowledge of the radio channel, the transmit delay diversity data waveforms 
can be pre-processed into a form that greatly simplifies the required receive 
processing. This method (which is effectively coded transmit diversity) was first 
applied by Alamouti [10] who proposed a simple space-time block to perform the 
required pre-processing.
More recently there has been a trend to transmit time synchronised uncorrelated data 
from the transmit array. Signal processing is then applied to separate the data streams. 
If the multiple data streams are encoded from a common input source then the 
technique is known as space time coding (STC). If no spatial coding is applied, the 
method is referred to as spatial multiplexing. It should also be noted that the quality of 
transmit diversity can be enhanced by increasing the number of receive antennas. As 
seen in chapter 2, considerable capacity enhancement is achieved when multiple 
antenna elements are used at both the transmitter and the receiver. The resulting 
Multiple Input Multiple Output (MIMO) system exploits diversity across the arrays 
together with the ability to transmit multiple uncorrelated streams. MIMO systems are 
studied in detail in chapter 6.
4.2.2 Polarisation Diversity
Signals transmitted or received on two orthogonal polarisations in the radio 
environment will exhibit uncorrelated fading statistics [11-12]. These signals thus 
become candidates for use in diversity systems. In this case, however, only two 
diversity branches are available, since only two orthogonal polarisations are available 
[13-14]. One advantage of polarisation diversity is the possibility of supporting a 
compact antenna arrangement (important to fit in a small form factor), since 
physically spaced antennas are no longer required.
4.2.3 Frequency Diversity
Instead of transmitting the desired message over spatially separated paths, an 
alternative approach is to employ different frequencies to achieve independent 
diversity branches. This concept is illustrated in figure 4.3. The frequencies must be
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separated enough so that the fading associated with these different frequencies is 
uncorrelated [15]. The coherence bandwidth is a convenient quantity that describes 
the required frequency spacing required to achieve a given degree of correlation (see 
section 2.4.2). The coherence bandwidth depends on the field strength and time delay 
of each ray in the multipath channel. In general, as the delay spread increases, the 
coherence bandwidth decreases (i.e. an inverse time-frequency relationship, equation 
2.24).
Base 
(Tx on f  1 & f2 )
Channel ResponseTx Spectrum
Mobile (Rx)
Figure 4.3: Frequency Diversity
Within the coherence bandwidth it is assumed that signals will suffer identical 
frequency-flat, or narrowband, fading. Hence, time delay spread will have no effect 
on transmission of the message itself. For frequency separations greater than the 
coherence bandwidth, signal fading becomes uncorrelated and diversity gain can be 
achieved [16-17]. Measurements indicate that a coherence bandwidth in the range 
500 kHz to 5 MHz is typical for an indoor environment [18-20]. This implies that 
frequency diversity may require the branches to be separated by 5 MHz or more. For 
an outdoor channel larger values of delay spread are expected and hence smaller 
frequency separations would be viable.
The advantage of frequency diversity (relative to space diversity) is the reduction in 
the number of antennas to just one at both the transmitter and receiver. On the other 
hand, this method uses considerably more frequency spectrum and requires multiple
72
Ray Tracing Coverage and Capacity Studies fo r S/SO and MIMO Communication Systems
transmitter and receiver RF chains in the radio (which increases cost, size and power 
consumption).
4.3 Diversity Combining Methods
As discussed in section 4.2, the concept of diversity combining is useful for limiting 
the effects of multipath fading. Having generated two or more signal branches with 
uncorrelated fading, the process of diversity combining is now required to exploit the 
diversity gain. A number of methods exist, ranging from the relatively simple concept 
of selection combining, where the strongest branch is chosen for detection, to the 
more complex vector summation techniques of equal gain combining. The following 
section discusses the diversity combining techniques used in this thesis.
4.3.1 Selection Combining
Selection combining operates using two or more uncorrelated diversity branches. The 
method relies on selecting the best of the available diversity branches. The best 
branch is usually defined as the strongest branch at any given instant. The concept of 








Figure 4.4: Selection combining o f two uncorrelated branches
When implementing selection diversity, it is common to base the branch selection on 
the Received Signal Strength Indication (RSSI), which is a measure of the signal 
strength over a short time window. Selection diversity is also commonly known as 
switched diversity, since the strongest branch is switched to the detection device.
It should be noted that selection combining can also be used with transmit diversity 
schemes, in this approach the transmitting diversity branch is chosen to generate the
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best received signal. As discussed in section 4.2.1, this requires the additional 
complexity of a return path to send back the RSSI information to the transmitting unit.
The movement of the mobile receiver through a multipath environment introduces 
rapid and extreme amplitude and phase distortions at the receiver. The mean signal 
strength per branch is calculated from an average over several tens of wavelengths 
and hence the rapid multipath effects are removed. The local mean signal is generally 
observed to obey a log-normal distribution as a function of receiver location, and the 
variance of the distribution is shown to depend on the general physical parameters of 
the environment.
4.3.2 Equal Gain Combining
In section 4.3.1, selection combining was introduced. Having selected a given branch, 
the energy associated with all the unselected branches is effectively lost is the 
detection process. This obviously results in a sub-optimal (i.e. wasted signal) solution. 
In equal gain combining, rather than choosing a single branch for detection, all the 
available diversity branches are summed to form a single signal for detection [1].
Two different forms of equal gain combining are considered in this thesis, namely 
amplitude and vector combining. The two techniques are discussed in the following 
sections.
4.3.2.1 Amplitude Summation
In this method, the amplitude of each diversity branch is simply summed to form a 
single diversity output. This process is shown mathematically in equation 4.1, where 
|.| represents the modulus process, m the message signal, and a and b the fading 
vectors of branches 1 and 2 respectively.
V = m.\a\ +m. \ b \ (volts) (4.1)
In practice, the fading experienced per branch is a complex quantity made up of
amplitude and phase. Given that equation 4.1 operates on the modulus of the fast
fading component, a method must be found to remove the phase of the fast fading
channel. The signal cannot be simply squared since this will remove the complex
modulation of the message signal. In practice, amplitude summation is achieved
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using a process known as cophasing. Cophasing aims to make the phase of a and b 
identical, thus enabling the signals to be summed as a modulus. The cophasing 
process requires the phase of each channel to be estimated prior to combining. Given 
that the channel phase is known, each branch can be multiplied by its unity gain 
conjugate to remove the channel phase component [1][4]. The method is therefore 
more complex than selection diversity and requires accurate channel estimation, 
which increases the cost of the combiner. Figure 4.5 shows the block diagram of an 




D em odm .bBranch 2
Figure 4.5: Equal Gain Combining: Amplitude Summation
Equal gain combining gets its name since each branch is summed with an equal gain, 
i.e. there is no bias towards a given branch. Mathematically it can be shown that the 
signal to noise ratio after combining is optimised if each branch is summed with a 
weight proportional to its signal to noise ratio [1][3]. This fonn of combining is 
known as maximal ratio combining, and is not considered further in this thesis due to 
its increased complexity and marginal gain over equal gain combining.
4.3.2.2 Vector Summ ation
In the previous section channel estimation was required to cophase the diversity signal 
prior to summation. The vector summation equal gain combiner simply sums the 
diversity vectors directly, without applying the cophasing process. Mathematically, 
the combined signal is described by equation 4.2.
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v = m.a + m.b (4.2)
While vector combining is a simpler method, the approach suffers from possible 
destructive combining of the branches. In some circumstances, the phase of the 
diversity branches can be in antiphase and their vector sum can result in an output 
signal smaller than any one of the input signals. Hence, unlike amplitude summation 
where the output will always be stronger than any of the inputs, in the vector 
summation case the combiner will not always produce a gain.
m .a  + m .b  = m .(a+b)
m .aBranch
D em odm .bBranch 2
Figure 4.6: Equal Gain Combining: Vector Summation
The simpler block diagram for equal gain combining vector summation is shown in 
figure 4.6 [1]. Given the limitations of vector combining, the more complex 
amplitude summation approach is more commonly used. Results for both methods in 
an indoor environment are given in section 4.7.
4.4 Introduction to Frequency Diversity
The ray-tracing model described previously is used to generate a number of frequency 
diversity branches. Six branches are simulated in the 11GHz band with the frequency 
spacing between adjacent branches set at 1-100 MHz. For various branch 
combinations, two signals are then combined using one o f three diversity combining 
techniques. Field strength improvement results are then produced as a function of a 
two branch frequency spacing and diversity combining strategy [14][21],
4.4.1 Single Branch Normalised Field Strength Results
In this section field strength grid plots and diversity combining results are given for 
various two-branch frequency separations and combining techniques. All results are 
generated for the same indoor environment.
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Parameter Value
Number of grid points in X and Y co-ordinate 50,25
Room Width and Length 10m, 5m
Grid point spacing in x and y 0.2m, 0.2m
Transmitter co-ordinates 0.845m, 1.235m
Ray Tracing Launch Angles, Step Angles 0.1-359.9,0.5 degrees
Ray Tracing Cut off level -55 dB
Frequency 11.0 GHz
Number of cells 1250
Table 4.1: Ray Tracing Simulation Parameters
W a lls
D o o r s
Figure 4.7; Plan o f  an indoor environment
For each simulation the transmitter is located in the bottom left-hand comer of the 
environment as illustrated in figure 4.7. A detailed set of simulation settings is given 
in table 4.1.
Nine simulated field strength grids were calculated at various centre frequencies as 
potential inputs into one o f three diversity combining algorithms. Simulated results 
were generated at each of the centre frequencies defined in table 4.2.
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Table 4.2: Diversity Branch Centre Frequencies
Figures 4.8 and 4.9 show the normalised Field strength in 2-D and 3-D respectively for 
the first diversity branch at a simulated centre frequency of 11.0 GHz.
D istance (m)
Figure 4.8: Normalised Field Strength fo r  Branch 1(11.0 GHz) in 2-D plot
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Distance (m)
Distance (m)
Figure 4.9: Normalised Field Strength fo r  Branch 1 (11.0 GHz) in 3-D plot
High field strengths surrounding the transmitter are observed, however these fall 
rapidly with losses of 60-80dB on the far side of the test environment. Table 4.3 







1 -11.90 0.245 0.321 0.567
2 -11.91 0.245 0.322 0.567
3 -11.93 0.244 0.321 0.567
4 -12.22 0.236 0.307 0.554
5 -12.06 0.240 0.299 0.547
6 -11.50 0.256 0.329 0.574
7 -12.14 0.238 0.307 0.554
8 -11.66 0.252 0.325 0.572
9 -11.59 0.254 0.323 0.569
Table 4.3: Field Strength Summary: Frequency Diversity Branches 1-9
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4.4.2 Frequency Diversity Com bining
In order to produce the various diversity combining results shown in this subsection, 
branch 1 was chosen together with any one o f the remaining four branches. By taking 
each of the four branches in turn, diversity gain as a function of frequency spacing 
could be determined [4][22]. A frequency spacing of 1-500 MHz between branches 
was chosen based on the expected values o f RMS delay spread (5-10ns) and 
coherence bandwidth (1-500 MHz) for the single floor indoor environment.
For the following sections, frequency diversity combining was performed using each 
of the three techniques described in section 4.3. The first technique is referred to as 
Equal Gain Amplitude Combining (EG-AC), the second as Equal Gain Vector 
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Figure 4.10: Normalised Field Strength fo r  Branch 2(11.1 GHz)
While direct observations from the grid plot are difficult to achieve, it is obvious that 
generally lower received field strengths are achieved. For a more detailed 
understanding of the gains achieved, the statistical Cumulative Distribution Function 
(CDF) of the field strength can be generated. The mean, standard deviation and 
variance of the field strength before and after combining can also be used to 
determine diversity gain. In figure 4.11 below, the resulting field grid at the output of 
the SC combiner is shown for a diversity frequency spacing of 100 MHz (i.e. 
branches 1 and 5).
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Figure 4.11: Diversity Gain Field Gridfor EG-AC (A f = 100MHz)
Rather than plotting the field strength at the output of the diversity combiner, it is 
more common to plot the diversity gain defined as the signal strength after combining 
divided by the signal strength of one of the branches before combining. This value is 
normally quoted as a dB ratio, as in figure 4.12 below for the EG-AC diversity case 
previously plotted in figure 4.11. In this figure the gain is quoted relative to branch 1.
dB
le+02-
Displacement along x-axis (m)
Figure 4.12: Diversity Gain relative to branch 1 fo r  EG-AC (A f = 100MHz)
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Figure 4.13 shows the diversity gain obtained from branches 1 and 5 (relative to 
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Figure 4.13: Diversity Gain relative to branch 1 fo r  EG-VC (A f = 100MHz)
Figure 4.13 demonstrates the main drawback o f the EG-VC technique. When the two 
diversity signals are summed as vectors, it is possible for the signals to add 
constructively or destructively, depending on their relative phase. Unlike the EG-AC 
method, where the two signals are cophased before adding, in the EG-VC nulls can 
occur in the combiner output. Studying figure 4.13, these diversity nulls can clearly 
be seen spreading out across the environment. Hence, in many locations the output of 
the diversity combiner is actually worse than either of the two input signals.
Finally, figure 4.14 shows the diversity gain obtained from branches 1 and 5 (relative 
to branch 1) using the SC combining technique. Since gain is plotted relative to 
branch 1, no gain is seen when branch 1 is selected. A fairer diversity gain can be 
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Figure 4.14: Diversity Gain relative to branch 1 fo r  SC (Af=  100MHz)
4.4.2.1 Com parison of EG-AC, EG-VC and SC results
Studying figures 4.12, 4.13 and 4.14 it can be seen that the EG-AC diversity 
technique generates the strongest field strengths and largest diversity gains. The EG- 
VC solution suffers from output nulls from the diversity combiner and would thus 
generate extremely poor performance in practice. The SC method is not as strong as 
the EG-AC approach, however the method is simpler and therefore cheaper to 
implement in most cases.
4.4.2.2 Detailed Com bining Analysis: Branches 1 and 5
Table 4.4 shows the detailed field strength and diversity gain results for each of the 
three combining techniques using branches 1 and 5 as the input. An average gain of 
6.54 dB (relative to branch 1) and 6.84 dB (relative to branch 5) was achieved using 
EG-AC. EG-VC showed an average gain in the region of 3 dB (see appendix A for 
other frequency separations); however a minimum value of -43.1 dB was observed 
when the branch inputs destructively combined. The SC technique achieved a gain in 
the region of 2 to 2.5 dB. Since gain is relative to branch 1 or branch 2, when this 
particular branch is selected then no gain is seen (hence, unlike the EG scheme the 
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EG-AC -6.26 6.54 6.84
EG-VC -9.43 3.06 3.50
SC -11.04 1.98 2.45
Table 4.4: Field Strength and Combining Gains in dB fo r  Frequency Diversity (A f=
100MHz)
Table 4.5 shows the mean, maximum and minimum field strength values for 
frequency diversity with a spacing of 100 MHz. These results should be compared 
with table 4.3 for each of the individual branches. In all cases, improvements with 
diversity combining are observed. The final column in table 4.5 shows the number of 
points (out of 1250) where the diversity field strength is lower than either of the two 
input branches. For EG-AC this cannot occur, hence the number is zero. For the EG- 
VC solution, regular destructive combination results in 534 lowered output field 
strength samples. Using SC, the best signal should always be selected and the 80 
samples reported are thought to arise due to problems with numeric accuracy in the 
‘less than or equal to’ test within the code.




Table 4.5: Mean, Maximum and Minimum field  strength fo r  Frequency Diversity (A f
= 100MHz)
For detailed combining analysis of branches 1 and 6-9 (Af = 200MHz-500MHz) see 
appendix B.
4.4.3 Diversity Gain versus Frequency Separation
The numeric frequency diversity results given in sections 4.4.1 and 4.4.2 can be 
summarised using diversity gain versus frequency separation graphs for each of the 
three methods considered.
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Figure 4.15 below shows the average diversity gain relative to branch 1 for each 
combining method in the indoor environment considered. EG-AC shows the highest 
gains (around 6.5 dB), as discussed in section 4.4.2. The gains are flat as a function 
of frequency, and this implies that the initial frequency separation of 100 MHz is large 
enough to completely decorrelate the input signals. The EG-VC method offers a gain 
in the region of 3 dB relative to branch 1. This drop of around 3dB relative to EG-AC 
is to be expected when vector combining is used. It is well known that the average 
power using coherent combining is the square of the sum of the input signals. 
Assuming the input branches have unity power, after coherent summation the power 
will increase by 6dB, as seen in the EG-AC case. However, for incoherent 
combining, the power is given as the sums of the squares, i.e. the power of the two 
branches merely add, resulting in a 3dB increase. The results obtained are in close 
agreement with these theoretical values.
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Figure 4.15: Average Diversity Gain vs Frequency Separation (relative to Branch 1)
The SC technique results in an average gain in the region of 2 to 2.5 dB, around 1 dB 
lower than EG-VC and 4 dB lower than EG-AC. Although the average gain is lower 
than EG-VC, as seen from table 4.7, the minimum signal value is far superior. This 
implies in a practical system, EG-AC would be preferred in terms of diversity 
performance, followed by SC and then EG-VC.
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Figure 4.16: Average Diversity vs Frequency Separation (relative to Branch5)
To ensure that there was no bias in the simulation results or conclusions, the diversity 
gain results are now plotted relative to branch 2. Figure 4.16 shows that the absolute 
and relative gains are almost identical to the previous case, as would be expected for 
equal mean power input diversity signals.
4.4.4 F req uency  D iversity  C D F  R esults
To complete the analysis of the frequency diversity generation and combining 
strategies considered in the thesis, a set of diversity cumulative distribution function 
(CDF) results are plotted for the received field strength. A CDF plot can be used to 
determine the distribution of field strength in the indoor environment. More 
specifically, the data provides the probability of the field strength falling below a 
particular level. By defining an acceptable outage probability, an alternative measure 
of diversity gain can be generated. The outage probability can be obtained from the 
coverage requirements of the system. For example, assuming 95% coverage criteria, 
the outage probability would be 5%.
4.4.4.1 Com parison of Com bining Strategies
Figure 4.17 shows the field strength CDF for branch 1 (generated at 11.0 GHz), 
branch 2 (generated at 11.1 GHz) and the combined output (using the EG-AC 
method,). The 50% CDF points results in a value of around -22.5 dB for branches 1
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and 2 and -15dB for the diversity output. Based on this probability (0.5), a field 
strength gain (relative to a single branch) of 7.5 dB is observed. This value is very 
similar to the gains reported in section 4.4.3. Assuming field strength in excess of -  
50 dB is required to ensure system operation for example, it can be seen the branch 1 
and branch 2 signals would fail for around 8% of locations. However, using the EG- 
AC method, the resulting signal would fail for just 1-2% of locations. This last result 
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Figure 4.17: branchl (11.0 GHz), branch 5 (11.1GHz) and Diversity (EG-AC) CDF
Figure 4.18 shows a similar CDF plot for the EG-VC technique assuming a 100 MHz 
separation in frequency diversity branch signals.
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Figure 4.18: branch1 (11.0 GHz), branch 2 (11.1 GHz) and Diversity (EG-VC) CDF
As expected from section 4.4.3, since the use of EG-VC results in a lower gain, the 
diversity combining CDF is now far closer to those o f branches 1 and 2. At a 
threshold of -50 dB, failure would now be reduced from 8% to just 6%, a significant 
reduction in performance.
Figure 4.19 shows the CDF for the switched combining strategy. Here the lowest 
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Figure 4.19: branch1 (11.0 GHz), branch 2 (11.1GHz) and Diversity (SC) CDF
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As a final comparison, figure 4.20 shows the CDF of the three diversity combining 
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Figure 4.20: Field Strength CDF fo r  each o f the three combining methods (A f =
100MHz)
Frequency separations ranging from 1 MHz to 500 MHz were considered, with 
diversity gain shown to increase for larger frequency spacings. For spacings well 
beyond the coherence bandwidth, no further significant diversity gain was observed.
While frequency diversity gains were impressive (assuming spacings beyond the 
channel coherence bandwidth), the method is not spectrally efficient since at least 
twice the operating bandwidth is required. Hence, given the importance of spectrum 
efficiency, frequency diversity is not likely to be viable for most indoor applications.
4.5 In tro d u c tio n  to P o lariza tion  D iversity
This part of the chapter presents indoor diversity results obtained using polarisation 
diversity. The same indoor environment as used in section 4.4 to study frequency 
diversity is applied. Polarisation diversity gain is studied as a function o f two centre 
frequencies and the impact of the Cut Off Power (COP) with the ray tracing model is 
also investigated.
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4.5.1 Polarisation Setup and Sim ulation Strategy
The polarisation simulations were performed using the parameters shown in table 4.6. 
Polarisation can be set to a value of 1 (vertical polarisation) or 0 (horizontal 
polarisation) [4][22], Field strength prediction plots were produced for a fixed 
transmitter using both settings. The resulting diversity signals were then combined 
using EG-AC, EG-VC and SC techniques.
Parameter Value
Number of grid points in X and Y 50, 25
Room Width and Length 10m, 5m
Grid point spacing in x and y 0.2m, 0.2m
Transmitter co-ordinates 0.7643m, 1.2357m
Ray Tracing Launch Angles -  Step Angles 0.1, 359.9 - 0.5 degrees
Ray Tracing Cut off level -55 dB or-155dB
Frequency 11.0 GHz
Polarisation 1 orO
Number of grid points 1250
Table 4.6: Ray Tracing Simulation Parameters
The Cut Off Power (COP) is used within the software to prevent the onward 
launching of rays considered too weak for further interaction. The parameter allows a 
trade off between computing time and accuracy. Results are generated at the standard 
COP of -55 dB (normalised field strength) and a second value of -155 dB, where 
even extremely weak rays continue to propagate in the environment.
Six simulated field strength grids were calculated and these can be split into three 
different groups. The first group, referred to as group 1, produces branch 1 and 
branch 2 field strength outputs using vertical and horizontal polarisation settings 
respectively. A carrier centre frequency of 11.0 GHz was used (as with the frequency 
diversity results) together with a COP o f -55 dB.
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The second group of results was performed using a higher centre frequency for both 
branches. These results were produced to compare the performance of polarisation 
diversity at a higher frequency. A value of the 17 GHz was chosen for the second 
group of results.
In the third group of results as shown in table 4.7, the cut off power level was reduced 
to -155 dB (normalised field strength) to increase the ray launching sensitivity in the 
model. The results were produced to compare with earlier data generated from group 
one. For this final result of data, a centre frequency of 11.0 GHz was used [4][22].
Group Branch 1 Branch 2
No. Freq (GHz) COP (dB) Pol Freq (GHz) COP (dB) Pol
1 11.0 -55 Para. 11.0 -55 Perp.
2 17.0 -55 Para. 17.0 -55 Perp.
3 11.0 -155 Para. 11.0 -155 Perp.
Table 4.7; Simulation Summary and Group Definitions
4.5.2 P o la risa tio n  R esults: G ro u p  1




Figure 4.21: Normalised Field Strength Grid -  Branch 2 (Horizontal Polarisation,
Group 1)
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Studying figure 4.21 clear differences in the field strength predictions can be seen. 
While predictions do not differ in terms of over all mean power at a given location, 
the fast fading effects are uncorrelated between the vertical and horizontal 
polarisations. Hence peaks and nulls occur at different spatial locations and the 
probability of encountering a weaker signal can be lowered via suitable combining. 
Table 4.8 below summarises the field strength values for the two group 1 branches. 
The statistical mean and variance are similar for both polarisations.
Branch Average Mean Standard(dB) (Linear) Deviation Variance
1 -11.90 0.245 0.321 0.567
2 -11.66 0.259 0.324 0.569
Table 4.8: Field Strength Summary: Polarisation Diversity Group 1
4.5.2.1 Diversity Combining: G roup 1 (Polarisation Signals)
As in the previous diversity studies, three combining techniques have been 
considered. Two are based on equal gain combining (EG-AC and EG-VC) with the 






EG-AC -5.95 0.504 1.258 1.122
EG-VC -6.30 0.484 1.240 1.114
SC -10.54 0.297 0.369 0.608
Table 4.9: Diversity Combining Field Strength Summary: Polarisation Group 1
Table 4.9 lists the statistical values of the field strength after diversity combining 
using each of the three specified methods. For the equal gain techniques, the average 
and maximum value of field strength has increased by around 6 dB. Using SC, an 
increase o f just 1 dB is seen in these values.
Table 4.10 shows the diversity gain (relative to branch 1 and branch 2) for each of the 
three diversity combining techniques. An average improvement in the range 6.2 -  9.3
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dB is seen for the EG methods, while a gain of 3.9 - 6.3 dB is achieved using the SC 
approach.





Table 4.10: Polarisation Diversity Gain versus Combining Technique -  Group I
4.5.2.2 Diversity Combining: G roup 2 (higher centre frequency)
In this section the branch and combining results for polarisation diversity at a higher 
centre frequency of 17 GHz are considered. Table 4.11 summarises the field strength 
values for the two group 2 branches.
Branch Av^ age Mean Standard Variance(dB) (Linear) Deviation
1 -11.51 0.256 0.315 0.561
2 -11.90 0.252 0.321 0.567
Table 4.11: Field Strength Summary: Polarisation Diversity Group 2
Table 4.12 lists the statistical values of the field strength after diversity combining 
using each of the three specified methods. Once again, for the equal gain techniques, 
the average and maximum value of field strength has increased by around 6 dB. 







EG-AC -5.87 0.509 1.239 1.113
EG-VC -6.22 0.489 1.219 1.104
SC -10.46 0.300 0.368 0.606
Table 4.12: Diversity Combining Field Strength Summary: Polarisation Group 2
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Table 4.13 shows the diversity gain (relative to branch 1 and branch 2 respectively) 
for each of the three diversity combining techniques. At this higher centre frequency 
an average improvement in the range 6.5 -  9.6 dB is seen for the EG methods, while a 
gain of 4.1 -  6.8 dB is achieved using the SC approach.





Table 4.13: Polarisation Diversity Gain versus Combining Technique -  Group 2
4.5.2.3 Diversity Com bining: G roup 3 (lower cut off level)
In this section the branch and combining results for polarisation diversity at a lower 
cut off level are considered. Table 4.14 summarises the field strength values for the 
group 3 branches.
Branch Average Mean Standard Variance(dB) (Linear) Deviation
1 -11.93 0.247 0.326 0.571
2 -11.61 0.258 0.325 0.570
Table 4.14: Field Strength Summary: Polarisation Diversity Group 2
Table 4.15 lists the statistical values of the field strength after diversity combining 






EG-AC -5.81 0.505 1.268 1.126
EG-VC -6.11 0.487 1.249 1.117
SC -10.39 0.297 0.375 0.612
Table 4.15: Diversity Combining Field Strength Summary: Polarisation Group 2
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Table 4.16 shows the diversity gain (relative to branch 1 and branch 2 respectively) 
for each of the three diversity combining techniques. At this higher centre frequency 
an average improvement in the range 5.7 -  9.2 dB is seen for the EG methods, while a 
gain of 2.9 -  7.2 dB is achieved using the SC approach.
















Table 4.16: Polarisation Diversity Gain versus Combining Technique -  Group 2
4.5.3 P o la risa tio n  D iversity  C D F  A nalysis
Figure 4.22 shows the field strength CDF for the first group of diversity combining 
results.
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Figure 4.22: Polarisation Diversity fo r  all three combining methods (Group 1)
Figures 4.23 and 4.24 show the field strength CDF for the second and third groups of 
polarisation diversity combining results respectively.
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Figure 4.23: Polarisation Diversity fo r  all three combining methods (Group 2)
The Cumulative Distribution Function
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Figure 4.24: Polarisation Diversity fo r  all three combining methods (Group 3)
As for frequency diversity, the EG-AC method yields the greatest gain, with values in 
the range of 8-10 dB being typical.
This section has explored the performance of polarisation diversity as a means to 
overcome the harmful effects of multipath. Field strength results for a single branch 
were provided together with an analysis of simulated polarisation diversity gain. 
Field strength predictions and diversity gain results were generated for each of the 
three diversity combining strategies defined in section 4.3.
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Polarisation diversity has the major advantage of offering compact solutions (since 
spaced antennas are not required). This advantage is expected to be particularly 
important for hand-held portable terminals. While the frequency diversity gains 
(section 4.4) were impressive (assuming spacings beyond the channel coherence 
bandwidth), the method is not spectrally efficient since at least twice the operating 
bandwidth is required [23]. Results in this section have shown a diversity gain in 
excess of 9 dB (relative to branch 1) using the EG-AC technique. While this gain is 
amongst the highest seen in these diversity simulations, it should be remember that 
the result is highly dependent on the fast fading correlation between simulated vertical 
and horizontal polarisations.
4.6 Introduction to Space Diversity
In this section two different methods of space diversity are considered: (i) receiver 
space diversity and (ii) transmitter space diversity [4][24]. The same indoor 
environment as used in sections 4.4 and 4.5 was applied. Predicted field strength 
grids using space transmitter and receiver diversity are generated for antenna spacings 
ranging from one quarter of a wavelength up to four wavelengths (3.5X in Rx to 
prevent the receiver from leaving the test environment). Using the various combining 
schemes discussed in section 4.3, the diversity gain for the various techniques is 
evaluated as a function of antenna spacing.
4.6.1 Receiver Space Diversity
This subsection, presents indoor diversity combining results obtained using receiver 
space diversity. In this method, two spaced receivers [6] are used and the signals are 
combined using SC, EG-VC or EG-AC techniques (see section 4.3).
4.6.1.1 Receiver Spacing Setup and Simulation Strategy
The receiver space diversity simulations were performed using the parameters shown 
in Table 4.17. Space diversity was applied using two receiver antennas with spacing 
ranging from 0.25Xto 3.5X; 0.5A, spacings after 0.5A, (0.25A,, 0.5X, IX ,..., 3.5X). 
Field strength prediction grids were produced for a single fixed transmitter antenna to 
each of the two receiving antennas. This was performed using two grid predictions,
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with the co-ordinates of the second prediction grid offset by the required antenna 
spacing.
Parameter Value
Number of grid points in X and Y 50,25
Room Width and Length 10m, 5m
Grid point spacing in x and y 0.2m, 0.2m
• .V ... .....  .
Transmitter co-ordinates 0.764m, 1.236m
Ray Tracing Launch Angles 0.1, 359.9, 0.5 degrees
Ray Tracing Cut off level -55 dB
Frequency 11 GHz
Antenna Spacing 0.252c - 3.5X.
Number of grid points 1250
Table 4.17: Ray Tracing Simulation Parameters
The resulting diversity signals were then combined using EG-AC, EG-VC and SC 
techniques. Nine simulated field strength patterns (Branch 1 plus eight Branch2) were 
calculated and these are split into eight diversity groups (table 4.18). The first group, 
referred to as group 1, uses branch 1 and branch 2 field strength outputs, with a 
0.25A, spacing between the two receiving antennas.
The second group of results was performed using 0.5>. spacings. All subsequent 
groups were produced with antenna spacings incremented by 0.5>., resulting in the 
final group having an antenna spacing of 3.57.. Care was taken to ensure that antenna 
pairs remain in the same room and that no grid wrap occurred (otherwise the receive 
antennas become located on different sides of the building). The results were 
processed to compare diversity gain as a function of combining technique and antenna 
spacing.
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Group Receiver Spacing
1 0.25X







Table 4.18: Diversity Branch 2 Spacing: horizontal offset relative to branch 1
4.6.1.2 Receiver Space Diversity Results: G roup 1
Figures 4.8 and 4.25 show the normalised field strength grid plots for branches 1 and 
2 of group 1 (i.e. a receive antenna spacing of 0.25A,).
dB
Distance (m)
Figure 4.25: Normalised Field Strength - Branch 2 (0.5A horizontal offset relative to
Branch 1)
Figures 4.26 and 4.27 show the field strength and the relative improvement in the 
field strength grid when EG-AC combining is applied to the two branches.
Comparing figure 4.26 with 4.25, the percentage of low field strength values (in
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particular the areas (-40 to -60) mostly in the top right hand comer) can be seen to 
have reduced. Figure 4.27 confirms this observation by plotting the field strength 
improvement after EG-AC combining relative to branch 2.
dB
Displacement along x-axis (m)
Figure 4.26: Receiver Space Diversity (EG-AC) Normalised Field Strength -  Group 1
dB
Displacement along x-axis (m)
Figure 4.27: Receiver Space Diversity (EG-AC) - Diversity Gain relative to branch 2
(2/4 spacing)
1 0 0
Ray Tracing Coverage and Capacity Studies for SISO andMIMO Communication Systems
The relative field strength improvements for EG-VC and SC are shown in figures 4.28 
and 4.29 respectively for group 1. The gain in figure 4.27 can be seen to be far lower 
than that shown in figure 4.28. In particular, a large region in the lower section of the 
environment suffers from poor diversity gain. While the gain for EG-VC is poor, as 
will be seen in section 4.27, the results oscillate depending on antenna separation 
distance. For antenna spacings of 0.5A,, 1.5A,, 2.5X and 3.5A, the overall diversity gain 
is low. The diversity gam at 3.5A. is shown in figure 4.28 for EG-VC.
l.le+02
le+02
Displacement along x-axis (m)
Figure 4.28: Receiver Space Diversity (EG-VC) - Diversity Gain relative to branch 2
(2/4 spacing)
Figure 4.29 shows the diversity gain for SC. The figure shows many areas where 
effectively no diversity gain is offered. In those locations where gain is observed, this 
is still relatively low, in the region of 0-5 dB, with only a very small number o f points 
seeing in excess of 5 dB.
1 0 1





Displacement along x-axis (m)
Figure 4.29: Receiver Space Diversity (SC) - Diversity Gain relative to branch 2 (2/4
spacing)
4.6.1.3 Branch input statistics
Table 4.19 provides a statistical summary of the field strength predictions for each of 
the nine spatially separated branch signals. Predictions do not differ significantly in 
terms of average field strength (all results are within 0.1 dB), however as seen in 
figures 4.24 and 4.25, the fast fading effects (particularly the location of peaks and 
nulls) are different. The fast fading decorrelation is expected to increase with antenna 








1 -11.90 0.245 0.567 0.321
2 -11.90 0.244 0.511 0.261
3 -11.81 0.248 0.523 0.274
4 -12.00 0.243 0.519 0.270
5 -11.97 0.244 0.518 0.269
6 -11.98 0.243 0.520 0.271
7 -11.96 0.243 0.517 0.267
8 -11.90 0.244 0.522 0.273
9 -11.99 0.242 0.518 0.268
Table 4.19: Field Strength Summary: Receiver Space Diversity Branch 1-9
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4.6.1.4 Diversity Combining: G roup 2
Group 2 combines branches 1 and 3 with a receiver separation distance of 0.5A,. Table 
4.20 lists the statistical values of the field strength after diversity combining using 






EG-AC -6.14 0.493 1.156 1.075
EG-VC -13.55 0.210 0.715 0.846
SC -11.23 0.266 0.360 0.600
Table 4.20: Diversity Combining Field Strength Summary: Receiver Spacing Group 2
(A/2 spacing)
Table 4.21 shows the receiver diversity gain (relative to branches 1 and branch 3 
respectively) for each combining technique. At this larger antenna spacing, an average 
improvement in the range 0.43 - 7.3 dB is seen for the EG methods, while a gain of 
2.37 - 2.87 dB is achieved using the SC approach. At this spacing, EG-VC performs 
extremely badly since the two signals have a high probability of being in antiphase 
(see chapter 2).





Table 4.21: Receiver Space Diversity Gain versus Combining Technique -  Group 2
(A/2 spacing)
4.6.1.5 Receiver Space Diversity Gain versus Receiver Spacing
Figure 4.33 shows the average diversity gain relative to branch 1 for all three 
combining techniques (‘EG-AC’, ‘EG-VC’, ‘SC’). The diversity gain was calculated 
from the linear average o f the ratio of the field strength after combining to the field 
strength before combining (branch 1). The diversity gain is then quoted in dB using
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201og (average ratio). Only locations where both the branch signals and the resulting 
diversity output are above a -90dB threshold are considered in the calculation.
Clearly the EG-AC technique produces the highest diversity gains, with values as high 
as 8 dB observed for antenna spacings of 3.5X. At the largest antenna separation, the 
EG-VC technique produced a gain in the region of 6-7 dB. However, using VC the 
gain was seen to oscillate around a mean value similar to that of SC. Nulls were seen 
at half wavelength antenna separations and peaks at multiples of the wavelength. In 
practice, the spacing corresponding to a null is unpredictable and the method cannot 
be used to provide reliable diversity gains. When the branches are cophased to 
prevent destructive interference (i.e. EG-AC), a strong and reliable gain is obtained. 
The SC method provides a gain in the region of 4 dB for the largest antenna spacing, 
almost 4 dB below that of EG-AC.
For smaller antenna separations, less diversity gain is observed since the fast fading 
correlation between the branch signals increases [ 1 ][26j. For the EG-AC technique, 
the gain remains strong, with a value of almost 6 dB observed at an antenna spacing 
of 0.25A.. For SC, at 0.25A. the gain has dropped to just 2 dB (half the logarithmic 
gain seen at 4>»). For completeness, the diversity gains relative to branch 2 versus 
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Figure 4.SO: Average Diversity Gain vs Space Receiver Separation (relative to
Branch 1)
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Figure 4.31: Average Diversity Gain vs Space Receiver Separation (relative to
The diversity gains seen relative to branch 2 are statistically similar to those relative 
to branch 1. The gain at 0.25X is seen to fall off quite sharply, and at smaller spacing 
the diversity gain reduces significantly. This result corresponds well with previously 
published research [13], which states that an antenna spacing as low as 0.25A, can 
produce significant diversity gains in a high clutter environment.
4.6.1.6 Receiver Space Diversity CDF Analysis
Figure 4.32 shows the field strength CDF for the nine antenna branches that were used 
in the receiver space diversity study [1 ]. Statistically, the distribution of field strength 
on each branch is similar. At the 0.5 probability point, the field strength is 
approximately -16 dB. At the 0.1 probability point, the field strength has dropped to 
-40 dB. A number of differences are seen in the CDF tail, and given that this is where 
coverage failure occurs, such variations should be considered important.
Branch 2)
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Figure 4.33: Receiver Space Diversity CDF plot fo r  all three combining methods
(group 1)
Figure 4.33 compares the field strength outputs for the three different combining 
techniques at the lowest antenna spacing of 0.25A.. At the 0.5 probability point, the 
approximate value of field strength is -16 dB for EG-AC, -18dB for EG-VC and -21 
dB for EG-SC. At the 0.1 probability point, the field strengths are -40 dB for EG-AC, 
-42 dB for EG-VC and -46 dB for SC.
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Figure 4.34 compares the field strength outputs for the three different combining 
techniques at the largest antenna spacing of 3.5X. At the 0.5 probability point, the 
approximate value of field strength is -16 dB for EG-AC, -27 for EG-VC and -21 dB 
for EG-SC. At the 0.1 probability point, the field strengths are -40 dB for EG-AC, - 
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Figure 4.34: Receiver Space Diversity CDF plot fo r  all three combining methods
(group 8)
4.6.2 T ra n sm itte r  Space D iversity
In this technique, two spaced transmitter antennas are used. Either the antenna that 
generates the strongest received signal is used, or both antennas are used to transmit 
the modulated signal with carrier phases that result in either VC or AC at the receiver. 
As discussed in section 4.2, transmitter diversity requires some form of feedback path 
to control the transmitter antenna switching or phasing.
In this section of the chapter, indoor diversity combining results are presented using 
Transmitter Space Diversity. Transmitter Space Diversity gain is studied by predicting 
a number of received field strength grids for a transmitting antenna that is placed in 
nine closely spaced locations. The closest transmit antenna spacing in 0.257-, while 
the largest in 3.5A,. The first grid is taken together with one of the other eight grids to 
form the input to one of three diversity combining strategies. This method differs
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from the earlier sections in this chapter since it is the transmitting antennas that are 
spaced, rather that the receiving antennas. In the following study, the practicality of 
feedback from the receiving antenna has been ignored and ideally combined signals 
are assumed.
4.6.2.1 T ransm itter Space Diversity Setup and Simulation Strategy
The parameters described in table 4.20 are also used in this transmitter space diversity 
study. In this case, the antenna spacings given in table 4.21 are now applied to the 
transmitter antennas. Two field strength patterns were used for each diversity group 
study. These field strength grids were predicted for identical receiver points but using 
a transmitter with x-ordinate offsets as given by table 4.21. The two prediction grids 
are then processed using the EG-AC, EG-VC and SC combining algorithms (see 
section 4.3).
4.6.2.2 T ransm itter Space Diversity Results: G roup 1
Figure 4.35a shows the normalised field strength for branch 2. Figure 4.35b shows the 
grid plot after EG-AC combining o f branches 1 and 2. A transmitter antenna spacing 
of 0.25>. was used in this group 1 study. Field strength grids for the input branches 




Figure 4.35a: Normalised Field Strength - Branch 2 (0.25A horizontal offset relative
to Branch 1)
1 0 8
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Figure 4.35b: Transmitter Space Diversity (EG-AC) Normalised Field Strength,
Group 1 (0.25A spacing)
Figure 4.36 shows the EG-AC diversity gain relative to branch 2 for the indoor 
environment under consideration. The figure shows that even at a transmitter spacing 
of just 0.25>- a reasonably high level of gain is achieved throughout the grid, with the 
majority o f locations enjoying gains in excess of 5 dB.
Figure 4.37 shows the EG-VC diversity gain also relative to branch 2 for group 1. It 
can be seen by comparison with figure 4.36 that the overall gain is not as high. The 
results show some similarity with those seen in section 4.6.1.2 using receiver space 
diversity. In particular, large regions such as those in the bottom left-hand comer of 
the grid offer low degrees of diversity gain and this is thought to result from the 
destructive phase combining (when EG-VC is used) of the two input signals.
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Figure 4.36: Improvement Transmitter Space Diversity (EG-AC) Normalised Field 
Strength, relative to Branch2 -  Group 1 (0.25A spacing)
l.le+02-
le+02
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Figure 4.37: Improvement Transmitter Space Diversity (EG-VC) Normalised Field 
Strength, relative to Branch 2 -  Group I (0.25A spacing)
Figure 4.38 shows the group 1 diversity improvement using the SC technique. For 
large areas of the environment, little or no diversity improvement is observed. As will 
be seen in the later sections of this chapter, the degree of diversity improvement will 
increase as the spacing between the transmitter antennas is widened.
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Figure 4.38: Improvement Transmitter Space Diversity (SC) Normalised Field 
Strength, relative to Branch 2 -  Group 1 (0.25A spacing)
4.6.2.3 Branch input statistics
Table 4.22 provides a statistical summary of the field strength predictions for each of 
the nine received branch signals. Predictions do not differ significantly in terms of 
average field strength (all results are within 0.3 dB). The received fast fading 
decorrelation is expected to increase with transmitter antenna spacing and complete 








1 -11.90 0.245 0.567 0.321
2 -11.86 0.247 0.509 0.259
3 -11.94 0.245 0.509 0.259
4 -11.80 0.248 0.525 0.275
5 -11.88 0.245 0.506 0.256
6 -11.76 0.251 0.520 0.270
7 -11.72 0.250 0.524 0.274
8 -11.81 0.249 0.522 0.272
9 -11.67 0.251 0.519 0.270
Table 4.22: Field Strength Summary: Transmitter Space Diversity Branch 1-9
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4.6.2.4 Diversity Combining: G roup 2
Table 4.23 lists the statistical values of the field strength after transmitter space 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC -6.19 0.490 1.131 1.064
EG-VC -13.76 0.205 0.727 0.852
SC -11.32 0.264 0.347 0.589
Table 4.23: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 2 (0.5A, spacing)
Table 4.24 shows the transmitter diversity gain (relative to branch 1 and branch 3 
respectively) for each of the three combining techniques. An average improvement in 
the range -1.77 - 7.42 dB is seen for the EG methods, while a gain of 1.77 - 3.08 dB is 
achieved using the SC approach. As was seen in the case of receiver diversity, the 
performance of EG-VC is extremely poor when half-wavelength antenna separations 
are used (i.e. far worse than either single antenna case).





Table 4.24: Transmitter Space Diversity Gain versus Combining Technique -  Group
2 (0.5X spacing)
4.6.2.5 T ransm itter Space Diversity Gain versus Antenna Spacing
Figure 4.39 shows the average diversity gain relative to branch 1 for all three 
combining techniques (‘EG-AC’, ‘EG-VC’, ‘SC’). The diversity gain was calculated 
as in section 4.6.1.3.
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Clearly the EG-AC technique produces the highest diversity gains, with values as high 
as 8 dB observed for antenna spacings of 3.5A.. At the largest antenna separation, the 
EG-VC technique produced a gain in the region of 6-7 dB. However, using VC the 
gain was seen to oscillate around a mean value similar to that of SC. Nulls were seen 
at half wavelength antenna separations and peaks at multiples of the wavelength. In 
practice, the spacing corresponding to a null is unpredictable and the method cannot 
be used to provide reliable diversity gains. When the branches are cophased to prevent 
destructive interference (i.e. EG-AC), a strong and reliable gain is obtained. The SC 
method provides a gain in the region of 4 dB for the largest antenna spacing, almost 4 
dB below that o f EG-AC.
For smaller antenna separations, less diversity gain is observed since the fast fading 
correlation between the branch signals increases. For the EG-AC technique, the gain 
remains strong, with a value of almost 6 dB observed at an antenna spacing of 0.25A. 
For SC, at 0.25A the gain has dropped to just 2 dB (half the logarithmic gain seen at 
3.5A). For completeness, the diversity gain relative to branch 2 versus antenna 
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Figure 4.39: Average Diversity Gain vs Space Transmitter Separation (relative to
Branch 1)
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Figure 4.40: Average Diversity Gain vs Space Transmitter Separation (relative to
The diversity gains seen relative to branch 2 are statistically similar to those relative 
to branch 1. The gain at 0.25A, is seen to fall off quite sharply, and at smaller spacing 
the diversity gain reduces significantly. This result corresponds well with previously 
published literature that states that an antenna spacing as low as 0.25>. can produce 
significant diversity gains in a high clutter environment.
4.6.2.6 T ransm itter Space Diversity CDF Analysis
Figure 4.41 shows the field strength CDF for the nine antenna branches that were used 
in the transmit space diversity study. Statistically, the distribution of field strength on 
each branch is similar, with only minor differences observes in the tail of the 
distribution [6]. At the 0.5 probability point, the field strength is approximately -16 
dB. At the 0.1 probability point, the field strength has dropped to -40 dB.
Branch 2)
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Figure 4.41: Field Strength CDF o f the nine transmitter diversity input signals
Figure 4.42 compares the field strength outputs for the three different combining 
techniques at the lowest antenna spacing of 0.25A, (‘EG-AC’, ‘EG-VC’, ‘SC’). At the 
0.5 probability point, the approximate value of field strength is -15 dB for EG-AC, - 
19 dB for EG-VC and -21 dB for EG-SC. At the 0.1 probability point, the field 
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Figure 4.42: Transmitter Space Diversity fo r  all three combining methods (group 1)
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Figure 4.43 compares the field strength outputs for the three different combining 
techniques at the largest antenna spacing of 3.5X. At the 0.5 probability point, the 
approximate value o f field strength is -16 dB for EG-AC, -27 dB for EG-VC and -21 
dB for EG-SC. At the 0.1 probability point, the field strengths are -40 dB for EG-AC, 
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Figure 4.43: Transmitter Space Diversity fo r  all three combining methods (group 8)
Section 4.6 in general has presented indoor diversity combining results obtained using 
receiver space diversity. Two different methods of space diversity were considered:
(i) receiver space diversity and (ii) transmitter space diversity. In the first method, 
two spaced receivers were used and the signals combined using SC, EG-VC or EG- 
AC techniques. In the second technique, two spaced transmitter antennas were used. 
Transmitter diversity was shown to require some form of feedback path to control the 
transmitter antenna switching or phasing.
Predicted field strength grids were generated for antenna spacings ranging from one 
quarter of a wavelength up to four wavelengths. For the various combining schemes 
discussed in section 4.3, diversity gain as a function of antenna spacing was 
evaluated.
The results in this section have shown that the antenna spacing either at the
transmitter or receiver is important when determining the expected diversity gain.
Generally speaking, receiver diversity is easier to implement since combining
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decisions can be made locally in the receiving radio. For transmitter diversity, 
information from the receiver must be sent back to the transmitter to support the 
combining process. For closely spaced antennas, the fast fading is more highly 
correlated and little diversity gain can be generated (i.e. for amplitude combining a 
gain in the order of 6 dB is observed). In a high clutter environment, antenna 
spacings of A/2 and higher were significant to achieve high levels of decorrelation and 
more significant diversity gain can be achieved.
4.7 Sum m ary
Diversity represents a common technique for mitigating the effects of fast fading in a 
radio environment. In this chapter three key methods for diversity signal generation 
were considered: i) two or more spaced antennas, ii) two orthogonally polarised 
antennas and iii) the use of two or more frequencies. The probability of experiencing 
deep signal fades on all diversity branches at the same time was shown to be low 
providing the fast fading on each branch is uncorrelated. For diversity to be fully 
effective, the mean signal strength on all branches needed to be similar. Using the 
indoor ray model discussed in chapter 3, field strength prediction grids were generated 
to enable a detailed diversity combining study to be perfonned. Table 4.25 
summarises the diversity gain for each of the methods and combining strategies 
considered.





Space (Rx) - A/4 3.06,2.85 5.01,4.83 6.77, 6.59
Space (Tx) - A/4 4.28,3.92 5.06, 4.78 7.37,7.10
Space (Rx) -  3.5A 5.38, 5.33 4.70, 4.65 9.91,9.95
Space (Tx) -  3.5A 4.60,3.81 4.12,4.19 9.60, 9.02
Frequency (Af = 1 MHz) 0.06, 0.08 3.99,4.01 6.01,6.03
Frequency ( A f 500 MHz) 1.87, 1.88 3.10,2.95 6.58, 6.50
Polarisation 5.29,2.92 5.28,4.59 9.29, 6.65
Table 4.25: Average Diversity Gain Summary (dB relative to branch], branch2)
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Chapter 5: Sectorised Antenna Beam Patterns
5.1 Introduction
This chapter analyses field strength coverage predictions for high frequency indoor 
communications at 17 GHz using directional antennas at the basestation and 2 branch 
spaced antenna diversity at the terminal. Detailed propagation information is 
generated for a typical two-dimensional indoor environment using the ray-tracing 
propagation tool described in chapter 3. As a performance benchmark, initial field 
strength predictions are generated for omni-directional basestation and terminal 
antennas. Downlink performance is enhanced by the use of 2 branch spaced antenna 
diversity at the terminal. Factors such as antenna spacing and the choice of diversity 
combining algorithm are considered. At the basestation, a novel 3 branch phased array 
beam pattern diversity system is compared with an ideal six branch sectorised 
antenna. For each configuration, detailed propagation studies are performed to 
determine the relative (compared to omni-directional antennas) coverage 
improvement over the entire environment. Results indicate that the use of space 
diversity at the terminal can improve the expected coverage by as much as 10.7dB. 
Beam pattern and sector switching arrangements at the basestation result in a 7.2- 
10.4dB improvement. The most impressive gains were observed using directional 
antennas at the basestation and spaced antenna diversity at the terminal. Gains of 
17.2dB and 19.4dB were observed for 3 (beam pattern) and 6 (sectorised) branch 
systems respectively at the basestation.
The need for high capacity indoor communications continues to escalate. Mobile and 
portable devices demand ever increasing bit rates. The majority of current indoor 
communications occur in the 2.4 GHz ISM (Industrial, Scientific and Medical) band. 
Technologies such as Bluetooth and 802.11 enable bit rates in the region 1-2 Mb/s [1]. 
Future enhancements of 802.11 are planned for use in the 5 GHz band offering bit 
rates as high as 54 Mb/s [2-3]. Looking to the future, even larger spectral allocations 
are available at higher frequencies. Systems such as AWA have been proposed in 
Japan for operation at 19 GHz [4-5]. ETSI are considering the use of 17 GHz [6-7] for 
future versions of their Hiperlan family of radio standards. In the US, spectrum has
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been made available in the 59-64 GHz band for indoor short-range communications 
[8-9].
Section 5.2 explains how the ray tracing propagation tool was applied to the indoor 
environment of interest. Section 5.3 discusses the various basestation and terminal 
antenna structures and summarises the proposed diversity combining and selection 
algorithms. In section 5.4 a range of field strength coverage predictions are presented 
and analysed. Initial field strength predictions are generated for omni-directional 
basestation and terminal antennas. Downlink performance is enhanced by the use of 2 
branch spaced antenna diversity at the terminal. Factors such as antenna spacing and 
the choice of diversity combining algorithm are considered. At the basestation, a 
novel 3 branch phased array beam pattern diversity antenna is compared with an ideal 
six branch sectorised antenna. For each configuration, detailed propagation studies are 
performed to determine the relative (compared to omni-directional antennas) coverage 
improvement averaged over the entire environment. Section 5.5 discusses a number 
of conclusions and ends with a set of recommendations.
5.2 R ay M odel & E nvironm ent
The propagation model can be divided into two distinct modules. Firstly, a process of 
ray launching and tracing is performed from the basestation. Once complete, the 
resulting data structure is used to perform field reconstruction over the entire grid of 
receiver points. The ray tracing algorithm performs a general analysis of launched ray 
paths from the transmitter as they reflect and/or transmit at a boundary and onward 
propagate through the indoor environment [10]. The ray tracing module traces ray 
tubes from the source transmitter in a predetermined direction, based on azimuth start 
and stop angles and an angular launch resolution. Object intersections are identified 
for each ray path (by sensing a material discontinuity) and appropriate reflections and 
transmissions are calculated. The ray tracing process is performed based on 
knowledge of the local environment and the location of the transmitter.
Since the ray model is deterministic it requires a database for the environment of 
interest (including material properties). In practice, any two dimensional environment 
can be specified. Factors such as material thickness and complex permittivity are 
highly influential in such models, particularly when determining transmission loss.
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The building material assumptions at 17 GHz (see equation 3.13) used in this study






Exterior Wall 2.7 0.05 0.5 20
Door 5.0 0.05 0.4 10
Desk 4.0 0.055 0.5 20
Partition Wall 2.7 0.05 0.5 20
Table 5.1: Material Properties
Once the database is generated, the ray model is able to trace the various path 
reflections and refractions at material boundaries to predefined signal strength. The 
received field strength at each grid point is then calculated by the vector summation of 
field strengths for all rays that illuminate that point. The indoor test environment is 




<------------------------ 10m  ►
Figure 5.1: Example Environment
The environment consists of a main room surrounded by an L-shaped corridor. The 
basestation is placed in the main room. The environment is divided into a 50 x 25 
grid, with receiver points spaced every 0.2m.
5.3 D iversity G eneration and Com bining
Wireless communications are known to suffer from fast fading and this can seriously 
disrupt the quality of the radio link (particularly in non-Iine-of-sight locations). Indoor
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links, with the presence of walls, furniture, etc. are particularly susceptible. In 
addition to the use of directional transmit and receive antennas, in this section a 
number of diversity techniques are analysed to further enhance radio communication 
in an indoor environment. In particular, switched beam/sector and space diversity 
schemes are considered (see chapter 4) at the basestation and terminal respectively. In 
this analysis the two receiving omni-directional antennas are spaced at a distance of
3.5 wavelengths [12]. For the basestation, a 3 branch beam switching and a 6 branch 
sectored arrangement are considered.
Space diversity is considered to be a strong contender for microwave mobile radio 
applications [12-13]. In this section, diversity signals are generated at the terminal 
using two spaced antennas. The spacing of the antennas at the receiver (see section 
4.6.1) is chosen to ensure that the individual signals are suitably uncorrelated. Given 
the use of a 17 GHz carrier frequency, a spacing of 3.5 wavelengths translates to a 
separation distance of around 5 cm. In a high clutter environment, spacings as low as 
one quarter to one half of a wavelength can still offer good performance [12-13].
Two methods of diversity combining at the terminal are considered. The first 
technique, selection combining, simply selects the stronger of the two signals at any 
given time. The second technique, known as Equal Gain Combining (EGC), adds the 
amplitudes of the two signal branches [14]. Chapter 4 provides a detailed description 
of these methods.
5.3.1 Beam Pattern Diversity
At the basestation, two directive antenna strategies are explored. The first technique 
makes use of a linear phased array to implement beam pattern diversity. The 
basestation applies one of three sets of phase weights to the phased array to form one 
of three possible beam patterns. In practice, the number of beam patterns could be 
increased and depends on the number of individual antenna elements in the array. 
Figure 5.2(i) shows the amplitude of one of the three beam patterns considered in this 
study. Each beam pattern is assumed to have a 4.8 dBi boresight gain. This pattern 
was generated assuming a 7-element uniform linear array [15]. The second and third 
beam patterns are identical but rotated clockwise and anti-clockwise by 60 degrees. 
Using this strategy, all possible terminal locations will fall into the 3dB beamwidth of
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one of the three beam patterns. For each terminal location, the best of the three beam 
patterns must be determined prior to data transmission (i.e. beam pattern selection 
diversity at the basestation). System performance can be further enhanced by applying 
space diversity at the terminal in addition to beam pattern diversity at the basestation. 
In this configuration, the beam pattern resulting in the best output from the terminal 
diversity combiner is chosen. In the case of switched terminal diversity, the algorithm 





Figure 5.2: (i) 2 x 60 degree Phased Array Beam Pattern, (ii) 60 degree Sector
Approximation
A sectorised antenna comprises a number of individual antenna units, each having a 
single main lobe covering a fraction of the full 360 degrees. In this chapter a six sector 
solution is considered, with each sector having a 60 degree 3-dB beamwidth. To ease 
the modelling process, idealized individual sector patterns based on a Gaussian pulse 
are assumed [16]. Figure 5.2(ii) shows the resulting beam pattern for a single sector. 
The other five sectors are identical, but rotated by 60, 120, 180, 240 and 300 degrees. 
Each sector is assumed to have a 7.8 dBi boresight gain.
5.4 System  A nalysis
The following 6 system configurations are analysed in this section:
1. Omni basestation antenna to omni terminal antenna
2. Omni basestation antenna to space diversity terminal
3. Phased array basestation with omni terminal antenna
125
Ray Tracing Coverage and Capacity Studies fo r SISO and MIMO Communication Systems
4. Phased array basestation with space diversity terminal
5. Sectorised basestation with omni terminal antenna
6. Sectorised basestation with space diversity terminal
For each mode, beam pattern and sector, ray tracing field strength prediction grids are 
generated and the appropriate transmit and/or receive diversity processing applied. 
Figure 5.3 shows the field strength prediction grid for omni directional basestation 
and mobile antenna (mode 1).
30 50 x-axis
y-axis
Figure 5.3: 3-D field  strength grid plot
The received field can be seen to peak in the vicinity of the basestation and remains 
high in areas of direct line o f sight. The field drops dramatically as the signal passes 
through dividing walls into the corridor. The omni-omni data was used as a reference 
to compare the coverage performance of the remaining diversity systems.
Figure 5.4 shows the Cumulative Distribution Function (CDF) of normalized fade 
depths for an omni basestation with and without space diversity at the terminal. The 
CDF for each scheme was generated by computing the instantaneous fade depth at 
each receive point. This fade depth was calculated as the difference between the mean 
field strength for an omni-omni configuration and the instantaneous field for the mode
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of interest (calculated from the vector sum of rays). In the case of directional 
antennas, a normalized pattern with unity gain on the boresight was used. Hence, the 
impact of antenna gain needs to be incorporated in the final comparison.








Fade depth X (dB) relative to branch mean
Figure 5.4: Fast Fading CDF for omni basestation (relative to single antenna mean)
branch 1 
branch2
switched BS + OMNI MT 
switched BS + MT 




Fade depth X (d8) relative to branch mean
Figure 5.5: Fast Fading CDF fo r  3 branch beam pattern basestation (relative to
single antenna mean)
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Figure 5.4 shows the CDF for branch 1 and branch 2 at the terminal. As expected, the 
fading statistics for both antennas are nearly identical, with both experiencing a 14 dB 
fade margin (assuming a 1% outage). The first row in Table 5.2 summarizes the 
processed data for the omni-omni configuration. Application of switched space 
diversity can be seen dramatically to improve the resulting CDF. A fade margin of 4 
dB is now observed and the overall mean of the combined signal is also seen to 
increase by 1.17 dB.
From a field strength coverage point of view, performance is improved by 8.83 dB. 
This improvement is calculated using the equation:
Maximum Overall Gain = (F0-Fs) + (M0-M s) -  (G0-Gs)  (5.1)
Where F0 and Fs represents the fade margins, M0 and Ms the relative mean levels and 
G0 and Gs the antenna boresight gains for the reference omni and test system 
respectively.









Omni BS -  Omni MT 0 14 0 0
Omni BS -  SW MT 1.17 4 0 8.83
Omni BS -  EGC MT 6.28 0 0 10.72
3 Branch BS -  Omni MT -0.40 12 4.78 7.18
3 Branch B S -S W M T 0.44 4 4.78 14.34
3 Branch BS -  EGC MT 5.55 -1 4.78 17.23
6 Branch -  Omni MT -0.67 12 7.78 10.45
6 Branch -  SW MT 0.02 5 7.78 16.76
6 Branch SW EGC 5.33 0 7.78 19.45
Table 5.2: System Gain versus BS/MT Antenna Strategy
It is important to note that in the case of EGC systems, 3 dB is subtracted from the 
difference in means to reflect the statistical doubling of the noise power in the 
combining process. The final graph in figure 5.4 shows the CDF for EGC combining 
at the terminal. The mean power has increased by 6.28 dB relative to the original 
single antenna configuration. This gain is consistent with EGC, where an approximate 
6 dB increase in mean is expected. The summary data for the case of EGC combining
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with an omni transmitter antenna is given in the third row of Table 5.2. A net gain of 
10.72 dB is observed, which is almost 2 dB better than the simpler switched scenario.
Figure 5.5 shows the CDF results for 3 branch beam pattern diversity at the 
basestation. Assuming a single omni antenna at the terminal, the mean power drops by
0.4 dB and the fade margin improves to 12 dB. The beam pattern (see figure 5.2(i)) 
has a gain of 4.78 dBi.
As summarized in row 4 of Table 5.2, this configuration results in an overall gain of 
7.18 dB. Switching beam patterns at the basestation does not result in a significant 
fade margin reduction since the beams do not overlap. This means that the directly 
illuminating beam pattern is always likely to be chosen, even when the beam suffers a 
deep fade. This observation is confirmed by figure 5.6, which shows the most likely 
beam selection as a function of terminal location. Generally, the beam that points in 
the direction of the terminal is nearly always chosen, irrespective of fade depth. The 
application of diversity at the terminal dramatically improves the fade margin.
Sector number
-!
Most Likely beam Grid
Figure 5.6: Most Likely Beam Pattern (I: 0 degrees, 2: +60 degrees, 3: -60 degrees -
see figure 5.2(H))
From figure 5.5 the fade margin drops to 4 dB (from 12 dB previously). Taking into
account differences in mean power and antenna gain, the overall improvement for this
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system is 14.34dB (row 5, Table 5.2). The final curve on figure 5.5 shows the impact 
of applying EGC at the terminal. The overall gain now increases to 17.23dB.
The final three rows in Table 5.2 consider the use o f a 6 sectored antenna at the 
basestation. Field strength predictions for each of the six sectors are shown in figure 
5.7. The diagram shows the orientation of each sector and confirms that the best 
coverage for each sector lies within its 3dB beamwidth. By switching to the sector 
offering the best coverage at a given point, indoor coverage can be greatly enhanced.
Figure 5.7: Individual Sector Plot (omni terminal antenna)
branch1 
branch2
switched B S + O M N I MT 
switched BS + MT 





Fade depth X (dB) relative to branch mean
Figure 5.8: Fast Fading CDF fo r  3 branch beam pattern basestation (relative to
single antenna mean)
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Figure 5.8 shows the resulting CDF statistics for this case. As for the beam pattern 
scenario, little improvement in fade margin is seen when a single omni antenna is 
used at the terminal. An overall gain of 10.43 dB is observed (largely due to the high 
antenna gains associated with a 60 degree beamwidth antenna). The application of 
switched diversity at the terminal improves performance significantly, with an overall 
gain of 16.76 dB. The final system studied in this chapter considers EGC combining 
at the terminal with the 6 sector antenna at the basestation. For this system, an overall 
gain of 19.43 dB was observed.
5.5 Sum m ary
In this chapter a range of diversity systems have been studied at the basestation and 
terminal. Results indicated that gains in the order of 8-11 dB are possible using spaced 
antenna diversity at the terminal. The use of 3 branch pattern diversity at the 
transmitter can improve performance by over 7 dB for a single omni antenna at the 
terminal and by as much as 17 dB if space diversity is also applied at the terminal. 
The final system considered used a six sectored basestation antenna. This 
configuration offered in excess of 10 dB gain for a single omni terminal antenna and 
almost 20 dB gain when combined with 2 branches EGC at the terminal. All gains 
were calculated for a 1% outage. The results showed that the performance of high 
frequency indoor systems can be improved by up to 20dB through the careful 
application of antenna diversity.
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Chapter 6: High Altitude Platform (HAP)
6.1 Introduction
This chapter describes two methods to upgrade the indoor ray-tracing propagation 
model discussed in chapter 3 to simulate indoor reception from an overhead or offset 
High Altitude Platform (HAP). The first method represents a sub-optimum 
approximation used to minimise the changes required in the original code. This 
method has the advantage that the modification can be applied to existing results from 
the ray-tracing software.
Over the last 10-15 years a large number of indoor to indoor propagation models have 
been proposed in the literature [1]. Outdoor to indoor propagation models have also 
been developed, mainly to determine indoor penetration loss from terrestrial 
basestations [2]. Recently, the use of High Altitude Platforms (HAP) has been 
proposed as a means of offering broadband third and fourth generation services [1]. 
HAP basestations are located at a height of approximately 20km, thus avoiding the 
high path losses observed with satellite communications. The use of overhead 
platforms also reduces the path loss observed in dense urban terrestrial radio systems.
Traditionally, given the large separation distance between the HAP and the mobile 
terminal, ray-launching methods have been difficult to apply. In this chapter novel 
modifications to a previous indoor-only ray-tracing model [3-4] are described that 
enable HAP analysis to be performed. These enhancements involve the placing of an 
array of virtual transmitters around the building of interest. This array then enables 
indoor prediction from the HAP for any elevation angle and height.
In particular, the simplified method confines the software changes to the field 
reconstruction block, rather than both the ray tracing and field reconstruction blocks. 
The technique assumes that losses can be split into three basic multiplicative effects: 
spreading loss, material loss and fast fading loss [2]. The existing ray tracing 
software correctly computes material loss. However, fast fading loss (which requires 
accurate angle distributions) and spreading loss can only be correctly modelled if the 
distance to the transmitter is accurately modelled. To overcome this problem, the 
average spreading loss from the low mounted transmitter is removed (by division),
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and the true spreading loss from the satellite is added to the result (by multiplication)
[5].
The second and far more accurate method places a virtual array of transmitters above 
and to the side of the building under test. Rays are then launched from this virtual 
array to emulate the launching of rays from a distant HAP [2][5]. The accuracy of the 
first method is evaluated in section 6.4 and compared with the more accurate results 
obtained from the second and more detailed solution described in section 6.3. Testing 
of the new HAP model is described in section 6.5 and example results for a single 
building structure are generated in section 6.6.
The chapter ends with a detailed analysis of indoor HAP coverage in the 2GHz 
UMTS band using the newly modified model. A building database comprising two 
adjacent multi-storey homes is used as the basis for the study in section 6.7. Indoor 
coverage is generated with and without space diversity at the user terminal. The work 
is used to compute the level of transmit power required at the HAP for a given quality 
of area coverage and also the potential reduction in transmit power resulting from the 
application of diversity.
6.2 M odelling o f  H A P to Indoor Propagation
In this section two ray tracing methods for simulating indoor radio coverage from 
HAP are presented.
6.2.1 A pproxim ating received in -build ing signal from  a distant H A P
This section describes an approximate method for calculating the signal strength from 
an overhead HAP using results from the indoor propagation model presented in 
chapter 3. Figure 6.1 shows the basic configuration of the model. The diagram on the 
left hand side shows the real scenario, while the approximation on the right describes 
the simplified approximation. In reality, rays should be launched from a distant HAP 
such that near-perfect parallel waves would pass into the indoor structure [5]. In the 
approximation, rays are launched from a virtual transmitter placed above the building 
structure. The main cause of error in this approximation is the spreading loss, which 
must be corrected in order to obtain valid results. The method also suffers from the
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fact that rays launched from the virtual transmitter are not emitted at the angles 




Figure 6.1: Real and Abstract HAP Models 
6.2.2 Real Scenario
The signal is assumed to arrive at point R in the house from a distant overhead 
satellite. The received signal (assuming just a single line of sight path) can be 





Ls = Free Space Path Loss = ^ (6 .2 )
It is common to model only the loss associated with a transmission path since this 
allows any transmit power and/or antenna gain to be applied at a later date [6-7]. So, 
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Some models normalise the free space path loss to equal 1 (0 dB) at a distance of 1 
metre [3]. In this thesis we define this normalised loss by the variable,^ . In this 
special case we get:
4  = 1, d = 1 hence t ,  = L, or L, = £, (6.4)
(4 ;r ) A
Hence, to calculate the true spreading loss from a normalised value, we must multiply 
the normalised loss by a factor (An)2 / X2.
For the real scenario shown in figure 6.1, the received signal would actually suffer 
from three independent losses [8]:
1. Free Space Path Loss , Ls
2. Building Penetration and Shadowing Loss (sometimes called slow fading), Lp
3. Fast Fading Loss (resulting from the vector summation of the various multipaths),
Lp
The first loss has already been discussed previously. The second loss occurs due to 
attenuation as the waves pass through structures such as the roof, ceiling, walls and 
floors. The third loss occurs since we do not receive just a single path from the 
satellite, but a number of scattered, reflected and transmitted paths from within the 
building structure [9-10]. The actual signal is formed from the vector summation of 
these multipaths.
Hence, mathematically we can rewrite our earlier equation as shown below:
PR = P T G TG R ( 6 5 )
LsLpLF
Again, assuming PTGTGR = 1, we get:
Pr = — -—  (6.6)1 1 1S P  F
Hence, to calculate the overall path loss (or received power assuming PTGTGR -  1), 
we must multiply the three loss factors (losses are expressed in a linear rather than 
logarithm form). If the losses are in a logarithmic form then they should be summed.
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The real scenario cannot be directly modelled using the existing ray-tracing software 
since it would require the creation of a huge grid (since the transmitter is more than 20 
km away from the receiver). Hence, some form of approximation is required. The 
first of the two approximations proposed in this thesis is discussed in the following 
section.
6.2.3 Description of Approximation used
The ray-tracing model is used with a Virtual Transmitter (V) placed above the 
building at a distance manageable for the software (i.e. no more than tens of metres 
above the roof rather than thousands of metres). The distance above the roof must be 
sufficient to ensure approximately parallel waves at the rooftop (since the waves from 
the satellite are almost perfectly parallel). As the Virtual Transmitter is placed higher 
above the roof, the approximations associated with the method reduce. In the limit, 
when the Virtual Transmitter is placed at the same height as the HAP (S'), the method 
will produce an ideal result. One aim of this study is to determine the degree of 
accuracy that can be obtained using this simplified method. This is achieved by 
comparing field strength predictions in section 6.6 of this chapter against a more 
accurate method described in section 6.3.
Placing the Virtual Transmitter at a height of say 5 metres, the ray tracer can be used 
to calculate the received signal over a grid within the building. The received power 
will be given by:
Pg = — l-—  (6.7)
I I IS P  F
Since within the software we assume PTGTGR = 1. The software also assumes the 
received signal is unity at 1 metre (normalised path loss as defined earlier) [3][11].
Since the Virtual Transmitter is far too close to the receiver, the value of the spreading 
loss is incorrect (since the separation distance is obviously far too small). However, 
assuming parallel waves are incident on the rooftop, the calculated values for the 
penetration loss and the fast fading loss will be a reasonable approximation. Hence, 
the method uses the simulated values of Lp and LF, but needs to correct for the value 
of L .s
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First the incorrect spreading loss is removed from the ray-tracing result. This is 







In logarithmic terms, the spreading loss from the Virtual Transmitter to the Receiver 
is subtracted from the ray-tracing result. Having now removed the spreading loss 
associated with the virtual transmitter, the true spreading loss associated with 
transmissions from the satellite is added. The equation below shows how this HAP 
spreading loss is applied:
P =
P  =
1 U n d l f |








In logarithmic terms, the spreading loss from the HAP is added to the previously 
modified value. This final expression now provides a good approximation for the 
required received signal inside the building from the distant satellite.
In summary, the received signal is calculated assuming a direct line-of-sight (LoS) 
spreading loss from the Satellite combined with the building penetration and fast 
fading loss values from the ray-tracing software. The spreading loss from the ray- 
tracing software is then removed using the mathematics described in the section.
6.3 Accurate Model for HAP-Indoor Propagation
The method described in section 6.2 only provides an approximate solution for indoor 
coverage from HAP. In order to generate the correct result rays should actually be 
launched from the distant transmitter. In this section, the novel use of a virtual 
transmit array placed just above the building under test is proposed to perfectly 
emulate this distant launch process.
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6.3.1 U se o f  V irtual T ransm itters
A number of modifications will now be made to the ray-tracing software described in 
chapter 3 to enable accurate propagation prediction from a distant HAP at any 
elevation angle. The method required modifications to the software within both the 
ray tracing and field reconstruction modules. Unlike the method described in section 
6.2, the technique is accurate and does not rely on approximations. An explanation of 
the modifications is given, together with the testing procedures used to confirm the 
correct operation of the new software. Results using this new method are then given 
in section 6.4 and compared with results from the approximate method described in 
section 6.2.
We know that real waves traced from the HAP to the building under test will have 
virtually parallel wave fronts. In the approximate method described in section 6.2, a 
virtual transmitter was placed above the roof and a mathematical modification 
performed to correct for the incorrect spreading loss resulting from a spherical wave 
front. In this accurate method, an array of virtual transmitters is used, also located 
above the roof of the building in question [2]. However, unlike the earlier method, 
each virtual transmitter is now used to launch just a single ray. Using knowledge of 
the HAP and the virtual transmitter locations, a precise launch angle for each virtual 
transmitter is calculated. This angle is then used to launch a single ray that emulates 
the path that would have been traced from the distant HAP. By using an array of 
virtual transmitters, the software can simulate a number of uniformly launched rays 
from the HAP. To overcome the path length problem (i.e. the shorter distance to the 
virtual transmitter), modifications are made in both the ray tracing and field 
reconstruction modules to add the extra path length from the virtual array to the HAP. 
Using this technique, a number of rays can be launched from the array of virtual 
transmitters to mimic the set of rays that would have been launched from the HAP. By 
restricting each virtual transmitter to a single ray launch, by calculating the launch 
angle using knowledge of the HAP position and by modifying the path length to 
reflect the distance to the HAP, a novel and accurate simulation can be achieved for 
any point within the building [5].
The concept of this second technique is shown in figure 6.2. A simple indoor 
structure is shown comprising two floors (see figure 6.3). An array of N  virtual
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transmitters is shown at a small distance above the roof. The HAP is then place above 
the building approximately 20 km above ground level.
The algorithm now calculates the angle to the first and last virtual transmitter, these 
are then denoted by the variables an g m in  and angm ax (see figure 6.2). The ray- 
tracing algorithm now proceeds to trace rays uniformly between these two angles. 
The step size used in the algorithm is determined by the spacing of the virtual 
transmitters, which in turn is controlled by the width of the building and the number 
of transmitters in the virtual array (which can be adjusted to achieve any desired 
launch angle spacing). The spacing between the virtual transmitters must be smaller 
than the environmental grid spacing to ensure that the launched rays do not miss 




Figure 6.2: Concept o f  Virtual Transmitters to simulate propagation from distant
satellite
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Figure 6.3: Ray-Tracing for a single ray from the M-th virtual transmitter
Figure 6.3 shows the process of a single ray launch for the M-th virtual transmitter. 
The launch angle, a , is based on the location of the HAP. The indoor environment is 
based on a 2-D grid structure; with the material property for each grid point defined 
using a building specific input file. In this simple example, two basic building
materials are used, one for the floors and ceiling and another for the walls and roof.
For simplicity, detailed furniture and clutter within the building is not included in the 
model.
6.4 HAP Environm ent Description and M odel M odifications
The test environment used to evaluate the proposed HAP models is now described 
together with details of the ray model modifications required to support the virtual 
array method.
6.4.1 Environm ent Description
As described in section 6.3.2, any indoor environment can be used with the software. 
In this section, the following simulations are based on an empty (no furniture) two- 
floor building structure. This structure is shown in figure 6.4 together with the
Receiver
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lengths and widths of each surface. An air gap above the building has been left in 















Figure 6.4: Environment structure used in satellite simulation
The roof and walls are constructed from solid concrete (as opposed to aerated 
concrete used in some structures) while the floor and ceilings are constructed from 






Concrete 0.0014 6.14 0.20
Plaster 0.0006 5.00 0.20
Table 6.1: Material Properties fo r  Satellite Test Structure [10]
6.4.2 M odification o f the field reconstruction software
The original ray tracing software was written to study indoor 2-D environments
[3][13]. In addition to modifying the software to support HAP illumination, an 
exhaustive set of tests were performed to confirm the correct operation of the code. In 
particular, a rigorous evaluation of the software was performed using symmetrical 
environments. For a symmetrical environment, the output prediction should also be 
symmetric. Faults in the code can easily be identified as errors in this output
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symmetry. In total, there are sixteen blocks of code that must be correctly specified to 
enable transmission and reflection to be simulated at either a vertical or horizontal 
boundary. The verification of these code blocks is described in Appendix C.
Based on the above description, it is important to know whether the surface 
interaction is vertical or horizontal, whether the permittivity has increased or 
decreased, and the incident angle of the travelling ray. The boundary interaction is 
considered to be vertical if r2 < rl and horizontal if r2 > rl (see section 3.9 for 
definitions of r l  and r2).
6.5 H A P -In door Field Strength P redictions
Having completed a rigorous testing and verification programme for the ray tracing 
and field reconstruction software (see Appendix B), the new program is now used to 
analyse HAP coverage in an indoor environment. Two methods have been proposed 
in sections 6.2 and 6.3. The simplified method uses a version of the original indoor 
ray tracing software. The accurate method uses the modified virtual transmitter model 
developed in section 6.3. Results from both techniques will now be given and quality 
of their predictions compared.
6.5.1 R econstructed  Field Strength: Sim plified  M ethod
Figure 6.5 shows the field strength prediction for the indoor environment described in 
figure 6.4 using the simplified method. Typical field strength values in the region -  
77dB to -90dB are observed on the roof and -90dB to -lOOdB on the ground floor.
The result shows a considerable degree of fast fading, and this is thought to result 
from inaccurate vertical reflections resulting from the low simulated height of the 
transmitter. If true parallel waves were simulated from the satellite, horizontal 
reflections would not be observed and fast fading in the horizontal plane would not be 
observed.
The result implies that the mean field strength should be accurate, however fast fading 
effects are incorrectly modelled in the simplified approach.
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dB
Displacement along x-axis (m)
Figure 6.5: Reconstructed Field Strength: Simplified Method
6.5.2 R eco n stru c ted  Field S tren g th : A ccu ra te  M ethod
Figure 6.6 show the field strength prediction for the sam e environment using the 
accurate, virtual transmitter technique proposed in this thesis. Figure 6.6 w as 
produced after performing the m odifications described in section 6.3.
Typical field strength values in the region -82dB to -89dB are observed on the roof 
and -88dB to -92 dB on the ground floor. These values are similar to those o f  the 
sim plified method, how ever as discussed in section 6.6 .1 , the incorrect vertical 
reflections in the sim plified method result in significant fast fading. This results in 
considerable variability in the sim plified version’s results, which show  a greater gap 
between the weakest and strongest field strengths. The accurate m odelling method  
show s predicted field strength is constant in the horizontal plane, since no horizontal 
reflections occur due to the near parallel nature o f  the w aves from a distant satellite. 
H owever, fast fading is seen in the vertical plane due to reflections between the floors 
and ceilings.
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Figure 6.6: Reconstructed Field Strength: Accurate Method
6.5.3 Power CDF and PDF for the Sim plified M ethod
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Figure 6.7: Power Cumulative Distribution Function o f  Simplified Method
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Figure 6.8: Power Probability Distribution Function o f  Simplified Method
6.5.4 Pow er C D F an d  PD F fo r the  A ccu ra te  M ethod
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Figure 6.9: Power Cumulative Distribution Function o f  Accurate Method
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Figure 6.10: Power Probability Distribution Function o f  Accurate Method
6.5.5 Field S tren g th  C D F co m parison  fo r S im plified  an d  A ccu ra te  
M ethods
The CDF of the field strength for the simplified and accurate models are shown 
together in figure 6.11. This graph shows that the mean field strength is broadly 
similar for the two techniques, however the tail of the distribution is far higher is the 
case o f the simplified model. This difference is thought to arise from incorrect 
vertically reflected multipath components in the simplified case. While the simplified 
method can be used to approximate the mean power in the indoor environment, the 
accurate method developed in this thesis is required to model accurately more detailed 
trends such as fast fading effects and the tail of the field strength CDF.
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Figure 6.11: Power Cumulative Distribution Function o f  Simplified and Accurate
Methods
6.6 In d o o r P ro p ag a tio n  and  D iversity  E v a lua tion  using H A Ps
In this section in-building radio coverage at 2GHz from a High Altitude Platform 
(HAP) is studied using the model developed earlier in this chapter. The HAP is 
located at a height of 20km above the earth [14]. To improve radio reception, two 
branch switched and equal gain diversity combining is applied at the mobile terminal. 
Propagation coverage grids are generated over a pair of multi-floor building structures 
[15-16]. Results include the calculation of in-building penetration loss and the 
derivation of link margins for 90% and 99% indoor area coverage. Using this data, the 
required HAP transmit power is calculated as a function of diversity technique, area 
coverage and operating bandwidth. The work assumes a 1km radius spot beam and a 
3G compatible operating bandwidth of 4MHz. The results indicate that space diversity 
at the terminal can reduce the required HAP transmit power for a given service 
quality.
6.6.1 H A P p a th  loss calcu la tion
Wireless communications are known to suffer from fast fading and this can seriously 
disrupt the quality of the radio link (particularly in non-line-of-sight locations). Indoor
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links, with the presence of walls, furniture, etc. are particularly susceptible to fading. 
The need to improve the link budget is vital in the case of broadband HAP 
communications.
In this section switched and equal gain diversity techniques are analysed to enhance 
the radio link for HAP to indoor communication. The analysis concentrates on the use 
of space diversity with antennas separated at half a wavelength (7.5 cm at 2 GHz). A 
range of antenna spacings have been analysed, the figure of half a wavelength 
providing a good compromise between high diversity gain and relatively small 
physical size.
Figure 6.12 shows the concept of HAP communication. Rather than using a 
terrestrially mounted basestation, the equipment is mounted, for example, in an 
unmanned airship (H) located approximately 20km above the surface of the earth
[14][ 17].
Using highly directive spot beams from the HAP, communication occurs with mobile 
terminals on the ground. HAP systems do not suffer from the high path loss 
associated with satellite communications. They also avoid the high losses observed in 
dense urban environments when low mounted terrestrial basestations are used.
H  High
/  Altitude 
/  Platform
HR
Figure 6.12: HAP Indoor Coverage
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The HAP scenario shown in figure 6.22 suffers from three losses Ls, LP and LF as 
discussed in section 6.2.
In practice it is difficult to separate these mechanisms. The first two loss term were 
discussed back in section 6.2. A shadow loss margin is required to protect against 
these losses. The third loss occurs since we do not receive just a single path from the 
HAP, but a number of scattered, reflected and transmitted paths from within the 
building structure. The actual signal is formed from the vector sum of these 
multipaths and a fade margin is required to protect the quality of the system. We can 
write the following equation for the received power, Pm , in a HAP environment:
For the simple LoS example the spreading loss, Ls, at 2 GHz for a separation distance 
of 20,000 metres is 124.48 dB. The normalised spreading loss, Ls , is 86.02 dB (a 
reduction of 38.46 dB due to the normalisation process described in section 6.2). To 
model the building penetration, shadowing and fast fading losses, a deterministic ray 
tracing model is used.
6.6.2 H A P ray m odelling
It is known that real waves traced from the HAP to the building will have virtually 
parallel wave fronts. The method used to enhance the ray model places an array of 
virtual transmitters around the building under test (as shown in figure 6.13). Each 
virtual transmitter is now used to launch a single ray. This concept is shown in figure 
6.13, where the virtual array is seen to traverse the roof and right hand side of the 
building structure.
(6 .11)
Again, assuming PTGTGR = l , we get:
l i 2 (6 .12)
LSLPLF LSLPLF (4jt-)2
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Figure 6.13: Concept o f  Virtual Transmitters (N = Number o f virtual transmitters 
placed around the building to simulate propagation from a distant HAP)
The extension of the virtual array to the right hand wall (compared to figure 6.2 in 
section 6.3.2) allows HAP propagation modelling from any elevation angle. This is 
required since for non-overhead transmissions, the launched rays will impact of the 
side of the building as well as its roof.
In this study an array of N  virtual transmitters is shown above the roof and to the side 
of the building. The HAP can be located at any height and elevation angle.
6.6.3 Test Environm ent
The test environment used in this section is shown in figure 6.14. Two multi-storey 
buildings placed side by side are assumed. The buildings comprise outer load bearing 
walls, windows, doors, partitions, ceilings, floors and a roof. The HAP is located at 
an elevation angle of around 60 degrees to the right of the buildings.
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Figure 6.14: Description o f  Test Environment
Table 6.2 provides a list of the material types, thickness and transmission losses [18- 
19] assumed in the ray model. Each material in the database has a value of 
permittivity and conductivity. Using this infonnation, angle dependent transmission 














Table 6.2: Assumed Material Parameters
6.6.4 P ro p ag a tio n  resu lts
Figure 6.15 shows the predicted normalised path loss (see section 6.7.2) for the entire 
grid area. Above each building, a path loss of approximately 87.3 dB is observed (86 
dB due to the normalised free space path loss and 1.3 dB due to the use of a vertical
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dipole pattern). In practice, fading is seen above the buildings due to the roof-top 
reflected path. As the rays enter each building, significant penetration is observed for 
all cases other than windows, where just 2 dB of attenuation is observed. Diffraction 
is not included in the analysis and as such the path loss may be overestimated in 
certain shadowed regions. For in building coverage the diffraction is not as critical as 
reflection and transmission and as such many models neglect the effect [22-24].
Figure 6.15: Instantaneous Normalised Path Loss (dB)
From figure6.15 it can be seen that the left-hand side of the ground floor suffers the 
highest levels of attenuation. To analyse mathematically the in-building instantaneous 
normalised path loss statistics, the Cumulative Distribution Function (CDF) is shown 
in figure 6.16 for the case of a single antenna and two branch switched and EGC 
space diversity.
Figure 6.16 shows that the normalised instantaneous path loss for a single antenna 
varies from 80 dB to less than 160 dB.
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Figure 6.16: Normalised Path Loss CDF
Figure 6.16 can be used to determine the path loss margin required to achieve a given 
area coverage. Table 6.3 lists the normalised path loss values and margins assuming 
indoor area coverage requirements of 90% and 99%. The 90% and 99% values were 
obtained from the 0.1 and 0.01 probability thresholds in figure 6.16. Results are given 
for single antenna, switched diversity and EGC diversity solutions. Table 6.4 shows 
the additional path loss (or fade margin) that can be tolerated (relative to the average 
indoor loss of 97.82 dB). For 90% in-building coverage, for a single antenna an 
additional loss of 22.0 dB must be tolerated. For 99% coverage, this additional margin 
increases to 50.3 dB. The far larger 99% margin shows the difficulty of achieving 
high percentage coverage inside the building.
In the case of ideal equal gain combining, while the mean signal strength increases 
statistically by 6 dB, the noise floor will increase by 3 dB [25-26]. To compensate for 
this factor, the fade margin for EGC has been increased by 3 dB.
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System 90% Coverage Margin (dB)
99% Coverage 
Margin (dB)
Single Branch 119.8 148.1
Switched 116.2 145.5
EGC 112.7 140.1
Table 6.3: Normalised Path Loss versus Percentage Area Coverage
System 90% Coverage Margin (dB)
99% Coverage 
Margin (dB)
Single Branch 22.0 50.3
Switched 18.4 47.7
EGC 17.9* 45.3*
Table 6.4: Path Loss Margin vs Percentage Area Coverage 
(* includes an addition 3dB due to increase in noise floor fo r EGC)
6.6.5 H A P system  perform ance
In this section the required HAP transmit power is calculated as a function of 
coverage quality, spot beam dimensions, system bandwidth (10 kHz to 4MHz) and 
diversity technique [27], The shadow and fade margins given in tables 6.7 and 6.8 are 
used in the analysis. Table 6.5 shows the link budget for a system operating with 
4MHz of bandwidth (similar to that required in 3G) using equal gain combining. 
From section 6.7.3, an in-building normalised path loss of 97.82 dB is assumed. The 
additional loss at 1 metre (38.46dB) is also added to the link budget. From table 6.4, 
the path loss margins for 90% and 99% area coverage are 22.0 dB and 50.3 dB 
respectively for a single antenna. For EGC, these margins reduce to 17.9 dB and 45.3 
dB respectively.
For a bandwidth of 4MHz, the background noise power is given by kTB, where k 
represents Boltzmann’s constant, T  the temperature in kelvin and B the operating 
bandwidth in hertz [28-29]. A temperature of 290 kelvin is assumed in these 
calculations. Using these numbers, a noise floor of -137.95 dBw is obtained. After 
adding a 5 dB noise figure (a value compatible with 3G terminals [30-31]), the 
expected noise power rises to -132.95 dBw.
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Assuming (conservatively) that a 10 dB signal to noise ratio is required for acceptable 
modem performance [32], this implies the received power after adjusting for margins 
must be -122.95 dBw. The Effective Isotropic Radiated Power (P fi ,) for the HAP can 
now be computed. For 90% and 99% area coverage, an EIRP of 31.23 dBw and 58.63 
dBw respectively is required to balance the link.
90% Spatial 99% Spatial
Normalised Mean Indoor Loss (dB) 97.82 97.82
Denormalise Loss at lm (dB) 38.46 38.46
EGC Path Loss Margin (dB) 17.9 45.3
Average Indoor Received Power (dBw) -105.05 -77.65
Noise Power (5 dB noise figure) (dBw) -132.95 -132.95
S/N Ratio 10 10
Indoor Power after margins (dBw) -122.95 -122.95
PtGt (dBw) 31.23 58.63
Table 6.5: Link Budget Example with EGC and 4 MHz BW
The HAP antenna gain can be approximated using equation 6.13, where Gh.v>, rHAP 
and rspor represent the HAP antenna gain in dBi [33-34], the distance to the HAP in 
metres and the radius of the spot beam in metres.
GHap* 101og10 (6.13)
r SPOT
Assuming the HAP is located 20km above the earth and illuminates the city with a 
lkm radius spot beam, a HAP antenna gain of 32 dBi is obtained. Under these 
assumptions, HAP transmit powers of -0.77 dBw (0.84 watts) and 26.63 dBw (460.3 
watts) are required for 90% and 99% indoor coverage. This analysis was repeated for 
operating bandwidths between 10 kHz and 4 MHz with and without diversity at the 
mobile terminal. Figures 6.17 and 6.18 show the required EIRP at the HAP for 90% 
and 99% area coverage. These graphs can be used to compute the HAP transmit 
power for any given HAP antenna gain.
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Figure 6.17: Require EIRP at HAP fo r  90% Area Coverage (10 dB S/N)
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Figure 6.18: Require EIRP at HAP fo r  99% Area Coverage (10 dB S/N)
Tables 6.10 and 6.11 show the HAP transmit power required for a 32dBi antenna gain 
as a function of system bandwidth, antenna configuration and area coverage.
Single Antenna EGC Combining
10 kHz -22.69 -26.79
100 kHz -12.69 -16.79
500 kHz -5.71 -9.81
4 MHz 3.33 -0.77
Table 6.6: HAP Transmit Power (dBw) fo r  32 dBi HAP gain and 90% Indoor Area
Coverage
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Single Antenna EGC Combining
10 kHz 5.61 0.61
100 kHz 15.61 10.61
500 kHz 22.59 17.59
4 MHz 31.63 26.63
Table 6.7: HAP Transmit Power (dBw) fo r  32 dBi HAP Gain and 99% Indoor Area
Coverage
Using equal gain combining, for 90% area coverage, the HAP transmit power varies 
from 2.1 mW (10 kHz) to 0.84 W (4MHz). For 90% coverage the performance on the 
ground floor would be poor. To achieve 99% indoor area coverage, the HAP transmit 
power would need to vary between 1.15 W (10 kHz) and 460.3 W (4MHz).
Without the use of diversity, for 90% area coverage, the HAP transmit power would 
need to vaiy between 5.4 mW (10 kHz) and 2.15 W (4MHz).
99% area coverage using a single antenna requires HAP transmit powers between 
3.64 W (10 kHz) and 1.45 kW (4 MHz). Such high values may be impractical.
6.6.6 C onclusions
This last section has analysed in-building propagation at 2GHz from a HAP. 
Assuming a 1km radius spot beam, a 3G compatible operating bandwidth of 4MHz 
and 90% in-building area coverage, the results indicate that space diversity at the 
terminal reduces the HAP transmit power from 2.15 watts to 0.84 watts. An area 
coverage of 99% was shown to require unreasonably high transmit powers at larger 
bandwidths (due to the large margin required) even with diversity at the terminal. For 
this level of in-building coverage, an outdoor-to-indoor repeater is possibly a more 
suitable solution.
6.7 Sum m ary o f  H A P  m odels
This chapter has explained two new modelling techniques for simulating indoor 
coverage from a distant HAP. The first method was shown to post process field 
strength results produced from the original indoor simulation software. The second 
technique used a novel virtual transmitter arrangement to simulate near parallel rays
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entering the indoor environment from a distant HAP. A detailed description of the 
vertical and horizontal interactions has been given, together with an explanation of the 
angle definitions and formats used within the software. An indoor test environment 
was defined together with the material characteristics for the frequency of interest.
Results from the first method (where the field strength prediction was made using a 
single virtual transmitter placed just above the building structure and the distance 
dependent spreading loss was adjusted to a value based on the true terminal-satellite 
separation distance) were shown to produce an accurate mean power prediction. 
However factors such as fast fading and spatial multipath were not correctly 
modelled, and this was graphically demonstrated by comparing predictions with the 
second, more accurate method. The cause of error in the first technique was traced to 
vertical wall reflections resulting from the incorrect launch angles when a low 
mounted launch site was used to approximate the distant HAP. When ray tracing from 
a single virtual transmitter, it is not possible to recreate parallel waves accurately.
The second HAP modelling technique used an array of virtual transmitters, each 
launching a single ray at an angle corresponding to the equivalent that would have 
been sent from the HAP. This method allowed the HAP to be simulated at any angle 
in the sky and not just directly above the building. The method correctly modelled the 
near parallel waves expected, and also confined the analysis to a small grid 
surrounding the indoor environment (thus easing memory and run time computing 
constraints). For both techniques indoor coverage grids were produced and a 
statistical analysis of the modelled results performed.
Finally, a detailed analysis of indoor HAP coverage in the 2GHz UMTS band using 
the newly modified ray model was performed. Indoor coverage results were generated 
with and without space diversity at the user terminal. The analysis assumed a 1km 
radius spot beam, a 3G compatible operating bandwidth of 4MHz and 90% in­
building area coverage. The link budget analysis showed that high quality indoor 
coverage from HAP was indeed possible at UMTS frequencies. In particular, the use 
of space diversity at the terminal reduces the HAP transmit power from 2.15 watts to 
0.84 watts. An area coverage of 99% was shown to require unreasonably high 
transmit powers at larger bandwidths (due to the large margin required) even with 
diversity at the terminal.
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Chapter 7: Indoor MIMO Communications
7.1 Introduction
Multiple antennas located at the transmitter and receiver have the potential to 
significantly increase wireless communication capacity [1-2]. Using multiple-input 
multiple-output (MIMO) techniques, these antennas enable multiple independent 
channels to be supported in the same bandwidth, but only if  the multipath scattering 
environment is rich enough. Recent research has shown that high theoretical 
capacities can be achieved in practice. For example in [3] channel capacities as high 
as 40 bits/s/Hz were demonstrated (in an indoor environment).
The chapter begins with a mathematical analysis of the MIMO channel capacity. Here 
the well known Foschini equation is applied to Rayleigh and Rician fading channels. 
The study is performed twice, firstly assuming ideal uncorrelated fading and secondly 
with perfectly correlated scattering components.
The remained of the chapter makes use of the indoor deterministic ray tracing model 
developed in chapter 3. Here the impact of more realistic multipath fading and 
practical Access Point (AP) and Mobile Terminal (MT) configurations are studied. 
Importantly, instead of assuming identical and independent (i.i.d) Rayleigh fading 
statistics and perfect inter-element decorrelation, here capacity is obtained from a 
detailed ray tracing analysis [4] of the various element to element links in a site 
specific indoor environment. The work is performed in the 5 GHz band, where indoor 
systems such as 802.11a and Hiperlan 12 [5] are emerging and expected to operate 
widely in the near future.
The relationship between the inter-element spacing of a Uniform Linear Array (ULA) 
and the resulting MIMO capacity is explored via a number of simulation studies. At 
the AP, the use of micro and macro spaced elements are investigated for a typical 
indoor environment. The analysis is performed based on two orthogonal MT routes 
within the test environment. The micro and macro-MIMO analysis is then extended to 
cover the entire room.
For MIMO systems, capacity is shown to be a function of the received power (as in 
the single antenna case) and the inter-element fading statistics and correlations in the
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H-matrix. The power distribution, capacity and effective rank of the H-matrix are 
computed and displayed as grids covering the entire room. The use of Eigen analysis 
is used to gain a greater insight into the channel behaviour. Results are generated for 
normalised and unnormalised MIMO channels (normalisation being applied to the H- 
matrix to generate a constant SNR at all points in the grid).
7.2 T heoretical M IM O  C apacity
In this section, the theoretical MIMO capacity is calculated mathematically for a 
range of array dimensions. The H-matrix is initially assumed to consist of identical 
and independent Rayleigh fading samples. The resulting capacity is then shown to be 
a random variable whose expected value is used as a measure of average (or expected) 
capacity. The study is then extended to consider line of sight channels by 
incorporating Rician statistics. Finally, correlation is imposed in the Rayleigh 
component of the H-matrix and the resulting capacity loss determined.
The following section calculates the theoretical MIMO capacity for a generic 
communication system comprising NT transmit antenna elements and Nr receive 
antenna elements. The analysis is based on the Foschini equation with a large number 
of realisations over H being used to generate a good statistical estimate for the 
expected capacity.
7.2.1 R ay M odelling and C alculation  o f  the H -m atrix
The mathematical study is performed using MATLAB and can be broken down into 
three main sections. Section 1 generates a set of normalised H-matrices, section 2 
computes the average capacity and section 3 displays the results. Each of these 
sections is now described in detail.
7.2.2 G enerating the norm alised  H -m atrices (S tep  1)
The software calculates average capacity by summing instantaneous capacity over a
large number of channel realisations. The number of channels is a user defined
variable and was set equal to 2000 for the results shown in this thesis. Beyond this
value no further significant convergence was observed. The software requires the user
to supply the number of transmit and receive antennas. The user can also define
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whether the fading is Rayleigh or Rician distributed. If the latter distribution is chosen 
then the channel K-factor can be specified (see section 2.3.4). Next the user can 
specify whether the Rayleigh scatter in the MIMO channels is perfectly uncorrelated 
or perfectly correlated over the elements. The capacity will be at its highest when the 
scattering is perfectly uncorrelated. Finally, the user must supply the average SNR per 
element.
The program generates a deterministic (or line-of-sight) matrix, HLOs and a non- 
deterministic (or scatter) matrix Hray- The entries in the deterministic matrix all have 
a magnitude of unity. The entries in the scatter matrix are taken from the Rayleigh 
distribution with an average power per sample of unity. In the case of uncorrelated 
fading, each of the required entries is taken from an identical and independent 
Rayleigh fading process. In the case of perfectly correlated fading only a single 
Rayleigh sample is generated per channel realisation and this value is used for all 
entries in the scatter matrix. The desired Rician H-matrix is now generated using the 
expression shown below [6]:
Equation 7.2 is required to ensure that the average power per element remains at unity 
in the H-matrix. Equation 7.3 ensures that the power in the deterministic matrix is set 
relative to the scatter matrix based on the desired K-factor. To generate the well 
known Rayleigh result, a large negative value must be entered for the K-factor in dB. 
This results in ^=0 and bs= 1.
The software is now used to study the following MIMO configurations: (NT * NR) = 
(lx l), (2x2) and (4x4). In practice, the software can analysis any combination of 
transmit and receive configuration.
H r i c  — a SH  LOS +  H  Ray (7.1)
where as and bs satisfy the following two equations
(7.2)
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7.2.3 Calculating Average Capacity (Step 2)
For each of the n channel realisations generated in Step 1, the capacity is now 
calculated from the Foschini equation (see section 2.7). The sum of all n instantaneous 
capacities is then computed and divided by n to generate an estimate of the average 
capacity. To illustrate the random nature of MIMO capacity, Figure 7.1 shows a plot 
of instantaneous capacity for a 4x4 MIMO system at an SNR of 16dB (this level is 
used for all normalised calculations later in the chapter) [7]. The analysis assumes 
uncorrelated Rayleigh fading and is performed for 2,000 independent channel 
realisations. The resulting average or expected capacity is 17.36 bits/s/Hz (denoted by 
the yellow line in figure 7.1). It should be noted that the instantaneous capacity 
fluctuates considerably around this value depending on each specific H-matrix 
realisation.
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Figure 7.1: Theoretical instantaneous Rayleigh capacity fo r  a 4x4 system, S/N=16 dB 
7.2.4 D isplaying the Results (Step 3)
Flaving calculated the average capacity for a range of K-factors and SNR values, the 
third and final step is to display these results in graphical form. Section 7.3 discusses 
the results for the three configurations defined in section 7.2.2.
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7.3 Theoretical M IM O Results and Discussion
In this section the theoretical MIMO results are introduced and discussed. Results are 
generated and compared with perfectly uncorrelated and perfectly correlated scatter.
7.3.1 Single A ntenna Configuration
Figures 7.2 and 7.3 show the resulting capacities for a single antenna communication 
system as a function of S/N ratio and Rician K-factor. From figure 7.2 it can be seen 
that the capacity rises with increasing signal to noise ratio. This is to be expected from 












Figure 1.2: Capacity versus S/N (lTx -  lRx)
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Figure 7.3: Capacity centred on 16dB SNR (ITx-IRx)
At an SNR of 16dB the resulting channel capacity is around 4.6 bits/s/Hz [8] for a 
Rayleigh channel and 5.2 bits/s/Hz for an AWGN channel (i.e. a dominant line-of- 
sight resulting is a high positive K-factor). For the single antenna case, the 
introduction of narrowband scattering is seen to lower the resulting channel capacity.
For single antennas, higher levels of capacity are best exploited using higher level 
modulation schemes. In channels with variable SNR, the use of adaptive modulation 
(i.e. BPSK, QPSK, 16-QAM, 64-QAM) is common with the higher constellation sets 
being used to take advantage of the greater channel capacity.
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Figure 7.4: Capacity versus K-factor (ITx-lRx)
Figure 7.4 shows more clearly that in a Single Input Single Output (SISO) channel the 
average theoretical capacity drops under Rayleigh conditions (i.e. K-factor = -10 dB). 
As the channel K-factor increases, the capacity is seen to rise until it reaches a 
maximum level at around 20 dB. This graph explains why narrowband multipath is 
seen as a problem to be avoided in the single antenna case. Many techniques (such as 
antenna diversity) exist to the combat the detrimental effects of Rayleigh fading. 
However, as will be seen in the later graphs, MIMO systems are able to exploit the 
multipath scatter significantly to improve capacity.
7.3.2 M IM O Configuration (2 transm it, 2 receive antennas)
Figures 7.5 and 7.6 show the MIMO capacities for uncorrelated scatter based on two 
transmit and two receive antennas. Figure 7.5 shows that capacity once again 
increases with increasing S/N ratio. However, figure 7.6 clearly shows that capacity 
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Figure 7.6: Capacity versus S/N and K-factor (2Tx-2Rx ideal uncorrelated)
For an SNR of 16dB, the capacity for a 2x2 MIMO system in uncorrelated scatter can 
be seen to lie between 6 and 8.5 bits/s/Hz [9]. From figure 7.6 it is clear that the 
highest values occur in a rich scatter Rayleigh fading environment. This result clearly 
demonstrates the power of a MIMO system compared with a SISO configuration 
(figure 7.3).
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For MIMO systems it is important to deploy radio systems in such a way as to ensure 
a rich multipath scattering environment if  capacity is to be maximised. From figure 
7.6, at an SNR of 30dB, capacity is seen to rise from just under 12 bits/s/Hz in a 
strongly Rician channel to just under 18 bits/s/Hz in a Rayleigh channel. This 
compares for the SISO case to 10 bits/s/Hz in a Rician channel and just over 9 
bits/s/Hz in a Rayleigh channel. Clearly, under Rayleigh conditions, for an SNR of 30 
dB the 2x2 MIMO case (relative to SISO) offers around 100% more theoretical 
capacity. In strong Rician channels, the advantages of MIMO are less apparent (i.e. an 
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Figure 7.7: Capacity versus S/N (2Tx-2Rx perfectly correlated)
Figures 7.7 and 7.8 shows a similar set of graphs for the case o f perfectly correlated 
scattering. Once again, capacity increases with increasing SNR (figure 7.7). However, 
in the case of correlated scattering, the capacity no longer improves with increasing 
scattering. The capacity in a Rayleigh fading channel can clearly be seen to fall 
relative to the Rician case. This is to be expected since in the case of correlated fading 
the array offers little benefit. From figure 7.8, at an S/N of 30dB, the capacity for a 
Rician channel remains at 11 bits/s/Hz, however this falls to just over 10 bits/s/Hz in a 
Rayleigh channel. While this is still better than the SISO case (10 bits/s/Hz in a Rician 
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very disappointing. These results show that the best MIMO performance is achieved 
in a strong uncorrelated scattering environment. However, for SISO systems the best 
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Figure 7.8: Capacity versus K-factor (2Tx-2Rx perfectly correlated)
7.3.3 M IM O Configuration (4 transm it, 4 receive antennas)
Figures 7.9 and 7.10 show the capacities for an uncorrelated MIMO configuration 
based on four transmit and four receive antennas. This type of configuration is 
expected to exploit further a multipath rich environment.
Figure 7.9 shows capacity increasing with enhanced SNR. Figure 7.10 shows once 
again that the capacity increases as the channel K-factor decreases. From figure 7.10, 
at an S/N of 30dB, capacity is seen to rise from 14 bits/s/Hz [10] in a strongly Rician 
channel to 35 bits/s/Hz in a Rayleigh channel. This compares with the SISO case to 
10 bits/s/Hz in a Rician channel and just over 9 bits/s/Hz in a Rayleigh channel. For a 
4x4 antenna configuration, the expected capacities are far higher than the 2x2 case 
and the improvement in Rayleigh (compared to Rician) to is also far higher, at around 
150%.
174










0   ' 1 1 1 1-----------
0 5 10 15 20 25 30
SN(dB)










Figure 7.10: Capacity versus S/N and K-factor (4Tx -  4Rx ideal uncorrelated)
Figures 7.11 and 7.12 show a similar set of graphs for the case of perfectly correlated 
scattering in the H-matrix. Once again, capacity increases with increasing signal to 
noise ratio (figure 7.11). However, in the case of correlated fading, the capacity no 
longer improves with increasing scattering.
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Figure 7.12: Capacity versus K-factor (4Tx- 4Rx perfectly correlated)
From figure 7.12, the capacity in a Rayleigh fading channel can clearly be seen to fall 
relative to the Rician case. From figure 7.12, at an S/N of 30dB, the capacity for a 
Rician channel is 12 bits/s/Hz, however this falls to just over 11 bits/s/Hz in a 
Rayleigh channel. While this is still better than the SISO case, compared to the 
spectacular gains in uncorrelated scattering, the performance is clearly poor.
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7.4 MIMO Deterministic Modelling
In sections 7.2 and 7.3 mathematical modelling was used to analyse the performance 
on SISO and MIMO communication systems. This work assumed certain statistical 
distributions for the fast fading component within the H-matrix. In particular, the 
correlation of the scattering within the H-matrix was shown to have a dramatic effect 
of the potential capacity. In this section the ray tracing model described in chapter 3 is 
applied to perform propagation analysis for a MIMO system. The ray model is used to 
determine the magnitude of the received signal between any two elements in the 
MIMO system. By performing this analysis for all transmit/receive elements, the H- 
matrix can be built up in an entirely deterministic manner. Rays are sent out in all 
directions from transmit antenna element k (1..Nt) and traced throughout the 
environment to determine those arriving at receive antenna element, n (1..Nr). 
Assuming Ln,k rays are found between these two elements; the received signal h[n,k] 
is calculated from the following vector sum:
h[n,k] = I%Tm= I%AmZ6m (7.4)
m=l m -1
where Am and 0m represent the amplitude and phase of the w-th multipath component
linking transmit element k to receive element n and Tm is transmission factor for the
ray from transmitter to receiver. The H-matrix is now constructed as shown in 
equation 7.5, where each element weight can be calculated from equation 7.4. To 
calculate the entries for each H-matrix, a total of NT by Nr ray tracing point-to-point 
studies must be performed.
h[\,\] ••• h[l ,Nt ]
H =
h[Nr ,l\ ••• h[Nr , N t ]
(7.5)
Using this approach, the H-matrix can be calculated deterministically based on the 
location and structure of each transmit and receive array [11]. This enables the impact 
of factors such as array geometry (linear, circular etc), element placement and spacing 
to be determined for a MIMO system.
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A new indoor environment (see figure 7.13) is generated that consists o f  w alls, doors, 
tables and desks. The material properties for these objects are summarised in Table
7.1.
Part Material Permittivity Conductivity
Wall Concrete 5.01 0.1368
Door W ood 2.03 0.0006
Table /  D esk W ood 2.01 0.0006
Table 7.1: Material conductivity & permittivity [12]
The environment dim ensions are approximately 10 metres by 10 metres. The three 
doors are located on three different sides o f  the office.
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Figure 7.13: Indoor Environment with Micro and Macro MIMO configuration
For this environment the resulting multipath creates a high degree o f  decorrelation 
over the transmit and receive arrays. The W ireless LAN radio and array configuration  
is summarised in Table 7.2.
In section 7.4.2 the mathematical analysis required to extract the expected received
power and signal to noise ratio along the test routes (show n in Figure 7.13) is
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explained. This data is then inserted into the Foschini equation to generate capacity 
bounds for the chosen MIMO configurations and array spacings.
Parameter Setting
Carrier Frequency 5.1 GHz
Carrier Wavelength 5.8 cm
Transmission Bandwidth 20 MHz
Noise Temperature and Figure 290°K, 10 dB
Transmit power per element Fixed at 0.1 mW (-40 dBw)
Transmit Antenna Array (micro) 4 element ULA -  spacing varied from 
0.1 to 1.0 wavelengths
Transmit Antenna Array (macro) 4 elements placed near comers of 
room
Receiver Antenna Array 4 element ULA = spacings varied 
from 0.1 to 1.0 wavelengths
Table 7.2: MIMO test parameters 
7.4.1 M icro  an d  M acro  M I M O
In most theoretical studies the array elements are assumed to be perfectly decorrelated 
and to experience Rayleigh fading statistics. With the use of a ray tracing model the 
antenna decorrelation and fading statistics now depend on the site specific 
environment and the AP and MT array configurations and locations. In the following 
analysis the number of transmit and receive elements, NT and NR, are fixed at four 
(although the software supports any number of elements).
Two types of antenna system are explored. The first assumes a ULA of vertically 
polarised dipoles at both the AP and MT (shown as blue elements in Figure 7.13). For 
this scenario, the inter-element spacing is varied from 0.0 IX, to X, where X represents 
the carrier wavelength. This approach is referred to as micro-MIMO and is the 
standard deployment for this type of system. The second configuration explores the 
use of wide-area or macro-MIMO (shown as the yellow AP elements). Here, the AP
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elements are distributed across the indoor environment. In this configuration the 
distance between the nearest transmitters is 110 times the wavelength. Since Nt = 4, a 
single transmit element is placed near each comer of the room as shown in Figure 
7.13. In this second case the MT array and the inter-element spacings are identical to 
those used in the micro-MIMO study.
7.4.2 A verage R eceived Pow er, N orm alisation  and C hannel C apacity
At a point d  along the measurement route the resulting H-matrix can be denoted by 
H (d). The total instantaneous received power at this point P,(d)  is given by:
n t n r
Pr ( d ) = Z  X  H(d)[n,k)H(d)[n, k]  (7-6)
n- 1 k=\
where **’ represents the complex conjugate. It now follows that the instantaneous 
average received power per element at point d  is given by:
( 7 ' 7 )n t n r
Although Pe (d) is calculated as an average of N T x Nr samples, in cases where Npx Nr
is small (or where the H(<7) matrix is correlated), then the averaging process is 
insufficient (since the expected power requires a large number of uncorrelated 
samples to converge) and the resulting value of Pe(d) is statistically inaccurate (i.e.
the short ensemble average is not a good approximation of the expected value). To 
obtain a more accurate estimate of the average received power per element, it is 
desirable to spatially average over some small section of the measurement route. This 
form of averaging helps to remove any residual fast fading effects that still exist after 
averaging internally within the H-matrix (i.e. over the NTx Nr links at a single spatial 
point). The average received power per element calculated over a section of the 
measurement route pe(d) is now given by equation 7.8 where 2K+1 represents the
number of measurement samples used in the averaging process and d  represents the 
location where the averaging is centred. The distance along the route is given by 
{d + rA), where d  represents the point number and A the spatial step size between 
measurements. K  is chosen so as to suitably average the residual fast fading in the H-
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matrix. Typically, K  would be chosen such that the following inequality is satisfied 
5A,<(2A>1)A<10A, [10] [13].
In the evaluation of the Foschini capacity bound [3] it is necessary to estimate the 
average signal to noise ratio. It is also vital to normalise correctly the H(J) matrix to 
ensure that the expected received power per element is unity. Failure to correctly 
normalise the H(d) matrix will result in a double counting of power (i.e. in both the 
H-matrix and the SNR term).
Given knowledge of the receiver’s noise floor (see equation 2.17) and the expression 
for average power from equation 7.8, the average signal to noise ratio y t (d) at any 
point along the route can be calculated from equation 7.9.
Finally, the instantaneous H(d) samples are normalised as shown in equation 7.10, 
where H n(d) represents the normalised H(</) matrix with unity average power per 
element.
From equations 7.9 and 7.10 the average MIMO capacity C(d) can now be calculated 
at each point along the route using the well known Equation 7.11.
7.4.3 R eference G raphs
Since the MIMO capacity depends on both the SNR and the scattering/correlation 
within the H-matrix, two reference graphs are now defined to aid interpretation of the 
route results. The true capacity (i.e. the capacity based on the H-matrix and the actual 
measured SNR) is calculated from equation 7.11 and is shown as a green line in the 
route results of section 7.5.
The first reference graph uses the ray-traced signal to noise ratio (equation 7.9) but 




K n(d) = H(d)/Pe(d) (7.10)
(7.11)
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samples. The resulting theoretical H-matrix is denoted H ray. All other parameters are 
as defined in equation 7.11. The resulting capacity equation for the first reference 
graph is given by equation 7.12. This first reference capacity graph represents the 
maximum capacity that can be generated for the observed SNR along the route 
and is shown in black in the route results of section 7.5. If the simulated H-matrix is 
correlated or does not exhibit Rayleigh fading statistics then the green line will fall 
below the black reference line.
The second reference graph inserts a fixed SNR (calculated from the mean along the 
entire route) into Equation 7.11 rather than using the true value as calculated from the 
ray tracer. The resulting capacity Csnr is used as a second reference curve and is 
represented by a blue line in section 7.5. For areas where the true capacity is high 
because of high SNR, the green line will lie above the blue line. Similarly, for areas 
where the capacity is low because of low SNR, the green line will fall below the blue 
line.
Finally, the normalised capacity for a fixed SNR of 16dB is also calculated for each 
point along the route. Here the calculation only uses the normalised H-matrix entries 
from the ray tracing study. This form of normalised capacity is useful since it allows 
capacities to be compared based entirely on the structure of the H-matrix, rather than 
on the level of SNR received.
7.5 R oute Based M IM O  C apacity R esults using U L A s
As discussed in section 7.4, the theoretical MIMO capacity for the indoor test 
environment along the two routes shown in figure 7.13 is now evaluated. The routes 
are 9.2m in length and the ray tracing analysis is performed every centimetre between 
all Tx and Rx antenna elements. The output provides 920 H-matrix samples which are 
then processed to determine the theoretical MIMO capacity bound. The local signal to 
noise ratio is calculated by averaging the received power per element [7] [16] over a 
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7.5.1 M icro-M l M O
In this section the micro-MIMO results for four different array dimensions will be 
presented and discussed. For each point in the route, equations 7.9 and 7.10 are used 
to compute the SNR and normalised H-matrix from the ray-tracing data.
Figures 7.14 shows the instantaneous MIMO capacity as a function of location along 
route #1 defined in figure 7.11. The AP and MT both used a ULA with inter-element 
spacing of 0.5 wavelengths (see section 4.6). As discussed in section 7.4.3, when the 
green and black lines lie on top of each other, this implies that the fading obtained 
from the ray tracer is both uncorrelated and Rayleigh. However, when the channel 
becomes correlated or experiences a strong line-of-sight component then the green 
line drops below the black line. When the green line is beneath the blue line, this 
implies that the average received power is lower than the route average and as such 
the capacity drop (which is why capacity is often normalised based on a fixed SNR). 
Alternatively, if the green line is above the blue line then this implies the average 
received power at this point is higher than the route average.
Fixed S/N (mean) + True H matrix 
True S/N + Rayleigh H Matrix 
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Figure 7.14: True and Reference Instantaneous Capacities (micro-MIMO, Ax=0.5A)
As seen in figure 7.14, the instantaneous capacity is a random process with a given 
mean (expected value) and variance [14]. The green, black and blue lines vary 
significantly from point to point, however the local average is more stable and varies
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slowly along the route. The trend of the green line is consistently below that of the 
black line, however due to the random nature of the instantaneous MIMO capacity 
estimate, there are a small number of specific locations where the green line exceeds 
the black line. This demonstrates the need to spatially average the data in order to 
better estimate the expected capacity. As discussed in section 7.4.2, a moving average 
window (A=25) centred on the point of interest is used to smooth the underlying 
received power and SNR estimates.
Figure 7.15 shows the instantaneous (equation 7.7) and windowed (equation 7.8) 
received power per element along the 920 sample route. The instantaneous value 
(green) can be seen to fluctuate rapidly from sample to sample due to the presence of 
residual fast fading after internal averaging within the H-matrix. To remove this 
effect, the green data is windowed by spatially averaging using an 8 wavelength 
(approximately) moving average filter.
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Figure 7.15: Instantaneous & Windowed Power fo r  route 1 (micro-MIMO, Ax=0.5A)
The resulting windowed data is plotted in red and now responds to the ‘slow’ fading 
along the route. The red line has effectively removed the instantaneous fluctuations in 
the green data that resulted due to poor statistical averaging.
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Figure 7.16: Windowed SNR for route 1 (micro-MIMO, Ax=0.5A)
The windowed power shown in figure 7.15 is now used to calculate the expected SNR 
at each point along the route (figure 7.16). The noise floor was calculated using 
equation 2.x based on the parameters in table 7.2. For this analysis the noise floor was 
located at -121 dBw. From figure 7.15, the average received power per element starts 
at around -99 dBw (or -69 dBm). Given the level of the noise floor, this obviously 
translates into an SNR of 23 dB (which can be seen at the start of the plot in figure 
7.16). The SNR values can be seen to vary significantly at the MT moves along the 
test route [15]. Initially, the MT is far from the AP and the resulting SNR is low. 
However, the as the MT travels along the route it moves closer to the AP and the 
resulting SNR improves. The presence of doors and tables is seen to generate spatial 
fluctuations in the received power and SNR. For the chosen power levels and system 
configuration the SNR varies from 8 to 23 dB.
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True S/N + Rayleigh H Matrix 
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Figure 7.17: Windowed Capacities fo r  route 1 (micro-MIMO, Ax=0.5A)
Using the SNR data from figure 7.16 together with the normalised H-matrix from the 
ray tracer equation 7.11 is now used to calculate the expected capacity for each point 
in the route. This capacity is shown using the green curve in figure 7.17. For 
illustrative purposes, the capacity assuming uncorrelated Rayleigh fading in the H- 
matrix (black curve) and a fixed SNR based on the route average (blue curve) are also 
shown. All three capacity estimates can be seen to follow closely the trends shown in 
the original instantaneous capacity plot (figure 7.14). The spatial averaging procedure 
has significantly reduced the variance around each of the expected capacity values.
As expected, for most locations the practical capacity falls below that of the 
theoretical Rayleigh bound (due to dominant multipath components and correlation in 
the H-matrix). For locations where the received power is high (i.e. points 300-400), 
the green curve rises above the blue curve indicating that high capacity is a result of 
high SNR). The average capacity along the route is calculated for the green and black 
lines and tabulated in table 7.3 for all experiments. For this graph, the average SNR 
was 17.0dB and the average capacity was 12.3 bits/s/Hz. From the black line, the 
maximum capacity assuming uncorrelated fading is 16.1 bits/s/Hz. The practical 
deployment therefore achieves a capacity that is 76.4% of the maximum achievable. 
The lost capacity can be attributed to non-Rayleigh fading and correlation in the H- 
matrix. To aid comparison, the average capacity assuming a fixed SNR of 16dB at
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each point along the route is also calculated (using the ray-traced H-matrix) [16]. 
Here the resulting capacity was 13.4 bits/s/Hz. This normalised value can be 
compared with the mathematical bounds for a 4x4 MIMO system in section 7.3.3. 
Mathematically, the expected capacity for this configuration was around 17 bits/s/Hz 
for uncorrelated Rayleigh fading and 7 bits/s/Hz for a non-faded AWGN channel. The 
real deployment fails to reach the 17 bits/s/Hz i.i.d Rayleigh bound but is significantly 
higher than the 7 bits/s/Hz AWGN level.
True S/N + Rayleigh H Matrix 
True S/N + True H matrix
i  20
400 6000 100 200 300 500 700 800 900
Point Number
Figure 7.18: Windowed Capacities fo r  route 1 (micro-MIMO, Ax=1.0A)
Figure 7.17 was obtained using an inter-element spacing of 0.5 wavelengths. The 
remainder of this section now explores the impact of inter-element spacing on 
capacity and MIMO efficiency. Figure 7.18 shows the capacities generated for a ULA 
with one wavelength inter-element spacing. Generally, for larger element spacings the 
observed decorrelation in the H-matrix should increase resulting in higher levels of 
capacity. However, larger arrays are more difficult to deploy and it is therefore useful 
to determine the smallest array size that offers good MIMO performance. A visual 
comparison of figures 7.17 and 7.18 shows a very similar level of capacity. 
Numerically, the average capacity is 13.0 bits/s/Hz and the theoretical bound is 15.0 
bits/s/Hz. These results in MIMO efficiency of 81.7%, which is slightly better than 
the 76.4% achieved using half wavelength spacings. The normalised capacity for an 
SNR of 16dB is 14.3 bits/s/Hz compared with 13.4 bits/s/Hz for the smaller array size.
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The data indicates that the larger array is indeed more effective at exploiting the 
MIMO channel; however the levels of increase may not justify its greater physical 
size.
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Figure 7.19: Windowed Capacities fo r  route 1 (micro-MIMO, Ax=0.1A)
Figure 7.19 now shows the same result for an inter-element array spacing of just 0.1 
wavelengths. Visually, the green line can now be seen to have fallen considerably 
below the black Rayleigh fading bound for most points in the route. Overall, the 
average capacity has fallen to 8.9 bits/s/Hz and the resulting MIMO efficiency is now 
54.6%, a significant drop from the earlier values. The normalised capacity for an SNR 
of 16 dB is now 9.5 bits/s/Hz, well below the theoretical value of 17 bits/s/Hz and 
approaching the AWGN value of 7 bits/s/Hz. This result indicates that such close 
inter-element spacings are inappropriate for MIMO communications since they fail to 
exploit the rich scatter present in a multipath channel.
Finally, to demonstrate the correct operation of the models, a final simulation was
performed with an inter-element spacing of 0.01 wavelengths. Although not
physically realisable, this experiment should generated almost perfectly correlated
fading in the H-matrix and therefore produces results that are in close alignment with
the mathematical perfectly correlated graphs of section 7.3.3. The results are shown in
figure 7.20. The capacity is now significantly reduced and rises only as a function of
SNR. The average capacity was 6.4 bits/s/Hz and this translates to a MIMO efficiency
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of 41.3%. The normalised capacity for an SNR of 16dB was just 7.1 bits/s/Hz, which 
is in agreement with the mathematical results shown in figure 7.11 for a 4x4 array in 
perfectly correlated Rayleigh fading.
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Figure 7.20: Windowed Capacities fo r  route 1 (micro-MIMO, Ax=0.01AJ
A second set of micro-MIMO data is described in Appendix C for the second route 
defined in figure 7.13. The results for both routes are summarised later in table 7.3.
The ray tracing results for various array dimensions have compared well with earlier 
mathematical studies. An array size of 0.5 wavelengths achieved a MIMO efficiency 
of 76.4%. Although a larger array with one wavelength element separation was shown 
to improve performance, the gain was not considered to be significant given the 
increased bulk of the arrays [17]. Reducing the array size to an inter-element spacing 
of 0.1 wavelengths resulted in a considerable drop in performance, achieving a MIMO 
efficiency of 54.6%. This result indicates that such compact arrays are not suitable for 
developing high capacity systems. Finally, a study using 0.01 wavelength spaced 
arrays was performed as an academic study. Here the results were seen to agree well 
with mathematical estimates assuming perfectly correlated Rayleigh fading. This 
result is pleasing since it confirms the correct operating o f the ray tracer and provides 
a strong physical link back to the earlier mathematical studies.
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7.5.2 M acro-M I MO
In this section the macro-MIMO results for four different array dimensions will be 
presented and discussed. The analysis procedure is identical to that used in section
7.3.1, the only difference being the AP elements are now distributed towards each 
comer of the room.
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Figure 7.21: True and Reference Instantaneous Capacities (macro-MIMO, Ax=0.5A)
Figures 7.21 shows the instantaneous MIMO capacity as a function of location along 
route #1 defined in figure 7.11. Generally speaking, the green line is now very close 
to the black line (indicated a high level of decorrelated fading in the ray traced 
results). The green line also closely follows the blue line, which indicates far less 
fluctuation in the received power over the route.
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Figure 7.22: Instantaneous & Windowed Power fo r  route 1 (macro-MIMO, Ax=0.5 A)
2000 100 300 400 500 600 700 800 900
Point Number
Figure 7.23: Windowed SNR fo r  route 1 (macro-MIMO, Ax=0.5A)
Figure 7.22 shows the instantaneous (equation 7.7) and windowed (equation 7.8) 
received power per element along the 920 sample route. The instantaneous value 
(green) can be seen to fluctuate from sample to sample, however the level of 
fluctuation is less than that seen for the micro-MIMO case (figure 7.15). The 
windowed power shown in figure 7.22 is now used to calculate the expected SNR at
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each point along the route (figure 7.23). As described earlier, the noise floor was 
located at -121 dBw [18]. For the macro-MIMO case the variation in SNR is less 
severe that in the micro-MIMO case. This is to be expected since the AP elements are 
now more evenly distributed around the room. For the chosen power levels and 
system configuration the SNR varies from 21 to 25dB.
True S/N + Rayleigh H Matrix 
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Figure 7.24: Windowed Capacity fo r  route 1 (macro-MIMO, Ax=0.5 A)
Using the SNR data from figure 7.23 together with the normalised H-matrix from the 
ray tracer equation 7.11 is now used to calculate the expected capacity for each point 
in the route. This capacity is shown using the green curve in figure 7.24. For 
illustrative purposes, the capacity assuming uncorrelated Rayleigh fading in the H- 
matrix (black curve) and a fixed SNR based on the route average (blue curve) are also 
shown. All three capacity estimates can be seen to closely follow the trends shown in 
the original instantaneous capacity plot (figure 7.21).
Unlike the micro-MIMO case, for most locations the practical capacity is now very 
close to the theoretical Rayleigh bound. The average capacity along the route is 
calculated for the green and black lines and tabulated in table 7.3 for all experiments. 
For this graph, the average SNR was 23.2dB and the average capacity was 23.7 
bits/s/Hz. From the black line, the maximum capacity assuming uncorrelated fading is 
26.1 bits/s/Hz. The practical deployment therefore achieves a capacity that is now
90.8% of the maximum achievable. This result is considerable better than the micro-
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MIMO case for identical transmit powers. To aid comparison, the average capacity 
assuming a fixed SNR of 16dB at each point along the route is also calculated (using 
the ray-traced H-matrix). Here the resulting capacity was 15.6 bits/s/Hz (also 
considerably better than the micro-MIMO case). This normalised value can be 
compared with the mathematical bounds for a 4x4 MIMO system in section 7.3.3. For 
the macro-MIMO configuration the normalised capacity is now very close to the 17 
bits/s/Hz i.i.d Rayleigh fading bound.
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Figure 7.25: Windowed Capacities fo r  route 1 (macro-MIMO, Ax=1.0A)
Figure 7.24 was obtained using an MT inter-element spacing of 0.5 wavelengths. The 
remainder of this section now explores the impact of MT inter-element spacing on 
capacity and macro-MIMO efficiency [19]. Figure 7.25 shows the capacities 
generated for an MT ULA with one wavelength inter-element spacing. Generally, for 
larger element spacings the observed decorrelation in the H-matrix is higher and this 
leads to better capacity. A visual comparison of figures 7.24 and 7.25 shows identical 
levels of capacity. The data indicates that the larger offers no benefit for this route 
study.
Figure 7.26 shows the macro-MIMO result for an MT inter-element array spacing of 
just 0.1 wavelengths. Visually, the green line can be seen to have fallen considerably 
below the black Rayleigh fading bound for all points in the route. Overall, the average
capacity has fallen to 17.8 bits/s/Hz and the resulting MIMO efficiency is now 68.7%,
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a significant drop from the earlier values. The normalised capacity for an SNR of 16 
dB is now 12.1 bits/s/Hz, which is considerably better than the equivalent micro- 
MIMO results of 9.5 bits/s/Hz. In the macro-MIMO case the AP elements remain 
decorrelated and this results in some degree of enhanced capacity even when the MT 
array spacings are close together.
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Figure 7.26: Windowed Capacities fo r  route I (macro-MIMO, Ax=0.1A)
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Figure 7.27: Windowed Capacities fo r  route 1 (macro-MIMO, Ax=0.01A)
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Finally, as in the micro-MIMO study, a final simulation was performed with an inter­
element spacing of 0.01 wavelengths. The results are shown in figure 7.27. The 
capacity is now significantly reduced. The average capacity is now 12.2 bits/s/Hz and 
the MIMO efficiency is just 47.1%. The normalised capacity for an SNR of 16dB is 
now 8.3 bits/s/Hz, which once again is approaching the mathematical results shown in 
figure 7.11 for a 4x4 array in perfectly correlated Rayleigh fading.
Appendix C includes a second set of results for the macro-MIMO configuration as the 
MT moves along the second route defined in figure 7.13. The results for micro and 
macro-MIMO along both routes are summarised in the following section.
7.5.3 Sum m ary o f  M icro/M acro MIMO Capacities for routes 1 & 2
The results from sections 7.5.1 and 7.5.2 together with the second set of route data 




















Ax=1.0 16.8 13.0 15.9 14.3 81.7%
Ax=0.5 17.0 12.3 16.1 13.4 76.4%
Ax=0.1 17.1 8.9 16.3 9.5 54.6%
Ax=0.01 16.5 6.4 15.5 7.1 41.3%
Macro Route 1
Ax=1.0 23.2 23.7 26.1 15.6 90.8%
Ax=0.5 23.2 23.7 26.1 15.6 90.8%
Ax=0.1 23.2 17.8 25.9 12.1 68.7%
Ax=0.01 23.2 12.2 25.9 8.3 47.1%
Micro Route 2
Ax=1.0 14.1 9.8 13.9 13.0 70.5%
Ax-0.5 14.3 9.5 14.1 12.3 67.4%
Ax=0.1 14.4 7.4 14.6 9.0 50.7%
Ax=0.01 14.4 6.0 14.1 7.2 42.6%
Macro Route 2
Ax=1.0 26.3 22.4 28.4 12.8 78.9%
Ajc=0.5 26.6 21.3 29.0 12.1 73.4%
Ax=0.1 26.9 15.3 29.3 8.8 52.2%
Ax=0.01 26.8 11.3 29.2 7.4 38.7%
Table 7.3: Summary o f  MIMO Route Capacity
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When analysing the data in table 7.3 it should be remembered that a SISO 
communication system has a normalised Rayleigh capacity of 4.6 bits/s/Hz at an SNR 
of 16 dB. Mathematically, assuming perfectly uncorrelated i.i.d Rayleigh fading in the 
H-matrix, a 4x4 MIMO configuration can increase this normalised capacity to 17.4 
bits/s/Hz (see figure 7.9). For perfectly correlated Rayleigh fading, the normalised 
capacity drops to just 7.0 bits/s/Hz (see figure 7.10). For inter-element array spacings 
of 0.5 wavelengths or higher, the ray traced data showed MIMO capacities within 70- 
90% of the ideal upper bound. For smaller array spacings at either the AP or MT, the 
normalised capacity was seen to drop towards the ideally correlated value.
From the data produced along route 1, the use of macro-MIMO can be seen to result 
in an approximate 6 dB improvement in average SNR (for the same fixed transmit 
power per element). The normalised capacity was also seen to increase by around 
16% when macro-MIMO was applied. More significantly, relative to micro-MIMO, 
the average capacity along the route is increased by 62% using macro-MIMO. The 
second route showed an even higher gain in average SNR. Here the improvement of 
macro-MIMO was more than 12 dB. The normalised capacity actually dropped by 1% 
with macro-MIMO along this route. However, when the gain in SNR is considered, 
the overall MIMO capacity was seen to rise by 105%.
As an alternative to large capacity gains, the use of macro-MIMO could be used as an 
effective method for reducing the transmit power required for a given capacity level. 
Given health concerns for indoor communications, this benefit could be of 
considerable future interest.
7.6 G rid Based M IM O  C apacity R esults using U L A s
In this section the MIMO analysis is now performed again over a grid covering the 
entire floor space of figure 7.13 [20]. For each grid location, the H-matrix is predicted 
for one of two 4x4 antenna structures. As in section 7.3, the micro-MIMO 
configuration (with 0.5 wavelength spacing) is compared directly to the macro-MIMO 
case (with 0.5 wavelength spacing at the MT).
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7.6.1 M icro-M IM O  Study
Figure 7.28 shows the distribution of received power in dBm for the micro-MIMO 
case. Power is seen to peak in close vicinity to the transmit antenna, which is located 
in the bottom left-hand comer of the room. Due to the presence of tables, walls and 
doors, the flow of power shows a number of distinct fluctuations. Power drops sharply 
in the shadow region behind the tables. In the far comer the received power is around 
30dB below the peaks observed in close vicinity to the transmit array. No transmit 
power control is assumed in this study; hence areas of low field strength result in low 
levels of SNR (and subsequently low capacity) [21]. Figure 7.29 maps the received 
power to SNR based on the calculation of noise power using parameters given earlier 
in table 7.2. With the micro configuration, the distribution of power and SNR is 
clearly biased to the comer containing the transmit array. MIMO capacity depends on 
SNR and scatter within the H-matrix. In areas of strong line-of-sight, although the 
SNR is high, the scatter is likely to be low. Similarly, in areas of weak SNR, the 




Figure 7.28: Received power gridfor a 4x4 micro-MIMO configuration
For each grid point, the simulated H-matrix and the predicted SNR is fed into the 
Foschini equation to compute the MIMO capacity bound. The resulting capacities are 
shown in figure 7.30.
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SNR Grid
x-axis
Figure 7.29: Received SNR grid fo r  a 4x4 micro-MIMO configuration
Large capacity is seen in the vicinity of the transmitter and this implies that from a 
capacity viewpoint, the large SNR dominates over the low levels o f scatter. However, 
for this capacity to be exploited in practice very high levels of modulation are 
required. Generally, in the far side o f the room the overall capacity seems to be lower. 
The average capacity over the entire grid is 23.9 bits/s/Hz.
Average Capacity Grid
x-axis
Figure 7.30: Average capacity grid fo r  a 4x4 micro-MIMO configuration
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Normalised Capacity Grid (SNR=16dB)
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Figure 7.31: Normalised capacity gridfor a 4x4 micro-MIMO configuration
To achieve a fair comparison, all the MIMO results in this chapter were obtained for a 
fixed level of transmit power. However, many authors overcome this problem by 
analysing the capacity for a fixed level of SNR [22]. It is common to fix the SNR at a 
desirable operating level (the idea here is that power control would be used to ensure a 
common target SNR is achieved at all points in the grid). In this study a fixed SNR of 
16dB is achieved by varying the transmit point for each receive location. Figure 7.31 
now shows a very different capacity picture to that seen in figure 7.30. With a fixed 
level of SNR, capacity variations are now a function of scattering and decorrelation in 
the channel. The highest capacities are now seen in the more distant non-line-of-sight 
locations at the far side of the room. This demonstrates that for a fixed SNR, locations 
in the far side of the room (from the transmitter) have a greater potential for MIMO 
capacity gain. Close to the transmitter, the received signals are dominated by the line- 
of-sight components and hence the fast fading is minimal (high K-factor) and the 
spatial correlation is high. The average normalised capacity is 12.8 bits/s/Hz.
In chapter 2 the MIMO channel capacity was seen to be related to the product HH' ,
where (.)' represents the conjugate transpose. The Foschini capacity is derived from
the sum of the individual Shannon capacity estimates for each of the Eigenvalues of
HH' . These Eigenvalues give the power of each of the N  orthogonal spatial channels;
where N=m\n{Nh Nr). For an H-matrix resulting in N  strong Eigenvalues, the matrix is
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defined as full rank (in this thesis a strong Eigenvalue is one that lies within lOdB of 
the maximum). For channels with reduced scattering or correlation, a number of the 
Eigenvalues become weak and the H-matrix is referred to as rank deficient. Clearly, 
as the Eigenvalues o f h h ' become weaker, the total capacity will drop. In the 
remainder of this chapter, the capacity of micro and macro MIMO channels are 
analysed via a graphical depiction o f the Eigen structure (namely Rank and 
Eigenvalue spread). It should be noted that in many MIMO papers the singular values 
of H are calculated instead of the Eigenvalue of HH'. Mathematically it is well known 
that these singular values are simply the square root of the above Eigenvalues.
Figure 7.32 shows a grid plot of the number of Eigenvalues within 10 dB of the 
maximum. This parameter is sometimes referred to as effective rank [23] and the 
capacity is greater for channels with high rank. For a 4x4 channel matrix the 
maximum rank is four.
Number of Eigenvalues within 10dB of Max
y-axis
x-axis
Figure 7.32: Effective rank fo r  a 4x4 micro-MIMO configuration
From figure 7.32 this highest level of rank is seen just once, on the far side of the 
room in a location obstructed by the table. Rank is at its lowest for areas in direct line- 
of-sight from the transmitter. This figure shows the room is split into two regions, one 
where MIMO gain will be high (the high rank areas) and another where the MIMO 
gain will be minimal (areas with a rank of one).
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Figure 7.33: Eigenvalue spreadfor a 4x4 micro-MIMO configuration
Another useful indicator of MIMO channel capacity is the Eigenvalue spread [24], 
which is defined as the largest Eigenvalue divided by the lowest Eigenvalue. This 
measure is shown in Figure 7.33. Generally, capacity is lower for locations with high 
Eigenvalue spread (since the Eigenvalues are directly related to the power of the 
spatial channels created by a MIMO system).
Generally, the Eigenvalue spread is at its lowest in the regions corresponding to high 
rank. Areas having low rank clearly result in large Eigenvalue spreads. The highest 
spreads are seen directly around the transmitter and in the comer adjacent to the 
transmitter.
7.6.2 M acro-M IM O  Study
Here the MIMO analysis of section 7.6.1 is repeated for the macro-MIMO 
configuration. The aim is to explore whether macro-MIMO is more desirable for an 
indoor communications system. The transmitter is now reconfigured with a single 
transmit element placed near each comer of the room.
Figure 7.34 shows the distribution of received power in dBm for the macro-MIMO 
case. The receive array is a ULA with half wavelength spacing. The power 
distribution is now very different to the micro-MIMO case seen in figure 7.28.
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Figure 7.35: Received SNR grid fo r  a 4x4 macro-MIMO configuration
Figure 7.35 maps the received power to SNR based on knowledge of the receive 
bandwidth, temperature and noise figure. Using the macro configuration, the power is 
now far more evenly distributed over the floor space (compared with the micro case). 
For a fixed transmit power, the distribution of SNR is also more even in the macro 
case. The main drawback with macro-MIMO is the potential dominance from one
2 0 2
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Figure 7.36: Received capacity grid fo r  a 4x4 macro-MIMO configuration




Figure 7.37: Normalised capacity grid fo r  a 4x4 macro-MIMO configuration
The resulting macro MIMO capacity grid is shown in figure 7.36. Large capacities are 
seen to occur in the four comers (because of large values of SNR). However, there are 
a number of regions in the room that also show high levels o f capacity and this is most
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likely due to high degrees of scatter. The average capacity over the entire grid is 32.3 
bits/s/Hz (which compares favourably with the micro capacity of 23.9 bits/s/Hz).
Figure 7.37 shows the resulting capacity for a normalised SNR of 16 dB. The plot 
shows a far more even level of capacity distribution throughout the environment. 
Interestingly, even in the comers (near a transmit element) the normalised capacity is 
high and this implies the H-matrix retains a reasonable degree of scatter. The average 
normalised capacity over the grid area is 15.4 bits/s/Hz (compared with 12.8 
bits/s/Hz).
Figure 7.38 shows a grid plot o f the number of Eigenvalues within 10 dB of the 
maximum. The highest value of effective rank is 3 and the rank appears at its highest 
in the top half of the room. Compared to the micro-MIMO rank plot (figure 7.14-7.20) 
the locations of high rank are far more evenly distributed and this should greatly ease 
the design of an appropriate modulation and coding waveform [25].
Finally, Figure 7.39 shows the Eigenvalue spread. Unlike the micro-MIMO case, the 
Eigenvalue spread is now high in all the comers due to the use of distributed antennas.
Number of Eigenvalues within 10dB of Max
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Figure 7.38: Effective rank fo r  a 4x4 macro-MIMO configuration
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Figure 7.39: Eigenvalue spreadfor a 4x4 macro-MIMO configuration
Generally, the Eigenvalue spread is at its lowest in the middle of the room where the 
scatter is at its highest (hence maintaining a high degree of power in the lowest 
Eigenvalue). The Eigenvalue spread is at its highest in the comers o f the room, where 
the dominant line-of-sight tends to concentrate power into a single Eigenvalue.
Overall, the macro-MIMO capacity is higher for both the normalised and un­
normalised cases. In the normalised case, the average capacity is increased from 12.8 
to 15.4 bits/s/Hz. This implied that macro-MIMO not only improved the distribution 
of power, but also the distribution of scatter and correlation. In the un-normalised case 
the micro-MIMO capacity was shown to improve from 23.9 to 32.3 bits/s/Hz. This 
substantial gain is largely due to the better distribution of power over the floor space.
7.7 Sum m ary
A theoretical capacity analysis for SISO and MIMO communication systems has been 
presented for perfectly uncorrelated and correlated Rayleigh and Rician fading 
channels. The results confirm that MIMO communications systems can actually 
improve the theoretical capacity in a rich scatter environment, providing the fading 
over the array is uncorrelated. For correlated MIMO channels, the capacity drops with 
increasing scatter (although the absolute capacity is still superior to the SISO case).
205
Ray Tracing Coverage and Capacity Studies fo r SISO and MIMO Communication Systems
For an SNR ratio of 16 dB, a SISO system was seen to offer a theoretical capacity of
4.6 bits/s/Hz in Rayleigh fading conditions. A 2x2 MIMO system improved this value 
to around 8.5 bits/s/Hz in uncorrelated fading (dropping to just over 6 bits/s/Hz in 
correlated fading). A 4x4 MIMO system offers around 18 bits/s/Hz in uncorrelated 
fading (dropping to around 7 bits/s/Hz in correlated fading).
This analysis confirms that MIMO processing is a powerful method for enhancing 
capacity (or reducing the S/N required to achieve a given capacity). For the method to 
be most effective it is important for the fading to be decorrelated and for the arrays to 
be placed in a rich scatter environment. A macro-MIMO configuration was shown to 
outperform a micro-MIMO configuration for the specific environment studied. Close 
inter-element spacings were shown to reduce MIMO capacity through the generation 
of correlation fading in the H-matrix. Inter-element spacings of around 0.5 
wavelengths offer a good compromise between MIMO capacity and physical bulk.
From the grid studies, the macro-MIMO capacity was shown to be higher for both the 
normalised and un-normalised cases. In the normalised case, the average capacity 
increased from 12.8 to 15.4 bits/s/Hz. In the un-normalised case, the use of macro- 
MIMO improved capacity from 23.9 to 32.3 bits/s/Hz. The benefits of macro-MIMO 
were also visually demonstrated using Eigen analysis.
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Chapter 8: Conclusions and Further Work
8.1 Introduction
The thesis has explored a range of methods for enhancing the quality of indoor 
wireless communications either from an in-building access point or from a distant 
High Altitude Platform (HAP). Highlights of the work include:
• The development of a novel deterministic propagation model for analysing field 
strength and multipath statistics in an indoor environment;
• A detailed analysis of diversity and diversity combining strategies for indoor 
communications at 11 GHz and 17 GHz;
• A comparison of sectorised and beam-switched solutions for indoor 
communications at 11 GHz and 17 GHz;
• The use of an array of virtual transmitter antennas to emulated propagation from a 
distant HAP at any elevation angle;
• A detailed analysis of W-CDMA coverage at 2GHz (with and without space 
diversity at the terminal) given transmission from a distant HAP;
• A theoretical (including ideally correlated and uncorrelated scatter components) 
and ray-model based analysis and comparison of capacity for MIMO 
communications;
• A comparison of micro and macro MIMO capacity (for various antenna spacings) 
over practical indoor communication channels at 5 GHz;
• A site specific grid based analysis of the effective rank and Eigen-structure of the 
H -matrix for micro and macro-MIMO configurations.
The fundamentals of radiowave propagation theory were introduced in chapter 2. This 
chapter also demonstrated the theoretical capacity gains (assuming ideal and 
independently distributed Rayleigh fading) using multiple antenna elements at the 
transmitter and receiver. The development of the ray model for indoor use was 
described in chapter 3. All subsequent propagation and system analysis made use of
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this newly developed ray tracing engine (or specially enhanced versions for HAP and 
MIMO analysis). The initial ray model was limited to the prediction of normalised 
path loss for omni directional antennas. The model was enhanced in chapter 3 to 
support directional antennas in addition to sectorised or beam switched antennas at the 
access point. The electromagnetics was also improved to provide field strength and 
power predictions for any transmit power, antenna gain pattern and operating 
frequency. Space, frequency, pattern and polarisation diversity were analysed in 
chapter 4 to enhance the communications quality of the indoor link. The work was 
further extended in chapter 5 to consider sectorised and beam switched antenna 
systems. Chapter 6 described modifications to the ray model to enable indoor 
coverage prediction from a distant (HAP). The modification made use of a unique 
array of virtual transmitters placed around the building under test. The extended 
model was then used to analyse indoor W-CDMA coverage at 2 GHz as a function of 
EIRP at the HAP and with space diversity at the mobile terminal. Finally chapter 7 
was dedicated to the application of MIMO in an indoor environment. As well as 
providing theoretical capacity estimates for ideally correlated and uncorrelated fading 
channels, the ray model was further extended to analyse MIMO capacity as a function 
of antenna configuration and practical propagation conditions at 5GHz. The chapter 
also introduce the concepts of micro-macro MIMO systems and analysed and 
compared the performance of the micro and macro configurations for an example 
office structure. The work demonstrated the superior coverage and capacity potential 
of macro-MIMO configurations in the indoor environment.
8.2 Propagation T heory and C hannel C apacity
The propagation environment plays an important role in the performance of any radio 
communication system. In chapter 2 the basics of propagation theory was introduced 
and parameters such as spreading loss, fast fading, K-factor and shadowing were 
introduced. The use of MIMO was first introduced in chapter 2 together with the well 
known Shannon and Foschini capacity bounds. MIMO was shown to enhance the 
capacity significantly in a rich scatter or multipath environment. For a single transmit 
and receive antenna configuration, the capacity was shown to be a simple function of 
the signal to noise ratio. However, in the case of multiple antenna systems, the
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capacity was now seen to be a function of the signal to noise ratio, the degree of 
scattering in the communication channel and the number of antenna elements at both 
ends of the link. The motivation to develop an indoor propagation model was fuelled 
by the desire to generate MIMO capacity estimates from deterministic environments 
and antenna geometries (rather than ideal mathematical distributions).
8.3 R ay T racing P rincip les and T echniques
A novel propagation prediction tool was developed based on a combination of two 
specific modules, 1) Ray Tracing and 2) Field Reconstruction. By launching two 
dimensional uniformly spaced rays inside an environment and then tracing these rays 
as they reflect and transmit throughout the environment, the various multipaths 
linking the transmitter and receiver were identified.
In chapter 3 the basic elements of the ray tracing process were discussed, including 
the mathematics behind the transmission and reflection process. Issues such as 
polarisation modelling also considered. Received power and signal to noise ratio were 
predicted at the end of chapter 3 for a 5GHz indoor transmission system. This analysis 
made use of the theory defined in chapter 2 to provide results in the form of 
normalised field strength and received power for a given transmit power and antenna 
gain.
8.4 D iversity C om bining and G eneration
Wireless communications were shown to suffer from fast fading (chapter 2) and this 
can seriously disrupt the quality of the radio link (particularly in non-line-of-sight 
locations). Diversity represents a common technique for mitigating the effects of fast 
fading in a radio environment. The principles of diversity combining have been 
known for many decades. Three main methods of diversity signal generation were 
considered: i) two or more spaced antennas, ii) two orthogonally polarised antennas 
and iii) the use of two or more frequencies.
The probability of experiencing deep signal fades on all diversity branches at the same
time was shown to be low providing the fast fading on each branch is uncorrelated.
For diversity to be fully effective, the mean signal strength on all branches also
needed to be similar. Using the indoor ray model discussed in chapter 3, field strength
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prediction grids were generated to enable a diversity combining study to be 
performed. Results were produced for different frequencies, polarisations, antenna 
spacings and receiver locations. Three diversity combining strategies were 
considered: i) switched diversity, ii) equal gain amplitude combining and iii) equal 
gain vector combining.
Based on the diversity gains quoted in chapter 5, the three diversity combining 




Polarisation and space diversity achieved similar diversity performances, with EG-AC 
resulting in a diversity gain in the 7-9 dB range. The choice between these two 
schemes depends on the fading decorrelation and the choice of reference antenna. 
With closely spaced antennas, polarisation diversity will result in superior 
performance. However, when large antenna spacings are used, space diversity will 
offer superior performance in all environments other than those that result in strongly 
polarised signals with similar branch powers.
Polarisation and frequency diversity have the major advantage of offering compact 
solutions (since spaced antennas are not required). This advantage may be particularly 
important for hand-held portable terminals. While frequency diversity gains are 
impressive (assuming spacings beyond the channel coherence bandwidth), the method 
is not spectrally efficient since twice the operating bandwidth is required (assuming 
two-branch combining). Hence, given the importance of spectrum efficiency, 
frequency diversity is not likely to be viable for most indoor applications.
The three diversity combining strategies can also be ranked based on the results 
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While equal gain combining offers the best performance, the method is expected to be 
more expensive to implement. Hence, for cost sensitive applications, the more simple 
switched solution may be more appropriate, despite its lower performance.
For space diversity, the results showed that antenna spacing at the transmitter or 
receiver is important when determining the expected diversity gain. Generally 
speaking, receiver diversity is easier to implement since combining decisions can be 
made locally in the receiving radio. For transmitter diversity, information from the 
receiver must be sent back to the transmitter to support the combining process. One 
exception is short-range radio systems using time division duplex. For these systems, 
channel reciprocity can be exploited with the transmit diversity combining process 
based on the channel estimate from the received signal. For closely spaced antennas, 
the fast fading is correlated and little diversity gain can be generated. In the different 
environments, such as those considered in these studies, for antenna spacings of 7J2 
and higher, significant decorrelation, and hence significant diversity gain, can be 
achieved.
Fast fading correlation statistics are also important when determining the expected 
diversity gain using frequency diversity. When the frequency spacing is less than the 
coherence bandwidth, the fast fading is correlated and little diversity gain is seen. 
However, for larger frequency spacings the fading becomes decorrelated and the full 
diversity gain is seen.
8.5 Sectorised and beam  sw itched antennas
Chapter 5 considers field strength prediction for high frequency indoor 
communications at 17 GHz using directional antennas at the basestation and 2 branch 
spaced antenna diversity at the terminal. Detailed propagation information is 
generated using the ray-tracing propagation tool described in chapter 3. As a 
performance benchmark, initial field strength predictions were generated for omni­
directional basestation and terminal antennas. Downlink performance was seen to 
improve with the use of 2 branch spaced antenna diversity at the terminal. Factors 
such as antenna spacing and the choice o f diversity combining algorithm also had an 
impact on performance. At the basestation, a novel 3 branch phased array beam 
pattern diversity system was compared with an ideal six branch sectorised antenna.
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For each configuration, detailed propagation studies were performed to determine the 
relative (compared to omni-directional antennas) coverage improvement over the 
entire environment. Results indicated that the use of space diversity at the terminal 
could improve the expected coverage by as much as 10.7dB. Beam pattern and sector 
switching arrangements at the basestation resulted in a 7.2-10.4dB improvement. The 
most impressive gains were observed using directional antennas at the basestation and 
spaced antenna diversity at the terminal. Here, gains of 17.2dB and 19.4dB were 
observed for 3 (beam pattern) and 6 (sectorised) branch systems respectively at the 
basestation.
8.6 H igh A ltitude P latform s
The creation of a HAP-to-indoor coverage model formed a major and novel part of 
the work performed in this thesis. Traditionally, given the vast separation distance 
between the HAP and the mobile terminal, ray-launching methods have been veiy 
difficult to apply.
In chapter 6 two methods were introduced to simulate indoor reception from an 
overhead or offset High Altitude Platform (HAP). The first method represented a 
sub-optimum approximation and required minimal changes to the original ray tracing 
code. This simplified method assumed that losses could be split into three basic 
multiplicative effects: Free Space Path loss, material loss and fast fading loss. The 
existing ray tracing software correctly computes material loss. However, fast fading 
loss (which requires accurate angle distributions) and spreading loss can only be 
correctly modelled if the distance to the transmitter is accurately modelled. To 
overcome this problem, the average spreading loss from a single virtual transmitter 
was removed (by division), and the true spreading loss from the HAP added (by 
multiplication). The second and far more accurate method placed an array of virtual 
transmitters around the building under test. Rays were launched from this array to 
emulate the launching of rays from a distant HAP. Field strength grids were produced 
and compared with the simplified technique. Results from the first method (where the 
field strength prediction was made using a single virtual transmitter placed just above 
the building structure and the distance dependent free space path loss was adjusted to 
a value based on the true terminal-HAP separation distance) were shown to produce
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an accurate mean power prediction. However factors such as fast fading and spatial 
multipath were not correctly modelled, and this was graphically demonstrated by 
comparing predictions with the second, more accurate method. The cause of error in 
the first technique was traced to vertical wall reflections resulting from the incorrect 
launch angles when a low mounted launch site was used to approximate the distant 
HAP. When ray tracing from a single virtual transmitter, it is not possible to recreate 
plane waves accurately.
The second HAP modelling technique used an array of virtual transmitters, each 
launching a single ray at an angle corresponding to the equivalent that would have 
been sent from the HAP. This method allowed the HAP to be simulated at any angle 
in the sky and not just directly above the building. The method correctly modelled the 
near parallel waves expected, and also confined the analysis to a small grid 
surrounding the indoor environment (thus easing memory and run time computing 
constraints). For both techniques indoor coverage grids were produced and a 
statistical analysis of the modelled results performed.
Finally, a detailed analysis of indoor HAP coverage in the 2GHz UMTS band using 
the newly modified ray model was performed. Indoor coverage results were generated 
with and without space diversity at the user terminal. The analysis assumed a 1km 
radius spot beam, a 3G compatible operating bandwidth of 4MHz and 90% in­
building area coverage. The link budget analysis showed that high quality indoor 
coverage from a HAP was indeed possible at UMTS frequencies. In particular, the use 
of space diversity at the terminal was shown to reduced the HAP transmit power from 
2.15 watts to 0.84 watts. An area coverage of 99% was shown to require unreasonably 
high transmit powers at larger bandwidths (due to the large margin required) even 
with diversity at the terminal.
8.7 M IM O  C om m unications
Multiple antennas located at the transmitter and receiver have the potential to increase 
significantly wireless communication capacity but only if the multipath scattering 
environment is rich enough. In chapter 7 a theoretical capacity analysis was 
performed for SISO and MIMO communications assuming perfectly uncorrelated and 
perfectly correlated Rayleigh/Rician fading. The results confirmed that MIMO
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communications systems improve the theoretical capacity in a rich scatter 
environment, providing the fading over the array is uncorrelated. For fully correlated 
MIMO channels, the capacity was seen to drop with increasing scatter (although the 
absolute capacity was still superior to the SISO case).
For an SNR ratio of 16 dB, a SISO system was seen to offer a theoretical capacity of
4.6 bits/s/Hz in Rayleigh fading conditions. A 2x2 MIMO system improved this value 
to around 8.5 bits/s/Hz in uncorrelated fading (dropping to just over 6 bits/s/Hz in 
correlated fading). A 4x4 MIMO system offers around 18 bits/s/Hz in uncorrelated 
fading (dropping to around 7 bits/s/Hz in fully correlated fading).
This analysis confirmed that MIMO processing is a powerful method for enhancing 
capacity (or reducing the S/N required to achieve a given capacity). For the method to 
be most effective it is important for the fading to be decorrelated and for the arrays to 
be placed in a rich scatter environment. Using a modified version of the ray tracing 
model, the channel matrix was predicted for two 4x4 MIMO configurations (the first 
being a standard micro-MIMO configuration while the second, referred to as macro- 
MIMO, distributed the AP antennas towards each comer of the room). For each point 
in a chosen route and also throughout the whole environment the theoretical capacity 
bound was analysed and compared with the case of ideal and independently 
distributed Rayleigh fading. For the first route, the use of macro-MIMO was seen to 
result in an approximate 6 dB improvement in average SNR (for the same fixed 
transmit power per element). The normalised capacity was also seen to increase by 
around 16% when macro-MIMO was applied. More significantly, relative to micro- 
MIMO, the average capacity along the route increased by 62% using macro-MIMO. 
The second route showed an even higher gain in average SNR. Here the improvement 
of macro-MIMO was more than 12 dB. The normalised capacity actually dropped by 
1% with macro-MIMO along this route. However, when the gain in SNR is 
considered, the overall MIMO capacity was seen to rise by 105%.
As an alternative to large capacity gains, the use of macro-MIMO could be used as an 
effective method for reducing the transmit power required for a given capacity level. 
Given health concerns for indoor communications, this benefit could be of 
considerable future interest.
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For all MIMO systems, close inter-element spacings were shown to reduce MIMO 
capacity through the generation of correlated fading in the H-matrix. An inter-element 
spacing of around 0.5 wavelengths was shown to offer a good compromise between 
MIMO capacity and physical bulk.
The structure of the link matrix was analysed at each point in the grid by calculating 
the effective rank and Eigen-structure. The rank of the matrix can be used as an 
indicator of potential capacity. For rich scatter locations, the effective rank of the 
matrix was high and approached the number of transmit antennas. However, for 
locations with a dominant multipath the rank was seen to collapse. Generally, 
Eigenvalue spread was at its lowest in high scatter areas and showed high values 
where line-of-sight propagation tended to concentrate power into a single Eigenvalue. 
The total environment studies highlighted the benefits of macro-MIMO as a method 
of more evenly distributing power over the floor space. The results also showed that 
macro-MIMO maintained high rank and low Eigenvalue spread over the majority of 
the floor space.
From the total environment studies, the macro-MIMO capacity was shown to be 
higher for both the normalised and un-normalised SNR cases. In the normalised SNR 
case, the average capacity increased from 12.8 to 15.4 bits/s/Hz. In the un-normalised 
SNR case, the use of macro-MIMO improved capacity from 23.9 to 32.3 bits/s/Hz.
8.8 Future W ork
The following areas have been identified as potential areas for further work:
■ Perform indoor field strength measurements at a number of centre frequencies;
■ Measure spatial, spectral and polarisation correlations;
■ Measure material parameters at frequencies of interest;
■ Model broadband effects such as RMS delay spread and coherence bandwidth in 
Outdoor - Indoor environments and vice versa;
■ Enhance ray model to support a 3-D environment;
■ Incorporation of diffraction model;
■ Simulate MIMO physical layer and explore receiver complexity;
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The first three points are based around a number of detailed measurements that could 
be performed to support the theoretical and simulation work described in this thesis. 
Ideally wideband measurements (enabling signal strength and RMS delay spread to be 
obtained) at two or more carrier frequencies would be performed. Spatial and spectral 
correlation measurements could be used to confirm the antenna and frequency 
spacings required to generate uncorrelated signals suitable for diversity combining. 
Measurements should also concentrate on determining typical attenuation levels 
through realistic building structures at the frequencies of interest. This data could be 
used to estimate the conductivity of the materials under test. This information would 
then be used to improve the accuracy of the propagation model.
Measurements using two antennas (spaced or dual polarised) would allow practical 
diversity gains to be generated by analysing the measured data. In addition to 
confirming the levels of diversity gain that are possible, measurements for each 
branch could be used to validate the accuracy of the prediction tool.
The ray model could be extended to support 3-D environments. This would enable the 
impact of height (both at the mobile terminal and access point) to be evaluated.
Finally, simulation work could be performed to analyse the physical layer 
performance of a MIMO communication system. Using channel data obtained from 
the ray model, simulated data transmissions could be used to determine the 
performance of a range of space time coded and spatially multiplexed solutions. In 
addition to quantifying the capacity for each scheme relative to the theoretical bound, 
the complexity of the required transmitters and receivers should also be studied and 
compared.
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Appendix A: Boundary Analysis
A .l V ertical an d  H orizon ta l B oundaries
In this section the ray interactions with vertical and horizontal boundaries are 
described. The analysis is broken down into four quadrants, with transmission and 
reflection possible in each case depending on permittivity values at the interface.
A. 1,1 R elationsh ip  betw een ang , al an d  alfa
Internally within the ray-tracing algorithm three different angles (ang , a l  and a l f a )  
are used to describe the direction in which a ray travels. These three angles are 
required to support full four-quadrant angle analysis. The following sections describe 
the relationship between a l  and a l f a  given the four-quadrant ray direction, ang .
A .1.1.1 Ang in Q uadran t 1
The simplest case occurs when an g  lies in quadrant 1 (90<<J><0). In this case, a l f a  
and a l  are simply assigned the same value as ang , as shown in figure A.l below. 
This result is summarised in the table below, assuming a n g  travels at an angle, <j>, 
defined in an anticlockwise direction from the x-axis.
y
alfa
Q u ad ran t 1
V a l u e
a n g
al fa
Figure A .l: Definition o f al and alfa when ang lies in quadrant 1
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A .1.1.2 Ang in Q uadran t 2
Figure A.2 below shows a l  and a l f a  when a n g  lies in quadrant 2 ( 180<<()<90). In 
this case, a l f a  is obtained by mapping a n g  back into the first quadrant using the 
equation, a l f  a=180-Ang. The variable a l  is obtained from the equation 180+ang. 
The angles are summarised in the table below, assuming a n g  travels at an angle, (|>, 




A n g l e
a n g
al fa
Figure A.2: Definition o f al and alfa when ang lies in quadrant 2 
A .1.1.3 Ang in Q uadran t 3
Figure A.3 shows a l  and a l f a  when a n g  lies in quadrant 3 (270<<|)< 180). In this 
case, a l f a  is obtained by mapping a n g  back into the first quadrant using the 
equation, a lfa = an g -1 8 0 . In this quadrant a l  has the same value as an g . These 
angles are summarised in the table shown in figure A.3, assuming a n g  travels at an 
angle, <j), defined in an anticlockwise direction from the x-axis.
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y
(f> - 7 1
a n g
V a l u eA n g l e
a n g
a lfa
Figure A.3: Definition o f  al and alfa when ang lies in quadrant 3 
A .l.1.4 Ang in Q uadran t 4
Finally figure A.4 defines a l  and a l f a  when an g  lies in quadrant 4 (360<<j)<270). 
In this case, a l f a  is obtained by mapping an g  back into the first quadrant using the 
equation, a l f  a=360-ang. The variable a l  has the same value as ang . These angles 




A n g l e
a n g
V a l u e
a l f a 21 1 -
Figure A.4: Definition o f  al and alfa when ang lies in quadrant 4
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A .1.2 Sim ulation o f  T ransm ission or R eflection
As mentioned previously, depending of the change in permittivity the ray may be 
transmitted and/or reflected. The permittivity of the first environment is denoted by 
ei and the second environment by e2. The following cases now apply.
A .2 B oundary A nalysis  
A .2.1 V ertical boundary, the case o f  e2 <ej
As the ray travels through the environment, the permittivity of the previous cell is 
denoted by the variable ej, while the permittivity of the current cell is denoted by the 
variable e2. When e2< ej the ray has encountered a boundary in the transmission 
medium and the signal will be transmitted, otherwise the ray will be reflected. The 
program now enters one of four cases, depending on the direction of the incident ray. 
The geometry for each of the four cases in now summarised under the assumption that 
the transmit ray travels at the same angle as the incident ray.
A.2.1.1 Geometry Case 1
In case 1 the incident ray is assumed to travel at an angle in the first quadrant. Figure 
A. 5 shows the geometry associated with this vertical interaction. The incident ray 
(blue) travels in the direction of quadrant 1. The reflected ray travels in quadrant 2 
while the transmitted ray travels in quadrant 1.
Figure A.5 shows the incident ray in quadrant one interacting with a vertical 
boundary. The ray is travelling upwards ( iy = l)  and to the right ( ix = l), i.e. the 
incident angle, ang , lies in the range 0 < a  < 90 degrees. Based on the material 
properties of the media, the direction of the transmitted and reflected rays can be 
calculated. Internally, four quadrant trigonometric functions are required in these 
calculations. To overcome this limitation, two further angles are defined, denoted by 
the variables a l  and a l f a  (see section A. 1.1).
2 2 2






Incident (source) Image source
Figure A.5: transmission and reflection at a vertical boundary: case l(ix=l, iy=l)
The angle of incidence is denoted by a n g  and using a knowledge of the material 
characteristics at the boundary the transmission angle, t t ,  is calculated. This angle is 
then mapped to p - > a l f  a ,  the first quadrant version of the angle after the boundary 
interaction. Next, using table A.l,  the angles p - > a l ,  p - > a n g  and a n g  (reflected 
angle after interaction) are calculated.
Angle Equation Value Notes
Ang 30 degrees Incident angle
Alfa Figure A.6 30 degrees Quadrant mapped incident angle
tt 30 degrees Quadrant 1 transmission angle
p->alfa tt 30 degrees Stored quadrant 1 transmission angle
p->al p->alfa 30 degrees Intermediate angle
p->ang p->al 30 degrees Transmission angle (green line in figure A .5)
Ang 180-alfa 150 degrees Reflection Angle (red line in figure A.5)
Table A .l: Angle table fo r  case 1
A.2.1.2 G eom etry Case 2
In case 2 the incident ray is assumed to travel at an angle in the second quadrant. 
Figure A.6 shows the geometry associated with this vertical interaction. The incident
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ray (blue) travels in the direction of quadrant 2. The reflected ray travels in quadrant 
3 while the transmitted ray travels in quadrant 2.
Angle Equation Value Notes
Ang 150 degrees Incident angle
alfa Figure A .7 30 degrees Quadrant mapped incident angle
tt 30 degrees Quadrant 1 transmission angle
p->alfa tt 30 degrees Stored quadrant 1 transmission angle
p->al -p->alfa 330 degrees Intermediate angle
p->ang 180-p->alfa 150 degrees Transmission angle (green line in figure A .5)
Ang Alfa 30 degrees Reflection Angle (red line in figure A .5)
Table A.2: Angle table fo r  case 2
Figure A.6 shows the incident ray in quadrant two interacting with a vertical 
boundary. The ray is travelling upwards (iy= l) and to the left (ix=-l), i.e. the incident 
angle, ang , lies in the range 90 < a  < 180 degrees. Table A.2 defines the angles 
before and after the interaction.
ReflectionTransmit
ix = l , iy = l
150°
Incident (source)Image source
Figure A.6: transmission and reflection at a vertical boundary: case 2(ix=-l, iy=l) 
A.2.1.3 G eom etry Case 3
In case 3 the incident ray is assumed to travel at an angle in the third quadrant. Figure 
A.7 shows the geometry associated with this vertical interaction. The incident ray
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(blue) travels in the direction of quadrant 3. The reflected ray travels in quadrant 4 
while the transmitted ray travels in quadrant 3.
Angle Equation Value Notes
ang 210 degrees Incident angle
alfa Figure A .8 30 degrees Quadrant mapped incident angle
tt 30 degrees Quadrant 1 transmission angle
p->alfa tt 30 degrees Stored quadrant 1 transmission angle
p->al p->alfa 30 degrees Intermediate angle
p->ang -180+p-
>alfa
210 degrees Transmission angle (green line in figure A.5)
ang -alfa 330 degrees Reflection Angle (red line in figure A.5)
Table A.3: Angle table fo r  case 3
Figure A .l  shows the incident ray in quadrant three interacting with a vertical 
boundary. The ray is travelling downwards ( iy = - l)  and to the left ( ix = -l) , i.e. the 
incident angle, ang , lies in the range 180 < a  < 270 degrees. Table A.3 defines the 
angles before and after this interaction.
Incident (source)Image source
ix=-l,iy=-l
2 1 0 ° .
330
2 1 0 °
330°
Transmit Reflection
Figure A. 7: transmission and reflection at a vertical boundary: case 3(ix=-l, iy=-l)
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A.2.1.4 Geometry Case 4
In case 4 the incident ray is assumed to travel at an angle in the fourth quadrant. 
Figure A.8 shows the geometry associated with this vertical interaction. The incident 
ray (blue) travels in the direction of quadrant 4. The reflected ray travels in quadrant 
3 while the transmitted ray travels in quadrant 4.
Angle Equation Value Notes
Ang 330 degrees Incident angle
Alfa Figure A .8 30 degrees Quadrant mapped incident angle
tt 30 degrees Quadrant 1 transmission angle
p->alfa tt 30 degrees Stored quadrant 1 transmission angle
p->al -p->alfa 330 degrees Intermediate angle
p->ang p->al 330 degrees Transmission angle (green line in figure A .5)
Ang -180+alfa 210 degrees Reflection Angle (red line in figure A.5)
Table A.4: Angle table fo r  case 4
Figure A.8 shows the incident ray in quadrant four interacting with a vertical 
boundary. The ray is travelling downwards ( iy = -l)  and to the right ( ix = l) ,  i.e. the 
incident angle, ang , lies in the range 270 < a  < 360 degrees. Table A.4 defines the 








Figure A.8: transmission and reflection at a vertical boundary: case 4(ix=l, iy=-l)
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A.2.2 Horizontal Boundary, the case o f  e2 > e{
Ray interactions at the horizontal boundary are very similar to those described in 
section A.2.1. The incident, reflected and transmitted waves are shown for each of 





 Reflection Incident (source)
(i) (ii)
Figure A.9: transmission and reflection at a horizontal boundary 




Transmit Image source Image source Transmit
(i) (ii)
Figure 6.10: transmission and reflection at a horizontal boundary 
(i) case 3(ix=-l, iy=-l), (ii) case 4(ix=l, iy=-l)
227
Ray Tracing Coverage and Capacity Studies fo r SISO and MIMO Communication Systems
Appendix B: Diversity Methods and Techniques
B.l Detailed Combining Analysis
This appendix demonstrates the diversity combining results for different diversity 
techniques such as receiver and transmitter space diversity and frequency diversity.
B.1.1 Branches 1 and 2
Table B.l shows a comparison of field strength and diversity combining gains for 
frequency diversity at a spacing of 1 MHz. For the SC case, an average gain of just 
0.06 dB (relative to branch 1) and 0.08 dB (relative to branch 2) is observed.
Gain Relative Gain Relative
Method Field Strength to Branch I to Branch 2
EG-AC -6.19 6.01 6.03
EG-VC -6.19 5.99 6.01
SC -12.17 0.06 0.08
Table B .l: Average Field Strength and Combining Gains in dB fo r  Frequency
Diversity (Sf= 1MHz)
The small gains seen in the above table result from the small frequency diversity 
spacing, in this case it is well below the channel’s coherence bandwidth. In this 
scenario, the fast fading is correlated on both branches, resulting in very small 
switched diversity gain. As seen in later tables, the diversity gains increases as the 
frequency separation is increased.
In the EG-VC and EG-AC cases, the average field strength will increase by a factor of 
two, or 6dB, since the output from the two diversity branches are summed. Hence, 
even in the highly correlated diversity case, the signal field strength will increase 
statistically by a factor of 2 (although in the EG-VC case destructive phase summation 
at certain points can worsen performance). For EG schemes it is common to remove 
this 6 dB improvement from the quoted gain. If this were applied then no significant 
diversity gain is observed.
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B .l .2 Branches 1 and 3
Table B.2 shows a comparison of field strength and diversity combining gains for 
frequency diversity at a spacing of 10 MHz. For the SC case, an average gain of 0.62 
dB (relative to branch 1) and 0.83 dB (relative to branch 3) is observed.
Gain Relative Gain Relative
Method Field Strength to Branch 1 to Branch 3
EG-AC -6.19 6.09 6.22
EG-VC -6.72 3.88 4.02
SC -11.96 0.62 0.83
Table B.2: Average Field Strength and Combining Gains in dB fo r  Frequency
Diversity (Sf -  10MHz)
The diversity gain has now increased relative to the 1 MHz case (see section 4.4 in 
chapter 4); however the gain is still low since the fast fading remains highly correlated 
in the two branches.
In the EG-VC and EG-AC cases, the average field strength can be seen to increase by 
approximately 4 to 6 dB (since the outputs from the two diversity branches are 
summed). Given that a 6 dB improvement is expected even for branches with 
correlated fast fading, the gains observed are disappointing. In the EG-VC case the 
gain is less than the minimum expected 6 dB due to destructive summation of the two 
branches. For EG-AC cophasing is used to prevent this problem and a small 
additional gain is observed. The magnitude of this gain is expected to rise as the 
frequency spacing is further increased.
B.1.3 Branches 1 and 4
Table B.3 shows a comparison of field strength and diversity combining gains for 
frequency diversity at a spacing of 50 MHz. For the SC case, an average gain of 1.47 
dB (relative to branch 1) and 1.83 dB (relative to branch 4) is observed. The 
decorrelation of the fast fading on the two branches is now becoming high and this 
has resulted in an increased diversity gain.
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Gain Relative Gain Relative
Method Field Strength to Branch 1 to Branch 4
EG-AC -6.34 6.31 6.59
EG-VC -8.66 2.56 2.93
SC -11.64 1.47 1.83
Table B.3: Field Strength and Combining Gains in dB fo r  Frequency Diversity (df =
50MHz)
In the EG-AC case, the average field strength can be seen to increase by 
approximately 6 dB. Average diversity gains of 6.31 dB and 6.59 dB are now seen to 
occur. EG-VC results in disappointing gains of 2.56 dB and 2.93 dB. This is well 
below the minimum 6 dB to be expected in an equal gain combining scheme.
B.2 Receiver Space Diversity Gain versus Antenna Spacing  
B.2.1 Group 8 relative to Branch 2
Figures B.l, B.2 and B.3 show the diversity gains relative to branch 2 for group 8 (i.e. 
where the largest antenna spacing, 3.5A., applied). The results are in contrast to 
figures 4.27-4.29 in chapter 4, where the lowest antenna separation, 0.25A,, was used.
l . le + 0 2 '
le+02-
0.2 4.9 10
Displacement along x-axis (m)
Figure B.l: Receiver Space Diversity (EG-AC) - Diversity Gain relative to branch 2
(3.5 X spacing)
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Figure B.l confirms the superiority of EG-AC, offering strong diversity gains 
throughout the indoor environment. Figure B.2 shows the gain for EG-VC. At this 
particular antenna spacing, the overall gain using this method is very low. This 
results from destructive interference between the two input signals and results in a 
diversity output that is potentially weaker than either branch input. Figure B.2 shows 
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Figure B.3: Receiver Space Diversity (SC) -  Diversity Gain relative to branch 2 (3.52
spacing)
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Figure B.3 shows the diversity gain using SC with an antenna spacing of 3.5X,. 
Overall, at this antenna spacing (and in fact at all the half wavelength spacings 
considered) the average gain for SC in this environment is higher than the previous 
EG-VC method. For other antenna spacings (where in this case constructive addition 
occurred) the EG-VC technique resulted is a higher gain than SC.
B.3 Receiver Space Diversity Combining  
B.3.1 Group 1: 0.25A Spacing
As in the previous diversity studies, three combining techniques were considered. 








EG-AC -6.19 0.490 1.134 1.065
EG-VC -7.86 0.404 0.942 0.970
SC -11.23 0.265 0.343 0.585
Table B.4: Diversity Combining Field Strength Summary: Receiver Spacing Group 1
(0.2 5 A, spacing)
Table B.4 lists the statistical values of the field strength after diversity combining 
using each of the three specified methods. For the equal gain techniques, the average 
value of field strength has increased by around 6 dB. Using SC, a small decrease in 
the average is observed. Care must be taken when comparing the average values 
since different averaging methods are applied for the diversity calculations. In 
particular, if  the antenna field strength falls below -90 dB on either of the two 
branches the point is excluded from the cumulative sum. If a large number of 
locations fall into this category then the average values in table B.4 become 
significantly lowered. For the average values shown in table B.4, no averaging 
thresholds were used.
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To obtain a true value for the receiver diversity gain, the results shown in table B.5 
should be used. These results were obtained by averaging the diversity gain (relative 
to branch 1) on a point by point basis for locations where the branch 1, branch 2 and 
diversity fields are greater than -90 dB. An average improvement in the range 5.05 - 
6.89 dB is seen for the EG methods, while a gain of 1.85 - 2.06 dB is achieved using 
the SC approach.
Method of Diversity Relative to Branch 1 Relative to Branch 2
Improvement (dB) (dB)
EG-AC 6.89 6.78
EG-VC 5 15 5.05
SC 2.06 1.85
Table B.5: Receiver Space Diversity Gain versus Combining Technique -  Group 1
(0.25A spacing)
B.3.2 Group 3: X Spacing
Table B.6 lists the statistical values of the field strength after diversity combining 







EG-AC -6.23 0.488 1.147 1.071
EG-VC -8.00 0.398 0.774 0.880
SC -11.29 0.265 0.349 0.591
Table B.6: Diversity Combining Field Strength Summary: Receiver Spacing Group 3
(A spacing)
Table B.7 shows the receiver diversity gain (relative to branches 1 and branch 4 
respectively) for each combining technique. At this higher antenna spacing, an 
average improvement in the range 5.35 - 7.53 dB is seen for the EG methods, while a 
gain o f 2.32 - 3.14 dB is achieved using the SC approach. As expected, the diversity 
gains are seen to increase with greater antenna spacing (see section 4.6 in chapter 4).
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Table B. 7: Receiver Space Diversity Gain versus Combining Technique -  Group 3
(A, spacing)
B.3.3 Group 4: \.5X Spacing
Table B.8 lists the statistical values of the field strength after diversity combining 







EG-AC -6.21 0.489 1.144 1.070
EG-VC -12.91 0.226 0.686 0.828
SC -11.23 0.268 0.354 0.599
Table B.8: Diversity Combining Field Strength Summary: Receiver Spacing Group 4
(1.5A. spacing)
Table B.9 shows the receiver diversity gain (relative to branches 1 and branch 5 
respectively) for each combining technique. An average improvement in the range 
0.95 - 7.43 dB is seen for the EG methods, while a gain of 2.94 - 3.01 dB is achieved 
using the SC approach. Once again, for half wavelength antenna spacings, the gains 
for vector combining are poor.





Table B.9: Receiver Space Diversity Gain versus Combining Technique -  Group 4
(1.5 A. spacing)
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B.3.4 Group 5: 2 \  Spacing
Table B.10 lists the statistical values of the field strength after diversity combining 







EG-AC -6.22 0.489 1.146 1.071
EG-VC -7.95 0.400 0.842 0.917
SC -11.20 0.269 0.355 0.596
Table B. 10: Diversity Combining Field Strength Summary: Receiver Spacing Group 5
(2/1 spacing)
Table B .ll shows the receiver diversity gain (relative to branch 1 and branch 6 
respectively) for each o f the three combining techniques. An average improvement in 
the range 5.69 - 7.44 dB is seen for the EG methods, while a gain of 2.89 - 3.06 dB is 
achieved using the SC approach.





Table B .ll:  Receiver Space Diversity Gain versus Combining Technique -  Group 5
(2X spacing)
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B.3.5 Group 6: 2.5X Spacing
Table B.12 lists the statistical values of the field strength after diversity combining 







EG-AC -6.21 0.489 1.131 1.064
EG-VC -12.69 0.232 0.547 0.739
SC -11.15 0.270 0.367 0.605
Table B. 12: Diversity Combining Field Strength Summary: Receiver Spacing Group 6
(2.5A spacing)
Table B.13 shows the receiver diversity gain (relative to branch 1 and branch 7 
respectively) for each of the three combining techniques. An average improvement in 
the range 1.42 - 7.73 dB is seen for the EG methods, while a gain of 3.13 - 3.49 dB is 
achieved using the SC approach. At the 2.5 wavelength spacing, diversity gains are 
seen to improve to new highs for the EG-AC and SC techniques. Once again, at half 
wavelength spacings, the results for EG-VC are poor.





Table B.l 3: Receiver Space Diversity Gain versus Combining Technique -  Group 6
(2.5 A. spacing)
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B.3.6 Group 7: 3X Spacing
Table B.14 lists the statistical values of the field strength after diversity combining 







EG-AC -6.21 0.489 1.139 1.067
EG-VC -8.13 0.392 0.796 0.892
SC -11.05 0.273 0.371 0.609
Table B. 14: Diversity Combining Field Strength Summary: Receiver Spacing Group 7
(3 A spacing)
Table B.15 shows the receiver diversity gain (relative to branch 1 and branch 8 
respectively) for each o f the three combining techniques. An average improvement in 
the range 6.47 - 8.13 dB is seen for the EG methods, while a gain of 3.86 dB is 
achieved using the SC approach.





Table B. 15: Receiver Space Diversity Gain versus Combining Technique -  Group 7
(3 A spacing)
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B.3.7 Group 8: 3.5A, Spacing
Table B.18 lists the statistical values of the field strength after diversity combining 







EG-AC -6.24 0.488 1.124 1.060
EG-VC -11.85 0.256 0.601 0.775
SC -11.10 0.272 0.375 0.612
Table B. 18: Diversity Combining Field Strength Summary: Receiver Spacing Group 8
(3.5 A, spacing)
Table B.19 shows the receiver diversity gain (relative to branch 1 and branch 9 
respectively) for each of the three combining techniques. At this maximum spacing, 
an average improvement in the range 2.87 - 8.26 dB is seen for the EG methods, while 
a gain o f 4.09 - 4.13 dB is achieved using the SC approach. These gains are now 
similar to those seen using frequency (separation much greater than coherence 
bandwidth) and polarisation diversity.





Table B. 19: Receiver Space Diversity Gain versus Combining Technique -  Group 8
(3.5 A, spacing)
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B.4 Transmitter Space Diversity Combining
B.4.1 Group 1: 0.25A, Spacing








EG-AC -6.15 0.492 1.126 1.061
EG-VC -8.15 0.391 0.949 0.974
SC -10.89 0.276 0.347 0.589
Table B.20: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 1 (0.25A spacing)
Table B.20 lists the statistical values of the field strength after diversity combining 
using each of the three specified methods. For the equal gain techniques, the average 
field strength has increased by around 5.5 dB. Using SC, an increase of around 1 dB 
is seen in these values As mentioned earlier, due to different filters in the averaging 
process, diversity gains cannot be directly calculated from these tables.
Table B.21 shows the transmitter diversity gain (relative to branch 1 and branch 2) for 
each of the three combining techniques. An average improvement in the range 4.80 - 
7.37 dB is seen for the EG methods, while a gain of 2.91 - 3.28 is achieved using the 
SC approach. Interestingly, these values are slightly higher than the corresponding 
values for receiver space diversity.





Table B.21: Transmitter Space Diversity Gain versus Combining Technique -  Group
1 (0.25A spacing)
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B.4.2 Group 3: X Spacing
Table B.22 lists the statistical values of the field strength after space transmitter 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC -6.12 0.494 1.162 1.078
EG-VC -7.71 0.411 0.909 0.953
SC -11.16 0.269 0.353 0.594
Table B.22: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 3 (12 spacing)
Table B.23 shows the transmitter diversity gain (relative to branch 1 and branch 4 
respectively) for each of the three combining techniques. An average improvement in 
the range 5.75 - 7.70 dB is seen for the EG methods, while a gain of 2.31 - 3.61 dB is 
achieved using the SC approach.





Table B.23: Transmitter Space Diversity Gain versus Combining Technique -  Group
3 (1A spacing)
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B.4.3 Group 4: 1.5A Spacing
Table B.24 lists the statistical values of the field strength after space transmitter 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC -6.17 0.491 1.124 1.060
EG-VC -12.95 0.224 0.675 0.821
SC -11.19 0.268 0.349 0.591
Table B.24: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 4 (1.52 spacing)
Table B.25 shows the transmitter diversity gain (relative to branch 1 and branch 5 
respectively) for each of the three combining techniques. An average improvement in 
the range 0.86 - 7.61 dB is seen for the EG methods, while a gain of 2.72 - 3.34 dB is 
achieved using the SC approach.





Table B.25: Transmitter Space Diversity Gain versus Combining Technique -  Group
4 (1.52 spacing)
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B.4.4 Group 5: 2X Spacing
Table B.26 lists the statistical values of the field strength after space transmitter 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC -6.07 0.497 1.149 1.072
EG-VC -12.10 0.248 0.744 0.863
SC -11.04 0.274 0.360 0.360
Table B.26: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 5 (2A spacing)
Table B.27 shows the transmitter diversity gain (relative to branch 1 and branch 6 
respectively) for each of the three combining techniques. An average improvement in 
the range 1.36 - 7.61 dB is seen for the EG methods, while a gain of 2.93 - 3.44 dB is 
achieved using the SC approach.





Table B.27: Transmitter Space Diversity Gain versus Combining Technique -  Group
5 (2A spacing)
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B.4.5 Group 6: 2.5X Spacing
Table B.28 lists the statistical values of the field strength after space transmitter 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC -6.09 0.496 1.158 1.076
EG-VC -8.16 0.391 0.844 0.918
SC -11.06 0.273 0.356 0.597
Table B.28: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 6 (2.5A. spacing)
Table B.29 shows the transmitter diversity gain (relative to branch 1 and branch 7 
respectively) for each of the three combining techniques. An average improvement in 
the range 5.95 - 8.40 dB is seen for the EG methods, while a gain of 3.29 - 3.48 dB is 
achieved using the SC approach.





Table B.29: Transmitter Space Diversity Gain versus Combining Technique -  Group
6 (2.5 A spacing)
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B.4.6 Group 7: 3X Spacing
Table B.30 lists the statistical values of the field strength after space transmitter 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC -6.11 0.495 1.149 1.072
EG-VC -8.10 0.394 0.900 0.950
SC -11.03 0.275 0.361 0.601
Table B.30: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 7 (3 A spacing)
Table B.31 shows the transmitter diversity gain (relative to branch 1 and branch 8 
respectively) for each of the three combining techniques. An average improvement in 
the range 5.44 - 7.49 dB is seen for the EG methods, while a gain of 2.88 - 3.39 dB is 
achieved using the SC approach.





Table B.31: Transmitter Space Diversity Gain versus Combining Technique -  Group
7 (3A spacing)
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B.4.7 Group 8: 3.5A. Spacing
Table B.32 lists the statistical values of the field strength after space transmitter 
diversity combining using each of the three specified methods. A transmitter antenna 







EG-AC 0.497 1.144 1.070 0.497
EG-VC 0.252 0.686 0.828 0.252
SC 0.277 0.366 0.605 0.277
Table B.32: Diversity Combining Field Strength Summary: Transmitter Spacing
Group 8 (3.52 spacing)
Table B.33 shows the transmitter diversity gain (relative to branch 1 and branch 9 
respectively) for each of the three combining techniques. An average improvement in 
the range 1.35 - 7.62 dB is seen for the EG methods, while a gain of 2.77 - 3.56 dB is 
achieved using the SC approach.





Table B.33: Transmitter Space Diversity Gain versus Combining Technique -  Group 
8 (3.52 spacing) Diversity (Sf= 1MHz)
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Appendix C: HAP Ray Tracing Symmetry Tests
C .l Introduction
This appendix describes a set of ray tracing symmetry tests that folly examine the 
operation of the HAP enhanced ray-tracing program. In particular, the tests confirm 
the internal angle geometry before and after interaction with a medium discontinuity. 
As explained in this appendix, the software considers four possible cases, each 
dependent on the incident ray’s direction of travel.
By defining a symmetrical database either in the x and/or y-axes, the resulting ray- 
tracing field grid can be visually analysed to determine errors. If errors exist in the 
code, symmetry errors will be observed in the form of different field strengths (shown 
as different colours) on the left and right, or top and bottom, of the resulting grid. In 
this study an indoor database exhibiting symmetry in the x-axis was produced. In 
early versions of the ray-tracing program symmetric results were not obtained, 
demonstrating errors in the software. A formal process o f evaluation and debugging 
was performed to correct these faults.
After tackling the symmetry faults, a further study was performed to confirm the 
results were rotationally invariant. The software should produce identical output grid 
results if the transmitting source and database are simply rotated. Figure C.l shows 
the four rotation cases considered in this analysis. The tests are used to debug the ray- 
tracing and field-reconstruction algorithms, particularly for the case of distant satellite 
or high altitude platform illumination. Internally, different sub-routines are called 
depending on the ray’s current direction of travel. As described later in this appendix, 
the problem can be divided into four cases depending on the quadrant in which the ray 
travels. The four test environments, as shown in figure C.l, are now described in 
detail.
C.1.1 Case 1: Downward Vertical Ray Test
As shown in figure C.l (a), this case assumes the source (HAP) is located directly 
above a 6m by 8m indoor environment at position (x=3m, y=20000m). Two virtual 
transmitters (see section 6.3 in chapter 6) are placed on the rooftop at locations Vti
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(*i=l, y\=7) and VT2 (*2=5, >>2=7). Rays are launched at angles just less than 270 
degrees (quadrant 3) and just more than 270 degrees (quadrant 4). In this test the rays 
are transmitted and reflected from a horizontal boundary.
C.1.2 Case 2: U4pward Vertical Ray Test
As shown in figure C.l(b), this case assumes the source (HAP) is located directly 
below a 6m by 8m indoor environment at position (*=3m,y=- 19999m). The building 
structure is also rotated 180 degrees to ensure that the same problem is under study. 
Two virtual transmitters are placed on the rooftop at locations VTi (*7=1, y i= 1) and 
Vt2 (*2=5,y2= l)- Rays are launched at angles just more than 90 degrees (quadrant 2) 
and just less than 90 degrees (quadrant 1). In this test the ray are transmitted and 
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(a) Downward Vertical Ray Test 






(b) Upward Vertical Ray Test
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Figure C. 1: Ray Tracing Symmetry and Rotational Invariance Tests
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C.1.3 Case 3: R ight Horizontal R ay  Test
As shown in figure C.l(c), this case assumes the source (satellite or hap) is located 
directly to the right hand side of a 6m by 8m indoor environment at position 
(jt=20000m, y=3m). The building structure is also rotated 90 degrees clockwise 
(relative to case 1) to ensure that the same problem is under study. Two virtual 
transmitters are placed on the rooftop at locations Vri (xi=7, yi=5) and Vt2 (*2=7, 
>>2=1 )• Rays are launched at angles just less than 180 degrees (quadrant 2) and just 
more than 180 degrees (quadrant 3). In this test the rays are transmitted and reflected 
from a vertical boundary.
C.1.4 Case 4: Left Horizontal R ay Test
As shown in figure C. 1(d), this case assumes the source (High Altitude Platform) is 
located directly to the left hand side of a 6m by 8m indoor environment at position 
(x=- 19999m, y=3m). The building structure is also rotated 90 degrees anti-clockwise 
(relative to case 1) to ensure that the same problem is under study. Two virtual 
transmitters are placed on the rooftop at locations Vti (x/=T, yi=5) and V t2 (*2= 1, 
y 2= 1). Rays are launched at angles just more than 0 degrees (quadrant 1) and just less 
than 360 degrees (quadrant 4). In this test the rays are transmitted and reflected from 
a vertical boundaiy.
If the software is working correctly, the power levels Pi, P2 and P3 recorded in each 
of the above cases will be identical.
C.2 Testing and Verification o f  Satellite M odel
Using the methods described in section C .l, a programme of testing and verification 
was performed to confirm the correct operation of modified satellite model. In the 
following section, the results from the rotational invariance and symmetry tests are 
described.
C.2.1 Sym m etry  Verification
It is vital to check that the output from the ray tracing and field reconstruction 
software produces a symmetric and rotationally invariant result. Figure C.2 shows an
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exam ple o f  the field strength prediction within a building using the new satellite  





















Displacement along x-axis (m)
Figure C. 2: Symmetric field  strength prediction
The prediction demonstrates perfect horizontal symmetry with field predictions on the 
left-hand side o f  the map identical to those symmetric positions on the right-hand side 
o f  the map. The environment described in figure 6.4 (chapter 6) w as used in this 
study.
Having achieved symmetry for a source transmitter directly above the map, it was 
now  necessary to show  that the m odified ray tracing results were accurate for any 
launch angle and HAP location. This was performed using the four rotated 
environm ents and launch locations defined in section C. l .  The results demonstrate 
that environment rotations and source launch angles do not affect the prediction  
output providing the relative angles remain constant. This is a very important result 
and confirm s the correct operation o f  the internal quadrant mathematics and angle 
tests.
C.2.1.I Case 1: Downward Vertical Ray Test
In this section, as shown in figure C. 1(a), two virtual transmitters are placed at 
x=0.1m , y= 0.7m  and x=0.5m , y=0.7m . Each transmitter launches a ray into the 
environment, and this ray then interacts with the surface resulting in reflections and 
transmission at the medium boundaries. Figures C.3 and C.4 show the resulting field
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strengths before and after code modification. Field levels are shown in the air sections 
above and below the obstruction. Before correction, the prediction field levels at the 
bottom of figure C.3 failed the symmetry test due to angle errors in the ray launching 
software. More importantly, after correction the left and right hand results in figure
C.4 are symmetric. The corrected field outputs are identical on both sides and this 
shows that the reflection and transmission mathematics is consistent in quadrants 3 
and 4 for a horizontal obstacle.
dB
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Figure C.4: Predicated Field Strength fo r  rays in quadrant I after modification
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C .2.1.2 Case 2: Upward Vertical Ray Test
Figure C.l(b) was produced assuming two virtual transmitters placed at x=lm, y=lm  
and x=5m, y=lm . Figures C.5 and C.6 show the resulting field strengths before and 
after modification. Once again, symmetry errors are seen before correction, and these 
are removed once the modified code is applied. This shows that the reflection and 
transmission mathematics is consistent in quadrants 1 and 2 for a horizontal obstacle.
dB
le+ 0 2 '
Displacement along x-axis (m)
Figure C.5: Predicated Field Strength fo r  rays in quadrant 2 before modification
dB
le+02'
Displacement along x-axis (m)
Figure C. 6: Predicated Field Strength fo r  rays in quadrant 2 after modification
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C.2.1.3 Case 3: Right H orizontal Ray Test
Figure C.l(c) was produced assuming two virtual transmitters placed at Jt=7m, y=5m 
and x=7m, y=lm . Figures C .l and C.8 show the resulting field strengths before and 
after modification. Symmetry errors are seen before correction, and these are removed 
once the modified code is applied. This shows that the reflection and transmission 
mathematics is consistent in quadrants 2 and 3 for a vertical obstacle.
le+02'
Displacement along x-axis (m)
Figure C. 7: Predicated Field Strength fo r  rays in quadrant 3 before modification
dB
le+02"
Displacement along x-axis (m)
Figure C.8: Predicated Field Strength fo r  rays in quadrant 3 after modification
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C .2.1.4 Case 4: Left Horizontal Ray Test
Figure C.l(d) was produced assuming two virtual transmitters placed at x=lm, y= 5m 
and x= lm ,y=lm . Figures C.9 and C.10 show the resulting field strengths before and 
after modification. Symmetry errors are seen before correction, and these are removed 
once the modified code is applied. This shows that the reflection and transmission 
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Figure C. 10: Predicated Field Strength fo r  rays in quadrant 4 after modification
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Appendix D: MIMO Micro versus Macro for Route 2
D.l M icro  R esults
This appendix provides the graphical results for the second indoor route shown in 
figure 7.13 of chapter 7. A description of the various graph types was given in chapter 
7 for the first route and also applies to this section.
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Figure D.3: Windowed SNR fo r  route 2 (micro-MIMO, Ax=0.5A)
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D.5: Windowed Capacities fo r  route 2 (micro-MIMO, Ax=1.0A)
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Figure D.6: Windowed Capacities fo r  route 2 (micro-MIMO, Ax=0.1 A.)
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Figure D. 7: Windowed Capacities fo r  route 2 (micro-MIMO, Ax O.OIX)
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Figure D. 10: Windowed SNR fo r  route 2 (macro-MIMO, Ax=0.5A)
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Figure DAI: Windowed SNR fo r  route 2 (macro-MIMO, Ax=0.5X)
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Figure D. 12: Windowed Capacities fo r  route 2 (macro-MIMO, Ax=1.0A)
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Figure D. 13: Windowed Capacities fo r  route 2 (macro-MIMO, Ax=0. IX)
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Figure DA 4: Windowed Capacities fo r  route 2 (macro-MIMO, Ax=0.01 X)
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Abstract
This paper investigates indoor field strength 
prediction at 11 and 17 GHz using a newly 
enhanced two-dimensional ray-tracing model. A 
range of diversity generation and combining 
techniques are considered in order to improve the 
performance o f indoor communication systems.
Ray modelling
The results in this paper are based on field strength 
analysis obtained using an indoor-ray-tracing 
propagation model [1]. The method uses a system 
of ray-tube launching and tracing to a predefined 
field strength threshold. The overall field strength 
at each receiver point is then calculated as the 
vector sum of all rays illuminating that point. 
Factors such as material complex permittivity are 
highly influential when determining transmission 
losses. In this study the material parameters are 
taken from the open literature [1][2].
Diversity Generation and Combining
Wireless communications suffer from fast fading 
and this can seriously disrupt the quality of the 
radio link (particularly in non-line-of-sight 
locations). Indoor links, with the presence of walls, 
furniture, etc. are particularly susceptible. In this 
paper space, frequency and polarisation diversity 
are considered. In the case of space diversity, both 
transmitter and receiver antenna spacing solutions 
are considered. Three types of diversity combining 
are studied: (i) Selection Combining diversity 
(SC), (ii) Equal Gain Vector Combining (EG-VC) 
and (iii) Equal Gain Amplitude Combining (EG- 
AC). Using our ray model, field strength 
predictions are produced for various transmitter 
and receiver locations, various centre frequencies 
and for both vertical and horizontal polarisations. 
Figure 1 shows the 2D indoor database while 
Figure 2 shows an example of a typical coverage 
map, in this case assuming receiver space diversity 
with EG-AC. Carrier frequencies of 11 GHz and 
17 GHz have been simulated. Using these 
predictions the various diversity methods are 
analysed and then ranked based on diversity gain 
in the indoor environment.
Results & Conclusions
Comparison of EG-AC, EG-VC and SC shows that
EG-AC generates the strongest field strengths and 
largest diversity gains. The EG-VC solution
suffers output nulls from the diversity combiner 
and this results in poor practical performance.
For frequency diversity, carrier separations 
ranging from 1 MHz to 500 MHz were considered, 
with diversity gains shown to increase for larger 
frequency spacings. Figure 3 provides diversity 
gain versus frequency separation. The first point 
represents frequency separation of 1MHz which is 
within the coherence bandwidth; clearly frequency 
diversity performance for frequency separations 
between 100 MHz and 500 MHz rather better and 
is relatively constant.
Predicted field strength grids have been generated 
for antenna spacings ranging from one quarter of a 
wavelength up to 3.5 wavelengths. Figure 4 shows 
space diversity performance has been found to be 
worst for separations of 0.5A., 1.5A., etc and best for 
separations of A/4, 3A/4, etc. With antenna spacing 
of an integer number of half wavelengths, through 
a large proportion of the environment the two 
signals destructively interfere. Hence the resulting 
diversity gain is very poor in this case as one 
channel often has a low signal level.
Polarisation diversity has the major advantage of 
offering compact solutions (since spaced antennas 
are not required). While the frequency diversity 
gain is impressive (assuming spacing beyond the 
channel coherence bandwidth), the method is not 
spectrally efficient since at least twice the 
operating bandwidth is required. Results in Table 1 
indicate that polarisation diversity gains in excess 
of 6.65 dB are possible using EG-AC. While this 
gain is very high, it should be remembered that the 
result is highly dependent on the fast fading 
correlation between simulated vertical and 
horizontal polarisation. Further work will validate 
the polarisation predications of the indoor model.
Diversity combining techniques can be ranked in 
order of Space, Polarisation and lastly, Frequency. 
A full set of simulation results and analysis will be 
included in the final paper.
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Wall Door
Figure 1: Database for a simple indoor environment 
[L shape corridor 10m by 5m, with walls (green) and 
doors (blue)]
Figure 2: Receiver Space Diversity (EG-AC)
Normalised Field Strength Prediction Grid
Diversity Techniques SC Gain (dB) EG-VC Gain (dB) EG-AC Gain (dB)
Space (Rx) -  A/4 1.85 4.83 6.59
Space (Tx) -  A./4 2.92 4.78 7.10
Space (Rx) -  3.25X. 4.09 6.29 7.89
Space (Tx) -  3.25A, 2.89 5.41 7.05
Space (Rx) -  3.5X 4.13 2.65 7.95
Space (Tx) -  3.5X 2.81 1.19 7.02
Frequency(Af = 1MHz) 0.06 4.08 6.01
Frequency(Af = 500 MHz) 1.87 3.10 6.58
Polarisation 2.92 5.59 6.65
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Figure 4: Average Diversity Gain vs Space Receiver Separation
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ABSTRACT
Satellite and High Altitude Platforms (HAPs) are 
an important concept for next generation fixed 
and mobile communications.
To predict indoor field strength levels from such 
distant transmitters, modifications to the standard 
indoor ray-tracing concept are proposed. These 
modifications require an array o f virtual 
transmitters to be placed around the building 
under test.
A range o f diversity generation and combining 
techniques are considered to improve the 
performance o f a 17 GHz indoor to indoor system. 
Diversity gains are computed and typical 
generation and combining strategies compared 
and ranked based on cost, complexity and 
performance.
Investigation o f a HAP to indoor environment 
shows the weakness o f illumination from directly 
overhead.
I. INTRODUCTION
Over the last 10-15 years a large number of 
indoor-to-indoor propagation models have been 
proposed in the literature[l][2][3]. A number of 
terrestrial to indoor propagation models have also 
been suggested, however these are generally 
statistical in nature and do not normally take 
account of the detailed building geometry 
involved.
In recent years a radically new type of 
communication system has been proposed, known 
as High Altitude Platforms (HAPs) or Unmanned 
Aerial Vehicles (UAVs) [4], These HAPs are 
being developed to operate at an altitude of 
approximately 20km in the stratosphere. The long 
radio path through the lower atmosphere normally 
encountered on a 36,000 km geostationary 
satellite link causes considerable attenuation. 
Outdoor to indoor communications from ground- 
based transmitters overcome the path loss 
difficulty, however they suffer from shadowing 
caused by high buildings, mountains and hills. 
Hence, HAPs offer an interesting alternative for 
future indoor communications.
In Section II, the properties of an indoor to indoor 
ray-tracing propagation model are discussed. 
Section III applies this model to study indoor field 
strength prediction at 17 GHz and the advantages 
of diversity generation and combination. In 
section IV the indoor model is enhanced using a 
novel array of virtual transmitters to support 
indoor field strength prediction from distant 
overhead objects, such as satellites and HAPs. 
This section also provides preliminary indoor 
field strength predictions for HAPs operating at 2 
GHz. The paper ends with a set of conclusions 
and areas for future work.
II. RAY MODELLING
The ray modeling work in this paper builds on the 
developed indoor-only ray-tracing model 
described in [1 ]. The method uses a system of ray- 
tube launching and traces rays through various 
reflections and refractions at material boundaries 
to a predefined signal strength. The overall signal 
strength at a particular receiver point is then 
calculated by the vector summation of all rays 
illuminating that point.
Factors such as the thickness, permittivity and 
conductivity of the building material are 
considered in the modeling process. In this study, 
typical material parameters at 2GHz and 17 GHz 
were taken from the open literature [5][6].
Wireless communications often suffer from severe 
mutipath fading and this can seriously disrupt the 
quality and range of a radio link (particularly in 
non-line-of-sight locations). Indoor links, with the 
presence of walls, floors, furniture, etc. are 
particularly susceptible to such problems.
To improve communications at this frequency, the 
impact of space, frequency and polarisation 
diversity has been studied. Three types of 
diversity combining method are evaluated:
(i) Selection combining diversity (SC),
(ii) Equal gain vector combining (EG-VC)
(iii) Equal gain amplitude combining (EG-AC). 
Normalised field strength predictions (i.e. values 
relative to the unobstructed field strength at a
distance o f one metre from the transmitter) are 
produced for various transmitter and receiver 
locations, centre frequencies and for vertically and 
horizontally polarised antennas.
All studies assume a fixed transmitting 
basestation and a mobile moving around a pre­
determined receiver grid. At each mobile location, 
a received normalised field strength prediction is 
calculated.
To enable a diversity study to be performed, field 
strength grids are produced at different centre 
frequencies, polarisations and antenna location 
(transmitter and receiver) offsets. Hence, the 
effects o f Space, Frequency and Polarization 
diversity can be evaluated.
III. INDOOR-TO-INDOOR ANALYSIS
Figure 1 shows the indoor database for the indoor- 
to-indoor study, together with the location o f the 
fixed transmitter
T ransm itter 
I I D oor
Figure I: Database fo r  a  simple indoor 
environment f'L  ’ shaped corridor, 10m by 5m, 
with walls and doors]
Figure 2 shows an example o f a reconstructed 
normalised field strength grid at 17 GHz, 
assuming 3.5 wavelength spaced receiver 
diversity and EG-AC combining. In the top right- 
hand comer o f the environment (around 5-10 
metres from the transmitter), the normalised 
received field strength drops to around -6 0  dB.
Table 1 lists the gains observed as a function of 
diversity generation technique and combining 
strategy. Diversity gain is defined as the increase 
in field strength compared to a single branch 
(branch 1 in this case). Table 1 shows the average 
diversity gain over the whole environment. 
Frequency diversity performance for frequency 
separations between 100 MHz and 500 MHz is
relatively constant and represents the best case. 
Space diversity performance has been found to be 
worst for separations o f an integer number o f  half 
wavelength, and best for separations o f XIA, 3X14, 
etc. Based on these optimum diversity gains, it 
can be concluded that the diversity combining 
techniques can be ranked in order o f  Space, 
Polarization and lastly, Frequency.
Polarisation and space diversity achieve a similar 
diversity performance, with EG-AC resulting in a 
diversity gain in the order o f 7-9 dB. The choice 
between these two schemes depends on the fading 
decorrelation (spatial vs. polarisation) and the 
choice o f  reference antenna. Polarisation diversity 
was found to offer a higher gain in this 
environment (relative to receiver diversity) when 
closely spaced antennas (A,/4) were used.
However, for closely spaced transmitter antennas 
the resulting gain was similar to that o f
polarisation diversity.
With antenna spacings o f  an integer number o f  
half wavelengths, through a large proportion o f  
the environment the two signals destructively
interfere. Hence the resulting diversity gain is 
very poor in this case as one channel often has a 
low signal level.
When larger antenna spacings were used, space 
diversity slightly outperformed polarisation 
diversity. Overall, the results show that both 
techniques could offer a useful improvement in 
the received field strength.
For space diversity, the results showed that the 
antenna spacing at either the transmitter or
receiver is important when determining the 
expected diversity gain. Generally speaking, 
receiver diversity is easier to implement since 
combining decisions can be made locally using a 
channel estimate or a Received Signal Strength 
Indication per branch (RSSI). For transmitter 
diversity, information from the receiver must be 
sent back to the transmitter to support the 
combining process.
Fast fading correlation statistics are important 
when determining the expected diversity gain 
using frequency diversity. When the frequency 
spacing is less than the coherence bandwidth [7], 
the fast fading is correlated and little diversity 
gain is seen (e.g., see Af = 1MHz in Table 1). 
However, for larger frequency spacings the fading 
becomes decorrelated and significant diversity 
gains are observed.
Polarisation and frequency diversity both have the
major advantage of offering a compact solution 
(since spaced antennas are not required). This 
advantage may be particularly important for hand­
held portable terminals. While the level of 
frequency diversity gain is impressive (assuming 
spacings beyond the channel’s coherence 
bandwidth), this method is not spectrally efficient 
since twice the operating bandwidth is required 
(assuming two-branch combining). Given the 
importance of spectral efficiency, frequency 






applications, the more simple switched solution 
may prove appropriate (despite its lower 
performance). Although on average EG-VC was 
seen to outperformed SC in these studies, there 
were many occasions where destructive 
combining resulted in inferior performance (worse 
than either of the input branch signals). In 
practice, the use of EG-VC would not be 
recommended since the method is unpredictable 
and can lower the combined field strength at some 
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Figure 2: Receiver Space Diversity (EG-AC) Normalised Field Strength Grid
Diversity Technique SC Gain (dB) EG-VC Gain (dB) EG-AC Gain (dB)
Space (Rx) - XI4 1.85 4.83 6.59
Space (Tx) - XIA 2.92 4.78 7.10
Space (Rx) -  3.25A, 4.09 6.29 7.89
Space (Tx) -  3.25A. 2.89 5.41 7.05
Space (Rx) -  3.5A. 4.13 2.65 7.95
Space (Tx) -  3.5X 2.81 1.19 7.02
Frequency (Af = 1 MHz) 0.08 6.01 6.03
Frequency (Af = 500 MHz) 1.88 2.95 6.50
Polarisation 2.92 5.59 6.65
Table 1: Average Diversity Gain Summary (dB)
for the majority of indoor-to-indoor applications.
The three diversity combining strategies are 
ranked based on the results shown in Table 1 as 
EG-AC, EG-VC and lastly SC. While EG 
combining offers the best performance, the 
method requires additional hardware (relative to 
SC) when implemented. Hence, for cost sensitive
IV. HAP/SATELLITE MODELLING USING 
VIRTUAL TRANSMITTERS
In this paper we extend our previous ray-tracing 
analysis to examine the situation where the 
transmitter is positioned a large distance from the 
environment of interest. This is typical of the high 
altitude outdoor-to-indoor radio link. Given the
large separation distance between the transmitter 
and an indoor terminal, numeric difficulties 
present problems to standard ray-tracing methods. 
This is because the signal strength calculation 
depends on total path length, but interference 
effects that cause fading rely critically on absolute 
path lengths. Given a computer based simulation 
there is a limited precision to which lengths can 
be recorded. To overcome this numeric error 
problem, a novel and accurate prediction method 
is proposed based on the use o f virtual 
transmitters placed in close proximity to the 
indoor environment.
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Figure 3: Database fo r  an indoor environment 
[two floors unfurnished building, 10m by 15m 
surrounded by air-gaps]
Figure 3 shows the indoor structure used in this 
HAP/satellite modeling exercise. Figure 4 shows 
the concept o f the virtual transmitters used to 
simulate propagation from the distant 
HAP/satellite.




Figure 4: Concept of Virtual Transmitters 
(N =  Number of virtual transmitters) to simulate 
















An array o f virtual transmitters are located just 
above the roof and to the side o f the building as 
shown. The exact location o f the virtual 
transmitters depends on the elevation angle of the 
transmitter. Rays are launched to cover all indoor 
locations from the top left to the bottom right 
hand corner o f the building. As shown in Figure 4, 
each virtual transmitter launches a single ray at an 
angle that corresponds to the equivalent that 
would have been sent from the transmitter. This 
method can be used to simulate propagation at 
any elevation angle from a distant high altitude 
transmitter.
A frequency o f 2 GI Iz and an altitude o f 20 km 
has been suggested for HAP 3G services, and 
hence we simulate using this data. However our 
simulation model does not currently include 
diffraction effects as it was developed primarily 
for use at millimetre wave frequencies. At a 
frequency o f 2 GHz these effects would be 
expected to play a significant role and will be 
included in the future. This simulation is only 
being done as an initial investigation to 
demonstrate the validity of the virtual transmitter 
approach.
Figure 5 shows the reconstructed field strength for 
the indoor environment when illuminated from 
directly overhead without furniture. It 
demonstrates that the method correctly models the 
near parallel rays expected from the distant 
transmitter within the building. The technique 
confines the ray tracing analysis to a small grid 
surrounding the indoor environment and thus 
eases both the memory and run time constraints o f  
the software, as well as overcoming the numeric 
error problems.
While higher frequency HAPs are planned [4], 
further simulation work is required to determine 
their suitability for indoor coverage.
V. DISCUSSIONS AND CONCLUSION
This paper has presented indoor-to-indoor field 
strength prediction results at 17 GHz for a short 
range communication system in a typical indoor 
environment. The improvement o f the quality o f  
the propagation link by various diversity 
techniques has been evaluated, showing the 
superiority o f space diversity and EG-AC. For 
cost sensitive applications, switched diversity is 
also worthy of consideration.
The indoor model was extended using the concept 
of virtual transmitters to enable HAP-to-indoor 
analysis to be performed. Simulations predicted 
normalised field strengths in the region of -80 to 
-100 dB for a two story building structure.
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Figure 5: Reconstructed Indoor Field Strength from  an overhead HAP
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Abstract
This paper analyses field  strength coverage predictions fo r  high frequency indoor communications at 17 GHz using 
directional antennas at the basestation (BS) and 2 branch spaced antenna diversity at the moveable terminal (MT). 
Detailed propagation information is generated fo r  a typical two-dimensional indoor environment using a ray-tracing 
propagation tool developed at the University o f  Bath. As a performance benchmark, initial field  strength predictions are 
generated fo r omni-directional BS and MT antennas. Downlink performance is enhanced by the use o f  2 branch spaced 
antenna diversity at the MT. Factors such as antenna spacing and the choice o f  diversity combining algorithm are 
considered. At the BS, a novel three branch phased array beam pattern diversity system is compared with an ideal six 
branch sectorised antenna. For each configuration, detailed propagation studies are performed to determine the relative 
(compared to omni-directional antennas) coverage improvement over the entire environment with comparison made in 
terms o f  the gain fo r  99% coverage. Results indicate that the use o f  spaced diversity at the MT can improve the expected 
coverage fo r an omni BS antenna by as much as 11.4 dB. Beam pattern and sector switching arrangements at the BS 
results in a 7.1-10.1 dB improvement. The most impressive gains were observed by combining directional antennas at the 
BS with equal gain spaced antenna diversity at the MT. Gains o f  16.4 dB and 19.9 dB were observed fo r  three (beam 
pattern) and six (sectorised) branch systems respectively.
I. INTRODUCTION
The need for high capacity indoor communications continues to escalate. Mobile and portable devices demand ever 
increasing bit rates. The majority of current indoor communications occur in the 2.4 GHz ISM (Industrial, Scientific and 
Medical) band. Technologies such as Bluetooth and 802.11 enable bit rates in the region 1-2 Mb/s [1]. Future 
enhancements o f 802.11 are planned for use in the 5 GHz band offering bit rates as high as 54 Mb/s [2]. Looking to the 
future, even larger spectral allocations are available at higher frequencies. Systems such as AWA were proposed in Japan 
for operation at 19 GHz [3]. ETSI are considering the use of 17 GHz [4] for future versions o f their Hiperlan family of 
radio standards. In the US, spectrum has been made available in the 59-64 GHz band for indoor short-range 
communications [5].
This paper analyses field strength predictions at 17 GHz for a variety o f potential basestation and terminal antenna 
configurations. The analysis considers omni and directional antennas at the basestation combined with omni and 2 branch 
spaced antenna diversity at the terminal. The propagation data is generated for a two-dimensional indoor environment 
using ray-tracing software developed at the University o f Bath [6].
Section II describes the ray tracing propagation tool and the indoor environment. Section III discusses the various 
basestation and terminal antenna structures and the proposed diversity combining and selection algorithms. In section IV a 
range o f field strength coverage predictions are presented and analysed. Initial field strength prediction are generated for 
omni-directional basestation and terminal antennas. Downlink performance is enhanced by the use o f 2 branch spaced 
antenna diversity at the terminal. Factors such as antenna spacing and the choice o f diversity combining algorithm are 
considered. At the basestation, a novel 3 branch phased array beam pattern diversity antenna is compared with an ideal six 
branch sectorised antenna. For each configuration, detailed propagation studies are performed to determine the relative 
(compared to omni-directional antennas) coverage improvement averaged over the entire environment. Section V 
discusses the results and the paper ends with a set o f conclusions and recommendations.
II. RAY M ODEL & ENVIRONMENT
The propagation analysis performed in this paper is based on results obtained from a ray-tube launching prediction model 
[6]. The propagation model can be divided into two distinct modules. Firstly, a process o f ray launching and tracing is 
performed from the basestation. Once complete, the resulting data structure is used to perform field  reconstruction over the 
entire grid o f receiver points. The ray tracing algorithm performs a general analysis o f launched ray paths from the 
transmitter as they reflect and/or transmit at a boundary and onward propagate through the indoor environment. The ray 
tracing module traces ray tubes from the source transmitter in a predetermined direction, based on azimuth start and stop 
angles and an angular launch resolution. Object intersections are identified for each ray path (by sensing a material 
discontinuity) and appropriate reflections and transmissions are calculated. Once the field strength o f the ray has fallen 
below a predefined threshold level (known as the Cut Off Power) then the process stops and a new source ray is initiated at 
the next launch angle. The ray tracing process is performed based on knowledge of the local environment and the location 
of the transmitter. The ray launching process is performed once for a given transmitter location to build ray tree that tracks 
launched rays as they reflect and transmit from planar surfaces. The tracing o f rays between the transmitter and receiver is
accomplished using the field reconstruction module via an exhaustive analysis o f the ray tree. A ray is said to occur 
between the transmitter and receiver if  an image from the ray tracing tree illuminates the receiver.
Since the ray model is deterministic it requires a database for the environment o f interest (including material properties). In 
practice, any two dimensional environment can be specified. Factors such as material thickness and complex permittivity 
are highly influential in such models, particularly when determining transmission loss. The building material assumptions 
used in this study are shown in table 1.
Once the database is generated, the ray model is able to trace the various path reflections and refractions at material 
boundaries to a predefined signal strength. The received field strength at each grid point is then calculated by the vector 
summation of field strengths for all rays that illuminate that point. The indoor test environment is shown in figure 1.
The environment consists o f a main room surrounded by an L-shaped corridor. The basestation is placed in the main room 
as shown in figure 1. The environment is divided into a 50 x 25 grid, with receiver points spaced every 0.2m.
III. DIVERSITY GENERATION/COMBINING
Wireless communications are known to suffer from fast fading and this can seriously disrupt the quality of the radio link 
(particularly in non-line-of-sight locations). Indoor links, with the presence o f walls, furniture, etc. are particularly 
susceptible. In addition to the use of directional transmit and receive antennas, in this paper a number o f diversity 
techniques are analysed to further enhance radio communication in an indoor environment. In particular, switched 
beam/sector and space diversity schemes are considered at the basestation and terminal respectively. Space diversity 
represents a common technique for mitigating the effects of fast fading in a radio environment. In this paper the two 
receiving omni-directional antennas are spaced at a distance of 3.5 wavelengths [7]. For the basestation, a 3 branch beam 
switching and a 6 branch sectored arrangement are considered.
The principles o f diversity generation and combining have been known for many decades, with the first experiments being 
reported in 1927. The diversity method requires a number of transmission paths to be available, each carrying the same 
message, having a similar mean power and suffering independent fading statistics. The probability o f experiencing 
simultaneous deep signal fades on each diversity branch is low providing the fast fading on each branch is uncorrelated. 
Space diversity is considered to be a strong contender for microwave mobile radio applications [8]. In this paper, diversity 
signals are generated at the terminal using two spaced antennas.
The spacing o f the antennas at the receiver (see figure 2) is chosen to ensure that the individual signals are suitably 
uncorrelated. Previous work has demonstrated strong decorrelation for an antenna spacing of 3.5 wavelengths[7]. The 
precise antenna spacing depends on a number o f factors, such as the wavelength and the azimuth distribution of the 
multipaths. Given the use o f a 17 GHz carrier frequency, this spacing translates to a distance o f around 5 cm. In a high 
clutter environment, spacings as low as one quarter to one half o f a wavelength can still offer good performance [7] [8].
Two methods o f diversity combining at the terminal are considered. The first technique simply selects the strongest o f the 
two signals at any given time. The second technique, known as Equal Gain Combining (EGC), adds the amplitudes o f the 
two signal branches [9].
Selection Combining: Selection combining operates using two or more uncorrelated diversity branches. The method relies 
on selecting the best o f the available diversity branches. The best branch is usually defined as the strongest branch at any 
given instant. When implementing selection diversity, it is common to base the branch selection on the Received Signal 
Strength Indication (RSSI), which is a measure o f the signal strength over a short time window [9].
Equal Gain Combining: Having selected a given branch, the energy associated with the unselected branches is effectively 
lost in the detection process. This obviously results in a sub-optimal solution. In equal gain combining, rather than 
choosing a single branch for detection, the amplitude from the two received diversity branches are summed to form a 
single signal for detection [9]. This process is illustrated in figure 3, where m represents the message, and a, 61> b and 02 
represent the amplitude and phase of the fading on branches 1 and 2.
In practice, amplitude summation is achieved using a process known as cophasing. Cophasing aims to make the phase of 
branches 1 and 2 identical, thus enabling the signal amplitudes to be summed. The cophasing process requires the phase of 
each channel to be estimated prior to combining. Given that the channel phase is known, each branch can be multiplied by 
its unity gain conjugate to remove the channel phase component. EGC is therefore more complex than selection diversity 
and requires accurate channel estimation, which increases the cost o f the combiner. Given that the message adds 
coherently while the noise components add incoherently, after combining the expected field strength increases by 6 dB, 
while the noise increases by just 3 dB. This results in a 3 dB increase in average signal to noise ratio.
Beam Pattern Diversity and Sectorised Antennas
At the basestation, two directive antenna strategies are explored. The first technique makes use of a linear phased array to 
implement beam pattern diversity. The basestation applies one o f three sets o f  phase weights to the phased array to form 
one of three possible beam patterns. In practice, the number of beam patterns could be increased and depends on the 
number o f  individual antenna elements in the array. Figure 4(i) shows the amplitude o f one o f the three beam patterns 
considered in this study. Each beam pattern is assumed to have a 4.8 dBi boresight gain. This pattern was generated 
assuming a 7-element uniform linear array [10]. The second and third beam patterns are identical but rotated clockwise 
and anti-clockwise by 60 degrees. Using this strategy, all possible terminal locations will fall into the 3dB beamwidth of
one o f the three beam patterns. For each terminal location, the best o f the three beam patterns must be determined prior to 
data transmission (i.e. beam pattern selection diversity at the basestation). System performance can be further enhanced by 
applying space diversity at the terminal in addition to beam pattern diversity at the basestation. In this configuration, the 
beam pattern resulting in the best output from the terminal diversity combiner is chosen. In the case of switched terminal 
diversity, the algorithm will choose the best combination of basestation sector and terminal antenna element.
A sectorised antenna comprises a number o f individual antenna units, each having a single main lobe covering a fraction of 
the full 360 degrees. In this paper a six sector solution is considered, with each sector having a 60 degree 3-dB beamwidth. 
To ease the modelling process, idealized individual sector patterns based on a Gaussian beam are assumed [11]. Figure 
4(ii) shows the resulting beam pattern for a single sector. The other five sectors are identical, but rotated by 60, 120, 180, 
240 and 300 degrees. Each sector has a 7.8 dBi boresight gain.
IV. SYSTEM  ANALYSIS
The following 6 system configurations are analysed in this section:
1. Omni basestation antenna to omni terminal antenna 2. Omni basestation antenna to space diversity terminal
3. Phased array basestation with omni terminal antenna 4. Phased array basestation with space diversity terminal
5. Sectorised basestation with omni terminal antenna 6. Sectorised basestation with space diversity terminal
Section III described the diversity methods and antenna patterns used at the basestation and terminal. For each mode, beam 
pattern and sector, ray tracing field strength prediction grids are generated and the appropriate transmit and/or receive 
diversity processing applied. Figure 5 shows the field strength prediction grid for omni directional basestation and mobile 
antenna (mode 1). The received field can be seen to peak in the vicinity o f the basestation and remains high in areas of  
direct line o f sight. The field drops dramatically as the signal passes through dividing walls into the corridor. The omni- 
omni data was used as a reference to compare the coverage performance o f the remaining diversity systems.
Figure 6 shows the Cumulative Distribution Function (CDF) o f normalized fade depths for an omni basestation with and 
without space diversity at the terminal. The CDF for each scheme was generated by computing the instantaneous fade 
depth at each receive point. This fade depth was calculated as the difference between the mean field strength for an omni- 
omni configuration and the instantaneous field for the mode o f interest (calculated from the vector sum of rays). In the 
case o f directional antennas at the BS, a normalized pattern with unity gain on the boresight was used. Hence, the impact 
o f antenna gain needs to be incorporated in the final comparison.
In this paper 1% outage was chosen to ensure 99% coverage, as higher values o f coverage are not considered economically 
viable, while lower values will not provide adequate quality of service. Also this level o f coverage highlights the system’s 
ability to remove the problematic deep fading effects.
Figure 6 shows the CDF for branch 1 and branch 2 at the terminal. As expected, the fading statistics for both antennas are 
near identical, with both requiring a 14.6 dB fade margin. This fade margin is given by -B , where B represents the fade 
level. For the reference omni-omni case, this fade margin is also denoted by the variable -A . The first row in Table 2 
summarizes the processed data for the omni-omni configuration. Application o f switched space diversity can be seen 
dramatically to improve the resulting CDF. A fade margin of 3.8 dB is now observed (-B on the switched CDF graph). 
Since this fade margin is computed relative to the mean o f a single omni directional antenna, any improvement in mean 
power is also incorporated in this value. From a field strength coverage point o f view, performance is improved by 10.8 dB 
(i.e. -(.A-B)). More generally, this system gain can be calculated in dB for 99% coverage as:
System Gain (dB) = D-(A-B)
Where D  represents the directive gain o f the BS antenna (relative to a reference dipole), -A represents the fade margin on a 
single omni-omni antenna system at a 1% outage level and -B represents the fade margin for the test antenna configuration. 
The directive gain, D, is required since the propagation grids are computed using normalised patterns (each having a 
boresight gain o f unity), hence the mean improvement using a directive basestation antenna is not directly included in the 
CDF curves. It is important to note that in the case o f EGC, the noise floor would be increased by 3 dB. This is included by 
subtracting the value from the improved fade margin, B. The final graph in figure 6 shows the CDF for EGC combining at 
the terminal. The mean power has increased by 6.28 dB relative to the original single antenna configuration. This gain is 
consistent with EGC, where an approximate 6 dB increase in mean is expected (see section III). For this system, a fade 
margin o f 0.2 dB is shown on the graph. As explained above, this value includes the mean gain o f 6.28 dB and needs to be 
modified to reflect the 3 dB increase in noise floor. In table 2, a modified fade margin o f 3.2 dB is quoted.
Figure 7 shows the CDF results for 3 branch beam pattern diversity at the-basestation. Assuming a single omni antenna at 
the terminal, the mean power drops by 0.4 dB and the fade margin improves to 12.3 dB. The beam pattern (see figure 4(i)) 
has a gain o f 4.8 dB relative to the reference dipole, i.e. 101og(360/BW), where BW represents the 3 dB beamwidth o f the 
directional BS antenna. As summarized in row 4 o f table 2, this configuration results in an overall gain o f 7.1 dB. 
Switching beam patterns at the basestation does not result in a significant fade margin reduction since the beams do not 
overlap. This means that the directly illuminating beam pattern is always likely to be chosen, even when the beam suffers a 
deep fade. This observation is confirmed by figure 8, which shows the most likely beam selection as a function of terminal 
location. Generally, the beam that points in the direction of the terminal is nearly always chosen, irrespective o f fade
depth. The application of diversity at the terminal dramatically improves the fade margin. From figure 7 the fade margin 
drops to 4.8 dB (from 12.3 dB previously). Taking into account differences in the antenna gain, the overall improvement 
for this system is 14.6 dB (row 5, table 2). The final graph on figure 7 shows the impact of applying EGC at the terminal. 
The overall gain now increases to 16.4dB.
The final three rows in table 2 consider the use of a 6 sectored antenna at the basestation. This antenna has a boresight gain 
of 7.8 dB relative to the reference dipole. Field strength predictions for each of the six sectors are shown in figure 9. The 
diagram shows the orientation of each sector and confirms that the best coverage for each sector lies within its 3 dB 
beamwidth. By switching to the sector offering the best coverage at a given point, indoor coverage can be greatly 
enhanced. Figure 10 shows the resulting CDF statistics for this case. As for the beam pattern scenario, little improvement 
in fade margin is seen when a single omni antenna is used at the terminal. An overall gain of 10.1 dB is observed (largely 
due to the 7.8 dB o f improved BS antenna gain). The application of switched diversity at the terminal improves 
performance significantly, with an overall gain of 18.4 dB. The final system considers EGC combining at the terminal with 
the 6 sector antenna at the basestation. For this system, an overall gain of 19.9 dB was observed.
V. CONCLUSIONS
In this paper a range o f diversity systems have been studied at the basestation and terminal. Results indicate that gains of 
up to 11.4 dB are possible using spaced antenna diversity alone at the terminal. The use of 3 branch pattern diversity at the 
transmitter can improve performance by 7.1 dB for a single omni antenna at the terminal and by as much as 16.4 dB if 
EGC space diversity is also applied at the terminal. The final system considered here was a six sectored basestation 
antenna. This configuration offered in excess of 10.1 dB gain for a single omni terminal antenna and as much as 19.9 dB 
gain when combined with 2 branch EGC at the terminal. It should be noted that all gains are quoted at a 1% fading outage 
level. The results indicate that the performance of high frequency indoor systems could be improved by up to 19.9 dB 
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TABLE 2
S y s t e m  G a i n  v s  BS/MT A n t e n n a  S t r a t e g y  ( *  3  d b  a d d e d  t o
COMPENSATE FOR INCREASED EGC NOISE FLOOR)
System Type
1% Fade BS Relative
Margin, Directive 
-B dB Gain, D dB
System Gain, 
D-(A-B) dB
Omni BS - Omni 14.6 0.0 0.0
Omni BS - SW MT 3.8 0.0 10.8
Omni BS - EGC MT 3.2* 0.0 11.4
3 Branch BS - Omni 12.3 4.8 7.1
3 Branch BS - SW 4.8 4.8 14.6
3 Branch BS - EGC 3.0* 4.8 16.4
6 Branch - Omni MT 12.3 7.8 10.1
6 Branch - SW MT 4.0 7.8 18.4
6 Branch SW EGC 2.5* 7.8 19.9
Figure 9: Individual Sector Plot (omni MT antenna)
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Abstract -  This paper investigates in-building radio 
coverage at 2GHz from a High Altitude Platform (HAP). 
The HAP is located at a height of 20km above the earth. 
The propagation analysis is based on a novel two- 
dimensional ray-model. The model makes use of an array 
of virtual transmitters placed around the building. To 
improve radio reception, two branch switched and equal 
gain diversity combining are applied at the terminal. 
Propagation coverage grids are generated over a pair of 
multi-floor building structures. Results include the 
calculation of in-building penetration loss and the 
derivation of link margins for 90% and 99% indoor area 
coverage. Using this data, the required HAP transmit 
power is calculated as a function of diversity technique, 
area coverage and operating bandwidth. Assuming a 1km 
radius spot beam, a 3G compatible operating bandwidth of 
4MHz and 90% in-building area coverage, the results 
indicate that space diversity at the terminal reduces the 
HAP transmit power from 2.15 Watts to 0.84 Watts.
I. INTRODUCTION
Over the last 10-15 years a large number of indoor to 
indoor propagation models have been proposed in the 
literature. Outdoor to indoor propagation models have 
also been developed, mainly to determine indoor 
penetration loss from terrestrial basestations. Recently, 
the use of High Altitude Platforms (HAP) has been 
proposed as a means of offering broadband third and 
fourth generation services [1], HAP basestations are 
located at a height of approximately 20km, thus avoiding 
the high path losses observed with satellite 
communications. The use of overhead platforms also 
reduces the path loss observed in dense urban terrestrial 
radio systems.
Traditionally, given the large separation distance 
between the HAP and the mobile terminal, ray-launching 
methods have been difficult to apply. In this paper, novel 
modifications to a previous indoor-only ray-tracing 
model 3] are described that enable HAP analysis to be 
performed. These enhancements involve the placing of 
an array of virtual transmitters around the building of 
interest. This array enables indoor prediction from the 
HAP for any elevation angle and height.
Wireless communications are known to suffer from fast 
fading and this can seriously disrupt the quality of the 
radio link (particularly in non-line-of-sight locations). 
Indoor links, with the presence of walls, furniture, etc. 
are particularly susceptible to fading. The need to 
improve the link budget is vital in the case of broadband 
HAP communications.
In this paper switched and equal gain diversity 
techniques are analysed to enhance the radio link for 
HAP to indoor communication. The analysis 
concentrates on the use of space diversity with antennas
separated at half a wavelength (7.5 cm at 2 GHz). A 
range of antenna spacing have been analysed, the figure 
of half a wavelength provides a good compromise 
between high diversity gain and relatively small physical 
size.
This paper is structured as follows. Section II covers the 
mathematical calculation of path loss in the HAP 
environment. Section III describes the ray model and the 
novel use of an array of virtual transmitters to simulate 
transmission from a distant HAP. The building structure 
used in this analysis is described together with the 
assumptions made for the various building materials. 
Section IV presents the predicted coverage grids and the 
impact of antenna diversity at the terminal. Results 
include a calculation of in-building penetration loss and 
the derivation of link margins for 90% and 99% indoor 
area coverage. Section V considers a typical link budget 
and determines the required HAP transmit power as a 
function of diversity technique, area coverage and 
operating bandwidth. The paper ends with a number of 
conclusions and recommendations.
II. HAP PATH LOSS CALCULATION
Figure 1 shows the concept of HAP communication. 
Rather than using a terrestrially mounted basestation, the 
equipment is mounted, for example, in an unmanned 
airship (//) located approximately 20km above the 
surface of the earth [4], Using highly directive spot 
beams from the HAP, communication occurs with 
mobile terminals on the ground. HAP systems do not 
suffer from the high path loss associated with satellite 
communications. They also avoid the high losses 
observed in dense urban environments when low 




Figure 1: HAP Indoor Coverage
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We first assume that the signal arrives at a point R on the 
ground after travelling a distance dRR metres. The 
received power (assuming a line of sight path) can be 
calculated using the following equation:




Ls  = Spreading Loss = (AMhrY
(1)
(2)
It is common to calculate only the loss associated with 
the radio channel, since this removes the impact of 
transmit power and antenna gain. These factors can be 
added at a later date. Assuming PTGTGR = 1, we get:
P„ = 1
(4 JidHRy (3)
It is also common to normalise p t g t G r  /  L s  = l at a 
distance of one metre [5]. Given that PTGTGR = 1, we 
can denote the normalised spreading loss using the 
variable, L . Under these conditions we can write:
Ls = 1, d = 1 hence Ls = Ls
(AitY
or = L. {Any (4)
Hence, to calculate the true spreading loss from a 
normalised value, we must multiply the normalised loss
by a factor (Ak )2 /A2 .
For the HAP scenario shown in figure 1, the received 
signal suffers from three losses:
■ Spreading Loss (as discussed above), Ls
■ Building Penetration and Shadowing Loss, Lp
■ Fast Fading Loss, Lp
In practice it is difficult to separate these mechanisms. 
The first loss term was discussed earlier in this section. 
The second loss occurs due to attenuation as the waves 
pass through structures such as the roof, ceiling, walls 
and floors. A shadow loss margin is required to protect 
against these losses. The third loss occurs since we do 
not receive just a single path from the HAP, but a 
number of scattered, reflected and transmitted paths 
from within the building structure. The actual signal is 
formed from the vector sum of these multipaths and a 
fade margin is required to protect the quality of the 
system. We can write the following equation for the 
received power, Pj^ , in a HAP environment:
p r m  ~
PtGt Gr 
Ls LP LF
Again, assuming Pj Gj Gr = 1, we get:
1 1 A2
p r m  ~ Ls Lp Lf LS LP Lf (Any
(5)
(6)
For the simple LoS example the spreading loss, Ls, at 2 
GHz for a separation distance of 20,000 metres is 124.48
dB. The normalised spreading loss, Ls  , is 86.02 dB (a 
reduction of 38.46 dB due to the normalisation process). 
To model the building penetration, shadowing and fast 
fading losses, a deterministic ray tracing model is used. 
Given the large distance between the HAP and the 
mobile terminal, the real scenario cannot be directly 
modelled since it would require the creation of a huge 
environment grid. Hence, some form of ray tracing 
modification is required to enable the HAP scenario to 
be modelled.
III. HAP RAY MODELLING
In this section a number of modifications to the ray- 
tracing software described in [2] [3] are discussed to 
enable accurate propagation prediction from a HAP. 
The method required modifications to both the ray 
tracing and field reconstruction modules [3]. The 
proposed technique is accurate and does not make use of 
approximations.
A. Explanation of the Virtual Transmitter method
It is known that real waves traced from the HAP to the 
building will have virtually parallel wave fronts. The 
method used to enhance the ray model places an array of 
virtual transmitters around the building under test (as 
shown in figure 2). Each virtual transmitter is now used 
to launch a single ray. Using knowledge of the location 
of the HAP and the virtual transmitters, a precise ray 
launch angle for each virtual transmitter can be 
calculated. This angle is used to launch a single ray that 
emulates the path that would have been traced from the 
HAP. By using an array of virtual transmitters, the 
software can simulate a number of uniformly launched 
rays from the HAP. To overcome the path length 
problem (i.e. the shorter distance from the virtual 
transmitter), modifications are made in both the ray 
tracing and field reconstruction modules to add the extra 
path length from the HAP paths. Using this technique, a 
number of rays can be launched from the array of virtual 
transmitters to mimic the set of rays that would have 
been launched from the HAP. An accurate simulation 
can be achieved for any point in the test environment by:
•  Restricting each virtual transmitter to a single ray 
launch,
• Calculating the launch angle using knowledge of the 
HAP position,
•  Modifying the path length to reflect the distance to 
the HAP.
This concept is shown in figure 2. A simple indoor 
structure is shown comprising two floors. An array of N  
(450 in this case) virtual transmitters is shown at a 
distance of 5 metres above the roof and to the side of the 
building. The HAP can be located at any height and 
elevation above the building.









Figure 2: Concept of Virtual Transmitters (N = Number of virtual 
transmitters placed around the building to simulate propagation 
from a distant HAP)
The algorithm now calculates the angle to the first and 
last virtual transmitter, these are then denoted by the 
variables angm in and angmax. The ray-tracing 
algorithm proceeds to trace rays uniformly between 
these two angles. The step size used in the launch 
algorithm is determined by the spacing of the virtual 
transmitters, which in turn is controlled by the width of 
the building and the size of the grid. The spacing 
between the virtual transmitters must be smaller than the 
environmental grid spacing to ensure that the launched 





Figure 3: Description of Test Environment 
B. Test Environment
The test environment used in this paper is shown in 
figure 3. Two multistory buildings placed side by side
are assumed. The buildings comprise outer load bearing 
walls, windows, doors, partitions, ceilings, floors and a 
roof. The HAP is located at an elevation angle of around 
60 degrees to the right of the buildings.













Table I provides a list of the material types, thickness 
and transmission losses [6-8] assumed in the ray model. 
Each material in the database has a value of permittivity 
and conductivity. Using this information, angle 
dependent transmission and reflection coefficients are 
calculated in the modelling process.
IV. PROPAGATION RESULTS
Figure 4 shows the predicted normalised path loss (see 
section II) for the entire grid area. Above each building, 
a path loss of approximately 87.3 dB is observed (86 dB 
due to the normalised spreading loss and 1.3 dB due to 
the use of a vertical dipole pattern in the receiver). In 
practice, fading is seen above the buildings due to the 
roof-top reflected path. As the rays enter each building, 
significant penetration is observed for all cases other 
than windows, where just 2 dB of attenuation is 
observed. Diffraction is not included in the analysis, 
although it is known that diffraction can be a significant 
effect at this frequency. It is planed to include diffraction 
modeling in future work.
Figure 4: Instantaneous Normalised Path Loss (dB)
From figure 4 it can be seen that the left-hand side of the 
ground floor suffers the highest levels of attenuation. To 
analyse mathematically the in-building instantaneous 
normalised path loss statistics, the Cumulative 
Distribution Function (CDF) is shown in figure 5 for the 
case of a single antenna and two branch switched and 
EGC space diversity.
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Figure 5 shows that the normalised instantaneous path 
loss for a single antenna varies from 80 dB to less than 
160 dB.
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Figure 5: Normalised Path Loss CDF
Figure 5 can be used to determine the path loss margin 
required to achieve a given area coverage. Table II lists 
the normalised path loss values and margins assuming 
indoor area coverage requirements of 90% and 99%. The 
90% and 99% values were obtained from the 0.1 and 
0.01 probability thresholds in figure 5. Results are given 
for single antenna, switched diversity and EGC diversity 
solutions. Table III shows the additional path loss (or 
fade margin) that can be tolerated (relative to the 
average indoor loss of 97.82 dB). For 90% in-building 
coverage, for a single antenna an additional loss of 22.0 
dB must be tolerated. For 99% coverage, this additional 
margin increases to 50.3 dB. The far larger 99% margin 
shows the difficulty of achieving high percentage 
coverage inside the building.
Table II: Normalised Path Loss vs Percentage Area Coverage
System 90% Coverage Margin (dB)
99% Coverage 
Margin (dB)
Single Branch 119.8 148.1
Switched 116.2 145.5
EGC 112.7 140.1
Table III : Path Loss Margin vs Percentage Area Coverage 
(* includes an addition 3dB due to increase in noise floor for EGC)
System 90% Coverage Margin (dB)
99% Coverage 
Margin (dB)
Single Branch 22.0 50.3
Switched 18.4 47.7
EGC 17.9* 45.3*
In the case of ideal equal gain combining, while the 
mean signal strength increases statistically by 6 dB, the 
noise floor will increase by 3 dB [9]. To compensate for 
this factor, the fade margin for EGC has been increased 
by 3 dB).
V. HAP SYSTEM PERFORMANCE
In this section the required HAP transmit power is 
calculated as a function of coverage quality, spot beam 
dimensions, system bandwidth (10kHz to 4MHz) and 
diversity technique. The shadow and fade margins given 
in tables II and III are used in the analysis. Table IV 
shows the link budget for a system operating with 4MHz 
of bandwidth (similar to that required in 3G) using equal 
gain combining. From section III, an in-building 
normalised path loss of 97.82 dB is assumed. The 
additional loss at 1 metre (38.46dB) is also added to the 
link budget. From table III, the path loss margins for 
90% and 99% area coverage are 22.0 dB and 50.3 dB 
respectively for a single antenna. For EGC, these 
margins reduce to 17.9 dB and 45.3 dB respectively.
For a bandwidth of 4MHz, the background noise power 
is given by kTB, where k represents Boltzmann’s 
constant, T the temperature in degrees Kelvin and B the 
operating bandwidth in Hertz. A temperature of 290 
degrees Kelvin is assumed in these calculations. Using 
these numbers, a noise floor of -137.95 dBW is obtained. 
After adding a 5 dB noise figure (a value compatible 
with 3G terminals), the expected noise power rises to 
-132.95 dBW.





Normalised Mean Indoor Loss (dB) 97.82 97.82
Denormalise Loss at 1 m (dB) 38.46 38.46
EGC Path Loss Margin (dB) 17.9 45.3
Average Indoor Received Power (dBW) -105.05 -77.65
Noise Power (5 dB noise figure) (dBW) -132.95 -132.95
S/N Ratio 10 10
Indoor Power after margins (dBW) -122.95 -122.95
PtGt (dBW) 31.23 58.63
Assuming (conservatively) that a 10 dB signal to noise 
ratio is required for acceptable modem performance [9], 
this implies the received power after adjusting for 
margins must be -122.95 dBW. The Effective Isotropic 
Radiated Power (PtGt) for the HAP can now be 
computed. For 90% and 99% area coverage, an EIRP of 
31.23 dBW and 58.63 dBW respectively is required to 
balance the link.
The HAP antenna gain can be approximated using 
equation 7, where Ghap, rhap and rSpoT represent the 
HAP antenna gain in dBi, the distance to the HAP in 
meters and the radius of the spot beam in meters.
C/Mf ”  101og,o (7)
rSPOT _BEAM
Assuming the HAP is located 20km above the earth and 
illuminates the city with a 1km radius spot beam, a HAP 
antenna gain of 32 dBi is obtained. Under these 
assumptions, HAP transmit powers of -0.77 dBW (0.84 
Watts) and 26.63 dBW (460.3 Watts) are required for 
90% and 99% indoor coverage. This analysis was
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repeated for operating bandwidths between 10 kHz and 4 
MHz with and without diversity at the mobile terminal. 
Figures 6 and 7 show the required E1RP at the HAP for 
90% and 99% area coverage (and 99% fade coverage). 
These graphs can be used to compute the HAP transmit 
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Figure 7: Require EIRP at HAP for 99% Area Coverage (10 dB S/N)
Tables V and VI state the HAP transmit power required 
for a 32dBi antenna gain as a function of system 
bandwidth, antenna configuration and area coverage.
Table V: HAP Transmit Power (dBW) for 32 dBi HAP gain and 
90% Indoor Area Coverage
Single Antenna EGC Combining
10 kHz -22.69 -26.79
100 kHz -12.69 -16.79
500 kHz -5.71 -9.81
4 MHz 3.33 -0.77
Table VI: HAP Transmit Power (dBW) for 32 dBi HAP Gain and
99% Indoor Area Coverage
Single Antenna EGC Combining
10 kHz 5.61 0.61
100 kHz 15.61 10.61
500 kHz 22.59 17.59
4 MHz 31.63 26.63
0.84 W (4MHz). For 90% coverage the performance on 
the ground floor would be poor. To achieve 99% indoor 
area coverage, the HAP transmit power would need to 
vary between 1.15 W (10 kHz) and 460.3 W (4MHz). 
Without the use of diversity, for 90% area coverage, the 
HAP transmit power would need to vary between 5.4 
mW (10 kHz) and 2.15 W(4MHz).
99% area coverage using a single antenna requires HAP 
transmit powers between 3.64 W (10kHz) and 1.45 kW 
(4MHz). Such high values may be impractical.
VI. CONCLUSIONS
This paper has analysed in-building propagation at 
2GHz from a HAP. Assuming a 1km radius spot beam, a 
3G compatible operating bandwidth of 4MHz and 90% 
in-building area coverage, the results indicate that space 
diversity at the terminal reduces the HAP transmit power 
from 2.15 Watts to 0.84 Watts. An area coverage of 99% 
was shown to require unreasonably high transmit powers 
at larger bandwidths (due to the large margin required) 
even with diversity at the terminal.
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A bstract
This paper presents an evaluation of enhanced high frequency indoor communications using 
directional antennas at the basestation. Frequencies at 17GHz are assumed [1]. Additional 
schemes such as spaced antenna diversity at the terminal and antenna sectorisation at the 
basestation are also explored. Detailed propagation information is supplied using a site specific 
two-dimensional ray-tracing propagation model developed previously at the University of Bath. 
Based on this analysis, the most appropriate antenna configurations will be identified for future 
high frequency indoor communications.
Propagation Modelling & Diversity
The propagation analysis uses a system of ray-tube launching from each of the basestation
antennas. First an example indoor database is generated (including material properties) and then
ray tracing is applied to track the various path reflections and refractions at material boundaries to 
a predefined signal strength [2][3]. The indoor test environment is shown in figure 1. Wireless 
communications are known to suffer from fast fading and this can seriously disrupt the quality of 
the radio link (particularly in non-line-of-sight locations). In this paper a number of diversity 
techniques are analysed to further enhance radio communication in an indoor environment.
System Analysis
In presentation the techniques described in the previous section will be analysed in detail. More 
specifically, it will focus on the following operating modes:
i) Sectorised directional antenna to omni terminal antenna
ii) Sectorised directional antenna to space diversity terminal
For each mode, ray tracing prediction grids will be generated and the appropriate transmit and/or 
receive diversity processing applied. Normalised field strength grids will be produced throughout 
the indoor environment to determine the relative service quality for each method. Figure 2 shows 
the result for sectorised directional basestation antenna communicating with a mobile terminal 
employing spaced antenna diversity. These results will then be compared to determine the relative 
strengths and weaknesses of each mode. Additional factors such as the cost and power 






Figure 2: Normalisedfield strength Grid (sector no. 4, 
phased array basestation to space diversity terminal in 
test environment)
Figure 1: Example Environment
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Theoretic Capacity Evaluation of Indoor M icro- and M acro-M IM O  system s at 5GHz 
using Site Specific Ray Tracing
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Indexing terms: MIMO Capacity, Ray Tracing, Micro MIMO, Macro MIMO
Abstract: This paper provides simulation results fo r  the capacity distribution o f an indoor Multiple Input 
Multiple Output (MIMO) communications system. Results are based on ray-traced propagation data fo r  
micro- and macro-MIMO array configurations. Capacity levels are compared with well known 
mathematical results fo r  uncorrelated Rayleigh fading. Significant capacity gains are seen using a macro 
MIMO configuration.
Introduction: This letter explores the impact of realistic multipath statistics and practical Access Point 
(AP) and Mobile Terminal (MT) array configurations on the theoretic MIMO capacity bound. In particular, 
the use of widely spaced configurations at the AP (termed macro-MIMO) is explored. Instead of assuming 
identical and independently distributed (i.i.d) Rayleigh fading statistics across the transmit and receive 
arrays, here capacity is obtained from a detailed Ray Tracing (RT) analysis [1] of the various antenna 
element to element links in a site specific indoor environment. The work is performed in the 5.2 GHz band 
and is considered applicable to future high bit rate extensions of IEEE 802.11a.
Micro and Macro M IM O: The use of RT enables the impact of array configurations and practical 
multipath fading statistics to be considered in the MIMO analysis. In this contribution the number of 
transmit and receive elements, Nt and Nr> are both fixed at 4. The MT is modelled as a Uniform Linear 
Array (ULA) of vertical dipoles with half wavelength inter-element spacing. Two types of AP array are 
explored. The first approach, micro-MLMO, assumes a half wavelength ULA of vertical dipoles mounted in 
the comer of the room. The second configuration, macro-MIMO, comprises individual AP dipoles placed 
in each comer of the room. The operating environment (which includes a table, desk and several doors), the 
array locations and the measurement routes are shown in Fig. 1. For the RT analysis, the transmit power 
per element was fixed at -lOdBm and the noise floor was assumed to lie at -91 dBm.









F ig .l: Indoor test environment, array configuration and routes. Walls are concrete (relative permittivity 
5.0, conductivity 0.137) and doors and furniture is made o f wood (relative permittivity 2.0, conductivity
0.0006).
M IM O  R T  Capacity Bound: The average MIMO capacity can be calculated at each point along the route 
using eqn (1), where E{} represents the expectation function, C the average channel capacity, d  the distance 
along the measurement route, f  the measured signal to noise ratio and H„ the normalised MIMO link 
matrix [2].
C(d) = £{log2|det(/ + f(rf)H„(<i)H;i(rf)J} (1)
The elements of H and the value for f  at each point along a given route are extracted from a detailed RT 
analysis that incorporates details of the array geometries and element patterns involved. MIMO capacity 
depends on both the SNR and the scattering observed in the H matrix. Using a RT propagation model [1], 
the resulting fading is not constrained to follow either a Rayleigh distribution or to remain perfectly 
decorrelated over the arrays.
M IM O  Rayleigh Capacity Bound: In [2] the elements of H are randomly generated using i.i.d complex 
Gaussian samples. Sufficient samples are taken to provide a good approximation to the expectation 
function. This analysis is non-environment specific and provides the well known Rayleigh fading MIMO 
capacity bound.
In order to evaluate the capacity loss due to correlation and/or a lack of scatter in the measured H matrix, 
the capacity assuming i.i.d Rayleigh fading is also computed. The resulting average capacity bound is 
given by eqn (2), where HRay denotes a normalised and uncorrelated Rayleigh fading matrix and all other 
parameters are as defined in eqn (1).
CSw (d) = 4 o g 2|det(/ + f  W )H „ (rf)H;„ (rf))} (2)
Results: In this section the average SNR, the H-matrix and the MIMO capacity bounds are calculated for 
the two routes illustrated in Fig. 1. The routes are each 9.2m in length and samples are taken every 
centimetre. RT is used to predict the SNR and H-matrix entries for each point in the route. This data is then 
processed to compute the RT MIMO capacity bound and the i.i.d Rayleigh fading capacity bound (using 
the RT predicted SNR). This analysis is repeated for the micro and macro configurations.
Fig. 2 shows the predicted SNR f  (d) for the micro and macro MIMO configuration. The analysis is based 
on the radio parameters and noise floor assumptions listed earlier. We assume a constant transmitter power 
and do not consider the use of active power control [3]. Under these assumptions it is clear that the macro- 
MIMO configuration results in a significantly higher average SNR along the route. From table 1, gains of 










Micro (Route 1) 9.45 14.11 14.28 (see fig. 2)
Micro (Route 2) 12.34 16.25 17.02
Macro (Route 1) 21.26 29.13 26.58 (see fig. 2)
Macro (Route 2) 23.73 25.93 23.18
Table 1: Summary o f Average SNR and Capacity over Routes 1 and 2
capacity using RT was found to be around 71% of the ideal Rayleigh bound. Application of macro-MIMO 
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Figure 3: Comparison o f  MIMO capacity along Route 1. (a) Micro (RT generated SNR and H-matrix), (b) 
Micro (RT generated SNR and i.i.d Rayleigh H-matrix) (c) Macro (RT generated SNR and H-matrix) (d)
Macro (RT generated SNR and i.i.d Rayleigh H-matrix)
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