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BATCH POLICY LEARNING IN AVERAGE REWARD
MARKOV DECISION PROCESSES
By Peng Liao∗ , Zhengling Qi† and Susan Murphy∗
Harvard University∗ and George Washington University†
We consider the batch (off-line) policy learning problem in the in-
finite horizon Markov Decision Process. Motivated by mobile health
applications, we focus on learning a policy that maximizes the long-
term average reward. We propose a doubly robust estimator for the
average reward and show that it achieves semiparametric efficiency
given multiple trajectories collected under some behavior policy. Based
on the proposed estimator, we develop an optimization algorithm to
compute the optimal policy in a parameterized stochastic policy class.
The performance of the estimated policy is measured by the difference
between the optimal average reward in the policy class and the aver-
age reward of the estimated policy and we establish a finite-sample
regret guarantee. To the best of our knowledge, this is the first regret
bound for batch policy learning in the infinite time horizon setting.
The performance of the method is illustrated by simulation studies.
1. Introduction. We study the problem of policy optimization in Markov
Decision Process over infinite time horizons (Puterman, 1994). We focus on
the batch (i.e., off-line) setting, where historical data of multiple trajecto-
ries has been previously collected using some behavior policy. Our goal is
to learn a new policy with guaranteed performance when implemented in
the future. In this work, we develop a data-efficient method to learn the
policy that optimizes the long-term average reward in a pre-specified policy
class from a training set composed of multiple trajectories. Furthermore, we
establish a finite-sample regret guarantee, i.e., the difference between the av-
erage reward of the optimal policy in the class and the average reward of the
estimated policy by our proposed method. This work is motivated by the de-
velopment of just-in-time adaptive intervention in mobile health (mHealth)
applications (Nahum-Shani et al., 2017). Our method can be used to learn
a treatment policy that maps the real-time collected information about the
individual’s status and context to a particular treatment at each of many
decision times to support health behaviors.
Sequential decision-making problem has been extensively studied in statis-
tics (dynamic treatment regime, Murphy (2003)), econometrics (welfare max-
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imization, Manski (2004)) and computer science (reinforcement learning,
Sutton and Barto (2018)). Recently tremendous progress has been made
in developing efficient methods that use historical data to learn the op-
timal policy with performance guaranteed in the finite-time horizon set-
ting; see the recent papers by Zhou et al. (2017); Athey and Wager (2017);
Kallus (2018); Zhao et al. (2019) in the single-decision point problem and
Zhao et al. (2015); Luedtke and van der Laan (2016); Nie, Brunskill and Wager
(2019) in the multiple-decision point problem and the recent review paper
by Kosorok and Laber (2019) for references therein. Many mHealth appli-
cations are designed for the long-term use and often involve a large num-
ber of decision time points (e.g., hundreds or thousands). For example in
HeartSteps, a physical activity mHealth study, there are five decision times
per day, resulting in thousands of decision times over a year-long study.
Many existing methods developed for the finite-time horizon problem are
based on the idea of importance sampling (Precup, 2000), which involves
the products of importance weights between the behavior policy and the
target policy. This may suffer a large variance especially in problems with a
large number of time points (Voloshin et al., 2019) as in the case of mHealth.
Methods that are based on the idea of backward iteration (e.g., Q-learning)
also becomes unpractical as the number of horizon increases (Laber et al.,
2014).
In this work, we adopt the infinite time horizon homogeneous MDP frame-
work. Although the training data consists of trajectories of finite length,
the Markov and time-stationarity assumptions make it possible to evaluate
and optimize the policy over infinite time horizons. In infinite time horizon
setting, the majority of existing methods focuses on optimizing the dis-
counted sum of rewards (Sutton and Barto, 2018); see the recent works in
statistics Luckett et al. (2019); Ertefaie and Strawderman (2018); Shi et al.
(2020). The discounted formulation weighs immediate rewards more heavily
than rewards further in the future, which is practical in some applications
(e.g., finance). The contraction property of Bellman operator due to dis-
counting also simplifies associated analyses (Tsitsiklis and Van Roy, 2002;
Sutton and Barto, 2018). For mHealth applications, choosing an appropriate
discount rate could be non-trivial. The rewards (i.e., the health outcomes)
in the distant future are as important as the near-term ones, especially when
considering the effect of habituation and burden. This suggests using a large
discount rate. However, it is well known that algorithms developed in the
discounted setting can become increasingly unstable as the discount rate
goes to one; see for example Naik et al. (2019).
We propose using the long-term average reward as the criterion in optimiz-
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ing the policy. The average reward formulation has a long history in dynamic
programming (Howard, 1960) and reinforcement learning (Mahadevan, 1996).
In fact, the long-term average reward can be viewed as the limiting ver-
sion of the discounted sum of rewards as the discount rate approaches one
(Bertsekas, 1995). We believe that the average reward framework provides
a good approximation to the long-term performance of a desired treatment
policy in mHealth. Indeed, it can be shown that under regularity condi-
tions the average of the expected rewards collected over finite time hori-
zon converges sublinearly to the average reward as time goes to infinity
(Herna´ndez-Lerma and Lasserre, 1999). Therefore, a policy that optimizes
the average reward would approximately maximize the sum of the rewards
over the long time horizon.
In the three settings discussed above, e.g., finite horizon or infinite horizon
discounted sum of rewards or infinite horizon average reward, many methods
consider finding the optimal policy (with no restriction) by first estimating
the optimal value and then recovering the optimal policy, see for example
Ormoneit and Sen (2003); Lagoudakis and Parr (2003); Ernst et al. (2005);
Munos and Szepesva´ri (2008); Antos, Szepesva´ri and Munos (2008a,b); Ertefaie and Strawderman
(2018); Yang and Wang (2019). A critical assumption behind these methods
is the correct modeling of the possibly non-smooth optimal value function,
which could be highly complex in practice and thus requires the use of a very
flexible function class. The use of the flexible function class usually results
in a learned policy that is also complex. If interpretability is important, this
is problematic. Furthermore, when the training data is limited, the flexible
function class could overfit the data and thus the variance of the estimated
value function and the corresponding policy could be high.
We instead aim to learn the optimal policy in a pre-specified policy class;
see for example Zhang et al. (2012, 2013); Zhou et al. (2017); Zhao et al.
(2015, 2019); Athey and Wager (2017) in finite time horizon problems and
Luckett et al. (2019); Murphy et al. (2016); Liu et al. (2019) in infinite time
horizon problems. One can use prior knowledge to design the policy class
(e.g., selection of the variables into the policy) and thus ensure the inter-
pretability of the learned policy. The restriction to a parsimonious policy
class reduces the variance of the learned policy, although this induces the
bias when the optimal policy is not in the class (i.e., trading off the bias and
variance). We consider a class of parametric, stochastic (i.e., randomized)
policies. Recall the motivation of this work is to construct a good treatment
policy for use in a future study. To facilitate the analysis after the study is
over (e.g., causal inference or off-policy evaluation/learning) , we focus on
stochastic policies. Furthermore, it is important to ensure sufficient explo-
imsart-aos ver. 2014/10/16 file: draft-regret.tex date: July 24, 2020
4 P. LIAO ET AL.
ration, which can be controlled by restricting the policy class, i.e., putting
constraints on the parameter space (see Section 6 for an example). Simi-
lar to ours, Murphy et al. (2016) considered the average reward formulation
and developed the “batch, off-policy actorcritic” algorithm to learn the op-
timal policy in a class. Unfortunately, they did not provide any performance
guarantees. Luckett et al. (2019) considered the infinite horizon discounted
reward setting and also developed an interesting method to estimate the op-
timal policy in a parameterized policy class. They evaluated each policy by
the discounted sum of rewards where the initial state is averaged over some
reference distribution. Under the parametric assumption of the value func-
tion, they showed that the estimated optimal value converges to a Gaussian
distribution and the estimated policy parameters converge in probability.
However, they did not provide the regret guarantee of the learned policy.
In order to efficiently learn the policy, the main challenge is to construct
a good estimator for evaluating policies that is both data-efficient and per-
forms uniformly well when optimizing over the policy class. For this purpose,
we develop a novel doubly robust estimator for the average reward of a given
policy and show that the proposed estimator achieves the semiparametric
efficiency bound under certain conditions on the estimation error of nuisance
functions (See Section 5). Estimating the value of a policy is known as the off-
policy policy evaluation (OPE) problem in the literature of the computer sci-
ence community. Doubly robust estimators have been developed in the finite
time horizon problem (Robins, Rotnitzky and Zhao, 1994; Murphy et al.,
2001; Dud´ık et al., 2014; Thomas and Brunskill, 2016) and recently in the
discounted reward infinite horizon setting (Kallus and Uehara, 2019; Tang et al.,
2020). Our estimator involves two policy-dependent nuisance functions: the
relative state-action value function and the ratio function between the state-
action stationary distribution under the target policy and the marginal state-
action distribution in the training data. The estimator is doubly robust in the
sense that the estimated average reward is consistent when one of these nui-
sance function estimators is consistent. Recently, Liao, Klasnja and Murphy
(2019) developed an estimator for the average reward based on minimizing
the projected Bellman error (Bradtke, Barto and Kaelbling, 1996), which
only involved a single nuisance function, the relative value function. They
showed that their estimator is asymptotic normal under certain conditions.
When the state-action value function is incorrectly modeled, their estimator
may incur a large bias. Liu et al. (2018) also developed an estimator for the
average reward based on the ratio function. Although they did not provide a
theoretical guarantee of their estimator, it can be seen that the consistency
of the estimator may require correct modeling of the ratio function. In con-
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trast to these two methods, our estimator is doubly robust, thus providing
an additional protection against model mis-specification. As will be seen in
Section 5, the double robustness property of the estimator ensures that the
estimation errors of the nuisance functions has minimal impact on the es-
timation of average reward, which ultimately leads to the semiparametric
efficiency and the optimality of the regret bound.
To use the doubly robust estimator, we need to estimate the two nui-
sance functions. We use the coupled estimation framework to estimate the
two nuisance functions. The estimation procedure is coupled in the sense
that the estimator is obtained by minimizing an objective function which
involves the minimizer of another optimization problem. As opposed to the
supervised learning problems (e.g., regression), the coupled estimation is
used to resolve the issue that the outcome variable depends on the target
(e.g., value function), commonly arising in reinforcement learning problems
(Antos, Szepesva´ri and Munos, 2008a). The idea of coupled estimation was
previously used in Antos, Szepesva´ri and Munos (2008a); Farahmand et al.
(2016) to estimate the value function in the discounted reward setting. Re-
cently Liao, Klasnja and Murphy (2019) developed the coupled estimator
for relative value function in the average reward setting and derived the
finite sample bound for a fixed policy. While the ratio function is defined
very differently to the value function, it turns out that similar to the value
function, the ratio function can also be characterized as a minimizer of some
objective function (see Section 4.3). Liao, Klasnja and Murphy (2019) used
this characterization to derive a coupled estimator for the ratio function,
but they did not provide the finite sample analysis for the ratio estimator.
As a prerequisite to guarantee the semiparametric efficiency of the doubly
robust estimator and, more importantly, to establish the regret bound, we
derive finite-sample error bounds for both of the nuisance function estima-
tors and the obtained error bounds are shown to hold uniformly over the
prespecified class of policies. Although the relative value and ratio estima-
tors are both derived from the same principle (i.e., coupled estimation), it
is much harder to bound the estimation error for the ratio function. This is
mainly because in the case of value function, the Bellman error being zero
at the true value function greatly simplifies the analysis (see Section 5 for
details). We use an iterative procedure to handle this and obtain a near-
optimal error bound for the ratio estimator. To the best of our knowledge,
this is the first theoretical result characterizing the ratio estimation error,
which might be of independent interest. Recently, researchers started realiz-
ing the important role of the ratio function in OPE problems and designed
various estimators (Liu et al., 2018; Uehara and Jiang, 2019; Nachum et al.,
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2019; Zhang et al., 2020). Different from the coupled formulation used in this
work, these methods used a min-max loss formulation. More importantly,
they did not provide a theoretical guarantee on the estimation error com-
pared with our work.
We learn the optimal policy by maximizing the estimated average reward
over a policy class and derive a finite-sample upper bound of the regret. We
show that the our proposed method achieves O(p1/2n−1/2 + pn−β˜) regret,
where p is the number of parameters in the policy, n is the number of
trajectories in the training data and β˜ is a constant that can be chosen
arbitrarily close to 1/(1 + α). Here α ∈ (0, 1) measures the complexity of
function classes in which the nuisance functions are assumed to stay. The
use of doubly robust estimation ensures the estimation error of the nuisance
functions is only of lower order in the regret. Unlike in the finite horizon
setting (Athey and Wager, 2017), the regret analysis in the infinite time
setting requires an uniform control of the estimation error of the policy-
dependent nuisance functions over the policy class, which makes our analysis
much more involved. We believe this is the first regret bound result for
infinite time horizon problems in the batch setting.
The rest of the article is organized as follows. Section 2 formalizes the
decision making problem and introduces the average reward MDP. Section
3 presents the proposed method of learning the in-class optimal policy, in-
cluding the doubly robust estimator for average reward (Sec. 3.3). In Section
4, the coupled estimators of the policy-dependent nuisance functions are in-
troduced. Section 5 provides a thorough theoretical analysis on the regret
bound of our proposed method. In Section 6, we describe a practical opti-
mization algorithm when Reproducing Kernel Hilbert Spaces (RKHSs) are
used to model the nuisance functions. We further conduct several simulation
studies to demonstrate the promising performance of our method in Section
7. All the technical proofs are postponed to the supplementary material.
2. Problem Setup. Suppose we observe a training dataset, Dn =
{Di}ni=1 that consists of n independent, identically distributed (i.i.d.) ob-
servations of D:
D = {S1, A1, S2, . . . , ST , AT , ST+1}.
We use t to index the decision time. The length of the trajectory, T , is
assumed non-random. St ∈ S is the state at time t and At ∈ A is the action
(treatment) selected at time t. We assume the action space, A, is finite.
To eliminate unnecessary technical distractions, we assume that the state
space, S, is finite; this assumption imposes no practical limitations and can
be extended to the general state space.
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The states evolve according to a time-homogeneous Markov process. For
t ≥ 1, St+1 ⊥ {S1, A1, . . . , St−1, At−1} | {St, At}, and the conditional distri-
bution does not depend on t. Denote the conditional distribution by P , i.e.,
Pr(St+1 = s
′|St = s,At = a) = P (s′|s, a). The reward (i.e., outcome) is de-
noted by Rt+1, which is assumed to be a known function of (St, At, St+1), i.e.,
Rt+1 = R(St, At, St+1). We assume the reward is bounded, i.e., |R(s, a, s′)| ≤
Rmax. We use r(s, a) to denote the conditional expectation of reward given
state and action, i.e., r(s, a) = E [Rt+1|St = s,At = a].
Let Ht = {S1, A1, . . . , St} be the history up to time (t − 1) and the
current state, St. Denote the conditional distribution of At given Ht by
πb,t(a|Ht) = Pr(At = a|Ht). Let πb = {πb,1, . . . , πb,T }. This is often called
behavior policy in the literature. In this work we do not require to know
the behavior policy. Throughout this paper, the expectation, E, without any
subscript is assumed taken with respect to the distribution of the trajectory,
D, with the actions selected by the behavior policy πb.
Consider a time-stationary, Markovian policy, π, that takes the state as
input and outputs a probability distribution on the action space, A, that
is, π(a|s) is the probability of selecting action, a, at state, s. The average
reward of the policy, π, is defined as
V(s|π) := lim
t∗→∞
Epi
(
1
t∗
t∗∑
t=1
Rt+1
∣∣∣S1 = s
)
,(2.1)
where the expectation, Epi, is with respect to the distribution of the trajec-
tory in which the states evolve according to P and the actions are chosen
by π. Note that the limit in (2.1) always exists as S is finite (Puterman,
1994). The policy, π, induces a Markov chain of states with the transition
as P pi(s′|s) = ∑a π(a|s)P (s′|s, a). When the induced Markov chain, P pi, is
irreducible, it can be shown (e.g., in Puterman (1994)) that the stationary
distribution of P pi exists and is unique (denoted by dpi) and the average
reward, V(s|π) (2.1) is independent of initial state (denoted by V(π)) and
equal to
V(s|π) = V(π) =
∑
s,a
r(s, a)π(a|s)dpi(s).(2.2)
Throughout this paper we consider only the time-stationary, Markovian
policies. In fact, it can be shown that the maximal average reward among
all possible history dependent policies can be in fact achieved by some time-
stationary, Markovian policy (Theorem 8.1.2 in Puterman (1994)). Consider
a pre-specified class of such policies, Π, that is parameterized by θ ∈ Θ ⊂ Rp.
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Throughout we assume that the induced Markov chain is always irreducible
for any policy in the class, which is summarized below.
Assumption 1. For every π ∈ Π, the induced Markov chain, P pi, is
irreducible.
The goal of this paper is to develop a method that can efficiently use the
training data, Dn, to learn the policy that maximizes the average reward
over the policy class. We propose to construct Vˆn(π), an efficient estimator
for the average reward, V(π), for each policy π ∈ Π and learn the optimal
policy by solving
πˆn ∈ argmaxpi∈Π Vˆn(π).(2.3)
The performance of πˆn is measured by its regret, defined as
Regret(πˆn) = sup
pi∈Π
V(π)− V(πˆn).(2.4)
3. Doubly Robust Estimator for Average Reward. In this sec-
tion we present a doubly robust estimator for the average reward for a given
policy. The estimator is derived from the efficient influence function (EIF).
Below we first introduce two functions that occur in the EIF of the aver-
age reward. Throughout this section we fix some time-stationary Markovian
policy, π, and focus on the setting where the induced Markov chain, P pi, is
irreducible (Assumption 1).
3.1. Relative value function and ratio function. First, we define the rel-
ative value function by
Qpi(s, a) := lim
t∗→∞
1
t∗
t∗∑
t=1
Epi
[
t∑
k=1
{Rk+1 − V(π)}
∣∣∣S1 = s,A1 = a
]
.(3.1)
The above limit is well-defined (Puterman (1994), p. 338). If we further
assume the induced Markov chain is aperiodic, then the Cesa`ro limit in (3.1)
can be replaced by Qpi(s, a) = Epi{
∑∞
t=1(Rt+1 −V(π)) |S1 = s,A1 = a}. Qpi
is often called relative value function in that Qpi(s, a) represents the expected
total difference between the reward and the average reward under the policy,
π, when starting at state, s, and action, a.
The relative value function, Qpi, and the average reward, V(π), are closely
related by the Bellman equation:
Epi[Rt+1 +Q(St+1, At+1) |St = s,At = a]−Q(s, a)− η = 0.(3.2)
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Note that in the above expectation At+1 ∼ π(· |St+1). It is known that
under the irreducibility assumption, the set of solutions of (3.2) is given
by {(V(π), Q) : Q = Qpi + c1, c ∈ R} where 1(s, a) = 1 for all (s, a); see
Puterman (1994), p. 343 for details. As we will see in Section 4.2, the Bellman
equation provides the foundation of estimating the relative value function.
Note that in the Bellman equation (and the efficient influence function pre-
sented in the next section), Qpi occurs in the form of the difference between
the average value of the next state and the value of the current state-action
pair. It would be convenient to define
Upi(s, a, s′) :=
∑
a′
π(a′|s′)Qpi(s′, a′)−Qpi(s, a).(3.3)
We now introduce the ratio function. For t = 1, . . . , T , let dt(s, a) be the
probability mass of state-action pair at time t in D generated by the behavior
policy, πb. Denote by dD(s, a) := (1/T )
∑T
t=1 dt(s, a) the average probability
mass across the decision times in D of length T . Similarly, define dt(s) as
the marginal distribution of St and dD(s) = (1/T )
∑T
t=1 dt(s) as the average
distribution of states in the trajectory D. Recall that under Assumption 1,
the stationary distribution of P pi exists and is denoted by dpi(s). We assume
the following conditions on the data-generating process.
Assumption 2. The data-generating process satisfies:
(2-1) There exists some pmin > 0, such that πb,t(a|Ht) ≥ pmin for all (a, t,Ht).
(2-2) The average distribution dD(s) > 0 for all s ∈ S.
Under Assumption 2, it is easy to see that dD(s, a) ≥ pmin ·(mins dD(s)) >
0 for all state-action pair, (s, a). Now we can define the ratio function:
ωpi(s, a) =
dpi(s)π(a|s)
dD(s, a)
(3.4)
The ratio function plays a similar role as the importance weight in finite
horizon problems. While the classic importance weight only corrects the
distribution of actions between behavior policy and target policy, the ratio
here also involves the correction of the states’ distribution. The ratio function
is connected with the average reward by
V(π) = E
{
1
T
T∑
t=1
ωpi(St, At)Rt+1
}
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An important property of ωpi is that for any state-action function f(s, a),
E
[
T∑
t=1
ωpi(St, At)
{
f(St, At)−
∑
a′
π(a′|St+1)f(St+1, a′)
}]
= 0.(3.5)
This orthogonality is the key to develop the estimator for ωpi (see Section
4.3).
3.2. Efficient influence function. In this subsection, we derive the EIF
of V(π) for a fixed policy π under time-homogeneous Markov Decision Pro-
cess described in Section 2. Recall that the semiparametric efficiency bound
is the supremum of the Crame`r-Rao bounds for all parametric submodels
(Newey, 1990). EIF is defined as the influence function of a regular estimator
that achieves the semiparametric efficiency bound. For more details, refer to
Bickel et al. (1993) and Van der Vaart (2000). The EIF of V(π) is given by
the following theorem.
Theorem 3.1. Suppose the states in the trajectory, D, evolve according
to the time-homogeneous Markov process and Assumption 2 holds. Consider
a policy, π, such that Assumption 1 holds. Then the EIF of the average
reward, V(π), is
φpi(D) =
1
T
T∑
t=1
ωpi(St, At) {Rt+1 + Upi(St, At, St+1)− V(π)} .
3.3. Doubly robust estimator. It is known that EIF can be used to de-
rive a semiparametric estimator (see, for example, Chap. 25 in Van der Vaart
(2000)). We follow this approach. Specifically, suppose Uˆpin and ωˆ
pi
n are es-
timators of Upi and ωpi respectively. Then we estimate V(π) by solving
for η in the plug-in estimating equation: Pn{(1/T )
∑T
t=1 ωˆ
pi
n(St, At)[Rt+1 +
Uˆpin (St, At, St+1) − η]} = 0, where for any function of the trajectory, f(D),
the sample average is denoted as Pnf(D) = (1/n)
∑n
i=1 f(Di). Denote the
solution by Vˆn(π), which can be expressed as
Vˆn(π) =
Pn
[
(1/T )
∑T
t=1 ωˆ
pi
n(St, At)
{
Rt+1 + Uˆ
pi
n (St, At, St+1)
}]
Pn
{
(1/T )
∑T
t=1 ωˆ
pi
n(St, At)
} .(3.6)
We have the following double robustness of this estimator.
Theorem 3.2. Suppose Uˆpin (s, a) and ωˆ
pi
n(s, a) converge in probability
uniformly to deterministic limits U¯pi(s, a) and ω¯pi(s, a) for every s ∈ S and
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a ∈ A. If either U¯pi = Upi or ω¯pi = ωpi, then Vˆn(π) converges to V(π) in
probability.
Remark 1. The uniform convergence in probability can be relaxed
into L2 convergence by using uniformly laws of large numbers. The dou-
ble robustness can protect against potential model mis-specifications since
we only require one of two models is correct. Moreover, the double ro-
bust structure can relax the required rate for each of the nuisance func-
tion estimation to achieve the semiparametric efficiency bound, especially if
we use sample-splitting techniques (see the remark below), as discussed in
Chernozhukov et al. (2018).
Remark 2. An alternative way to construct the estimator for the aver-
age reward is based on the idea of double/debiased machine learning (a.k.a.
cross-fitting, Bickel et al. (1993) and Chernozhukov et al. (2018)). There is
a growing interest of using double machine learning in causal inference and
policy learning literature (Zhao et al., 2019) in order to relax assumptions
on the convergence rates of nuisance parameters. The basic idea is to split
the data into K folds. For each of the K folds, construct the estimating
equation by plugging in the estimated nuisance functions that are obtained
using the remaining (K − 1) folds. The final estimator is obtained by solv-
ing the aggregated estimation equations. While cross-fitting requires weaker
conditions on the nuisance function estimations, it indeed incurs additional
computational cost, especially in our setting where nuisance functions are
policy-dependent and we aim to search for the in-class optimal policy. Be-
sides, this sample splitting procedure may not be stable when the sample
size is relatively small, e.g., in mHealth study.
4. Estimator for Nuisance Functions. Recall the doubly robust es-
timator (3.6) requires the estimation of two nuisance functions, Upi and ωpi.
It turns out that although these two nuisance functions are defined from
two different perspectives, both nuisance functions can in fact be character-
ized in a similar way. The estimator is obtained by minimizing an objec-
tive function that involves a minimizer of another objective function (hence
we calls it “coupled”). In what follows we provide a general coupled es-
timation framework and discuss the motivation for using it. We then re-
view the coupled estimator for relative value function and ratio function in
Liao, Klasnja and Murphy (2019).
4.1. Coupled estimation framework. Consider a setting where the true
parameter (or function), θ∗, can be characterized as the minimizer of the
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following objective function:
θ∗ = argminθ J(θ) = E {(l1 ◦ fθ)(Z)}(4.1)
where l1 : R → R+ is a loss function composite with f (e.g., the squared
loss, l1(x) = x
2 and the linear model, fθ(Z) = Y −θ⊤X, where Z = (X,Y )),
and Z is some random vector. If we can directly evaluate fθ(Z) (e.g., in a
regression problem where fθ(Z) = Y − θ⊤X is the residual), then we can
estimate θ∗ by the classic M-estimator, argminθ Pn {(l1 ◦ fθ)(Z)}.
The setting in which we will encounter when estimating the nuisance
functions is that fθ is of the form fθ(Z) = E[Fθ(Z
′)|Z], where Z ′ is an-
other random vector and fθ(Z) cannot be directly evaluated because we
don’t have access to the conditional expectation. A natural idea to rem-
edy this is to replace the unknown fθ(Z) by Fθ(Z
′) and estimate θ∗ by
argminθ Pn {(l1 ◦ Fθ(Z ′)}. Unfortunately this estimator is biased in general.
To see this, suppose l1(x) = x
2. We note that the limit of the new objective
function, Pn {(l1 ◦ Fθ(Z ′)}, is then J˜(θ) = E {(l1 ◦ Fθ(Z ′)} = J(θ) + ∆(θ)
where ∆(θ) = E[Var{Fθ(Z ′)|Z}]. The minimizer of J˜(θ) is not necessarily θ∗
unless further conditions are imposed (e.g., Var{Fθ(Z ′)|Z} is independent
of θ, which is often not the case in our setting).
The high level idea of coupled estimation is to first estimate fθ for each θ,
denoted by fˆθ, and then estimate θ
∗ by the plug-in estimator, argminθ Pn{(l1◦
fˆθ)(Z)}. A standard empirical risk minimization can be applied to obtain
a consistent estimator for fθ, e.g., fˆθ = argming∈G Pn[l2{(Fθ(Z ′), g(Z)}] for
some loss function l2 : R × R → R+ and a function space, G to approxi-
mate fθ. We call the estimator coupled because the objective function (i.e.,
Pn{(l1◦ fˆθ)(Z)}) involves fˆθ which itself is an minimizer of another objective
function (i.e., Pnl2((Fθ(Z
′), g(Z))) for each θ.
4.2. Relative value function estimator. Recall the doubly robust esti-
mator requires an estimate of Upi. It is enough to learn one specific ver-
sion of Qpi. More specifically, define a shifted value function by Q˜pi(s, a) =
Qpi(s, a)−Qpi(s∗, a∗) for some specific state-action pair (s∗, a∗). By restrict-
ing to Q(s∗, a∗) = 0, the solution of Bellman equations (3.2) is unique and
given by {V(π), Q˜pi}. Below we derive a coupled estimator for the shifted
value function, Q˜pi, using the coupled estimation framework in Section 4.1.
Let Zt = (St, At, St+1, Rt+1) be the transition sample at time t. For a
given (η,Q) pair, let
δpi(Zt; η,Q) = Rt+1 +
∑
a′
π(a′|St+1)Q(St+1, a)−Q(St, At)− η
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be the so-called temporal difference (TD) error. The Bellman equation then
becomes E[δpi(Zt; η,Q)|St = s,At = a] = 0 for all state-action pair, (s, a).
As a result, we have
{V(π), Q˜pi} ∈ argminη,Q E
[
1
T
T∑
t=1
(E[δpi(Zt; η,Q)|St, At])2
]
.
Note that above we choose the squared loss for simplicity; a general loss
function can also be applied. We see that it fits in the coupled estimation
framework presented in the previous section. In particular, θ∗ = {V(π), Q˜pi}
and fθ becomes the Bellman error, i.e., E[δ
pi(Zt; η,Q)|St = ·, At = ·]. The
above characterization involves the average reward, V(π). Thus we need to
jointly estimate both the relative value function and the average reward.
We use F and G to denote two classes of functions of state-action. We
use F to model the shifted value function Q˜pi and thus require f(s∗, a∗) = 0
for all f ∈ F . We use G to approximate the Bellman error. In addition,
J1 : F → R+ and J2 : G → R+ are two regularizers that measure the
complexities of these two functional classes respectively. Given the tuning
parameters (λn, µn), the coupled estimator, denoted by (ηˆ
pi
n, Qˆ
pi
n), is obtained
by solving
(ηˆpin , Qˆ
pi
n) = argmin
(η,Q)∈R×F
Pn
[
1
T
T∑
t=1
gˆpin(St, At; η,Q)
2
]
+ λnJ
2
1 (Q),(4.2)
where gˆpin(·, ·; η,Q) is the projected Bellman error at (η,Q):
gˆpin(·, ·; η,Q) = argmin
g∈G
Pn
[ 1
T
T∑
t=1
(
δpi(Zt; η,Q) − g(St, At)
)2]
+ µnJ
2
2 (g).(4.3)
Given the estimated (shifted) relative value function, Qˆpin, we form the esti-
mation of Upi by Uˆpin (s, a, s
′) =
∑
a′ π(a
′|s′)Qˆpin(s′, a′)− Qˆpin(s, a).
Throughout this paper, we assume that the tuning parameters are policy-
free, that is, (λn, µn) does not depend on the policy. In the setting where the
policy class is highly complex and the corresponding relative value functions
are very different, it could be beneficial to select the tuning parameters
locally at a cost of higher computation burden.
Recall that the goal here is to estimate relative value function and then
plug Uˆpin in the doubly robust estimator (3.6). The above ηˆ
pi
n is only used
to help estimate the relative function. In fact, Liao, Klasnja and Murphy
(2019) proposed using ηˆpin to estimate the average reward. The advantage
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of our doubly robust estimator (3.6) is that the consistency is guaranteed
as long as one of the nuisance function is estimated consistently (Theorem
3.2).
4.3. Ratio function estimator. Below we derive the coupled estimator
for the ratio function, ωpi using the coupled estimation framework. Below
we first introduce a scaled version of the ratio function (i.e., epi), which is
then used to define a function (i.e., Hpi), akin to the relative value function.
Then we show the estimation ofHpi fits in the coupled estimation framework.
We start with introducing epi:
epi(s, a) =
ωpi(s, a)∑
s˜,a˜ ω
pi(s˜, a˜)dpi(s˜)π(a˜|s˜) .(4.4)
By definition,
∑
s,a e
pi(s, a)dpi(s)π(a|s) = 1. Viewing 1−epi(s, a) as a “reward
function”, the “average reward” of π is constant and equal to zero under
Assumption 1. In addition, we can define the “relative value function” of
policy π under the new MDP:
Hpi(s, a) = lim
t∗→∞
1
t∗
t∗∑
t=1
Epi
[
t∑
k=1
{1− epi(Sk, Ak)}
∣∣∣S1 = s,A1 = a
]
.(4.5)
Note that Hpi is well-defined under Assumption 1. Furthermore, consider
the following Bellman-like equation:
Epi {1− epi(St, At) +H(St+1, At+1) |St = s,At = a} = H(s, a).(4.6)
Note that since the “average reward” is zero, i.e.,
∑
s,a {1− epi(s, a)} dpi(s)π(a|s) =
0, the above equation only involves H. The set of solutions of (4.6) can be
shown to be {H : H = Hpi + c1, c ∈ R}.
Below we construct a coupled estimator for a shifted version of Hpi, i.e.,
H˜pi = Hpi − Hpi(s∗, a∗). Recall Zt = (St, At, St+1, Rt+1) is the transition
sample at time t. For a given state-action function, H, let ∆pi(Zt;H) =
1−H(St, At)+
∑
a′ π(a
′|St+1)H(St+1, a′). As a result of the above Bellman-
like equation and the orthogonality property (3.5), we know that
H˜pi ∈ argminH E
[
1
T
T∑
t=1
(
E[∆pi(Zt;H)|St, At]
)2]
.
Now it can be seen that the estimation of H˜pi fits into the coupled estimation
framework (4.1), i.e., θ∗ = H˜pi and fθ is E[∆
pi(Zt;H) |St = ·, At = ·]. With
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a slight abuse of notation, we use F to approximate H˜pi and G to form the
approximation of E[∆pi(Zt;H)|St = ·, At = ·]. The coupled estimator, Hˆpin ,
is then found by solving
Hˆpin = argmin
H∈F
Pn
[ 1
T
T∑
t=1
gˆpin(St, At;H)
2
]
+ λ′nJ
2
1 (H),(4.7)
where for any H ∈ F , gˆpin(·, ·;H) solves
gˆpin(·, ·;H) = argmin
g∈G
Pn
[ 1
T
T∑
t=1
(
∆pi(Zt;H)− g(St, At)
)2]
+ µ′nJ
2
2 (g).(4.8)
Recall that epi can be written in terms of Hpi by (4.6). Given the estimator,
Hˆpin , we estimate e
pi by eˆpin(s, a) = gˆn(s, a; Hˆ
pi
n ). By the definition of ω
pi, we
have E[(1/T )
∑T
t=1 ω
pi(St, At)] = 1. Since e
pi is a scaled version of ωpi up to
a constant, we finally construct the estimator for ratio, ωpi, by scaling eˆpi,
that is,
ωˆpin(s, a) = eˆ
pi
n(s, a)/Pn[(1/T )
T∑
t=1
eˆpin(St, At)], ∀(s, a) ∈ S ×A.(4.9)
Remark 3. The ratio function estimator is the same as the one de-
veloped in Liao, Klasnja and Murphy (2019), while here we provide more
insights and its connection to the framework of couple estimation. More im-
portantly, in the following section, we provide an finite-sample error bound
for this ratio function estimator held uniformly over the policy class, as an
essential step to establish the regret bound for our learned policy. This ratio
function estimator is different from those in the most existing literature,
such as Liu et al. (2018); Uehara and Jiang (2019); Nachum et al. (2019);
Zhang et al. (2020), which are obtained by min-max based estimating meth-
ods. For example, Liu et al. (2018) aimed to estimate the ratio between sta-
tionary distribution induced by a known, Markovian time-stationary behav-
ior policy and target policy, which is then used to estimate the average re-
ward of a given policy. This is not suitable for the setting where the behavior
policy is history dependent and the observational study. Uehara and Jiang
(2019) estimated the ratio, ωpi(s, a), based on the observation that for every
state-action function f ,
E
[
1
T
T∑
t=1
(
ωpi(St, At)
∑
a′
π(a′|St+1)f(St+1, a)− ωpi(St, At)f(St, At)
)]
= 0,
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with the restriction that E[ 1T
∑T
t=1ω
pi(St, At)] = 1. Then they constructed
their estimator by solving the empirical version of the following min-max
optimization problem:
min
w∈∆
max
f∈F ′
E
2
[
T∑
t=1
(
ωpi(St, At)
∑
a′
π(a′|St+1)f(St+1, a)− ωpi(St, At)f(St, At)
)]
,
where ∆ is a simplex space and F ′ is a set of discriminator functions. This
method minimizes the upper bound of the bias of their average reward es-
timator if the state-action value function is contained in F ′. They proved
consistency of their ratio and average reward estimators in the parametric
setting, that is, where ωpi(St, At) can be modelled parametrically and F ′
is a finite dimensional space. Subsequently Zhang et al. (2020) developed a
general min-max based estimator by considering variational f -divergence,
which subsumes the case in Uehara and Jiang (2019). Unfortunately, there
are no error bounds guarantee for ratio function estimators developed in
the two cited papers. Our ratio estimator appears closely related to the
estimation developed by Nachum et al. (2019) as they also formulated the
ratio estimator as a minimizer of a loss function. However, relying on the
Fenchel’s duality theorem, they still use the min-max based method to es-
timate the ratio. Furthermore, their method cannot be applied in average
reward settings. Instead of using min-max based estimators, we, in this sec-
tion, propose using coupled estimation. This will facilitate the derivation of
estimation error bounds as will be seen below. We will derive the estima-
tion error of the ratio function, which will enable us to provide a strong
theoretical guarantee, and finally demonstrate the efficiency of our average
reward estimator without imposing restrictive parametric assumptions on
the nuisance function estimations, see Section 5 below.
5. Theoretical Results.
5.1. Regret bound. In this section, we provide a finite sample bound on
the regret of πˆn defined in (2.4), i.e., the difference between the optimal
average reward in the policy class and the average reward of the estimated
policy, πˆn.
Consider a state-action function, f(s, a). Let I be the identity opera-
tor, i.e., I(f) = f . Denote the conditional expectation operator by Ppif :
(s, a) 7→ Epi[f(St+1, At+1)|St = s,At = a]. Let the expectation under sta-
tionary distribution induced by π be µpi(f) =
∫
f(s, a)µpi(ds, da). Denote
by ‖ · ‖tv the total variation distance of two probability measures. For a
function g(s, a, s′), define ‖g‖2 = E
{
(1/T )
∑T
t=1 g
2(St, At, St+1)
}
. For a set
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X and M > 0, let B(X,M) be the class of bounded functions on X such
that ‖f‖∞ ≤ M . Denote by N(ǫ,F , ‖ · ‖) the ǫ-covering number of a set of
functions, F , with respect to the norm, ‖ · ‖.
We make use of the following assumption on the policy class Π.
Assumption 3. The policy class, Π = {πθ : θ ∈ Θ ⊂ Rp}, satisfies:
(3-1) Θ ⊂ Rp is compact and diam(Θ) = supθ1,θ2∈Θ ‖θ1 − θ2‖2 is finite.
(3-2) There exists LΘ > 0, such that for θ1, θ2 ∈ Θ and (s, a) ∈ S × A, the
following holds
|πθ(a|s)− πθ2(a|s)| ≤ LΘ‖θ1 − θ2‖2.
(3-3) There exists some constants C0 > 0 and 0 ≤ β < 1, such that for every
π ∈ Π, the following hold for all t ≥ 1:
‖P pi (St = · |S1 = s)− dpi(·)‖tv ≤ C0βt,(5.1)
‖(Ppi)tf − µpi(f)‖ ≤ C0‖f‖βt.(5.2)
(3-4) suppi∈Π ‖ωpi‖ <∞
Remark 4. The Lipschitz property of the policy class (3-2) is used to
control the complexity of nuisance function induced by Π, that is, {Upi(·, ·, ·) :
π ∈ Π} and {ωpi(·, ·) : π ∈ Π}. This is commonly assumed in the finite-time
horizon problems (e.g., Zhou et al. (2017)). Our analysis can be extended to
more general policy class if similar complexity property holds for these two
function classes. Intuitively the constant β in the assumption (3-3) relates
to the “mixing time” of the Markov chain induced by π ∈ Π. A similar
assumption was used by Van Roy (1998); Liao, Klasnja and Murphy (2019)
in average reward setting.
Recall that we use the same pair of function classes (F ,G) in the coupled
estimation for both Upi and ωpi. We make use of the following assumptions
on (F ,G).
Assumption 4. The function classes, (F ,G), satisfy the following:
(4-1) F ⊂ B(S × A, Fmax) and G ⊂ B(S × A, Gmax)
(4-2) f(s∗, a∗) = 0, f ∈ F .
(4-3) The regularization functionals, J1 and J2, are pseudo norms and in-
duced by the inner products J1(·, ·) and J2(·, ·), respectively.
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(4-4) Let FM = {f ∈ F : J1(f) ≤ M} and GM = {g ∈ G : J2(g) ≤ M}.
There exists C1 and α ∈ (0, 1) such that for any ǫ,M > 0,
max
{
logN(ǫ,GM , ‖ · ‖∞), logN(ǫ,FM , ‖ · ‖∞)
} ≤ C1
(
M
ǫ
)2α
Remark 5. The boundedness assumption on F and G are used to sim-
plify the analysis and can be relaxed by truncating the estimators. We re-
strict f(s∗, a∗) = 0 for all f ∈ F because F is used to model Q˜pi and H˜pi,
which by definition satisfies Q˜pi(s∗, a∗) = 0 and H˜pi(s∗, a∗) = 0. In Section 6,
we show how to shape an arbitrary kernel function to ensure this is satisfied
automatically when F is RKHS. The complexity assumption (4-4) on F and
G are satisfied for common function classes, for example RKHS and Sobolev
spaces (Steinwart and Christmann, 2008; Gyo¨rfi et al., 2006).
We now introduce the assumption that is used to bound the estimation
error of value function uniformly over the policy class. Define the projected
Bellman error operator:
g∗pi(·, ·; η,Q) := argmin
g∈G
E
[
1
T
T∑
t=1
{δpi(Zt; η,Q)− g(St, At)}2
]
Assumption 5. The triplet, (Π,F ,G), satisfies the following:
(5-1) Q˜pi(·, ·) ∈ F for π ∈ Π and suppi∈Π J1(Q˜pi) <∞.
(5-2) 0 ∈ G.
(5-3) There exits κ > 0, such that inf{‖g∗pi(·, ·; η,Q)‖ : ‖E[δpi(Zt; η,Q)|St =
·, At = ·]‖ = 1, |η| ≤ Rmax, Q ∈ F , π ∈ Π} ≥ κ.
(5-4) There exists two constants C2, C3 such that J2 {g∗pi(·, ·; η,Q)} ≤ C2 +
C3J1(Q) holds for all η ∈ R, Q ∈ F and π ∈ Π.
Remark 6. Note that in the coupled estimator of Q˜pi, we do not re-
quire the much stronger condition that the Bellman error for every tuple
of (η,Q, π) is correctly modeled by G. In other words, g∗pi(·, ·; η,Q) does not
necessarily stay in G. Instead, the combination of conditions (5-2) and (5-3)
is enough to guarantee the consistency of the coupled estimator (recall that
the Bellman error is zero at {V(π), Q˜pi}). The last condition (5-4) essentially
requires the transition matrix is sufficiently smooth so that the complexity
of the projected Bellman error, J2 {g∗pi(·, ·; η,Q)}, can be controlled by J1(Q),
the complexity of Q (see Farahmand et al. (2016) for an example).
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A similar set of conditions are employed to bound the estimation of ratio
function. For π ∈ Π and H ∈ F , define the projected error:
g∗pi(·, ·;H) = argmin
g∈G
E
[
1
T
T∑
t=1
{∆pi(Zt;H)− g(St, At)}2
]
.
Assumption 6. The triplet, (Π,F ,G), satisfies the following:
(6-1) For π ∈ Π, H˜pi(·, ·) ∈ F , and suppi∈Π J1(H˜pi) <∞.
(6-2) epi(·, ·) ∈ G, for π ∈ Π.
(6-3) There exits κ′ > 0, such that inf{‖g∗pi(·, ·;H) − g∗pi(·, ·; H˜pi)‖ : ‖(I −
Ppi)(H − H˜pi)‖ = 1,H ∈ F , π ∈ Π} ≥ κ′.
(6-4) There exists two constants C ′2, C
′
3 such that J2 {g∗pi(·, ·;H)} ≤ C ′2 +
C ′3J1(H) holds for H ∈ F and π ∈ Π.
Remark 7. As in the case of estimation of relative value function, we
do not require the correct modelling of E[∆pi(Zt;H)|St = ·, At = ·] for every
(π,H) ∈ Π × F . A major difference between Assumption 5 and 6 is that
(5-2) is now replaced by (6-2). This is because according to the Bellman-like
equation (4.6), we have E[∆pi(Zt; H˜
pi)|St = s,At = a] = epi(s, a).
Theorem 5.1. Suppose Assumptions 1 to 6 hold. Let πˆn be the estimated
policy (2.3) in which the nuisance functions are estimated with tuning pa-
rameters µn = λn = µ
′
n = λ
′
n = Ln
−1/(1+α), for some constant L > 0.
Define βk =
1
1+α
{
1− (1− α)2−k+1}. Fix any integer k ≥ 2 and δ ∈ (0, 1).
With probability at least 1− δ, we have
Regret(πˆn) ≤ C(δ)
(
p1/2n−1/2 + pn−βk
)
,
where C(δ) is a function of k, L, Fmax, Gmax, LΘ, diam(Θ), suppi∈Π J1(H˜
pi),
suppi∈Π J1(Q˜
pi), suppi∈Π ‖ωpi‖, α, constants {C0, C1, C2, C3, C ′2, C ′3}, κ, κ′, β,
pmin and ‖dT+1dD ‖∞.
Remark 8. Theorem 5.1 shows that when the tuning parameters are of
the order O(n−1/(1+α)), the regret of the estimated policy is O(p1/2n−1/2 +
pn−βk). The leading term, O(
√
p/n), corresponds to the regret of an esti-
mated policy as if the nuisance functions are known beforehand. The second
term is due to the estimation error of nuisance functions. In particular, we
show in Theorem 5.3 that the uniform estimation error of the relative value
function is of O(pn−1/(1+α)) and in Theorem 5.4 that the uniform estima-
tion error of ratio is of O(pn−βk) (see the remark after Theorem 5.4 for why
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the rate depends on k). Note that the error of ratio is the dominant term as
βk < 1/(1+α) and βk can be chosen arbitrarily close to n
− 1
1+α by choosing a
sufficiently large k. To the best of our knowledge, this is the first result that
characterizes the regret of the estimated optimal in-class policy in infinite
horizon setting.
5.2. Asymptotic results. In this section, we present two asymptotic re-
sults as the number of i.i.d. trajectories approaches infinity. Recall φpi(D) is
the efficient influence function of V(π) given in Theorem 3.1
Theorem 5.2. Suppose Assumptions 1 to 6 hold. For each n ≥ 1, let
Vˆn(π) be the doubly robust estimator defined in (3.6) and πˆn be the esti-
mated policy defined in (2.3) with tuning parameters µn = λn = µ
′
n = λ
′
n =
Ln−1/(1+α), for some constant L > 0. Then we have:
(i)
{√
n[Vˆn(π)− V(π)] : π ∈ Π
}
⇒ G(π) in l∞(Π) where G(π) is a zero
mean Gaussian Process with covariance function C : Π×Π→ R, C(π1, π2) =
E {φpi1(D)φpi2(D)}.
(ii)
√
n
{
Vˆn(πˆn)− suppi∈Π V(π)
}
⇒ suppi∈Πmax G(π), where G(π) is the
Gaussian Process defined above and Πmax = argmaxpi∈Π V(π) is the set of
policies that maximize the average reward in Π.
Remark 9. The first result shows that the estimated average reward by
the doubly robust estimator reaches the semiparameteric efficiency bound
when we plug in the estimator for the two nuisance functions. The double
robustness structure ensures that the estimation error of nuisance functions
is only of lower order and does not impact the asymptotic variance of the
estimated average reward. The second result shows the asymptotic of the
estimated optimal value, Vˆn(πˆn), converges to the maximum of the Gaus-
sian process at the optimal policies. When there is a unique optimal policy
π∗ = argmaxpi∈Π V(π), we have
√
n
{
Vˆn(πˆn)− V(π∗)
}
weakly converges to
a Gaussian distribution.
5.3. Uniform error bounds for nuisance function estimation. In this sec-
tion, we present two finite sample upper bounds for the estimation error
of the nuisance functions that holds uniformly over the policy class. These
results are needed to prove Theorem 5.1 and 5.2.
We first present the uniform bound for the estimation error of Upi over
π ∈ Π. This is a generalization of Theorem 1 in Liao, Klasnja and Murphy
(2019) in which they focused only on a single policy.
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Theorem 5.3. Suppose the tuning parameters µn = λn = Ln
−1/(1+α)
and Assumptions 1, 2, 3, 4 and 5 hold. Fix some δ > 0. There exists some
constant C(δ) that depends on Rmax, Fmax, Gmax, LΘ, diam(Θ), suppi∈Π J1(Q˜
pi),
suppi∈Π ‖ωpi‖, {C0, C1, C2, C3} and α, such that the following holds with prob-
ability 1− δ:
sup
pi∈Π
‖Uˆpin − Upi‖2 ≤ C(δ)ιpn−1/(1+α)
where ι = 4(κ)−2(1 + p−1min(1 + (1/T )‖dT+1dD ‖∞))(1 + C0β/(1− β))2
Next we present the uniform finite sample bound for the ratio estimator.
Theorem 5.4. Suppose assumptions 1, 2, 3, 4 and 6 hold. Let ωˆpin be the
estimated ratio function with tuning parameter µ′n = λ
′
n = Ln
−1/(1+α) de-
fined in (4.9). Fix some k ≥ 2 and δ > 0. There exists some constant C [k](δ)
that depends on Fmax, Gmax, LΘ, diam(Θ), suppi∈Π J1(H˜
pi), {C0, C1, C ′2, C ′3},
suppi∈Π ‖ωpi‖ and α, such that the followings hold with probability 1−(5+k)δ:
sup
pi∈Π
‖ωˆpin − ωpi‖2 ≤ C [k](δ)(ι′)ωkpn−βk ,
where ωk = 1 − 2−k+1 and ι′ = 4(κ′)−2(1 + p−1min(1 + (1/T )‖dT+1dD ‖∞))(1 +
C0β/(1− β))2.
Remark 10. Recall that the optimal convergence rate for the classi-
cal nonparametric regression problem under the entropy condition (6-4) is
n−1/(1+α). Theorem 5.4 shows that the the ratio estimator achieves the near-
optimal convergence rate. As we have seen in Theorem 5.2, the achieved error
rate is enough to guarantee the asymptotic efficiency of the doubly robust
estimator; in fact we only need to ensure the error decays faster than n−1/4.
Although the estimator for ωpi (or q˜pi more specifically) is similar to the
estimator for Upi (or Q˜pi) in that both of them use the coupled estimation
framework. It turns out that the Bellman error at {V(π), Q˜(π)} equal to
zero greatly simplifies the analysis for relative value function. In the case
of ratio estimator, the analog of Bellman error is not zero at H˜pi, that is,
E[∆pi(Zt; H˜
pi)|St = s,At = a] 6= 0. Our proof of Theorem 5.4 is based on
iteratively controlling a remainder term to make the error rate arbitrarily
close to the desired rate, n−1/(1+α). To the best of our knowledge, this is
the first result that directly characterizes the error of the ratio estimator.
How to obtain the exact optimal rate for the ratio estimator is left for future
work.
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6. Practical Implementation. In this section, we describe an algo-
rithm to estimate an in-class optimal policy based on our efficient average
reward estimator Vˆn(π). Without loss of generality, we consider a binary-
action setting, i.e., A = {0, 1}, and the following stochastic parametrized
policy class Π indexed by θ:
Π =
{
π
∣∣∣∣ π(1 | s, θ) = exp(sT θ)1 + exp(sT θ) , ‖θ‖∞ ≤ c, θ ∈ Rp
}
,
for some pre-specified constant c > 0. Here ‖ · ‖∞ refers to sup-norm in Eu-
clidean space. We consider both F and G in the estimation of both value and
ratio functions be Reproducing Kernel Hilbert Spaces (RKHSs) associated
with Gaussian kernels because of the representer theorem and the property
of universal consistency.
Besides the logistic function in Π, one can also use some other link func-
tions to model the stochastic policy π such as the probit function. The con-
straint on θ is used to maintain sufficient stochasticity in our learned policy.
In addition, if the true optimal policy is a deterministic linear function, then
our constraint set can avoid degenerating cases and provide stability of pol-
icy optimization similar to the logistic regression in classification problems.
To obtain πˆn ∈ Π, we need to solve the following multi-level optimization
problem (6.1)-(6.5). Recall a multi-level optimization problem (Richardson,
1995) is a special kind of optimization problems whose feasible set is implic-
itly determined by a sequence of nested optimization problems. It typically
consists of an upper level optimization task that represents the objective
function, and a series of (possibly nested) lower level optimization tasks
that represents the feasible set.
Upper level optimization task:
max
pi∈Π
Pn{(1/T )
∑T
t=1 ωˆ
pi
n(St, At)[Rt+1 + Uˆ
pi
n (St, At, St+1)]}
Pn{(1/T )
∑T
t=1 ωˆ
pi
n(St, At)}
(6.1)
Lower level optimization task 1:
(ηˆpin , Qˆ
pi
n) = argmin
(η,Q)∈R×F
Pn
[
1
T
T∑
t=1
[gˆpin(St, At; η,Q)]
2
]
+ λnJ
2
1 (Q)
(6.2)
s.t. gˆpin(·, ·; η,Q) = argming∈G Pn
[ 1
T
T∑
t=1
(
δpi(Zt; η,Q)− g(St, At)
)2]
+ µnJ
2
2 (g)
(6.3)
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Lower level optimization task 2:
Hˆpin (·, ·) = argmin
H∈F
Pn
[ 1
T
T∑
t=1
[gˆpin(St, At;H)]
2
]
+ λ′nJ
2
1 (H)
(6.4)
s.t. gˆpin(·, ·;H) = argmin
g∈G
Pn
[ 1
T
T∑
t=1
(
∆pi(Zt;H)− g(St, At)
)2]
+ µ′nJ
2
2 (g).
(6.5)
In the above optimization problem, recall that in Section 4 we have defined
δpi(Zt; η,Q) = Rt+1 +
∑
a′
π(a′|St+1)Q(St+1, a)−Q(St, At)− η,
Uˆpin (St, At, St+1) =
∑
a∈A
π(a|St+1)Qˆpin(St+1, a)− Qˆpin(St, At),
and
∆pi(Zt;H) = 1−H(St, At) +
∑
a′
π(a′|St+1)H(St+1, a′).
The upper optimization task (6.1) is used to search for πˆn and the two paral-
lel lower optimization tasks (6.2)-(6.3) and (6.4)-(6.5) are used to compute
two nuisance function estimators for a given π ∈ Π, i.e., the feasible set,
respectively. Note that each nuisance function estimation is itself a nested
optimization sub-problem. Multi-level optimization problems in general can-
not be computed by iteratively updating solutions to lower problems (6.2)-
(6.3) and (6.4)-(6.5), and those to the upper problem (6.1), similar as the
coordinate descent algorithm. Hence, in order to solve this problem, one com-
mon approach is to replace the inner optimization problems (6.2)-(6.3) and
(6.4)-(6.5) by their corresponding Karush-Kuhn-Tucker (KKT) conditions
so that the overall problem can be equivalently formulated as a nonlinear
constraint optimization problem. However, this approach can be computa-
tionally expensive and may not be suitable for large scale settings. Instead
we overcome this computational obstacle by using the representer theorem
and obtain the closed-form solutions for our inner optimization problems
(6.2)-(6.3) and (6.4)-(6.5) respectively. After plugging these closed-form so-
lutions into (6.1), we can use a gradient-based method to find πˆn.
6.1. RKHS reformulation. In the following subsection, we briefly discuss
how to simplify our multi-level optimization problem (6.1) using the rep-
resenter theorem. The details of computation can be found in appendix.
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For the ease of illustration, we rewrite the training data D into tuples
Zh = {Sh, Ah, Rh, S′h} where h = 1, . . . , N = nT indexes the tuple of the
transition sample in the training set Dn, Sh and S′h are the current and
next states and Rh is the associated reward. Let Wh = (Sh, Ah) be the
state-action pair, and W ′h = (Sh, Ah, S
′
h). Suppose the kernel function for
the state is denoted by k0(s1, s2), where s1, s2 ∈ S. In order to incorporate
the action space, we can define k((s1, a1), (s2, a2)) = 1{a1=a2}k0(s1, s2). Ba-
sically, we model each Q(·, a) separately for each arm in the RKHS with the
same kernel k0. Recall that we have to restrict the function space F such
that Q(s∗, a∗) = 0 for all Q ∈ F so as to avoid the identification issue. Thus
for any given kernel function k defined on S × A, we make the following
transformation by defining k(Wh,Wj) = k0(Wh,Wj) − k0((s∗, a∗),Wh) −
k0(Wh,Wj) + k0((s
∗, a∗), (s∗, a∗)) for any 1 ≤ h, j ≤ N . One can check that
the induced RKHS by k(·, ·) satisfies the constraint in F automatically.
We denote kernel functions for F and G by k(·, ·), l(·, ·) respectively. The
corresponding inner products are defined as 〈·, ·〉F and 〈·, ·〉G . We first dis-
cuss the inner minimization problem (6.2)-(6.3). Note that this is indeed a
nested kernel ridge regression problem, different from the standard ridge
regression. The closed form solution can be obtained as gˆpin(·, ·; η,Q) =∑N
h=1 l(Wh, ·)γˆ(η,Q). In particular, for anyQ ∈ F , γˆ(η,Q) = (L+µIN )−1δpiN (η,Q),
L is the kernel matrix of l, µ = µnN , and δ
pi
N (η,Q) = (δ
pi(Zh; η,Q))
N
h=1 is
a vector of TD error. Moreover, each TD error can be further written as
δpi(Z ′; η,Q) = R− η − 〈Q, k˜W ′〉G where
k˜W ′(·) = k(W, ·) −
∑
a′
π(a′|S′)k((S′, a′), ·) ∈ F
It can be shown that Qˆpin in (6.2) can be expressed by the linear span:
{∑Nh=1 αhk˜W ′h(·) : αh ∈ R, h = 1, . . . , N} according to the representer prop-
erty.
Then we can solve the optimization problem (6.2)-(6.3) directly and ob-
tain the solutions for {Uˆpin (W ′h)}Nh=1 as −K˜(π)αˆ(π). Here the kernel matrix
K˜(π) = (〈k˜W ′
h
, k˜W ′j 〉F )Nj,h=1 and αˆ(π) is the corresponding estimated coef-
ficients, which has the closed form expression given in appendix. Similarly,
we can compute the closed-form solutions {gˆpin(Wh, Hˆpin )}Nh=1 to the problem
(6.4)-(6.5) as Lνˆ(π). Here νˆ(π), which also has the closed form expression
given in appendix, is the corresponding estimated coefficients associated
with the kernel matrix L. Note that all of these intermediate terms except
L are functions of π so they will change as the policy π changes.
Summarizing together and plugging all the intermediate results into the
objective function of our upper optimization problem (6.1), we can simplify
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our multi-level optimization problem as the following maximization problem:
max
θ∈Θ
(νˆ(πθ))
⊤ L
(
RN − K˜(π)αˆ(π)
)
νˆ(πθ)⊤L1N
,(6.6)
where 1N is a length-N vector of all ones.
6.2. Optimization. Note that problem (6.6) becomes a smooth nonlin-
ear optimization with box constraints. We use limited-memory Broyden-
Fletcher-Goldfarb-Shanno algorithm with box constraints (L-BFGS-B) to
compute the solution θˆ (Liu and Nocedal, 1989). The gradient computing
is provided in appendix. Although the overall optimization problem is non-
convex and, thus an optimal solution may not be able to achieve, the perfor-
mance of our numerical experiments in the following section are quite stable
and promising. Recently, there is a growing interest in studying statistical
properties of algorithm-type of nonconvex M-estimators, e.g., (Mei et al.,
2018; Loh et al., 2017). For many practical applications, gradient decent
methods with a random initialization have been demonstrated converging
to local minima (or even global minima) that are statistically good. While
this is not the focus of our paper, it will be interesting to pursue toward this
direction for future research such as studying the landscape of V(π) and its
related properties.
6.3. Tuning parameters selection. In this subsection, we discuss the choice
of tuning parameters in our method. The bandwidths in the Gaussian ker-
nels are selected using median heuristic, e.g., median of pairwise distance
(Fukumizu et al., 2009). The tuning parameters (λn, µn) and (λ
′
n, µ
′
n) are
selected based on 3-fold cross-validation. Given assumptions in Theorems
5.4 and 5.3 that these tuning parameters are independent of the policy π,
we can select them for the ratio and value functions separately. Specifically,
for the tuning parameters (λn, µn) in the estimation of value function, we
focus on (6.2)-(6.3). For the tuning parameters (λ′n, µ
′
n) in the estimation
of ratio function, we focus on (6.4)-(6.5). At the first glance, one may think
the selection of tuning parameters will be the same as those in the standard
supervised learning. However, this actually requires an additional step as we
cannot observe responses when estimating these two couple estimators (re-
called that we need to first compute projected bellman errors), in contrast
to the standard kernel regression setting. In the following, we discuss our
selection procedure of (λn, µn) and (λ
′
n, µ
′
n) with more details.
We first randomly choose a set of candidate policies used to gauge our
tuning parameters. For each candidate policy, π, in this set, we can firstly
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estimate (ηˆpin, αˆ(π)) by the proposed method using two folds of data. Then
for the value function estimation, we calculate temporal difference errors
δpi(·; ηˆpin , αˆ(π)) for each transition sample in the validation set. Since we can-
not observe/calculate the true bellman error, following the idea in (Farahmand and Szepesva´ri,
2011), we estimate the Bellman error by projecting these temporal differ-
ences on the space of S×A in the validation set using the standard Gaussian
kernel regression. Thus for each policy π and each pair of tuning parameters,
we output the squared estimated Bellman error in the validation set as a
criterion to evaluate the performance of our value function estimation. Since
tuning parameters are assumed independent of policies, we then select the
tuning parameters that minimize the worst case of estimated Bellman errors
among the set of all candidate policies. We use the same strategy to select
the tuning parameters for our ratio estimation. The details are given in the
Algorithm 1. Without the independent assumptions of tuning parameters
from the policies in Π, one may alternatively choose these tuning parame-
ters jointly by maximizing Vˆn(π) on the validation set, which requires large
computational costs and we omit here. But it would be very interesting to
study the theoretical properties of these two cross-validation procedures,
or more generally, the selection of tuning parameters in the framework of
couple estimation, which we leave it as future work.
Algorithm 1: Tuning parameters selection via cross-validation
1 Input: Data {Zh}
N
h=1, a set of M policies {pi1, · · · , piM} ⊂ Π, a set of J candidate
tuning parameters {(µj , λj)}
J
j=1 in the value function estimation, and a set of J
candidate tuning parameters {(µ′j , λ
′
j)}
J
j=1 in the ratio function estimation.
2 Randomly split Data into K subsets: {Zh}
N
h=1 = {Dk}
K
k=1
3 Denote e(1)(m, j) and e(2)(m, j) as the total validation error for m-th policy and
j-th pair of tuning parameters in value and ratio function estimation respectively,
for m = 1, · · ·M and j = 1, · · · , J . Set their initial values as 0.
4 Repeat for m = 1, · · · ,M ,
5 Repeat for k = 1, · · · ,K,
6 Repeat for j = 1, · · · , J
7 Use {Zh}
N
h=1\Dk to compute (ηˆ
pim
n , αˆ(pim)) and νˆ(pim) by (6.2)-(6.3)
and (6.4)-(6.5) using tuning parameters (µj , λj) and (µ
′
j , λ
′
j)
respectively;
8 Compute δpim(·; ηˆ(pim), Qˆ
pim
n ) and ε
pim(·; Hˆpimn ) and their corresponding
squared Bellman errors mse(1) and mse(2) on the dataset Dk by
Gaussian kernel regression;
9 Assign e(1)(m, j) = e(1)(m, j) +mse(1) and
e(2)(m, j) = e(2)(m, j) +mse(2);
10 Compute j(1)∗ ∈ argminj maxm e
(1)(m, j) and j(2)∗ ∈ argminj maxm e
(2)(m, j)
11 Output: (µ
(1)
j(1)∗
, λ
(1)
j(1)∗
) and (µ′
j(2)∗
, λ′
j(2)∗
).
imsart-aos ver. 2014/10/16 file: draft-regret.tex date: July 24, 2020
BATCH POLICY LEARNING IN AVERAGE REWARD MDP 27
7. Simulation Studies. In this section, we evaluate the performance
of our proposed method via a simulation study. The simulation setting is
designed as the same as those in Luckett et al. (2019) (recall their goal
is to learn an optimal policy that maximizes the cumulative sum of dis-
counted rewards). Specifically, we initialize two dimensional state vector
S0 = (S0,1, S0,2) by a standard multivariate Gaussian distribution. Given
the current action At ∈ {0, 1} and state St, the next state is generated by:
St+1,1 =
3
4
(2At − 1)St,1 + 1
4
St,1St,2 + εt,1,
St+1,2 =
3
4
(1− 2At)St,2 − 1
4
St,1St,2 + εt,2,
where each εt,j follows independently N(0, 1/4) for j = 1, 2. The reward
function Rt+1 is given as
Rt+1 = 2St+1,1 + St+1,2 − 1
4
(2At − 1),
for t = 1, · · · , T . We consider the behavior policy to be uniformly random,
i.e., choosing each action with equal probability.
We consider different combinations of the number of trajectories n and
the length of each trajectory T to evaluate the performance of our method.
Specifically, we consider n = 25, 50 and T = 24, 36, 48, and replicate each
setting for 128 times. To calculate the regret of our learned policy, we first
compute the optimal in-class average reward by using grid search with Monte
Carlo methods. Basically, we consider different policy parameters θ, with
the value of each dimension of θ ranging from −10 to 10. For each of these
policies, we generate one trajectory with length T = 10000 following the
corresponding policy, discard the first 5000 time points and take the aver-
age of the remaining rewards. Assuming achieving stationary distribution
after T = 5000, we use the largest average rewards among these policies
as our optimal in-class average reward. Using a similar procedure, we can
also compute the average reward of each of the learned learned policy under
different settings. The regrets can be obtained by subtracting them from
the optimal in-class average reward, which are provided in Table 1. It can
be seen that all reported regrets are very small, indicating that our method
can learn desirable in-class policies.
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Table 1
The Regret of the estimated policy. The number in parentheses is the standard deviation
of the regret over 128 replications.
n T Regret n T Regret
24 0.027 (0.003) 24 0.017 (0.002)
25 36 0.018 (0.003) 50 36 0.018 (0.007)
48 0.012 (0.007) 48 0.009 (0.003)
We also compare our method with V-learning (Luckett et al., 2019). Fol-
lowing the procedure in Luckett et al. (2019), we generate 100 test samples
with the length of trajectories 100 under our learned policy and compute the
empirical discounted sum of rewards with a discount factor 0.9. In Table 2,
we report mean and standard error of the discounted sum of rewards of poli-
cies given by our method and copy the corresponding results in Luckett et al.
(2019). Here “VL” stands for V-learning with “Linear”, “Polynomial” and
“Gaussian” representing linear, polynomial and Gaussian basis functions to
approximate the value function in the discounted setting, respectively. We
can find that our method is able to learn better policies than V-learning
in terms of the discounted sum of rewards criterion. We think this is due
to the fact that we use the efficient estimator in the policy evaluation step
and more flexible function class to model the nuisance functions, while V-
learning may not be efficient enough or suffer some bias in modeling the
value function. However, their method can not only be applied into batch
setting but also the online setting, while our proposed method is designed
only for batch setting. Thus it will be interesting to extend our method to
the online setting, which we leave it for future work.
Table 2
Monte Carlo estimation of the discounted sum of rewards of our learned policy and
V-learning with the discount factor 0.9.
n T Our method Linear VL Polynomial VL Gaussian VL
24 0.898 (0.003) 0.118 (0.0892) 0.091 (0.0825) 0.110 (0.0979)
25 36 0.905 (0.003) 0.108 (0.0914) 0.115 (0.0911) 0.112 (0.0919)
48 0.900 (0.007) 0.106 (0.0705) 0.071 (0.0974) 0.103 (0.0757)
24 0.913 (0.002) 0.124 (0.0813) 0.109 (0.1045) 0.118 (0.0879)
50 36 0.904 (0.007) 0.126 (0.0818) 0.134 (0.0878) 0.136 (0.0704)
48 0.914 (0.003) 0.101 (0.0732) 0.109 (0.0767) 0.115 (0.0763)
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