Abstract. We consider a two-dimensional random walk that moves in the horizontal direction on the half-plane {y > x} and in the vertical direction on the half-plane {y x}. The limit behavior (as the time interval between two steps and the size of each step tend to zero) of this "horizontal-vertical" random walk is investigated.
1. Introduction.
Limit behavior of the "horizontal-vertical" random walk. Let (ξ k )
∞ k=1 be a sequence of independent and identically distributed (i.i.d.) random variables with Eξ k = 0, Eξ 2 k = 1. We construct a two-dimensional "horizontal-vertical" random walk (Z k ; k ∈ Z + ) = (X k , Y k ; k ∈ Z + ) by the following procedure: X 0 = 0, Y 0 = 0,
In other words, Z k+1 is obtained from Z k by the shift whose modulus equals |ξ k+1 |. If Z k belongs to the half-plane {y > x}, then the shift occurs in the horizontal direction. If Z k belongs to the half-plane {y x}, then the shift occurs in the vertical direction (see Figure 1 ). For each n ∈ N = {1, 2, . . . }, we consider
and construct the process (Z n t ; t 0) by the linear interpolation of (Z n k/n ; k ∈ Z + ). The following question arises: What is the limit behavior (as n → ∞) of the process (Z n t ; t 0)? We prove in section 5 that the sequence of processes (Z n t ; t 0) converges in distribution (as n → ∞) to a process (Z t ; t 0) and we give the explicit form of this process (Theorem 5.1).
We also present another equivalent construction of the limit process (Z t ; t 0). This construction shows, in particular, that the paths of Z yield an interesting and transparent representation of the Brownian excursions.
Extensions of the Donsker-Prokhorov invariance principle.
In order to solve the above problem, we provide in section 2 the following extension of the Donsker-Prokhorov invariance principle.
Let (ξ k ) 
Construct the processes (X n t ; t 0), (Y n t ; t 0) by linear interpolation of (X n k/n ; k ∈ Z + ), (Y n k/n ; k ∈ Z + ). Then, under some regularity conditions imposed on f and ξ k ,
where B is a Brownian motion started at zero (Theorems 2.1, 2.2). The sign Law −→ here corresponds to the weak convergence of probability measures on C(R + , R d+1 ) endowed with the topology of uniform convergence on compact intervals. Note that, with no regularity conditions on f and ξ k , this result is not true (see Example 2.1).
The convergence of stochastic integrals in a more general situation (for a semimartingale instead of a Brownian motion and for arbitrary integrands instead of f (B)) is studied in [9, Chap. IX, section 5b]. However, these general results cannot be applied to our situation in the case where f is not continuous.
The method used to prove Theorems 2.1 and 2.2 is based on the Skorokhod embedding problem. This method is well known in limit theorems. For instance, [3, Chap. 13, section 5] contains a simple proof of the Donsker-Prokhorov invariance principle that employs this method. Cadre [5] provided a discrete-time approximation of the intersection local time of a two-dimensional Brownian motion employing Skorokhod's embedding problem. 
For each n ∈ N, we consider
and construct the processes (X
where B is a Brownian motion started at zero and L is its local time at zero.
Approximations of skew Brownian motions.
The method based on the Skorokhod embedding problem enables us to prove one more extension of the Donsker-Prokhorov invariance principle (see section 4).
Let (X k ; k ∈ Z + ) be an integer-valued Markov chain with X 0 = 0 and the transition probabilities
where B p is a skew Brownian motion with parameter p started at zero. This result provides discrete-time approximations of skew Brownian motions. It completes the result of Harrison and Shepp [6] who proved the convergence of the marginal distributions, which we denote by X
The convergence of the first components in (1.1) follows from [4] . However, we use another (simpler) method.
There also exist other approximations of skew Brownian motions. Rosenkrantz [11] provided an approximation of a skew Brownian motion by appropriately renormalized solutions of the stochastic differential equation 
Extensions of the
where B is a Brownian motion started at zero. Remark. Theorem 2.1 implies the Donsker-Prokhorov invariance principle (for the sums of identically distributed random variables).
The following example shows that the regularity conditions imposed on f and ξ k in Theorems 2.1, 2.2 are essential.
random variables with
Let A = {m/ √ n; m ∈ Z, n ∈ N} and set f = I R\A . Then all the random vari- 
Proof. Let (W t ; t 0) be a Brownian motion started at zero. According to Proposition 2.1, there exists a stopping time τ such that Eτ = 1 and Law(W τ ) = Law(ξ k ). The random variable τ is a functional of the paths of W , which will be denoted as τ = τ (W ). Let us now construct a sequence of processes (W n t ; t 0) and a sequence of random variables (τ n ) by the following procedure:
Note that each τ k is a functional of W . This will be denoted as τ k = τ k (W ). It follows from the strong Markov property of W that the sequence (τ n ) ∞ n=1 is a sequence of i.i.d. random variables with Eτ n = 1. By the strong law of large numbers, for any ε > 0, there exists N 1 ∈ N such that
Then, for any n N 2 , m ∈ N, we have
For any n ∈ N, the process B n t = √ nB t/n is again a Brownian motion started at zero. Therefore, the random variables
are correctly defined. One can easily verify that they satisfy the conditions of the lemma. Definition 2.2. A sequence of d-dimensional processes (Z n t ; t 0) converges to a process (Z t ; t 0) in probability uniformly on compact intervals if
We will use the notation 
and define the processes (X
Proof. It follows from the continuity of B that
Furthermore, (2.5) implies that
Since the processes X n and B coincide at the times τ 
It will suffice to check (2.7) for one-dimensional functions f . We will do this in several steps.
Step 1. Suppose that f (x) = I(x > 0). Let us consider the processes
where
It follows from the equality
Due to the Burkholder-Davis-Gundy inequality (see [10, Chap. IV, Theorem 4.1]) or rather Doob's L 2 -inequality,
In particular,
Using the equality Y Step 2. The same arguments as above show that (2.7) holds for f (x) = I(x > a) and f (x) = I(x < a), where a ∈ R. Since (2.7) holds for f = 1, it also holds for f (x) = I(x a) and f (x) = I(x a), where a ∈ R.
Step 3. By linearity, we extend (2.7) to the functions of the form 
Consequently,
and the convergence is uniform in n. Thus,
and the convergence is uniform in n. Combining this with the properties
we conclude that
Using the equality Y Step 5. 
− −−− →
Proof. Similarly to Lemma 2.2, it will suffice to prove only (2.7) for one-dimensional functions f . We will do this in several steps.
Step 1 
In view of the equality
Moreover,
It follows from the Burkholder-Davis-Gundy inequality (see [10, Chap. IV, Theo-
Arguing in the same way as in the proof of Lemma 2.2 (Step 4), we deduce that
Applying the monotone class lemma (see [10, Theorem 2.1]), we conclude that
Step 2. By linearity, we extend (2.7) to the functions of the form
Step 3. Let f be a bounded function with compact support. Then f can be uniformly approximated by the functions of the form described in Step 2. Using the same arguments as in the proof of Lemma 2.2 (Step 4), we get (2.7) for f .
Step 4. Similar arguments as in the proof of Lemma 2.2 (Step 5) show that (2.7) is true for any locally bounded f .
Proof of Theorem 2.1. In view of (2.4), the process (X n t , Y n t ; t 0) defined in Lemma 2.2 has the same distribution as the "original" process (X n t , Y n t ; t 0) that appears in (2.3). The desired result now follows from the fact that the convergence in probability uniformly on compact intervals implies the weak convergence.
Proof of Theorem 2.2. This theorem is proved in the same way as Theorem 2.1 (with Lemma 2.2 replaced by Lemma 2.3).
Approximation of the Brownian local time.
3.1. Definitions and known facts. Let (Z t ; t 0) be a continuous semimartingale.
Definition 3.1. The local time of Z at a point a ∈ R is the random process (L a t (Z); t 0) that satisfies the equality
Remark. The value sign 0 is taken to be equal to −1. If Z is a local martingale, then the value sign 0 is not important since, in this case, 
Proof. Set Fig. 2 . Simulated paths of X n and L n (n = 2500).
Comparing this expression with the equalities
with parameter 0 coincides in distribution with the modulus of a Brownian motion multiplied by −1.
(ii) The construction (4.1)-(4.5) is precisely Feller's construction of a diffusion from a Brownian motion through a time change and a space transformation with ϕ : R → R and A t = t 0 (ϕ (B s )) 2 ds. (iii) There exist other possible ways of defining a skew Brownian motion. This process may be defined as a Markov process with a given transition function (see [10, Chap. III, Exercise 1.16]); it may be defined as a diffusion process with a given generator (see [10, Chap. VII, Exercise 1.23]); it may be defined as the solution of a stochastic differential equation with a generalized drift (see [6] ). One of the most transparent ways of defining the skew Brownian motion is based on the excursion theory. Informally, a skew Brownian motion with parameter p is obtained from the modulus of a Brownian motion by changing the sign of each of its excursions with probability 1 − p. (ii) If p = 1, then B p is the modulus of a Brownian motion. It follows from the Tanaka formula (3.1) that this process is a semimartingale. For p ∈ (0, 1), the process M given by (4.3) is a local martingale (see [10, Chap. V, Proposition 1.5]). It follows from the Itô-Tanaka formula (Proposition 3.1) that is not equal to zero. This follows from (4.6). For more information on skew Brownian motions, see [1] , [2] , [6] . ). Let R t be the projection of Q t on m t ∪ n t along k (if B t < 0, then R t ∈ m t ; if B t > 0, then R t ∈ n t ). The process (R t ; t 0) = (R 
We see that R x = X ∞ , R y = Y ∞ , where X ∞ , Y ∞ are given by (5.1), (5.2). Thus, (R t ; t 0) is the limit process given by Theorem 5.1.
Remarks. (i) It is seen from this construction that the limit process (X (iii) The above construction of the limit process also shows that the sample paths of (X ∞ , Y ∞ ) (in the phase space) consist of vertical and horizontal intervals. These intervals represent the excursions of the Brownian motion B plotted against its local time at zero (for the definition of an excursion, see [10, Chap. XII] ). The length of each (vertical or horizontal) interval shows the height of the corresponding excursion. Thus, the paths of R yield a transparent representation of the excursion process of a Brownian motion.
