Abstract. We show that the free energy of the topological string admits a certain pole structure by using the operator formalism. Combined with the results of Peng that proved the integrality, this gives a combinatoric proof of the Gopakumar-Vafa conjecture.
Introduction and Main Theorem
Recent developments in the string duality make it possible to express the partition function and the free energy of the topological string on a toric Calabi-Yau threefold in terms of the symmetric functions (see [AKMV] ). In mathematical terms, the free energy is none other than the generating function of the GromovWitten invariants [LLLZ] . In this paper we treat the case of the canonical bundle of a toric surface and its straightforward generalization.
The partition function is given as follows. Let r ≥ 2 be an integer and γ = (γ 1 , . . . , γ r ) be an r-tuple of integers which will be fixed from here on. Let Q = (Q 1 , . . . , Q r ) be an r-tuple of (formal) variables and q a variable. For a pair of partitions (µ, ν), W µ,ν (q) is defined as follows.
where P is the set of partitions and s µ/η (q −ρ ) is the skew-Schur function associated to partitions µ, η with variables specialized to q −ρ = (q
We also define the free energy to be the logarithm of the partition function:
The logarithm should be considered as a formal power series in the variables
The free energy is related to the Gromov-Witten invariants in the following way.
The target manifold is the total space X of the canonical bundle on a smooth, complete toric surface S. Recall that a toric surface S is given by a two-dimensional complete fan; its one-dimensional cones (1-cones) correspond to toric invariant rational curves. Let r S be the number of 1-cones, C = (C 1 , . . . , C rS ) the set of the rational curves and γ S the set of the self-intersection numbers: Actually, in the localization calculation, each F γS d
(q) q=e √ −1gs is the contribution from the fixed point loci in the moduli of stable maps of which the image curves are d. C (see [Z1] ).
Note that some pairs (r, γ) do not correspond to toric surfaces. One of the simplest cases is r = 2, since for any two dimensional fan to be complete, it must has at least three 1-cones. In this article, we also deal with such non-geometric cases.
One problem concerning the Gromov-Witten invariants is the Gopakumar-Vafa conjecture [GV] . (see also [BP] [ HST] ). Let us define the numbers {n g β (X)} g,β by rewriting {F β (X)} β∈H2(X;Z) in the form below.
(1)
Then the conjecture states the followings.
(1) n g β (X) ∈ Z and n g β (X) = 0 for every fixed β and g ≫ 1. (2) Moreover, n g β (X) is equal to the number of certain BPS states in M-theory (see [HST] for a mathematical formulation).
By the Möbius inversion formula [BP] , (1) is equivalent to (2) k;k|β
where µ(k) is the Möbius function. Therefore the first part is equivalent to the LHS being a polynomial in t = − 2 sin gs 2 2 with integer coefficients divided by t.
In this article, we deal with the first part of the Gopakumar-Vafa conjecture.
As it turns out, it holds not only for a class β ∈ H 2 (X; Z) but also for each torus equivariant class d · C. Moreover, it also holds in non-geometric cases.
Definition 1.2. We define
The main result of the paper is the following theorem. We set t = (q
Peng proved that G γ d
(q) is a rational function in t such that its numerator and denominator are polynomials with integer coefficients and the denominator is monic [P] . So we have
In the geometric case corresponding to X = K S , the corollary implies the integrality of n g β (X) and its vanishing at higher genera. This is because the LHS of (2) is equal to
The organization of the paper is as follows. In section 2, we introduce the infinite-wedge space (Fock space) and the fermion operator algebra and write the partition function in terms of matrix elements of a certain operator. In section 3, we express the matrix elements as the sum of certain quantities -amplitudes -over a set of graphs. Then we rewrite the partition function in terms of graph amplitudes. In section 4, we take the logarithm of the partition function and obtain the free energy. The key idea is to use the exponential formula, which is the relation between log/exp and connected/disconnected graph sums. We give an outline of the proof of the main theorem in section 5. Then, in section 6, we study the pole structure of the amplitudes and finish the proof. The rigorous formulation of the exponential formula and the proof of the free energy appear in appendices A and B. Appendix C contains the proof of a lemma.
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Partition Function in Operator Formalism
The goal of this section is to express the partition function in terms of the matrix elements of certain operator in the fermion operator algebra. We first introduce the infinite wedge space [OP1] (also called the Fock space in [KNTY] ) and an action of the fermion operator algebra in subsection 2.1. Then we see that the skew-Schur function and other quantities of partitions (|λ| and κ(λ)) are the matrix elements of operators. In subsection 2.2, we rewrite W µ,ν (q) and the partition function.
2.1. Operator Formalism. In this subsection we first briefly explain notations (mainly) on partitions. Secondly we introduce the infinite wedge space, the fermion operator algebra and define some operators. Then we restrict ourselves to a subspace of the infinite wedge space. We see that the canonical basis is naturally associated to the set of partitions and that the skew-Schur function, |λ| and κ(λ)
are the matrix elements of certain operators with respect to the basis. Finally we introduce a new basis which will play an important role in the later calculations.
2.1.1. Partitions. A partition is a non-increasing sequence λ = (λ 1 , λ 2 , . . .) of nonnegative integers containing only finitely many nonzero terms. The nonzero λ i 's are called the parts. The number of parts is the length of λ, denoted by l(λ). The sum of the parts is the weight of λ, denoted by |λ|:
The set of all partitions of d is denoted by P d and the set of all partitions by P. Let m k (λ) = #{λ i : λ i = k} be the multiplicity of k where # denotes the number of elements of a finite set. Let aut(λ) be the symmetric group acting as the permutations of the equal parts of λ:
which is the number of the centralizers of the conjugacy class associated to λ.
A partition λ = (λ 1 , λ 2 , . . .) is identified as the Young diagram with λ i boxes in the i-th row (1 ≤ i ≤ l(λ)). The Young diagram with λ i boxes in the i-th column is its transposed Young diagram. The corresponding partition is called the conjugate partition and denoted by λ t . Note that λ
This is equal to twice the sum of contents x∈λ c(x) where c(x) = j − i for the box x at the (i, j)-th place in the Young diagram λ. Thus, κ(λ) is always even and satisfies κ(λ t ) = −κ(λ).
µ ∪ ν denotes the partition whose parts are µ 1 , . . . , µ l(µ) , ν 1 , . . . , ν l(µ) and kµ the partition (kµ 1 , kµ 2 , . . .) for k ∈ N.
We define
which is called the q-number. For a partition λ, we use the shorthand notation
The set of all Maya diagrams of charge p is denoted by M p . We write a Maya diagram S in the decreasing sequence S = (s 1 , s 2 , s 3 , . . .). Note that if χ(S) = p,
is given by
Here k = #{µ i |µ i = i} is the number of diagonal boxes in the Young diagram of µ.
Let V be an infinite dimensional linear space over C equipped with a basis
satisfying the following condition: every element v ∈ V is expressed as v = k>m v k e k with some m ∈ Z. LetV = Hom C (V, C) be the topological dual space and {ē k } k∈Z+ 1 2 the dual basis:ē l (e k ) = δ k,l .
For each Maya diagram S = (s 1 , s 2 , s 3 , . . .), |v S denotes the symbol
The infinite wedge space of charge p, Λ ∞ 2 p V is the vector space over C spanned by {|v S } S∈Mp , and the infinite wedge space Λ ∞ 2 V is the direct sum of the charge p spaces (p ∈ Z):
We define the charge operator J 0 and the mass operator M on Λ ∞ 2 V by
The dimension of the eigenspace is equal to the number p(d) of partitions of d.
The dual infinite wedge space is defined by
The dual pairing is denoted by | :
We set
|p is called the vacuum state of the charge p. Note that every |p (p ∈ Z) corresponds to the empty partition. It is the basis of the subspace with charge p and
2.1.3. Fermion Operator Algebra. Now we introduce the fermion operators algebra.
It is the associative algebra with 1 generated by ψ k , ψ *
2 ), with the relations:
Here {A, B} = AB + BA is the anti-commutator. We define the actions of ψ k , ψ * l on Λ ∞ 2 V and Λ ∞ 2V as follows:
These are compatible with the dual pairing. So any operator A of the fermion
We call it the matrix element of A with respect to v S ′ | and |v S and write it as
The operators ψ k and ψ * k satisfy:
Let us define some operators. We first define, for i, j ∈ Z + 1 2 ,
The commutation relation is
where θ(l < 0) = 0 if l > 0 and 1 if l < 0. θ(j < 0) is defined similarly. Next we
These act on the state |v S of charge χ(S) = p as follows:
Since C is equal to the charge operator J 0 , it is also called the charge operator. We call H the energy operator.
Since these operators satisfy the commutation relations [α m , α n ] = mδ m+n,0 , they
The operator
is called the vertex operators where p = (p 1 , p 2 , . . .) is a (possibly infinite) sequence.
In the later calculation, the sequence p is taken to be the power sum functions of certain variables.
Next we define the operator (see [OP1] ) which will play an important role later.
This is, in a sense, a deformation of the boson α m by F 2 since
The commutation relation is as follows
where | | in the RHS means the determinant and [ ] the q-number. Note that the operators H, F 2 , α m , Γ ± (p) and E c (n) preserve the charge of a state because they commute with the charge operator C. We use the set of partitions P to label the states instead of the set M 0 of Maya diagrams: for a partition λ,
|v ∅ = |0 , is the vacuum state and v ∅ | = 0|.
With this notation, the action of the energy operator H and F 2 are written as follows:
One of the important points is that the Schur function and the skew Schur function are the matrix elements of the vertex operators: let x = (x 1 , x 2 , . . .) be variables, p i (x) = j (x j ) i be the i-th power sum function and
2.1.5. Bosonic Basis. For a partition µ ∈ P, we write
This is well-defined since it is a product of commuting operators. Now we introduce the different kind of states:
The following relations are easily calculated from the commutation relations:
The set {|µ |µ ∈ P d } is a basis of the degree d subspace Λ
We call the new basis {|µ |µ ∈ P d } the bosonic basis and the old basis {|v λ |λ ∈ P d } the fermionic basis.
The relation between the bosonic and fermionic basis is written in terms of the character of the symmetric group. Every irreducible, finite dimensional representation of the symmetric group S d corresponds, one-to-one, to a partition λ ∈ P d . On the other hand, every conjugacy class also corresponds, one-to-one, to a partition µ ∈ P d . The character of the representation λ on the conjugacy class µ is denoted by χ λ (µ). Lemma 2.1.
Proof. The vertex operator is formerly expanded as follows:
where
Substituting into the first equation of (5), we obtain
Comparing with the Frobenius character formula
we obtain v λ |µ = χ λ (µ). Then the lemma follows immediately.
. In this subsection, we first express W µ,ν (q) in terms of the fermion operator algebra. Then we rewrite the partition function in terms of the matrix elements of the operator q F2 with respect to the bosonic basis.
Lemma 2.2.
Proof. We rewrite the skew-Schur function in the variables x = (x 1 , x 2 , . . .). By (5) and (6),
When η = ∅, this is nothing but the Frobenius character formula (7).
The power sum function p i (x) associated to the specialized variables q −ρ is
By (4), the factor q
is written as follows:
Combining the above expressions, we obtain the lemma.
Before rewriting the partition function, we explain some notations. We use the symbols µ, ν, λ to denote r-tuples of partitions. The i-th partition of µ is denoted by µ i and µ r+1 := µ 1 . ν i , λ i (1 ≤ i ≤ r + 1) are defined similarly. We define:
are defined in the same manner.
A triple ( µ, ν, λ) is an r-set if it satisfies
.
is called the degree of the r-set.
As the consequence of the above lemma, the partition function is written in terms of the matrix elements.
Proposition 2.3.
Proof. Using lemmas 2.2 and (4), we write Z γ d
(q) as follows.
The first factor in the bracket comes from W λ i−1 ,λ i (q), the second is the factor q γiF2 and the third comes from W λ i ,λ i+1 (q). The bracket term is equal to
If we replace the letter η with λ, we obtain the proposition.
Partition Function as Graph Amplitudes
In this section, we express the partition function as the sum of some amplitudes over possibly disconnected graphs. (The term an amplitude will be used to denote a map from a set of graphs to a ring.)
The graph description is achieved in two steps. Firstly, in subsections 3.2 and 3.3, we study the matrix element appeared in the partition function:
we introduce the graph set associated to µ, ν and a and describe the matrix element as the sum of certain amplitude over the set. Secondly, in subsection 3.4 we turn to the whole partition function; we combine these graph sets and the amplitude to make another type of a graph set and amplitude; then we rewrite the partition function in terms of them.
3.1. Notations. Let us briefly summarize the notations on graphs (see [GY] ).
• A graph G is a pair of the vertex set V (G) and the edge set E(G) such that every edge has two vertices associated to it. We only deal with graphs whose vertex sets and edge sets are finite.
• A directed graph is a graph whose edges has directions.
• A label of a graph G is a map from the vertex set V (G) or from the edge set E(G) to a set.
• An isomorphism between two graphs G and F is a pair of bijections V (G) → V (F ) and E(G) → E(F ) preserving the incidence relations. An isomorphism of labeled graphs is a graph isomorphism that preserves the labels.
• An automorphism is an isomorphism of the (labeled) graph to itself.
• The graph union of two graphs G and F is the graph whose vertex set and edge set are the disjoint unions, respectively, of the vertex sets V (G), V (F ) and of the edge sets E(G), E(F ). It is denoted by G ∪ F .
• If G is connected, the cycle rank (or Betti number) is #E(G) − #V (G) + 1. If G is not connected, its cycle rank is the sum of those of connected components.
• A connected graph with the cycle rank zero is a tree and the graph union of trees is a forest.
We also use the following notations.
• A set of not necessarily connected graphs is denoted by a symbol with the superscript • and the subset of connected graphs by the same symbol with
• For any finite set of integers s = (s 1 , s 2 , . . . , s l ),
Note that |s| can be negative if s has negative elements.
When s has at least one nonzero element, we define gcd(s) = greatest common divisor of {|s i |,
where |s i | is the absolute value of s i .
Graph Description of VEV. By the relation (3), the matrix element (8) is
rewritten as the vacuum expectation value:
Therefore, in this subsection, we consider the VEV (10)
is a pair of ordered sets of integers of the same length l. We assume that (c i ,
is not well-defined. We also assume that | c| = 0 because (10) vanishes otherwise.
3.2.1. Set of Graphs. When we compute the VEV (10), we make use of the commutation relation several times. We associate to this process a graph generating algorithm in a natural way.
0. In the computation, we start with (10); there are l E ci (n i )'s in the angle bracket and we associate to each a black vertex; we draw l black vertices horizontally on R 2 and assign i and (c i , n i ) to the i-th vertex (counted from the left). The picture is as follows.
(1) The first step in the computation is to take the rightmost adjacent pair E a (m), E b (n) with a ≥ 0 and b < 0 and apply the commutation relation
On the graph side, we express this as follows.
For other black vertices, we do as follows.
(2) Secondly, we use the following relations if applicable:
, and 1 = 1.
Accordingly, in the drawing, we do as follows. (4) Finally, we simplify the drawings:
For concreteness, we show the case of
We will omit the labels and irrelevant middle vertices. We start with
We pick the pair with the underbrace and apply the step 1:
We skip the step 2 since there is no place to apply the relation. We proceed to the step 1 again and take the commutation relation of the underbraced pairs:
This time we apply the step 2. The first and the third term become zero. In the second and the fourth terms,
Applying the step 1 again, we obtain
The first term is zero. Hence all the terms become constants and the process is finished. What we obtained are the two nonzero terms and the corresponding two graphs:
• ( c, n) is the set of graphs generated by the above recursion algorithm. Graph • ( c, n) is the subset consisting of all connected graphs. A VEV forest has two types of labels. The labels attached to leaves are referred to as the leaf indices. The two component labels on every vertex v is called the vertex-label of v and denoted by (c v , n v ).
We define F to be the graph obtained from a VEV forest F by forgetting the leaf indices. Two VEV forests F and
and Graph
T is regarded as an element of Graph
Let V 2 (F ) be the set of vertices which have two adjacent vertices at the upper
denote the upper left and right vertices adjacent to v ∈ V 2 (F ).
We summarize the properties of the vertex labels of a VEV tree T .
(1) c root = v:leaves c v = 0.
(2) If a vertex v is white, (c v , n v ) = (0, 0) and it is the root vertex.
3.2.2. Amplitude. In the computation process, the birth of each black vertex v ∈ V 2 (F ) means that the corresponding term is multiplied by the factor
Moreover if the vertex is the root, then the corresponding term is multiplied by 1/[n v ]. On the other hand, the birth of a white vertex v means that the corresponding term is multiplied by the factor c L(v) . Therefore we define the amplitude
From the definition of Graph • ( c, n), it is clear that the sum of all the amplitude A(F ) is equal to the VEV (10).
Proposition 3.2.
3.3. Matrix Elements. In this subsection, we apply the result of preceding subsection to the matrix element (8).
3.3.1. Graphs. Let µ, ν be two partitions |µ| = |ν| = d > 1, a ∈ Z.
The subset of connected graphs is denoted by Graph The next proposition follows immediately from (9) and proposition 3.2.
Proposition 3.4.
A(F ).
Example 3.5. Some examples of Graph
• a (µ, ν) and the amplitudes of its elements are shown below.
[ac] (q) in terms of matrix elements. Combining these results, we obtain
A(F i ).
Next, we will associate the each term in the RHS a new type of graph and its amplitudes.
3.4.1. Combined Forests. Let ( µ, ν, λ) be an r-set. We construct a new graph from an r-tuple
as follows.
(1) Assign the label i to each F i and make the graph union. We regard the outer such leaves come from λ i and the inner leaves come from µ i .
For right leaves, we set the same rule; outer leaves come from λ i+1 and the inner leaves come from ν i .
Definition 3.7. The set Comb 
The leaf indices and the vertex labels are omitted.
We define the amplitude H of a combined forest W ∈ Comb
equal to:
H is called the combined amplitude.
Then the partition function is expressed with Comb
• γ ( µ, ν, λ) and H:
Proposition 3.8.
H(W ).
Free Energy
In this section, we obtain the free energy as the sum over connected combined forests.
It is well-known, for example in the calculation of the Feynman diagram, that
if one takes the logarithm of the sum of amplitudes over not necessarily connected graphs, then one obtains the sum over connected graphs. More precisely, the statement is written as follows.
where G
• is a set of graphs, Ψ is an amplitude on it and G • ⊂ G • is the subset of connected graphs. This formula is nothing but a variation of the exponential formula ( [S] , chapter 5). Therefore we call it the exponential formula.
Of course, for the exponential formula to hold, G • and Ψ must satisfy certain conditions. The most important are that G • generates G • by the graph union operation and that Ψ is multiplicative with respect to the graph union. The rigorous formulation of the formula will appear in appendix A.
In view of the exponential formula, we expect that the free energy is the sum over connected graphs. In fact, this is true.
Proposition 4.1.
We delegate the proof to appendix B.
Proof of Main Theorem: Outline
We sketch the proof of theorem 1.3 in this section.
The combined forest which is the same as a combined forest W except that all the vertex-labels are multiplied by k ∈ N, is denote by W (k) .
We first rewrite F γ d
Therefore if we show
where t = [1] 2 , then the proof of the theorem will be finished. This is the subject of the next section.
Since the entire proof is quite long, let us briefly explain the main idea. The amplitude H(W ) turns out to be a polynomial in t if W has the cycle rank > 0 and clearly (13) holds. In the case the cycle rank is zero, H(W ) has poles. However, the poles of H(W ) and H(W (k) ) are related in some way and almost all of them cancel in G k (W ), leaving at most a pole at t = 0. Let us describe the situation in the simplest case, when W does not contain a certain type of VEV trees (V III (W ) = ∅ in the notation of the next section), and k is odd. Then
Here t k = [k] 2 and g W is a constant determined by W . Therefore, if k is odd,
(13) follows from the formula of Möbius function (14)
So the factor 1/t k in G k (W ) vanishes unless k = 1. The proofs in other cases are more complicated, but similar.
Pole Structure
In this section, we first study poles of the amplitude B(T ) and then move to the study of H(W ). In subsection 6.1, we see that B(T ) is actually a function of t = [1] 2 and study its poles. Then we study H(W ) in subsection 6.2. The proof of the main theorem is completed at the last of this section when we give a proof of (13).
B(T ). In this subsection, we study poles of the amplitudes B(T ) of a VEV tree
T . We first state the main proposition and check some examples. Next we collect some lemmas necessary for the proof and prove the proposition.
6.1.1. Main Results. We set
It is known that t k is a polynomial in t with integer coefficients [BP] 
We define m(T ) of a VEV tree T by
It turns out that B(T ) has poles at t m(T ) = 0.
Proposition 6.1. Let T be a VEV tree in Graph
• a (µ, ν).
(1) There exists g T ∈ Z and f T (t) ∈ Z[t] such that
We remark that n root = ad where d = |µ| = |ν|.
(2) Moreover,
Here T (0) is the VEV tree which is the same as T except all the vertex-labels is multiplied by 1/m(T ).
We will give a proof for the case m(T ) = 1 first, then the case m(T ) > 1.
Before giving a proof, let us check simple examples. Consider the VEV forest
If a = 1 and d = 3,
Here we have used the relation
If a = 3 and d = 2,
Thus the proposition holds in these examples.
6.1.2. Lemmas. We collect some lemmas on q-numbers necessary for the proof of the proposition 6.1. Here is the list indicating where these lemmas are needed.
In the proof of the k = 1 case, lemma 6.3.4 plays the guiding role. Lemmas 6.4
and 6.5 are used to show that the third assumption of lemma 6.3.4. In the proof of the k > 1 case, we use lemmas 6.4.2 and 6.6 together with the result of the k = 1 case. Lemmas 6.2 and 6.3.1,2,3 are the preliminary for the other lemmas.
We remark that the proof of lemma 6.6 is very similar to the k = 1 case.
Let us start from some notations. For a (dummy) variable x, the ring of polynomials with integer (rational) coefficients is denoted by Z[x] (Q[x]), the ring of rational functions with rational coefficients by Q(x). The ring of Laurent polynomials with integer coefficients is denoted by Z[x, x −1 ]. We define
This is a subring of Z[x,
We also define
It is not difficult to see that this is a subring of Q(x) (see [P] ).
Note that t = y(y + 4). We define the relation < y in L[y] by
f 1 (y) < y f 2 (y) implies that f 1 (y) has poles at most where f 2 (y) does.
Lemma 6.2.
Proof. We only show the first isomorphism. The proof of the second is the same if q is replaced by q 1 2 .
⊆: An element f (q) in Z + [q, q −1 ] is written as follows.
where we have used the relation t j = q
is written as follows.
Lemma 6.3. Let a 1 , . . . , a m , b 1 , . . . , b n be integers.
Proof. 1 and 2 follow immediately from the previous lemma. [
The condition that l is even implies that
follows from the previous lemma.
where λ is a partition.
Lemma 6.4. Let k ∈ N be a positive integer.
(1) Let a ∈ N be a positive integer. [kλ]
y) (k even and |λ| odd).
Here, if k is odd or |λ| is even, u k,λ (t) ∈ Z[t] is a polynomial of degree
Weaker statements of the lemma are written with < y in the following simple form:
Proof. 1. Recall the formula (
. Since t = 0 is equivalent to q = 1, the value at t = 0 is the value at q = 1, which is k. 
Therefore the first part is proved.
By the result of
If k is odd or |λ| is even, all the three conditions of lemma 6.3.4 are satisfied and
If k is even and |λ| is odd, there are odd number of odd parts in λ. Take one odd part, say λ 1 , and denote by λ ′ by the partition λ \ {λ 1 }.
and the remainder by t = y(y + 4) is k(1 + y/2). Therefore the second part of the lemma follows.
Lemma 6.5. Let a, b, c ∈ N be positive integers satisfying gcd(a, b, c) = 1. Then
and the constant term is 1.
With < y , (a weaker statement of) the lemma are written as follows:
Since I 1 ⊆ I 3 , (⋆) is a polynomial in q. Moreover, since both the numerator and the denominator are elements of Z[q] and monic, it is a polynomial with integer coefficients. Therefore the third condition is satisfied. By lemma 6.3.4,
The constant term is equal to, by lemma 6.4.1,
Lemma 6.6. Let λ be a partition and k ∈ N. Assume they satisfy the following
Proof.
We write the LHS as follows.
[
By lemmas 6.5 and 6.4.1,
6.1.3. Proof of Proposition 6.1: Case m(T ) = 1. We first show the case m(T ) = 1.
The statement actually holds for a more general VEV tree. Let c = (c 1 , . . . , c l ), n = (n 1 , . . . , n l ) be the pair satisfying the assumptions of the subsection 3.2 and gcd( c, n) = 1. We extend the definition of B(T ) to T ∈ Graph • ( c, n) as follows:
We give a proof of the case | n| = 0 and omit the case | n| = 0 since the proof is almost the same.
Our strategy of the proof is lemma 6.3.4. Since [1] 2 B(T ) is written by the products of q-numbers:
, it is sufficient to show the followings:
1. The first condition is immediately checked since #V 2 (T ) = l − 1.
Let us introduce some notations. For a vertex v, c v = {c i ∈ c| the i-th leaf is a descendent of v}, n v = {n i ∈ n| the i-th leaf is a descendent of v},
Note that the last identities are the consequence of the assumption gcd( c, v) = 1. Now we decompose the amplitude B(T ) as follows.
We apply lemma 6.5 to (b). Note that the assumption is satisfied since
The factor (c) is rewritten as follows:
Thus all the factors except 1/[1] 2 cancel and we obtain
Thus we find that (0) ) as follows.
B(T ) is written in terms of B(T
where µ ′ , ν ′ and d ′ are defined by µ = kµ ′ , ν = kν ′ and d = kd ′ .
We will apply lemma 6.6 to the factor (a ′ ) by substituting λ ′ ∪ µ ′ into λ. Let us check the assumptions. The first and the third are clearly satisfied since l(µ
The second assumption is also satisfied since if we assume otherwise, then it contradicts with |µ ′ | = |ν ′ |. Therefore by the lemma,
By lemma 6.4, the factor (b ′ ) is written as follows.
where, in both cases, u k,(d ′ ) is a polynomial in one variable with integer coefficients. 
As it turns out, the pole structure of H(W ) of W ∈ Comb
• γ ( µ, ν, λ) depends on the cycle rank β(W ) and k = gcd( µ, ν, λ). We first see that if W has the cycle rank > 0, then H(W ) is a polynomial in t and if W has the cycle rank zero, H(W ) has a simple pole at t k = 0. Then we prove the more detailed pole structure in the latter case. We also prove (13).
6.2.1.
Proposition 6.7. Let ( µ, ν, λ) be an r-set and k = gcd( µ, ν, λ). Let W ∈ Comb • γ ( µ, ν, λ) be a connected combined forest.
Proof. We write the combined amplitude as follows.
Since every B(T ) has poles at t m(T ) = 0, the first factor has poles at {t m(T ) = 0| T : VEV tree in W }.
On the other hand the second factor has zeros at 
If we take the coupling (T 3 , b 3 ), (T 2 , b 1 , b 2 ), (T 1 , b 4 ), we could easily see that the pole of B(T 3 ) is canceled by the zeros of t h(b3) etc.
If the cycle rank β(W ) is zero, the answer to the question is no. However, if we pick one VEV tree T , then it is possible to couple every other VEV tree with one of its incident bridges. As an example, consider the combined forest in the figure   2 . For simplicity, we contract VEV trees to a vertex as before (see below). 
The cycle rank is zero.
of B(T 4 ) remains. Moreover, the choice of a VEV tree T is arbitrary. Therefore H(W ) has poles at most
The integrality of the coefficients follows from lemma 6.3.4.
6.2.2. We study the property of the case β(W ) = 0 in more details. For convenience, we define the following two relations.
• The relation ∼ Z in the ring L[t] is defined by
• The relation ∼ Q in the ring Q(t) is defined by
Both u 1 (t) ∼ Z u 2 (t) and u 1 (t) ∼ Q u 2 (t) imply that u 1 (t) and u 2 (t) has the same poles.
Proposition 6.8. Let ( µ, ν, λ) be an r-set such that gcd( µ, ν, λ) = 1. Let W ∈
Comb
• γ ( µ, ν, λ) be a connected combined forest with the cycle rank β(W ) = 0.
(1) If k is an odd positive integer,
(2) If k is an even positive integer,
V T I (W ) denotes the set of VEV trees in W such that both m(T ) and n root are odd.
const./t (k = 1, 2).
As we have seen in section 5, the main theorem 1.3 follows directly from the third statement.
Before giving a proof, let us check the proposition in simple examples. Consider the combined forest in figure 2 (and also see (16)) with γ 1 = γ 2 = γ 3 = −1. In this case l( µ) + l( ν) + l( λ) = 7. VEV trees of type I are T 1 , T 2 , T 4 . All VEV tree have m(T i ) = 1. The amplitude of W is equal to
As a check for the odd k case, take k = 3. As an example for the even k, we take k = 2. The amplitude of W (2) is
Therefore the first and the second of the proposition hold. It is easy to see that the third statement also holds in these cases.
Proof. 1 and 2. Since the pole structure of B(T ) depends on m(T ) and n root (proposition 6.1), we separate VEV trees in W into three types:
V T I (W ) = {T : VEV tree|m(T ) odd and n root /m(T ) odd},
This proves the case 4|k.
(iii) k = 2k 0 where k 0 > 1 is an odd positive integer. Note that any divisor of k is written as either k ′ or 2k ′ with a divisor k ′ of k 0 . Therefore
Since #V T I (W ) ≡ T n root ≡ L 2 (W ) mod 2, the k = 2 case follows from the next lemma.
Lemma 6.9. Let m 1 , m 2 , . . . , m l be positive odd integers. Then
Proof. To show the lemma, we only have to show that the denominator has zero at t = −4. At t = −4, or equivalently at q
Thus the denominator is zero at t = −4 and the lemma is proved.
This completes the proof of the proposition 6.8.
Appendix A. Exponential Formula
In this appendix, we formulate the exponential formula used in section 4.
First, we present the conditions for a graph set.
Definition A.1. A G-set is a set of (labeled) graphs G • together with a family of subsets, {G
, satisfying the following conditions.
(
• is also an element of G • .
(4) If G and G ′ are two elements in G • , then G and G ′ are not isomorphic.
Remark A.2. The conditions 2 and 3 together with the condition 4 imply that the decomposition of a graph into connected components:
gives a one-to-one correspondence
• is the subset consisting of graphs with l connected components and
• is the l-th symmetric product of G • , the subset consisting of all connected graphs.
Next we set the condition for an amplitude. We recall the definition of a graded ring. A graded ring is a commutative associative ring R together with a family (R d ) d≥0 of subgroups of the additive group of R, such that R = ⊕ d≥0 R d and 
Let (G • , R, Ψ) be a GA triple and G 
These are related by the relation:
as formal power series in x.
We call this the exponential formula since it is a variation of the exponential formula ( [S] , chapter 5).
Proof. Expanding the RHS, we obtain
As we mentioned in remark A.2, each { (G 1 , n 1 ) , . . . , (G l , n l )}uniquely corresponds to the graph
, and ( * ) is exactly the same as the contribution of G to the LHS, as we now explain.
The number of automorphisms of such G is
The amplitude Ψ(G) is the product of Ψ(G i ) ni (1 ≤ i ≤ l) because of the multiplicativity of Ψ. Therefore the contribution of G to the LHS and ( * ) are the same.
Appendix B. Proof of Free energy
We give a proof of proposition 4.1 by using the exponential formula. All we have to do is to define a suitable GA triple. We first construct a G-set. 
where D k is the set of all partitions of ( µ, ν, λ) into k parts {( µ j , ν j , λ j )} 1≤j≤k such that every part is an r-set.
Secondly, we define the amplitude Ψ of G ∈ Comb Therefore we apply the exponential formula and obtain the free energy:
Since Appendix C.
In the proof of proposition 6.8, we have claimed the existence of a certain coupling between VEV trees and bridges in a combined forest W . If we make the simpler graphŴ by contracting every VEV tree in W to a vertex, then the coupling is the same as that of vertices and edges inŴ (see, for example, figure 2 and (16)). Then the existence of such coupling follows if we apply the next lemma toŴ .
Lemma C.1. Let Γ be a connected graph without self-loops (a self loop is an edge that joins a single vertex to itself ).
(1) If the cycle rank β(Γ) is zero, then for all v ∈ V (Γ), there exists a map where v is the other endpoint of e.
Thus we obtain ϕ 0 : E(Γ) → V (Γ). If Γ has the cycle rank > 0, ϕ 0 is its edgemap. If the cycle rank is zero, ϕ 0 is an edge-map of v 0 . We make an edge-map of other vertex v ∈ V (Γ) as follows. We take the path v = v ( v (2) e ( Then ϕ v is an edge-map of v. This completes the proof.
The examples of coupling given after (15) and (16) were constructed in this way from (19).
