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Abstract: This paper presents a comprehensive survey of the meta-heuristic optimization algorithms
on the text clustering applications and highlights its main procedures. These Artificial Intelligence (AI)
algorithms are recognized as promising swarm intelligence methods due to their successful ability
to solve machine learning problems, especially text clustering problems. This paper reviews all of
the relevant literature on meta-heuristic-based text clustering applications, including many variants,
such as basic, modified, hybridized, and multi-objective methods. As well, the main procedures
of text clustering and critical discussions are given. Hence, this review reports its advantages and
disadvantages and recommends potential future research paths. The main keywords that have been
considered in this paper are text, clustering, meta-heuristic, optimization, and algorithm.
Keywords: meta-heuristic; optimization algorithms; machine learning; optimization problems;
big data; text clustering applications
1. Introduction
Generally, clustering is a common text mining technique used to arrange a restricted
set of clusters, often with a predefined number of clusters, to represent a dataset based
on similarities between its objects [1]. The main clustering applications are classifying
from market segmentation [2], text summarization [3], text classification [4], text document
clustering [5], image processing [6], data clustering [7], text document categorization [8],
wireless sensor networks [9], web mining [10], sentiment Analysis [11], Big data clus-
tering [12], and others. One of the main application fields determined to be especially
promising for clustering methods is bioinformatics [13]. Certainly, the effect of clustering
gene expression data contained the help of micro-array and other related procedures, which
have evolved fast and strongly during the last few years [14,15].
Clustering techniques are, in general, classified into three main classes: overlap-
ping/nonexclusive, partitional, and hierarchical. The last two classes are linked in which
hierarchical clustering is a nested classification of partitions clustering [16]. Therefore,
they present poor performance when the separation of overlapping clusters is conducted.
Meta-heuristic optimization algorithms are used in the partitioning clustering method.
The partitional clustering partitions a dataset into a subset of groups based on a particular
measure identified as a fitness function [17]. The fitness function straight influences the
nature of the formation of groups. Once a suitable fitness function is chosen, the par-
titioning process is transformed into an optimization problem (i.e., partitioning based
on minimization the distance measure or maximization the similarity measure between
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patterns, otherwise optimizing their frequency in the N-dimensional space). These parti-
tional methods are commonly used in different research areas due to their ability to cluster
big datasets, such as in signal/image processing for image segmentation [18], analysis
to classify the group of homogeneous users in economics [19], in relation to producing
specific hidden equalizers [20], in robotics to effectively organize the humans according to
their activities [21], in seismology to match the aftershocks from the general background
situations [22], to achieve high dimensional data report [23], in computer science domain
for web text mining and image pattern recognition [24], in control studies to manage the
portfolio [25], in medical anthropology to classify diseases from a combination of patient
records and genomic investigations [26], in wireless sensor network for distributing the
sensors to improve lifetime and coverage area [27], and in library mathematics for grouping
publications according to the content [28]. In these variant applications, the characteristics
of patterns connected with the datasets are distinct from each other. Consequently, a single
or basic partitional algorithm cannot wholly solve all clustering problems. Hence, given a
problem inability, a user has to accurately examine the quality of the patterns associated
with the given dataset and choose the suitable clustering algorithm [1,29,30].
From an optimization aspect, clustering can be officially presented as a kind of Non-
deterministic (NP) -hard optimization problem [31]. This has encouraged the search for
practical optimization algorithms, providing not only the performance of ad hoc learning
for specific classes of problems but also the convenience of general-purpose optimization
methods [32]. Unusually, meta-heuristic and evolutionary optimization algorithms are
meta-heuristic techniques broadly considered to be useful in solving NP-hard problems,
being capable of producing near-optimal solutions (optimal clusters) to the given clustering
problems in a reasonable time. Under this supposition, many meta-heuristic algorithms
for solving clustering problems, especially text clustering, have been introduced in the
literature. These optimization algorithms are used to optimize the given objective function
(i.e., fitness function) that controls the improvement search [1,33]. A simple example of the
clustering process is presented in Figure 1. In this figure, unorganized documents mean
that the given documents are not clustered; on the other hand, the documents from various
topics are given together. Documents clusters indicate that the presented documents are
clustered based on their contents; on the other hand, each similar documents are offered in
a different cluster.
Figure 1. A simple example of the clustering process.
This paper aimed to provide readers with an accurate overview of the different meta-
heuristic optimization algorithms available for big data and text clustering by comparing
them analytically. However, this work studies the accessibility and application of an
appropriate optimization algorithm for each class explicitly. From several large text datasets,
it also provides experimental findings. When coping with large text clustering questions,
Electronics 2021, 10, 101 3 of 29
certain viewpoints need close consideration. Consequently, this study will assist researchers
and clinicians in selecting methods and algorithms suitable for broad text clustering
applications. Compared to conventional clustering approaches, the number of documents
is the first and relatively significant factor to deal with when clustering big text and data.
This includes significant developments in the design of clustering algorithms. Velocity is
the other critical feature of big texts and results. This state refers to a high online computing
demand. To trade with the data streams, processing velocity is required. The third aspect
is the variety. From different references, such as sensors, computers, cell phones, vehicles,
etc., various data representations, such as text, video, and image, are given. The key
components of critical text and data that must be brought when selecting practical meta-
heuristic clustering algorithms are these three aspects (i.e., Length, Velocity, and Variety).
Despite an enormous number of clustering algorithm survey papers prepared in the
literature for different domains (such as machine learning, data mining, deep learning,
data retrieval, pattern recognition, and semantic ontology) [34], it is difficult for users to
select a priori which algorithm or methodology will be appropriate for dealing with big
data and semantic ontology This is due to the restrictions that arise in the existing surveys:
(1) The meta-heuristic algorithm properties are not well analyzed and studied. (2) Several
new optimization algorithms have been provided by the domain, which has not been
analyzed in these surveys. (3) To evaluate the superiority of one algorithm over another,
no detailed functional analysis was performed. This paper aimed to research the field of
meta-heuristic clustering algorithms and achieve the following objectives, as inspired by
these analyses:
• To introduce a categorizing structure that groups the existing meta-heuristic clustering
algorithms into classes and shows their advantages and shortcomings from a general
point of view.
• To give a complete classification of the clustering evaluation criteria to be utilized for
experimental research.
• To make a theoretical analysis for the most representative meta-heuristic optimization
algorithms of each class.
The main parts of this paper are organized as follows. In Section 2, the main proce-
dures of the text clustering are presented. Section 3 shows the variants of meta-heuristic
algorithms that have been used in solving clustering problems. Evaluation criteria used in
text clustering applications are discussed in Section 4. Discussion and theoretical analyses
are given in Section 5. Finally, the conclusion of the survey and prospects for further
investigation are presented in Section 6.
2. Main Procedures of the Text Clustering
Text clustering intends to produce optimal clusters that contain related documents
(objects). Clustering is based on partitioning a collection of documents into a predefined
number of associated groups, where each group includes a number of similar objects, but
various groups have various objects.
2.1. Problem Descriptions and Formulations
In this section, the text clustering problem and its descriptions and formulations are
given as follows.
• A collection of documents (D/objects) is grouped into a predefined number of clusters
(K) [35].
• D can be demonstrated as a vector of objects D = (d1, d2, d3, ....., di, ....., dn), d2 presents
the object number two, i is the number of the object and n presents the number of total
objects given in D [36].
• Each group contains a cluster centroid, called ck, which is represented as a vector of
term weights of the words ck = (ck1, ck2, ck2, ....., ckj, ....., ckt).
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• ck presents the kth cluster centroid, ck2 is the value of position two in the centroid of
cluster number k, and t is the number of all unique centroid terms (features) in the
given object.
• The similarity or distance measures is utilized to clustering each object to the closest
cluster centroid [37–39].
2.2. Pre-Processing Steps
The chief purpose of the clustering technique is to produce groups according to the
objects’ intrinsic contents. Ere creating clusters, the text need model pre-processing steps,
as follows: (i) tokenization, (ii) stop word removal, (iii) stemming, (iv) term weighting,
and (v) document representation [40]. A brief demonstration of these pre-processing levels
is presented, as follows.
2.2.1. Tokenization
Tokenization is the process of separating words into bits (words), called tokens, which
are presumably missing individual letters simultaneously, such as punctuation. Usually,
these tokens are connected to terms/words, but it is essential to distinguish between
type/token. A token is an example in a text of a sequence of letters that is organized as
a functional semantic unit. A sort is a set, including the same letter chain, of all tokens.
A word is an example involved in the vocabulary of the search method [41].
2.2.2. Stop Words Removal
Standard and famous words, such as “which”, “the”, “our”, “is in”, “an”, “that”,
“me”, and some are stop-words, as well as other prominent phrases in the text that are
exceptionally widely used and small useful words. These words should be omitted from
the document given (text) because they are generally highly repetitive, thus diminishing the
efficacy of the clustering techniques. The stop-word list (http:/www.unine.ch/Info/clef/)
comprises more than 500 words in total [40].
2.2.3. Stemming
Stemming is the phase in which modern words are shortened to their root/stem.
The stem method is not the same as the root morphological method; it is generally the
same stem to outline words, even though it is not a real root in itself. Porter (Stemmer
of Porter. The popular public stemming method used in text mining [41,42] is available
at http:/tartarus.org/martin/PorterStemmer/) stemmer. Both pre-processing acts are
extracted from Python NLTK Natural Language Processing Demonstrations (http://text-
processing.com/demo/).
2.3. Document Representation
The Vector Space Model (VSM) is a powerful model used to define documents’ content
in an official format called [43]. It emerged at the beginning of the 1970s. Each paper is
structured as a term weight vector to assist the calculation of similarities. To increase
the efficiency of the clustering algorithm and lower the time cost [44], each term in the
text communicates a dimension of the weighted performance. In different data mining
fields, VSM is used, such as Reference [45] for knowledge extraction, Reference [46] for text
labeling, and Reference [44] for text clustering.
Term weighting is given by the vector space model (VSM) to show the document in a
standard form [47], as given in Equation (1). This model shows each document as a vector
of words, as given in Equation (2) [37,44,48]. Equation (1) shows n documents and t terms
in a standard format utilizing the VSM, as follows:
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VSM =

w1,1 w1,2 · · · w1,(t−1) w1,t











w(n−1),1 w(n−1),2 · · · · · · w(n−1),t
wn,1 wn,2 · · · wn,(t−1) wn,t

(1)
di = (wi,1, wi,2, wi,3, ....., wi,j, ....., wi,t). (2)
2.4. Solution Representation of Clustering Problem
The text clustering document is expressed as an optimization the problem that is
applied based on optimization algorithms. Algorithms for optimization trade with numer-
ous solutions to solve the given problem. The candidate solution to solve the clustering
problem is defined by each solution (row). The solution is designed as a n dimension vector
that defines each document’s content in the D dataset that is given, and each location leads
to a document. Figure 2 demonstrates the solution design. The solution’s ith location
contributes to the decision about the ith text. If the number of the clusters given is K,
then the value in the range (1, ......, K) is at each position of the solution. The set of K
centroids [37] fits each component. The number of clusters is normally given in advance.
In the example given in Figure 2, nine documents and three clusters are presented.
Each solution designs where the documents belong. In this case, documents 2, 5, and 7 are
from the same group as label 1 (i.e., cluster number one). Meanwhile, documents 1, 3, 4, 8,
and 9 belong to the same cluster as label 2 (i.e., cluster number two). Document number 6
belongs to cluster number 3.
Figure 2. Solution representation of the clustering problem.
2.5. Fitness Function
The fitness value is determined to assess each solution according to its positions.
Each collection of documents belong to a collection of K centroids C = (c1, c2, ...., ck, ...., cK),
where ck is the centroid of cluster k. The fitness function value for each candidate solution is
calculated by the average similarity of documents to the cluster centroid (ASDC), as given
in Equation (3) [44,49]. The similarity measure inside the fitness function in Equation (3)










where K is the number of given clusters in the dataset, mi is the number of documents that
correctly belong to cluster i, and Cos(di, ci) is the similarity value between the centroid of
cluster j and the document number i. Each solution is presented in binary matrix ai,j of
size n ∗ K to calculate the clusters centroid, as given in Equation (4) [38].
aij =
{
1, if di is assigned to the jth cluster
0, otherwise.
(4)
Equation (5) is utilized to calculate the kth cluster centroid, which is given as a vector
ck = (ck1, ck2, ck3, ....., ckj, ...., ckt) [35].





where aij is a matrix contains the grouped data (see Equation (4)), dij is the jth feature
weight of the document number i, and n is the number of all documents in the used dataset.
3. Meta-Heuristic Algorithms in Text Clustering Applications
In this section, the related works are given as follows.
3.1. Meta-Heuristic Algorithms
In this section, the most common meta-heuristic algorithms used to solve the text
document clustering problems and have been published in the literature.
3.1.1. Particle Swarm Optimization (PSO)
Particle Swarm Optimization (PSO) is one of the powerful meta-heuristic optimiza-
tion algorithms in the publications [50,51] used to solve clustering issues. He-Nian et al.
recommended a procedure called OK-PSO [52] to cluster text based on k-means (KM) and
a PSO algorithm. The KM is used to calculate the distance across each word and the centers
of the clusters. To test the optimization of the clustering distance, the 2-D Otsu algorithm
was used. The technique uses the PSO algorithm to look for the optimum threshold to
speed up the threshold estimation. On datasets, the efficiency of the suggested approach
was tested and compared with other clustering methods. Experimental results showed the
utility of the proposed approach over the algorithms.
A hybrid approach is proposed to solve the linear text segmentation by improving
the segmentation accuracy and computation complexity [53]. The hybrid algorithm is
called TSHAC-DPSO based in Hierarchical Agglomerative Clustering that can efficiently
generate a satisfactory solution without parameter setting or an auxiliary knowledge base.
The algorithm adapts Discrete PSO to produce the optimal solution by refining the solution
found by TSHAC. The algorithm was tested on several standard datasets and showed
comparable performance with several known linear text segmentation algorithms.
Sunita et al. presented a comparative analysis of three clustering algorithms, namely
KM, PSO, and hybrid PSO plus KM [54]. The performance of the aforementioned algo-
rithms was tested on text in Nepali language. In the experiments, the texts are represented
in terms of synsets corresponding to a word and synonyms from WordNet to group se-
mantically related terms. The experiment evaluation was based on intra- and inter-cluster
similarity. The results showed that the hybrid PSO plus KM outperforms both standalone
PSO and KM algorithms.
Particle Swarm Optimization (PSO) algorithm is used as a feature selection technique
for text document clustering in Reference [55]. The purpose of using PSO is to select the
most informative features for representing each text document, thus improving the KM
clustering algorithm performance. The proposed approach was tested on several standard
datasets. The experimental results revealed an improved performance of KM due to the
use of optimized feature set obtained by PSO algorithm, in addition to an improvement in
computation time.
Jung Song et al. proposed an ensemble method for sentence clustering based on auto-
matic population partitioning (APP) to improve document summarization [56]. The pro-
posed method utilized the characteristic advantage of global search ability of GA and the
local search ability of PSO algorithms. Experiments are conducted on standard dataset and
used a normalized Google distance similarity measure to measure the similarity between
the sentences. Results showed an improved summarization performance over other know
sentence summarization methods.
The paper used spectral clustering, which is widely used in machine learning, aug-
mented with PSO algorithm to improve the text clustering [57]. The proposed approach
called SCPSO was tested on several standard datasets and compared with several well-
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known algorithms, such as Spherical KM, Expectation Maximization Method, and the basic
PSO algorithm. The experimental results showed that the proposed method outperforms
the comparable algorithms is terms of clustering accuracy.
3.1.2. Gray Wolf Optimizer (GWO)
In Reference [58], a new algorithm called a GWO–GOA is proposed for enhancing
GWO algorithm using GOA and the pragmatic approach. The algorithm pre-processed the
document and extracted local optima feature to obtain best global optima using hybrid
GWO–GOA and Fuzzy c-means (FCM) clustering to cluster the selected optima; the al-
gorithm used eight datasets and showed better results in precision, specificity, sensitivity,
F-measure, and recall compared to other algorithms
Text mining can be defined basically as the method by which high-quality information
is extracted from the text. It is used extensively in applications, such as text clustering,
categorization, and classification. The text clustering has currently become an interesting
task employed to organize the text document. The accuracy of text clustering is reduced
due to several unnecessary words and large dimensions. The semantic word processing
and novel Particle Grey Wolf Optimizer (PGWO) for efficient text clustering are introduced
in Reference [59]. First, the text documents are provided as input to the initial phase, which
offers valuable keyword for clustering and feature extraction. The resulting keyword is
then added to WordNet ontology to figure out every keyword’s synonyms and hyponyms.
Consequently, for every keyword employed to construct the text function library, the fre-
quency is calculated. Since the larger dimension is contained in the text feature library,
the entropy is used for identifying the most relevant feature. Finally, by merging the
particle swarm optimization (PSO) with the grey wolf optimizer (GWO), the new Parti-
cle Grey Wolf Optimizer (PGWO) method is being designed. Therefore, the suggested
algorithm is employed to add class labels for the generation of different text document
clusters. To evaluate the efficiency of the proposed algorithm, the simulation is conducted
and compared with existing methods. The proposed algorithm achieves 80.36% clustering
accuracy for 20 Newsgroup datasets and 79.63% clustering accuracy for Reuter, which
guarantees better automatic text clustering.
In several main areas, such as information retrieval, text mining, and natural language
processing, text clustering problem (TCP) is a leading method. This poses the need for a
robust algorithm for document clustering that could be employed efficiently to explore,
analyze, and organize information to collect large amounts of data. In Reference [60],
the authors suggested an extension, referred to as TCP-GWO, of the grey wolf optimizer
(GWO) for TCP. Beyond what is necessary with meta-heuristic swarm-based methods,
the TCP requires a degree of accuracy. Breaking text documents based on GWO into
homogeneous clusters that are relatively reliable and efficient is the key problem to be
tackled. Primarily, to continuously optimize the distance between the clusters of documents,
TCP-GWO, or the document clustering method, employ the average document distance to
the centroid cluster (ADDC) as the objective feature. The reliability of the suggested TCP-
GWO has been illustrated based on a sufficiently large number of sample size documents
selected at random from a sample of six publicly available data sets. In the evaluation
process for evaluating the recall detection performance of the document clustering method,
high complexity documents were also included. The experimental findings for a test
collection of over a subset of 1300 documents revealed that, in approximately 15–20% of
cases, inability to effectively cluster a document happened with a classification performance
of more than 65% for an extremely complex data set. The high F-measure rate and ability
to effectively cluster documents are significant advances resulting from this analysis.
The suggested TCP-GWO approach was compared using randomly selected data sets to
the other methods of text clustering. Incidentally, in terms of accuracy, recall, and F-measure
rates, TCP-GWO outperforms comparable methods.
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3.1.3. Cuckoo Search (CS)
Due to the hierarchy generated in document organization, Self-Organizing Map (SOM)
is interesting. It is considered the best for those issues where clustering and visualization
are required. In Reference [61], the main idea of this work is to find effective clustering and
classification methods that could be significant in the document organization. Therefore,
the authors proposed an associative cluster to classify the text data and employ a cuckoo
search algorithm to find the optimal rank in the relevant class hierarchy. In contrast to the
previous approaches, the authors applied the proposed methodology to 8 separate data for
experimentation and obtained better results.
For data processing, clustering can be considered an essential technique. However,
it requires more work to cluster robust data, such as papers to regain the intricacy of
the relevant knowledge concealed in the space of multi-dimensionality. Based on meta-
heuristics, document grouping algorithms have recently proven their efficacy in exploring
the search field and achieving ideal global solutions instead of local solutions. However,
a few of these algorithms are not reasonable and endure several disadvantages, as well
as the need to identify the clusters in advance, are neither exponential nor customizable,
and high-dimensional and indistinct matrix papers are classified.
A new hierarchical and incremental approach (cuckoo search (CS) latent semantic
indexing (LSI)) for text clustering based on recent cuckoo search (CS) optimization and
latent semantic indexing (LSI) was proposed by authors in Reference [62] to address the
cited limitations. Four high-dimensional text datasets are experimented, demonstrating
the usefulness of the LSI paradigm in minimizing dimensional space with greater precision
and low processing time. The suggested CS LSI also calculates the number of clusters
automatically by using a new proposed index based on the real measurement of the
wavelength. In the gradual mode, this is often used later and retains a more coherent
cluster to identify the outlier records. It shows the efficacy of CS LSI in achieving high
clustering performance relative to standard algorithms for paper clustering.
3.1.4. Firefly Algorithm (FA)
Hierarchical text clustering plays an essential role in managing, organizing, and sum-
marizing documents systematically. However, due to the use of KM as part of its procedure,
the Bisect KM, this is a well-known hierarchical clustering method, can only produce local
optimal solutions. In Reference [63], authors suggest replacing the KM with the firefly
method, thus generating a hierarchical clustering Bisect FA. The firefly technique performs
at each stage of the proposed Bisect FA to generate the optimal clusters. For validation,
authors conducted experiments on 20 datasets which widely employed in the literature.
Findings show that Bisect FA achieves more efficient and lightweight clustering than the
Bisect KM, KM, and C-firefly methods. As a result, the proposed Bisect FA is considered an
efficient algorithm for unsupervised learning.
Text clustering is organizing related documents into a cluster while assigning different
documents to other clusters. In several disciplines, a well-known clustering tool, the KM
method, is widely used. However, estimating the number of clusters using KM is a
significant challenge. Therefore, authors in Reference [64] conducted a study to introduce a
new clustering technique that takes the Firefly Algorithm for dynamic document clustering,
called Gravity Firefly Clustering (GF-CLUST). GF-CLUST can classify the required number
of clusters for a given test set, challenging in the clustering of texts. It identifies documents
with strong force as centers and produces clusters based on the calculation of cosine
similarity. This is supplemented by the selection of possible clusters and the combination
of tiny clusters. To evaluate the proposed GF-CLUST, experiments are performed on
different document datasets, such as 20 Newgroups, Reuters-21578, and TREC collection.
The outcomes of GF-CLUST ’s purity, F-measure, and entropy outperform those of current
clustering techniques, such as KM, Particle Swarm Optimization (PSO), and Practical
General Stochastic Clustering System (pGSCM). Besides, compared to pGSCM, the number
of extracted clusters in GF-CLUST is like the real number of clusters.
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Given that the ORC (Optical Character Recognition) system only recognizes the
binarized image, text binarization is an essential step in text comprehension. The more
precise the binary text is, the better the ORC method operates. A novel binarization
technique is suggested in Reference [65] to binarize text from complex color images. Firstly,
to combine similar color pixels into an image, the Fuzzy C-means method is employed.
To eliminate noise components in the background, the flood filling method is then utilized.
Eventually, to binarize the text image, the authors employed the Otsu global binarization
technique. The experimental results indicate that the proposed technique outperforms the
Otsu global binarization system.
3.1.5. Krill Herd Algorithm (KHA)
A hybrid krill herd algorithm with KMis proposed in Reference [66] for solving
text clustering problem. The proposed strategy utilizes the local exploitation of KM to
avoid local optimum and premature convergence. This hybridization resulted in a quick
convergence to optimal solution. Several version of hybrid krill herd were developed and
the best one is augmented with an objective function that combines two measures, cosine
similarity and Euclidean distance, for improving the local search facility. The experimental
results of several assessment measures showed that the proposed method outperforms
all versions of krill herd algorithm beside several other text clustering methods found in
the literature.
This paper introduced two text clustering algorithms based on krill herd algorithm for
improving the clustering of web text documents [67]. One of the algorithms utilizes all the
operators of krill herd algorithm while the other one neglects the genetic operator. The per-
formance of the proposed method was compared with the KM algorithm in terms Purity
and Entropy measures. The experimental results showed that the proposed algorithms
outperform KM algorithm.
Abualigah et al. proposed a hybrid krill herd algorithm with harmony search algo-
rithm for document and text clustering [68]. The purpose of the hybridization is to improve
the global search ability by introducing the global search operator of the harmony search to
the krill herd algorithm. This introduction of the operator improved the exploration search
ability of krill herd by using the Distance factor as a new probability factor. The proposed
algorithm was tested on several standard datasets. The results showed enhancement in
clusters accuracy and high convergence rate.
Abualigah et al. proposed three new improved versions of krill herd algorithm
for enhancing the results of the basic version [69]. The improvements involve different
ordering of the crossover and mutation genetic operators, in which these operators are
performed after the update of krills’ position, thereby achieving an accurate global search.
The experiment was conducted on several standard text datasets. The experimental results
were compared with other published algorithms, such as GA, harmony search, and PSO,
tested on the same datasets. The result showed that the proposed improved algorithms
outperform the comparative algorithms on all benchmark datasets.
The author introduced a new technique for solving text document clustering by
developing four different versions of krill herd algorithm KHA [70]. These versions are
the basic KHA, hybrid KHA, and multi-objective hybrid KHA. Each one is considered as
an incremental enhancement of the preceding one. The algorithms were tested on several
benchmark datasets. The experimental results showed that the multi-objective hybrid
version obtained the best results among the others and outperforms other comparative
algorithms found in the literature.
The paper introduced a new feature selection method for improving text document
clustering [71]. The proposed method enhances the performance of the hybrid krill herd
algorithm by hybridizing it with swap mutation strategy. The hybridization is incorporated
within a parallel membrane computing framework. The algorithm was tested on several
standard text datasets and showed excellent convergence velocity and obtained superior
results compared to popular feature selection algorithms.
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3.1.6. Social Spider Optimization (SSO)
Scholars have commonly utilized evolutionary optimization algorithms to enhance
accuracy and performance as the clustering issue can be mapped to the optimization
method. Stochastic general-purpose approaches for addressing optimization issues are
one of the evolutionary approaches. Swarm Intelligence is one of the major approaches
that work with the aggregative behavior of swarms and their dynamic interactions without
control. However, the Swarm intelligence model seems to be much more promising because
of its reliability. Authors in Reference [72] suggested a swarm intelligence scheme named
social spider optimization for text document clustering. This technique utilized social
spiders’ cooperative intelligent behavior. Each spider prefers to replicate a specialized
behavior based on its gender. It also aims to substantially minimize premature convergence
and local minimum issues in text documents clustering. Results have been compared with
the KM clustering method and show good results.
It is reported that text document clustering is considered one of the primary data
mining issues instigated by researchers. It helps classify text documents in such a way that
there are similar text documents for each group. Several problems have been found when
grouping text documents. The critical issues in text document clustering are reliability and
performance. Scholars have commonly employed evolutionary optimization algorithms to
enhance accuracy and performance as the clustering issue can be mapped to the optimiza-
tion problem. Stochastic general-purpose approaches for addressing optimization issues is
one of the evolutionary methods. Swarm Intelligence also is a specific method that works
with the aggregative swarm’s behavior and their dynamic interactions without any control.
For textual document clustering, the authors proposed a new swarm intelligence method
named Social Spider Optimization SSO in Reference [73]. Authors compared it to KM
clustering and state-of-the-art clustering methods, including PSO, ant colony optimization
(ACO), and Improved Bee Colony Optimization (IBCO), and found it to be more accurate.
Authors then suggested two-hybrid clustering methods, called SSO + KM and KM + SSO,
and discovered that SSO + KM clustering surpassed KM + SSO, KPSO (KM + PSO), KGA
(KM + GA), KABC (KM + Artificial Bee colony) and IBCO clustering algorithms. To show
the effectiveness of clustering techniques, the authors employed the Sum of intra-cluster
distances, average cosine similarity, precision, and Inter cluster distance.
3.1.7. Gravitational Search Algorithm (GSA)
GSA is a research method proposed in Reference [74]; it is used to solve the opti-
mization problems. This paper proposed a new method called GSA-KHM combined
between GSA and K-harmonic means to improve dependency on the initialization [75].
The proposed method applied five datasets and showed better results than other methods.
3.1.8. Whale Optimization Algorithm (WOA)
WOA is a research method proposed by Mirjalili and Lewis in Reference [76], it is
used to solve various optimization problems. Jagatheeshkumar and Selva in Reference [77]
implemented clustering algorithm used Whale Optimization Algorithm (WOA) and Fuzzy
C Means (FCM); the algorithm tested, over three datasets, precision, recall, F-measure,
purity, and entropy, and the performance of the proposed algorithm showed better results
compared to existing methods.
3.1.9. Ant Colony Optimization (ACO)
Ant colony optimization (ACO) was used to solve the clustering problems in many
research fields [78]. In Reference [79], ACO is applied on multi-label text categorization with
relevance clustering classification technique. The ant colony algorithm is used for feature
optimization of text data. The proposed method is tested on several datasets, including
WebKB of CMU test learning group, Yahoo web page dataset, and RCV1 (Reuters Corpus
Volume 1). For evaluating the performance of the proposed method, other algorithms were
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tested, including MLFRC and Rank SVM (RSVM). The experimental result show that the
proposed method outperforms both MLFRC and Rank SVM.
In Reference [80], ACO algorithm is applied to solve the problem of fuzzy document
clustering. The authors used a thesaurus for extracting documents features in order to
have a language-independent feature vector for the purpose of measuring the similarities
of documents written in different languages. The pheromone trails in the ACO algorithm
are used to decide the membership values in clustering process. The performance of the
algorithm is evaluated on a dataset of bilingual (English and Spanish) documents consisting
of scientific research papers in various subject fields. The experimental results show that
the proposed algorithm gives good performance in spite of the difficulties of the stated
problem and the huge efforts in the pre-processing stage.
3.1.10. Genetic Algorithm (GA)
Mustafi et al. [81] developed the popular KM algorithm for the tasks of clustering
through enhancing the mechanism of initializing the centroids and keeping the clusters
number returning in each iteration. The proposed technique depended on using the genetic
algorithm with the differential evolution algorithm, where the first is used for generating
the original seeds, and the other for obtaining the clusters number. The authors applied
the proposed algorithm for the text documents clustering, then compared their technique
with the standard KM algorithm for solving the clustering problems.
Song et al. [82] developed the genetic algorithm based on the ontology science,
where the algorithm can operate in a self organizing way for solving the problems of
clustering texts. The authors used some concepts in the ontology, thesaurus-based and
corpus-based, to solve the text clustering problems. Where they supposed two hybrid strate-
gies using various similarity measures, thesaurus-based measure, transformed LSI-based
measure which had the superiority than the traditional similarity measures. In addition,
the proposed technique for clustering was more efficient than the standard GA and the
standard KM.
Song et al. [82] tried to solve the text clustering problem through enhancing the
genetic algorithm using a model known as latent semantic which is different from the
popular vector space model, in which each part of the text or the vocabulary exemplifies
one dimension. But, the authors’ model implied by a query through the representation
in a reduced space of the dimension where the model concerns the effects of synonymy
and polysemy, which creates a semantic structure in textual data. The enhancement of
the genetic algorithm depends on using variable string length.The proposed mechanism
proved efficiency and high accuracy of clustering over the conventional GA.
Chun-hong et al. [83] proposed an efficient algorithm for the text clustering based on
the latest semantic analysis, as well as with using the idea of optimization, the new model
avoids the drawbacks of the vector space model and the KM algorithm. Then, the authors
compared their algorithm with the vector space model which proved effeciency according
to the precision and recall measures.
Shi et al. [84] proposed a patented algorithm for clustering texts by Genetic Algorithm
Model (CGAM) which uses the genetic algorithm as the fitness function and the KM algo-
rithm as a convergence criterion. For the Chinese texts clustering, the proposed algorithm
constructs an innovative selection method of initial centers of GA and recommends the
contribution of characteristics of various parts of speech. The results proved the superiority
of CGAM than the KM and GA for clustering business intelligence system of Chinese and
English texts.
Wahiba et al. [85] presented a developed evolutionary algorithm for texts clustering
for the biomedical database of MEDLINE, where the developing depended on the genetic
algorithm and the VSM and an agglomerative algorithm for generating the initial popula-
tion. The authors tested their proposed mechanism on a sample composed of 500 abstracts,
from which the algorithm proved efficiency. A document grouping algorithm based on
the KM was presented by Garg et al. [86] with enhanced initial genetic algorithm-based
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clusters. The analysis of previous different text databases demonstrated that clustering is
much more precise compared to KM grouping by utilizing the proposed.
Wang et al. [87] introduced a text clustering algorithm based on the fuzzy concepts
using the rough set and genetic algorithm as a hybrid. The weight parameters through the
clustering are described by genetic algorithm; thus, it makes parameters more reasonable
and operational and avoids some problems, like subjectivity and unreliability of describ-
ing weight parameters in other work.The results showed that the proposed algorithm
is feasible.
Yu et al. [88] proposed a new algorithm for text categorization based on the fuzzy
C-means algorithm, in which the idea is inspired from the fuzzy clustering, this with
the genetic algorithm which is utilized for initializing the cluster centers. The proposed
mechanism had high accuracy for classification and confirmed high efficiency for clustering.
Tohti et al. [89] proposed combining the KM method and the GAAC clustering method
and using the two feature extraction for text representation and clustering of Uyghur.
The proposed technique is composed of two principal stages. In the first one, the optimal
initial cluster center can be gained from the small amount of text set by the GAAC method.
In the second stage, the large amount of text set is fast clustered by the KM method.
The experiments showed that the proposed algorithm has a significant raising on the
accuracy of clustering and the time complexity.
Dong et al. [90] tried to solve the feature word weight expressing the text based on the
genetic algorithm and the KM. The authors depended on the enhancement on developing
According to the weight factor and feature vector through the combination and checking a
behavior of pre-processing, which reflected the texts’ diversities. The experimental results
confirmed high accuracy of classifying and clustering of feature words.
Shao et al. [91] proposed a new method for solving the Text Clustering and Association
Rules Mining problems have been introduced. The algorithm relied on the automatic
generation of the hybrid conceptual framework, which takes a complete explanation of
the characteristics of the correlation among concepts, uses text clustering technology to
replace the relationship between artificial industrialized nations and assessment criteria,
and hybridizes the classification techniques of item sets to generate the concept maps,
and provides the coherence of response.
3.1.11. Harmony Search (HS)
Sailaja et al. [92] proposed clustering technique a Text Independent Speaker Iden-
tification with Finite Generalized Gaussian Mixture Model, which is also Multivariate
with Hierarchical Clustering and used the EM algorithm for estimating the parameters.
In addition, through Hierarchical clustering, the numbers of acoustic classes associated
with each speech spectra are determined.
Zeng et al. [93] proposed an algorithm called HI-Rocchio, which depended on two
stages; the first stage is represented by an incremental evolutionary method. The Rocchio
algorithm is based on the Rocchio method, and enhancing the Hierarchical clustering
approach is the final phase. The experimental results showed more advantages of the
proposed technique, like that the proposed algorithm, which has multi-hierarchical rela-
tions for describing the text documents, which does not exist in the Rocchio algorithm,
and, in the text cluster process, the HI-Rocchio algorithm velocity is more than Hierarchical
clustering. Moreover, unlike the classical algorithms, the suggested methodology can
create a new group to address the inconsistency between the relatively fixed characteristics
of the training set and the concepts of the text draft have changed and evolved.
Lokhande et al. [94] presented an efficient technique for text summarization of web
documents, which depended on then creating initialization of the natural language process-
ing, tokenization, part of speech tagging, parsing, and chunking. Then, they implemented
the Hierarchical clustering Algorithm and Expectation Maximization Clustering Algorithm
to search the similarity in a sentence.
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Rong et al. [95] tried to solve the text clustering problem based on a hybrid between
the SC-KH (Staged text clustering) algorithm and the KM algorithm, where the proposed
algorithm divides the process of clustering into two stages: splitting and merging. The KM
algorithm is utilized in the the stage splitting, in which the initial values can be identified
by utilizing the Canopy algorithm, and the other algorithm of the hybridization is utilized
in the merging stage. The results proved that the proposed technique is superior to the
standard KM and the standard hierarchical agglomeration algorithm.
Abualigah et al. [96] proposed a new technique for solving the feature selection
problem based on the HS algorithm to search for the best subset of informative features.
Then, the proposed method is utilized for clustering texts and is summarized as FSHSTC,
FS technique using HS algorithm for the TC technique, where it can overcome the other
methods drawbacks in improving the performance of the text clustering. The results
showed that the performance text clustering is improved using the proposed method.
3.1.12. Other Meta-Heuristic Algorithms
Lipeng et al. [97] employed a new hybrid Differential Evolution (DE) and Invasive
Weed Optimization (IWO), in addition to KM algorithms, called IWODE-KM algorithm,
to optimize KM parameters for Chinese text clustering; the algorithm solved random
initialization sensitivity and stuck at local optimum of KM algorithm, and the new proposed
algorithm showed better results than its ancestors.
Jyotirmayee et al. [98] proposed a clustering method based on word sense disambigua-
tion algorithm, the method used Word Sense Disambiguation (WSD) and Lesk algorithms
to classify textual data by return the words identifiers in a Knowledge-Base and increase
contextual overlap to increase accuracy of sense and context. The proposed algorithm
tested on many datasets and obtained better results than KM and Vector Space Models
(VSMs).
Shi et al. [99] improved clustering of incremental affinity propagation algorithm and
semi-supervised learning by adjusting similarity matrix, and the results of the proposed
algorithm performed very well compared to other clustering methods.
Nishant Agarwal [100] developed a real-time system using temporal clustering al-
gorithm for detecting bursts in streaming data and for improving storage mechanism to
perform evolutionary queries, the system analyses user behavioral to find related tasks,
anomaly detection, and bursty patterns, and the used methods showed better hashtag
precision results compared to others.
In Reference [101], the authors presented a Chinese text clustering method based
on both the Self-Organizing Map (SOM) neural network and density. This algorithm is
composed of two phases. Chinese text is converted into text vectors during the first phase,
employed as SOM training data, and mapped through SOM training. An initial clustering
result is obtained for text data, i.e., a set of virtual coordinates. Then, the virtual coordinates
set is further clustered based on density during the second phase. This suggested technique
is different from the current versions during the first phase. In addition, due to decreasing
dimensions, it outperforms other methods in computation time in the second phase. Statis-
tical experiments demonstrated the efficiency of the proposed method regarding clustering
text data and high multi-dimensional data.
Dimension reduction contains two techniques: feature selection and feature extraction.
The reduction of dimensions using the feature selection technique has a more significant
effect on the cluster results than the feature extraction technique. To minimize dimensions,
however, there would be a need for feature extraction techniques. For this purpose, the fea-
ture extraction approach requires an alternative method. The Self Organizing Map (SOM)
is among the special artificial neural network models that can efficiently create spatial
cognitive processes of input data or produce smaller data dimensions. This study proposed
by Reference [102] examined the effects of SOM compared to Singular Value Decomposition
(SVD) to reduce the data dimension of text documents prior to KM clustering. Findings
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demonstrated that SVD remains better throughout the cluster efficiency index than SOM,
yet SOM is faster in computation times than SVD.
3.2. Local Search Techniques
In this section are the most common local search techniques used to solve the text
document clustering problems that have been published in the literature.
3.2.1. Heuristic Local Search
The paper developed a Local Search and KM (LSKM) text clustering algorithm by
executing KM until converge and LSKM to calculate local extreme points [103]. The experi-
ments showed better results than KM for clustering Big data datasets.
The paper implemented a new modified KM clustering algorithm using Max Term
Contribution (MTC) to extract text character and dimension reduction [104]. The proposed
algorithm calculates the contribution of each term in high dimension to extract the max-
imum contribution terms to find a low dimension using Simulated Annealing (SA) and
modified KM clustering method, the algorithm showed better precision results than other
algorithms.
The paper developed a new algorithm called LSKM stands to Cellular Automata Based
Local Search and KM to identify regions of protein coding in non-overlapping and mixed
exon-inton boundary DNA sequences [105]. The experimental showed better accuracy
results compared to traditional algorithms. Reference [106] proposed a new algorithm
called β-hill Feature Selection Text Clustering (β-FSTC) to get best informative features
subset. The algorithm improved clustering using B-hill climbing algorithm, the experiment
used four text dataset and showed better results compared to other algorithms.
The paper improved KM algorithm to solve fall KM into the local optimal using hier-
archical agglomerative clustering algorithm and cosine similarity to measure the distance
between the text and ensure the high quality of the center point [107]. The experiments
showed good stability and better accuracy results than traditional algorithms.
The paper developed β-hill climbing technique to solve clustering problem by parti-
tioning similar documents for placing them into the same cluster [108]. The β parameter
performed a balance between global and local search methods in order to solve KM and
k-medoid clustering problem; the experiments used eight standard benchmark datasets
and achieved better results than other techniques.
3.2.2. K-Means (KM) Clustering Technique
In the text mining field, the Micro-blog hot topic discovery is one of the hot topic
research areas. The low hot topic discovery happened because of the KM algorithm’s
distance function, which causes low clustering accuracy. In Reference [109], three different
definitions are proposed to solve the hot topic discovery: distinguish between the body
words and the title words, blend similarity-based distance, and place contribution-based
weight. Further, several algorithms have been proposed to accomplish the text clustering.
The biterm topic model (BTM) and global vectors for word representation (GloVe) similarity
linear fusion are proposed to achieve the short text clustering. Jensen-Shannon divergence
(JS) method was utilized to measure the text similarity based on the BTM algorithm.
The Improved Word Mover’s Distance (IWMD) is used to determine the GloVe word
vector model text-similarity. Lastly, these two similarities approaches are linearly combined
and applied as the distance function to achieve KM clustering. The result shows that the
proposed method based on BTM and GloVe models significantly enhance the clustering
accuracy comparing to traditional KM approaches.
In Reference [110], a text clustering approach is proposed based on a combination
of the KM algorithm and Self Organizing Model (SOM). In the beginning, the text is pre-
processed to process successfully. Then, the proposed approach used enhance the cluster
center for the KM and determining the isolated point text. Guoping, Lin et al. propose
an enhanced version of the Density-based spatial clustering of applications with noise
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(DBSCAN) algorithm. The authors presented the enhancement to overcome the threading
limitations and adopt the solution on a small part of data, which led to improving the
text clustering. Moreover, the proposed work can enhance classification process accuracy.
The result shows significant performance in text clustering [111].
This study used a modified approach based on the An Artificial Immune Network for
Data Analysis (aiNet) algorithm to deal with high-dimensional data in text clustering [112].
This approach is based on cluster centers with a virtual practical correlative mapping
method to neglect data vector dimensions. The data first cluster by KM to extract the
High-dimensional text, then the text will be the input of the aiNet algorithm. In terms
of increasing the selection of initial centers point, Wang, Yiyang, et al. present a combi-
nation between the KM algorithm and the agglomerative hierarchical clustering method.
Furthermore, the text clustering iteration layered cohesion algorithm used to improve
final cluster centers’ efficiency. The proposed algorithm was verified based on the Sina
micro-blogging samples and the micro-blogging theme analysis through the proposed
approach, segmentation, and vector text design [113].
An approach is proposed in Reference [114] to enhance image retrieval by combining
text and visual features. Image retrieval has two types based on the text-based retrieval,
such as (keywords, descriptions, and caption) and content-based image retrieval (CBIR).
CBIR method avoiding the textual image description, but image retrieves based on the
content similarities (e.g., colors, shapes, and textures). In this paper, the authors proposed
improving CBIR’s performance using the KM algorithm by introducing a text-guided
weighting system for visual features. KM algorithm uses to calculate the initial center to
improve time elapsed and reduce the number of iterations.
In Reference [115], a novel approach is proposed to cluster the text documents. In the
first stage, features are chosen by a genetic system. Then, the hybrid algorithm performs
the clustering for the extracted keywords. The Must Link and Cannot Link algorithm
(MLCL) used to identify the extracted keywords and create the initial clusters. Finally,
the Gaussian parameters perform clusters. The Brown Corpus and Reuters-21578 datasets
used to test the proposed method. The results show that the presented work improve the
clustering performance better than other methods like fuzzy self-constructing feature.
A novel approach is proposed for text clustering based on three main features algo-
rithms with dynamic dimension reductions and feature weight method to solve the text
clustering. The text documents are divided into different related clusters regarding chosen
informative features via an acceptable evaluation method. Feature selection approaches
choose these informative features in every document. Algorithms, such as particle swarm
optimization (PSO), harmony search (HS), and Genetic algorithm (GA), are used for fea-
ture selection. The introduced work is length feature weight (LFW) based on the term
appearance and repetition of features in other documents. In terms of reducing the number
of features, a unique dynamic dimension reduction (DDR) method has been proposed.
The KM algorithm is used to cluster the text document based on features selected by DDR.
This work shows an out-performance with a combination of KM and swarms algorithms;
further, the experimental result applies to seven benchmarked datasets [116,117]. In Refer-
ence [118], the authors propose an approach to enhance the text clustering performance
and obtain accurate evaluators. This method combines the similarity and distance mea-
sure based on the KM algorithm, called Multi-objective K-mean (MKM). MKM shows an
improvement in text clustering because of obtaining the optimal initial clusters centers.
An enhanced KM technique is suggested for text clustering. The system firstly the
text pre-processed and classified by inverted classify. Next, the classified (index) is using
the Term Frequency–Inverse Document Frequency (TF-IDF), which is also used to build
the term-document matrix. Then, extract the main feature from the matrix through the
Latent Semantic Indexing algorithm. Further, the Pillar algorithm selects seeds. Finally,
the KM algorithm works based on determining seeds. The result shows that the method
shows out-performance comparing to the standard KM [119]. In Reference [120], the KM
algorithm was modified to work on a heterogeneous dataset by using the Euclidean distance
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algorithm. This approach proves that KM is efficient in analyzing the heterogeneous data
clustering.
In Reference [121], a comparison study was presented to examine the clustering
accuracy of similarity and dissimilarity measure based on eight clustering approaches.
This study a significant performance in some similarity approaches, such as the Dice
coefficient, Extended Jaccard, and cosine similarity. In Reference [122], we discuss that the
KM algorithm measures the relationship among the data objects; however, the similarity or
dissimilarity measure provides an accurate result. A comparison study was presented to
examine the clustering accuracy of similarity and dissimilarity measures based on eight
clustering approaches. The research shows significant performance in some similarity
approaches, such as the Dice coefficient, Extended Jaccard, and cosine similarity.
In Reference [123], the authors analyze the KM algorithm performance and how the
partitioned text document clustering is done. Further, the authors try to focus on choosing
the KM algorithm K value (true value) as a disadvantage. The study concluded that the
KM algorithm suffers from ambiguity and effect by noise and outliers, high dimensionality,
etc. Yuan et al. introduce an enhanced KM to solve the arbitrary choosing initial clustering
centroids issue, namely (DPMCSKM). The selection in the proposed method is based on
the initial clustering center on density peaks. In addition, the MapReduce approach is used
for the parallelization of the improved KM in terms of fulfilling large-scale calculations
in the clustering process. The proposed solution shows an outperformance in clustering
accuracy [124].
Liu et al. in Reference [125], study the text clustering for the Chinese language and
present a method based on the KM algorithm and Evaluation approach, which replace the
Cluster Head (CH) that calculated from the real text sample with the nearest text node
in the entire text set. The Euclidean distance algorithm calculates the distance between a
couples of text points. Finally, the Entropy method is used to evaluate the clustering effect.
This approach shows a significant result in solving an empty cluster, finding the optimal
CHs, and optimal clustering results.
Reference [126] introduced an improved Latent Dirichlet Allocation (LDA) text clus-
tering algorithm based on the Short Text Clustering Algorithm (SKP) to semantic extraction
and sentiment analysis for small Chinese micro-blog texts, called SKP-LDA. The sentiment
word co-occurrence method was proposed to define the word bag. The short text is pro-
vided with emotional polarity. For clustering by the LDA method, the topic relation and the
knowledge sets of unique topic words will be extracted and included in LDA. Next, Top30
unique words and hidden n topics are extracted from knowledge sets. Finally, the result
of LDA clustering is clustered again by the KM algorithm. The SKP-LDA, compared
with different approaches, such as Enriched LDA (ELDA), Latent Sentiment Model (LSM),
Lifelong Topic Model (LTM), and the Joint Sentiment Topic (JST), proves to be a remarkable
emotional topic clustering impact and semantic analysis capability.
3.2.3. C-Means Clustering Technique
C-means is one of the efficient clustering techniques used in the literature [127,128].
This paper proposed an attributed weighted fuzzy c-means algorithm to solve the problem
of text clustering [129]. The method is based on identifying the weights of the attributed
during the iterations of the c-means algorithm. The authors claim that this technique does
not affect the overall algorithm performance. The algorithm is tested on a dataset of test
documents and the results show that there is a good computation speedup and enhanced ac-
curacy. The proposed algorithm can be reliability used of automatic documents abstracting.
This paper proposed a method based of Latent Semantic Analysis (LSA) and improved
fuzzy c-means (FCM) algorithm to solve the problem of text clustering [130]. The proposed
method used a new feature extraction technique that establishes word-text relation matrix
and LSA for text sematic vectors. The method also employs genetic algorithm for optimiz-
ing clustering results. The experimental results of the proposed algorithm shown to have
good precision and recall values.
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3.3. Big Data Techniques
A pairwise text similarity method is used on massive data-sets with normalization
of Term Frequency-Inverse Document Frequency (TF-IDF) method and Cosine Similarity
metric [131]. It used MapReduce model processes parallel large data-sets and distribute
algorithm on clusters, this enhanced scalability and speed of text processing compared
with other traditional methods.
A SWCK-means algorithm is proposed to solve traditional text clustering algorithms,
it explored KM clustering, Spark and Hadoop big data technique to solve efficiency of the
high dimensional vectors [132]. The proposed algorithm reduced the text data dimensions
by calculating the word vectors weights using Word2vec, and it identified the KMC initial
cluster centers by clustering the weight data using Canopy algorithm in order to improve
efficiency of Canopy and KMC parallel design; the proposed algorithm achieved better
results, especially in dealing with a huge amount of data, than traditional algorithms.
The paper improved a modified KM algorithm using Hadoop platform using Max-
Min-distance to find better initial centroids [133]. The improved algorithm showed faster
result than the traditional algorithm. The paper used MapReduce model to design and
implement the Minimum Spanning Tree (MST) clustering algorithm based on MST con-
struction, graph construction, and feature extraction vector [134]. The proposed algorithm
showed better scalability and accuracy results than MapReduce-based KM, but with less
speed.
One paper implemented a new KM clustering algorithm using cosine similarity feature
extraction [135]. The algorithm analyzed Hadoop platform for a large dataset in distributed
system, and showed good results comparing others algorithms.
3.4. Hybrid Clustering Techniques
Document clustering is seen as an effective method for document organization and
browsing in machine learning as it becomes an essential area of study. Fuzzy c-means
(FCM), a highly exhaustive search method, has been widely used for categorization prob-
lems. As an optimization technique, however, it conveniently leads to local optimised
clusters. The Particle Swarm (PSO) method is a heuristic algorithm optimization algorithm.
In Reference [136], authors introduced a hybrid method based on fuzzy c-means and parti-
cle swarm optimization (PSO-FCM) to cluster text documents, which allow full utilization
of the merits of both techniques. Not only would the PSO-FCM support the FCM clustering
to escape from local optima, but it also overwhelms the limitations of the PSO algorithm’s
slow convergence speed. Experimental findings on two widely used data sets indicate that
the introduced algorithm has better results than FCM and PSO methods.
There has been a rapid rise in the number of digitized text documents on the internet.
It is crucial to group the documents into clusters for speedy retrieval of information
regarding a high collection of web data. Document clustering is the set of documents in
groups so that the documents in each group are identical to each other and not to documents
belonging to those other groups. The performance of the results of the clustering depends
significantly on the text classification and the clustering method. This work provided a
comprehensive study of three techniques for clustering text documents utilizing WordNet,
namely KM, Particle Swarm Optimization (PSO), and hybrid PSO + KM methods [54]. A
bag of words is the standard way of describing a text document. The bag of terms is almost
unsatisfactory because it does not take advantage of semantics. Texts are defined in the
presented work in terms of synsets, referring to a word. WordNet synonyms also improve
the bag of the terminology data representation of text. For Nepali language text clustering,
KM, Particle Swarm Optimization (PSO), and hybrid PSO + KM methods are employed.
Experimental work has been carried out using intra- and inter-cluster similarity.
This era could be stated as the era of zettabytes because of the fastest data growth.
This leads to the design of an efficient method to organize data effectively. The need for
this hour to handle all available data effectively is an important mechanism. Clustering is
a method that helps in grouping together relevant documents. The authors conducted a
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study in Reference [137] that considers the semantics and clusters the document with the
hybrid of bisecting KM and the UPGMA method. Semantic analysis is made possible using
a lexical database called WordNet. The results of the proposed methods are efficient, as the
clusters are significant. Concerning accuracy, recall, F-measure, precision, and classification
error, the efficiency of the presented technique is assessed. The experimental outcomes of
the suggested study are satisfactory.
KM method can be considered as adaptive to the original points and easy to optimize
in the local optimal. An enhanced GA-based CGHCM text clustering method is suggested
in Reference [138] to prevent this issue. This algorithm has been evaluated to avoid falling
into the local optimum, achieve efficient clustering performance, and obtain better results
than literature.
Authors in Reference [139] presented a hybrid text clustering method based on dual
particle swarm optimization and KM method; since the standard KM clustering method
is sensitive to selecting initial cluster centers, the findings may correlate to the generic
suboptimal solutions. It developed a self-adjusting weight vector technique that employed
the optimal fitness shift rate to adjust the inertia weight automatically. In the evolutionary
process, two populations utilized PSO depending on multiple inertia weight techniques.
By sharing data between the two classes of offspring and offspring and parents to complete
the evolution, two populations exchanged the best individual and removed the worst
individual. This algorithm is called dual particle swarm optimization. The method merged
global and local search capability to balance dual particle swarm optimization with effective
KM. Every particle seems to have been a group of clustering centers, and fitness function
was the reciprocal amount of scatter within the unit, then optimized with KM newborn
particle. This was named a hybrid text clustering method based on dual particle swarm
optimization and the KM method. Experimental results indicate that this method has high
stability and efficient clustering compared to other text clustering methods, such as KM
and PSO.
A text clustering method is an effective tool used to classify large amounts of text
documents in groups. The size of documents influences text clustering by reducing its
efficiency. Text documents consequently include sparse and uninformative features that
decrease the efficiency of the underlying text clustering method and enhance computational
time. Feature selection is a basic unsupervised learning method employed to select a better
subset of appropriate text features to enhance text clustering efficiency and minimize
computational time. To deal with the feature selection problem, authors in Reference [55]
introduced a hybrid particle swarm optimization method with a genetic algorithm. KM is
utilized to enhance the efficiency of the acquired features subsets. The experiments were
carried out using eight datasets with different features. The findings demonstrate that
by creating a new subset of more informative features, the introduced hybrid algorithm
(H-FSPSOTC) enhanced the efficiency of the clustering method. The introduced method is
compared with other techniques.
Krill herd (KH) is a new swarm-based optimization technique that when looking
for food, mimics krill rationality [140]. To address the issue of text document clustering,
an integration of objective features and the hybrid KH method, called MHKHA, is in-
troduced [66]. The initial solutions of the KH algorithm are derived from the method of
KM cluster analysis, and the decision about clustering is based on two mixed objective
functions. Nine text datasets obtained from the Laboratory of Machine Learning were
used to assess the efficiency of the proposed algorithm. Five measurement methods are
used: precision, accuracy, recall, F-measure, and convergence behavior. The improved
KH algorithm proposed is compared with various methods of clustering and thirteen
algorithms. The improved KH algorithm proposed is compared with various methods of
clustering and thirteen algorithms. The MHKHA performed best for all validation metrics
and datasets used, compared to the other clustering methods evaluated.
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The general classification of studied meta-heuristic optimization algorithms is given
in Table 1. The number of published papers for the common meta-heuristic algorithms in
the clustering domain is given in Figure 3.
Table 1. The general classification of meta-heuristic optimization algorithms.
Method Type Single Objective Multi-Objective
Evolutionary algorithms Arithmatec Optimization Algorithm [141]
Genetic Algorithm (GA) [69] NSGAII [142]
Granular agent evolutionary algorithm [143] SPEA, PESAII [144]
Evolutionary Strategy (ES) [145] Multi-objective ES [146]
Genetic Programming (GP) [84] Multi-objective GP [82]
Differential Evolution (DE) [97] Multi-objective DE [97]
Imperialist Competitive Algorithm (ICA) [147]
Physical algorithms Simulated Annealing (SA) [104] Multi-objective SA [104]
Memetic Algorithm (MA) [148] Multi-objective MA [149]
Harmony Search (HS) [96] Multi-objective HS [96]
Cultural Algorithm (CA) [150]
Swarm intelligence Ant Colony Optimization (ACO) [80] Multi-objective ACO [151]
Fish Swarm algorithm (FSA) [152] Multi-objective FSA [152]
Artificial Bee Colony (ABC) [153] Multi-objective ABC [153]
Particle Swarm Optimization (PSO) [136] Multi-objective PSO [54]
Teaching Learning-based Optimization [154]
Bio-inspired algorithms Artificial Immune System (AIS) [155] Multi-objective AIS [155]
Bacterial Foraging Optimization (BFO) [156] Multi-objective BFO [156]
Krill Herd Algorithm (KHA) [70]
Cuckoo Search (CS) Algorithm [62]
Other meta-heuristic algorithms Cat Swarm Opt. (CSO) [157] Multi-objective CSO [157]
Invasive Weed Optimization Algorithm (IWO) [97] Multi-objective IWO [97]
Cuckoo Search Algorithm [61] Multi-objective Cuckoo [61]
Gravitational Search Algorithm (GSA) [75] Multi-objective GSA[75]
Firefly Algorithm (FA) [63] Multi-objective FA (MFA) [64]
Bat Algorithm (BA) [14] Multi-objective BA (MBA) [158]
Gray Wolf Optimizer (GWO) [60]
Social Spider Optimization (SSO) [73]
Figure 3. The number of published papers for the NI algorithms.
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4. Evaluation Criteria Used in Text Clustering Applications
In the text clustering domain, there are several internal and external evaluation
measures. These measures are given in the following subsections.
4.1. Internal Evaluation Criteria
Similarity and distance (dissimilarity) measures are the internal foundation for build-
ing the clustering optimization algorithms’ procedures. As for quantitative results char-
acteristics, the distance measure is favored to determine the correlation between data.
Moreover, the similarity measure is favored when trading with qualitative data. Internal
metrics are used without premonition of the text class mark to determine a collection of
text documents to be given to their traditional cluster (i.e., cosine measure and Euclidean
measure) [38,159].
4.1.1. Distance Measures
In this section, the commonly used distance measurements in the clustering applica-
tions are reviewed. Table 2 shows the common distance measurements.
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4.1.2. Similarity Measures
In this section, the commonly used similarity measurements in the clustering applica-
tions are reviewed. Table 3 shows the common similarity measurements.
Table 3. Similarity measurements.
Name Formula
Cosine similarity Cos(A, B) = A·B‖A‖×‖B‖
Jaccard similarity J(A, B) = |A∩B||A∪B|
Sorensen similarity S(A, B) = 2×|A∩B||A|+|B|
Dice similarity Dice(A, B) = 2× |A∩B||A|+|B|
4.2. External Evaluation Criteria
The most popular evaluation measurements utilized in the text clustering domain are
accuracy, purity, entropy, precision, recall, and F-measure [42,160,161]. The text clustering
technique provides two sets of evaluation measures, namely internal and external mea-
sures [37]. External measurements are employed to assess the collected clusters’ accuracy
(correct) based on the given document’s class labels in the dataset [47]. The following
subsections describe the external evaluation measures used in assessing the output of the
clustering algorithms.
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4.2.1. Accuracy Measure
The accuracy test is employed to calculate the correct documents assigned to all groups








where ni,i is the number of all correct candidiates of class i in cluster i, n is the number of
all given documents, and K is the number of all given clusters in the dataset.
4.2.2. Purity Measure
The purity test is employed to calculate each cluster’s percentage in a large class [165].
This test assigns each group to the most frequent class. An excellent value of purity is close
to 1 because the percentage of large class sizes in each group, which is computed according




. Equation (7) is utilized to







where maxj is the large class size in group j, ni,j is the number of all correct candidates of
the class label i in cluster j, and nj is the total number of members (documents) of cluster j.









The entropy test examines the partitioning of class labels in each group [67,165,166].
This test centers on the containment of various cluster classes. A good sample has 0 entropy,
indicating an excellent document clustering solution has a low entropy state. The entropy
rate of cluster j according to the size of each group can be determined using Equation (9):
E(cj) = −∑
i
pi,j log pi,j, (9)
where pi,j is the probability value of class’ i members that belong to group j. The entropy









The precision (P) test for each cluster is calculated based on the given class label in the
main datasets. The precision test is the ratio of important documents and the total number






where ni,j is the number of correct candidates of the class labeled i in the group j, and nj is
the total number of objects in the group j.
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4.2.5. Recall Measure
The recall (R) test for each cluster is calculated based on the assigned class label.
The recall value is the ratio of important documents in all groups and the total number






where ni,j is the number of correct candidates of the class i in group j, and ni is the number
of truly members of class i as the class labels given in the main dataset.
4.2.6. F-Measure
The F-measure aims to assess clusters of the examined partition clusters at the largest
match of the class label partition clusters. This measure is a popular evaluation criterion in
the clustering domain based on the aggregation of precision and recalls tests [37,39,160].
The F-measure value for group j is determined using Equation (13):
F(j) =
2× P(i, j)× R(i, j)
P(i, j) + R(i, j)
, (13)
where P(i, j) is the precision of candidates of class i in group j, and R(i, j) is the recall of







Clustering analysis is an essential mechanism that examines unlabeled data by con-
structing a hierarchical structure or developing a collection of clusters based on a predefined
number of clusters. This process involves steps, arranging of pre-processing and algorithm
progress, and solution efficacy and evaluation. Each one is tightly linked to each other
and uses severe difficulties in scientific developments. The meta-heuristic optimization
algorithms developed by different research communities intend to solve various clustering
processes and have pros and cons. Nevertheless, we have already discussed many suc-
cessful cluster analysis applications. There remain many open problems because of the
presence of many inherent possible circumstances. These problems have already drawn
and will proceed to draw intensive applications from broad disciplines.
We review and arrange the survey by listing some critical issues and potential research
trends for optimization cluster algorithms.
• No universally clustering algorithm can be utilized to solve all clustering problems.
Typically, algorithms are produced with specific theories and support some biases.
For this reason, it is not reasonable to say “best” in the circumstances of clustering
algorithms, although some observations are conceivable. These examples are often
based on particular applications under specific requirements, and the results may
match quite differently if the conditions vary.
• New mechanisms have produced more complicated and challenging tasks, needing
more robust clustering algorithms. The following features are essential to the per-
formance and efficiency of a novel clustering algorithm. Create random patterns of
clusters rather than be restricted to some selective pattern; manage a big amount of
data, as well as high-dimensional characteristics, with satisfactory storage and time
complexities; identify and eliminate potential noise and outliers; reduce the confidence
of clustering algorithms on users adjusting parameters; have the ability of trading with
anew happening data without relearning from scratch; be protected from the impacts
of order of input clusters; give some prudence for the number of possible groups
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without prior information; give dependable data visualization and give users results
that can clarify the analysis; and the ability to manage both statistical and simple
data or be quickly flexible to some other data representation. Of course, some more
particular specifications for unique applications will influence these characteristics.
• Feature selection, extraction, and cluster validation are crucial as the clustering al-
gorithms at the post-processing and pre-processing stages. Choosing relevant and
essential features can significantly reduce the difficulty of subsequent schemes, and re-
sult evaluations indicate the level of trust to which we can depend on the produced
clusters. Unfortunately, both methods lack universal leadership. Finally, the tradeoff
among various criteria and processes are still reliant on the applications themselves.
6. Conclusions and Future Works
More than 100 research papers have been reviewed in this survey paper to discover
the robustness and weaknesses of meta-heuristic optimization algorithms. This paper
summarizes the entire literature until the end of the year 2020 exhaustively. Most of the
gathered papers describe the optimization methods that have been used in text clustering
applications. Several variants of algorithms, including standard, basic, modified, hybrid
methods, and others, are studied.
Meta-heuristic optimization algorithms proved its performance in solving various
kinds of text clustering problems. However, local optima can be trapped because of its
focus on exploration (i.e., global search) instead of exploitation (i.e., local search). This issue
may be improved over time, as to how well the sets of rules governing various search
algorithms work are better understood. There are two main problems in the text clustering
application: the initial cluster centroids and the number of clusters. Parameter tuning will
also play a critical role in future studies since the parameters’ values and settings govern
the algorithm’s overall performance. From this discussion, we see that meta-heuristic
optimization algorithms are robustly feasible for continuing use in machine learning
domains. This survey helps the researcher work in this domain by describing how these
algorithms have been employed, pointing out its weaknesses and strengths, and proving
its effectiveness.
Finally, we suggest new future research directions on text clustering-based meta-
heuristic optimization algorithms. The most vital features of these algorithms (i.e., GA,
GWO, KHA, PSO, and HSA) might be blended for better overall performance in solving the
text clustering problems. New hybrid and modified algorithms can be proposed to solve
the text clustering problems. Moreover, several new meta-heuristic optimization algorithms
have been proposed recently, which can be utilized to solve the clustering problems. New
hybrid and modified algorithms can be proposed to solve the text clustering problems.
Moreover, several new meta-heuristic optimization algorithms have been proposed recently,
which can be utilized to solve the clustering problems. These algorithms are Slime Mold
Algorithm, Marine Predators Algorithm, Equilibrium Optimizer, Sine Cosine Algorithm,
Salp Swarm Algorithm, Harris Hawks Optimization, Henry Gas Solubility Optimization,
Arithmetic Optimization Algorithm (AOA), and others.
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