On ternary Kloosterman sums modulo 12  by Garaschuk, Kseniya & Lisoněk, Petr
Finite Fields and Their Applications 14 (2008) 1083–1090Contents lists available at ScienceDirect
Finite Fields and Their Applications
www.elsevier.com/locate/ffa
On ternary Kloosterman sums modulo 12
Kseniya Garaschuk 1, Petr Lisoneˇk ∗
Department of Mathematics, Simon Fraser University, Burnaby, BC, Canada V5A 1S6
a r t i c l e i n f o a b s t r a c t
Article history:
Received 20 March 2008
Revised 3 June 2008
Available online 6 August 2008
Communicated by Gary L. Mullen
Keywords:
Kloosterman sum
Elliptic curve
Quasi-perfect linear code
Let K (a) denote the Kloosterman sum on F3m . It is easy to see that
K (a) ≡ 2 (mod 3) for all a ∈ F3m . We completely characterize those
a ∈ F3m for which K (a) ≡ 1 (mod 2), K (a) ≡ 0 (mod 4) and K (a) ≡
2 (mod 4). The simplicity of the characterization allows us to count
the number of the a ∈ F3m belonging to each of these three classes.
As a byproduct we offer an alternative proof for a new class of
quasi-perfect ternary linear codes recently presented by Danev and
Dodunekov.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Kloosterman sums have recently enjoyed much attention. Some of this interest is due to their
applications in cryptography and coding theory; see for example [1,6]. In [2] Charpin, Helleseth and
Zinoviev determined the distribution of values of Kloosterman sums on F2m (m odd) modulo 24.
In the present paper we study ternary Kloosterman sums modulo 12. Our strategy is to associate
the value of a Kloosterman sum on F3m with the number of solutions to a certain system of non-
linear equations over F3m , and to study the latter value modulo 4 using combinatorial arguments.
This association is possible due to a recent result by Moisio [5] which relates the Kloosterman sum
on F3m to the number of F3m -rational points on a certain elliptic curve.
We use this connection to characterize those a ∈ F3m for which K (a) ≡ 1 (mod 2), K (a) ≡
0 (mod 4) and K (a) ≡ 2 (mod 4). Our characterization is quite simple; it primarily rests on the
question whether or not it is possible to express a in the form t2 − t3 for a suitable t ∈ F3m . The
simplicity of the characterization allows us to count the number of the a ∈ F3m belonging to each of
these three classes.
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For a prime p and a positive integer m, let q = pm and let Fq denote the ﬁnite ﬁeld of order q. Let
Tr : Fq → Fp be the absolute trace. The Kloosterman sum on Fq is deﬁned as the mapping K : Fq → R
deﬁned by
K (a) :=
∑
x∈F∗q
ωTr(x
−1+ax), (1)
where ω = e2π i/p is a primitive pth root of unity.
Applying the Frobenius automorphism x → xp to (1) and using the properties of the trace map
yields
Lemma 1.1. For all a ∈ Fpm we have K (a) = K (ap).
Throughout this paper let p = 3, hence ω3 = 1, ω = 1.
Lemma 1.2. For all a ∈ F3m , K (a) is an integer satisfying K (a) ≡ 2 (mod 3).
Proof. Let a ∈ F3m be ﬁxed. For u ∈ F3 let Nu(a) denote the number of those x ∈ F∗3m for which
Tr(x−1 + ax) = u. The bijection x → −x shows that N1(a) = N−1(a). Since ω + ω−1 = −1, we get
K (a) = N0(a) − N1(a). Then from N0(a) = 3m − 1− 2N1(a) we get K (a) = 3m − 1− 3N1(a). 
Throughout this paper for an elliptic curve E deﬁned over F3m we denote by #E the number of
F3m -rational points on E .
The following result was recently obtained by Moisio.
Theorem 1.3. (See [5].) Let c ∈ F∗3m and let Φc be the elliptic curve over F3m deﬁned by
Φc: y
2 = x3 + x2 − c.
Then #Φc = 3m + 1+ K (c).
1.2. Odd values of Kloosterman sums
We ﬁnish Section 1 by characterizing those a ∈ F3m for which K (a) is odd. The main part of the
paper then deals with distinguishing the cases K (a) ≡ 0 (mod 4) and K (a) ≡ 2 (mod 4).
Let a ∈ F3m . If there exists an x ∈ F3m such that a = x2, then we say that a is a square, otherwise
we say that a is a non-square. For each square a ∈ F3m let √a denote an x ∈ F3m such that x2 = a. If
a = 0, then we are making a choice between x and −x; this choice can be arbitrary as long as it is
the same in each occurrence of
√
a.
Theorem 1.4. K (a) is odd if and only if a = 0 or a is a square and Tr(√a) = 0.
Proof. We have K (0) = −1. Now let a ∈ F∗3m . As in Lemma 1.2 let Nu(a) denote the number of those
x ∈ F∗3m for which Tr(x−1+ax) = u. From K (a) = 3m −1−3N1(a) it follows that K (a) ≡ N1(a) (mod 2).
Let κa : F∗3m → F∗3m be deﬁned by κa(x) = x−1 + ax. For studying the parity of N1(a) it is useful
to note that κa(x) = κa(1/ax) for all x ∈ F∗3m . Since x = 1/ax unless x = ±
√
1/a, it follows that N1(a)
must be even if a is a non-square.
Now suppose that a is a non-zero square. Since κa(±√1/a) = ∓√a and Tr(−u) = −Tr(u), it fol-
lows that for Tr(
√
a) = 0 we get exactly one x ∈ {√1/a,−√1/a} with Tr(κa(x)) = 1, whereas for
Tr(
√
a) = 0 we get no such x. 
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Proof. There are 2 · 3m−1 elements of F3m that have non-zero trace, and their squares yield 3m−1
elements a ∈ F∗3m for which Tr(
√
a) = 0. Since K (0) = −1, the result follows. 
2. A system of equations
Consider the following system of equations over F∗3m :
u + v + w = 1,
u−1 + v−1 + w−1 = t−1, (2)
where t ∈ F∗3m is a constant.
Deﬁnition 2.1. Let S(t) denote the total number of solutions (ordered triples (u, v,w) ∈ (F∗3m )3) to (2).
Due to symmetry it is not diﬃcult to determine S(t) mod 12 for each t ∈ F∗3m . The answer is stated
in Theorem 2.4 below, and it will be later used to prove our results on K (a) mod 4. Our strategy is to
try to group the solutions into sets of size 12. This is easy to do most of the time; there are only a
few special cases that need to be analyzed.
In Sections 2 and 3 we restrict our attention to the general case when t ∈ F3m \ {0,1}.
Notice that if (u, v,w) is a solution to (2), then (t/u, t/v, t/w) is also a solution to (2). We say that
the solution (u, v,w) generates the set of solutions composed of all permutations of (u, v,w) together
with all permutations of (t/u, t/v, t/w). Such set will contain exactly 12 triples in total except when
|{u, v,w}| < 3 or (t/u, t/v, t/w) is a permutation of (u, v,w). We therefore need to analyze the
following four cases:
1. |{u, v,w}| = 2,
2. u = t/v , w = t/w (up to a permutation of u, v,w),
3. |{u, v,w}| = 1,
4. u = t/u, v = t/v , w = t/w .
If u = v = w , then none of the two equations of (2) is satisﬁed. In case 4 we get u2 = v2 = w2 = t .
Since we cannot have |{u, v,w}| = 1, suppose without loss of generality that u = v = √t , w = −√t .
Then either equation of (2) implies that t = 1, which is excluded from the present analysis by the
assumption on t . Therefore cases 3 and 4 never occur.
We will say that a set generated by the solution (u, v,w) is of type 1 if |{u, v,w}| = 2 and it
is of type 2 if u = t/v , w = t/w . Notice that a set cannot be of type 1 and 2 simultaneously, since
otherwise we would have u2 = v2 = w2 = t . Therefore each type 1 set and type 2 set is of size 6.
Lemma 2.2. Let t ∈ F3m \ {0,1}. There is exactly one set of type 1 if and only if 1 − t is a square in F3m .
Otherwise there are no sets of type 1.
Proof. Without loss of generality suppose that u = v . Solving the ﬁrst equation of (2) for w and
substituting the result into the second equation yields
u2 + u + t = 0. (3)
This equation has solutions in F∗3m if and only if its discriminant 1− t is a square. If u0 is a root of (3),
then the other root is t/u0 and both roots generate the same set of type 1. 
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1±√t is a square. There are exactly two sets of type 2 if and only if t is a square and both 1±√t are squares.
Otherwise there are no sets of type 2.
Proof. Without loss of generality assume that u = t/v and w = t/w . Then t = w2 must be a square.
If w = √t , then substituting it together with v = t/u into (2) results in the following quadratic
equation in u:
u2 + (√t − 1)u + t = 0. (4)
This equation has solutions in F∗3m if and only if its discriminant 1 +
√
t is a square. If u0 is a root
of (4), then so is t/u0 and hence both roots of (4) generate the same set of type 2.
Similarly, if w = −√t , then we get exactly one set of type 2 if and only if 1− √t is a square, and
none otherwise. 
Theorem 2.4. Let t ∈ F3m \ {0,1}. If 1 − t is a square or t is a square, then S(t) ≡ 6 (mod 12), otherwise
S(t) ≡ 0 (mod 12).
Proof. Recall that we have grouped all solutions into sets of size 12 except for the special cases of
sets of size 6 which are completely characterized in Lemmas 2.2 and 2.3.
If t is a non-square, then the claim immediately follows from Lemmas 2.2 and 2.3. If t is a square,
then the proof is obtained from 1− t = (1− √t)(1+ √t) together with the elementary properties of
products of squares and/or non-squares and a simple case analysis. 
3. An elliptic curve
In this section we associate the solutions to the system (2) with points on a certain elliptic curve.
Let us eliminate w = 1− u − v from the ﬁrst equation in (2), substitute the result into the second
equation, clear the denominators, and homogenize by substituting u = U/Z , v = V /Z . We arrive at
the equation
UV (U + V ) − (UV + tU V + tU2 + tV 2)Z + t(U + V )Z2 = 0. (5)
Upon applying the substitution
U = (x+ t(t2 − 1))t, V = (t − 1)x− y + t3(t − 1), Z = x+ t2(t − 1) (6)
to (5) we get
t2(t − 1)(y2 − (x3 + x2 + t9 − t6))= 0.
Recall that in Sections 2 and 3 we are looking at the general case when t = 0,1. Thus we are led to
studying the following elliptic curve:
Et : y2 = x3 + x2 +
(
t9 − t6).
The simple form of the substitution (6) makes it very easy to associate the solutions to (2) with
points on Et .
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#Et = S(t) + 6,
where #Et denotes the number of F3m -rational points on Et .
Proof. Note that Et is non-singular except for t = 0,1, which are excluded in the assumption.
Let us ﬁrst ﬁnd the number of points on Et that do not yield a solution of (2) via the substitu-
tion (6). One such point is the point at inﬁnity on Et . Henceforth we will write aﬃne points on Et
in the form (x, y). The other cases to be examined are when Z = 0, or when one of u, v or w is
equal to zero, which is equivalent to U = 0 or V = 0 or Z = U + V (since we used w = 1− u − v to
eliminate w). These computations are easy; let us just summarize their results in a table:
Condition Points on Et
Z = 0 (−t2(t − 1),±t2(t − 1))
U = 0 (−t(t2 − 1),±t(t − 1))
V = 0 (−t3,0), (−t2(t − 1), t2(t − 1)), (−t(t2 − 1), t(t − 1))
U + V = Z (−t3,0), (−t2(t − 1),−t2(t − 1)), (−t(t2 − 1),−t(t − 1))
It is easy to see that for t = 0,1, this table contains exactly ﬁve distinct points on Et which (to-
gether with the point at inﬁnity on Et ) give exactly six points on Et that do not produce solutions
to (2) via the substitution (6).
Next we will prove that the mapping (x, y) → (u, v), deﬁned by (6) composed with u = U/Z ,
v = V /Z is injective, that is, distinct aﬃne points on Et produce distinct solutions to (2), if any.
Suppose that two aﬃne points on Et , say (x1, y1) and (x2, y2), produce the same solution to (2).
Considering the value u = U/Z we get
(x1 + t(t2 − 1))t
x1 + t2(t − 1) =
(x2 + t(t2 − 1))t
x2 + t2(t − 1)
which implies t2(t − 1)(x1 − x2) = 0, hence x1 = x2. Then considering the value v = V /Z we get
y1 = y2, hence (x1, y1) = (x2, y2).
Finally let us note that to each solution (u0, v0,w0) ∈ (F∗3m )3 to (2) the substitution (6) associates
the aﬃne point
(x, y) =
(
t2(t − 1)(t + 1− u0)
u0 − t ,
t2(t − 1)(u0 − v0 − 1)
u0 − t
)
on Et . This point is well deﬁned, since u0 = t would force v0 = −w0 in the second equation of (2),
which in turn would force t = 1 in the ﬁrst equation of this system, but in Sections 2 and 3 we only
consider the general case t = 0,1. This completes the proof. 
4. Even Kloosterman sums
In this section we will characterize those a ∈ F3m for which K (a) ≡ 0 (mod 4) and K (a) ≡
2 (mod 4). Let us begin with two preparatory facts.
Lemma 4.1. (See [4, p. 19].) Let f (x) = x3 − bx − c where b, c ∈ F3m . Then f (x) has zero, one or three roots
in F3m . If b is a non-zero square, such that b = s2 for some s ∈ F∗3m , then f (x) has three roots in F3m when
Tr(c/s3) = 0 and no roots in F3m if Tr(c/s3) = 0. If b is a non-square, then f (x) has exactly one root in F3m .
Proposition 4.2. Let a ∈ F3m . If K (a) ≡ 0 (mod 2), then there exists an element t ∈ F3m such that a = t2 − t3 .
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f (s) has no zero roots and f (s−1) = a
s3
f¯ (s), where
f¯ (s) = s3 − 1
a
s + 1
a
. (7)
By Lemma 4.1 the cubic polynomial f¯ (s), and consequently f (s), has no roots in F3m if and only if
1/a is a square and Tr(−√a) = 0, which by Theorem 1.4 implies K (a) ≡ −1 (mod 2). 
We will now prove our main result.
Theorem 4.3. Let a ∈ F3m . Then exactly one of the following cases occurs:
1. a = 0 or a is a square, Tr(√a) = 0 and K (a) ≡ 1 (mod 2).
2. a = t2 − t3 for some t ∈ F3m \ {0,1}, at least one of t and 1− t is a square and K (a) ≡ 2m + 2 (mod 4).
3. a = t2 − t3 for some t ∈ F3m \ {0,1}, both t and 1− t are non-squares and K (a) ≡ 2m (mod 4).
Proof. Case 1 is Theorem 1.4. Suppose that K (a) ≡ 0 (mod 2), then by Proposition 4.2 we have a =
t2 − t3 for some t ∈ F3m \ {0,1}. Theorem 3.1 together with Theorem 2.4 imply that if at least one of t
and 1− t is a square, then S(t) ≡ 6 (mod 12) and so #Et ≡ 0 (mod 12). Otherwise S(t) ≡ 0 (mod 12)
and #Et ≡ 6 (mod 12). By Theorem 1.3
#Et = 3m + 1+ K
(
t6 − t9)= 3m + 1+ K (t2 − t3),
since K (a) = K (a3) by Lemma 1.1. Since 3m + 1 ≡ 0 (mod 4) for m odd and 3m + 1 ≡ 2 (mod 4) for m
even, the result now follows. 
4.1. The counts
Having characterized those a ∈ F3m for which K (a) ≡ 0,2 (mod 4), we will now count them.
We deﬁne the mapping χ : F3m → R by χ(0) = 0, χ(t) = 1 if t is a non-zero square and χ(t) = −1
if t is a non-square. Recall that q = 3m .
Lemma 4.4. The set Sq = {t ∈ F3m | χ(t) = 1, χ(1− t) = −1} is of the size 14 (q−3) if m is odd and 14 (q−1)
if m is even.
Proof. Consider ν : F3m → R deﬁned by
ν(t) := 1
4
(
1+ χ(t))(1− χ(1− t))
so that for t ∈ F3m \{0,1} we have ν(t) = 1 if t ∈ Sq and ν(t) = 0 if t /∈ Sq . Note that χ(xy) = χ(x)χ(y)
for all x, y ∈ F3m . We have
|Sq| =
∑
t∈F3m \{0,1}
ν(t) =
∑
t∈F3m \{0,1}
1
4
(
1+ χ(t))(1− χ(1− t))
= 1
4
(
q − 2−
∑
t∈F3m \{0,1}
χ(t)χ(t)χ
(
t−1 − 1))
= 1
4
(
q − 2−
∑
t∈F m \{0,1}
χ
(
t−1 − 1))3
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{
1
4 (q − 3) if m is odd,
1
4 (q − 1) if m is even.

Theorem 4.5. The number of a ∈ F∗3m such that K (a) ≡ 0 (mod 4) is 14q − 14 if m is even and 512q − 54 if m is
odd. The number of a ∈ F∗3m such that K (a) ≡ 2 (mod 4) is 512q − 34 if m is even and 14q + 14 if m is odd.
Proof. Assume that an a ∈ F∗3m satisﬁes the conditions of case 2 of Theorem 4.3. Since a = t2(1− t), it
follows that a is a square if and only if 1− t is a square. Recall that t−1 is a root of the polynomial f¯
deﬁned in Eq. (7). Applying Lemma 4.1 to the polynomial f¯ yields the following two disjoint cases:
• 1 − t is a square, Tr(√a) = 0 (otherwise we would not be in case 2 of Theorem 4.3) and hence
f¯ has three distinct roots in F3m ,
• 1− t is a non-square, t is a square and f¯ has exactly one root in F3m .
The number of t ∈ F3m \ {0,1} such that 1 − t is a square is q−32 . Since in this case f¯ has three
distinct roots, the number of the corresponding a ∈ F∗3m is q−32 · 13 = q−36 . If 1− t is a non-square and
t is a square, then by Lemma 4.4 the number of the corresponding a ∈ F∗3m is 14 (q − 1) if m is even
and 14 (q − 3) if m is odd. Hence altogether for m even we get that the number of those a ∈ F∗3m that
fall under case 2 of Theorem 4.3 is
q − 3
6
+ 1
4
(q − 1) = 5
12
q − 3
4
.
Similarly for m odd the number of such a ∈ F∗3m is 512q − 54 . A simple calculation that uses the results
from the previous two sentences and Corollary 1.5 then produces the counts of those a ∈ F∗3m that fall
under case 3 of Theorem 4.3. 
5. New ternary quasi-perfect codes
Danev and Dodunekov recently constructed [3] a new family of ternary quasi-perfect codes with
minimum distance 5 and covering radius 3. A major step in their proof [3] is showing that for odd
m 3 the system of equations
u + v + w = a,
u−1 + v−1 + w−1 = b (8)
has a solution in (F∗3m )3 whenever (a,b) = (0,0) and ab = 1. In [3] this is done by explicitly ﬁnding
one solution. By applying Theorem 3.1 together with the Hasse Theorem, we offer an alternative
proof of the solvability of (8) for each m 2 when a = 0. (Consider scaling the solution so that a = 1.)
The remaining cases are covered by considering (8) with (a,b) = (0,1), which is easily handled by
eliminating w and considering the resultant polynomial as a quadratic equation in u.
6. Conclusion
Lemma 1.2 combined with Theorem 4.3 yield a complete characterization of ternary Kloosterman
sums modulo 12 except for the cases K (a) ≡ 5 (mod 12) and K (a) ≡ 11 (mod 12) not being separated.
This is due to the fact that the techniques used in the proof of Theorem 4.3 given above do not allow
one to distinguish the cases K (a) ≡ 1 (mod 4) and K (a) ≡ 3 (mod 4). We would like to pose this as
an open problem.
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