Generalized frequency division multiplexing (GFDM) is a recent multicarrier 5G waveform candidate with the flexibility of pulse shaping filters. However, the flexibility of choosing a pulse shaping filter may result in intercarrier interference (ICI) and intersymbol interference (ISI), which becomes more severe in a broadband channel. In order to eliminate the ISI and ICI, based on discrete Gabor transform (DGT), in this paper, a transmit GFDM signal is first treated as an inverse DGT, and then a frequency-domain DGT is formulated to recover (as a receiver) the GFDM signal. Furthermore, to reduce the complexity, a suboptimal frequency-domain DGT called local DGT is developed. Some analyses are also given for the proposed DGT-based receivers.
while causing self-interference from the nonorthogonality of the transmit waveform. To reduce the high self-interference in MF, zero-forcing (ZF) receiver and MF with successive interference cancellation (MF-SIC) receiver are presented. However, ZF receiver results in the channel noise enhancement, and the iterative processing of MF-SIC receiver requires high computational complexity. Linear minimum mean square error (MMSE) receiver can improve the performance of ZF receiver. Additionally, based on the transmitter matrix for generating the GFDM signal, these GFDM receivers in [1] and [2] have high complexities at least proportional to the square of the total number of the data symbols in a GFDM symbol.
To obtain a low-complexity implementation in the GFDM receiver, based on fast Fourier transform (FFT) and inverse FFT (IFFT), FFT-based ZF/MF [1] , FFT-based MF-SIC [5] and several techniques for MF [8] , [16] [17] [18] [19] , ZF [8] , [17] , [18] , and MMSE [7] , [17] , [18] are proposed. In the ideal channel, among the lowcomplexity methods, the ZF/MF receiver in [17] [18] [19] can obtain the lowest complexity by splitting the multiplication of the transmitter matrix and discrete Fourier transform (DFT)/inverse DFT (IDFT) matrix into small blocks. In fact, the transceiver complexity in [17] [18] [19] is the same as that of the Gabor-based transceivers in [4] and [6] , where GFDM transmission and reception are equivalent to a finite discrete Gabor expansion and DGT in critical sampling, respectively. In a broadband channel, besides the complexity of the techniques themselves, another key factor is the channel equalization that should be considered in the receiver. Since the direct channel equalization in time domain in [1] has a high complexity proportional to the square of the total number of the data symbols in a GFDM symbol, frequency domain equalization (FDE) can be used to reduce the complexity [17] , [18] . In this case, the proposed receivers in [17] [18] [19] have lower computational cost than the low-complexity receivers in [1] . Unfortunately, compared to the orthogonal frequency multiplexing division (OFDM) receiver, the FDE [17] , [18] needs extra FFT/IFFT operations, where in [17] and [18] , it is called ZF/MF receiver directly and its complexity will be compared in details in Section IV.
In this paper, to simplify the GFDM receiver for a broadband channel similar to the OFDM receiver, a relationship between a GFDM signal and discrete Gabor transform (DGT) [9] [10] [11] is first investigated in the frequency domain, i.e, a transmit GFDM signal is an inverse DGT (IDGT), which is also called discrete Gabor expan-0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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sion [10] , of a data array. Then, according to DGT [9] [10] [11] and the frequency-domain IDGT format of a transmit GFDM signal, a frequency-domain DGT is proposed for GFDM signal recovery different from the time-domain processing in [4] . By analyzing the interference after the frequency-domain DGT for GFDM signals, we conclude that the coherence bandwidth, related to the reciprocal of the maximum channel delay, and the roll-off factor of a transmit waveform are two key factors of the interference in a GFDM system, where high coherence bandwidth and small roll-off factor can make the GFDM signal recovered by the frequency-domain DGT much like OFDM. Furthermore, to reduce the complexity of the frequencydomain DGT in the whole band, a suboptimal frequencydomain DGT in local subbands, called local DGT (LDGT), is proposed. Simulation results show that the frequency-domain DGT with small roll-off factor can achieve considerable bitto-error rate (BER) performance close to OFDM, and LDGT significantly reduces the complexity of the frequency-domain DGT with a small BER performance degradation. The rest of the paper is organized as follows. In Section II, GFDM signals are formulated in transmitter as IDGT and in receiver as DGT, and the frequency-domain DGT is proposed. In Section III, a received GFDM signal is formulated by the frequency-domain DGT followed by analyzing the interference generated in the frequency-domain DGT, and LDGT is presented and analyzed for complexity reduction. In Section IV, simulation results for the frequency-domain DGT, LDGT, and several other existing GFDM signal recovery methods are presented. Finally, in Section V, this paper is concluded. II. GFDM, DGT, IDGT, AND FREQUENCY-DOMAIN DGT In this section, transmitted and received GFDM signals are first briefly introduced. Then, based on the theory of DGT, an IDGT is investigated for a transmitted GFDM signal. Lastly, a frequency-domain DGT is proposed for the GFDM signal recovery.
A. GFDM Signal
In GFDM transmitter, bit streams are first modulated to complex symbols d k,m that are divided into sequences of KM symbols long. Each sequence (as a vector)
Therein, d k,m is the transmitted data on the kth subcarrier in the mth subsymbol of each GFDM block. The data symbols are taken from a zero mean independent and identically distributed (i.i.d) process with the unit variance. Each d k,m is transmitted with a pulse shaping filter [1] 
where the signal sample index is n = 0, 1, . . . , N − 1 with N = K M satisfying the condition of critical sampling in DGT, (·) N denotes the modulo of N, and g(n) is a prototype filter whose time and frequency shifts by k and m are g k,m (n).
By the superposition of all the filtered d k,m , the GFDM transmit signal is Fig. 1 . Frequency-domain GFDM transmitting filter G k,m (l) (red line) wherē β = 1/(1 + β), β is the roll-off factor of g(n), and the blue lines are the frequency-domain filters adjacent to G k,m (l). and its implementation is shown in Fig. 2 (a) that is the same as the transmitter shown in [1] . At the receiver, the received GFDM signal is
where * denotes the linear convolution operation, h(n) is the channel response in the time domain, and w(n) is the AWGN noise with zero mean and variance σ 2 .
Assuming perfect synchronization and long enough cyclic prefix (CP) against the maximum channel delay are implemented, the frequency-domain expression of (3) can be written as
where
and G k,m (l) is the N-point DFT of g k,m (n) as
where G(l) for l = 0, 1, . . . , N − 1 is the N-point DFT of g(n) for n = 0, 1, . . . , N − 1, and thus the frequency and time shifts of G(l) are G k,m (l) shown in Fig. 1 . In Fig. 1 , where integer l is in the finite interval [−N/2, N/2 − 1], f (l) is a baseband-equivalent window function in the frequency domain, for example, the raised cosine (RC) function, the root raised cosine (RRC) function and the Xia pulse [13] , and τ is a positive integer satisfying τ N/2 and denotes the window width. Additionally, the local property of G(l) can save the storage compared to the N × N transmitter matrix in [1] .
To demodulate the GFDM signal after the time-domain channel equalization, MF, ZF, linear MMSE, and MF-SIC receivers are proposed in [1] . However, when the transmitter matrix has a large size, these receivers with the time-domain channel equalization have high complexities. Our goal here is to simplify the GFDM receiver with insignificant ICI and ISI.
B. DGT, IDGT, and Frequency-Domain DGT
Without the channel influence, i.e., in an ideal channel, in order to cancel the ISI and ICI for the GFDM signal recovery, the properties of the transmitted GFDM signal should be first investigated. To do so, let us briefly review DGT and IDGT.
For a signal x(n), n = 0, 1, ..., N − 1, its DGT is defined as
for 0 k K − 1 and 0 m M − 1, where the time and frequency shifts of an analysis window γ (n) are
The IDGT of d k,m are defined as
where g(n) is a synthesis window, which is the same as the GFDM transmitted signal in (2) . When g(n) and γ (n) satisfy the following Wexler-Raz identity, d k,m and x(n) in (8) and (10) are the same, [9] , [10] : In this case, DGT is the receiver while IDGT is the transmitter, and (8) and (10) form a pair. Furthermore, from (5) and (10), (5) is the IDGT of d k,m in the frequency domain corresponding to the GFDM transmitter. Thus, from (8) , the frequency-domain DGT, as a pair with the frequency-domain IDGT in (5), is
where 1/N is from the N-point IDFT and
which are the frequency and time shifts of (l) for l = 0, 1, . . . , N − 1, and (l) is the N-point DFT of γ (n). It is proved in Appendix A that (12) is the same as (8) . According to the Wexler-Raz identity [9] [10] [11] , as proved in Appendix A, the biorthogonality between the synthesis window G(l) and the analysis window (l) is expressed by
In summary, for a GFDM signal over an ideal channel, it can be recovered by its DGT in either time domain (8) or frequency domain (12) . In other words, (8) or (12) is a receiver for GFDM signals in an ideal channel or a narrow band channel. The reason why the frequency-domain DGT is mentioned here is for a broadband channel in next section.
III. FREQUENCY-DOMAIN DGT RECEIVER FOR GFDM SIGNALS OVER A BROADBAND CHANNEL
In this section, we formulate a received GFDM signal similar to OFDM by the proposed frequency-domain DGT in a broadband channel. Two models are proposed and analyzed, in which the frequency-domain DGT in the whole band is considered in the first model and LDGT is proposed in the second model for the complexity reduction.
A. Frequency-Domain DGT Model in the Whole Band
From (3), in a broadband channel, to use the time-domain DGT at the receiver, the time-domain channel equalization in the whole GFDM symbol of length N has a high complexity, i.e., O(N 2 ), and the FDE of the channel needs a pair of N-point FFT and N-point IFFT. In contrast, as we shall see below, after N-point FFT, the frequency-domain DGT can be adopted for the GFDM signal recovery, where the channel equalization has much lower complexity than the timedomain equalization and reduces an IFFT compared to FDE. Moreover, after the frequency-domain DGT for the coded GFDM signal, without a direct channel equalization, the signal with the channel information can be directly used to calculate the soft information for the decoder.
Substituting (4) into (12) , the frequency-domain DGT of the received GFDM signal Y (l) in the frequency domain from the broadband channel is expressed by, for 0
where H (k M) is the frequency-domain channel response corresponding to the kth subcarrier,
and
It is shown in (15) that after the frequency-domain DGT, the (k, m)-th GFDM symbol Y k,m has the similar format to the received OFDM symbol in the frequency domain. Then, the symbol-by-symbol detection iŝ
where S is the signal constellation. The whole receiver is shown in Fig. 2 (b) . Note that the frequency-domain DGT can be implemented as the part shown in Fig. 2 
From (15) one can see that the received signal is corrupted by the interference k,m and the channel noise k,m . For the frequency-domain DGT, the distortion composed of k,m and k,m is different from the Gaussian noise in OFDM systems. Since the Gaussian noise part k,m can be studied easily and similarly to before, we focus our analysis on the interference k,m . It is shown in (16) that k,m is affected by the channel response H (l) and the shifted analysis window k,m (l), which will be analyzed in the following. Assuming E{dd H } = I N with the identity matrix I N , the variance of k,m can be expressed by
where E{·} denotes the expectation. Suppose that the channel h(n) is a Rayleigh fading channel [15] . According to [20] and [21] , we assume that E{|H (l)| 2 } = 1, and a U-shape Doppler spectrum and an exponentially distributed delay time are adopted in the multipath channel. Thus, we can obtain
where f is the frequency interval, B c is the coherence bandwidth, and B c / f is the number of frequency samples in the coherence bandwidth in discrete time. Moreover, B c ≈ 1/τ rms and τ rms is the root-mean-square delay of the corresponding multipath channel [20] , which is given by [22] 
where n c is the index of the channel path and N is the index set of the channel paths. It is noted from (20) From (5), we can obtain
Moreover, according to the local property of Gk ,m (l), we can get G * k,m (l)Gk ,m ((l) N ) = 0 when |l −l| > τ. Thus, the variance of k,m is further given by
Eq. (22) denotes that the variances of k,m is influenced by R H (l,l, k M) and the product of G k,m (l) and k,m (l), where R H (l,l, k M) decreases with the increase of the channel coherence and the product of G k,m (l) and k,m (l) decreases with the decrease of the roll-off factor. Fig. 3 compares the variances of k,m with different root-mean-square delays, where the system parameters and the channel model are the same as those in Section IV. For a different root-meansquare delay τ rms , the channel delays are differently set up, which are expressed by [0, 30, 150, 310, 370, 710, 1090, 1730, 2510]·α ns with α ∈ V = [1/256, 1/64, 1/16, 1/4, 1, 2, 3, 4, 5], where V is a set chosen arbitrarily. When τ rms is small enough, i.e., B c is large, the coherence band may cover the whole signal band. For example, when τ rms = 3.2 ns, B c ≈ 1/τ rms ≈ 31.5MHz is greater than the signal bandwidth M K f = 256 · 7 · 15KHz = 26.88MHz. In this case, R H (l,l, k M) is close to zero. Thus, the variance of k,m is close to zero. Obviously, in AWGN channel, the whole band is completely flat without channel delay, i.e., H (l) = 1, we obtain R H (l,l, k M) = 0 and k,m = 0, similar to the narrowband channel shown in Fig. 4 , where the system parameters and the channel model are also the same as those in Section IV. Thus, the root-mean-square delay, related to the reciprocal of the coherence bandwidth, is the key factor of the variance of k,m . On the other hand, with the increased roll-off factor of G(l), the frequency-domain DGT enlarges the variance of k,m , as shown in Fig. 4 , due to the decreased time-frequency localization of k,m (l) and G k,m (l). When the roll-off factor is β = 0, the synthesis window G(l) becomes the rectangular window and its support length 2τ + 1 becomes M:
and (l) is also the same rectangular window as G(l) [10] . In this case, according to (19) , X (l) in (5) and (6) becomes K many M-point DFTs:
The variance of k,m in (17) is
which denotes that the variance of k,m is unaffected by the frequency-domain DGT, but this noise will be colored now and may not be white anymore,
However, the frequency-domain DGT in the whole band still causes high complexity as shown in Table I . Firstly, to get the received GFDM signal Y (l), MK-point FFT is required with M K 2 log 2 (M K ) complex multiplications. Then, for the frequency-domain DGT in (15) , the number of complex multiplications required for K many MK-point element-wise multiplications between Y (l) and 1
After that, based on the FFT-based implementation as shown in Fig. 2 (b) and (19), the frequency-domain DGT in the whole band of length MK can be implemented by M K many K-point additions and K many M-point IFFT. Lastly, for (18), where J is the size of the constellation S. Thus, for a large M or K, the complexity of complex multiplications M K 2 (log 2 (M K ) + log 2 (M)) + M K 2 + 2 J M K of the frequency-domain DGT receiver is high. In order to further reduce the complexity of the frequency-domain DGT in (15) at the receiver, the frequency-domain DGT in the local subbands is proposed below.
Additionally, in the multiuser scenario, since GFDM is not orthogonal, the current user will be interfered by other users in the adjacent channels and the different subcarriers in the current user, which is the same as k,m in (16) . Thus, based on the above analysis of k,m , we know that in the multiuser scenario, the adjacent channel interferences among different users are also related to the coherence bandwidth and the rolloff factor of the transmitter filter. With the increased coherence bandwidth or the reduced roll-off factor, the adjacent channel interference is reduced.
B. Frequency-Domain Local DGT and a Fast Receiver 1) Frequency-Domain Local DGT:
Similar to the running window processing in time domain in [10] and [11] , a signal Y (l) with a localized analysis window (l) in the frequency domain called frequency-domain local DGT (LDGT) can be defined below. The LDGT of Y (l) to get the (k, m)-th data
which are the time and frequency shifts of an analysis window (l) for l ∈ [0, L] ∪ [N − L, N − 1] and 2L+1 is the support length of the analysis window˜ (l). When the support length of˜ (l) is increased to the maximum value N,˜ (l) = (l) and the LDGT becomes the frequency-domain DGT in (15) . Note that an analysis window function usually has lowpass property, the non-zero elements of˜ (l) arẽ (0), . . . ,˜ (L),˜ (N − L) , . . . ,˜ (N − 1) . The biorthogonality relationship between the synthesis window and the analysis window becomes
ford k,m = d k,m , k = 0, . . . , K −1, m = 0, . . . , M −1. Clearly when the synthesis window G(l) is given, the local analysis window˜ (l) can be solved from (25) if (25) has solutions. By rearranging (25) into a matrix vector form and deleting the all-zero rows, (25) becomes
where B is a (2α − 1)M × (2L + 1) matrix with α = L+τ +1 M , and 2τ + 1 is the non-zero length of the synthesis window G(l), (2α − 1)M and N − (2α − 1)M, respectively, denote the number of all nonzero rows and the number of all-zero rows in (25), and thus the (k
The support length of G(l) always satisfies 2τ + 1 M, as an example, for the RC window shown in Fig. 1 , where M = 2βτ for an even M and M = 2βτ +1 for an odd M. Since 0 β 1, we can obtain 2τ + 1 2βτ + 1 M, where the equal sign can be obtained when β = 0. As mentioned above, when β = 0, the analysis window (l) becomes a rectangular window the same as G(l) with the support length M. In this case, the frequency-domain DGT becomes K many M-point DFTs. Then, B becomes an M × M DFT matrix and (26) has a unique solution. Thus, the data easily recovered by a DFT is unique and is also with the least-squared error. On the contrary, when 0 < β 1, we can obtain 2τ
1, which means that there are more equations than unknowns in (26). Therefore, in general, the system of linear equations (26) does not have a solution. We next focus on the case of 0 < β 1 in the GFDM system in the following. In this case, we find˜ in (26) by using the following least squares criterion:
whose solution is the pseudoinverse of B, i.e.,
In the following, we prove that the GFDM datad k,m demodulated by LDGT with the optimal solution˜ opt also have the least-squared error compared to the original GFDM data d k,m among all analysis window functions˜ (l) of length 2L+1 as above. Note that in this case it corresponds to the ideal channel. In the GFDM system, according to (23), the LDGT using the GFDM signal X (l) can be rewritten in the matrix form as
From the block-cyclic format of A, we just need to study any sub-matrix A T k in A. By deleting the all-zero matrix
In the following, we prove that˜ and its shifts m˜ in˜ 2L+1 have the same optimal solution˜ opt . 
whereẽ m+1 = [0, . . . , 0, 1, 0, . . . , 0] T is a (2α − 1)M × 1 vector with its ((M − m) M + 1)th element equal to 1 for m = 0, M − 1, . . . , 1. Since B * m has the same numbers of rows and columns as B, similar to (28), we can also formulatẽ
with the optimal solutioñ
From the derivation in Appendix B, one can see that the elements of * m B T B * m are independent of m. As a result,
which proves that the optimal solution with the least-squared error in (35) is identical to the optimal solution with the leastsquared error in (28). We assume that E{d * k,m d k,m } = 1. Since d k,m for all k and m are i.i.d., based on the derivation in Appendix C, we have
whered opt is obtained by the LDGT of the GFDM signal with the optimal˜ opt andd is obtained by the LDGT with any other of length 2L+1. It is concluded by (38) that the datad k,m demodulated by the LDGT with the optimal analysis window opt has the least-squared error compared to the original data d k,m among all analysis window functions˜ of length 2L+1 as above. In this case, the channel is ideal.
2) A Fast Receiver: In the receiver for a broadband channel, similar to (15)-(17), the LDGT for the received GFDM signal 
where the local analysis window function˜ (l) =˜ opt (l) obtained previously. Then, based on (39), the (k, m)-th symbol d k,m is detected by usingỸ k,m similar to (18) .
What is shown previously is that the local analysis window opt (l) is optimal in terms of the data recovery, when the channel is ideal or narrowband. One might ask what will happen for a broadband channel, i.e., what will happen if a different local analysis window function (l) of length 2L+1 is used in (39)-(41). An obvious local analysis window function is the truncated (l) obtained through (14) to the length of 2L+1, i.e., the truncated frequency-domain DGT in (15) to the band [k M − L, k M + L]. In this way, we can also obtain a fast GFDM receiver with the same complexity as the LDGT, which can be expressed bȳ
wherē
We next give the optimal analysis window with the leastsquared error in the LDGT for the received GFDM signal when the channel statistics is known. Firstly, based on (39)-(41), the average-squared error between H (k M)d k,m and Y k,m is expressed by
which is derived in Appendix D, where the N × N channel matrixH is defined as
, where the (m+1)th row ofÃ T k is the cyclic shift of the (m+1)th row ofÃ T 0 by kM for m = 0, . . . , M − 1, and the (2L 
k is the cyclic shift of the (m+1)th row of C T 0 by kM for m = 0, . . . , M − 1. Under the constraint of the constant ˜ 2 2 , to minimize the error in (46), we just need to minimize the first term of (46). Thus, for obtaining the analysis window˜ opt with the leastsquared error, we formulatẽ
By ∂e/∂˜ = 0, we have
Therefore, the optimal solution is
For simplicity, by replacing k and m of B in (27) with m and k, respectively, according to Appendix E, the (l + L +
and p = 0, ±1, . . . , ± 2L M . Meanwhile, according to (20) ,
Eqs. (51) and (52) show that˜ opt in (50) is related to the synthesis window G((l) N ) and its shifts and the channel covariance. When the channel is ideal, there is one channel delay, i.e., τ rms = 0. In this case,
Thus, the optimal analysis window in (50) is the same as the optimal analysis window in (29).
By decreasing the length of the analysis window˜ (l) to 2L +1, the complexity of the LDGT can be reduced compared to the frequency-domain DGT. As illustrated in Table II , after MK-point FFT, the number of the complex multiplications of the element-wise multiplications between Y (l) and 1 N˜ * ((l + k M) N ) is reduced to K (2L +1), and the number of multiplications based on IFFT for the LDGT is also M K 2 log 2 (M) in (39). The same as the frequency-domain DGT receiver, the data detection in (18) after the LDGT is also used. Thus, for L M K , the complexity M K 2 (log 2 (M K ) + log 2 (M)) + K (2L + 1) + 2 J M K of the LDGT receiver is lower than the complexity M K 2 (log 2 (M K ) + log 2 (M)) + M K 2 + 2 J M K of the frequency-domain DGT receiver. Table III compares the complexities of several GFDM receivers in a broadband channel, where I indicates the span of a receiver filter in the neighborhood of each subcarrier band in [1] and I 0 is the number of iterations in the SIC algorithm [5] . According to [1] , I = 2 and I = 16 are considered for the MF/MF-SIC and ZF receivers. Considering the channel equalization in OFDM, for fair complexity comparison, FDE is used as the channel equalization in the ZF receiver in [1] , the FFT-based ZF/MF receiver in [1] , the MF-SIC receiver in [5] , and the ZF/MF receiver for GFDM in [17] and [18] . The FDE for the channel of length MK in the GFDM receivers has M K log 2 (M K ) + M K complex multiplications caused by Information bits by the channel decoder; 20 end a pair of FFT and IFFT and ZF/MF. For simplicity, uncoded systems are considered here. For L M K , the LDGT in (39) can make a fast implementation of GFDM signal recovery. As shown in Fig. 5 , for small M 2, the ZF/MF receiver for GFDM in [17] and [18] has the lowest complexity, while the LDGT receiver has the complexity close to the ZF/MF receiver in [17] and [18] and the FFT-based MF receiver in [1] and better than the FFT-based ZF receiver in [1] . On the contrary, when M > 2, the LDGT receiver has the lowest complexity among the GFDM receivers.
Furthermore, according to the processing of the frequencydomain DGT and LDGT, the signal recovery algorithms in uncoded and coded GFDM system are, respectively, summarized in Algorithm 1. As the comparison in Table III , the LDGT has the lower complexity than the current GFDM receivers in uncoded systems. In coded systems, there is no complexity caused by (18) in LDGT while the channel equalization is still required in the current GFDM receivers. Thus, LDGT will have much lower complexity than the current GFDM receivers in coded systems.
After we study the above LDGT for the receiver of GFDM, it is clear that when the analysis window length 2L+1 is increased, the receiver performance can be increased, while its complexity is increased as well. A simple way to trade-off the performance and the complexity of the LDGT receiver in choosing an analysis window length is as follows. First, we observe the whole band analysis window (l) obtained from the Wexler-Raz identity (14) to see where its concentration is as shown in Fig. 6 . Clearly, if one wants to truncate this function, one may want to see where its main energy is, for example, use its main lobe or so, which can determine the truncated window length 2L+1. This, then, can be used as the length in the LDGT as the local analysis window length. As we have proved before, using the optimal local analysis window function is always better than or at least equal to the truncated window function, the performance of the LDGT with the obtained optimal local analysis window function will be good.
IV. SIMULATION RESULTS
In the following simulations, the parameters are listed in Table IV . The 9-path EVA channel model in 3GPP LTE is used, whose channel delay and channel power are [0, 30, 150, 310, 370, 710, 1090, 1730, 2510] ns and [0, -1.5, -1.4, -3.6, -0.6, -9.1, -7.0, -12.0, -16.9] dB, respectively. Fig. 7 , the BER performances of the frequency-domain DGT, the truncated frequency-domain DGT and the LDGT with varying lengths of the analysis window and varying roll-off factors are depicted in Rayleigh fading channel. It is shown that the LDGT can obtain better BER performance than the truncated frequency-domain DGT, such as for β = 0.9 and L=9 in QPSK and β = 0.9 and L=20 in 16QAM. Compared to the frequency-domain DGT, the LDGT has the system performance degradation for the inaccurate˜ , which is the analysis window in the local subband, obtained by the least squares criterion in (28), but with the increased L, the LDGT can obtain better BER performance than the frequencydomain DGT for the improved accuracy of˜ and the removal of the part of the channel noise due to the local property of˜ . For example, when β = 0.9 and L=9 in QPSK and β = 0.9, L=20 in 16QAM, the LDGT can obtain better BER performance than the frequency-domain DGT, while the truncated frequency-domain DGT cannot do. Meanwhile, the complexity of the LDGT in (39), the same as the truncated frequency-domain DGT in (42), is significantly reduced compared to the frequency-domain DGT in (15) , such as when β = 0.9, L=20 in 16QAM, the complexity reduction ratio is 93.4%. Furthermore, when L is increased, the channel noise and the interference in LDGT are increased and decreased, respectively. For the optimal L, where the total power of the channel noise and the interference is the smallest, the best BER performance of the LDGT can be obtained. As shown in Fig. 7 , in the low E b /N 0 , when β = 0.9 and L=9, the LDGT has the smallest BER. Additionally, with a small roll-off factor, both the LDGT and the truncated frequency-domain DGT can obtain the same BER performance as the frequency-domain DGT in the whole band, such as β = 0.1. It is concluded that compared to to the frequency-domain DGT in the whole band, the LDGT with a small length of the analysis window has significant complexity reduction while it can achieve a similar or better error performance.
Figs. 8 and 9 compare the BER performances among the ZF receiver in [1] , the FFT-based MF receiver in [1] , the MMSE receiver in [1] , the MF-SIC receiver in [5] , the ZF receiver in [18] , and the LDGT receiver in a narrowband channel and a broadband channel, respectively, where QPSK is adopted. Compared to the other GFDM receivers, the LDGT receiver shows the promising BER performance. The BER performance in the LDGT receiver can be significantly improved by a large L or a small roll-off factor β. For example, let the parameter L increase from L = 3 to L = 9 when β = 0.9 in the broadband channel and the performances are shown in Fig. 9 . In this case, the LDGT receiver can obtain the better BER performance than the ZF receiver in [1] , the ZF receiver in [18] , and the MF-SIC receiver with I 0 =1, and has the BER performance close to that of the MMSE receiver in [1] . This is because our proposed LDGT receiver does not use a direct channel equalization or the symbol-by-symbol detection in (18) to calculate the soft information of the channel decoder. However, before the calculation of the soft information, the other GFDM receivers in [1] , [5] , and [18] still employ channel equalization before decoding. Without consideration of the Fig. 8 . BER performance comparison among several detection methods for the GFDM signal in a narrowband channel with channel delay 37.2 ps and channel power 0 dB, where QPSK is adopted. Fig. 9 . BER performance comparison among several detection methods for the GFDM signal in 9-path Rayleigh fading channel, where QPSK is adopted. complexity of the soft information calculation and the channel decoding, according to Table III, in the coded GFDM system with β = 0.9, compared to the ZF receiver in [1] , the MF-SIC receiver in [5] , the ZF receiver in [18] and the FFTbased MF receiver in [1] , the complexity reduction ratios in LDGT receiver with L = 9 are 99.1%, 80.5%, 20.8%, and 34.0%, respectively. Thus, the LDGT receiver has the lowest complexity while maintaining considerable BER performance in the narrowband and broadband channels.
V. CONCLUSION
In this paper, the transmitted GFDM signal was first considered as the IDGT in time domain and frequency domain, respectively. Then, for reducing the complexity caused by the channel equalization, we proposed the frequency-domain DGT for the received GFDM signal to simplify the GFDM signal recovery similar to OFDM. By analyzing the interference caused by the frequency-domain DGT, the channel with high coherence and a small roll-off factor of the synthesis widow can lead to small interference to the received signal. Based on the localized synthesis window in the frequency domain, the LDGT was proposed in the local band to further reduce the complexity of the frequency-domain DGT in the whole band. Although the truncation of the frequency-domain DGT can achieve the same complexity as the LDGT, we proved that the data demodulated by the LDGT with the optimal analysis window has the least-squared error in the ideal channel and the broadband channel compared to the truncated frequencydomain DGT. Simulation results showed that as the length of the optimal analysis window increases, the LDGT can obtain BER performance as good as the frequency-domain DGT, while having notable complexity reduction compared to other GFDM receivers.
APPENDIX A EQUIVALENCE BETWEEN (12) AND (8) AND PROOF OF (14)
Based on the IDFT of x(n) and γ (n), Eq. (8) can be expressed by
which proves the equivalence between (12) and (8) and the relationship between γ (n) and (l), where (l) is the N-point DFT of γ (n). Similar to (6) , the N-point DFT of g(n + k K )e − j 2π m M N n is expressed by G((l + m M) N )e j 2π k M l . Thus, we can prove that
Eq. (54) proves that the biorthogonality between G(l) and (l) in (14) is equivalent to that between g(n) and γ (n) in (11) .
for K = [0, α − 1] ∪ [K − α + 1, K − 1], m = 0, M − 1, . . . , 1, l, l ∈ [−L, L] and p = 0, ±1, . . . , ± 2L M . From (55), one can see that it is independent of m.
APPENDIX C DERIVATION OF EQ. (38)
Using the optimal˜ opt for the LDGT of the GFDM signal, for any other˜ of length 2L+1, according to (35), we can obtain
Thus, based on (56), we have (60)
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