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POLYNOMIAL OPTIMIZATION WITH REAL VARIETIES
JIAWANG NIE
Abstract. We study the optimization problem
min f(x) s.t. h(x) = 0, g(x) ≥ 0
with f a polynomial and h, g two tuples of polynomials in x ∈ Rn. Lasserre’s
hierarchy is a sequence of sum of squares relaxations for finding the global
minimum fmin. Let K be the feasible set. We prove the following results: i) If
the real variety VR(h) is finite, then Lasserre’s hierarchy has finite convergence,
no matter the complex variety VC(h) is finite or not. This solves an open
question in Laurent’s survey [6]. ii) If K and VR(h) have the same vanishing
ideal, then the finite convergence of Lasserre’s hierarchy is independent of the
choice of defining polynomials for the real variety VR(h). iii) When K is finite,
a refined version of Lasserre’s hierarchy (using the preordering of g) has finite
convergence.
1. Introduction
Consider the polynomial optimization problem
(1.1)


fmin := min f(x)
s.t. hi(x) = 0 (i = 1, . . . ,m1),
gj(x) ≥ 0 (j = 1, . . . ,m2),
where f and all gi, hj are real polynomials in x ∈ Rn. Denote h := (h1, . . . , hm1)
and g := (g1, . . . , gm2). Let K be the feasible set of (1.1). A standard approach for
solving (1.1) globally is Lasserre’s hierarchy of sum of squares (SOS) relaxations
[2]. We first give a short review about it. Let R[x] be the ring of polynomials with
real coefficients and in variables x := (x1, . . . , xn). A polynomial p is SOS if there
exist p1, . . . , pk ∈ R[x] such that p = p21 + · · ·+ p2k. Denote by ΣR[x]2 the set of all
SOS polynomials. A subset I of R[x] is an ideal if I + I ⊆ I and I · R[x] ⊆ I. The
tuple h generates the ideal h1R[x] + · · · + hm1R[x], which is denoted as 〈h〉. The
2k-th truncated ideal generated by h is
〈h〉2k :=
{
m1∑
i=1
φihi
∣∣∣∣∣ each φi ∈ R[x]and deg(φihi) ≤ 2k
}
,
and the k-th truncated quadratic module generated by g is (denote g0 = 1)
Qk(g) :=


m2∑
j=0
σjgj
∣∣∣∣∣∣
each σj ∈ ΣR[x]2
and deg(σjgj) ≤ 2k

 .
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Let N be the set of nonnegative integers. The union Q(g) := ∪k∈NQk(g) is called
the quadratic module generated by g. Lasserre’s hierarchy for (1.1) is the sequence
of SOS relaxations (k ∈ N)
(1.2) fk := max γ s.t. f − γ ∈ 〈h〉2k +Qk(g).
The integer k in (1.2) is called a relaxation order. The SOS program (1.2) is
equivalent to a semidefinite program (SDP) (cf. [3, 6]).
Next, we describe the dual optimization problem of (1.2). Let y be a sequence
indexed by α := (α1, . . . , αn) ∈ Nn with |α| := α1 + · · · + αn ≤ 2k, i.e., y is a
truncated moment sequence (tms) of degree 2k. Denote by M2k the space of all
tms’ whose degrees are 2k. Denote by ⌈a⌉ the smallest integer that is not smaller
than a. Denote dj := ⌈deg(gj)/2⌉, xα := xα11 · · ·xαnn and
[x]t :=
[
1 x1 · · · xn x21 x1x2 · · · xt1 · · · xtn
]T
.
For each k ≥ dj , expand the product gj[x]k−dj [x]Tk−dj as
gj[x]k−dj [x]
T
k−dj =
∑
|α|≤2k
A(k,j)α x
α,
where each A
(k,j)
α is a constant symmetric matrix. The matrix
L(k)gj (y) :=
∑
|α|≤2k
A(k,j)α yα
is called a localizing matrix. For g0 = 1, Mk(y) := L
(k)
1 (y) is called a moment
matrix. The columns and rows of L
(k)
gj (y) are indexed by vectors α ∈ Nn with
|α| ≤ k− dj. We refer to Laurent [6, Section 4] for more details about moment and
localizing matrices. The dual optimization problem of (1.2) is (cf. [3, 6])
(1.3)


f∗k := min
y∈M2k
〈f, y〉
s.t. L
(k)
hi
(y) = 0 (i = 1, . . . ,m1), y0 = 1,
L
(k)
gj (y)  0 (j = 0, 1, . . . ,m2).
In the above, X  0 means the matrix X is positive semidefinite.
Let fmin, fk, f
∗
k , respectively, be the optimal values of (1.1), (1.2) and (1.3). It
is known that fk ≤ f∗k ≤ fmin for all k. The sequences {fk} and {f∗k} are both
monotonically increasing. If K has nonempty interior, then (1.3) has an interior
point, (1.2) achieves its optimal value and f∗k = fk, i.e., there is no duality gap
between (1.2) and (1.3) (cf. [2]). Under the archimedean condition (there exists
R > 0 such that R − ∑ni=1 x2i ∈ 〈h〉 + Q(g)), Lasserre proved the asymptotic
convergence fk → fmin as k →∞. The proof uses Putinar’s Positivstellensatz [14].
We refer to Lasserre’s book [3], Laurent’s survey [6] and Marshall’s book [9] for the
work in this area.
When fk = fmin occurs for some k, we say that Lasserre’s hierarchy has finite
convergence. An appropriate criterion for checking finite convergence of {fk} is flat
truncation, as shown in [13]. For the tuple h, define the complex and real algebraic
varieties respectively as
(1.4) VC(h) = {x ∈ Cn : h(x) = 0}, VR(h) = VC(h) ∩ Rn.
When the complex variety VC(h) is a finite set, Laurent [5] proved that {fk} has
finite convergence to fmin. When the real variety VR(h) is a finite set, Laurent
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[6, Theorem 6.15] proved that {f∗k} has finite convergence to fmin. In the case
that VR(h) is finite but VC(h) is infinite, it was unknown whether {fk} has finite
convergence to fmin or not. Indeed, Laurent [6, Question 6.17] asked:
Does there exist an example with |VC(h)| = ∞, |VR(h)| < ∞ and
where fk < fmin for all k?
This question was also asked by Laurent in the workshop Positive Polynomials
and Optimization (Banff, Canada, 2006), and remained open since then, in the
author’s best knowledge. Semidefinite relaxations are very useful for solving zero-
dimensional polynomial systems. We refer to [4, 7].
Our first main result is to give a negative answer to the above question. We
prove that if VR(h) is finite then fk = fmin for all k big enough, no matter VC(h)
is finite or not. This is summarized as follows.
Theorem 1.1. Let fk, fmin be as above. If the real variety VR(h) is finite, then
fk = fmin for all k big enough.
When VR(h) is finite, Theorem 1.1 implies that there is no duality gap between
(1.2) and (1.3), i.e., fk − f∗k = 0, for k big enough, because fk ≤ f∗k ≤ fmin. This
is a nice property for numerical computations. When primal-dual interior point
methods are applied to solve semidefinite programs like (1.2)-(1.3), zero duality
gap is often required.
The real variety VR(h) can be defined by different sets of polynomials, e.g., it
can be defined by a single equation like
h21(x) + · · ·+ h2m1(x) = 0.
Suppose h′ = (h′1, . . . , h
′
r) is a different tuple of polynomials such that VR(h
′) =
VR(h). Then, (1.1) is equivalent to
(1.5) min f(x) s.t. h′(x) = 0, g(x) ≥ 0.
Like 〈h〉2k, we similarly define the truncated ideal 〈h′〉2k. Then, Lasserre’s hierarchy
for (1.5) is the sequence of SOS relaxations (k ∈ N)
(1.6) f ′k := max γ s.t. f − γ ∈ 〈h′〉2k +Qk(g).
Similarly, we have f ′k ≤ fmin for all k. The following two questions are natural
about the two sequences {fk} and {f ′k}:
• If {fk} has finite convergence to fmin, does {f ′k} necessarily have finite
convergence to fmin?
• If {fk} has no finite convergence to fmin, is it possible that {f ′k} has finite
convergence to fmin?
When the real variety VR(h) is finite, by Theorem 1.1, the above two questions are
solved: the finite convergence of Lasserre’s hierarchy is independent of the choice
of defining polynomials for VR(h). When VR(h) is infinite, do we have a similar
result? Indeed, this is true under a general condition on VR(h) and the feasible set
K of (1.1). The vanishing ideal of K is defined as
I(K) := {p ∈ R[x] : p(u) = 0 ∀u ∈ K}.
The vanishing ideal of the real variety VR(h) is
I(VR(h)) := {p ∈ R[x] : p(u) = 0 ∀u ∈ VR(h)}.
It is also called the real radical of 〈h〉 (cf. [1]).
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Our second main result is the following theorem.
Theorem 1.2. Let h′ = (h′1, . . . , h
′
r) be a tuple of polynomials in R[x] such that
VR(h) = VR(h
′), and fk, f
′
k, fmin be defined as above. Suppose I(K) = I(VR(h)).
Then, the sequence {fk} has finite convergence to fmin if and only if {f ′k} has finite
convergence to fmin.
In Theorem 1.2, the condition I(K) = I(VR(h)) implies that if a polynomial p
identically vanishes on K then it also identically vanishes on VR(h). It essentially
requires that the feasible set K and the real variety VR(h) have the same Zariski
closure. This is often satisfied.
We would like to remark that there does not exist a similar result like Theo-
rem 1.2 for the case of inequalities. That is, the choice of inequality constraining
polynomials might affect finite convergence of Lasserre’s hierarchy, while the feasi-
ble set K is not changed. For instance, consider the problem
min
x∈R
1− x2 s.t. 1− x2 ≥ 0.
Clearly, Lasserre’s hierarchy for the above converges in one step, and the problem
is equivalent to
min
x∈R
1− x2 s.t. (1− x2)3 ≥ 0.
However, Lasserre’s sequence {fk} for the above new formulation does not have
finite convergence. Indeed, there exists a constant C > 0 such that fk ≤ −Ck−2
for all k. This is implied by Stengle [17, Theorem 4].
This paper is organized as follows. Section 2 is mostly to prove Theorem 1.1;
Section 3 is mostly to prove Theorem 1.2; Section 4 proves that if only the feasible
set K is finite, then a refined version of Lasserre’s hierarchy (using the preordering
of g) has finite convergence.
2. Optimization with finite real varieties
This section is mostly to prove Theorem 1.1. We begin with a useful lemma.
Lemma 2.1. (i) Let ℓ ≥ 1 be an integer. Then, for all
c ≥ c0 := 1
2ℓ
(
1− 1
2ℓ
)2ℓ−1
,
the univariate polynomial sc(t) := 1 + t+ ct
2ℓ in t is SOS.
(ii) Let p, q ∈ R[x] and ℓ ≥ 1 be an integer. Then, for all ǫ > 0 and c ∈ R,
p+ ǫ = φǫ + θǫ,
where
φǫ = −cǫ1−2ℓ(p2ℓ + q), θǫ = ǫsc(p/ǫ) + cǫ1−2ℓq.
(iii) In (ii), assume c ≥ c0 as in (i), p2ℓ + q ∈ 〈h〉 and q ∈ Q(g) for polynomial
tuples h, g. Then, there exists an integer N > 0 such that, for all ǫ > 0,
φǫ ∈ 〈h〉2N , θǫ ∈ QN (g).
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Proof. (i) For all c > 0, the univariate polynomial sc(t) is convex in t over the real
line R and s′c(t) = 1 + 2ℓct
2ℓ−1. The polynomial sc has a unique real critical point
ξ :=
(
−1
2ℓc
) 1
2ℓ−1 . Note that
sc(ξ) = 1 +
(−1
2ℓc
) 1
2ℓ−1
(
1− 1
2ℓ
)
.
It can be verified that sc(ξ) ≥ 0 if and only if c ≥ c0. So, when c ≥ c0, the
univariate polynomial sc is nonnegative over R (because sc(ξ) ≥ 0, s′c(ξ) = 0 and
sc is convex), and it must be SOS (cf. [15]).
(ii) It can be done by a direct verification.
(iii) By assumption, there exist positive integers N1, N2 such that p
2ℓ + q ∈
〈h〉2N1 , q ∈ QN2(g). Let N0 = ℓ⌈deg(p)/2⌉. Note that sc(p/ǫ) is SOS by (i)
and its degree is at most 2N0. So, ǫsc(p/ǫ) ∈ QN0(g) for all ǫ > 0. Then N :=
max(N0, N1, N2) works for the proof. 
Theorem 1.1 can be proved by using Lemma 2.1.
Proof of Theorem 1.1. When VR(h) is empty, the feasible set K is also empty, and
hence fmin = +∞ by convention. By Positivstellensatz (cf. [1, Theorem 4.4.2]), we
have −1 ∈ 〈h〉+ΣR[x]2. For all γ > 0, it holds that
f − γ = (1 + f/4)2 + (−1)(γ + (1 − f/4)2) ∈ 〈h〉2k +Qk(g),
for all k big enough. So, for all big k, (1.2) is unbounded from above, and hence
fk = +∞. Hence, Lasserre’s hierarchy has finite convergence.
When VR(h) is nonempty and finite, we can write VR(h) = {u1, . . . , uD} for
distinct points u1, . . . , uD ∈ Rn. Let ϕ1, . . . , ϕD ∈ R[x] be the interpolating poly-
nomials such that ϕi(uj) = 0 for i 6= j and ϕi(uj) = 1 for i = j. For each ui, if
f(ui)− fmin ≥ 0, let ai := (f(ui)− fmin)ϕ2i . If f(ui)− fmin < 0, then at least one
of g1(ui), . . . , gm2(ui) is negative, say, gji(ui) < 0, and let
ai :=
(
f(ui)− fmin
gji(ui)
)
gjiϕ
2
i .
Each ai is a polynomial in Q(g). Let a := a1+· · ·+aD. By construction, a ∈ QN1(g)
for some integer N1 > 0. The polynomial
fˆ := f − fmin − a
vanishes identically on VR(h). By Real Nullstellensatz (cf. [1, Corollary 4.1.8]),
there exist an integer ℓ > 0 and q ∈ ΣR[x]2 such that
fˆ2ℓ + q ∈ 〈h〉.
Apply Lemma 2.1 to p := fˆ , q, with the tuples h, g and any c ≥ 12ℓ . Then, there
exists N ≥ N1 such that, for all ǫ > 0,
fˆ + ǫ = φǫ + θǫ,
and φǫ ∈ 〈h〉2N , θǫ ∈ QN (g). Therefore, we get
f − (fmin − ǫ) = φǫ + σǫ,
where σǫ = θǫ+a ∈ QN (g) for all ǫ > 0. This implies that, for all ǫ > 0, γ = fmin−ǫ
is feasible in (1.2) for the order N . Thus, we get fN ≥ fmin. Note that fk ≤ fmin
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for all k and {fk} is monotonically increasing. So, we must have fk = fmin for all
k ≥ N , i.e., Lasserre’s hierarchy has finite convergence. 
We present some examples to show the proof of Theorem 1.1.
Example 2.2. Consider the optimization problem

min f(x) := x1x2
s.t. h(x) := (x21 − 1)2 + (x22 − 1)2 = 0,
g(x) := x1 + x2 − 1 ≥ 0.
Clearly, VR(h) = {(±1,±1)}, K = {(1, 1)} and fmin = 1. Let
a =
1
2
(x1 + x2 − 1)(x1 − x2)2 ∈ Q2(g),
fˆ = f − 1− a = 1
2
[
(x22 − 1)(x1 − x2 + 1)− (x21 − 1)(x1 − x2 − 1)
]
.
Then, fˆ ≡ 0 on VR(h) and
fˆ2 + q =
1
2
((x1 − x2)2 + 1)h ∈ 〈h〉6,
where
q =
1
4
(
(x21 − 1)(x1 − x2 + 1) + (x22 − 1)(x1 − x2 − 1)
)2
.
For each ǫ > 0, let
φǫ = − 1
4ǫ
(fˆ2 + q) ∈ 〈h〉6, σǫ = ǫ
(
1 +
fˆ
2ǫ
)2
+
1
4ǫ
q + a ∈ Q3(g).
Then, f − 1 + ǫ = φǫ + σǫ for all ǫ > 0. So, fk = 1 for all k ≥ 3. 
Example 2.3. Let f ∈ R[x] be such that f(0) = 0. Consider the problem{
min f(x)
s.t. h(x) := x2d1 + · · ·+ x2dn = 0.
Clearly, fmin = 0. There are no inequality constraints, and we can think that g = 0,
as in (1.1). Write f as
f = x1b1 + · · ·+ xnbn, b1, . . . , bn ∈ R[x].
Let Σn,2d be the cone of SOS forms in n variables and of degree 2d. There exists
λ > 0 such that
λ(t2d1 + · · ·+ t2dn )− (t1 + · · ·+ tn)2d ∈ Σn,2d.
This is because t2d1 + · · ·+ t2dn lies in the interior of Σn,2d (cf. [10, Proposition 5.3]).
By replacing each ti by xibi in the above, we know that
ψ := λ((x1b1)
2d + · · ·+ (xnbn)2d)− f2d ∈ ΣR[x]2.
Clearly, it holds that
η := λ
[(
n∑
i=1
x2di
)(
n∑
i=1
b2di
)
−
(
n∑
i=1
(xibi)
2d
)]
∈ ΣR[x]2,
f2d + ψ + η = λ(x2d1 + · · ·+ x2dn )(b2d1 + · · ·+ b2dn ) ∈ 〈h〉.
POLYNOMIAL OPTIMIZATION WITH REAL VARIETIES 7
Let q := ψ + η ∈ ΣR[x]2. Clearly, f ≡ 0 on VR(h), and f2d + q ∈ 〈h〉. Suppose
deg(f) = r. Apply Lemma 2.1 with c = 12d , ℓ = d and p = f . For each ǫ > 0, let
φǫ = − 1
2d
ǫ1−2d(f2d + q) ∈ 〈h〉2dr,
σǫ = ǫ
(
1 + f/ǫ+
1
2d
(f/ǫ)2d
)
+
1
2d
ǫ1−2dq ∈ Qdr(0).
Then, f + ǫ = σǫ + φǫ for all ǫ > 0. So, fk = 0 for all k ≥ dr. 
We would like to remark that the SOS relaxation (1.2) might not achieve its
optimal value fk for any order k, even if {fk} has finite convergence to fmin. For
instance, consider the problem
min x1 s.t. x
2
1 + x
2
2 + · · ·+ x2n = 0.
By Example 2.3, we know fk = 0 for all k ≥ 1. However, for any φ ∈ R[x],
the polynomial ϕ = x1 − (x21 + x22 + · · · + x2n)φ cannot be SOS (because ϕ(0) =
0,∇ϕ(0) 6= 0, and 0 can not be a minimizer of ϕ). For this problem, (1.2) does not
have a maximizer, for any order k ≥ 1.
However, in Theorem 1.1, if the ideal 〈h〉 is real, i.e., 〈h〉 = I(VR(h)) (cf. [1,
Section 4.1]), then (1.2) achieves its optimum for all big k.
Proposition 2.4. In Theorem 1.1, if, in addition, the ideal 〈h〉 is real, then (1.2)
achieves its optimum for all k big enough.
Proof. Let a be from the proof of Theorem 1.1. We know that fˆ = f − fmin − a
identically vanishes on VR(h). So, fˆ ∈ I(VR(h)). Since 〈h〉 is real, I(VR(h)) = 〈h〉
and fˆ ∈ 〈h〉. The identity f − fmin = a + fˆ implies that γ = fmin is feasible in
(1.2) if k is big enough. Thus, (1.2) achieves its optimum fmin for all big k. 
When VR(h) is not finite, the conclusion of Proposition 2.4 also holds under some
other conditions.
Proposition 2.5. Let h and K be as in (1.1). Suppose that fmin is finite and
Lasserre’s hierarchy has finite convergence. If 〈h〉 = I(K), then (1.2) achieves its
optimum for all k big enough.
Proof. There exists N1 such that fk = fmin for all k ≥ N1. By the condition that
I(K) = 〈h〉, we know the quotient set Qk(g)/〈h〉 is closed for all k (cf. Laurent [6,
Theorem 3.35] or Marshall [8, Theorem 3.1]). Let {γi}∞i=1 be a sequence such that
each γi is feasible for (1.2) with k = N1 and γi → fmin as i → ∞. Clearly, each
f − γi ∈ QN1(g)/〈h〉 and f − γi → f − fmin. Hence, f − fmin ∈ QN1(g)/〈h〉, i.e.,
there exists φ∗ ∈ 〈h〉 and σ∗ ∈ QN1(g) such that
f − fmin = φ∗ + σ∗.
Let N2 ≥ N1 be such that φ∗ ∈ 〈h〉2N2 . Then, γ = fmin, φ∗, σ∗) is feasible for (1.2)
with order k ≥ N2. Hence, (1.2) achieves its optimum for all k ≥ N2. 
3. Optimization with general real varieties
This section is mostly to prove Theorem 1.2. We first prove a result that similar
to Theorem 1.2 by using generators of the real radical I(VR(h)).
Let hrad1 , . . . , h
rad
t be a set of generators for I(VR(h)), i.e.,
I(VR(h)) = 〈hrad1 , . . . , hradt 〉.
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Denote hrad := (hrad1 , . . . , h
rad
t ). Define 〈hrad〉2k similarly as for 〈h〉2k. Clearly,
(1.1) is equivalent to
(3.1)


min f(x)
s.t. hradi (x) = 0 (i = 1, . . . , t),
gj(x) ≥ 0 (j = 1, . . . ,m2).
Lasserre’s hierarchy for (3.1) is the sequence of SOS relaxations (k ∈ N)
(3.2) f radk := max γ s.t. f − γ ∈ 〈hrad〉2k +Qk(g).
We also have f radk ≤ fmin for all k.
Theorem 3.1. Let h, fmin and K be as in (1.1). Suppose that fmin is finite and
I(K) = I(VR(h)) = 〈hrad〉. Let fk (resp., f radk ) be the optimal value of (1.2) (resp.,
(3.2)). Then, the sequence {fk} has finite convergence to fmin if and only if {f radk }
has finite convergence to fmin.
Proof. First, assume that {f radk } has finite convergence to fmin. The feasible set of
(3.1) is K and 〈hrad〉 = I(K). Apply Proposition 2.5 to Lasserre’s sequence {f radk }
for (3.1) with the tuple hrad. We know that (3.2) achieves its optimum fmin for all
big k, say, for all k ≥ N1. Let p ∈ 〈hrad〉2N1 and σ1 ∈ QN1(g) be such that
f − fmin = p+ σ1.
Since 〈hrad〉 = I(VR(h)), p ≡ 0 on VR(h). By Real Nullstellensatz (cf. [1, Corol-
lary 4.1.8]), there exist an integer ℓ > 0 and q ∈ ΣR[x]2 such that
p2ℓ + q ∈ 〈h〉.
By Lemma 2.1, there exists N2 > 0 such that, for all ǫ > 0,
p+ ǫ = φǫ + θǫ,
with φǫ ∈ 〈h〉2N2 , θǫ ∈ QN2(g). Let σǫ = θǫ + σ1 and N3 = max(N1, N2). Then,
f − (fmin − ǫ) = σǫ + φǫ, σǫ ∈ QN3(g), φǫ ∈ 〈h〉2N3 .
Hence, fk = fmin for all k ≥ N3, i.e., {fk} has finite convergence to fmin.
Second, assume that {fk} has finite convergence to fmin, say, fk = fmin for all
k ≥M1. Thus, for every ǫ > 0, there exist φǫ ∈ 〈h〉2M1 , σǫ ∈ QM1(g) such that
f − (fmin − ǫ) = φǫ + σǫ.
Note that each hi ∈ I(VR(h)) = 〈hrad〉. So, there exists M2 ≥ M1 such that
〈h〉2M1 ⊆ 〈hrad〉2M2 and QM1(g) ⊆ QM2(g). This implies that f radk ≥ fmin − ǫ for
all k ≥M2 and for all ǫ > 0. Hence, f radk ≥ fmin for all k ≥M2. Since f radk ≤ fmin
for all k, we know that {f radk } has finite convergence to fmin. 
Theorem 1.2 can be proved by using Theorem 3.1.
Proof of Theorem 1.2. If fmin = −∞, then fk, f ′k ≤ fmin = −∞ for all k, and
the conclusion of Theorem 1.2 is clearly true. If fmin = +∞, then K = ∅ and
I(K) = R[x]; so, I(VR(h)) = I(K) = R[x] and VR(h) = ∅. The conclusion of
Theorem 1.2 is also true, as shown at the beginning of the proof of Theorem 1.1.
Now we prove Theorem 1.2 when fmin is finite. Let h
rad and f radk be as in
Theorem 3.1. By Theorem 3.1, {fk} has finite convergence to fmin if and only if
{f radk } has finite convergence to fmin. For the same reason, since VR(h) = VR(h′)
and (1.1) is equivalent to (1.5), {f ′k} has finite convergence to fmin if and only if
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{f radk } has finite convergence to fmin. This shows that {fk} has finite convergence
to fmin if and only if {f ′k} has finite convergence to fmin. 
A direct consequence of of Theorem 1.2 is that we can reduce the number of equal-
ity constraints in polynomial optimization, while finite convergence of Lasserre’s
hierarchy is not lost. As is well known, every real variety can be defined by a single
equation. Let
hsq(x) := h21(x) + · · ·+ h2m1(x).
Then, (1.1) is equivalent to
(3.3) min f(x) s.t. hsq(x) = 0, g(x) ≥ 0.
Lasserre’s hierarchy for (3.3) is the sequence of SOS relaxations (k ∈ N)
(3.4) f sqk := max γ s.t. f − γ ∈ 〈hsq〉2k +Qk(g).
If I(K) = I(VR(h)), by Theorem 1.2, {fk} has finite convergence to fmin if and
only if {f sqk } has finite convergence to fmin. We show an example of this.
Example 3.2. Consider the optimization problem:
(3.5)
{
min f(x) := x1x2x3 − 2x3
s.t. hsq(x) := (x21 − x2)2 + (x31 − x3)2 = 0.
It has no inequality constraints, and we can think that g = 0. Its feasible set is the
curve parameterized as (x1, x
2
1, x
3
1). The minimum fmin = −1. We show that the
sequence {f sqk } for (3.5) has finite convergence. Let σ1 = (x31 − 1)2 and
p = (x31 − 2)(x3 − x31) + x1x3(x2 − x21).
Then, f + 1 = p+ σ1. Clearly, p ≡ 0 on VR(hsq) and
p2 + q = hsqψ,
where
q =
(
x1x3(x3 − x31)− (x31 − 2)(x2 − x21)
)2
, ψ = x21x
2
3 + (x
3
1 − 2)2.
For all ǫ > 0, we have f + 1 + ǫ = φǫ + σǫ where
φǫ =
−1
4ǫ
ψhsq ∈ 〈hsq〉12, σǫ = ǫ
(
1 +
p
2ǫ
)2
+
1
4ǫ
q + σ1 ∈ Q6(0).
So, f sqk = −1 for all k ≥ 6. 
We show an application of Theorem 1.2 in gradient SOS relaxations for mini-
mizing polynomials [11]. Consider the unconstrained optimization problem
(3.6) min
x∈Rn
f(x).
If (3.6) has a minimizer, then it is equivalent to
(3.7) min
x∈Rn
f(x) s.t. ∇f(x) = 0.
When 〈∇f〉 is radical, Lasserre’s hierarchy for (3.7) has finite convergence [11].
Indeed, the finite convergence also occurs even if 〈∇f〉 is not radical, as shown in
[12]. Clearly, (3.7) is equivalent to
(3.8) min
x∈Rn
f(x) s.t. ‖∇f(x)‖22 = 0.
An advantage of (3.8) over (3.7) is that (3.8) has a single equality constraint. By
Theorem 1.2, Lasserre’s hierarchy of (3.8) also has finite convergence.
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Example 3.3. ([2, 11]) Consider the polynomial optimization problem
min
x∈R2
f(x) := x21x
2
2(x
2
1 + x
2
2 − 1).
The minimum fmin = −1/27 is achieved at (±1,±1)/
√
3. We have
∂f/∂x1 = 2x1x
2
2(2x
2
1 + x
2
2 − 1), ∂f/∂x2 = 2x21x2(x21 + 2x22 − 1).
This optimization problem is equivalent to
min
x∈R2
f(x) s.t. ‖∇f(x)‖22 = 0,
where ‖∇f(x)‖22 has the representation
4x21x
2
2
(
x22(2x
2
1 + x
2
2 − 1)2 + x21(x21 + 2x22 − 1)2
)
.
Let σ1 = 3(x
2
1x
2
2 − 1/9)2 and fˆ = f + 1/27− σ1. Then, fˆ ≡ 0 on VR(∇f) and
fˆ2 + q = ‖∇f‖22ψ,
where q, ψ are SOS polynomials given as
a = x21 − 1/3, b = x22 − 1/3,
s1 = x
2
1x
2
2
(
x42(2a+ b)
2 + x41(a+ 2b)
2
)
, s2 = 4(a+ b)
2(a2 + b2) + a4 + b4,
q =
9
2
(s1(a
2 + b2) + x41x
4
2s2), ψ =
9
8
(x21 + x
2
2)(a
2 + b2).
For each ǫ > 0, let
φǫ = − 1
4ǫ
‖∇f‖22ψ ∈ 〈‖∇f‖22〉16, σǫ = ǫ
(
1 + fˆ/2ǫ
)2
+
q
4ǫ
+ σ1 ∈ Q8(0).
Then, f + 1/27 + ǫ = σǫ + φǫ for all ǫ > 0. So, f
grad
k = −1/27 for all k ≥ 8. 
4. Optimization over finite semialgebraic sets
In this section, we consider the case that the feasible set K of (1.1) is a finite
set while the real variety VR(h) is not necessarily. To apply Theorem 1.1, a natural
idea is to introduce new variables z1, . . . , zm2 . Then, K can be equivalently defined
by the equations
h(x) = 0, g1(x)− z21 = · · · = gm2(x) − z2m2 = 0.
Clearly, K is a finite set if and only if the above equations have finitely many real
solutions. If K is finite, by Theorem 1.1, Lasserre’s hierarchy has finite conver-
gence if we use the above equivalent polynomial equalities in both x1, . . . , xn and
z1, . . . , zm2 . However, this approach introduces new variables z1, . . . , zm2 , which
typically make the resulting SOS relaxations very difficult to solve. To get a finitely
convergent hiearchy of SOS relaxations that only uses the original polynomials in
x, we need stronger relaxations than (1.2).
Let Prk(g) be the k-th truncated quadratic module generated by the set of all
possible cross products:
g1, . . . , gm2 , g1g2, . . . , gm1−1gm1 , . . . , g1g2 · · · gm2 .
The set Prk(g) is also called the k-th truncated preordering generated by g =
(g1, . . . , gm2) (cf. [3, 6, 9]). Consider the sequence of SOS relaxations (k ∈ N)
(4.1) fprek := max γ s.t. f − γ ∈ 〈h〉2k + Prk(g).
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If K is compact, then {fprek } asymptotically converges to fmin (cf. [2, 16]). When
K is finite, the sequence of optimal values of the dual problem of (4.1) has finite
convergence, as shown by Lasserre, Laurent, and Rostalski [4, Remark 4.9]. Here,
we show that the same result holds for the sequence {fprek }.
Theorem 4.1. Let fprek , fmin be as above. If the feasible set K of (1.1) is finite,
then the sequence {fprek } has finite convergence to fmin.
Proof. The set K consists of finitely many points, say, u1, . . . , uD ∈ Rn. Let
ϕ1, . . . , ϕD ∈ R[x] be the interpolating polynomials such that ϕi(uj) = 0 for i 6= j
and ϕi(uj) = 1 for i = j. Then, f(ui)− fmin ≥ 0 for all i. Let
a :=
D∑
i=1
(f(ui)− fmin)ϕ2i ∈ ΣR[x]2.
The polynomial fˆ := f − fmin − a vanishes identically on K. By Positivstellensatz
(cf. [1, Corollary 4.4.3]), there exist integers ℓ > 0 and N1 > 0 such that
q ∈ PrN1(g), fˆ2ℓ + q ∈ 〈h〉2N1 .
Applying Lemma 2.1 with c ≥ 12ℓ and p = fˆ , we get that, for all ǫ > 0,
f − (fmin − ǫ) = p+ ǫ+ a = σǫ + φǫ,
φǫ = −cǫ1−2ℓ(fˆ2ℓ + q) ∈ 〈h〉2N1 ,
σǫ = ǫ
(
1 + fˆ /ǫ+ c(fˆ /ǫ)2ℓ
)
+ cǫ1−2ℓq + a.
Let N ≥ N1 be such that σǫ ∈ PrN (g) for all ǫ > 0. Like before, we have
fprek = fmin for all k ≥ N . 
We illustrate the proof of Theorem 4.1 with the following example.
Example 4.2. Consider the optimization problem
min −x21 − x22
s.t. x31 ≥ 0, x32 ≥ 0,−x1 − x2 − x1x2 ≥ 0.
Let f, g1, g2, g3 be the objective, the first, second and third constraining polynomials
respectively. Clearly, K = {(0, 0)} and fmin = 0. We have f ≡ 0 on K and
f4 + q = 0,
where
q = σ0 + g1σ1 + g2σ2 + g1g2σ12 + g3σ3.
In the above, the SOS polynomials σ0, σ1, σ2, σ12, σ3 are given as:
σ0 = (x
2
1 − x
2
2)
4 + 6(x41 − x
4
2)
2, σ12 = 32(x
2
1 + x
2
2 + x
4
1 + x
4
2 + x
6
1 + x
6
2),
σ1 = 8
(
x61(x2 + 1/2 + 4x
2
2) + x
4
1(x
2
1/2 + 2x1x2 + 2x
2
2)+
x41(2x2 + 1/2 + 2x
2
2) + x
2
1(x
2
1/2 + x1x2 + 4x
2
2) + 4(x
4
2 + x
6
2 + x
8
2)
)
,
σ2 = 8
(
x62(x1 + 1/2 + 4x
2
1) + x
4
2(x
2
2/2 + 2x2x1 + 2x
2
1)+
x42(2x1 + 1/2 + 2x
2
1) + x
2
2(x
2
2/2 + x2x1 + 4x
2
1) + 4(x
4
1 + x
6
1 + x
8
1)
)
,
σ3 = 8
(
(x81 + x
8
2 + x
7
1 + x
7
2 + x
6
1 + x
6
2) + 4x
2
1x
2
2(x
2
1 + x
2
2 + x
4
1 + x
4
2 + x
6
1 + x
6
2)
)
.
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Apply Lemma 2.1 with c = 1/4 and p = f . For each ǫ > 0, let
φǫ = 0, σǫ := ǫ
(
1 +
f
ǫ
+
f4
4ǫ4
)
+
1
4ǫ3
q ∈ Pr6(g).
Then, f + ǫ = φǫ + σǫ for all ǫ > 0. So, f
pre
k = 0 for all k ≥ 6. 
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