Abskurt-We consider a multi-class queueing system operating under the Discriminatory Processor-Sharing (DPS) discipline. The DPS discipline provides a natural approach for modeling the flow-leveI performance of differentiated bandwidth-shoring mechanisms. Motivated by the extreme diversity in flow sizes observed in the Internet. we examine the system performance in an asymptotic regime where the flow dynamics of the various classes occur on separate time scales. Specifically, from the perspective of a given class, the arrival and service completions of some of the competing classes (called mice) evolve on a n extremely fast time scale. In contrast, the flow dynamics of the remaining classes (referred to as elephants) occur on a comparatively slow time scale. Assuming a strict separation of time scales, we obtain simple explicit expressions for various performance measures of interest, such as the distribution of the numbers of flows, mean delays, and flow throughputs. In particular, the latter performance measures are insensitive, in the sense that they only depend on the sertice requirement distributions through their first moments. Numerics1 experiments show that the limiting results provide remarkably accurate approximations in certain cases'.
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I. INTRODUCTION
Over the past few years, the Processor-Sharing (PS) discipline has been widely adopted as a convenient paradigm for analyzing the flow-level performance of dynamically interacting TCP transfers [5] , [24] . While the PS model provides valuable insights? il critically relies on the assumption that the service capacity is shared in an egalitarian manner. The actual bandwidth shares may however show substantial variation among competing flows with heterogeneous characteristics. For instance, TCP flows that share a common bottleneck link but traverse heterogeneous routes, may experience diverse packet loss rates and round-trip delays. Because of TCP mechanics: these differences result in a significant discrepancy in the bandwidth shares, see for instance [ 2 ] .
Besides TCP-related effects, the heterogeneity in bandwidth shares may also be due to deliberate service differentiation [23] for supporting low-priority data transfers by utilizing excess bandwidth only. This presents an extreme case with strict precedence between the low-priority transfers and regular TCP flows.
The Discrinzinafmy Processor-Sharing (DPS) discipline provides a natural approach for modeling the flow-level performance of such differentiated bandwidth-sharing mechanisms. DPS is a multi-class extension of the ordinary egalitarian PS policy, where the various classes are assigned positive weight factors, The service capacity is shared among all users present in proportion to the respective class-dependent weight factors.
In case all weight factors are equal, the DPS discipline reduces to the familiar egalitarian PS poIicy. Note that DPS shows some resemblance with the Generalized Processor-Sharing (GPS) discipline (or Generalized Head-Of-the-Line PS), where In the present paper, we investigate the performance of a DPS system in an asymptotic regime where the flow dynamics of the various classes occur on widely separate time scales. Specifically, from the point of view of every individual class, the interarrival times and service requirements of some of the competing classes are extremely smaZE. In the limit, a complete separation of time scales arises, and the arrivals and service completions of these classes occur at an infinitely fast relative pace. For the remaining classes, the interarrival times and service requirements are comparatively large. In the limit, the flow dynamics of these classes then evolve on an infinitely slow relative time scale. The disparity in service characteristics reflects the extreme heterogeneity in flow sizes observed in the Internet, with a vast majority of short transfers ('mice') and a tiny fraction of huge flows ('elephants') Assuming a strict separation of time scales, we derive simple closed-form results for various performance measures of interest. such as the distribution of the number of flows, mean delays, and flow throughputs. The performance experienced by every individual class may be characterized by that in a corresponding Processor-Sharing system with a reduced service speed and a randonr number of permanent cusmmcrs.
Specifically. the reduction in service speed simply corresponds to the total load of the mice, and is completely independent of the values of the DPS weights. The permanent customers represent the population of elephanrs encountered by a tagged flow of the given class, which is random but nearly static over the course of the sojourn time of an individual flow.
Unlike the service speed, the distribution of the number of permanent customers is dependent on the specific values of the DPS weights. It is noteworthy that the above-mentioned performance measures are insensitive, in the sense that they only depend on Ihe service requirement distributions through their first moments. (Insensitive bounds for the queue length distributions were recently obtained in [8] 
A. Egalitarian Processor Sharing
In the special case when a11 wk are equal, and in particular in case K = 1, the DPS discipline reduces to the familiar egalitarian Processor-Sharing (PS) discipline. In that case, the joint equilibrium distribution of the numbers of active flows is C111, 1181:
with 77 := nl+. . . + n~. In particular, the marginal equilibrium distribution of the number of active class-k flows is geometric
so the mean number of active class-k flows is:
Using Little's law, the mean delay of class-k flows is:
1 --P however still be determined from a sei of equations. as we shall show in Section V.
This set of equations may be used to evaluate h e performance measures for essentially any specific system. Note that the class of phase-type distributions lie dense in the class of all positive random variables. However, the implicit nature of the equations renders little qualitative insight in the performance as a function of the system parameters in general and the weight values in particular.
C. finre-scale separation
In order to derive explicit results, we therefore evaluate the performance in an asymptotic regime where the flow dynamics of the various classes occur on widely separate time scales. Formally, we consider a sequence of systems indexed by a scaling factor r which governs the gap between the time scales, and determine the performance as the value of T approaches infinity. Specifically, class-k arrivals occur as a Poisson process of rate A t ) := X k f k ( r ) , k = 1,. . . , K, and the class-k service requirements are distributed as P{Br) < s} := Bk(fk(r)x) for some fixed distribution function Bk(.)
Thus fk(r) represents the time scale associated with class k as a function of r. Note that the traffic intensity of class k ( 7 ) = AI') pk i . ) -= pk, independent of T . We assume that f k -l (~) / f k (~) + 00 as T + 00, i.e., lower indexed classes operate on faster time scales. Let AT: . ) be the number of class-k flows in the r-Lh system, assuming it is in statistical equilibrium. Let S'r) be the class-k flow delay in the r-th system. Invoking Little's law, the class-k flow throughput may be expressed as -rir) := ,L?f'/JE{S~)} = pk/E{Ni')).
For phase-type service requirement distributions, it may be shown using the techniques developed in Ill that the lim-( n l , . . . , n K ) ) := ~i m P { ( N~~) , . . . NL') = ( I t l , . . , , n K > } are well-defined. Hence, the limiting conditional equilibrium probabilities P { N L m ) ( n k + l , . ~. , nfc) = rink} := lim P{N~') = n~l ( j Q i~. . .,A$)) = (nk+l,. . . , n K ) } are well-defined as well. We conjecture that these probabilities are in fact well-defined for all service requirement distributions with finite variance, although the speed of convergence may vary. From a mathematical perspective, the time scale decomposition falls in the broader framework of perturbation analysis of Markov processes, and specifically relates to the concept of nearly complele decomposability. There exists an extensive body of literature on perturbation analysis of @ire-state Markov processes. Some key references include the text books [ 121, [331 and the survey paper [4] . Perturbation analysis of injinire-state Markov processes is considered in U], [7] , [221.
TWO CLASSES
In order to inu-oduce the central ideas in the simplest possible setting, we first focus on the case of two classes.
Note [hat the DPS mechanics then only depend on the ratio of the weights w := 7 u~/ w 1 .
In the next section we extend the arguments to a scenario with an arbitrary number of user classes.
As the value of T grows large. the gap between the time scales of the two classes widens, and the flow dynamics of class 1 evolve on an increasingly fast time scale compared to class 2. In the limit for T 4 00, a complete time scale decomposition occurs, and the class-l dynamics will average out on the relevant time scale for class 2. Thus class 1 takes away a constant service rate pl, and class 2 behaves as in a standard isolated PS system with reduced capacity 1 -p1. Specifically, the distribution of the number of active class-2 flows is geometric with parameter p2/( 1 -PI):
and the flow throughput is ~4~) = 1 -p.
The above results reflect a remarkable insensitivity. This is inherited from the fact (2) (3) degree of that in the limiting regime class 2 behaves as in an ordinary isolated PS system which is known to exhibit insensitivity with respect to the service requirement dmiburion. Moreover, the reduction in capacity is simply the mean load of class l7 irrespective of the weights or the service requirement distributions. As a result. the class-?. performance measures only depend on the service requirement distributions through their first moments, and do not depend on the weight ratio w at all.
We now proceed to evaluate the performance of class 1.
The class-2 dynamics will nearly vanish as T -, IX, on the relevant time scale for class 1, which will reach some sort of statistical equilibrium for a given number of class-2 fiows. Thus when there are 712 active class-2 flows. class 1 behaves as in a standard PS system with wn2 'permanent customers'. The conditional distribution of the number of active class-I flows is P(N,(W)(n*) = n l ) = Pn,(pl, w712): nl = 0: 1,. . . , where e l ( u , x ) , 71 = 0; 1 ' 2 , . . . is the distribution of the number of regular customers in a PS system with traffic intensity . U and 1c permanent customers [6] ? [l 111 [lS] : and r( r+l) := yze-Ydy denotes the complete r-function.
When 2 is a non-negative integer, Pn (u,x) reduces to the familiar negative binomial distribution. The conditional mean number of class-1 flows is: P1 I E { A p q n 2 ) } = tau?%., + 1) -.
-p1
Using (2). we obtain the unconditional distribution of the number of class-1 flows, and in particular the mean: yielding the flow throughput:
Just like for class 2, the class-1 performance measures only depend on the service requirement distributions through their first moments. This is induced by the fact that in the limiting regime class 1 behaves as in a PS system with permanent customers which retains the insensitivity with respect to the service requirement distribution. However, the class-1 performance measures do depend on the weight ratio w, which reflects the fact that the fraction of capacity claimed by the permanent customers depends on the weights.
The above observations suggest that it i s advantageous to assign relatively large weights to small flows since their throughput performance will strongly benefit, without large flows being significantly affected. Conversely, it is unwise to allocate large weights to large flows because doing so will not substantially improve their throughput performance, but have major repercussions for smaller flows.
The phenomenon that smaller flows are more sensitive to the weight values than larger flows has some remarkable implications. Let us focus on the performance of a given class in a system with fixed load and weight values. The above results show that the performance of that class approaches that in an ordinary PS system when the competing class operates on an increasingly fast time scale. In contrast, when the competing class evolves on an increasingly slow time scale, the limiting performance of that class may either be better or worse than in a standard PS system, depending on the ratio of the weights being larger or smaller than one. Consequently, the performance of the class under consideration only improves with increasing granularity of the competing class when it has a larger weight. Otherwise, the performance actually degrades with increasing granularity of the competing class. The latter behavior is rather striking in view of the fact that in Ps queues with time-varying capacity accelerating the rate of the fluctuations generally dues improve the performance, see €or instance [13] , In DPS queues however, cranking up the flow dynamics of a competing class with a larger weight may have where P (.. .) is defined in (4). 5 
-E P k
Using (6). we obtain the unconditional distribution of the number of flows of class IC -1. and in particular the mean:
In he previous section we considered a two-class scenario in order to introduce the basic notions. We now extend the results to a scenario with an arbitrary number of user classes.
We first evaluate the performance of class A' which has the slowest flow dynamics. As the value of T grows large, the flow dynamics of all the other classes occur on increasingly fast lime scales compared to class K . In the limit for 1-oc.
the flow dynamics of all the other classes will completely average out on the relevant time scale for class K . Thus the other classes take away a constant service rate Pk, and class K evolves as in an ordinary isolated PS system with reduced capacity 1 -pk. Specifically, the distribution of the number of activek&ss-K flows is geometric with
and the flow throughput is T L~) = 1 -p.
Next, we turn to the performance of class K -1, which has the slowest flow dynamics of all classes but K . As the value of T grows large. the flow dynamics of classes 1, . . . K -2 occur on increasingly fast time scales compared to class K -1, whereas those of class K evolve on a comparably slow time scale. In the limit for r -, c q the flow dynamics of classes 1:. . . , K -2 wiIl entirely average out, while those of class Ii' will nearly freeze on the relevant time scale for class A' -1.
So classes 1,. . . , A' -2 will claim a constant service rate The above arguments readily extend to any given class 1. As the value of T grows large, the flow dynamics of classes 1,. . . , E -1 occur on increasingly fast time scales compared to class 1. whereas those of classes 1 + l:, . . , K evolve on comparably slow time scales. In the limit for r -00, the flow dynamics of classes 1 : . . . , I -1 will completely average out, while those of classes E + 1, . . . , K will appear pseudo-static on the relevant time scale for class 1. So classes 1 , . . . , I -1 will consume a constant service rate Using (6). (7) . the unconditional distribution and, in particular, the mean number of class-l flows may be recursively derived for any given class I = K -1, h--2:. . . I 1.
As in the two-class case, it is worth observing that the performance metrics of all classes are insensitive in the sense that they only depend on the service requirement distributions through their first moments. In addition, the performance characteristics of a given class 1 only depend on the weight factors of classes I+ 1, . . . , h' with slower flow dynamics. and are independent of the weights of classes 1,. Within each user class, we distinguish between users residing in different service phases. and refer to these as belonging lo different customer lypes. Denoting the number of phases of the class4 phase-type distribution with m.k, the total number of types is d := ml;. With slight abuse of terminology, we also refer to a class-i user in the j t h service phase as being of type Cklll nta -t j . We use k(j) to denote the user class to which type-j users belong.
Let poj be the probability that an arriving user starts as a type-j user, j = 1,. . . J . Thus, & : k ( j ) = l ,noj = pt and, if 1 = k(j), poj/pl is the probability that a class4 user starts with seFice phase j . The service phase corresponding to type j has mean duration l / p j , and its service weight is g j . Although the DPS model implies that gi = y j = wk(j) if k ( i ) = k ( j ) , i.e., if types i and j belong to the same user class, this is in fact not necessary for the analysis in the present section.
Furthermore, define paj ( 2 , j = 1, . . . , J ) as the probability that, after completing its current service phase a type-i user becomes a type-j user. In the DPS model, no transitions are possible between types belonging to different user classes, but this is again not essential for the analysis in the present section. Also, pi0 is the probability that a type-i user will leave the system after completing its current service phase. We denote the number of type-j users in the system by A: . By definition, 
It follows that

dl-
From (8), we obtain the following partial differential equation
The above equation allows us to determine the moments of the queue length distribution by solving systems of linear equations. Define the following partial derivatives of p ( 2 ) and
The following three theorems yield the mean queue lengths of each type. The next three theorems determine the mean numbers of customers of each type [Lt = E{IV,'} for type i).
Theorem I:
The j t h moment of the queue length at phase i can be expressed in terms of R{l,..i, and R{l+.ti2+1 as follows:
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Proof: entiating t9 for all i. 
1=1
which admits a unique solution, given in the theorem.
An alternative argument is as follows. The capacity dedicated to type j is gjRj = !E{SN;gjAy/ g i N ; } . This must be equal to the total amount of work requested in phase 1 j per unit of time, which is hC,!=lpoiaij.
Reorem 3:
The coefficients R!j may be found fi-om the following set of J' linear equations with J 2 unknowns where i , j = 1,. . . , J :
Proof: AS 'i=n*the proof for Theorem 2, me equations may (11) be obtained from (10).
In the numerical experiments that we conducted. we found that the set of equations (1 1) are independent. This means that the coefficients R2 ( i , j = I , . . . , . I ) can be uniquely determned.
For a system with two types, it can be analytically proven that the set of equations ( 11) are independent as long as A < ,U+ As a side remark, note that the set of equations can be reduced ".
to one of J ( J + 1)/2 equations and equally many unknowns by using the fact that Ri, = Rfk.
VI. NUMERICAL EXPERIMENTS
We now discuss the computational experiments that we performed to illustrate the results. We investigate the accuracy of the proposed limiting regimes as approximations to the system performance. For the sake of transparency, we focus on a system with two flow classes.
In the first two sets of experiments we examine the impact of the weight factors and the load on the system performance for exponentially distributed service requirements. In the third set of experiments we then investigate the sensitivity of the system performance with respect to the service requirement distributions.
In all of the experiments, we assume PI = p2 E 1, so that pi Ai, i = 1,2. and take fl(r) = T , f 2 (~) = 1 to describe the time scales associated with the two classes as a function of the scaling factor r, Specifically, class-1 flows arrive as a Poisson process of rate x17' and have mean sizes l / r , while class-2 arrivals occur as a Poisson process of rate A? and generate mean service requests of size 1. Thus the scaling factor T corresponds to the time scale of class 1, whereas the time scale of class 2 remains fixed.
For the sake of presentation, we focus on the performance of class 1, and consider both the limiting regimes T -+ 03 and T j, 0, where the flow dynamics of class 1 occur on increasingly fast and slow time scales, respectively. The performance in these two regimes corresponds to h a t of classes I and 2, respectively, in the scenario T + cc as analyzed in the previous sections. The various experiments show that the limiting results provide accurate approximations, even for parameter values far outside the asymptotic regime.
The section will be concluded with a discussion of some useful rules of thumb.
A. Effect of the weight factors
We first examine the effect of the weight factors on the systern performance. We specifically consider the mean number of active class-1 flows IE{IV:')} as a function of the ratio w = wa/wl for several values of the scaling factor r. Recall that the mean delay is proportional to the mean number of active flows while the flow throughput is inversely proportional. For the limiting cases '7. = 0' and 'r = m', it follows from formulas (3) (with the roles of classes 1 and 2 interchanged as explained above) and
For r E (0;m), the vaIue of lE{Nj')) is determined using Theorems 1, 2 and 3.
In which is in agreement with the standard (multi-class) PS system. cf. (1) . Note that in general the performance of class 1 may either improve or deteriorate with increasing value of T , depending on whether the ratio tu is smaller or larger than 1.
This corroborates with our earlier observations in that regard.
B, Impact of the load We now investigate the impact of the load an the system performance. assuming equal class loads, i.e.. p1 = p2 = p / 2 . The bold lines in Figure 2 (b) correspond to h e limiting scenarios 'w = 0' and 'w = CO', where the behavior reduces to that in a strict-priority system. The dashed downward curve corresponds to the case 'w = O' where class 1 receives preemptive priority over class 2. Thus, class 1 is not affected by the presence of class 2. and behaves as in a standard isolated PS system with unit capacity, so that lE{NiT)) = pl/(l -p1) = p / ( 2 -p ) . The solid slightly upward curve represents the opposite case 'w = CO', where class 2 receives preemptive priority over class 1.
for example [3? ] Chapter 10. Note that for moderately large values of the ratio w the curves lie relatively close to the solid curve corresponding to the case 'tu = 00'. Since T = 0.1 is relatively small, this reflects again the property that the performance of a class with Iarge service requirements is not too sensitive to the weight factors across a wide range of load values. Note that in the limit for r IO the performance of class 1 will become completely insensitive to the values of the weights. Next, we fix the ratio PU = l / 2 and study the mean number of class-1 flows as a function of the load for several values of the scaling factor T . Figure 3 gives the scaled mean number of class-l flows &lE{Ni')} as a function of p for w = 1/2 and several values of the scaling factor T .
The dashed horizontal line corresponds to the limiting case 'T = 0', where the flow dynamics of class 1 occur on an infinitely slow time scale. The performance then becomes insensitive to the ratio w, and it follows from formula (3) with the roles of classes 1 and 2 interchanged) that ~E { A T~' ) = 9 = 4. The solid curve corresponds to the limiting case ' T = CO', where the flow dynamics of class 1 occur on an infinitely fast time scale. In that regime, the performance is highly sensitive, and formula ( 5 ) implies ~~E { I V~~) ]
C. Sensitivity to the service requirement distribution Again assuming equal class loads (p1 = = p / 2 ) , we now examine the degree of sensitivity of the system performance with respect to the service requirement distributions. We assume the class-2 service requirements to be exponentially distributed as before and vary the characteristics of the class-1 service requirement distribution. weights, whereas that of a slow class is not too sensitive.
The sensitivity increases when p = 0.5, but still remains limited. For p = 0.75. however. the sensitivity is considerably amplified, and becomes even stronger for p = 0.9 and p = 0.95 [19] . Evidently, for 711 M 1, the strict insensitivity to the service requirement distribution of the ordinary multi-class PS system manifests itself. regardless of the load.
A final remarkable observation is that the mean number of class-l flows is amazingly close to that in a standard multiclass PS system for a large coefficient of variation as well.
D. Rides of thirmb
summarized as follows.
The main insights from the numerical experiments may be If a class has relatively slow dynamics, then its performance is mostly insensitive to the weights, whereas its performance is quite sensitive in case it has fast dynamics. As observed before, this suggests assigning relatively large weights to smaller flows, since this will substantially boost their performance, without seriously affecting the performance of large flows. The limiting scenarios 'r = 0' ('fluid' regime) and ' r = When the weights of the various classes are roughly equal, the performance impact of the service requirement distribution as well as that of the time scale parameter may be neglected, which is in agreement with the standard multi-class PS system. At low loads. the system performance is largely insensitive to the service requirement distribution, except for a class with a small weight and fast flow dynamics. 
