Abstract. In this note, the existence of multiple positive solutions is established for a semilinear elliptic equation
Introduction
The singular bounded value problem of the type −∆u = λ f (x)u −γ + µg(x)u p−1 ,
in Ω,
where Ω is a bounded smooth domain in R N (N ≥ 3), γ ∈ (0, 1) and f , g satisfying some certain conditions, was extensively investigated. Such problem describes naturally several physical phenomena, therefore, only the positive solutions are relevant in most cases. Singular elliptic problems have been intensively studied in the last decades. For example, in the case when µ = 0, the existence or uniqueness of positive solutions to problem (1.1) has been studied extensively (see [6, 7, 12, 13, 18, 24] and the references therein).
For the case of µ > 0. When 1 < p < 2 * , Sun, Wu and Long [21] established two positive solutions to problem (1.1) by using the Nehari manifold provided λ > 0 is enough small. For singular elliptic problems with subcritical growth, please see [2-5, 8, 9, 19] and the references therein. For the case of critical growth, there are many interesting results, see [10, 11, 15, 20, 22, 23] . In particular, Yang [23] considered the problem −∆u = λu −γ + u 2 * −1 ,
2)
The author firstly proved that problem (1.2) has a positive local minimizer solution u λ for λ > 0 enough small. After that, with the helps of the sub-supersolutions and variational arguments, and a second positive solution v λ was obtained with u λ < v λ in Ω. In additional, in problem (1.2), if u is replaced by λ . By using the Nehari manifold, Sun and Wu [20] proved that there was an exact µ * such that the problem has two positive solutions for all µ ∈ (0, µ * ) and no solution for µ > µ * . In the case when 0 < γ ≤ 1, by using the variational method, Hirano, Saccon and Shioji showed the existence of two positive solutions for problem (1.2) with λ > 0 small enough, see [10] .
Thus, observing the all above studies, it is natural to ask whether problem (1.2) has multiple positive solutions by other methods? We shall give a positive answer to this question, the main technical approaches are based on the variational and perturbation functional. Now, the main result can be stated as follows. Theorem 1.1. Assume that γ ∈ (0, 1). Then there exists λ * > 0, such that for any λ ∈ (0, λ * ), problem (1.2) has at least two positive solutions w 0 (x) and w 1 (x) with w 0 (x) < w 1 (x) in Ω. [23] , with the help of a perturbation functional, we give a simple and direct method to obtain the size relation of the two positive solutions.
Remark 1.2. Compared with
Throughout this paper, we make use of the following notations:
• the space H 1 0 (Ω) is equipped with the norm u 2 = Ω |∇u| 2 dx, which is equivalent to the usual norm. The norm in L p (Ω) is denoted by |u| p p = Ω |u| p dx;
• C, C 1 , C 2 , . . . denote various positive constants, which may vary from line to line;
• we denote by B r (respectively, ∂B r ) the closed ball (respectively, the sphere) of center zero and radius r, i.e., B r = {u ∈
• let S be the best Sobolev constant, i.e., S := inf
Existence of the first positive solution of problem (1.2)
We define the energy functional of problem (1.2) by
In general, a function u is called a positive solution of problem (
From [23] and [10] , we obtain the following result.
Existence of a second positive solution of problem (1.2)
Up to now, we get that problem (1.2) has a positive solution w 0 . Next we will prove that there is another positive solution for problem (1.2) by a translation argument. For α > 0, we define a C 1 functional J α :
. Now, we show that the functional J α satisfies the mountain-pass lemma.
Lemma 3.1. There exist r, ρ > 0 such that J α satisfies the following conditions for any λ > 0,
Proof. (i) For u ∈ H 1 0 (Ω) with u + = 0, by the mean value theorem and the Lebesgue dominated convergence theorem, one has
(ii) For a, b ≥ 0, there holds
Therefore, for u ∈ H 1 0 (Ω), u + = 0 and t > 0, one has
as t → +∞. Therefore we can easily find ζ ∈ H 1 0 (Ω) with ζ > r, such that J α (ζ) < 0. The proof is complete. 
and
It follows from (3.1) that
which implies that {v n } is bounded in H 1 0 (Ω). Moreover, by using the concentration compactness principle (see [16, 17] ), there exist a subsequence, say {v n } and
where K is an at most countable index set, δ x j is the Dirac mass at x j , and x j ∈ Ω is in the support of µ, η. Moreover, there holds
For ε > 0, let ψ ε,j (x) be a smooth cut-off function centered at x j such that 0 ≤ ψ ε,j (x) ≤ 1,
Since ψ ε,j v n is bounded in H 1 0 (Ω), according to (3.1), there holds
Similarly, one has 
where
Then, by the Sobolev inequality and Young inequality, we have
− Dλ, which contradicts to the assumption. It implies that K is empty,
Recalling that for p ≥ 2, there holds
As a result, there holds
Consequently,
It follows from (3.5) and (3.6) that
It is known that the function
We choose a function ϕ ∈ C ∞ 0 (Ω) such that 0 ≤ ϕ(x) ≤ 1 in Ω, ϕ(x) = 1 near x = 0 and it is radially symmetric. Let u ε (x) = ϕ(x)U ε (x). Moreover, from [10] , there exist two constants m, M > 0 such that m ≤ w 0 (x) ≤ M for each x ∈ suppϕ, and
Moreover, one has
Lemma 3.3. For every 0 < α < 1 and λ > 0 small, there holds
where D is defined by Lemma 3.2.
From the above information, it holds that
The proof is complete.
Lemma 3.4. For given 0 < α < 1 and λ > 0 is sufficiently small, there exists
ND , 1 and 0 < λ < λ * . By Lemma 3.1, the functional J α satisfies the geometry of the mountain-pass lemma. Applying the mountain-pass lemma [1] , there exists a sequence {v n } ⊂
By Lemma 3.2 and Lemma 3.3, {v n } ⊂ H 1 0 (Ω) has a convergent subsequence, say {v n }, we may assume that v n → v α in H 1 0 (Ω) as n → ∞. Hence, from (3.9), it holds
Furthermore, we have J α (v α ) = 0. The proof is complete. Now, we give the proof of Theorem 1.1.
Proof of Theorem 1.1. Let 0 < λ < λ * , where λ * is defined by Lemma 3.4. Since v α is a critical for J α , for each φ ∈ H 1 0 (Ω), one has
which implies that v α satisfies the following equation
Moreover, we can easily prove that {v α } is bounded in H 1 0 (Ω), thus there exist a subsequence, still denoted by {v α }, and
Since 0 < w 0 ≤ M, from the above information, we have
Let e be a positive solution of the following problem
Then for every Ω 0 ⊂⊂ Ω, there exists e 0 > 0 such that e| Ω 0 ≥ e 0 . So, by (3.11) and comparison principle, we get v α + w 0 ≥ min 1, λ (M + 2) γ e > 0. In particular, we have
Hence, it is similar to the paper [14] that for every φ ∈ H 1 0 (Ω), passing the limit as α → in (3.10), there holds dx.
