In this paper, we present the deep sparse coding network (DSCN) -a novel deep learning framework that encodes intermediate representations with nonnegative sparse coding. DSCN is constructed from a cascade of bottleneck modules, each of which consists of two sparse coding layers with relatively wide and slim dictionaries that are specialized to produce high dimensional discriminative features and low dimensional clustered representations, respectively. During training, all dictionaries at all depth levels along with all regularization parameters are optimized jointly with an end-to-end supervised learning algorithm based on multilevel optimization. The effectiveness of the proposed DSCN with seven bottleneck modules 1 is verified on several popular benchmark datasets Remarkably, with few parameters to learn, our SCN achieves 5.81% and 19.93% classification error rate on CIFAR-10 and CIFAR-100, respectively.
INTRODUCTION
Sparse coding represents a given input signal with a sparse linear combination of dictionary atoms. The resulting sparse representation has shown promising performance on a range of computer vision tasks including image classification and target detection [1, 2, 3] . Even when given only a small amount of training samples, sparse coding models can become exceptionally resilient against severely corrupted or noisy data. However, when the noise in the data resembles expression of the natural variation of objects, such as those caused by changes in orientation, the linear representation of sparse coding becomes a liability [1] . As such, sparse coding models exhibit disappointing performance on large datasets where variability is broad and anomalies are common.
Conversely, deep neural networks thrive on bountiful data. Their success derives from an ability to distill the core essence of a subject from abundant diverse examples [4] , which has encouraged researchers to try and augment the learning capacity of traditionally shallow sparse coding methods by adding layers [5, 6, 7] . Multilayer sparse coding networks are expected to combine the best of both strategies. For instance, the imperative for sparse codes to adequately reconstruct an 1 Consisting 14 sparse coding layers.
input signal ameliorates information degeneracy issues within deep architectures. Furthermore, with parsimoneous representations, sparse coding networks can lead to more intuitive intepretation of the learned features. From the view point of neural network, sparse coding enjoys a much stronger 'explain away' effect [8] compared to the feedforward network and is closely related to recurrent network through unfolding the sparse recovery algorithm [5, 9] . To date, however, endeavors to marry the two techniques have not achieved significant improvements over their individual counterparts [6, 7] .
In this paper, we propose a novel deep sparse coding network based on nonnegative sparse coding and multilevel optimization. The goal of our work is to efficiently extend the conventional sparse coding to multilayer architectures in order to expand its learning capacity. We propose a bottleneck module, the core building block of our SCN, which employs two specialized sparse coding layers. These two layers are equiped with relatively wide and slim dictionaries to significantly reduce the number of learnable parameters without posing detriment effect on the performance of the network. The width of the sparse coding layer is defined as the number of dictionary atoms. We also propose to optimize both the dictionaries and regularization parameters of SCN using an end-to-end supervised learning algorithm based on multilevel optimization.
We demonstrate the effectiveness of the proposed SCN on four benchmark data sets, including CIFAR-10, CIFAR-100, STL-10 and MNIST. The proposed network exhibits competitive performance using few learnable parameters. Remarkably, our 15-layer 2 SCN achieve higher accuracy on CIFAR-10 and CIFAR-100 compared to a 110-layer [10] and 1001-layer [11] residual network, respectively. We emphasize here that in this paper we do not aim at pursuing highest accuracy, but to effectively extend sparse coding to multilayer architectures and achieve competitive performance.
EXTENSION OF SPARSE CODING TO DEEP ARCHITECTURES
In this section, we introduce the SCN model by extending the conventional sparse coding to deep architectures. We start with the illustration of inference with nonnegative sparse coding which can be applied to every sparse coding layer in SCN. We then introduce the bottleneck module, where the sparse coding layers are specialized to encourage discriminative or clustered representations. Throughout this section, we assume that the dictionaries in SCN are given and we describe the dictionary learning algorithm later in Section 3.
Inference with Nonnegative Sparse Coding
We now introduce a general formulation of sparse coding layer for SCN. Let the representation of the layer h in SCN be a 3D-
. . , H} and denote each local feature vector at (i, j) of layer h as α
:,i,j ∈ R n h , where n h , I h and J h are the number of channels, height and width of the layer representation. For instance, α 
m h by concatenating all the neighboring features centered at (i, j) within a window of size k h−1 × k h−1 from the previous layer h − 1, For illustrative purpose, we assume the neighboring window is square. ψ(·) denotes the concatenation operation and m h = n h−1 k 2 h−1 . We constrain the sparse codes to be nonnegative in order to introduce nonlinearity to the deep network. Given a dictionary D (h) ∈ R m h ×n h of layer h, the nonnegative sparse code is recovered by solving the following constrained elastic net problem:
where we have omitted the coordinate and layer indices for simplicity. α 1 = N n=1 |α n | is the 1 -norm and λ 1 , λ 2 > 0 are the regularization parameters. Importance of the parameter λ 2 is to stabilize the training procedure [22] . In this paper, we directly solve the problem (1) using conventional sparse recovery algorithm for inference instead of applying unfolding on sparse coding process with deep neural network [5, 9] . Number of sparse recovery algorithms such as LISTA [5, 9] , FISTA [25] and LARS [26] can efficiently solve problem 1. In this paper, we adopt FISTA mainly for the ease of coding in GPUs. The nonnegativity is enforced by using nonnegative soft-thresholding during the optimization.
Bottleneck Module with Specialized Sparse Coding Layer
We now describe the bottleneck module which is the core building block of our SCN. Each bottleneck module consists of a cascade of two specialized sparse coding layers, which are referred to as expansion layer and reduction layer. The expansion layer is equiped with a relatively wide dictionary in order to reach a fine-grained partition of the input feature space, whereas the reduction layer has a relatively slim dictionary which focuses more on dimensionality reduction and clustering in order to extract more abstracted representations. We denote the dictionaries in expansion and reduction layer as D e ∈ R me×ne and D c ∈ R mr×nr , respectively, where n e n r . We note that the order of expansion and reduction layer in a bottleneck module does not matter much in the multilayer environment. For illustrative purpose, we sequentially employ expansion layer and reduction layer in single bottleneck module. We illustrate the two specialized sparse coding layers and describe the motivations of proposing the bottleneck module in more details:
Expansion layer focuses on partitioning feature space. Nonnegative sparse coding functions as a robust and stable partition of the input feature space [23] , where the 'resolution' of the partition depends on the dictionary width. With a relatively wide or even overcomplete dictionary, we are able to achieve a high resolution fine-grained partition of the feature space and therefore recover highly discriminative sparse codes. Behavior of sparse coding with a wide or even overcomplete dictionary in single layer environment has been thoroughly exploited through number of studies [2, 23, 22] .
Reduction layer focuses on clustering features. Reduction layer is designed to produce highly abstracted compact sparse codes using a much narrower dictionary compared to that of the expansion layer. Output of the expansion layer has a high dimensionality and is intensely sparse, which poses two issues in SCN. First, neighboring features from similar subspaces could be represented by highly distinctive sparse codes when the dictionary is overcomplete. Therefore, we would like to represent the neighboring features with similar codes by reducing the dimensionality of the sparse code. Second, high dimensional outputs require the dictionaries in deeper layers to be excessively wide in order to maintain the redundancy and overcompleteness of dictionaries, which make the network computationally infeasible. In this paper, inspired by the SqueezeNet [15] , we propose to compress the high dimensional latent sparse codes using a reduction layer, which can be interpret as conducting clustering on the high dimensional sparse codes.
END-TO-END SUPERVISED LEARNING FOR SPARSE CODING NETWORKS
In previous section, we described the architecture of SCN with the bottleneck module. In this section, we develop the end-to-end supervised learning algorithm for training both the dictionaries and regularization parameters in the deep SCN based on multilevel optimization. 
Problem Formulation with Multilevel Optimization
Without loss of generality, we consider a prediction task for binary class given a set of training pairs {A
, where y s ∈ {0, 1} is the label for the image sample A (0) s . Given an SCN with H sparse coding layers, our goal is to fit the network prediction to the label through minimizing a smooth and convex loss function L : R K × R K → R with respect to the network parameters, including dictionaries, regularization parameters and the linear classifier. Suppose the network maps the input image A (0) s to the corresponding label y s with a nonlinear function f : R M × R I × R J → R, the optimization procedure of SCN is formulated as an empirical risk minimization problem based on multilevel optimization:
where
is the learnable parameter set including both dictionaris and regularization parameters. In this paper, we adaptively optimize the regularization parameters at each layer, which has a similar effect as training the bias in deep neural networks [9] . The motivation for training regularization parameters is that cross-validation becomes formidable as the network becomes deeper.
To prevent the 2 -norm of dictionary to be arbitrarily large and recovering trivial sparse codes, we introduce regularizer
F , or usually referred to as weight decay in deep neural network, on the dictionary to reduce the overfitting. We note that constraining every dictionary atom with d j 2 ≤ c, where c > 0 is a chosen constant, is the most common choice for regularizing dictionary atoms in a single layer model. However, during experiment, we found that such constraint is too stringent for the network to converge due to the projection on descent gradient.
EXPERIMENTS
We conduct extensive experiments on CIFAR-10 and CIFAR-100. We demonstrate that the proposed SCN exhibits competitive performance while using much smaller number of parameters and layers compared to numerous deep neural network approaches. Notably, a 14-layer SCN model exceeds the performance of a 164-layer and 1001-layer deep residual network, respectively. The proposed SCN is implemented using Matlab with C++ and GPU backend based on the framework of MatConvNet [31] . Experiments are conducted on a server with 4 Nvidia Tesla P40 GPUs.
Model. The architecture of the network is similar to the ResNet [10] . The SCN is configured with 7 bottleneck module which includes 14 sparse coding layers that are divided into 3 sections, i.e., (16, 16K) × 3 − (32, 32K) × 2 − (64, 64K) × 2, where each (M, M K) × P denotes a bottleneck module that is repeatedly stacked for P times, the output dimensions of reduction and expansion layers are M and M K. For CIFAR-10 and CIFAR-100, we exploit the performance of the network with different width, i.e., K ∈ {1, 2, 4}. For MNIST and STL-10, we set K = 4. We denote an SCN with width of M K as SCN-K. Filter of every sparse coding layer has a receptive field with size of 3 × 3. We use the same configurations for CIFAR-10, CIFAR-100 and STL-10, and for MNIST we set the filter number of the first layer to be 8 due to the simplicity of the dataset. Following the architecture of ResNet, we apply spatial subsampling with a factor of 2 at the last two bottleneck modules. The last sparse coding layer is followed by one global spatial average pooling layer [32] and one fully connected layer which is the linear classifier. Batch normalization is added after each sparse coding layer to facilitate the convergence. 
CIFAR-10 and CIFAR-100
Our most extensive experiment is conducted on the CIFAR-10 and CIFAR-100 datasets, which consists of 60, 000 color images that are evenly splitted into 10 classes. The database is split into 50, 000 training samples and 10, 000 test samples. Each class has 5, 000 training images and 1, 000 testing images with size 32 × 32. CIFAR-100 has exactly the same set of images as CIFAR-10 but are split into 10 times more classes, therefore each class has much fewer training samples compared with CIFAR-10, making it a more challenging dataset for the task of classification.
SCN outperforms previous deep sparse coding models. As shown in Table 1 , for CIFAR-10, previous sparse codingbased models of OMP [18] and NOMP [7] networks reported a classification error of 18.50% and 18.60%, respectively. With the aid of bottleneck module and end-to-end supervised learning algorithm, the proposed SCN demonstrates an improvement of 13% on accuracy while only using 0.69M parameters.
Wider dictionary in expansion layer significantly improves performance. Table 1 and Fig. 1 show that the classification performance of SCN increases with the width of the dictionary of the expansion layer, gaining 3% and 6% on CIFAR-10 and CIFAR-100, respectively. In the case when K = 4, our 15-layer SCN exhibits competitive performance compared to 20-layer SwapOut network on CIFAR-10 while using twice fewer parameters.
SCN with bottleneck module uses parameters efficiently. From Table 1 , we can see that the proposed SCN uses fewest learnable parameters compared to all baseline models and contain fewest number of layers compared to all deep neural network-based baselines. Compared to the state-of-theart approach of ResNext, our model uses almost 100× fewer parameters and almost one half of layers while still reaching a competitive performance. Moreover, the SCN-4 outperforms other approaches with similar model size such as ResNet-1001 on CIFAR-100.
SCN exhibits strongly competitive performance compared to baselines models. The proposed SCN achieves classification error of 5.81% and 19.93% on CIFAR-10 and CIFAR-100, respectively, which is shown in Table 1 . Consider the small size of our model, the performance of SCN is rather strong and competitive. In addition, our model has not yet exploited numerous useful tools in deep neural network such as dropout, shortcut connection and swapout, we strongly believe that the performance of SCN can be further improved.
CONCLUSION AND DISCUSSION
In this paper, we have developed a novel multilayer sparse coding network based on nonnegative sparse coding and multilevel optimization. We propose applying bottleneck module to dramatically reduce the overfitting and computational costs of SCN. Moreover, we also show that our SCN is compatible with other powerful deep learning tools such as batch normalization. We have demonstrated that our network produces results competitive with deep neural networks but uses significantly fewer parameters and layers.
