The Dirac equation can be modelled as a quantum walk, with the quantum walk being: discrete in time and space (i.e. a unitary evolution of the wave-function of a particle on a lattice); homogeneous (i.e. translationinvariant and time-independent), and causal (i.e. information propagates at a bounded speed, in a strict sense). This quantum walk model was proposed independently by Succi and Benzi, Bialynicki-Birula and Meyer: we rederive it in a simple way in all dimensions and for hyperbolic symmetric systems in general. We then prove that for any time t, the model converges to the continuous solution of the Dirac equation at time t, i.e. the probability of observing a discrepancy between the model and the solution is an O(ε 2 ), with ε the discretization step. At the practical level, this result is of interest for the quantum simulation of relativistic particles. At the theoretical level, it reinforces the status of this quantum walk model as a simple, discrete toy model of relativistic particles.
Introduction
The Dirac equation. This PDE is the main equation for describing the behaviour of relativistic quantum particles. For a free fermion of mass m, it takes the form (in Planck units = c = 1):
where:
• Latin index j spans the spatial dimensions 1 . . . n whereas Greek indices µ, ν will span the space-time dimensions 0 . . . n.
• ψ is a space-time wave-function from R n+1 to C d , with d a number that depends on n, whereas φ will denote a space-like wave-function from R n to C d .
• The (α µ ) are d×d hermitian matrices which must verify {α µ , α ν } = 2δ µν Id, i.e. they square to the identity and pairwise anticommute. The notation Aψ, with A a d×d matrix, stands for the function that maps (x µ ) ∈ R n+1 to Aψ(. . . x µ . . .).
• The notation ψ(x µ ) stands for the function that maps (x ν ) ν =µ ∈ R n to ψ(. . . x µ . . . x ν . . .), e.g. we may write φ = ψ(x 0 = 0) for the initial state. The notation ∂ µ ψ stands for the partial derivative with respect to the µ-th coordinate.
Discretization. For the purpose of quantum simulation (on a quantum device) as envisioned by Feynman [1] , or for the purpose of exploring the power and limits discrete models of * Electronic address: mforets@fing.edu.uy † Electronic address: pablo.arrighi@imag.fr physics, we may wish to discretize the Dirac equation. There are (at least) two obvious directions one could follow. First, through finite-difference methods one gets (where τ µ,ε denotes translation by ε along the µ-axis):
ψ(x 0 + ε) = (Id −iεD ε )ψ(x 0 ),
The problem with this crude approach is that (Id −iεD ε ) does not conserve the ||.|| 2 -norm, in general. From the point of view of numerical simulation, this means one has to check the model's convergence and stability. From the point of view of quantum simulation this simply bars the model as not implementable on a simulating quantum device. From the point of view of discrete toy models of physics, this means that the model lacks one of the fundamental, guiding symmetries: unitarity. The second approach would be integrating exactly the original Dirac equation, and expressing ψ(x 0 + ε) as a function of ψ(x 0 ). The transformation would be unitary, but it is unclear how to discretize space. The Dirac Quantum Walk. In [2] [3] [4] , the Dirac equation is modelled as a Quantum Walk, i.e. a dynamics having the following features:
• The spacetime is a discrete grid;
• The evolution is unitary;
• It is homogeneous, i.e. translation-invariant and timeindependent;
• It is causal, i.e. information propagates strictly at a bounded speed.
In fact, [4] is considered to be one of the seminal papers about Quantum Walks [5] .
In numerical analysis, in order to evaluate the quality of a numerical scheme model, two main criteria are used. The first criterion is consistency, a.k.a. accuracy. Intuitively it demands that, after an ε of time, the discrete model approximates the solution to a given order of ε. Consistency of the (1 + 1)-dimensional Dirac Quantum Walk has been argued in [4] , and for the (1 + 1)-dimensional massless case in [6] . It has been observed numerically in (1 + 1)-dimensions in [7] and in (3 + 1)-dimensions in [8] [9] [10] . It has been proved in (1 + 1)-dimensions in [11] [12] [13] .
In this paper we provide a simple and formal derivation of the consistency of the Quantum Walk model of the Dirac equation, which works in full generality: we do not limit ourselves to the massless case, nor to the
The second criterion is convergence. Intuitively it demands that, after an arbitrary time x 0 , and if ε was chosen small enough, the discrete model approximates the solution to a given order of ε. This criterion is stronger 1 . Convergence has been observed numerically in (3 + 1)-dimensions in [8] [9] [10] . It has been proved in (1 + 1)-dimensions in [11, 12] . In this paper, we provide a simple and formal derivation of convergence, which works in full generality: we do not limit ourselves to the massless case, nor to the (1 + 1)-dimensional case.
The difficulty to analyse the (3 + 1)-dimensional Dirac Quantum Walk is mentioned in [12, [14] [15] [16] . Our approach is based upon techniques such as: Sobolev spaces; Symmetric hyperbolic systems; Operator splitting, the Lax theorem. We also address the question of the discretization of the input wavefunction φ. Altogether we prove that for any time x 0 and a sufficiently regular initial condition φ, the probability of observing a discrepancy between the iterated walk Reconstruct(W x0/ε ε Discretize(φ)) and the solution of the Dirac equation ψ(x 0 ) = T (x 0 )φ, goes to zero, quadratically, as the discretization step ε goes to zero. Other related works. The non-relativistic Dirac to Shrödinger limit of the Dirac Quantum Walk is studied in [2, 11, 14, 17] . Decoherence, entanglement and Zitterbewegung are studied in [7, 12] . Refinements aimed at numerical simulations and accounting for the Maxwell-Dirac equations or the timedependent Dirac equation are given in [18] [19] [20] . Algorithmic applications of the Dirac Quantum Walk are studied in [21] . First principles derivations in (1 + 1) and (3 + 1)-dimensions are provided in [13, 22] .
The ideas behind the (1 + 1)-dimensional Dirac Quantum Walk can be traced back to Feynman's relativistic checkerboard [23] , although early models where not unitary [24] and sometimes continuous-time Ising-like [25] . In (2 + 1)-dimensions, continuous-time models over the honeycomb lattice have been conceived in order to model electron transport in graphene [26] .
In [27] the authors define a discrete-time quantum walk modelling the (3 + 1)-dimensional Dirac equation. It is not homogeneous: neither is it translation-invariant, nor timeindependent. But it reproduces samplings of the continuous solution exactly.
We start with informal derivations in (2 + 1) and (3 + 1)-dimensions (Section I). We recall well-posedness results for the Dirac equation (Section II), and continue with the formal analysis of the model, proving: consistency, stability and convergence (Sections III, IV and V). Finally, we discuss space discretization and other considerations such as generalizations and observational equivalence (SectionsVI and VII).
I. INFORMAL DERIVATIONS
A standard representation of the (2 + 1)-dimensional Dirac equation is:
and (σ µ ) the Pauli matrices (with σ 0 the identity). Now, intuitively,
but this statement and its hypotheses will only be made formal and quantified in later sections. Meanwhile, substituting Eq. (2) into Eq. (3) for µ = 0 yields:
since σ 1 = Hσ 3 H with H the Hadamard gate. Using the definition of σ 3 , Eq. (3), and taking the convention that C 2 is spanned by the orthonormal basis {|l /l ∈ {−1, 1}}, we get:
with C ε = exp −iεmσ
Overall, we have:
where the T matrices are partial shifts. This Dirac Quantum Walk [2] [3] [4] models the (2 + 1)-dimensional Dirac equation. It has a product form. Such 'alternate quantum walks' have the advantage of using a two-dimensional coin-space instead of a four-dimensional coin-space: fewer resources are needed for their implementation [28] . It is still just one quantum walk, i.e. a translation-invariant causal unitary operator.
From (2 + 1) to (3 + 1)-dimensions the Dirac equation changes form, the spin degree of freedom goes to degree four. The equation is:
Indeed, one can check that the matrices σ 2 ⊗ σ 0 and (−σ 3 ⊗ σ i ) are hermitian, that they square to the identity, and that they anticommute. Using the definition of σ 3 , Eq. (3), and taking the convention that C 4 is spanned by the orthonormal basis {|r, l / r, l ∈ {−1, 1}}:
|r, l r, l|τ j,rlε .
Similarly,
Likewise,
Finally, let C ε = exp −iεm(σ 2 ⊗ σ 0 ) . We have:
where the T matrices are partial shifts. This is the (3 + 1)-dimensional Dirac Quantum Walk. We now move on to the formal analysis of the model.
II. WELL-POSEDNESS
Numerical analysis is mostly about finding discrete models to approximate the continuous solutions of a well-posed Cauchy problem. Here, the Cauchy problem is to find the solution ψ given ψ(0) and i∂ 0 ψ = Dψ. Cauchy problems are well-posed if and only if the solution exists, is unique, and depends continuously upon ψ(0). Since the Dirac equation is a symmetric hyperbolic system, the problem is known [29] 
and the well-posedness result are discussed in Appendix B.
Notice also that the Sobolev norm involves an integral in Fourier space. For this reason, and because the Dirac operator is just a pointwise multiplication in Fourier space, most of our derivations will use it. Conventions and basic facts about Fourier space are given in Appendix A.
III. CONSISTENCY
In numerical analysis, in order to evaluate the quality of a numerical scheme model, the first criterion is consistency, a.k.a. accuracy. Intuitively it demands that, after an ε of time, the discrete model approximates the solution to a given order of ε. Formally, say a Cauchy problem is well-posed on X, with Y a dense subspace of X. The discrete model W ε is consistent of order r on Y if and only if there exists C such that for any solution ψ with ψ(x 0 = 0) ∈ Y , for all ε ∈ R + , we have
This is what we will now prove: that for
, there exists C such that for all φ, ε:
is the continuous solution's time evolution operator. We work on Fourier space and seeŴ ε (k) with fixed k as a function of the real-value ε. First, observe that the quantum walk operator can generally be written as (we sometimes omit the k dependence in the notations of this section):
WithÂ µ hermitian, |||Â 0 ||| 2 = m, |||Â j ||| 2 = k j ,Â µ hermitian and µÂ µ =D (see Appendix A for further details). For instance, in (2 + 1)-dimensions,Â 0 is equal to mσ 2 ,Â 1 is equal to k 1 σ 1 andÂ 2 is equal to k 2 σ 3 (see Appendix A for further details).
AsŴ ε (k) is a matrix whose elements are products of trigonometric functions and exponentials, its entries are C ∞ functions (on the variable ε). We will denote ∂ ε the derivative with respect to variable ε in each entry. Observe that W 0 = Id. Now we will calculate the first and second order derivatives making use of Eq. (4). For the first order derivative we have 
For the second order derivative, we have:
where we get to the preceding line using that for real numbers,
n ) and to the last line using
. By application of Taylor's formula with the integral form for the remainder [30] to each entry of the matrixŴ ε , we get
Let us defineR
whose operator norm can be bounded after substitution of the previous expressions and application of the triangular inequality, thus obtaining
where we used that the eigenvalues ofD are ±γ with γ 2 = m 2 + ||k|| 
which is what we wanted to prove, C being 1 + n 2 .
IV. STABILITY
In numerical analysis, in order to evaluate the quality of a numerical
We proceed by applying the definition of Sobolev norm, which yields
where in the second to third lines we used the fact that as W ε is a translation-invariant unitary operator it is represented in Fourier space as a left multiplication by a unitary matrix W ε (k), which depends on k. See Appendix A for this particular case, and for instance [31] for the general case. We then have 
V. CONVERGENCE
In numerical analysis, in order to evaluate the quality of a numerical scheme model, the most important criterion for quality is convergence. Intuitively it demands that, after an arbitrary time x 0 , and if ε was chosen small enough, the discrete model approximates the solution to a given order of ε. Fortunately, the Lax theorem [32, 33] states that stability and consistency implies convergence. Unfortunately, as regards the quantified version of this result, the literature available comes in many variants, with various degrees of formalization, each requesting different sets of hypotheses. Thus, for clarity, we inline the proof here.
Formally, say a Cauchy problem is well-posed on X and Y , with Y a dense subspace of X. The discrete model W ε is convergent of order r on Y if and only if there exists C such that for any solution ψ with ψ(x 0 = 0) ∈ Y , for all x 0 ∈ R + , k ∈ N, we have:
This is exactly what we will now prove: that for s ≥ 0, r = 1,
l , and because
We have:
From consistency there exists C such that for all φ,
Hence,
as requested.
VI. SPACE DISCRETIZATION
This paper aims at giving a quantum walk model W ε :
So far we explained how we can discretize time the Dirac equation, but in order to get a quantum walk, we need to discretize space as well. In a sense, this is already done since the walk operators W ε that we defined, although they take as input functions in H s (R n ) d , can equally well be defined on ℓ 2 (εZ n ) d , for the only shift operators involved in their definitions are multiples of the T j,ε -s. The question remains, however, of what initial state we can feed our quantum walks, and how we are to interpret their output. Answering this question is the aim of this Section. One of the difficulties, in particular, is to construct,
That the discretized version of φ be normalized is essential so that the quantum simulation can be implemented on a quantum simulator, just like the unitarity of W ε was essential. This Section relies heavily on notations introduced in Appendix A. Discretization procedure. We discretize by
, where χ A denotes the indicator function of A, applies an ideal low-pass filter, and that
is, up to a constant, the sampling of φ LP , see Appendix A. Discretize(φ) is hence proportional to the function obtained by sampling φ after it has been low-pass filtered. Since F S and F T are unitary, the renormalization is by a factor of φ LP
−1
2 . For it to be well-defined, we must check that φ LP does have a non-zero norm. Low-pass filtering. For every s ≥ 0, we have
This tells us two things. First, if
, then φ LP = 0, so it can be renormalized. Second, the loss induced by lowpass filtering is small, as needed below in order to bound the overall error. Reconstruction procedure. We reconstruct by
with the convention that
n , and the inverse renormalization is by a factor of φ LP 2 . Notice that
and that this reconstruction is equivalent to the WhittakerKotelnikov-Shannon formula (cf. [34] , [35] for the multidimensional case).
Overall scheme.
Given a wave function φ, we approximate T (εl)φ, the continuous evolution of φ, by Reconstruct(W l ε (Discretize(φ))) the reconstruction of the walk iterated on the discretization of φ. Let us bound the overall error. For all φ we have (renormalizations cancel out by
where the preceding step comes from the last line of Appendix A. Now, since W l ε is unitary, we have
On the other hand in Section V we had:
And thus the bound on the overall error is:
where in the last inequality we should recall that ε is the discretization parameter and k the number of iterations, thus x 0 = εl is for how long the evolution is simulated.
VII. FURTHER CONSIDERATIONS
Generalizations. The method would work equally well for any symmetric hyperbolic systems with rational eigenvalues, i.e. equations of the form
where the (β j ) are d×d hermitian having rational eigenvalues, and β 0 is hermitian. We can write
q ∈ N * , U j unitary, and ∆ j diagonal with integer coefficients λ j 0 , . . . , λ j d . The same procedure yields the quantum walk:
More generally even, the method would work for equations of the form
such that each exp (−iD j ) is a quantum walk. Indeed, the same procedure yields the quantum walk
Ultimately, it is the fact the Dirac Hamiltonian is a sum of logarithms of Quantum Walks, which enables us to model it as the product of these Quantum Walks.
Observational equivalence. Consider the case when
: the Sobolev norm then coincides with that of quantum theory, and we can interpret convergence in an operational manner. Convergence gives us the existence of C such that if
According to quantum theory the probability of observing through a measurement a discrepancy between the iterated walk W l ε l φ and the solution of the Dirac equation ψ(x 0 ) is given by sin 2 (θ), with θ the angle between both vectors. Simple trigonometric reasoning shows that this is bounded above by ε 2 x 2 0 C 2 ||ψ(0)|| 2 , i.e. it diminishes quadratically as ε goes to zero.
Summary
The Quantum Walk
models the Dirac equation. Indeed, consistency is ensured to first order and stability is given by unitarity, hence the model is convergent to first order. The result can be specialized elegantly to lower dimensions. It can also be generalized to other first-order PDEs, as well as to PDEs whose Hamiltonians can be expressed as a sum of logarithms of Quantum Walks. The model is suitable for quantum simulation, or as a discrete toy model. The Quantum Walk is parametrized on ε, the discretization step. It is of course tempting to set ε to in Planck units, and grant
a more fundamental status. One could even wonder whether some relativistic particles might behave according to this Quantum Walk, rather than the Dirac equation. To our reader, we ask: could experimentalists really tell the difference? A decohered version of the quantum walk model could be studied using the general techniques of [36] . We plan to study to which extent such discrete models retain some Poincaré-invariance.
where by k · x we mean the scalar product in Euclidean space R n , x = (x j ), and k = (k j ). The function F T is unitary, its inverse is
From the above definition it is easily seen that for the spatial derivatives: F T (∂ j φ)(k) = ik jφ . Is is also useful to recall that for translations:
In Fourier space the (2 + 1)-dimensional Dirac operator, Eq. (2), becomes:
with eigenvalues ±|γ|, being γ 2 = m 2 + ||k|| 2 . The same formula for the eigenvalues holds true in three dimensions (i.e. there is a twofold degeneracy).
In Fourier space the (2 + 1)-dimensional Dirac Quantum Walk operatorŴ ε , decomposes as a product of exponential matrices, using identities such as:
and likewise for the other directions. Eventually in (n + 1)-dimensions it takes the form
with some knownÂ µ . Fourier series. We recall that the Fourier series of the wave-
The function F S is unitary, its inverse is
The sign conventions of the exponentials are non-standard; they have been chosen to that, wheneverφ
n , then (with | X denoting restriction to X):
Indeed, the first point follows from the definition, and the second is the reciprocal. [37] . Finally, notice that, on the one hand, the choice of having the ||.|| H s m -norm to depend on m is slightly non-standard: usually this constant is set to zero. On the other hand, three elements argue in favour of this nonstandard choice: 1/ this fits nicely with the mathematics of this paper; 2/ our main use of the ||.|| H s>0 m -norm is to impose a sufficiently regular initial condition on the particle's wave-function, that this regularity condition may depend on the particle's mass m does not seem problematic; 3/ the above defined ||.|| H s m -norm is equivalent to the usual ||.|| H s -norm: • D is a densely defined operator of X;
• There exists a dense subset Y of X such that for every initial condition in Y , the Cauchy problem has a solution;
• There exists a non-decreasing function C : R + → R + such that for every solution ψ (not necessarily from an initial condition in Y ) and every x 0 ∈ R + , ||ψ(x 0 )|| X ≤ C(x 0 )||ψ(0)|| X .
A hyperbolic symmetric system is a Cauchy problem of the form
where the (β µ ) are hermitian. For symmetric hyperbolic systems, the Cauchy problem is known to be well-posed in H s (R n ) d for any s ≥ 0. D is defined on the subspace of φ ∈ H s (R n ) d such that Dψ ∈ H s (R n ) d , which is dense indeed, and every initial condition in this space yields a solution. The H s -norm is constant for solutions of the problem, so that C(t) = 1 fulfills the requirement. For references, see [29] (1.6.21) or [38] .
