We investigate, in this article, a generalization of the Riemann-Roch theorem for graphs of Baker and Norine, with a view toward identifying new objects for which a twovariable zeta-function can be defined. To a lattice Λ of rank n − 1 in Z n and perpendicular to a positive integer vector R, we define the notions of g-number and of canonical vector, in analogy with the notions of genus and canonical class in the theory of algebraic curves. When Λ is the full sublattice of Z n perpendicular to R, its g-number turns out to be the classical Frobenius number of the coefficients of R. We investigate the existence of canonical vectors-in particular, in the context of arithmetical graphs-where we obtain an existence theorem using methods from arithmetic geometry. We show that a two-variable zeta-function can be defined when a canonical vector exists.
Let R ∈ Z n be a vector with strictly positive integers entries. We denote its transpose by t R = (r 1 , . . . , r n ) . In this article, unless specified otherwise, any integer vector denoted R is assumed to have gcd(r 1 , . . . , r n ) = 1.
Let D ∈ Z n . We define the degree of D as deg R (D) := D · R. When the context makes the reference to R unnecessary, we will denote deg R simply by deg. The kernel of the degree homomorphism Z n → Z is the lattice in Z n perpendicular to R:
For any sublattice Λ ⊆ Λ R of rank n − 1, we define Pic(Λ) The order of the group Pic 0 (Λ G ) is well known to be the number κ(G) of spanning trees of G [6, 6.3] . The group Pic 0 (Λ G ) occurs in the literature under different names, depending on the context in which it is used: group of components [19] (1989), sandpile group [11] (1990), jacobian group [2] (1997), or critical group [7] (1999). See [22] for the relationships between this group and the eigenvalues of the Laplacian.
Recall that the integer β(G) := m − n + 1 is the first Betti number of the graph.
The work of Baker and Norine [3] completely determines the integer g(Λ G ). of the set of D ∈ Z n of degree β(G) − 1 that are not equivalent to an effective divisor is given in [3, 3.4] , showing in particular that this set is not empty. Hence, g(Λ G ) = β(G).
Fix positive integers r 1 , . . . , r n . We define g(r 1 , . . . , r n ) to be one more than the largest integer that does not belong to the additive semigroup of Z generated by r 1 , . . . , r n .
In other words, every integer N ≥ g(r 1 , . . . , r n ) can be written in the form n i=1 x i r i with x i ≥ 0 for all i = 1, . . . , n, and g(r 1 , . . . , r n ) − 1 cannot be written in this form.
In this article, we call g(r 1 , . . . , r n ) the Frobenius number of r 1 , . . . , r n , even though it is the integer g(r 1 , . . . , r n ) − 1 which is classically called the Frobenius number of r 1 , . . . , r n in the literature. We chose this rescaling so that we have the property g(r 1 , . . . , r n ) ≥ 0. In particular, if r i = 1 for some i, g(r 1 , . . . , r n ) = 0.
Our next lemma shows that g(Λ R ) = g(r 1 , . . . , r n ). We can thus interpret the integer g(Λ) as a generalization of the Frobenius number to lattices. Lemma 2.4. Let R > 0 be as above, and Λ ′ ⊆ Λ ⊆ Λ R be lattices of rank n − 1. (b) Follows from the definitions.
(c) If g(Λ) = 0, we find that every D of degree 0 is equivalent to an effective.
But there is only one effective E ≥ 0 with deg(E) = 0, the zero vector. Hence, Pic 0 (Λ) = (1), and Λ = Λ R .
Our next proposition implies that the integer g(Λ) exists. Given any positive integer x, we let xΛ := {xD, D ∈ Λ}. Denote by e = e(Λ), the exponent of the group Pic 0 (Λ).
In particular, when Λ ⊆ Λ R , eΛ R ⊆ Λ.
Proposition 2.5. Let R > 0 be as above, and Λ ⊆ Λ R be a lattice of rank n− 1 and exponent e. Then
Proof. The second inequality is immediate from the first. To prove the first, we
The following rescaling makes for a prettier formula. Let
is the largest integer not representable as a linear combination of r 1 , . . . , r n in positive integers. Proposition 2.5 implies that f(Λ) ≤ ef(Λ R ).
Let G be a graph as in Example 2.2. Let e denote the exponent of the group
. This bound is achieved when G is a graph on two vertices linked by m edges. Note that when G has vertex connectivity at least 2, κ(G) ≥ m [22, 4.3] .
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The Riemann-Roch theorem of Baker and Norine [3] shows that a canonical vector exists for the lattice Λ G associated to any graph G.
Proposition 2.7. Let G be a graph as in Example 2.2, and let Λ G ⊆ Z n be its associ-
, and is proved to hold in the proof of 1.12 of [3] .
The motivation for introducing the notions of g-number and canonical vector is found in Definition 3.1 and Proposition 3.4. The existence of a canonical vector for Λ allows for the existence of a Riemann-Roch structure on Λ, to which one associates a two-variable zeta-function. These topics are discussed in the next section.
and Pic(Λ) contains a single class of degree g(Λ) − 1 which is not equivalent to an effective, the class of
Thus, 2D 0 is a canonical vector for Λ. Moreover, Proof. Note first that any lattice Λ is of the form Λ = Im(L) for some matrix L ∈ M n (Z). Simply take n vectors in Z n which generate Λ, and let L denote the matrix whose columns are these vectors. To prove the lemma, it suffices to show that 3
Riemann-Roch Structures
Can the Riemann-Roch theorem in [3] be extended to apply to structures other than graphs? We propose in this section the following extension. Fix R > 0. Let Λ ⊆ Λ R be a sublattice of rank n− 1 as in Section 2, with g-number g = g(Λ) and degree function deg R .
isfying the following properties (a)-(c): 
Proof. (i) and (ii):
class of K is uniquely determined by h. Indeed, suppose that K and K ′ both satisfy the condition in the Riemann-Roch formula. Then h(
, as desired.
Lemma 3.3.
Let h be a Riemann-Roch structure on Λ. Consider the properties (1) and (2) below, which are satisfied by the classical Riemann-Roch function in the context of curves:
Then:
Using (2), we find that
(ii) Assume that the Riemann-Roch structure h satisfies (1). Then
Indeed, this bound trivially holds if h(D) = 0. When h(D) ≥ 1, we find that
D is equivalent to an effective. Hence, applying (1),
It follows from (a) that h(D)
(iii) Assume that the Riemann-Roch structure h satisfies (2) . Then it satisfies the analogue of Clifford's Theorem: Riemann-Roch formula implies that
Proposition 3.4. Let Λ ⊆ Λ R be a lattice of rank n− 1 with g-number g and |Pic 0 (Λ)| > 1.
Then Λ has a Riemann-Roch structure if and only if there exists a canonical divisor K for Λ.
Proof. Suppose that Λ has a Riemann-Roch structure h with associated divisor K. We claim that K is a canonical divisor for Λ. Indeed, for all D of degree g − 1, the Riemann-
Suppose the existence of a canonical divisor K for Λ. Let us define a Riemann-
, and the Riemann-Roch formula holds.
We leave it to the reader to check that h ǫ and the divisor K define a Riemann-Roch structure on Λ. 
Proof. Let D ≥ 0 and D
and the inequality (3.3) is obvious.
We leave the details of the cases g = 1 and g = 0 to the reader. Definition 3.6. Let Λ ⊆ Λ R be a lattice of rank n− 1 with g-number g and a RiemannRoch structure h. The zeta-function of h is defined as follows:
where we set u 0 := 1.
Given a Riemann-Roch structure h, we may obtain a possibly different RiemannRoch structure by considering h ǫ defined in Proposition 3.4, keeping the same canonical divisor for both h and h ǫ . We can thus also consider the associated zeta-function 
.
. and Riemann-Roch structure h. Then
,
and for all i = 1, . . . , g, c i (u) is an integer polynomial; when h satisfies the analog of Clifford's Theorem (Lemma 3.3(iii)), the degree of c i (u) is at most (i + 1)/2. Moreover, (a) Functional equation:
(c) The leading term of f(t, u) as a polynomial in u is t 2g − t 2g−1 , and the poly-
Proof. We let κ := |Pic 0 (Λ)|. This proposition follows formally from the properties of the function h. Our proof below follows closely the classical proof of the rationality of the zeta-function for curves over finite fields (see, e.g., [20, VIII.6 and VIII.7] ).
as the sum of two terms α(t, u) and β(t, u), where
, and
The second expression can be rewritten using Lemma 3.2(b) as
for some polynomial F (t, u). We can compute α(t, 1) + β(t, 1) = 0 explicitly. It follows that u − 1 divides F (t, u). Hence, we find that
f(t, u) with integer coefficients, and degree in t at most 2g.
An easy calculation shows that
. It is also easy to check that
We now turn our attention to the term α(t, u) and prove that the zeta-function satisfies the expected functional equation in (a). We use first the fact that the map 
The Riemann-Roch formula 3.1(a) is now used to show that
This completes the proof of (a).
We now use the fact that if deg(
showing that f(t, u) = 1 + tϕ(t, u). The functional equation shows that
This equality implies that f(t, u) has degree 2g in t, and the expected form
Let us write 
In particular, both c 1 (
, and we find that deg(c i (u))
It is then clear that when writing f(t, u) as a polynomial in u, only the terms
can contain a nontrivial multiple of the monomial u g . Since c 2 (u) has degree 1 and c 1 (u)
has leading term −1, we find that the leading term of f(t, u) as a polynomial in u is
To end the proof of part (c), we apply [24, 2.1], to the polynomial
, which is monic in t, has an irreducible leading coefficient in u, and satisfies
These conditions suffice to imply that F (t, u) and, hence, f(t, u) is absolutely irreducible.
Previous work on two-variable zeta-functions of curves and number fields can be found in [10, 15, 26, 32] . Inspired by these studies, we make the following definition.
Definition 3.11. Given a lattice Λ ⊆ Λ R of rank n− 1 with Riemann-Roch structure h and g-number g, consider
. A formal computation shows that
To a connected graph G is associated its Tutte polynomial, defined as a sum taken over the set Σ(G) of spanning trees of G: where i(T) and j(T) are nonnegative integers associated with the spanning tree T. In [8, p. 127 ], Biggs associates to Pic 0 (G) a polynomial L(t) of degree g, and proves using a result of Merino [23] that
A polynomial of degree g which naturally occurs in the context of our zeta-function is the numerator of Z h (Λ, t, 0) (Lemma 3.7). This polynomial does not depend on the existence of a canonical divisor. Using the notation of Proposition 3.10, we write
where a i denotes the number of elements
The following proposition follows directly from the definitions. Proof. The number of times the function h ǫ takes a given value is completely determined by the integers a i , i = 1, . . . , g. As the previous proposition shows, these integers are determined by L(t) = t −g T (G, 1, t −1 ).
Note that the function W h (Λ, x, y) is symmetric:
and this symmetry produces the functional equation satisfied by Z h (t, u). On the other hand, the Tutte polynomial is not symmetric in general. For instance, it is well-known that if G is a planar graph and G * denotes its dual, then
It is also known that Pic 0 (G) and Pic 0 (G * ) are isomorphic. With this definition, writing Z (G, t, u) := 1 + i≥1 b i (u)t i as in the proof of Proposition 3.10, we have
We 
Recall that a bridge on a graph G is an edge e of G such that G \ {e} is not connected.
Lemma 3.14. Suppose that G is a graph on n vertices without bridges. Then b(1, 1) = n.
In particular, two graphs without bridges with the same zeta-function have the same number of vertices, the same number of edges, and same complexity.
Proof. If deg(D) = 1, then h(D) ≤ 1 (use Clifford's Theorem). If h(D) = 1, then [D] = [E]
with E ≥ 0. There are exactly n divisors E ≥ 0 of degree 1. Each such divisor E has h(E) = Note that we know from our hypothesis that |Pic One finds in the literature several different definitions of a zeta-function of a graph, with contributions by many authors to the subject, including Ihara, Stark and
Terras [30] , Bartholdi [4] , and others. It would be of interest to understand how the Riemann-Roch zeta-function relates to these other objects.
Arithmetical Graphs
The notion of arithmetical graph was introduced in [17] , and we recall below in algebraic geometry, and encode some of the discrete data associated with the degeneration. They consist in a "usual" graph endowed with an additional structure, providing a lattice to which one may apply the considerations of the previous sections.
These objects may be similar enough to "usual" graphs that they may retain some of their properties, such as the existence of a canonical vector. Our strongest result in this direction is Theorem 4.2, the proof of which uses the theory of curves, and is thus not of a combinatorial nature. The main geometric invariant of an arithmetical graph is the integer g 0 (M)
defined by the expression
That g 0 (M) is always an integer is noted in [17, 3.6] . When t R = (1, . . . , 1) , we do not have examples of two arithmetical graphs
. In other words, we do not know whether the integer g 0 depends only on the lattice spanned by the columns of the matrix M.
In the Riemann-Roch theorem for the Laplacian of a graph, the canonical class is represented by
For an arithmetical graph (G, M, R), a natural analogue to consider is
Note that by adding together the columns of the matrix M we obtain the vector
Proof. We prove this theorem by first interpreting the matrix M as the intersection matrix associated with the reduction of a curve, and then by applying the RiemannRoch Theorem for curves.
Given M and R, there exist a complete discrete valuation ring O F (with field of fractions F and algebraically closed residue field k of characteristic 0), and a smooth proper geometrically connected curve X/F of (geometric) genus p g (X) with a regular model X /O F satisfying the following properties (see [33, 4.3] ). The special fiber X k /k of X /O F is the union of smooth irreducible curves C i , i = 1, . . . , n (called the components of
Each curve C i /k has genus 0 and multiplicity r i . Denote by (C i · C j ) the intersection number of the components C i and C j on X . The matrix ((C i · C j )) 1≤i, j≤n is called the intersection matrix of X k /k, and is equal to M. These conditions, on the intersection matrix and on the genus of the components of X k , imply that p g (X) = g 0 (M).
Our reference for the facts recalled below is [16, 9.1]. Since X is regular, the natural inclusion X → X induces a surjective restriction map res : Pic(X ) → Pic(X). 
For each i, we can choose a closed point P i of X a closed point P i of X whose closure P i in X intersects X k /k only in C i ; more precisely, we require the following: (P i · C i ) = 1, and 
, which is trivial on the generic fiber X by construc-
It would be of interest to find a completely combinatorial proof of this theorem.
It is also natural to wonder whether M has a canonical vector when g(M) < g 0 (M). We we find that g(R) = g(a, b) . A formula for the order of |Pic 0 (M)| when G is a tree is given in [17, 2.5] , and can be used to show that |Pic 0 (M)| = 1. Thus Lemma 2.4(a) implies that
). An easy computation shows that g 0 (M) = g(a, b).
(b) Given coprime integers 2 ≤ a < b < c with gcd(a, c) = 1, it is often possible to
In the example below, such an arithmetical graph has g 0 (M) = 1 + 
Existence of a Canonical Vector
In this section, we introduce several classes of lattices Λ of rank n − 1 for which we can compute g(Λ) and show the existence of a canonical vector. We show in Corollary 5.6 that the existence of a canonical vector for a lattice Λ perpendicular to a vector R is equivalent to the existence of a canonical vector for an associated lattice perpendicular to t (1, . . . , 1).
Let us note first the following easy facts. Let R ∈ Z n be an integer vector with strictly positive entries, as in Section 2.
Lemma 5.1. Let Λ ⊆ Λ R be a lattice of rank n − 1. Zeta-functions on graphs and Riemann-Roch theorems 31
