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Abstract
A class of BF-type I functions and its extensions are introduced in the continuous case, an example
is presented in support. Utilizing these new concepts, sufficient optimality conditions and duality
results are presented for multiobjective variational problems involving arbitrary norms.
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1. Introduction and preliminaries
Several classes of functions have been defined for the purpose of weakening the
limitations of convexity in mathematical programming. Several authors [4,9–11] have
contributed in this direction. Hanson and Mond [6,7] have been pioneers in introducing F-
convex functions and type I functions. Bector and Singh [2] introduced a class of functions
called B-vex functions. Recently Bhatia and Mehra [3] introduced B-type I and generalized
B-type I functions for continuous case.
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for the continuous case. This new class of functions is more general than the class of B-
type I functions [3] and (b, F)-convex functions [10]. These concepts are then utilized to
develop optimality and duality results for multiobjective variational problems involving
arbitrary norms in the objectives as well as the constraints.
We consider the following multiobjective variational problem:
(VP) minimize
( b∫
a
(
f1
(
t, x(t), x˙(t)
)+ ∥∥A1(t)x(t)∥∥L(1))dt, . . . ,
b∫
a
(
fk
(
t, x(t), x˙(t)
)+ ∥∥Ak(t)x(t)∥∥L(k))dt
)
subject to x(a)= xa, x(b)= xb, (1.1)
hj
(
t, x(t), x˙(t)
)+ ∥∥Cj (t)x(t)∥∥N(j)  0, t ∈ T , j ∈m, (1.2)
x(t) ∈ PS(T ,Rn), (1.3)
where T = [a, b] is a time interval, k = {1, . . . , k}, m = {1, . . . ,m}, Rn is the n-dimen-
sional Euclidean space. PS(T ,Rn) denote the space of all piecewise smooth n-dimen-
sional vector functions x defined on the compact subset T of R. We offer the norm of
x(t) ∈ PS(T ,Rn) by ‖x‖ = ‖x‖∞ +‖Dx‖∞ where the differential operator D is given by
y =Dx ⇔ x(t)= x(a)+
t∫
a
y(s) ds,
where D = d/dt except at discontinuities; xa and xb are given vectors in Rn, x˙(t) =
dx(t)/dt . fi , i ∈ k = {1,2, . . . , k} and hj , j ∈m= {1,2, . . . ,m} are assumed to be contin-
uously differentiable functions defined on T ×Rn ×Rn; Ai(t) and Cj (t) are respectively
pi × n, i ∈ k and qj × n, j ∈ m matrices whose entries are continuous real-valued func-
tions defined on T ; ‖ · ‖L(i), i ∈ k, ‖ · ‖N(j), j ∈m are arbitrary norms, and K is the set of
feasible solutions of (VP). Efficiency and proper efficiency are defined in their usual sense
as defined in [1].
In relation to (VP), we introduce the following multiple problems (P ∗r ) for each
r = 1, . . . , k:
(P ∗r ) minimize
b∫
a
(
fr
(
t, x(t), x˙(t)
)+ ∥∥Ar(t)x(t)∥∥L(r))dt
subject to (1.1), (1.2), (1.3),
b∫
a
(
fi
(
t, x(t), x˙(t)
)+ ∥∥Ai(t)x(t)∥∥L(i))dt

b∫ (
fi
(
t, x∗(t), x˙∗(t)
)+ ∥∥Ai(t)x∗(t)∥∥L(i))dt, i ∈ k, i = r.
a
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of P ∗r (4.8) for each r = 1, . . . , k.
The following result will be used in the sequel.
Lemma 1.2 [8]. If A(t) is a p × n matrix whose enteries are continuous real-valued
functions defined on T , x ∈ PS(T ,Rn), α ∈ PS(T ,Rp) and ‖α(t)‖∗L  1 , then
b∫
a
α(t)T A(t)x(t) dt 
b∫
a
∥∥A(t)x(t)∥∥
L
dt.
2. BF-type I functions and their generalizations
Definition 2.1. A functional F :T × Rn × Rn × Rn × Rn × Rn → R is sublinear with
respect to the sixth variable if for any x, x0 ∈Rn, x˙, x˙0 ∈Rn ,
F(t, x, x˙, x0, x˙0;a1 + a2) F(t, x, x˙, x0, x˙0;a1)+ F(t, x, x˙, x0, x˙0;a2)
for any a1, a2 ∈Rn, (A)
F (t, x, x˙, x0, x˙0;λa) λF(t, x, x˙, x0, x˙0;a) for any λ ∈ R, λ 0, a ∈ Rn. (B)
From (A) and (B), it follows
F(t, x, x˙, x0, x˙0;0)= 0.
Let us consider a sublinear functional F and the functional G,H :T ×Rn ×Rn → R.
We suppose G and H are continuously differentiable functions.
Definition 2.2. A pair (G,H) is said to be BF-type I at u ∈ PS(T ,Rn) with respect to
b0, b1, η if there exist functions b0, b1 : PS(T ,Rn)× PS(T ,Rn)→ R+ and η :T × Rn ×
Rn→ Rn such that for all x ∈K , we have
b0(x,u)
b∫
a
(
G(t, x, x˙)−G(t,u, u˙))dt

b∫
a
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Gx(t, u, u˙)− d
dt
Gx˙(t, u, u˙)
))
dt, (2.1)
−b1(x,u)
b∫
a
H(t, u, u˙) dt

b∫
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Hx(t, u, u˙)− d
dt
Hx˙(t, u, u˙)
))
dt. (2.2)a
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type I at u with respect to b0, b1, η.
Remark 2.1. (i) If F(t, x, x˙, u, u˙, a)= a, the above definition reduces to the definition of
B-type I functions defined by Bhatia et al. [3] in view of their Remark 2.1.
(ii) In the static case, if we take η(x,u) = 1, then (2.1) reduces to the definition of
(b, F)-convexity defined by Pandian et al. [10].
The authors are motivated to study this new class of continuous functions as there exist
a pair (G,H) of functions that is BF-type I but not B-type I with respect to same η and also
both G and H are not invex with respect to any function η as illustrated in the following
example.
Example 2.1. Define functions G,H :T × [0,1] × [0,1]→ R by
G(t, x, x˙)= −(x
3 − 3x)t
b2 − a2 , H(t, x, x˙)=
−(x2 − 2x)t
b2 − a2 .
Neither the function G nor H defined above are invex with respect to any function
η :T × [0,1] × [0,1] → R at u = 1. Also the pair (G,H) is not B-type I at u = 0 with
respect to the functions b0, b1 : [0,1]×[0,1]→R+ and η :T ×[0,1]×[0,1]→R defined
as follows:
η(t, x,u)=
{
(u2 − x2)(2− u), if u > x,
x2 − u2, otherwise;
b0(x,u)=
{
(1− u2)(x + u), if u > x,
1, otherwise;
b1(x,u)=
{
(1− u)(u2 − x2), if u > x,
0, otherwise.
But the pair (G,H) is BF-type I on [0,1] with respect to the same functions b0, b1, η
defined above where the sublinear functional F is defined as F(t, x, x˙, u, u˙; z)=−z.
Definition 2.3. A pair (G,H) is said to be quasi-pseudo-BF-type I at u ∈ PS(T ,Rn)
with respect to b0, b1, η if there exist functions b0, b1 : PS(T ,Rn)× PS(T ,Rn)→ R+ and
η :T ×Rn ×Rn →Rn such that for all x ∈K , we have
b∫
a
G(t, x, x˙) dt 
b∫
a
G(t, u, u˙) dt
⇒ b0(x,u)
b∫
a
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Gx(t, u, u˙)− d
dt
Gx˙(t, u, u˙)
))
dt
 0, (2.3)
b1(x,u)
b∫
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Hx(t, u, u˙)− d
dt
Hx˙(t, u, u˙)
))
dt  0a
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b∫
a
H(t, u, u˙) dt  0. (2.4)
If in the preceding definition, the inequality (2.4) is satisfied as
b1(x,u)
b∫
a
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Hx(t, u, u˙)− d
dt
Hx˙(t, u, u˙)
))
dt  0
⇒−
b∫
a
H(t, u, u˙) dt > 0,
then we say that a pair (G,H) is quasi-strictly pseudo-BF-type I at u with respect to b0,
b1, η.
Definition 2.4. A pair (G,H) is said to be pseudo-quasi-BF-type I at u ∈ PS(T ,Rn)
with respect to b0, b1, η if there exist functions b0, b1 : PS(T ,Rn)× PS(T ,Rn)→ R+ and
η :T ×Rn ×Rn →Rn such that for all x ∈K , we have
b0(x,u)
b∫
a
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Gx(t, u, u˙)− d
dt
Gx˙(t, u, u˙)
))
dt  0
⇒
b∫
a
G(t, x, x˙) dt 
b∫
a
G(t, u, u˙) dt, (2.5)
−
b∫
a
H(t, u, u˙) dt  0
⇒ b1(x,u)
b∫
a
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Hx(t, u, u˙)− d
dt
Hx˙(t, u, u˙)
))
dt
 0. (2.6)
If in the foregoing definition, the inequality (2.5) is satisfied as
b0(x,u)
b∫
a
F
(
t, x, x˙, u, u˙;η(t, x,u)T
(
Gx(t, u, u˙)− d
dt
Gx˙(t, u, u˙)
))
dt  0
⇒
b∫
a
G(t, x, x˙) dt >
b∫
a
G(t, u, u˙) dt,
then we say that a pair (G,H) is strictly pseudo-quasi-BF-type I at u with respect to b0,
b1, η.
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Theorem 3.1 [8] (necessary optimality conditions). Assume that x∗ ∈ K is a properly
efficient solution for (VP) and that the constraints of (P ∗r ) satisfy Slater’s constraint
qualification for each r = 1, . . . , k. Then there exist λ∗ ∈ Rk , u∗ ∈ PS(T ,Rm+), α∗i ∈
PS(T ,Rpi ), i ∈ k and v∗j ∈ PS(T ,Rqj ), j ∈m such that the following relations hold for
all t ∈ T :
k∑
i=1
λ∗i
[
fix˙ (t, x
∗, x˙∗)+Ai(t)α∗i (t)
]+ m∑
j=1
u∗j (t)
[
hjx(t, x
∗, x˙∗)+Cj(t)T v∗j (t)
]
−D
[
k∑
i=1
λ∗i fix˙ (t, x∗, x˙∗)+
m∑
j=1
u∗j (t)hjx˙ (t, x∗, x˙∗)
]
= 0, (3.1)
m∑
j=1
u∗j (t)T
(
hj (t, x
∗, x˙∗)+ v∗j (t)T Cj (t)x∗(t)
)= 0, (3.2)
∥∥α∗i (t)∥∥∗
L(i)
 1, i ∈ k, ∥∥v∗j (t)∥∥∗
N(j)
 1, j ∈m, (3.3)
α∗i (t)T Ai(t)x∗(t)=
∥∥Ai(t)x∗(t)∥∥L(i), i ∈ k, (3.4)
v∗j (t)T Cj (t)x∗(t)=
∥∥Cj (t)x∗(t)∥∥N(j), j ∈m. (3.5)
In the following theorems we establish various sufficient optimality criteria for (VP).
Theorem 3.2. Let x∗ ∈K and assume that there exist λ∗ ∈ Rk , λ∗ > 0, u∗ ∈ PS(T ,Rn+),
α∗i ∈ PS(T ,Rpi ), i ∈ k and v∗j ∈ PS(T ,Rqj ), j ∈ m such that (3.1)–(3.5) are satisfied.
Let
Gi(t, x, x˙)= fi(t, x, x˙)+ α∗i (t)T Ai(t)x(t),
Hj (t, x, x˙)= hj (t, x, x˙)+ v∗j (t)T Cj (t)x(t).
Further, if (λ∗T G,u∗(t)T H) is BF-type I at x∗ with respect to functions b0, b1, η with
b0(x, x∗) > 0 for all x ∈K , then x∗ is a properly efficient solution for (VP).
Proof. Because (λ∗T G,u∗(t)T H) is BF-type I at x∗ with respect to functions b0, b1, η,
therefore for all x ∈K , we have
b0(x, x
∗)
b∫
a
{
λ∗T
(
f (t, x, x˙)+ α∗(t)T A(t)x(t))
− λ∗T (f (t, x∗, x˙∗)+ α∗(t)T A(t)x∗(t))}dt

b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d (fx˙(t, x∗, x˙∗))
))
dt, (3.6)
dt
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b∫
a
u∗(t)
(
h(t, x∗, x˙∗)+ v∗(t)C(t)x∗(t)) dt

b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt.
(3.7)
In view of (3.2), (3.7) can be rewritten as
0
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt. (3.8)
Adding (3.6) and (3.7), and using the sublinearity of F , we obtain
b0(x, x
∗)
b∫
a
{
λ∗T
(
f (t, x, x˙)+ α∗(t)T A(t)x(t))
− λ∗T (f (t, x∗, x˙∗)+ α∗(t)T A(t)x∗(t))}dt

b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d
dt
(
fx˙(t, x
∗, x˙∗)
))
+ η(t, x, x∗)T
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))
− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt. (3.9)
Equation (3.9) along with (3.1) yields
b0(x, x
∗)
b∫
a
{
k∑
i=1
λ∗i
[
fi(t, x, x˙)+ α∗i (t)Ai(t)x(t)
]}
dt
 b0(x, x∗)
b∫
a
{
k∑
i=1
λ∗i
[
fi(t, x
∗, x˙∗)+ α∗i (t)Ai(t)x∗(t)
]}
dt. (3.10)
Since b0(x, x∗) > 0 for all x ∈K , (3.10) implies
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a
{
k∑
i=1
λ∗i
[
fi(t, x, x˙)+ α∗i (t)Ai(t)x(t)
]}
dt

b∫
a
{
k∑
i=1
λ∗i
[
fi(t, x
∗, x˙∗)+ α∗i (t)Ai(t)x∗(t)
]}
dt. (3.11)
From Lemma 1.2, (3.3), (3.4) and (3.11), we have
b∫
a
{
k∑
i=1
λ∗i
[
fi(t, x, x˙)+
∥∥Ai(t)x(t)∥∥L(i)]
}
dt

b∫
a
{
k∑
i=1
λ∗i
[
fi(t, x
∗, x˙∗)+ ∥∥Ai(t)x∗(t)∥∥L(i)]
}
dt
which implies x∗ minimizes
b∫
a
{
k∑
i=1
λ∗i
[
fi(t, x, x˙)+
∥∥Ai(t)x(t)∥∥L(i)]
}
dt
over K with λ∗ > 0. Hence x∗ is properly efficient solution for (VP) on account of
Theorem 1 of Bector and Hussain [1]. ✷
Theorem 3.3. Let x∗ ∈ K and assume that there exist λ∗ ∈ Rk , u∗ ∈ PS(T ,Rn+), α∗i ∈
PS(T ,Rpi ), i ∈ k and v∗j ∈ PS(T ,Rqj ), j ∈m such that (3.1)–(3.5) are satisfied. Further,
if (λ∗T G,u∗(t)T H) is semistrictly BF-type I at x∗ with respect to functions b0, b1, η, then
x∗ is an efficient solution for (VP).
Proof. Suppose that x∗ is not an efficient solution for (VP), then there exist a feasible
point x ∈K and an index r , 1 r  k such that
b∫
a
(
fi(t, x, x˙)+
∥∥Ai(t)x(t)∥∥L(i))dt

b∫
a
(
fi(t, x
∗, x˙∗)+ ∥∥Ai(t)x∗(t)∥∥L(i))dt, i ∈ k, i = r, (3.12)
b∫
a
(
fr (t, x, x˙)+
∥∥Ar(t)x(t)∥∥L(r))dt
<
b∫ (
fr(t, x
∗, x˙∗)+ ∥∥Ar(t)x∗(t)∥∥L(r))dt. (3.13)
a
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b0(x, x
∗)
b∫
a
{
λ∗T
(
f (t, x, x˙)+ ∥∥A(t)x(t)∥∥
L
)}
dt
 b0(x, x∗)
b∫
a
{
λ∗T
(
f (t, x∗, x˙∗)+ ∥∥A(t)x∗(t)∥∥
L
)}
dt. (3.14)
Using Lemma 1.2, (3.3) and (3.4), (3.14) implies
b0(x, x
∗)
b∫
a
{
λ∗T
(
f (t, x, x˙)+ α∗T (t)A(t)x(t))}dt
 b0(x, x∗)
b∫
a
{
λ∗T
(
f (t, x∗, x˙∗)+ α∗T A(t)x∗(t))}dt. (3.15)
Further, in view of (3.2), we have
b1(x, x
∗)
b∫
a
u∗(t)T
(
h(t, x∗, x˙∗)+ v∗(t)T C(t)x∗(t))dt = 0. (3.16)
Equations (3.15) and (3.16) along with the fact that (λ∗T G,u∗(t)T H) is semistrictly BF-
type I at x∗ with respect to functions b0, b1, η yield
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d
dt
fx˙(t, x
∗, x˙∗)
))
dt < 0, (3.17)
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt  0.
(3.18)
Adding (3.17) and (3.18), and using sublinearity of F , we get
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d fx˙(t, x∗, x˙∗)
)dt
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[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))
− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt < 0
which in view of (3.1) gives a contradiction. Hence (3.12) and (3.13) cannot hold. ✷
Theorem 3.4. Let x∗ ∈K and assume that there exist λ∗ ∈ Rk , λ∗ > 0, u∗ ∈ PS(T ,Rn+),
α∗i ∈ PS(T ,Rpi ), i ∈ k and v∗j ∈ PS(T ,Rqj ), j ∈ m such that (3.1)–(3.5) are satisfied.
Further, if (λ∗T G,u∗(t)T H) is pseudo-quasi-BF-type I at x∗ with respect to functions
b0, b1, η with b1(x, x∗) > 0 for all x ∈K , then x∗ is a properly efficient solution for (VP).
Proof. From (3.2), we have
b∫
a
u∗(t)T
(
h(t, x∗, x˙∗)+ v∗(t)T C(t)x∗(t))dt = 0.
Because (λ∗T G,u∗(t)T H) is BF-type I at x∗ with respect to functions b0, b1, η, therefore
for any x ∈K , we have
b1(x, x
∗)
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt  0.
(3.19)
Since b1(x, x∗) > 0 for all x ∈K , (3.19) gives
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt  0.
(3.20)
Equation (3.20) along with (3.1) gives
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d
dt
(
fx˙(t, x
∗, x˙∗)
)))
dt  0. (3.21)
Using b0(x, x∗) 0 for all x ∈K in (3.21), we get
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∗)
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d
dt
(
fx˙(t, x
∗, x˙∗)
)))
dt  0. (3.22)
Equation (3.22) along with the fact that (λ∗T G,u∗(t)T H) is pseudo-quasi-BF-type I at x∗
with respect to functions b0, b1, η gives
b∫
a
{
λ∗T
(
f (t, x, x˙)+ α∗(t)T A(t)x(t))}dt

b∫
a
{
λ∗T
(
f (t, x∗, x˙∗)+ α∗(t)T A(t)x∗(t))}dt
which is same as (3.11). Rest of the proof is same as that of Theorem 3.2. ✷
Theorem 3.5. Let x∗ ∈ K and assume that there exist λ∗ ∈ Rk , u∗ ∈ PS(T ,Rn+), α∗i ∈
PS(T ,Rpi ), i ∈ k and v∗j ∈ PS(T ,Rqj ), j ∈m such that (3.1)–(3.5) are satisfied. Further,
if (λ∗T G,u∗(t)T H) is quasi-strictly pseudo-BF-type I at x∗ with respect to functions
b0, b1, η with b0(x, x∗) > 0 for all x ∈K , then x∗ is an efficient solution for (VP).
Proof. Suppose that x∗ is not an efficient solution for (VP), then there exist a feasible
point x ∈K and an index r , 1 r  k such that
b∫
a
(
fi(t, x, x˙)+
∥∥Ai(t)x(t)∥∥L(i))dt

b∫
a
(
fi(t, x
∗, x˙∗)+ ∥∥Ai(t)x∗(t)∥∥L(i))dt, i ∈ k, i = r,
b∫
a
(
fr (t, x, x˙)+
∥∥Ar(t)x(t)∥∥L(r))dt <
b∫
a
(
fr(t, x
∗, x˙∗)+ ∥∥Ar(t)x∗(t)∥∥L(r))dt.
Because λ∗  0, the previous relations give
b∫
a
{
λ∗T
(
f (t, x, x˙)+ ∥∥A(t)x(t)∥∥
L
)}
dt

b∫
a
{
λ∗T
(
f (t, x∗, x˙∗)+ ∥∥A(t)x∗(t)∥∥
L
)}
dt. (3.23)
Using Lemma 1.2, (3.3) and (3.4), (3.23) implies
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a
{
λ∗T
(
f (t, x, x˙)+ α∗T (t)A(t)x(t))}dt

b∫
a
{
λ∗T
(
f (t, x∗, x˙∗)+ α∗T A(t)x∗(t))}dt. (3.24)
Equation (3.24) along with the fact that (λ∗T G,u∗(t)T H) is quasi-strictly pseudo-BF-
type I at x∗ with respect to functions b0, b1, η yields
b0(x, x
∗)
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T λ∗T
×
(
fx(t, x
∗, x˙∗)+A(t)T α∗(t)− d
dt
fx˙(t, x
∗, x˙∗)
))
dt  0. (3.25)
Using (3.1) and the fact that b0(x, x∗) > 0 for all x ∈K in (3.25), we get
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt  0.
(3.26)
Again using the fact that b1(x, x∗) 0 for all x ∈K in (3.26), we get
b1(x, x
∗)
b∫
a
F
(
t, x, x˙, x∗, x˙∗;η(t, x, x∗)T
×
[
u∗(t)T
(
hx(t, x
∗, x˙∗)+C(t)T v∗(t))− d
dt
(
u∗(t)T hx˙(t, x∗, x˙∗)
)])
dt  0
which in view of the given hypothesis implies
−
b∫
a
u∗(t)T
(
h(t, x∗, x˙∗)+ v∗(t)T C(t)x∗(t))dt > 0,
which contradicts (3.2). Hence the result. ✷
4. Duality
The Mond–Weir type dual associated with (VP) is given by
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( b∫
a
(
f1
(
t, y(t), y˙(t)
)+ ∥∥A1(t)y(t)∥∥L(1))dt, . . . ,
b∫
a
(
fk
(
t, y(t), y˙(t)
)+ ∥∥Ak(t)y(t)∥∥L(k))dt
)
subject to x(a)= xa, x(b)= xb, (4.1)
u(t)T
(
h
(
t, y(t), y(t)
)+ ∥∥C(t)y(t)∥∥
N
)
 0, (4.2)
λ∗T Gx
(
t, y(t), y˙(t)
)+ u(t)T Hx(t, y(t), y˙(t))
=D(λ∗T Gx˙(t, y(t), y˙(t))+ u(t)T Hx˙(t, y(t), y˙(t))), (4.3)∥∥αi(t)∥∥∗
L(i)
 1, i ∈ k, ∥∥vj (t)∥∥∗
N(j)
 1, j ∈m, (4.4)
αi(t)T Ai(t)y(t)=
∥∥Ai(t)y(t)∥∥L(i), i ∈ k,
vj (t)T Cj (t)y(t)=
∥∥Cj (t)y(t)∥∥N(j), j ∈m, (4.5)
y ∈ PS(T ,Rn), λ ∈Rk+, u ∈ PS
(
T ,Rm+
)
,
α ∈ PS(T ,Rp), vj ∈ PS(T ,Rqj ), j ∈m, (4.6)
where
G
(
t, y(t), y˙(t)
)= (G1(t, y(t), y˙(t)), . . . ,Gk(t, y(t), y˙(t)))
and
Gi = fi
(
t, y(t), y˙(t)
)+ ∥∥Ai(t)y(t)∥∥L(i), i ∈ k,
H
(
t, y(t), y˙(t)
)= (H1(t, y(t), y˙(t)), . . . ,Hm(t, y(t), y˙(t))),
Hj = hj
(
t, y(t), y˙(t)
)+ ∥∥Cj(t)y(t)∥∥N(j), j ∈m.
Theorem 4.1 (weak duality). Let x be feasible for (VP) and let (y,u,α, v) be feasible for
(VD). Let either of the following conditions hold:
(i) (λT G,u(t)T H) is semi-strictly-BF-type I at y with respect to functions b0, b1, η.
(ii) λ > 0 and (λT G,u(t)T H) is pseudo-quasi-BF-type I at y with respect to functions
b0, b1, η with b1(x, y) > 0.
(iii) (λT G,u(t)T H) is quasi-strictly pseudo-BF-type I at y with respect to functions b0,
b1, η with b0(x, y) > 0.
Then the following cannot hold:
b∫
a
Gi(t, x, x˙) dt 
b∫
a
Gi(t, y, y˙) dt for all i ∈ k. (4.7)
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b0(x, y)
{ b∫
a
λT G(t, x, x˙) dt −
b∫
a
λT G(t, y, y˙) dt
}
 0,
that is,
b0(x, y)
{ b∫
a
λT
(
f (t, x, x˙)+ ∥∥A(t)x(t)∥∥
L
)
dt
−
b∫
a
λT
(
f (t, y, y˙)+ ∥∥A(t)y(t)∥∥
L
dt
)}
 0
which is same as (3.14) with x∗ replaced by y and λ∗ replaced by λ. The rest of the proof
runs on the same lines as that of Theorem 3.3 and is hence omitted.
(ii) From (4.2), we get
−u(t)T (h(t, y(t), y˙(t))+ ∥∥C(t)y(t)∥∥
N
)
 0
which implies
b1(x, x
∗)
b∫
a
F
(
t, x, x˙, y, y˙;η(t, x, y)T
×
[
u(t)T
(
hx(t, y, y˙)+C(t)T v∗(t)
)− d
dt
(
u(t)T hx˙(t, y, y˙)
)])
dt  0
on account of hypothesis (ii). Thus is same as (3.19) with x∗ replaced by y and u∗ replaced
by u. The rest of the proof runs on the same lines as that of Theorem 3.4 and is hence
omitted.
(iii) Proof of this part follows on the lines of Theorem 3.4 and is hence omitted. ✷
Theorem 4.2 (strong duality). Let x∗ be a properly efficient solution for (VP) and suppose
that the constraints of each (P ∗r ), r = 1, . . . , k satisfy Slater’s constraint qualification and
that any of the conditions (i), (ii) or (iii) of Theorem 4.1 hold for all feasible solutions of
(VD). Then there exist u∗ ∈ PS(T ,Rm+), α∗i ∈ PS(T ,Rpi ), i ∈ k and v∗j ∈ PS(T ,Rqj ),
j ∈m such that (x∗, u∗, α∗, v∗) is a properly efficient solution for (VD).
Proof. By Theorem 3.1, there exist (x∗, u∗, α∗, v∗) satisfying the requirements specified
in the theorem such that (x∗, u∗, α∗, v∗) is a feasible solution of (VD). Also, since weak
duality holds between (VP) and (VD), therefore (x∗, u∗, α∗, v∗) is an efficient solution for
(VD). If (x∗, u∗, α∗, v∗) is not a properly efficient solution of (VD) then proceeding on the
similar lines to that of Lemma 1 of Bector and Hussain [1], we get a contradiction to the
weak duality. ✷
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