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Systems Engineering for Silicon Photonic Devices
Xiaoliang Zhu
The increasing integration of digital information with our daily lives has led to the
rise of big data, cloud computing, and the internet of things. The growth in these cate-
gories will lead to an exponential increase in the required capacity for data centers and
high performance computation. Meanwhile, due to bottlenecks in data access caused
by the limited energy and bandwidth scalability of electrical interconnects, computa-
tional speedup can no longer scale with demand. A better solution is necessary in order
to increase computational performance and reduce the carbon footprint of our digital
future.
People have long thought of photonic interconnects, which can offer higher band-
width, greater energy efficiency, and orders-of-magnitude distance scalability compared
to electrical interconnects, as a solution to the data access bottleneck in chip, board, and
datacenter scale networks. Over the past three decades we have seen impressive growth
of photonic technology from theoretical predictions to high-performance commercially
available devices. However, the dream of an all-optical interconnection network for
use in CPU, Memory, and rack-to-rack datacenter interconnects is not yet realized.
Many challenges and obstacles still have to be addressed. This work investigates these
challenges and describe some of the ways to overcome them.
First we will first examine the pattern sensitivity of microring modulators, which
are likely to be found as the first element in an optical interconnect. My work will
illustrate the advantage of using depletion mode modulators compared to injection
mode modulators as the number of consecutive symbols in the data pattern increases.
Next we will look at the problem of thermal initialization for microring demulti-
plexers near the output of the optical interconnect. My work demonstrates the fastest
achieved initialization speed to-date for a microring based demultiplexer. I will also ex-
plore an thermal initialization and control method for microrings based on temperature
measurement using a pn-junction.
Finally, we will look at how to control and initialize microring and MZI based optical
switch fabrics, which is the second element found in a optical interconnect. Work here
will show the possibility of switching high-speed WDM datastreams through microring
based switches, as well as methods to deal with the complexities inherent in control
and initialization of high-radix switch topologies.
Through these demonstrations I hope to show that the challenges facing optical in-
terconnects, although very real, are surmountable using reasonable engineering efforts.
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1.1 Silicon Photonics for Next-Generation Optical Inter-
connects
In recent years the world has seen incredible growth in the usage and collection of digital
information. The rise of mobile smart devices and the popularity of social media goes
hand-in-hand with the growth in datacenters and cloud computing. We now routinely
gather digital data in quantities unimaginable only ten years ago. The requirement to
process all the information has led to the creation of new academic fields and lucrative
jobs in data science.
To meaningfully extract information from these massive datasets and to satisfy the
digital appetite of the world, next-generation high-performance computational hard-
ware and large-scale, energy efficient datacenters are required. For computation hard-
ware, the past three decades saw CPU performance gains governed by Moore’s Law
and driven by reduction in semiconductor feature size and the use of multi-core archi-
tectures. However, semiconductor feature size is at the edge of practical lithography
capability and will be limited by physical principles. While multi-core architectures per-
formance hinges on having high-bandwidth chip-scale communication networks. Band-
width to access off-chip memory is also crucial to scalable high-performance architec-
tures.
For datacenters, energy efficiency, scalability, and cost are very important param-
eters. Beyond miniaturizing individual servers to improve computation density and
energy efficiency, datacenter operators are pursuing high-bandwidth density intercon-
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Figure 1.1: Memory access bandwidth growth compared to CPU speed growth. There is
a large performance bottleneck as illustrated by the logarithmic scale (adapted from [1]).
nection technology to cross-connect the entire datacenter to ensure performance[18].
There is high commercial demand for low-power and low-cost communication modules
that can provide 100 Gbps bandwidth and spans datacenter scale distances of 1-2 km.
Both of these market segments are limited by the realities of electrical intercon-
nection. Pin count and energy efficiency limits the performance of electrical I/O for
off-chip memory access [2]. In fact, Fig. 1.1 shows the severe bandwidth bottleneck
for off-chip DRAM access. For datacenters, transmission line fundamentals limits high-
bandwidth communication (greater than 10 Gbps) to less than a few meters. The severe
limitations of electrical interconnection has motivated the use of photonic links at the
chip-to-chip and board-to-board level for datacenters and supercomputers [19].
The vision for using photonic technology in compute systems can be traced to
the formation of the field of Active Integrated Optics in the 1970s [20], when the first
demonstration of waveguiding and modulation of light on the GaAs platform took place.
It was envisioned that photonic structures can be integrated together with electronics
on the same substrate to use light for high-speed communication.
Although the GaAa and other III-IV material systems fulfilled the criteria for active
integrated optics applications such as transparency, light generation and detection,
modulation through electrooptic means, and ease of planar fabrication and interfacing
with electronics. The high cost of GaAs wafers, lack of large scale fabrication capability,
and difficulty combining GaAs structures with VLSI circuits led the industry to pursue


































Figure 1.2: Historical progression of silicon photonic technology from fundamental dis-
coveries to current product development and commercialization.
photonic structures made using silicon instead.
Although silicon cannot be used to make good optical receivers in the infrared
regime due to its 1.1 eV band-gap, or used as a laser gain medium due to its indi-
rect band-gap structure, it does offer compelling reasons for it to be used in modern
photonic links. The prolonged use of silicon in microelectronic circuits and VLSI has
led to trillions of dollars aggregate investment in silicon processing technology. Cou-
pled with the abundance of silicon as a material, silicon photonics enjoys enormous
capability to take advantage of economies of scale in manufacturing. The good optical
properties of silicon and its native oxide in the telecom operating wavelength of 1.3 -
1.5 µm allows vast amounts of expertise developed for fiber optics to be leveraged and
makes silicon photonics a natural choice for seamless integration with existing telecom
components. Finally, process compatibility of silicon photonics with existing CMOS
manufacturing allows close integration of silicon photonics with high-speed electronic
circuitry to perform low-energy and high-bandwidth communications.
Within the silicon photonic platform, essential optical components such as low-loss
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Figure 1.3: Silicon photonic link concept linking processor and memory node contain-
ing high density memory. Depiction of a multi-die packaging solution based on a shared
substrate carrier. Adapted from [2].
waveguides [21], low-loss waveguide crossings [22], high-speed mach-zhender modula-
tors (MZM) [23], arrayed waveguide-gratings [24], and efficient high-speed photodetec-
tors leveraging CMOS compatible germanium implantation [25, 26] have been demon-
strated. Leveraging the high index contrast between silicon and silicon-on-insulator,
the aforementioned components have been shown with much smaller footprints than
their counterparts in more conventional optical platforms. For active devices, these
smaller footprints directly translate to higher energy-efficiencies [3]. The lack of laser
amplification capability is also being address through approaches involving hybrid
integration[27].
Investigation in the past three decades into the feasibility of silicon photonics has
lead to a blossoming of progress and the rise of commercial entities exploring the op-
portunities in the marketplace. Fig. 1.2 shows a sampling of the current organizations
pursing product development in the silicon photonic space. As we move into the mid-
dle of the current decade even more resources are being invested into making silicon
photonics a commercial reality.
Using these devices realized in the silicon photonics platform, it is possible to build
an optically connected chip-to-chip interconnect. Fig. 1.3 shows a schematic view
of a CPU connected to off-chip memory using on-chip optical transmitter, followed by
transmission in optical fibers, and then demultiplexer elements and receiver electronics.
An optical switch network can be inserted between the CPU and memory to increase
scalability and realize larger compute architectures. Inserting silicon photonic compo-
nents in this manor can overcome the limitations of the electrically connected memory
illustrated in Fig. 1.1, where the off-chip bandwidth is limited by pin count and power
dissipation of electrical interconnection.
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Figure 1.4: Detailed look of the silicon photonic link concept built using microring res-
onator devices. Two optical dies communicate over fiber. Each die includes a transmit
module based on a microring modulator array and a receive module based on a two-stage
microring demultiplexing array. Germanium photodetectors provide feedback for thermal
stabilization and high-speed signal detection. An optical switch fabric can be added be-
tween the two optical dies. Adapted from [2].
While a lot of promise is seen in silicon photonics, the technology has not yet ma-
tured to the point of routine application. A myriad of challenges for commercialization
exist at the device and system level at each part of a silicon photonic link. The scope
of this thesis is to highlight challenges present in using the silicon photonic
link elements and present solutions for these challenges.
1.2 Organization of Thesis
We will explore the challenges facing silicon photonic links by going through each ele-
ment in order, starting from the transmitter, followed by demultiplexing of the optical
signal before receiving, and finally examining the addition of the optical switching net-
work. An example of a photonic link is shown in 1.4, showing the necessary elements.
Chapter 2 will discuss the elements of the on chip transmitter, specifically the oper-
ating principles of the microring modulator that will be key to enable WDM operations.
We will examine the different modes of operation, including injection and depletion, for
microring modulators and go over the advantages and disadvantages of both. We will
also go over the experimental findings of pattern dependency for microring modulators,
and propose causes and mitigation methods for the pattern dependency.
Chapter 3 will summarize the temperature sensitivity of microring devices and ex-
isting efforts to overcome the thermal sensitivity. We will explore the corollary of
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microring thermal sensitivity - using integrated heaters to tune the resonance location
of the microring, specifically using this tuning to overcome fabrication variation and
achieve system initialization. I will present our experimental verification of using a
dithering based system to initialize wavelengths of a microring based demultiplexing
device. Results demonstrating the fastest achieved initialization speed will be pre-
sented, as well as the first demonstration of reliable wavelength initialization under
adverse operating conditions.
Chapter 4 will extend the effort to overcome thermal sensitivity for microring devices
by introducing a new method of thermal stabilization. A novel device having built-in
pn-junction based temperature sensor will be demonstrated and a system to stabilize
the ring based on the temperature measurement will also be presented.
Chapter 5 will examine the possible optical switch network configurations based
on silicon photonics. I will examine sending high speed WDM data through a double
microring based 2×2 switch. I will also examine MZI based silicon photonic switch
networks and the challenges, as well as opportunities, that they present for research
and commercialization.
Finally, the conclusion summarizes the work and discusses possible future work that
could be interesting to the community.
Chapter 2
Pattern dependency of Microring
Modulators
This chapter gives an overview of modulators in the silicon photonic platform that
could be used as the first element of the photonic chip-to-chip interconnect. It will
briefly discuss MZI based modulators compared to microring based modulators, and the
methods of obtaining high modulation. It will then go over the author’s investigation
into the issue of pattern dependency for injection mode and depletion mode microring
devices. Finally it will discuss additional investigations into the source of the pattern
dependency and offer insight on methods to avoid the pattern dependency issue.
Notable findings of this work:
• Systematic characterization of pattern dependency for injection mode and deple-
tion mode microring modulators.
• Determination that injection mode devices suffer significant pattern dependency
compared to depletion mode devices.
• Evidence that bit-sequence organization can affect modulation performance of
microring based modulators, even those operating in depletion mode.
2.1 Modulators in the silicon photonic system
As shown in Fig. 1.4, the transmitter chip of the silicon photonic chip-to-chip link takes
light input from an off-chip light source, which could be a hybrid integrated co-packaged
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Figure 2.1: Left: Layout of a 4 channel SiPh MZM device on the OpSIS platform. The
green squares are electrical contact pads, and the purple structures on the bottom are
grating couplers for optical I/O. DC control pads are around the upper left corner, and
high speed modulation diodes are contacted by pads on the right. The longest structures
on the chip are the arms of the MZM. Right: Microscope image of the fabricated die.
solution, and imprints the digital data from the processor onto it. The important design
parameters for the modulators are operation speed, power consumption, extinction
ratio, footprint, and WDM capability.
The common tread of electro-optic modulators is the use of a voltage signal to
modify the refractive index of the optical structure. The change in refractive index then
change the phase and subsequently the intensity of light passing through the structure.
Silicon photonics rely on the electro-optic free-carrier plasma-dispersion effect to enable
high speed modulation [28].
One modulator structure that can be easily realized in silicon photonics is the MZI
based modulator. Here, similar to commercial telecom implementations using lithium-
niobate, the light is coupled onto a waveguide on the SOI chip, the waveguide then
splits into two arms via a 3 dB on-chip coupler, and carrier concentrations are then
modulated in one or both arms of the MZI by the driving signal before the waveguide
arms recombine to form the MZI. The carrier concentrations within the SiP MZI are
typically modulated using pn-junctions located next to the MZI arm sections. To
achieve high speed operation and low energy consumption, a variety of optimized ph-
junction placement designs have been shown, operating at speeds up to 60Gbps [?
].
The MZI based modulators (MZM) enjoy good stability with respect to operating
2.2 Operating principle of microring resonators 9
temperature, they also enjoy high extinction ratio. Consequently they are easy devices
to use as integrated modulators. However, due to the low operating voltage requirement
of integrate electronics, MZM in SiP have a large footprint of a few mm. Fig. 2.1
showcases a SiPh MZM manufactured by the OpSIS program. The die contains 4
MZMs, each having arms more than 2.5 mm long, and thus taking up the majority of
the die area.
A further disadvantage of the MZM is its lack of wavelength selectivity. To indepen-
dently modulate separate datastreams onto multiple wavelengths in a WDM system,
each wavelength would require it’s own MZM as well as a separate structure to combine
all the wavelengths. This further exacerbates the footprint disadvantage of SiP MZMs.
Another type of SiP modulators more suitable for WDM operation is the microring
modulator, discussed next.
2.2 Operating principle of microring resonators
To understand the operating principle of microring modulators it is first necessary to
discuss the microring resonators that are the bases for this class of devices. A microring
is a resonator structure coupled to a straight bus waveguide. The key characteristics
of a microring are its loss, and the optical coupling coefficients between it and the
bus waveguide. A schematic of microring resonators can be found in Fig 2.2(a). In
practice the loss of microring depends on the material system and fabrication process,
and the coupling coefficients can be tuned by lithographically changing the separation
between the resonator and the bus waveguide, which directly affects the strength of the
evanescent coupling between the ring and the bus waveguide. An analytical treatment
of the microring optical response can be found in [29], where the following matrix
description of a microring resonator is adapted:∣∣∣∣ E2E4
∣∣∣∣ = ∣∣∣∣ t iκiκ t
∣∣∣∣ ∣∣∣∣ E1E3
∣∣∣∣ (2.1)
Here t and κ are the coupling coefficients, (with the condition that t2 + κ2 = 1).
Within the microring, E3 = ae
iθE4 where a is the the aggregate round-trip loss of the
microring, θ = βL is the round-trip phase accumulation, with β as the propagation
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Figure 2.2: (a) Schematic showing the basic configuration of a ring resonator. (b) Config-
uration of the ring resonator with a drop port. (c) Example spectrum of a silicon microring
resonator, identifying the full-width at half maximum (FWHM) metric. (d) Example spec-
trum of a silicon microring resonator, showing the wavelength-periodic resonances, and the
free-spectral range (FSR). Adapted from [3]
constant of the optical mode, and L as the physical length of the ring [29]. The





















a2 + t2 − 2at cos θ
1 − a2t2 − 2at cos θ
(2.3)
Fig. 2.2(c), adapted from [3] evaluates the transmission spectrum in Eq. 2.3 for
parameters typical of a silicon microring resonator. Indicated in the graph is the full-
width at half-maximum (FWHM) of the microring resonance, also equated as ∆λ in the
wavelength regime. The quality factor, Q, approximated as Q ≈ λ0/∆λ (where λ0 is
the resonant wavelength) is one of the important metrics for evaluating the resonator’s
suitability for telecomm applications. Other important metrics for microring resonators
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Figure 2.3: Adapted from [3]. (a) Microring resonator on SOI platform (adapted from
[4]). (b) Lithium niobate microring resonator (adapted from [5]). (c) Whispering gallery-
mode silica microtoroid resonator (adapted from [6]). (d) Microring resonator on silicon-
on-sapphire (SOS) platform (adapted from [7]). (e) Silicon nitride microring resonator
(adapted from [8]).
are the extinction ratio, describing the suppression of the transmitted light at the
resonant wavelength, and the free spectral range (FSR), describing the wavelength
spacing between successive resonances (Fig. 2.2(d)). The resonant wavelengths occur





where neff is the effective index, and m is an integer [30]. A common misconception
about microring resonators is that the input light is being absorbed by the ring, when
in fact the ring works on a very low loss principle. The correct interpretation is light
at the resonant wavelength builds up in intensity inside the ring, then couples back
into the waveguide with a phase change that destructively interferes with the incoming
light inside the waveguide.
The above general analysis of microring resonators can be used to model simple
microring resonators. Additional variants, such the additional drop-port configuration
depicted in Fig. 2.2(b), can be modeled by adding additional coupling and loss param-
eters as necessary [30]. Example microring implementations can be found in Fig. 2.3,
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adapted from [3].
2.3 Different types of microring modulators
The mechanism to achieve optical modulation in microring resonator based devices all
depend on changing the resonance location of the resonator. If we imagine having a laser
wavelength at the edge of the microring resonance, a subsequent change in resonance
location, both red shift and blue shift, will cause an intensity modulation in the optical
carrier. There are many methods to achieve the resonance location change, including
leveraging the thermal dependence of the microring, as well as the electro-optic plasma
dispersion effect. Fig. 2.4 shows an overview of the process.
Thermal dependence of the microring is a slow response and will be covered in a
later chapter. Rest of this sections discussion will revolve around the resonance shift
caused by the electro-optic response of the microring, which is high-speed and can
enable the required Gb/s modulation speeds in next generation optical interconnects.
The resonance of the microring is dependent on the index of refraction of the ring,
which in turn affects the path length of the guided optical mode. As described in
Eq. 2.4 and any increase or decrease in the path length directly changes the resonance
location. By changing the carrier concentrations inside the ring, the plasma dispersion
effect [28] will lead to required changes in refractive index change and subsequent optical
modulation. A increase in carrier concentration inside a silicon waveguide will causes a
linear decrease in the refractive index, and a linear increase in the material absorption.
A more detailed discussion of the carrier concentration’s effect on resonance can be
Figure 2.4: Principle of modulation using microring resonators. By placing the laser (red
arrow) at the appropriate wavelength and then shifting the resonance location (solid and
dotted lines), a modulation of the input laser light can be achieved.
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found in [31]. An increase in carrier concentration always results in blue-shift of the
resonance location, as well as increased losses inside the ring and reduced Q.
2.3.1 Injection mode microring modulators
There are two main types of demonstrated microring modulators based on the electro-
optic effect injection mode, and depletion mode devices. In the first case, a p-i-n diode is
fabricated to surround the microring device. The p and n doped sections inject carriers
into the intrinsic, or very lightly doped section of the junction when a forward bias is
applied across them. The light doping in the intrinsic region prevents excess optical loss
within the ring, thus increasing the Q of the ring and improving potential modulation
depth. Fig. 2.5 shows an example of an injection mode modulator, including schematic
and resonance curves during operation. Also due to the exponential nature of the i-
v curve of pn-junctions under forward bias, a lot of carriers can be injected into the
device at relatively low voltages. Thus injection mode devices can achieve very good
modulation efficiency, and power consumption.
The disadvantage of the injection mode modulator is that its high speed perfor-
Figure 2.5: Schematic of an injection mode modulator, showing n and p doped regions
and the undoped or intrinsic region occupied by the waveguide. The black and blue curves
are the normalized transmission spectra of the device under different driving voltages. At
1.8 V driving voltage the device has higher loss and the resonance location is blue shifted.
Adapted from [9].
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Figure 2.6: Schematic of the pre-emphasis generation network used to drive injection
mode devices. Data and its inverse is sent from the Pattern Generator (PG) through an
Impulse Generator Network (IGN) which is essentially an capacitor used for differentiation,
an then combined using a power combiner (PC). It is also possible to generate the pre-
emphasis only using a tunable delay instead of the IGN. Adapted from [9].
mance is dependent on the carrier lifetime of the device. Which is on the order of
nanoseconds. This means that the carriers once injected will remain inside the waveg-
uide, continuing the modulation response until they recombine. This can be thought
of in a similar manner as a RC time constant in the modulator. In practice the carrier
lifetime limitation limits the modulation bandwidth of injection mode modulators to a
few Gb/s.
To overcome this limitation the technique of pre-emphasis has been adapted to
increase the modulation bandwidth [9]. Here, a high voltage peak is added to the
beginning of the modulation voltage waveform, and injects more carriers into the mi-
croring at the beginning of the symbol. A corresponding negative voltage peak can be
added in the beginning of the zero symbol modulation waveform. Fig. 2.6 shows the
system to generate the pre-emphasis. Another way to think of the pre-emphasis net-
work is comparing it to channel equalization hardware for recovering from transmission
line degradation for electrical signals. Although the extra hardware seem complicated,
it is possible to use existing circuit elements in modern ASIC design to come up with
low power pre-emphasis generation networks [32].
2.3.2 Bias tuning of injection mode modulators
A final disadvantage of injection mode devices is their power consumption due to the
forward conduction of the junction. Current flows during modulation of a 1 symbol and
especially during the pre-emphasized peak of the driving voltage. Due to the significant
amount of heat that could be generated by forward conduction, the forward bias current
has the ancillary effect of altering the temperature of the modulator, thus changing the
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resonance location of the ring. This effect has even been used to counter act thermal
fluctuations in the microring’s ambient environment [33].
Despite these disadvantages, for certain combination of modulation speed, and op-
tical link budget. The better modulation depth of injection mode modulators still
presents an optimal solution compared to the other modulator options out there [34].
The bias tuning possibility also offers a fast and easy way to perform thermal tun-
ing of the microring, and this had lead to investment in potentially commercializing
transceiver systems using the injection mode ring resonators [35].
2.3.3 Depletion mode microring modulators
The other type of modulator works in depletion mode devices works by extracting the
carriers inside the waveguide using a reverse biased pn-junction. The p and n sections
of the diode for modulation is placed directly over the waveguide. Compared to the
p-i-n junction design of the injection mode devices, this close placement of the dopants
to the optical mode results in extra optical loss and a lower resonator Q. The lower
resonator Q results in less modulation depth.
The voltage driving signal used for depletion mode modulators is made up of a
negative bias, or reverse bias. The datastream to be modulated increase or decrease
of this voltage for 1 symbols and 0 symbols respectively. The depletion region changes
within the waveguide changes according to this voltage, and subsequently changes the
resonance of the microring. A typical modulation efficiency is in the 10s of pm/V. The
lower efficiency of depletion based modulation requires relatively large driving voltages
of 4-10 Vpp. It is important to keep in mind that large voltage bias does not lead
to excess power dissipation because negligible current flows under reverse bias of the
junction. Fig 2.3, adapted from [3] shows the operation principle and layout of the
depletion mode microring modulator.
In terms of speed depletion mode devices enjoy freedom from carrier lifetimes. The
modulation speed is related to the carrier mobility in the device and the parasitic capaci-
tance of the junction. Interleaved and other advanced designed have been demonstrated
to have modulations speeds up to 50 Gb/s [36] and to reduce the modulation voltage
required. Microrings with interleaved pn junctions have also been demonstrated to
have large tuning ranges based just on the DC value of the reverse bias [37].
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2.4 Hints of pattern dependency in microring modulators
One property of microring modulators that has not been thoroughly investigated is
pattern dependency, or sensitivity to the make up for symbols in the modulated datas-
tream. It is well know for clock data recovery circuits that longer sequences of symbols
without a bit transition could cause trouble for certain circuit designs. It is also possible
that the makeup of the data pattern presents challenges to receivers that have low pass
filtering characteristics or slow rise and fall times. Fig. 2.8 illustrates some of the issues
that could arise because of pattern makeup for traditional electronic transceivers.
In traditional receiver and transmitter test schemes pseudo-random bit sequences
(PRBS) are often used. A PRBS sequence can be easily generated using linear shift
registers and an XOR gate. By changing the length of the shift register different pattern
lengths can easily be generated. For each length of PRBS sequence the longest possible
consecutive sequence of 1s and 0s are precisely the shift-register length. The ITU
standardized PRBS sequence lengths of 29-1, 211 - 1, 215 - 1, 220 - 1, 223 - 1, 229 - 1, and
(a)! (b)!
(c)!
Figure 2.7: (a) Transmission spectrum of a carrier depletion microring modulator for
different applied bias. (b) Ring modulator schematic showing the possibility of either a
lateral or interdigitated diode design. (c) Ring waveguide cross-section and optical mode
distribution (adapted from [10]).
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Figure 2.8: Some examples of pattern dependency in traditional electronic transceivers.
Adapted from the Tektronix BertScope error detector operations manual.
231 - 1 for use in telecommunications testing. The longer bit sequences are specifically
designed to challenge transmitters and receivers against pattern dependency.
It was surprising that a common verification step for transceiver design of microrings
was not tested. The path that led us to study pattern dependency in microrings
comes both from this realization and first hand experiences in the lab. Working with
individual modulator devices fabricated from the Cornell nanofabrication facility, it
was sometimes noticed that the bit-error rate performance changes depending on the
state and setting of the BER testing and Pattern Generation Equipment, and the most
obvious improvements can be seen when adjusting the PRBS lengths used. Other lab
members and collaborators seemed to have experienced this as well. Also, a review of
published studies at the time (2012) on microring or other silicon photonic modulators
did not have a consistently chosen pattern length for transceiver testing.
While attending CLEO 2012, I noticed in presentations from different groups that
people were only doing short pattern lengths for injection mode devices. This led me
to suspect that injection mode devices suffered the most from pattern dependency.
An experiment I participated in for ECOC 2012 further contributed evidence to this
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Figure 2.9: Experimental setup of an simulated optically enabled CPU to memory inter-
connection using 4 injection mode microring modulators operating at 2.5 Gb/s for a total
bandwidth of 10 Gb/s.
hypothesis [38]. A brief summary of the results from that experiment is presented in
the following section.
2.4.1 Using injection mode modulators for Optical memory access
Going back to Fig. 1.3, an important usage for optical interconnects is transmitting
data from the CPU to memory as a board-level interconnect. Important metrics for
this connection is the bandwidth and throughput. WDM and microring modulators
are idea solutions to deliver the required bandwidth from a very small area. In this
study we used a high speed FPGA and 4 ring modulators cascaded on the same bus
waveguide to perform 4 x 2.5 Gb/s off chip memory access [39].
The experimental setup is shown in Fig. 2.9. One FPGA simulates a CPU sending
data to memory, while another FPGA simulates the required memory controller on
the other side servicing the requests. In between is the microring modulator bank. It
consists of 4 x 6 µm radius rings which are thermally tunable. Tapered fiber was used
to couple 4 laser wavelengths into and out of the silicon photonic chip. DC probes
are used to thermally tune the microrings, and a 4 channel high-speed RF probe was
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Figure 2.10: Optical eye diagrams collected during the FPGA memory transmission
experiment using injection mode microring modulators operating at 2.5 Gb/s. Switching
from 8b/10b to encoding schemes with longer consecutive symbols such as 64b/66b and
PRBS 231 - 1 resulted in degraded data quality. Shown here are the best and worst channels
at 100 ps/div in the horizontal scale.
used for contacting the modulation junction. The microrings were biased using high
speed Bias-Ts, and driven by 10-Gb/s capable buffer amplifiers connected to the FPGA
data output pins. No preemphasis circuit was used because each of the microrings was
driven at only 2.5 Gb/s.
In addition to PRBS data sequences, the FPGA generated real application data
memory reads and writes, and used two different industry standard protocols to do so,
8b/10b, and 64b/66b. 8b/10b is the standard memory communication protocol in use
since 1983 [40], while 64bb/66b is a newer protocol designed to support higher data
rates and more efficient coding. In 8b10b a data byte is transcoded into 10bits, with
2 bits used to ensure DC balance of the resulting datastream and to ensure enough
transitions for clock recovery. There is a deterministic mapping between input 8-bit
sequences and the output 10-bit transmitted data. The longest possible consecutive
sequence is 8 symbols for 8b10b. For 64b/66b the output is the result of a transcoding
algorithm and has a probabilistic distribution for longest number of consecutive 1s and
0s. While extremely unlikely, it is possible to have a sequence of 65 consecutive zeros
or ones in 64b66b, with the majority of consecutive sequences below 32 bits in length.
64b66b has significantly longer bit sequences compared to 8b10b.
Our collected results confirm an observable degradation in eye quality for injection
mode modulators as the data changes from 8b10b encoded to 64b66b encoding (Fig.
2.10). Only the bestcase and worstcase channel eyes are shown here because one channel
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Figure 2.11: Experimental setup to characterize pattern dependency. Complexity is
kept to a minimum to reduce sources of experimental variation. A laser is launched on to
the device under test using tapered fiber or grating coupler, and then coupled off-chip to
perform the BER measurement. The microring devices are contacted using high-speed RF
probes. The room temperature is kept constant during the experiment and all conditions
are kept identical except the microring device.
was damaged by static electricity shortly before data collection. It is very interesting to
note that the effect of pattern dependency is present even at low datarates and without
pre-emphasis waveforms. Armed with this knowledge we proceeded to a systematic
study of pattern dependency.
2.5 Pattern dependency of microring modulators
To investigate the pattern dependency of microcring modulators, we experimentally
evaluate two separate electro-optic microring modulator devices. The first is a 6-m
radius carrier-injection mode device fabricated at the Cornell Nanofabrication Facility,
with further details found in [41]. The second is a 15-m radius depletion mode device
designed at McMaster University, details of whose fabrication appears in [42].
In the experimental setup shown in Fig. 2.11, a tunable laser is passed through a
polarization controller and coupled onto the chip, using lateral coupling for the injection
mode device and holographic grating coupling for the depletion mode device. The fiber
to fiber loss is approximately -32 dB for the injection mode device, and -17 dB for
the depletion mode device. In both experiments -3 dBm of optical power reaches
the modulator. High speed electrical probes contact the chip and a pulsed-pattern-
generator (PPG) is used to generate a non-return-to-zero (NRZ) pseudo-random bit
sequence. For the injection mode device we apply a 0.5 V forward bias and a 4 Vpp
driving signal with pre-emphasis. For the depletion mode device we apply a -2.5 V bias
and a 5 Vpp driving signal without pre-emphasis. The modulated signal is coupled
2.5 Pattern dependency of microring modulators 21
Figure 2.12: BER curves collected for the injection mode modulator at 2 Gb/s, 6 Gb/s,
and 10 Gb/s respectively. At each datarate there is a power penalty as the pattern length is
increased. The effect is more noticeable at higher datarates due to reduced timing margin.
At the 10 Gb/s datarate 223 - 1 pattern is not error free and had an error floor at 10−6
BER. The corresponding eye diagrams capture more noise at the higher datarates as well.
off-chip, amplified, and filtered before being sent to a PIN-TIA photo detector followed
by a limiting amplifier (LA). A bit-error-rate tester (BERT) and a variable optical
attenuator (VOA) are used for the BER measurements and characterization.
The input data sequence is varied from PRBS 27-1 to 231-1, thus generating data
streams where the max number of consecutive ones and zeros vary from 7 to 31. Each
time the pattern length changes, attempts are made to optimize experimental param-
eters such as bias voltage and laser wavelength. The BER curves presented below
represent the best modulated data at each bitrate, input laser power, and data pat-
tern.
Fig. 2.12 shows the BER measurements and eye diagrams collected for the injection
mode device at 2Gb/s, 6 Gb/s, and 10 Gb/s bitrates. For injection mode device
there is noticeable increase in power penalties at each bitrate, with greater penalty at
higher bitrates. The eye diagrams show no general depredation in modulation quality
but increased noise at the longer pattern lengths. Higher bitrates are more sensitive
to changes in the PRBS sequence, and at 10 Gb/s the modulated data is no longer
meaningful after PRBS 215-1.
Fig. 2.13 shows the same measurements collected for the depletion mode device,
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Figure 2.13: BER curves and eye diagrams for the depletion mode microring modulator.
At 2 Gb/s, 6 Gb/s, and 10 Gb/s there is no detectable performance degradation resulting
from changes in pattern length. The eye diagrams also show no detectable increase in noise
due to pattern change. This result is in stark contrast with the data from injection mode
devices.
which in contrast demonstrates minimal pattern dependency. Even at 10 Gb/s the
change in BER curve is negligible as the pattern length is increased from PRBS 27-1
to 231-1.
The modulated optical power can also change the temperature of the ring in a
pattern dependent manner. To characterize the effect of optical power on pattern
dependency, we repeated the experiment at a lower laser power for the injection mode
device while keeping the identical electrical driving signal. Fig. 2.14 shows the power
penalties at the 10−9 BER point for changing from PRBS 27-1 and the longest pattern
comparable at each bitrate (231-1 for 2 Gb/s, 223-1 for 6 Gb/s, and 211-1 for 10 Gb/s).
The blue line is when the optical power reaching the modulator is -5 dBm and red line
is when the power reaching the modulator is -3 dBm. The higher optical power being
modulated leads to larger penalty at the two lower bitrates. The 10 Gb/s point does not
match this trend, possibly because the decreased OSNR affected the accuracy of our
measurement at the higher bitrate. This data lends additional point of consideration
for the cause of pattern dependency - it seems to be related to the power dissipated by
the microring.
In summary the experiment reported significant power penalty in an injection mode
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Figure 2.14: The power penalty at the 10−9 BER point when two different optical powers
are modulated by the injection mode modulator. The points are 231-1 for 2 Gb/s, 223-1
for 6 Gb/s, and 211-1 for 10 Gb/s, compared to the 27 - 1 point at each bitrate. These
points are for the largest possible pattern differences that are numerically comparable at
each point, as the larger pattern differences cause the modulation to have an error floor.
There seem to be an increased sensitivity to pattern length as more optical power is being
modulated by the microring. The 10 Gb/s point does not follow this trend and is likely
caused by the improvement in OSNR from more launched power at the high datarate.
microring modulator as data pattern length is increased from 7 to 31 consecutive sym-
bols: as much as 2 dB at a 2 Gb/s bitrate, and the introduction of an error floor at
6 Gb/s and 10 Gb/s. Similar measurements for a depletion mode modulator yielded
minimal power penalty. With these observations in mind we can discuss the possible
causes of the pattern dependency.
2.6 Investigation into the cause of the pattern depen-
dency
The most likely cause of pattern dependency for injection mode devices is the change
bias level as sequences of consecutive 1s and 0s are encountered by the modulator. A
1 symbol causes forward current to flow while a 0 symbol does not. As discussed in
2.3.2 different bias currents will result in the heating of the ring and subsequent shift
in resonance location. The heating is a slower response than the carrier response inside
the ring, thus it acts as a low-pass filter on the input datastream. Fig. 2.15 illustrate
the changing bias current due to consecutive symbols in the datastream.
At low bias levels the ring resonance blue shifts due to the presence of carriers
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Figure 2.15: An example input data pattern consisting of different lengths of consecutive
symbols (top). A low pass filter is used to filter the input datastream, showing what the
DC component of the input data looks like to the microring modulator. The first 2000
points in the middle plot can be ignored as the initial condition. The rest of the waveform
shows the effect of long patterns. DC bias level could change dramatically depending on
the data pattern.
and the plasma dispersion effect. As the DC bias increases the ring red-shifts due to
thermal heating. While the thermal time constants of microring modulator devices
are one the order of microseconds [43] when heated by integrated microheaters located
approximately 1 µm away from the ring, the heating from bias current is much more
localized and thus has a much faster response. Consider that 31 consecutive symbols
at 10 Gb/s takes 3.1 ns to transmit, and that the datastream’s DC level could shift on
the order of only megahertz, it is easy to see how the resonance location of the injection
mode ring could change according to pattern makeup. In contrast, negligible current
flows in the reverse-biased depletion mode device in operation, meaning the electrical
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Figure 2.16: Simulation and experimental result of pre-emphasis pulse shape on modula-
tion quality. Adapted from [11]. (a) Definitions of pulse duration and shape, and method
to generate the pre-emphasis. (b) Optical response without pre-emphasis. (c) Optical mod-
ulation response with 0.8V pulse depth and 40 ps duration. (d) Optimal pulse duration of
80 ps.
driving signal is not a source of heating.
The presence of pre-emphasis, which increases current flow, only makes matters
worse from the stand point of bias level change. Furthermore, recent modeling work
[11] shows the microring modulation response is extremely sensitive to the amplitude,
duration, and depth of the pre-emphasis pulse, as well as the bias level, which we
have been discussing. Fig. 2.16 shows the simulated and experimental eye diagrams
for different pre-emphasis waveforms at 8 Gb/s, suggesting that the pre-emphasis pulse
shape must be carefully optimized for the choose datarate. Looking at the common ways
to generate pre-emphasis (See Fig. 2.6, it is clear that a bit-transition is necessary to
generate a pulse. Long sequences of the same symbol means less pre-emphasis pulses are
generated, meaning the optimized sequence for the intended data rate no longer hold.
A compromise must be made when choosing the pre-emphasis pulse to accommodate
the pattern length in the data, which can be thought of as creating a different datarate
for each length of sequence present.
2.6.1 Preventing pattern dependency in injection mode modulators
To prevent pattern dependency there needs to be a way to ensure the bias level of the
ring does not change faster than the thermal time response of the ring. One way to do
this for injection mode rings is to use a data protocol that does not have long sequences
and is DC balanced, such as the 8b/10b protocol. However the difficulty in this method
is finding the right protocol without sacrificing performance. 8b/10b has a 25 percent
coding penalty compared with just 3 percent for 64b/66b. As we strive for better
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performance in optical interconnects the additional code penalty from a DC balanced
protocol might be unacceptable. Furthermore the circuitry to implement coding to
prevent pattern dependency must be power efficient and be able to operate at high
bitrates. It remains to be demonstrated if such high performance DC balanced coding
schemes exist.
2.6.2 Possible directions for future work
While our results showed that injection mode devices suffer from pattern dependency
and depletion mode devices are relatively immune from observable pattern dependency
effects. More work could be done to investigate the origins of the pattern dependency
effect. The power penalty vs. optical power graph in 2.14 shows that there is a pos-
sibility that the amount of optical power dissipated in the ring could contribute to
heating of the ring as well. If that is the case then it is also possible for depletion mode
microring modulator devices to be pattern dependent as well.
To report on pattern dependency on the future it is necessary to get better granular-
ity on the exact types of pattern dependent errors and more systematic data collection.
It will be necessary to collect data using a large range of optical input powers and
perform the BER measurements carefully. We should also use dedicated commercial
testing methodology to pinpoint the source of pattern dependent errors. One way to
do so is to use a BER testing system that has built-in functions to evaluate pattern
dependency.
One instrument that has this capability is the Tektronix Bertscope system. It has
an error histogram collection function that records precisely the location of every single
error in the collected data stream. The application software can then graphically plots
the location of the errors vs. data pattern. If there are no pattern dependency then
the errors should be uniformly distributed in the datastream, while pattern dependent
errors would show up as high peaks. Fig. 2.17 shows this functionality of the Bertscope
system.
Preliminary error histogram data was collected for depletion mode modulators using
a demonstration Bertscope unit. Injection mode data could not be collected due to the
short duration of the demonstration. The experimental conditions are exactly the same
as in Fig. 2.11 except the Tektronix Bertscope is used as the BER detector. Even for
depletion mode modulators operating in PRBS 27-1, the resulting error histogram seems
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Figure 2.17: Error histogram collection functionality of the Tektronix Bertscope system.
A high vertical peak in the histogram corresponds to an pattern dependent error. Adapted
from Tektronix Bertscope manual.
to suggest pattern dependency. Fig. 2.18 shows the screenshot of the error histogram
as well as the common error sequences and their frequency of occupance. It is clear that
a majority of errors in this microring based system occurs at very few and specific data
patterns. This data conflicts with our previous result that BER rates does not change
much due to pattern for depletion modes, so perhaps this result is due to the specifics
of the experimental setup (to collect histograms in a timely fashion it was necessary
to look at the BER at the 10−8 level). Still, the small evidence of pattern dependency
even for depletion mode suggests further study is needed.
The latest models of depletion mode modulator self-heating [44] suggests that the
depletion mode modulators is sensitive to changes in modulated optical power which
changes the resonance location of the modulator. This sensitively supports the error
histogram results that was collected. The possibility of changing data patterns and
encoding to reduce problematic patterns for depletion mode devices should be investi-
gated further.
2.7 Summary of microring modulator types
After finishing our discussion of pattern dependency for microring modulators, we can
now summarize the advantages and disadvantages of the two types of microring modu-
lators. Table 2.1 lists the advantages and disadvantages of each type of device. Future
transceiver designs should keep these characteristics of devices in mind.





Figure 2.18: Screen capture of the error histogram for a depletion mode microring mod-
ulator driven with PRBS 27-1 data. The bottom cutouts show the exact data patterns
responsible for the high peaks in the histogram, along with the number of occurrences.
This graph raises the intriguing possibility that BER performance can be improved by
eliminating these types of patterns from the data sequence.
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Injection mode microring modulator
Advantages Disadvantages
Low optical loss within ring Slower modulation speed due to carrier life-
time
High Q and higher extinction ratio Pre-emphasis generation required for high
speed operation
Lower driving voltage and higher resonance
shift per volt
Higher power consumption from forward
current flow
Using bias tuning to adjust resonance loca-
tion, potentially at high speed for feedback
control
Pattern dependency caused by bias
current flow during consecutive data
symbols
Depletion mode microring modulator
Advantages Disadvantages
Fast operation through depletion region
modulation
Higher optical loss within the ring from p
and n doping
Low power operation due to negligible re-
verse current flow
Lower Q and lower modulation extinction
ratio
Immune to consecutive symbols in the
data sequence
Higher driving voltages required
Table 2.1: This table summarizes the advantages and disadvantages of injection mode
and depletion mode devices. The pattern dependency contribution of our discussion this




This chapter reviews the author’s work on performing fast thermal initialization of
microring resonator locations, a process also called wavelength locking for microring
resonators. The chapter begins with an overview of thermal challenges facing microring
resonators, specifically the necessity to perform thermal initialization for devices. The
background discussion is followed by an examination of of existing methods to per-
form temperature control and initialization, and then the chapter describes the optical
dithering method used to achieve fast wavelength locking. Studies of the effective-
ness and reliability of wavelength locking are confirmed using eye diagrams and BER
measurements.
Notable findings of this work:
• Demonstrated the fastest wavelength locking achieved for microring resonators
to-date.
• Demonstrated reliable repeated automated wavelength locking under a hostile
thermal environment for the first time.
• Analyzed the limitations of wavelength locking speed, and came up with a guide-
line for how device thermal time constant relates to achievable wavelength locking
speed.
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3.1 Thermal sensitivity of microring resonators
While all optical devices are sensitive to temperature, silicon photonic devices are
particularly susceptible due to the high thermal-optic coefficient of silicon (1.86x10−4
K−1). Interferometric devices, such as MZI and MZM, are in general already sensitive
to small changes in effective path lengths that could be cause by temperature change.
Due to their resonant nature of operation, where the light passes through the ring many
times, microring devices are even more sensitive to the temperature change [45]. The












where λ0 is the resonant wavelength, neff is the effective index, αsub is the substrate
expansion coefficient, and ng is the group index [46, 47]. While not explicitly indicated
in Eq. 3.1, neff and ng have wavelength dependence. Because the optical mode is
tightly confined in the silicon core, and also because the thermo-optic coefficient of
SiO2 (1x10
−5 K−1) is a magnitude lower than that of Si, the corresponding contribution
from the cladding is omitted from Eq. 3.1. Additionally, because αsub (2.6x10
−6 K−1
for a Si substrate) is two orders of magnitude smaller than the thermo-optic coefficient









For typical waveguide geometries and operating wavelengths, Eq. 3.1 yields a wave-
length shift of approximately 0.11 nm/K of temperature change [49]. The exact con-
sequences of temperature induced wavelength depends on the bandwidth and Q of
the microring resonator, but in most cases a change in temperature of larger than 1K
will render the device inoperable [50]. This large sensitivity to temperature changes
means microring resonators are not compatible with typical operating conditions of
microelectronic environments.
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3.2 Solutions to thermal challenges of microring resonators
Much research in the past few years have attempted to solve the thermal sensitivity
of microring modulators. An overview of the approaches can be found in [3], and the
solution to the problem can be classified into two categories:
1. Solutions that reduce the thermal dependence of the microring resonator (denoted
as “athermal solutions”).
2. Solutions that actively maintain the local temperature of the microring resonator
(denoted as “control-based solutions”).
Athermal solutions add materials on top of the waveguide and microring to replace
SiO2 as the cladding material. With the appropriate choice of material that has a neg-
ative thermo-optic coefficient, the positive wavelength change for the mode confined in
silicon can be counteracted. The advantage of this approach is that once fabricated, the
new thermally insensitive structure does not consume additional power. The disadvan-
tage of athermal solutions is their difficult fabrication, which is the result of requiring
potentially non-CMOS compatible materials, or the necessity to change or implement
additional photonic structure to enable the temperature compensation.
Control based solutions require the addition of integrated heaters and photodetec-
tors to actively monitor and control the ring, as well as an external feedback control
circuitry. The photodetectors, heaters, and control circuitry could be CMOS compati-
ble, but the overall method requires additional electrical or optical power to function.
3.3 The need for thermal initialization
It is worthwhile to note that the thermal sensitivity of silicon microring resonators can
be leveraged to tackle another challenge facing the widespread commercial adaptation
of microring resonators - the problem of fabrication variation and the need for all devices
in a system to work with externally defined laser wavelengths.
Due to the direct relation between resonance location and the microring path length,
the resonance location of a microring resonator is extremely sensitive to the fabricated
dimension of the ring. While fabrication tolerances are improving with the maturing
of manufacturing processes and process development kits (PDKs) for silicon photonics,
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Figure 3.1: A fabricated microring resonator resonance (λ0) that is different than the laser
wavelength (λ1) of the system. An initialization process is needed to tune the resonance
to match the wavelength of the laser. One way to accomplish this is using heat to red-shift
the microring resonance.
variation as much as 1-2 nm away from the intended operating wavelength of micror-
ing modulators are still expected both inter and intra-wafer [51]. Thus the photonic
integrated circuit designer must wrestle with the task of tuning the microring oper-
ating wavelength to match the lasers wavelength in the optical system before normal
operation can begin. During system operation the microring must also be guarded
against thermal fluctuations in the environment as well as potential changes in the
laser wavelength. Fig. 3.1 illustrates this process, which is also known as wavelength
locking. The ability to accomplish it automatically is essential for commercialization
of microring devices.
One way to solve the fabrication variation is to have the laser wavelength set higher
than the anticipated maximum resonance location within the fabrication tolerance.
Then the resonance can be red-shifted towards the laser by thermally heating the ring
and taking advantage of the positive thermal optic coefficient. Once the resonance
reaches the laser a control system takes over to guard against environmental tem-
perature change. We will discuss the details of the wavelength locking operation by
examining the existing methods to solve thermal challenges of microring resonators.
3.4 Existing methods for thermal stabilization and initial-
ization
This section will look at all of the demonstrated approaches to overcome the thermal
sensitivity of microring resonators. It will also describe specifically how each approach
addresses the issue of initialization.
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3.4.1 Athermal solutions
The concept of using a negative thermo-optic polymer cladding to naturalize the posi-
tive thermal shift of silicon was first introduced by Kokobun et al [52], and later adapted
to silicon microring resonators using materials such as TiO2 [53]. The thermo-optic co-













where Γ is the modal confinement factors for the core, cladding, and substrate, as
specified in [54]. The modal confinement of the waveguide structure must be precisely
engineered so that the positive terms from the core and substrate balances the negative
terms from the cladding. Also wavelength dependency is not included in the simpli-
fied representation of Eq. 3.3, which also does not include higher order terms. The
higher order terms make it difficult to achieve precisely matched behavior over a broad
temperature and wavelength range [54, 55].
Researchers have overcame the challenging balancing problem for using athermal
materials and achieved temperature dependent resonance shift (TDWS) to -5 pm/K
over a range of 50 K [46] or even as low as 0.2 pm/K [55]. They have also intro-
duced photosensitive materials such as chalcogenide glasses, to enable post-fabrication
trimming of the thermo-optic coefficent and some degree of tunability in the resonance
location [56, 57, 58].
Despite the demonstrated promise of athermal solutions that would not take addi-
tional power to function, the hurdle of including these materials for large scale CMOS
fabrication is far from resolved. Furthermore, the fixed nature of resonance locations for
athermal microrings makes them more susceptible to fabrication variation. Athermal
solutions also present no clear way to achieve the necessary wavelength initialization
process, or guard against changes in the laser wavelength of the system. With these
limitation in mind, we examine control based solutions.
3.4.2 Control based solutions
In contrast to athermal solutions, the control based solutions actively maintain the
operating temperature of the microring within an acceptable range required for opera-
tion. This temperature stabilization is achieved through the use of an integrated heater
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Figure 3.2: Generalized block diagram for control based thermal stabilization solutions.
High-speed electrical operation is separated from the lower speed components required for
thermal feedback control.
located close to the microring, in combination with a senor to determine the resonance
location of the ring, and a separately implemented control logic. Because there is no
demonstrated practical way to cool the microring resonator during operation, the con-
trol bases solutions maintain the microring at a higher temperature than the ambient,
and above the expected temperature ceiling of the operating environment. This is the
process of “running the microring hot”, where an increase in ambient temperature leads
to less heating of the ring by the integrated heater, and vice-versa.
A block diagram of the control based solution can be seen in Fig. 3.2. The integrated
heater is the actuator for the control system and is typically made of a resistive material
such as nichrome, titanium, or doped silicon materials. The amount of heat generated
by these heaters can be precisely control by changing the current flowing through
them. The important performance metric of the heater is efficiency, which is usually
expressed as the power required to tune the microring resonator by one free-spectral-
range (FSR). This metric takes into account the size of the microring because larger
ring require more heat to shift but also has smaller FSR, and can provide a consistent
evaluation of heater efficiency across devices [59]. Heater efficiency can be increased by
placing the heater closer to the microring waveguide [60]or by thermally isolating the
microring structure[61].
Another important metric of heaters is their temporal response, or how fast they
can heat up the microring. This metric is in particular important to wavelength initial-
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ization of microrings because it determines the fundamental limit on how fast we can
shift a ring to the designed laser wavelength during system initialization. The thermal
wavelength response of the ring can be modeled as a linear system with a impulse re-
sponse governed by its thermal time constant. The minimum amount of time for the
microring resonance to shift is a few multiples of the time constant. Placing the heater
closer to the microring creates a faster thermal response, while thermally isolating the
microring slows down the thermal response as the ring will cool down much slower than
a regular device.
The feedback controller itself in the control system is likely an implementation of
a proportional-integral-derivative (PID) controller, which is simple, robust, and well
know method to achieve closed-loop feedback control. The other important part of
the control based system is the sensor that determines the location of the resonance.
This can be implemented in a variety of ways, each with advantages and disadvantages.
These disadvantages in particular manifest themselves in how they affect wavelength
initialization of the device.
3.4.2.1 Direct temperature sensing
The simplest method to sense the resonance location is to measure the temperature
of the ring directly. This approach was first demonstrated using a thermistor [13],
sensitive heater resistance measurement [62], and using a forward biased pn-junction
[63]. However, a stabilization system suitable for data transmission and application
for wavelength initialization has not been demonstrated based on direct temperature
measurement. Work to extend these efforts will be presented in 4.
3.4.2.2 Optical power level sensing
Another simple method to sense the location of the resonance is to monitor the power
transmitted through the system and search for the minimum. All that’s required is a
photodiode placed on the through port or drop port after the microring. By actively
searching for the minimum (or maximum in case of drop port), it is possible to im-
plement wavelength initialization in addition to temperature stabilization. One early
approach skips the use of a photodiode and uses an external optical camera to measure
the scattered light from the microring instead [64]. While innovative, this method is
difficult to scale and implement in a compact and cost-effective manor.
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In [65], a FPGA algorithm was used to look for a power minimum in order to
initialize the microring. While effective, it remains to be seen whether the FPGA-
implementation can be translated to simple low-power circuitry, and additionally, the
technique may be vulnerable to Fabry-Perot artifacts in the optical path. Also, because
of the symmetrical nature of the microring resonance, a careful coarse and fine dual
search loop had to be implemented, drastically slowing down the search time.
In [66] and [67], a custom CMOS circuit automatically performs the minimal power
search and wavelength initialization. Again because of the symmetrical nature of the
resonance the initialization process was slow, on the order of miliseconds. All of the
optical power monitoring methods also are affected by fluctuations in optical power,
which would require real time system recalibration and could affect data transmission
performance.
3.4.2.3 Direct BER measurement
A method specific for controlling microring modulators is to monitor the BER rate of
the modulation and maintain the resonance location using the most important param-
eter of a transmit link directly [68]. Demonstrated results show wavelength locking and
thermal stabilization over 32K. However, because BER measurement is a complex pro-
cess, the cost and power consumption of the system will likely be high. Furthermore,
the procedure to acquire BERs is time consuming and this led to slow initialization
results.
3.4.2.4 Dither and Mixing based approaches
To overcome the symmetry of the microring resonance mixing based approaches were
adapted in [69] and [70]. In the first case an interferometric structure was built on chip
to perform homodyne mixing of the passed through optical signal. In the second case
a small dither signal is imprinted on the heater of the microring and the subsequent
small optical modulation used to detect the resonance location. This method has
advantages over the earlier methods because it is able to break the symmetric of the
microring resonance and enable the resonance location to be detected precisely. The
fast wavelength locking process discussed next relies on this method.
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3.5 Implementing fast wavelength initialization
While all of the studies are successful in accomplishing thermal stabilization, wavelength
locking has not been thoroughly investigated. Only [65] mentions the speed of locking to
a single wavelength offset. In this section we demonstrate that the dithering technique
from [70] can be used to reliably achieve the fastest wavelength locking to date, and at
the same time we identify and characterize fundamental speed constraints that exist in
the locking process. Knowing the speed of wavelength locking is important to the design
of microring-based optical interconnect architectures, enabling analysis of issues such as
balancing the energy savings from shutting down a link with the latency associated with
re-initializing the link, or estimating the time required to thermally change channels
inside an optical switching or filtering fabric.
Compared to earlier works the dither based solution is comprehensive and satisfies
five metrics for a good control and initialization scheme: low-cost and energy-efficient,
does not require additional photonic structures, is compatible with the WDM imple-
mentation of microring resonators, immune to fluctuations in laser power, and imple-
mentable for either passive microring resonators or active components such as microring
modulators. Fig. 3.3 shows its principle of operation.
cos(fDt) ⊗ cos(fDt+ φ) =
1
2
[cos(2fDt+ φ) + cos(φ)] (3.4)
The dither method adds a small periodic signal to the voltage controlling the inte-
grated heater. As a result the optical signal going through the microring is imprinted
with a slight optical modulation, the phase of which reverses when the resonance is
tuned past the laser wavelength. By multiplying the optical modulation with the origi-
nal dither signal in a homodyne mixing process, we can extract from the phase reversal
an asymmetric error signal that identifies the location of the laser wavelength. Eq.
3.4 shows this process, where fD is the frequency of the dithering signal, and φ is the
relative phase (0 or π) of the modulated optical signal, and the higher harmonics can
be filtered to leave only the DC term cos(φ) term. This error signal is also useful for
feedback control as the input to the feedback controller - minimizing the error signal
will keep the resonance location locked to the laser.
After demonstrating that the dither based system can be used to perform thermal
stabilization. Padmaraju et al designed a system to do wavelength initialization [71].
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Figure 3.3: Overview of the dither method. A small electrical signal is applied to the
heater of the microring, which causes a slight shift of the optical resonance of the ring.
When a laser is on the right side of the resonance (blue arrow), the resulting optical
modulation is in phase, and when the laser is on the left side of the resonance, the optical
modulation is out of phase. By detecting the optical signal and electrically mixing it with
the original dither signal (and then filtering for the DC component), an anti-symmetric
error signal that occurs near the resonance of the microring is generated.
The wavelength-locking method consists of ramping up the heater voltage until the
error signal appears, then turning on analog or digital feedback to lock to the laser.
Fig. 3.4 shows a simplified experimental setup and circuitry used to accomplish the
wavelength locking, adapted from [71].
The top section shows optical coupling into the silicon photonic device, which was
fabricated at the Cornell Nanofabrication Facility on a standard silicon-on-insulator
(SOI) platform and consists of a racetrack ring resonator coupled to through-port and
drop-port waveguides. The resonator has 5 µm radius and a Q of approximately 3000.
Deposited nickel-chromium on top of a 1 µm thick oxide cladding form the integrated
heaters, which offer a tuning efficiency of 0.56 nm/mW (70 GHz/mW). We choose to use
this filter device for easy access to the drop port. The wavelength-locking circuitry will
work with other types of microring devices [70]. The bottom section shows components
needed for error signal generation, error signal threshold detection, the state machine
to enable heater ramp up and feedback, a minimal-component resistor-capacitor (RC)
ramp generator, and a minimal-component analog-feedback circuitry adapted from [69].






































Figure 3.4: Simplified diagram of the experimental setup and wavelength-locking circuit,
built using discrete components. The tunable laser is launched onto the chip, modulated
by the microring and dither signal, and detected from the drop port. The dither signal
is mixed with the detected optical signal to generate an error signal for the control logic
and feedback circuit. After reset the ramp generator heats up the microring until the error
signal reaches a threshold, at which point the state machine stops the ramp and enables
the feedback circuit to lock the microring resonance to the laser wavelength.
The gain of the feedback circuit is about 100 and the loop bandwidth is around 1 kHz.
Fig. 3.5 shows the response of the control signals in the system when locking to an
arbitrary laser wavelength offset of 2.1 nm. The heater output (top red line) ramps up
from 0 to 1.5 V in 3.5 milliseconds, at which point the resonance matches the laser. The
middle line (blue) is the error signal generated by the dithering and is the input into
the rest of the control logic and the feedback system. As the resonance approaches the
laser at 3.5 milliseconds, a negative voltage appears. By enabling the feedback system
(black) at the negative peak of the error signal, the feedback controller will lock the
resonance to the laser wavelength at the zero crossing point, or an adjustable offset for
optimal performance as needed for modulator devices. Because the feedback system
sees a step input when it first turns on, an expected overshoot appears on the heater
voltage.
Critical to the locking operation is the error signal it has to be large enough for
threshold detection and feedback control. Its amplitude depends on the optical power
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Figure 3.5: Control signals of the system when locking to a wavelength 2.1 nm away.
The x-axis is time of initialization, the left y-axis is voltage for the heater outputs and the
error signal (collected without enabling feedback and magnified 3 times for illustration),
and the right y-axis is logic level for feedback enable. The feedback system is enabled after
detecting the negative peak of the error signal, and the system locks at the error signal
zero crossing.












































Figure 3.6: Modulation response (dB) and phase delay (degrees) of the optical signal
passing through the microring as the dither frequency is increased. We can infer the 3 dB
thermal bandwidth of the integrated heater to be 43 kHz, corresponding to a thermal time
constant of 4 µs.
reaching the photo-detector, the gain and signal-to-noise ratio (SNR) of the mixing
circuit, and most importantly on the amount of dither-induced optical modulation,
which decreases as dither frequency increases. Fig. 3.6 shows the magnitude and phase
of the dither-induced optical modulation as a function of frequency, from which we infer
a device thermal time constant of 4 µs, consistent with other devices reported in the
literature [49]. The dither signal used in the experiment is a constant 40 mVpp, 100
kHz sine wave. The amplitude chosen was the largest possible without causing optical
data degradation, and 100 kHz was the fastest frequency we can use and still recover
a usable error signal. At larger DC offsets the dither causes more resonance shift, thus
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Figure 3.7: (a) Simulated ideal heater output voltage as the system locks to various
wavelength offsets, labeled individually on the right. When ideally driven the system
locks on to any wavelength offset after 20 µs, or 5 times the thermal time constant. (b)
Experimental results using the dither system, showing an average locking ramp speed of
0.012 nm/µs and locking after 200 µs for wavelength offsets as large as 3 nm.
a dynamic dither amplitude adjustment should be added if necessary. The choice of
dither frequency is fundamental to the overall system locking speed, as demonstrated
next.
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+ tcircuit + tfeedback (3.5)
where ∆λ is the offset between resonance and laser wavelength, ∂λ/∂t is the heater
ramp speed, tcircuit is the delay from the circuit logic, and tfeedback is the time it takes
for the feedback system to stabilize. ∆λ is a function of the optical system design
and fabrication tolerances, and should be assumed fixed for this analysis. tcircuit is
measured in 10s of nanoseconds, which is sufficiently small that it can be ignored when
approximating the aggregate initialization time in this experiment. The adjustable
parameters for locking speed are the heater ramp speed and the feedback settling time.
The heater ramp speed can be adjusted by changing the resistor and capacitor values
in the ramp generation circuit. Fig. 3.7 shows the system locking to a set of wavelength
offsets using the fastest achieved ramp (b) compared against simulated ideal locking
(a). The ramp speed achieved was approximately 10,000 V/s and is better understood
as a conservatively estimated resonance shift of 0.012 nm/s. This ramp speed enables
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0.012 nm/μs 0.024 nm/μs
Figure 3.8: The heater output voltage and magnified error signal as the ramp speed is
increased. Time is on the x-axis, and a stable error signal is detected in (a) near 200 µs,
while in (b) a series of unstable error signals are detected near 100 µs. The only change














40 mVpp dither amplitude
100 kHz dither frequency
Frequency (Hz)
2 dB
8 dB0.012 nm/μs ramp
0.024 nm/μs ramp
100,000 1,000,00010,000
Figure 3.9: Fourier transform of the two ramp signals in Fig. 5. The dither signal
frequency at 100 kHz (dotted veritcal line), and the 40 mVpp (-27.95 dB) dither signal
amplitude are added as references. The faster ramp (green) has a 100 kHz component only
2 dB down compared to the dither signal, while the slower ramp (blue) is 8 dB down, thus
explaining the in-band interference.
locking one order of magnitude faster than that reported in [3], and is less than one
order of magnitude slower than the thermal-time-constant-limited ideal for wavelength
offsets up to 3 nm.
To investigate the ramp speed limit, we turned off the feedback system and looked
at the error signal detected for various ramp speeds. Fig. 3.8 (a) shows a stable error
signal generated by the 0.012 nm/ µs ramp, while Fig. 5 (b) shows an unstable error
signal generated by a faster ramp. The unstable error signal contains random phase
shifts and could not be used for wavelength locking.
We think the instability arises because the error signal generated by the homodyne
mixing process is sensitive to in-band interference. High-frequency components in the
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Figure 3.10: (a) Feedback controller output, inverted for easier visualization. This output
adds to the heater voltage after feedback enable, which starts at 0 µs. The feedback voltage
overshoots then settles after 100 µs. (b) shows a magnified view of the overshoot compared
with the ideal step response governed by the 4 s thermal time constant of the device (red).
The controller is 5 times slower because it depends on error input generated by the dither,
whose 100 kHz frequency can be seen in the small ripples on the overshoot.
ramp signal, especially at the dither frequency, will show up in the generated error
signal as phase and amplitude interference. Fig. 3.9 shows the Fourier transform of the
ramp signals from Fig. 3.8, compared with the amplitude and frequency of the dither
signal. The faster unusable ramp has a 100 kHz component only 2 dB down from the
dither signal itself, while the usable ramp is a more reasonable 8 dB down. Similar
results were found for dither frequencies at 50 kHz or 200 kHz. Fig. 3.9 can be used
to estimate the fastest ramp speed permissible for a chosen dithering signal.
The feedback system settling time is also related to the thermal time constant.
Fig. 3.10 shows the optimal feedback output voltage achieved, inverted for easier
visualization. The circuit overshoots then settles to the steady state after 100 µs, which
is only 5 times longer than the ideal settling time predicted by the thermal bandwidth.
The feedback system must be slower than the ideal case because the controller depends
on the dithering signal to generate the error input. The dependence of the controller
on dithering can be seen in the ripples measured during the overshoot phase, which
have 10 µs periods matching the 100 kHz dither. Although this dependence does exist,
our experiment shows that the feedback settling time degradation due to dithering is
within one order of magnitude.
To verify the reliability of the wavelength locking system, we sent a 10 Gb/s pseudo-
random-binary-sequence (PRBS) 231-1 data stream through the microring while it
underwent repeated initialization and reset at 100 Hz. A 295 mW chopped green-
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Figure 3.11: Experimental setup to test the reliability of the wavelength-locking circuitry.
A 10 Gb/s PRBS 231-1 data stream modulated by a commercial modulator is launched
onto the chip. A data timing generator resets the locking circuit and uses a delayed reset
signal to tell the BERT to start testing. A chopped visible laser imparts a 5 K thermal
perturbation.






















Data valid signal to BERT
Reset
Figure 3.12: Plot showing the heater waveform (red) repeatedly locking during the BER
measurement, as well as the logic signal to enable burst mode measurement on the BER
tester (black). The changing locking voltage show the system successfully responding to a
20 Hz thermal perturbation.
visible-laser was shine onto the microring using a cleaved fiber to impart a thermal
perturbation. A BER tester was operated in burst mode to sample the data stream
after each reset (Fig. 3.11). Fig. 3.12 shows the heater and logic signals collected
during the reliability test, and the resulting BER curves are shown in Fig. 3.13. After
calibration of received power to account for duty cycle, the power penalty from the
repeated initialization process compared against one-time manual tuning is negligible
without thermal perturbation. Under a 1 kHz, 5 K, perturbation there is a 1.3 dB
power penalty, caused by the limited feedback-controller bandwidth against the square
wave nature of the perturbation. The dithering-based system achieved error-free per-
formance during the measurement, wavelength-locking consistently without fail.
Low-frequency content in the optical data stream could interfere with the homodyne
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Figure 3.13: BER curves collected from manually tuning the microring once and using
the wavelength-locking circuit to repeatedly tune the microring to the laser wavelength.
Auto wavelength-locking caused negligible power penalty, but under a 5 K, 1 kHz square
wave thermal perturbation there is a 1.3 dB penalty due to limited feedback controller
bandwidth.
mixing process as well. More noise was detected in the error signal from a PRBS 231-1
optical data stream compared to PRBS 27-1, but the effect was not apparent in the
BER measurement. Fig. 3.14 shows the increased noise from using the longer data
sequences. The observation here corroborates the pattern dependency observed in Ch.
2, that longer sequences have low frequency components that could affect microring
operation, especially for injection mode modulators.
Figure 3.14: Comparison of the error signal collected for when the modulated datase-
quence is PRBS 27-1 vs. PRBS 231-1. The longer data sequence has more low frequency
components compared to the shorter datasequence, thus the high-speed PRBS 231-1 mod-
ulation signal interferes with the 100 kHz dither mixing process and generates more noise.
The increased noise in the error signal was not detrimental to the BER performance in this
experiment.


































Yes Yes No Yes No Yes Yes Yes, slow 
Direct BER 
measurement 
No No No Yes No Yes Yes Yes, slow 
Homodyne 
Mixing 
Yes Yes Yes Yes Yes Yes Unknown No 
Dither  Yes Yes No Yes Yes Yes Yes Yes, fast 
Table 3.1: This table summarizes the advantages and disadvantages of the demonstrated
thermal control approaches for microring resonators. The final column describes how each
approach has been demonstrated to accomplish initialization.
3.7 Discussion on wavelength locking
This experiment demonstrated reliable fast wavelength locking of a microring resonator
device using the dither method, showing experimentally that the dithering mechanism
can achieve fast wavelength locking. We believe with better circuit designs we can ap-
proach initialization speeds within an order of magnitude of the thermal-time-constant-
limited ideal. We believe with better circuit designs we can approach initialization
speeds within an order of magnitude of the thermal-time-constant-limited ideal.
The experimental results and analysis we provided should be leveraged by future
photonic architectures to ensure that latencies associated with initializing microring
links can be resolved. Additionally, these results motivate further investigation into
reducing the thermal time constants of integrated heaters, which notably, have been
experimentally demonstrated in the sub-microsecond regime [60]. Table 3.1 summarizes
the strength and weaknesses of the different demonstrated control approaches, for both
control and wavelength initialization usages.
Chapter 4
Thermal Stabilization of
Microring Resonators Using a
Bandgap Sensor
This chapter describes the authors work to investigate a type of thermal stabilization
system for microring resonators based on the direct measurement of microring temper-
ature. This method is made possible by matched pn-junctions fabricated within the
microring, which enables the measurement of ring temperature very accurately. The
chapter will first identify the motivation for using the temperature sensing approach
and then describe the principles of operation for the pn-junction temperature sensor.
Challenges encountered when using the temperature will also be described, along with
possible solutions. Finally the chapter will show the potential of using this approach
for microring thermal stabilization.
Notable findings of this work:
• Pn-junction based sensors could be integrated into photonic structures without
degrading performance
• Pn-junction sensors can accurately measure temperature for stabilization pur-
poses
• Integrated heaters affect performance of closely located sensors
• Additional calibration need to be used to overcome the heaters influence
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• A simple lookup-table based stabilization system can provide adequate thermal
stabilization performance
4.1 Disadvantage of existing thermal stabilization meth-
ods
As we have seen in 3, a major challenge in the commercialization of microring devices
is overcoming their sensitivity to environmental temperature fluctuation. The high
thermal-optic coefficient of silicon, coupled with the wavelength selectivity of the ring
resonance, makes the rings susceptible to temperature fluctuations as small as 1 K
[49]. Many researchers have worked on the challenge of temperature fluctuation. These
projects have focused on (1) reducing the temperature sensitivity of the resonant struc-
tures using athermal materials, and (2) using integrated heaters combined with active
feedback circuitry.
While successful, both of these approaches have drawbacks that could limit their
commercial application. The athermalzing approach uses novel materials to counter-
act the thermal optic coefficient of silicon, and requires additional manufacturing steps
which impact CMOS process compatibility. Most existing active control approaches, as
seen in Table. 3.1, depends on the detection of optical power, thus requiring additional
integrated or off-chip photodetectors. Integrated detectors require extra fabrication
steps [72] or germanium implantation, and off-chip detectors significantly increase sys-
tem cost. Often a drop-port waveguide near the microring must be added to facilitate
power detection, further complicating device design.
In addition, all of the demonstrated wavelength initialization method require op-
tical power, with the fastest possible initialization speed on the order of hundreds of
microseconds. Beyond cost, this dependence on optical power to acquire and main-
tain thermal stabilization, as well as the delay associated with existing methods to
do thermal initialization, places critical restrictions on how a microring based optical
circuit can operate. Specifically, the laser cannot be turned off during idle periods to
save power without the system losing stabilization. Likewise, in configurations where
data-paths in an optical network have optical power switched away, the switching ar-
chitecture must account for the re-initialization delay of dark paths, thus leading to
decreased throughput and significant latency.
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A better solution for the initialization and thermal stabilization of microrings is
to measure the temperature of the device. Having this type of sensor input greatly
simplifies initialization and thermal control system design, eliminating much of the
complexity resulting from using optical power to deduce resonance location. An ini-
tialization system using temperature sensing saves the optimal operating temperature
of the microring as a reference and instruct a control system to maintain that temper-
ature during system operation. This type of control system can also rapidly achieve
wavelength locking without requiring optical power.
4.2 Methods to measure microring temperature
In general commercial applications temperature measurements are typically done using
four types of sensors. The general characteristics of the four types of sensors can be
found in Fig. 4.1
• Thermocouple
• Thermistor
• Resistance temperature detector (RTD)
• Semiconductor bandgap sensor (IC)
Figure 4.1: General output vs. temperature characteristics of the four commonly used
temperature sensor types. Adapted from [12].
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4.2.1 Thermocouple
A thermocouple is formed when two dissimilar metals are joined at both ends and one
of the ends is heated. When the metal loop is opened and connected to a voltmeter,
a temperature dependent voltage can be detected. Thermal couples are popular for
industrial applications because they are simple, low cost, and rugged. However, the
measured voltage is non-linear and the thermal couple requires a temperature reference
and voltage compensation in the detection circuitry. Furthermore, the output sensi-
tivity of thermocouples is low, making them useful for limited specialized industrial
applications. From the perspective of silicon photonics, the requirement of two differ-
ent metals to form the thermalcouple makes fabrication more complex and potentially
non-CMOS compatible.
4.2.2 Thermistor
Thermistors are elements whose measured resistance varies with environmental tem-
perature. Usually thermistor elements are made of semiconductor materials that have a
strong temperature coefficient and thus resistance change with temperature. Although
the thermistor is highly sensitive, it has high non-linearity and is very sensitive to pro-
cess variation. The Steinhart-Hart equation can be used to approximate the resistance
to temperature relationship after careful calibration of manufactured devices.
The materials used for thermistors are not typically CMOS compatible and thus
are difficult to integrate on chip. However, in [13] dope poly-silicon was used as a
substitute thermistor material. The temperature coefficient of poly-silicon is only about
25% of commercial thermistor materials but poly-silicon can be deposited in the CMOS
process. The results of [13] showed that temperature measurement is possible at 4 mK
resolution using a digital voltmeter. However, due to hysteresis of the thermistor during
heating and cooling, the overall system temperature measurement accuracy is 300 mK.
Fig. 4.2 shows a schematic of the poly-silicon thermistor fabricated on a microring
resonator.
4.2.3 Resistor temperature detector (RTD)
The third common method for temperature measurement is to use the temperature
dependence of resistive materials and measure the small change in resistance due to
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Figure 4.2: Schematic of a microring resonator with doped poly-silicon heater and ther-
mistor element on top (shaded circles.) Adapted from [13]
temperature. Platinum wire resistors are the material of choice for as laboratory mea-
surement standards, but other metals and common resistor material can be used. Be-
cause the temperature coefficient of resistive materials is small compared to thermistor
materials, special circuits such as the Wheatstone bridge and four-wire measurement
techniques have to be used to ensure accuracy.
In [62] a titanium oxide integrated microheater was used to measure the temperature
of a microring resonator. A Wheatstone bridge was used to simultaneously heat the
microring using the integrated heater and measure the microring temperature. The
authors were able to demonstrate a temperature measurement resolution of 67 mK
and they were also able to perform thermal stabilization using the resistive heater as
the temperature sensor, achieving a stability of 80 mK for the system under 1 K of
environmental temperature perturbation. Fig. 4.3 shows their stabilization results.
4.2.4 Semiconductor bandgap sensor (IC)
The final type of temperature sensor uses the temperature dependent current vs. volt-
age characteristics of a semiconductor pn-junction. When two semiconductor materials
with p and n dopings are brought into contact, a bandgap forms and the forward current
I through the junction is related to the forward bias voltage V by:




where I0 is reverse saturation current, q is electron charge, n is a fabrication process
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Figure 4.3: Microring stabilization results using the integrated heater as a resistive sensor.
The authors were able to achieve 80 mK stability (bottom) under a thermal perturbation
of 1K from a white light source shine on the chip (top shows output without stabilization).
The wavelength stability is measured by placing a tunable laser near the resonance location
of the ring, where shifts in the resonance location translates to the most intensity shift at
the output port.
dependent ideality factor typically between 1 and 2, and k is the Boltzmann’s constant.
Equation 4.1 can be rearranged as:














If the forward bias current of the junction is held constant, then the forward voltage
is a linear function of the junction temperature T. By supplying a constant bias current
and measuring the forward voltage as an output, a pn-junction can be used to measure
temperature. Because pn-junctions can be manufactured easily and with very low cost
in VLSI, they are found in many types of household appliances and are commonly used
for thermal monitoring in integrated circuits, GPUs and CPUs.
The VLSI compatible nature of bandgap sensors means that they are a natural
candidate for integration with silicon photonics. A pn-junction was first integrated
into a microring resonator by DeRose et al. in [14]. Fig. 4.4 shows a pn-junction
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Figure 4.4: Schematic of a fabricated microring with a built-in pn-junction to measure
temperature. Adapted from [14].
integrated inside a microring resonator to measure the ring temperature. The study
achieved an output voltage change of approximately 1.9 mV/K. Assuming a 16-bit
ADC is used to sample this sensor output, it is possible to get sensitivity of 50 mK
using this sensor. A temperature stabilization system based on this sensor was not
demonstrated in [14] or follow up studies.
4.3 Improving existing methods for microring tempera-
ture stabilization
While successful, the demonstrated methods to measure mirroring temperature on-chip
have disadvantages. In the case of the thermistor, novel materials have to introduced
that may not be CMOS compatible. For the heater resistor as a sensor, a complicated
network of resistors have to constructed to measure the temperature change, leading
to complicated output circuitry design and requiring more area on chip if an integrated
solution is implemented.
In contrast, using the pn-junction based approach as the advantage of CMOS com-
patibility and simple measurement circuitry, making this solution an efficient use of
space and VLSI friendly. However, using a single junction to measure temperature, as
demonstrated previously, makes the system sensitive to individual device parameters in
the form of the reverse saturation current that is subject to fabrication variation. Sig-
nificant amounts of calibration might be needed to extract temperature measurements
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from each device.
In most commercial temperature sensors the reverse saturation current variation is
overcame by driving two different current through the pn-junction at different times









where V1 and V2 are the voltages measured at the two currents. The reverse satu-
ration factor and the +1 factor cancels out during the subtraction, leaving us with a
temperature measurement that has only the ideality factor as the unknown. This delta
measurement also cancels out many non-ideal mechanisms not modeled by equations
thus far used [73].
The delta measurement could be applied to microring temperature measurement.
The disadvantage is that the system has a slower sampling rate due to the need to
collect two samples. The system is also subject to more noise because a single-ended
voltage measurement is made on the pn-junction.
A better way to measure temperature is to use matched pn-junctions. This is
accomplished in manufacturing by placing the two junctions in close proximity on-
chip. The close locality ensures similar fabrication conditions are encountered by the
devices, thus enabling the same non-ideality cancellation as in the delta measurement
method.
By using two matched junctions fabricated in very close proximity and biasing them
simultaneously, we can get a continuous reading of the junction temperature and take
advantage of common mode rejection to significantly improve SNR. This is the method
we used to perform thermal stabilization of a microring resonator using a bandgap
sensor.
4.4 Device design and characterization
The microring device used in this study was fabricated at the A*STAR Institute of
Microelectronics (IME) via an OpSIS multi-project-wafer run [74]. The process uses an
8 Silicon-on-Insulator (SOI) wafer from SOITEC with 220 nm top silicon layer and 2
m bottom oxide. The device is a modification of existing microring modulator designs
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Figure 4.5: The microring modulator design (left) and fabricated device viewed through
a microscope (right). The matched p-n junctions used for temperature sensing are on the
lower right quadrant of the device, while the integrated heater is in the lower left. The
high-speed modulation junction covers the top semicircle
demonstrated in the OpSIS platform and does not require process modifications. It
contains a high-speed modulation p-i-n junction, a resistive integrated heater, and two
matched narrow p-n junctions for temperature sensing. Fig. 4.5 shows the layout and
photograph of the fabricated device.
The microring modulator has a radius of approximately 20 µm and a FSR of 4.8
nm. The extinction ratio of the ring is more than 20 dB with a 3-dB bandwidth of
0.14 nm, and the Q of the ring is estimated to be 11,000. Although 25 % of the ring
area is taken by the matched pn-junction, the performance of the device for high-speed
modulation and thermal tuning is not significantly degraded. Fig. 4.6 shows the S21
parameter of the device, showing a RF bandwidth of approximately 30 GHz, implying
that the device is still suitable for modulation up to 40 Gb/s.
The integrated heater has a resistance of around 300 ohm and thermal tuning effi-
ciency of the ring is around 83 mW/FSR, which is also comparable to other microrings
demonstrated in the literature [3]. Fig. 4.7 shows the thermal tuning results of the
ring at various integrated heater voltages and the shift of the ring according ambient
temperature change. The tunable range of the integrated heater corresponds to more
than 55 K of environmental temperature. In order to prevent damage to the integrated
heater from overheating, in our experiments we limit the applied voltage to below 2.5
V, which means the system is capable of stabilizing against a temperature change of
20 K in our demonstration. By changing the heater design to be more robust the
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Figure 4.6: The RF S21 parameter of the microring modulator having pn-junctions built-
in. The bandwidth is around 30 GHz implying a modulation capability of 40 Gb/s.
Figure 4.7: (Left) Ring resonance location vs. ambient temperature, (Right) Resonance
location vs. applied heater voltage of the microring modulator. With 5 V applied to
the heater an ambient temperature range more than 55 K can be covered. To prevent
overheating and damage to the heater a limit of 2.5 V was imposed on the integrated heater
control voltage. This means 20K is the target of stabilization for the demonstration.
temperature stabilization range can be made arbitrarily large.
For accurate temperature sensing, it is important for the two pn-junctions fabricated
in the ring to demonstrate good matching. This is verified in Fig. 4.8, where IV curves
for both junctions at different temperatures are plotted on the same graph. The exact
overlap of the curves at the different temperatures demonstrates that the pn-junctions
on the microring indeed have excellent matching for temperature sensing purposes.
Fig. 4.9 showcases the output voltage vs. temperature of each of the junctions
biased at 100 nA and 1 µA as the temperature of the device is modified using a wafer-
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Figure 4.8: IV curves of the two junctions under different temperatures. The junctions
match perfectly as demonstrated by the overlapping cross and circles.
Figure 4.9: Forward bias voltage changes with temperature as the forward current is held
constant at 100 nA (left) and 1 µA (right). The difference between these voltages is used
to measure temperature.
scale test setup. The difference between the two curves is the raw voltage difference that
could be measured as a function of temperature. By increasing the difference between
the two bias currents, higher voltage changes can be obtained. The limiting factor in
the current difference is self heating effects when the bias current is too high. Fig. 4.10
shows that the system can easily obtain a raw temperature measurement resolution of
0.29 mV/K, without using large bias currents. The resolution can be further increased
by using amplification of the voltage difference.
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Figure 4.10: The forward voltage difference between the two matched junctions as tem-
perature is changed, showing a raw measurement resolution of 0.29 mV/K.
4.5 Temperature measurement circuitry and micropro-
cessor
Temperature measurement can be performed by forward biasing the matched p-n junc-
tions at different currents then measuring the difference in forward voltages. Due to
the matching of the junctions the voltage difference is linearly correlated to the abso-
lute temperature of the junction as seen in 4.4. We measured the temperature of the
microring by biasing one junction at 1 µA and the other at 10 µA, in the concept block
diagram shown in Fig. 4.11.
While conceptually simple, in actual laboratory practice a few lessons were learned.
At first the currents were supplied using two identical laboratory benchtop source me-
ters designed for semiconductor and photodiode characterization. Although the source
meters were able to supply the currents necessary, the BNC cables and leads com-
ing out of the source meter terminal injected a lot of noise into the output voltage
measurements. Also, because the instruments were plugged into the wall individually,
grounding loop issues were seen in the form of large 60Hz noise in the output. In the
end it was decided to move forward using discrete IC programmable current sources to
reduce the length of leads to the pn-junctions and to eliminate the grounding loop issue.
The components chosen were LM234Z programmable current sources and a INA116PA
instrumentation amplifier to amplify the output. The INA116PA amplifier has only
3 fA of input bias current and around 110 dB of common mode rejection in low gain
configurations.
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Figure 4.11: Block diagram of the temperature measurement circuit using two matched
pn-junctions. One junction is biased at 1 µA and the other at 10 µA. The output is
amplified by an instrumentation amplifier to increase resolution and reject common mode
noise, and the final result voltage is collect by a high-resolution ADC.
Increasing the gain on the instrumentation amplifier will lead to better temperature
reading resolution and higher common mode rejection. The amount of gain that can
be used is limited by the power supply limit of the circuit. The overall resolution of
the temperature measurement circuitry is set by selecting the ratio of I1 and I2, which
determines the voltage difference at the input of the instrumentation amplifier, and
then selecting the max gain possible on the output stage to avoid saturation while
retaining enough common mode noise rejection. In our system I1 is approximately 1
µA and I2 10 µA, the output gain is set to be around 10.
The output voltage after the instrumentation amplifier is collected by an ADC.
In this experiment we chose a PIC24 microprocessor with built-in 16-bit sigma-delta
ADC channels to collect the data and implement feedback. In addition to the high-
resolution ADCs, the PIC24 also has built-in 10-bit DACs that can drive the microring
integrated heater to perform feedback. The microprocessor consumes a max of 7 mW
during operation, and its power consumption can be dramatically reduced by turning
off unnecessary functions and optimizing the software.
One problem that we ran into using the microprocessor was the ADC initialization
sequence. The documentation suggested a wait cycle of at least 5 clocks for the ADC
filter to settle, but in practice 8 - 10 clock cycles was required. When using 5 cycles as
suggested in example code there was significant amount of noise in the voltage reading.
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Figure 4.12: A photograph of the experimental setup used for pn-junction based thermal
stabilization. The chip sits atop a TEC element on the left, and is surrounded by DC
probes and a vertical grating coupler. The current sources, instrumentation amplifiers,
and microprocessor board with built-in ADC is in the lower left.
Fortunately we were able to resolve this hidden issue.
Fig. 4.12 shows a photograph of the experimental setup for measuring microring
temperature using the matched pn-junctions. The chip sits atop a thermal electric
cooler (TEC), which can heat or cool the chip depending on the polarity of the cur-
rent passing through it. A commercial thermistor is bonded to the TEC to provide
temperature readings interpreted by a temperature controller. Electrical probes and
later wirebonding was used to contact the microring heater and pn-junctions, while a
high-speed RF probe is used for modulation. A fiber array used for vertical optical
coupling can also be seen on the left.
The overall temperature resolution of the system is plotted in Fig. 4.13, showing a
resolution of 27.7 mK. This measurement resolution is better than previous demonstra-
tions and can be further improved by optimizing circuit parameters. Fig. 4.14 shows
a plot of pn-junction measured temperature compared to the resonance location of the
microring measured by an OSA. Excellent agreement here validate the accuracy of the
pn-junction temperature sensor.
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Figure 4.13: A plot of ADC value read from the system vs. the ambient temperature.
The matched pn-junction sensor has a resolution of 27.7 mK within the operating temper-
ature range, which is better than that of previous demonstrations. The accuracy of the
measurement is demonstrated by the high R2 value of the linear fit.
Figure 4.14: A plot comparing the ADC reading from the pn-junction sensor vs. the
resonance location of the microring as determined using an OSA. The high linearity demon-
strated by this figure and low residual of the fit verifies the accuracy of the temperature
sensor system.
4.6 Integrated heater and sensor skew
Given the excellent temperature measurement capability of the matched pn-junction
sensor, it seemed a feedback system to maintain temperature stability using the inte-
grated heater would be straightforward. A operating point can be picked and a PID
controller implemented in software or hardware to control the integrated heater. How-
ever, this simple PID implementation was not possible due to a sensor skew effect that
occurs when the integrated heater is used.
4.6 Integrated heater and sensor skew 63
Figure 4.15: Microring resonance location vs. temperature measured by the p-n junc-
tions. The p-n junctions accurately measures the microring temperature when the inte-
grated heater is not active (bottom blue). However, when the integrated heater is used
to heat up the ring while the global temperature is held constant (as an example, at 20
◦C for the top red curve), the relationship between measured temperature and resonance
location is skewed.
Fig. 4.15 shows the microring resonance location vs. temperature measured by
pn-junction without integrated heater power in blue. This curve is to be expected and
is the nominal measurement of temperature from the sensor. The red curve in the same
plot shows the p-n junctions measuring a lower temperature than the true temperature
of the microring when heater power was applied. The blue points in this graph are
collected by using the TEC to hold the chip at different temperatures. The red points
are collected by holding the chip at 20 ◦C and increasing the integrated heater voltage
from 0 to 2.5 V in 0.5V increments. If the sensor was perfect we would expect the slope
of the red curve and blue curve to match. This was not the case. Here we see that the
microring resonance shifts more than the measured temperature change.
A few possible explanations exist for the sensor skew. One possibility is the heat
travels in a non-uniform way from the integrated heater. The location of the heater
is on the lower left of the device and metal contacts for the heater and modulation
junctions act as thermal conduits for the heat to travel. Fig. 4.16 shows a thermal
propagation simulation of the device. Here we can see that it is possible for the heat to
not travel to the pn-junction region but heating up rest of the microring instead. The
separation between the integrated heater and pn-junctions is 35 µm.
Another possible reason is the propagation of carriers from the integrated heater,
which in this case is made from n doped silicon. Free carriers could diffuse and travel
to the location of the pn-junctions, affecting the amount of current flowing through
them independent of temperature. The matching of pn-junctions would not protect us
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Figure 4.16: A thermal propagation simulation of the microring device using COMSOL.
The n doped silicon heater is assumed to be 1 µm underneath the metal contacts. The heat
flow is strongly influenced by the presence of metal contact paths and does not uniformly
go over the microring area. This non-uniform coverage is a potential cause of sensor skew
when the integrated heater is turned on.
from this effect because one junction is closer to the integrated heater compared to the
other.
Finally another possibility is the presence of mechanical stress from the heating of
the ring. Fig. 4.16 shows that the region of the integrated heater can get very hot
compared to the rest of the chip. This will cause localized thermal expansion on the
chip and cause mechanical stress to spread out around the heater. The modeling to
describe the effect of stress on pn-junction current flow is beyond the scope of this
thesis. We only acknowledge it as a possible contribution to the sensor skew.
4.7 Preliminary feedback stabilization attempt
While the discovery of sensor skew prevents a simple PID controller implementation -
the skew mean that any change in the environmental temperature would cause the PID
controller to overreact and change the resonance too much. it is certainly not the end
of the world. The situation is akin to having a temperature sensor in a room that does
not accurately reflect the room temperature when there is a large heat or cooling source
present (Fig. 4.17a). This type of situation is frequently encountered in industrial and
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Figure 4.17: Analogy for having a temperature sensor with skew. (a) When there is a
large heating source inside a room, the overall reading from a single thermostat will not
accurately reflect the overall room temperature. (b) The skew can be calibrated for by
adding more sensors.
residential temperature control situations. A PID controller can still be used by using
more calibration. Coarse adjustments can be made using empirical measurements, but
a better way is to introduce more sensors to help quantify the sensor skew (Fig. 4.17b).
We decided to give the multiple sensors approach a try in our first feedback stabi-
lization attempt. The key to this approach is to use a additional sensor that is far away
enough from the integrated heater to not be affected by the heat travel, free-carriers, or
mechanical stress. This sensor should also be as close as possible to the ring to similarly
affected by global temperature changes. Combining the information from this second
sensor with the skewed reading from the first sensor close to the ring would provide
enough information to the PID controller to close the loop for stabilization. A second
pn-junction pair suitable for this purpose can be found on the chip 300 µm away from
the ring under test. This second sensor is from an identical ring device in an array of
test devices fabricated on chip (this is a classic case of ”it’s always good to make more
test devices!”). A picture of the chip showing the device under test and the second
sensor location is show in Fig. 4.18.
A detailed block diagram of the two-sensor calibration routine is shown in Fig. 4.19
At start of operation a setpoint is picked from the readings of sensor 1 (device sensor)
and sensor 2 (global sensor). The skew between the two sensors is found from Fig.
4.15. As the global temperature changes, a new target point of the device sensor is
calculated using the skew. The current sensor 1 reading is fed into the PID controller
and compared with the updated target point to get an error signal. The PID controller
acts to minimize this error signal through actuating the integrated heater, closing the
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Figure 4.18: A CAD image showing the device layout on the test chip. There are many
copies of the microring containing pn-junctions right next to each other. The devices
highlighted by the red rectangles are used in the experiment, with the left being DUT and
the right being the additional sensor.
Figure 4.19: Block diagram of the feedback controller used in the experiment. Device
temperature is the reading from the sensor in the ring, and global temperature is the
reading from the second sensor. The two setpoints are constants, and the skew adjustment
factor is found using slopes interpreted from Fig. 4.15 The measured change in global
temperature is used to update the target temperature for the feedback, which acts using
the ring sensor reading.
control loop.
To verify the operation of this calibrated control system, an optical transmission
experiment was setup as in Fig. 4.20. The chip containing the microring modulator
was attached to a thermal-electric-cooler (TEC) using thermal adhesive. The global
temperature of the TEC can be modified at 0.3 K/s with a driving current of 1 A.
A function generator was connected to a high-current amplifier to cause sine thermal
perturbation at 1 Hz. A laser was coupled into the device using a grating coupler,
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Figure 4.20: Experimental setup to demonstrate temperature stabilization using two
pairs of pn-junction temperature sensors.
and DC probes were used to contact the p-n junctions and integrated heater. 10 GB/s
data modulation was generated using an PPG and amplified to 5.5 Vpp with a reverse
bias of -2.8V before driven onto the chip using high-speed RF probes. Two sets of
current sources and instrumentation amplifiers connect the pn-junctions and sends the
output to the PIC24 microcontroller. The modified PID controller was implemented in
software and ran at a sampling speed of 80 Hz, which is fast enough compared to the
slow nature of thermal perturbation found in the experiment.
Fig. 4.21 shows the feedback system in action against a thermal perturbation of 1.0
K. The bottom curve is the control voltage of the TEC, where a positive voltage is an
increase in temperature and negative a decrease. The top curve shows the heater voltage
generated by the feedback controller. The delay in the feedback controller response
corresponds to the time constant of the thermal stage. Using the calibration routine
the feedback system was able to correctly compensate for the temperature perturbation.
Eye diagrams with and without the active thermal feedback are shown in Fig. 5a-c,
demonstrating successful thermal stabilization. BER curves were not collected due to
stability issues from probing - the rapid temperature change and associated thermal
expansion and contraction caused the the DC probes to experienced constant change
in contact resistance.
4.8 Conclusion and discussion
We have demonstrated in this chapter that a pn-junction based temperature sensor can
be used to accurately measure the temperature of a microring resonator. We fabricated
a microring resonator with built-in pn-junctions for temperature sensing and showed
that this does not significantly degrade performance. The integrated heater of the
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Figure 4.21: Preliminary results from the two-sensor and calibration based feedback
system. (a) 10 Gb/s output eye diagram of the microring modulator without thermal
perturbation, (b) with 1 K thermal perturbation but without stabilization, and (c) with 1
K thermal perturbation and with thermal stabilization enabled. (d) Heater voltage during
feedback control (top red curve). There is about a 1 second delay for the TEC temperature
change (bottom blue curve) to propagate to the microring.
microring will skew the reading of temperature sensors too close to the heater - this
skew is very significant for pn-junction based sensors because of additional effects such
as free-carrier migration and mechanical stress. It is possible to calibrate for the skew





This chapter describes the author’s work characterizing three different types of silicon
photonic switch fabrics. The first type is a microring resonator based 1x2 switch that is
capable of switching WDM signals, the second is a thermally tuned add-drop filter that
could function as a 2x2 switch, and the third type is a high-radix 4x4 MZI based switch.
We will discuss the capabilities of these types of switch fabrics and the challenges
associated with them.
Notable findings of this work:
• Microring resonator bases switches can perform switching of high-bitrate WDM
signals at nanosecond timescale.
• Specialized heater could enable simple control of thermally tuned high-order mi-
croring bases switches, making these switches suitable for control by FPGA.
• MZI based silicon photonic switch fabrics are scalable, but their initialization and
control is a challenge.
5.1 4×44 Gb/s Packet-Level Switching in a Second-Order
Microring Switch
Silicon photonic based optical interconnects have been proposed as a possible solution to
communication bottlenecks in today’s high-performance computing systems. In such
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optical interconnects, microring resonator devices made on the silicon on insulator
(SOI) platform are promising components due to their compact size, complementary
metal-oxide semiconductor (CMOS) process compatibility, and power efficiency. A
variety of network on chip (NoC) architectures has been proposed to use microring
resonators to increase bandwidth and power efficiency in both inter-core and memory
access [75, 76, 77, 78].
A common assumption in these architectures is the ability to send large amounts
of data through the microrings by leveraging WDM. Previous demonstrations have
shown the ability to switch a large number of channels through optically pumped [79]
and thermally tuned [80] microring devices. However, thermal tuning cannot easily
achieve nanosecond scale switching offered by EO active microring switches and opti-
cally pumped switching is neither power efficient nor easily feasible. Other WDM ca-
pable fast devices such as Mach-Zehnder Interferometer (MZI) switches are attractive
for their performance but require a much larger footprint which might be problematic
for dense NoCs [81].
The first demonstration of using a second-order EO microring resonator switch is in
[82] at 10 Gb/s, and subsequent demonstrations consisted of three channels of 10 Gb/s
data [83], or a single channel of 40 Gb/s data [84]. This paper is the first demonstration
of high bitrate WDM operation on an EO microring switch.
5.1.1 Device Characterization
The device used in this experiment is a second-order 1×2 switch consisting of two
cascaded microrings coupled to two adjacent waveguides. The device was fabricated at
the Cornell Nanofabrication Facility, and a detailed characterization can be found in
[15]. An image of the fabricated device is shown in Fig. 5.1.
Electrical carriers can be injected into both of the rings via separate PIN diodes
to tune the resonance of the device. This resonance shift allows optical signals to be
switched to the drop port when on-resonance, and the through port when off-resonance.
Fig. 5.2 shows an spectrum scan of the device during the passive state, where no
electrical carriers are injected. The free spectral range (FSR) of the device is 9.1 nm,
and through-port 3 dB passband bandwidth is 70 GHz. The passbands of the two
cavities are not perfectly overlapping in the passive state, but are aligned during active
switching. Single channel dynamic extinction ratio greater than 20 dB is possible [15].
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Figure 5.1: (a) A SEM image of the fabricated 1×2 switch device. The n and p doping
regions are highlighted in false color. (b) A microscope image of the device, showing the
electrical contact paths on top of the fabricated device. Adapted from [15].
Figure 5.2: Spectral scan of the device during passive state for through port (red) and
drop port (blue), showing high extinction ratio and four usable wavelengths in the C-band.
The resonance locations allow us to switch four wavelength channels inside the C-
band with this device. We place the channels so that they are switched to the drop
port when a voltage bias is applied, and the wavelengths are optimized to balance the
extinction ratio between the two ports at each channel. A CMOS compatible square
wave having amplitude 0.95 V, 0 V DC bias, 100 ns period, and 50% duty cycle drives
the switch to send periodic data to both output ports (Fig. 5.4(a)).
The applied voltage also changes the FSR of the device, thus the absolute resonance
shift is different for each channel. A trade-off must be made between higher extinction
ratio at any one channel and balanced performance on all channels. This trade-off is
more pronounced for higher order devices because it is more difficult to line up the
multiple resonances at every channel.
Table 5.1 shows dynamic extinction ratios achieved for each of the channels. These
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Table 5.1: Dynamic switching extinction ratio





ratios are lower than the static extinction ratios due to the above mentioned trade-
off, but perhaps can be improved by customizing the RF driving signal. The rise and
fall times for the four switched channels, from 20% to 80%, are similar at 0.7 and
3.4 ns respectively (Fig. 5.4(b-c)). The fall time is significantly longer than the rise
time due to carrier injection being faster than carrier depletion, which is related to
the nanosecond lifetimes of carriers in the device. The fall time can be minimized by
applying pre-emphasis [85].
5.1.2 Experiment
The experimental setup is shown in Fig. 5.3. Four CW lightwaves are generated by
tunable laser sources. They are combined by a 4-to-1 combiner and are aligned to
the same polarization. The combined signal is modulated using a commercial Mach-
Zehnder modulator driven by a 44 Gb/s, 215-1 pseudorandom bit sequence (PRBS)
pattern created by a pulse pattern generator (PPG).
The signal is decorrelated, amplified, and then coupled onto the chip using tapered
fiber. The signal on chip has quasi-TM polarization to obtain the best extinction ratio.
The switch is driven by a data timing generator (DTG), which contacts the silicon chip
with two sets of 20 Ghz bandwidth RF probes.
The total average power launching onto the chip is 10.6 dBm, and power levels per
channel are equalized so that the the power recovered (filter and amplified one at a
time) is the same for all channels. The recovered signal is received by a photodetector
(PIN-TIA) and evaluated by a bit-error rate tester (BERT). Eye diagrams are recorded
using a digital communications analyzer (DCA).






























Figure 5.3: Experimental setup of transmitting 4 streams of 44 Gb/s data through the
1×2 switch simultaneously. The nanosecond switching using the pn-junction is driven by








Figure 5.4: (a) Signal seen by the receiver. Periodic data is combined with an auxiliary
channel to maintain constant average power over each 100 ns period. This is to maintain
constant average voltage at the output of the DC coupled receiver. (b-c) Rise and fall
waveforms at the start and end of the data packet, showing the nano-second scale speed
of the microring switch.
An auxiliary channel is added before detection to maintain a constant average power
entering the AC coupled receiver setup. The auxiliary channel is arbitrarily generated
at 1555 nm, and is modulated by the DTG so that it is present during the empty 50 ns
parts of the data packet stream (Fig. 5.4(a)). Its amplitude is adjusted to match the
data eye crossing level.
All the clock sources are synchronized and the DTG gates the BERT to measure
the packets only when they are valid and free from rise and fall transients. This gating
amounts to 41 ns measured out of each 50 ns packet, also accounting for setup time of
the BERT.
For back-to-back we replace the chip with a variable optical attenuator (VOA),
and match the insertion loss at each channel. The auxiliary channel is not added.
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Table 5.2: Power penalties measured at 10-9 POINT





To account for the 50% duty cycle data stream we reduce attenuation by 3 dB, but
due to imperfect extinction the exact attenuation reduction needed is less than 3 dB.
This difference does not significantly affect the final power penalty because the EDFA
amplification is not sensitive to small changes in input power in our operating regime.
For back-to-back we replace the chip with a variable optical attenuator (VOA),
and match the insertion loss at each channel. The auxiliary channel is not added. To
account for the 50% duty cycle data stream we reduce attenuation by 3 dB. Due to
imperfect extinction the exact attenuation reduction needed for each channel is less than
3 dB, but the difference does not significantly affect the final power penalty because of
subsequent amplification. A calibration places this effect on power penalty as negligible
for the through ports and at most 0.2 dB better for drop ports.
5.1.3 Results
Fig. 5.5-5.6 show BER measurements for each channel at both ports, along with the
back-to-back measurements for each channel. Error-free operation, defined as having
BER less than 10-12, is achieved for all channels. Table 5.2 lists the power penalties for
each channel at 10-9 BER.
For the through port, power penalties are small except for the 1540 nm channel.
The degradation seen at this channel is probably caused by wavelength dependent
performance of the EDFA coupled with suboptimal spectral response of the device at
this wavelength. The small negative penalty seen in the 1567 nm channel is likely due
to experimental variation. For the drop port, power penalties are larger, again with
the 1540 nm channel showing the worst behavior. The larger power penalty seen in the
drop port is likely caused by spectral filtering effects from the microring [9].
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Figure 5.5: Through port BER curves and eye diagrams in channel order. Very low power
penalties are observed, with the 1540 nm channel worst performing. The larger penalty is
due to less EDFA gain at lower wavelengths. The experimental error of the measurement
is within 0.3 dB, as demonstrated by the unexpected behavior for the 1567 nm channel.
5.1.4 Conclusion
We demonstrate record data rate simultaneous nanosecond switching of WDM signal
through a second-order microring switch, and verify error free operation for all channels.
We achieve near uniform switching performance on all channels by balancing single and
multichannel performance.
Future devices can be made with larger ring diameters and lower FSR values. Such
devices can switch more wavelength channels, and when combined with integrated
high-speed electronics, achieve even higher per-channel data rates. They can thus
enable extremely efficient optical switching in future silicon-photonic based NoCs. The
optimization in multichannel performance in these higher-order switches still needs to
be investigated.
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Figure 5.6: Drop port BER curves and eye diagrams in channel order. Very low power
penalties are observed, with the 1540 nm channel worst performing. The larger penalty is
due to less EDFA gain at lower wavelengths.
5.2 FPGA controlled microring based tunable add-drop
filter
In contrast to the previous 1×2 switch that can only be tuned using pn-junctions, this
next device presented can be tuned thermally to cover a wider wavelength range and be
stabilized against thermal perturbations. It is manifested as an wavelength add-drop
device but could be also thought of as an 2×2 switch.
5.2.1 Introduction
The optical add-drop filter (ADF) is a critical component in modern optical commu-
nication systems. It is a building block for optical add-drop multiplexers (OADMs),
reconfigurable OADMs, and wavelength division multiplexing (WDM) communication
systems [86]. Current commercial tunable ADFs rely on bulk components or microelec-
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tromechanical system (MEMs) filters [87, 88], both of which are difficult to integrate
into next generation photonic integrated circuits (PICs).
In contrast, microring resonator based ADFs built on the silicon on insulator (SOI)
platform offer the advantages of integrability, compactness, high spectral selectivity,
wide spectral tunability, fast switching, and low-power consumption [89], and devices
have been fabricated to demonstrate conceptual feasibility [90, 91]. However, such
active photonic devices need to be integrated with a control plane to mature as complete
building blocks and products. We propose and demonstrate in this paper integration
of a silicon photonic microring ADF with a control plane by adding an FPGA control
interface. The FPGA serves as an interface, a research platform for exploring advanced
drive configurations [92], and offers potential for inclusion of advanced functionalities
with other integrated photonic components [93]. We find that the microring can be
controlled simply and with low driving voltages, thus demonstrating the feasibility of
the microring ADF as parts of future power efficient PICs.
5.2.2 Device characterization
The device used in the experiment was fabricated at the Cornell Nanofabrication facil-
ity. It is a thermally tunable ADF based on a Si/SiO2 coupled resonator system that
contains two 10 µm radius microrings and specially designed nickel-chrome heaters.
Fig. 5.7 shows a microscope picture of the device. There are a total of eight heaters
surrounding the resonant cavities both internally and externally. The heaters are at
least 1 µm away from the waveguides to avoid high optical loss, and there is a 40 nm
thin silicon slab underneath the cavities to aid homogeneous temperature distribution
[16].
The spectral response of coupled-resonator optical waveguides (CROW) such as
this device depends on the coupling between two adjacent waveguides at the resonance
wavelength. The above mentioned heaters are designed to ensure uniform heating of
all regions of the device. The orientation of the heater contacts, at 45 degrees from
horizontal, is also designed to minimize disturbance to the coupling region. With these
design features, the filter maintains the same pass-band performance over a 16 nm
thermal tuning range [16].
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Figure 5.7: Optical microscope image of the filter before golden connections and contact
pads are deposited on top. The contact pad are arranged at a 45 degree orientation with
respect to the chip in order to avoid excessive current flow near the coupling regions. Also
in order to ensure homogeneous temperature distribution the heaters surround the cavities
both internally and externally. A 40 nm thin silicon slab exists underneath the 10 m radius
microring to help ensure uniform temperature distribution. Adapted from [16].
Figure 5.8: The experimental setup to control the add-drop filter. On the left is the
experimental diagram, in the middle is a picture of the AD5360 DAC and the Xilinx
FPGA, and on the right is a image of the edge coupling setup used in the experiment. The
chip has an array of test devices on it, which corresponds to the gold reflective area in the
middle of the chip.
5.2.3 Experimental Setup
The experimental setup is shown in Fig. 5.8. The device is mounted on a translation
stage and light from a broadband source is launched onto the chip using tapered fiber.
DC probes contact the chip and the output light is recovered using tapered fiber and
sent to an optical spectrum analyzer (OSA). The overall optical loss is 24 dB, primarily
due to stitching related losses in the waveguides leading to the device. The contact pad
resistances ranged from 302 to 525 ohms (Fig. 5.9).
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Figure 5.9: (Left) Measured heater resistance of the device. The variation is likely due
to uneven probe contact. (Right) A screenshot of the UI for controlling all 8 heaters on
the device.
The heaters are driven by an Analog Devices AD5360 16-channel digital to analog
converter (DAC), with each heater using one channel. A Xilinx FPGA running at 156
Mhz controls the DAC through a 50 Mhz serial peripheral interface. A RS232 serial
interface connects the FPGA to software running on a host computer that simulates
a higher level network control plane. The voltages used for tuning are stored on the
computer for this demonstration.
Fig. 5.10 shows the transmission spectrum on the through port of the device vs.
uniform voltage applied to all the heaters.The transmission spectrum of the through
port is more sensitive to coupling changes, but as can be seen here the pass-band
shape and extinction ratio remain uniform as the filter is tuned through an entire free
spectrum range (FSR). However, when only one heater is activated the transmission
window shifts but with non-uniform performance (Fig. 5.11).
The uniform result is surprising considering the contact resistance variance for the
heaters. We believe the variance is mitigated by small device size and heat spreading
via thermal cross-talk. Reference [90] determined the spatial thermal constant to be
75 m, which means our relatively compact device will be heated evenly despite uneven
contribution from each heater due to contact resistance variances. As evidenced by
5.11 this heat spread effect is not able to recover all heating variations.
Fig. 5.12(a) shows a plot of the wavelength tuning vs. applied voltage, as well as
the power consumption vs. applied voltage. The tuning is exponential, and a function
can be used to calculate the voltage needed to reach any desired channel location.
The device consumes approximately 50 mW of power per nm of tuning. The power
consumption and required voltage will be lower without the added resistance from
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Figure 5.10: Wavelength tuning seen at the through port vs. applied voltage with all
heaters activated. The black line represents no voltage applied and shows the FSR of the
device, as well as the spectrum of the broadband source. Extinction ratio remains constant
throughout tuning.
Figure 5.11: Wavelength tuning when only one heater is used. The extinction ratio varies
considerably compared to when the device is tuned using all heaters.
electrical probes and contact pads if the device is packaged using wire bonding.
Fig. 5.12(b) shows the temporal response of the device. The device is tuned using
the thermo-optic effect, which is slower than the electro-optic effect, but the resulting
rise and fall times of 4 µs and 30 µs are still orders of magnitude faster compared to
commercially available ADFs. The electronic processing by the FPGA and DAC adds
an additional latency of 5 µs, which can be further optimized by increasing the clock
speed of the FPGA and using a high-speed single channel DAC. The fast response of
the device enables applications not possible using todays commercial ADFs, such as
packet level channel select and signal monitoring [93].
5.2.4 Conclusion
We are able to control a second order microring ADF using an FPGA, DAC, and
customizable high-level control interface. While the control scheme used in this paper
is fairly simple, the important result is that a properly engineered microring ADF can
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Figure 5.12: (a) Wavelength tuning and corresponding power consumption vs. applied
voltage. (b) Temporal response of the device when tuned 1 nm, showing 4 µs rise time and
30 µs fall time.
be integrated with a control plane using minimal added circuitry. Fig. 5.13 shows the
insertion of this add-drop filter into the MORDIA network testbed at the University of
San Diego as part of the 2013 CIAN cite visit, demonstrating the small control overhead
of the system.
By designing the shape and placement of the heaters intelligently, a microring ADF
can have good performance paired only to a single voltage source. This control simplic-
ity bodes well for future large scale integration of microring ADFs in PICs. Trimming of
individual devices against fabrication variation is still possible, but performance gains
from tuning must be weighed against the implied additional control complexity.
5.3 Future work: control of high radix MZI based switch
fabrics
The final topic of this chapter will discuss the control and initialization of higher order
MZI based switch fabrics. High radix switch fabrics are important building blocks
for optically interconnected systems as shown in 1.4. Traditional high-radix optical
switches are made from discrete components or MEMs based optical components, and
as a result they are stand-alone, bulky, slow, and expensive. Silicon photonic based
optical switches, on the other hand, are much smaller and can be integrated easily into
the the optical interconnect system.
The basic building block of a MZI based switch fabric is the 2x2 MZI switch. Input
light is split into the top and bottom arms of the interferometer by a input y-junction,
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Figure 5.13: The add-drop filter with FPGA control as part of the 2013 CIAN site
visit demos at UCSD, demonstrating the small overhead of the filter control system. The
chip containing the add-drop filter is on the left side underneath the microscope, while the
FPGA and DAC is in the black prototype box near the computer monitor in the image. The
compactness of the control system can be substantially increased using CMOS integration.
and as the light is recombined at the output y-junction, it will go to either the cross or
bar ports depending on the phase difference accumulated from the two arms. Switching
can be performed by changing the phase difference between the two arms.
An example of the 2x2 MZI switch can be found in [17]. Slow switching can be
accomplished by thermally heating one of the arms. The heating increases the length
of the arm and causes a phase delay. Thermal switching is performed on-chip by
fabricating a resistor parallel to the MZI arm. Typical switching speed is on the order
of hundreds of kHz as governed by the thermal time constant of the chip. Power
consumption is in the order of hundreds of mW depending on the resistance of the
thermal heater. Fast switching is accomplished by modulating the carrier density in
the MZI arm via a PIN-junction in the same manor as a microring modulator. Very
high switching speeds are possible with low power consumption, however higher optical
losses are induced by FCA as forward voltage is increased on the arm.
Characterizations for the two types of switching for an example 2x2 device is shown
in Fig. 5.14. Larger radix switch fabrics can be made by cascading multiple stages
of 2x2 building blocks subject only to optical loss and power budget. Successful im-
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Figure 5.14: (a). A microscope image of a 2x2 silicon photonic switch fabricated through
OpSIS, adapted from [17]. The device is a standard MZI design having a wavelength
insensitive power splitting y-junction and both heaters and PIN diodes built in both MZI
arms for phase tuning. (b-c). Thermal and PIN tuning characterization for the top arm of
the MZI. The initial state of the device is dependent on fabrication and a control voltage
need to bring it to cross or bar state.
plementations of 4x4 and 8x8 switches have been demonstrated on silicon photonic
platforms as well [94, 95].
In this chapter we have described microring based silicon photonic switched fabrics,
which have the advantages of small footprint and low energy consumption. MZI based
switch fabrics have several advantages compared to microring based switches that makes
them more attractive as a commercial high-radix switch solution.
Compared to microring based switch fabrics such as those demonstrated in [96],
MZI based switches have several advantages. They have a large operating wavelength
not restricted by FSR repetition of microring based switches. The operating wavelength
range of the overall switch fabric is only dependent on the operating wavelength of the
individual building blocks, which can be engineered to be quite broad. Microring based
switch fabric can leverage the repetitive nature of their resonance to fit WDM signals,
but in practice the complexity of keeping track of wavelength and resonance locations
for all the microrings within the switch fabric could be complicated and problematic.
MZI based switch fabrics also have the advantage of being less sensitive to thermal
fluctuation compared to microring based devices as discussed in the previous chapters.
The necessity of thermally stabilizing a large number of microrings within the switch
fabric, while theoretically possible as described in [3], adds considerable complexity
above the already difficult task of keeping track of wavelengths used in the system.
Some thermal stabilization will be required for MZI based switches to protect against
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Figure 5.15: (a). Bandwidth of the 2x2 MZI switch element shown in 5.14 during the
bar state. It has a 3-db passband of 30 nm around the c-band, the center wavelength of
which can be engineered through fabrication. (b) Extinction ratio of the switch during the
bar (on) and cross (off) states. At the engineered center wavelength the extinction ratio is
very high.
small changes in performance vs. temperature, but the required complexity will be
much less than a microring based switch.
Finally, the MZI based structures will have better extinction ratio compared to
microring based structures, especially when multiple wavelengths are switched through
the network at the same time. Microring based switches will need to use cascaded rings
to match the MZI extinction ration and at the same time account for the tradeoff in
performance of one channel against the performance of all channels 5.1.1. Fig. 5.15
shows an example of the high performance of MZI based switch fabrics.
The disadvantage of MZI based switch fabrics is that it will take up more space and
use more power compared to a microring based device and increased power consumption
when thermal tuning is used. But this alone is not enough to reduce the attractiveness
of MZI based switch fabrics for use in next generation optical interconnects.
5.3.1 Initialization of MZI based switches
Due to fabrication variation, the initial state of each fabricated 2x2 MZI switch will
lie somewhere between cross and bar. In Fig. 5.14 the switch is near the cross state
when no control voltages are applied and reaches the bar state with a voltage of 0.60
V. This required control voltage is simple to find in the case of a single 2x2 switch. By
sending input light into port one and then monitoring the output power while sweeping
the control voltage, the max and min voltages corresponding to cross and bar can be
5.3 Future work: control of high radix MZI based switch fabrics 85
recorded for later use. However, for larger switch fabrics the problem quickly becomes
more complicated.
When two additional stages are introduced as for the case of the non-blocking Benes
4x4 switch, initialization will require finding the control voltages for all six MZIs. This
process is complicated by the fact that light is split arbitrarily throughout the outputs
and intermediate stages even when only one input port is used. As a consequence
initialing a 4x4 switch requires considerable manual input and mystery solving skills
to find all the control voltages. For larger switch configurations such a manual initial-
ization process is not scalable. The initialization process, of course, is very important
to the commercialization of SiP MZI bases switches, but to the best of our knowledge
it has not been described in literature. This section describes preliminary work and
future directions to solve the initialization problem.
5.3.1.1 Characterizing 4x4 MZI switch
The device we used for our investigation was fabricated by OPSIS [74] and consists of
six cascaded MZI stages each with characteristics similar to the 2x2 switch used in [17].
The device has four optical inputs and four optical outputs, and each of the MZI stages
have thermal tuner and PIN junctions for controlling both top and bottom arms. The
thermal tuners and PIN junctions are connected to double row of 26 electrical contact
pads for probing. Fig. 5.16(a) shows the device on the optical coupling setup. A dual
row, 26 pin DC probe was used to contact the thermal tuners and PIN junctions, while
4 optical power meters were used to monitor each of the optical outputs. Fig. 5.16(c)
shows the initial state of the device without control inputs.
Due to the size and dual row nature of the probe, it was very difficult to ensure
contact on all 26 pads. Considerable effort was needed to ensure that the probe was
level both in pitch and row with respect to the wafer. This leveling was accomplished
by introducing horizontal imaging of the probe profile with the assistance of a 45 degree
mirror Fig. 5.17. Even with perfect levelness of the probe, the stability of the probing
can only be maintained for 30 to 60 minutes at a time before the contact resistances
drift due to vibration or oxidation of the metal surface.
With the probe and optical power monitoring in place, the manual initialization
procedure was as follows:
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Figure 5.16: (a). A microscope image of the device. The labeled area in the center shows
6 2x2 MZI switch stages each with left and right arms. (b). The Benes switch topology,
input output, and stage labeling convention for the device. MZ6 is the upper right MZI
switch in (a), and MZ1 is the lower left one. (c). A table of initial insertion losses for the
device when no voltage are applied. When properly initialized the insertion loss from any
input port to any output port is about 19 dB fiber to fiber.
Figure 5.17: The horizontal imaging technique used to ensure proper probe landing. A
prism or 45 degree mirror is placed alongside the chip on the coupling setup (left). Now
the traditional top-view microscope is able to see the side of the probe and chip, enabling
pitch and roll alignment of the dual-row probe (center and left).
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1. Input optical power into port 1
2. While monitoring output 1 and 2, tune control voltage for MZI 5 to maximize
power into output 1.
3. While monitoring all four outputs, tune control voltage for MZI 3 to maximize
power into output 1 and 2
4. Adjust both MZI 3 and MZI 5 to increase power further into output 1 (repeat
until satisfied)
5. While monitoring al four outputs, tune MZI 4 to maximize power into output 1
and 2
6. Adjust MZI 3, 4, 5 to increase power into output 1 (repeatedly fine tuning each)
7. Adjust MZI 1 to increase power into output 1 and 2, fine adjust MZI 3, 4, 5 to
maximize power into output 1.
8. Repeat steps 1-7 by substituting input 4 and output 4, and corresponding inter-
mediate MZIs
After completing the above process, the control voltages can be recorded to put the
MZIs into the bar state. Required next is to monitor the outputs and switch each MZI
to the cross state and record the associated voltages. This tuning process is complicated
but follows a logical progression when one is looking at the layout of the switch fabric.
It takes between 30-60 minutes to complete for a single device. For PIN tuning this
process is complicated by the additional loss introduced as control voltage is increased.
While for thermal tuning this process is complicated by thermal crosstalk between the
arms of a single device as well as between adjacent MZIs.
A dither process can be used to verify that the precise cross and bar locations for
each of the MZI stages are obtained (Fig. 5.18). The dither used for this purpose is
similar to the use of dither in previous chapters - a small sinusoid signal is applied to the
arms of the MZIs under test, and the optical output is detected and monitored using
an oscilloscope. When the MZI under test is in the quadrature state, or between cross
and bar states, the optical power varies linearly with applied thermal or PIN control
voltage. Thus the input dither sinusoid will be detected at the output having the same
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Figure 5.18: (a). Conceptual view using dither to find precise switch states. Near the
inflection point at the transmission peak the optical modulation doubles in frequency due
to the phase reversal. (b). Output of a photodectector connected to Output 1 as MZ5
is dithered by a 100 mVpp, 1 kHz signal. The detected modulation doubles to 2 kHz at
precisely the peak transmission control voltage.
frequency as the dither signal. At the cross and bar points, the modulation doubles in
frequency. This frequency doubling is because a sinusoidal dither signal centered about
the crossover voltage control point causes two zero crossings for every half cycle.
The dither technique has traditionally been used to characterize discrete MZI mod-
ulators and is easy to use. For application to MZI initialization the dithering technique
can find precise cross and bar point of a single MZI accurate to 1 mV. However, be-
cause the phase change is additive for a switch fabric through multiple stages, the dither
technique cannot identify the cross and bar points for every single MZI but is more
effectively used as a fine tuning and verification tool once preliminary control points
have been established.
5.3.1.2 Electrical and optical packaging of silicon photonic switch devices
To properly test MZI switch initialization techniques in a reliable manor it is necessary
to electronically package the switch chips through wirebonding and optically package
the chips with permanent grating coupler attachment. Electrical and optical packaging
eliminates unstable electrical contact and fluctuating optical power measurements and is
representative of the requirements for putting silicon photonic switches in a commercial
product.
The challenge for performing the packaging is to choose a solution that has enough
electrical pins for the device while maintaining clearance for optical grating coupler and
fibers. Some example approaches can be found in [95, 97], with the best approaches
using a custom PCB to facilitate wirebonding and leaving room for optical fiber attach-
ment. Challenges unique to the switch chips are their high pin count and pad layout
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Figure 5.19: (a). Wirebonding schematic of 4x4 switch into 88-QFN chip carrier. (b).
Actual wirebonded 4x4 switch chip. (c). Switch chip after optical grating coupler attach-
ment. (d). Mockup of 88-QFN test socket to allow swapping of devices into test fixtures.
(e). Test fixture PCB designed at Columbia to facilitate high speed and DC testing of
silicon photonic chips in 88-QFN carriers.
designed for easy probing instead of wirebonding. Such pad layout required the wire-
bonds to go in opposite directions in order to avoid more expensive and complex double
row wirebond. Due to the limited number of available chips it was also necessary to
design packages that can be easily swapped between test fixtures and different PCBs
for projects in the future.
To satisfy these requirements a ready-made 88-QFN ceramic chip carrier with high-
speed output capability and a 88 electrical contacts was chose as a generic silicon
photonic packaging carrier. Fig. 5.19 shows the wirebonding diagram, microscope
image, and image of the fiber attached chip with the test fixture for the 4x4 switch. A
large PCB breakout board was made to accept high-speed SMA connections and allow
the packaged devices to be swapped out easily.
5.3.1.3 Possible approaches for switch initialization
Using the packaged devices, the simplest initialization method is to sweep through
possible control voltages while measuring the output power. While this sounds simple
and promising, a quick back of the envelope calculation suggest this might not be the
best approach. Assuming the cross and bar points can be found between 0 and 1V, and
that 100 possible points are to be searched for each MZI (10 mV step size). Then there
are 106 possible combinations to sweep through, and assuming it takes 10 ms for an
algorithm to step through each point, a simple search would take almost 3 hours step
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through all the points. The algorithm will is also likely to be complicated because it
needs to keep track of 4 output points and try to optimize all of them sequentially. The
search time grows exponentially with more switch stages added and higher number of
MZIs.
It is also possible to send light into each of the inputs individually and then detect
the output power at each of the output ports. Then the problem becomes a system of
linear equations with 6 unknowns. By changing the control voltages for each MZI in
large steps, and then recollecting the input and output power levels, the problem could
become solvable by using linear algebra and finding a suitable set of basis vectors. The
dither based approach can be used here to find the transition voltage needed to go from
cross and bar state for the whole cascade of switches and use that condition as the input
to build the system of linear equations. This approach again requires possibly complex
programming of test infrastructure and a sophisticated computation algorithm.
The opportunity to improve the search depends on the coupling and interaction
between devices. If the control voltage for each single element can be solved or stored,
then the solution space for the rest of of the voltages decrease dramatically, assuming
there are no significant thermal crosstalk or other coupled interactions. The problem
remains as to how to find the cross and bar states of the few MZIs in the first place.
The solution to finding the cross and bar states of the MZIs easily lies in simple
hardware additions on the chip. By adding monitor photodiodes behind each of the
stages, an algorithm can easily scan and identify cross and bar points for each MZI
(Fig. 5.20). This hardware solution is scalable for higher radix switches and can
be implemented using inline defect photodiodes [72] or an optical tap followed by a
traditional germanium photodiode. The requirements for responsivity and bandwidth
of the photodiode are very low as it is only used to find the relative min and max.
Having these monitor diodes is also helpful to monitor the performance of the switch
as ambient temperature changes. The dithering technique would again become useful
to identify precise locations of control voltages and maintain cross and bar states in
the presence of optical power fluctuation.
A interesting idea to also explore is the reduction of required photodiodes. This
reduces manufacturing complexity and the number of required electrical contacts that
require wirebonding. Perhaps only one monitoring diode is needed for every 2 stages
of MZIs, and depending on the design of the individual MZIs and if it obeys optical
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Figure 5.20: (a). Schematic showing the addition of monitor photodiodes into the 4x4
switch network (blue boxes). Only one diode, either on the top arm or bottom arm, is
required for each MZI. (b). Addition of photodiodes into a 6x6 switch topology.
reciprocity well, perhaps one photodiode can be used to monitor both the stage before
and after through reversing the optical input and output. Lacking physical devices
having photodiodes after each switch element, a simulated MZI switch element and
a simulated monitor photodiode can be used to build a virtual switch matrix to test
various initialization algorithms and perform systems level studies.
Chapter 6
Summary and conclusion
6.1 Summary of contributions
The work of the author identified and explored solutions for various issues facing sili-
con photonic optical interconnection systems. The author identified sensitivity to data
pattern in injection mode silicon photonic microring modulators, and contrasted their
performance against depletion mode modulators who showed immunity to pattern de-
pendency. The author also demonstrated the fastest-to-date thermal initialization sys-
tem for microring filters, in the process identifying the initialization overhead microring
based optical interconnection networks must account for. PN-junction based tempera-
ture sensors were used to demonstrate a temperature stabilization system built using a
simple lookup table. The accurate stabilization accomplished shows great promise as
a scalable building block in future microring based interconnects. Finally ring based
switch networks were shown to achieve high-bandwidth data switch and channel add-
drop capability.
The body of work showed that while silicon photonic based optical systems appear
complicated and unproven, systems engineering principles and approaches can success-
fully include silicon photonic components into the world of off-the-shelf commercial
optical components.
6.2 Recommendations for future work
A number of projects can be undertaken to apply the techniques developed in this
thesis to solve other problems facing silicon photonic components.
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• A more systematic examination of modulator pattern dependency as outlined in
2.
• Build digital MZI switch stages and digital monitor photodiodes to enable a
systems level simulation of control and initialization of large radix silicon photonic
switch networks. This follows the discussion from 5.
In a similar manor using existing structures to do more:
• Use the existing modulation diode as a temperature sensing diode. Following the
matched junction approach in 4, an absolute temperature sensor can be made from
the modulation junction by sending forward current pulses of different amplitudes
at different times and then measuring the resulting voltage difference collected
during the two different times. Consideration will have to be paid to minimizing
noise in the circuit, and exploring using existing commercial temperature sending
ICs that does this measurement automatically.
• Because the lookup-table based feedback system in 4 can save known control
voltages, this system can potentially achieve thermal-time constant limited fast
initialization. Since the system know a priori the final output voltage, tricks such
as pulse shaping and pre-empahsis can be added to further improve initialization
speed. Such fast initialization schemes could be added to FPGA based control
systems to demonstrate a microring based optical interconnect system with the
lowest latency to date.
Finally applying silicon photonics to solve other problems outside of communications:
• Use the absolute temperature measuring pn-junctions to improve the dither based
microring wavelength sensor in [98]. While simple and successful, the wavelength
measurement obtained in [98] is sensitive to thermal fluctuations near the mi-
croring - there is no way to tell if any observed resonance change is caused by
chemical concentration changes or a simple drift in ring temperature. By using
the matched pn-junctions, an absolute temperature is added to the dither mea-
surement, making the measured resonance shift deterministic. Also by measuring
the temperature before applying dither, the temperature sensor is not subject to
the skew effect observed in 4.
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6.3 Final remarks
It is clear that in the past two decades silicon photonics has evolved rapidly from theory
to the appearance of individual devices with comparable or better performance than
discrete components. The industry as a whole is ripe to take advantage of the compact
and energy efficient silicon photonic components to make complex optical systems with
unprecedented levels of integration. Perhaps we are finally on the verge of realizing the
potential of silicon photonics to improve the global carbon footprint and the lives of
consumers. Within this context, understanding silicon photonics and solving challenges
from an systems engineering level, as demonstrated in this thesis, will become more
and more important.
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