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Abstract—In this paper, we consider the problem of sequential
transmission over the binary symmetric channel (BSC) with full,
noiseless feedback. Naghshvar et al. proposed a deterministic
encoding scheme, for which we refer to as the small-enough
difference (SED) encoder, which can achieve Burnashev’s optimal
error exponent for any symmetric binary-input channels. They
also provided a non-asymptotic upper bound on the average
blocklength, which implies a lower bound on achievable rate.
However, this lower bound is loose compared to the simulated
performance of SED encoder, and even lies beneath Polyanskiy’s
lower bound on the achievable rate of a system limited to stop
feedback. This paper provides an improved lower bound on
achievable rate by using a Markovian analysis that leverages
both the submartingale and Markov properties of the transmitted
message. Our new bound on achievable rate lies above Polyan-
skiy’s bound and close to the actual performance of the SED
encoder over the BSC.
I. INTRODUCTION
Feedback does not increase the capacity of memoryless
channels [1], but it can significantly reduce the complexity
of communication and the probability of error, provided that
variable-length feedback (VLF) codes are allowed. In his
seminal paper, Burnashev [2] first proposed a conceptually
important two-phase transmission scheme for any discrete
memoryless channel (DMC) with noiseless feedback. The
first phase is called the communication phase, for which the
transmitter seeks to identify the transmitted message from the
entire message set as the message whose posterior probability
at the receiver is above 0.5. The second phase is called the
confirmation phase, for which the transmitter seeks to increase
the posterior probability of the most likely message identified
from the communication phase to above a target value, at
which time it may be reliably decoded. Burnashev’s two-phase
encoding scheme yielded the first optimal error exponent for
DMC with noiseless feedback.
For binary symmetric channels (BSCs) with noiseless feed-
back, Horstein [3] first proposed a simple, elegant transmission
scheme that can achieve the capacity of the BSC. However,
a rigorous proof of its capacity-achieving property remained
elusive until the work of Shayevitz and Feder [4] which
generalizes Horstein’s idea to the concept of posterior match-
ing. Since Horstein’s work, several authors have constructed
schemes to achieve the capacity or the optimal error exponent
of BSC with noiseless feedback; see [5]–[9].
Recently, attention has shifted from the asymptotic regime,
which focused on long average blocklength at a fixed rate
and probability of error, to the finite-blocklength regime.
Polyanskiy et al. [10], [11] first showed that variable-length
coding with noiseless feedback can provide a significant
advantage in achievable rate over fixed-length codes without
feedback. In their analysis, a simple stop feedback scheme is
enough to obtain an achievable rate larger than that of a fixed-
length coding without feedback. For practical communications,
Williamson et al. [12] investigated how coding techniques
using feedback can approach capacity as a function of average
blocklength.
For symmetric binary-input channels with noiseless feed-
back, Naghshvar, Javidi and Wigger [9], [13] proposed a
deterministic encoding scheme, for which we refer to as
the small-enough difference (SED) encoder, which attains
Burnashev’s optimal error exponent. They also gave a non-
asymptotic upper bound on the average blocklength of the
SED encoder. However, in the case of BSC with crossover
probability 0.05, their bound corresponds to a lower bound on
achievable rate that lies beneath Polyanskiy’s lower bound on
the achievable rate of a system limited to stop feedback. A
system such as the SED encoder that exploits full noiseless
feedback should provide a higher rate than a system limited
to stop feedback.
In this paper, we seek an improved lower bound on the
achievable rate of sequential transmission over BSC with
full, noiseless feedback. The bound of [9], [13] was derived
by synthesizing a delicate new submartingale from two sub-
martingales that characterize the fundamental behavior of the
transmitted message. In fact, this general proof technique
dates back to the work of Burnashev and Zigangirov [14]
and was later generalized by Naghshvar et al. [9], [13]. This
sophisticated analysis succeeds in establishing a bound that
applies to any DMC, but it does not reveal the fundamental
mechanism that produces the constant term in the bound.
Following the SED encoder in [13], we present a Markovian
analysis that leverages the submartingale results of Naghshvar
et al. [9], [13] and the Markov structure of the the transmitted
message during its confirmation phase. This enables us to
significantly tighten the upper bound on average blocklength
and to gain a deep understanding of the constant term in the
bound; see Theorem 2. Specifically, we will apply a time-
of-first passage analysis on the Markov chain formed by the
transmitted message in the confirmation phase, which fully
accounts for the times when the transmitted message “falls
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Fig. 1. System diagram of a DMC with full, noiseless feedback.
back” from the confirmation phase to the communication
phase. Our analysis reveals that the constant term mainly
results from the differential time spent in the “fallback” stage.
The organization of this paper is as follows. In Sec. II, we
formulate the problem of sequential transmission over DMC
with full, noiseless feedback and introduce Naghshvar et al.’s
scheme. Sec. III reviews some previous results, and presents
our main result, which is proved by our Markovian analysis.
Sec. IV demonstrates the simulated performance of the SED
encoder and compares our achievability bound with previous
bounds given by Naghshvar et al. and Polyanskiy.
II. PROBLEM SETUP
Consider the problem of sequential transmission (or
variable-length coding) over a DMC with full, noiseless feed-
back as depicted in Fig. 1. The DMC is described by the
finite input set X = {0, 1, . . . , |X | − 1}, finite output set
Y = {0, 1, . . . , |Y| − 1}, and a collection of conditional
probabilities P (Y |X). The Shannon capacity of the DMC is
given by
C = max
PX
I(X;Y ), (1)
where PX denotes the probability distribution over finite set
X . Let C1 be the maximal Kullback-Leibler (KL) divergence
between the conditional output distributions,
C1 = max
x,x′∈X
D
(
P (Y |X = x)‖P (Y |X = x′)). (2)
We also denote
C2 = max
y∈Y
log
maxx∈X P (Y = y|X = x)
minx∈X P (Y = y|X = x) . (3)
All logarithms in this paper are base 2. We assume C,C1, C2
are positive and finite. It can be easily shown that 0 < C ≤
C1 ≤ C2 < ∞. For BSC(p) with crossover probability 0 <
p < 1/2, letting q = 1− p, we have
C =1−H(p) (4)
C1 =p log
p
q
+ q log
q
p
(5)
C2 = log
q
p
. (6)
Let θ be the transmitted message uniformly drawn from
the message set Ω = {1, 2, . . . ,M}. The total transmission
time (or the number of channel uses, or blocklength) τ is a
random variable that is governed by some stopping rule as
a function of the observed channel outputs. Thanks to the
noiseless, feedback channel, the transmitter is also informed
of the channel outputs and thus the stopping time.
The transmitter wishes to communicate θ to the receiver.
To this end, it produces channel inputs Xt for t = 1, 2, . . . , τ
as a function of θ and past channel outputs Y t−1 =
(Y1, Y2, . . . , Yt−1), available to the transmitter through the full,
noiseless feedback channel. Namely,
Xt = et(θ, Y
t−1), t = 1, . . . , τ, (7)
for some encoding function et : Ω× Yt−1 → X .
After observing τ channel outputs Y1, Y2, . . . , Yτ , the re-
ceiver makes a final estimate θˆ of the transmitted message as
a function of Y τ , i.e.,
θˆ = d(Y τ ), (8)
for some decoding function d : Yτ → Ω.
The probability of error of the scheme is given by
Pe , Pr{θˆ 6= θ}. (9)
For a fixed DMC and for a given  > 0, the goal is to
find encoding and decoding rules described in (7), (8), and a
stopping time τ such that Pe ≤  and the average blocklength
E[τ ] is minimized.
As noted in [13], the sufficient statistic of Y t−1 for θ is the
belief state of the receiver,
ρ(t) = [ρ1(t), ρ2(t), . . . , ρM (t)], t = 0, 1, 2, . . . , τ, (10)
where for each i ∈ Ω, ρi(t) = Pr{θ = i|Y t} for t ≥ 1,
and Y 0 = ∅. The receiver’s initial belief of θ = i is ρi(0) =
Pr{θ = i} = 1/M . According to Bayes’ rule, upon receiving
yt, ρi(t) can be updated by
ρi(t) =
ρi(t− 1)P (Y = yt|X = et(i, Y t−1))∑
j∈Ω ρj(t− 1)P (Y = yt|X = et(j, Y t−1))
. (11)
Thanks to the noiseless feedback, the transmitter will be
informed of yt at t+ 1 and thus can calculate the same ρ(t).
The stopping time τ and decoding rule considered in [13] are
given by
τ = min{t : max
i∈Ω
ρi(t) ≥ 1− } (12)
θˆ = arg max
i∈Ω
ρi(τ). (13)
Clearly, with the above scheme, the probability of error meets
the desired constraint, i.e.,
Pe = E[1−max
i∈Ω
ρi(τ)] ≤ . (14)
For any DMC, Naghshvar et al. [9], [13] proposed an
encoder, which we refer to as the small-enough difference
(SED) encoder, for symmetric binary-input channels (thus also
for BSC). This encoder is implemented using a partitioning
algorithm, which, after calculating ρ(t− 1), partitions Ω into
two subsets S0(t− 1) and S1(t− 1) such that
0 ≤
∑
i∈S0(t−1)
ρi(t− 1)−
∑
i∈S1(t−1)
ρi(t− 1) < min
i∈S0(t−1)
ρ(t− 1).
(15)
Then, Xt = 0 if θ ∈ S0(t− 1) and Xt = 1 otherwise.
With the stopping time in (12) and the SED encoder in (15),
Naghshvar et al. showed the following non-asymptotic upper
bound on E[τ ].
Theorem 1 (Remark 7, [13]). The proposed scheme described
in (12), (13), and (15), for symmetric binary-input channels
satisfies,
E[τ ] ≤ logM + log log
M

C
+
log 1 + 1
C1
+
96 · 22C2
CC1
. (16)
Remark 1. We make several remarks regarding Theorem
1. First, the proof of Theorem 1 involves Doob’s optional
stopping theorem [15] and a delicate construction of a new
submartingale that combines two submartingales similar to
that in Lemma 1. We refer interested readers to the Appendix
of [13] for complete proof details. In fact, this general
proof technique dates back to the work of Burnashev and
Zigangirov [14] and was later generalized by Naghshvar et
al. [13]. However, such sophisticated analysis leaves readers
with little insight about the constant term in (16). Second, our
simulations will show that, for the BSC(0.05), the achievability
bound from Theorem 1 is loose enough that it does not capture
the actual performance of the SED encoder. This bound even
falls below Polyanskiy’s VLF lower bound that characterizes
the achievable rate of a system limited to stop feedback.
III. THE MARKOVIAN ANALYSIS ON AVERAGE
BLOCKLENGTHS
In this section, we consider the problem of sequential trans-
mission over BSC with full, noiseless feedback. Specifically,
we follow Naghshvar et al.’s scheme described in Sec. II,
i.e., the stopping time in (12), the decoding rule in (13), and
the SED encoder in (15). Our analysis focuses on BSC(p)
with crossover probability 0 < p < 1/2. For BSC with
1/2 < p < 1, the receiver can flip the bits and transform
the channel into a BSC with 0 < p < 1/2.
Unlike the proof technique of Theorem 1, we propose a
Markovian analysis. First, we decompose the process into
a communication phase and a confirmation phase. Next, we
utilize submartingale results from [9] for the communication
phase, but exploit the Markov structure of the confirmation
phase to perform a time-of-first passage analysis. The constant
term in the time-of-first passage analysis explicitly captures the
penalty of falling back, and this same constant term appears in
our final bound. Eventually, our analysis yields the following
tight upper bound on E[τ ].
Theorem 2. The proposed scheme described in (12), (13), and
(15) for BSC(p), 0 < p < 1/2, satisfies
E[τ ] ≤ logM
C
+
nC2
C1
+
pC2
C1
(
C + C2
C
− C2
C1
)
+ 1, (17)
where n = d(log 1− )/C2e.
A. Previous Results of Naghshvar et al. and Polyanskiy
We first review several key results Naghshvar et al. demon-
strated in [9] and [13] and Polyanskiy’s VLF upper bound
derived by Williamson et al. [12].
For shorthand notation, let ρθ(t) denote the posterior of the
transmitted message θ, with the understanding that θ remains
fixed in an experiment with θ = i ∈ Ω. Therefore, the
randomness of ρθ(t) only comes from the BSC. The log-
likelihood ratio of θ is denoted
Uθ(t) = log
ρθ(t)
1− ρθ(t) . (18)
For a given  > 0, define the stopping time τθ() as
τθ() = min{t : ρθ(t) ≥ 1− }. (19)
With the SED encoding rule described in (15), Naghshvar
et al. proved that {Uθ(t)}τθ()−1t=0 forms a submartingale.
Lemma 1 (Naghshvar et al., [9]). With the SED encoder
described in (15), {Uθ(t)}τθ()−1t=0 forms a submartingale with
respect to the filtration Ft = σ{Y t}, with the property that
E[Uθ(t+ 1)|Ft] ≥Uθ(t) + C, if Uθ(t) < 0 (20)
E[Uθ(t+ 1)|Ft] =Uθ(t) + C1, if Uθ(t) ≥ 0 (21)
|Uθ(t+ 1)− Uθ(t)| ≤C2. (22)
Proof: See Appendix A.
Remark 2. Lemma 1 characterizes the fundamental behavior
of the transmitted message θ. In particular, (20) and (21)
capture the dynamics of the transmitted message θ in com-
munication and confirmation phases, respectively.
Lemma 2 (Naghshvar et al., [13]). Assume that the sequence
{ξt}, t = 0, 1, . . . , forms a submartingale with respect to
a filtration {Ft}. Furthermore, assume there exist positive
constants K1,K2, and K3 such that
E[ξt+1|Ft] ≥ξt +K1, if ξt < 0
E[ξt+1|Ft] ≥ξt +K2, if ξt ≥ 0
|ξt+1 − ξt| ≤K3, if max{ξt+1, ξt} ≥ 0.
Consider the stopping time v = min{t : ξt ≥ B}, B > 0.
Then we have
E[v] ≤ B − ξ0
K2
+ ξ01{ξ0<0}
(
1
K2
− 1
K1
)
+
3K23
K1K2
. (23)
Clearly, the submartingales in Lemma 1 can be incorporated
into Lemma 2 by setting ξt = Uθ(t),K1 = C,K2 = C1,K3 =
C2 and B = log 1− . Thus, appealing to (23), we have the
following corollary.
Corollary 1. The proposed scheme described in (12), (13),
and (15) for BSC(p), 0 < p < 1/2, satisfies
E[τ ] ≤ logM
C
+
log 1−
C1
+
3C22
CC1
. (24)
Remark 3. The constant term in (24) is less than that of (16)
and thus provides an improved bound. However, this bound is
still loose enough that its corresponding achievable rate lies
below Polyanskiy’s achievable rate for a system limited to stop
feedback.
Following Polyanskiy [11], Williamson et al. [12] derived
the VLF upper bound on average blocklength for the BSC.
Theorem 3 (Polyanskiy’s VLF bound, [12]). For a given  >
0 and positive integer M , there exists a stop-feedback VLF
code for BSC(p), with average blocklength satisfying
E[τ ] ≤ log
M−1
 + log 2(1− p)
C
. (25)
B. The Markovian Analysis: Proof of Theorem 2
Consider a genie-aided decoder with the stopping rule
described in (19). Clearly, τ ≤ τθ() for any θ = i ∈ Ω,
by definition. Thus,
E[τ ] = E
[
E[τ |θ = i]] ≤ E[E[τθ()|θ = i]] = E[τθ()]. (26)
Due to the uniformity of θ, we also have E[τθ()] = E[τθ() |
θ = i]. Thus, θ can again be understood as fixed and all
expectations below can be seen as conditional expectations on
θ = i ∈ Ω. For brevity, we omit the conditioning θ = i in the
expectation henceforth.
Now, we decompose E[τθ()] as
E[τθ()] = E[τθ(1/2) + τθ()− τθ(1/2)]
= E[τθ(1/2)] + Eu
[
E[τθ()− τθ(1/2) | Uθ(τθ(1/2)) = u]
]
,
(27)
where τθ(1/2) = min{t : ρθ(t) ≥ 1/2} following (19) and u
represents the log-likelihood ratio for the transmitted message
when ρθ(t) crosses 1/2 for the first time. By definition and
Lemma 1, 0 ≤ u < C2.
The decomposition in (27) provides a key insight on the
average blocklength of the sequential transmission. It indicates
that the overall average blocklength may be obtained as the
sum of the expected time of first crossing of 1/2 by ρθ(t) and
the expected time after the first crossing of 1/2 until ρθ(t)
exceeds 1− .
Appealing to Lemma 2, the expected time of first crossing
of 1/2 can be solved with submartingales. In order to bound
the expected time after the first crossing of 1/2 until ρθ(t)
exceeds 1− , we first show that Uθ(t) forms a Markov chain
when Uθ(t) ≥ 0. Thus, this time can be interpreted as the
average of the conditional expected time-of-first passage from
Uθ(τθ(1/2)) = u to the destination log 1− . However, one
caveat is that this Markov chain should properly account for
the fallback from the confirmation phase into the communi-
cation phase and the subsequent return to the confirmation
phase.
Lemma 3. By Lemma 2,
E[τθ(1/2)] ≤ logM
C
+ 1. (28)
Proof: Let Ft = σ{Y t} denote the history of receiver’s
knowledge up to time t. Consider ηt =
Uθ(t)
C − t. By Lemma
2, if Uθ(t) < 0, we have
E[ηt+1|Ft] =E[Uθ(t+ 1)|Ft]
C
− t− 1
≥Uθ(t) + C
C
− t− 1
=ηt. (29)
If Uθ(t) ≥ 0, using the same argument with C1 ≥ C, we can
again show that E[ηt+1|Ft] ≥ ηt. This implies that {ηt}τθ()−1t=0
forms a submartingale. By submartingale property [16] that
E[η0] ≤ E[ηt] for t ≥ 0, we have, for τθ(1/2) ≥ 1,
E[η0] ≤ E[ητθ(1/2)−1], (30)
where
E[η0] =
Uθ(0)
C
=
− logM − log(1− 1M )
C
(31)
E[ητθ(1/2)−1] =
E[Uθ(τθ(1/2)− 1)]
C
− E[τθ(1/2)− 1]
≤1− E[τθ(1/2)]. (32)
Combining the above inequalities, we have
E[τθ(1/2)] ≤
logM + log(1− 1M )
C
+ 1 ≤ logM
C
+ 1. (33)
If τθ(1/2) = 0, the bound in (33) trivially holds. The proof is
completed.
Lemma 4. For any u ≥ 0,
E[τθ()− τθ(1/2) | Uθ(τθ(1/2)) = u]
≤ nC2
C1
+
pC2
C1
(
C + C2
C
− C2
C1
)
,
(34)
where n = d(log 1− )/C2e.
Proof: The proof requires several steps. First, we show
that if ρθ(t) ≥ 1/2 (or Uθ(t) ≥ 0), Uθ(t) forms a Markov
chain (or a random walk), which is given by Lemma 5. Thus,
E[τθ() − τθ(1/2) | Uθ(τθ(1/2)) = u] is equivalent to the
expected time-of-first passage from u to log 1− . However,
such a Markov chain is still difficult to analyze because once θ
falls back from u and returns to the confirmation phase again,
it may land at any other u′ different from u. To overcome
this difficulty, we consider the following generalized Markov
chain.
Definition 1. Let S0 = {u : 0 ≤ u < C2} represent the set
of all possible values for the likelihood ratio u when ρθ(t)
transitions from below 1/2 to above 1/2. Let Si = Si−1 ⊕
C2, 1 ≤ i ≤ n, where ⊕ represents element-wise addition,
and n = dlog 1− /C2e. Then the generalized Markov chain is
defined as a sequence of states S0,S1, . . . ,Sn, satisfying
Pr{Si+1|Si} = Pr{U = u+ C2|U = u ∈ Si−1} = q, i ≥ 0
(35)
u∗
State 0
p u∗ + C2
State 1p
q
u∗ + 2C2
State 2
q
p
· · ·
p
q
u∗+(n− 1)C2
State (n− 1)p
q
u∗ + nC2
State n
q
1
Fig. 2. The generalized Markov chain. For illustration purposes we use u∗ in place of u∗(t).
where U denotes a random variable. Likewise,
Pr{Si−1|Si} =p, i ≤ n, (36)
Pr{S0|S0} =p, (37)
Pr{Sn|Sn} =1. (38)
Fig. 2 illustrates the generalized Markov chain initiated at
u∗(t) where
u∗(t) ,
{
Uθ(t)−
⌊
Uθ(t)
C2
⌋
C2, if Uθ(t) ≥ 0
+∞, otherwise.
(39)
Each time Uθ(t) ≥ 0, there is a Markov chain with the initial
position u∗(t) that can be readily determined from Uθ(t). Also,
u∗(t) remains constant as long as Uθ(t) ≥ 0.
Let us consider the following position-invariant stopping
rule on the generalized Markov chain
τ∗θ () = min
{
t :
⌊
Uθ(t)
C2
⌋
≥
⌈
log 1−
C2
⌉}
. (40)
Regardless of u∗(t), the position-invariant stopping rule of
(40) is achieved exactly when Uθ(t) enters state n =
dlog 1− /C2e of the generalized Markov chain of Fig. 2 for
the first time. In contrast, the stopping rule of (19), might be
achieved either in state n or state (n − 1) depending on the
last value of u∗(t), which complicates the analysis. Another
important property of the position-invariant stopping rule of
(40) is that
τθ() ≤ τ∗θ (). (41)
This can be justified by the definition of τθ() in (19) and that
Uθ(τ
∗
θ ())
C2
≥
⌊
Uθ(τ
∗
θ ())
C2
⌋
≥
⌈
log 1−
C2
⌉
≥ log
1−

C2
. (42)
That is, ρθ(τ∗θ ()) ≥ 1− , which concludes that (41) holds.
Let Vi denote the expected time-of-first passage from state
i to state n, i = 0, 1, . . . , n− 1. Thus, for any 0 ≤ u∗ < C2,
E[τθ()−τθ(1/2) | Uθ(τθ(1/2)) = u∗]
≤E[τ∗θ ()− τθ(1/2) | Uθ(τθ(1/2)) = u∗] = V0. (43)
In Appendix B, the time-of-first passage analysis on the
generalized Markov chain yields
V0 =
n
1− 2p +
p
1− 2p
(
1−
(
p
1− p
)n)
(∆0 −∆∗0) (44)
as in (70), where ∆∗0 is the expected self-loop time from state
0 to state 0 associated with a standard i.i.d. random walk as
given by (67), ∆0 is the actual expected self-loop time from
state 0 to state 0, which is also the expected time it takes to
fall back to the communication phase from state 0 and then
return to state 0. Using the same submartingale construction
as in the proof of Lemma 3, we obtain
∆0 ≤1 + E[Uθ(τθ(1/2)− 1)] + C − (u
∗(t)− C2)
C
≤1 + C + C2
C
. (45)
On the other hand, rewriting ∆∗0 in terms of C1, C2 yields
∆∗0 =
2− 2p
1− 2p = 1 +
C2
C1
. (46)
Therefore, combining (44), (45) and (46), we have
V0 ≤ n
1− 2p +
p
1− 2p
(
C + C2
C
− C2
C1
)
=
nC2
C1
+
pC2
C1
(
C + C2
C
− C2
C1
)
. (47)
Finally, appealing to (43) and (47) concludes the proof.
Lemma 5. If Uθ(t) ≥ 0, then it forms a Markov chain (or
random walk), satisfying
Uθ(t+ 1) =
{
Uθ(t) + C2, with prob. q
Uθ(t)− C2, with prob. p.
(48)
Proof: If Uθ(t) ≥ 0, ρθ(t) ≥ 1/2. Then according to
(15), the SED encoder will partition Ω into S0(t) = {θ} and
S1(t) = Ω \ {θ}. Define the input probabilities
pix(t) =
∑
i∈Sx(t)
ρi(t), x ∈ X . (49)
Thus, pi0(t) = ρθ(t), pi1(t) = 1 − ρθ(t), and Xt = 0. There-
fore, the distribution of Yt is governed by law P (Y |X = 0).
According to Bayes’ rule in (11),
Uθ(t+ 1) = log
ρθ(t+ 1)
1− ρθ(t+ 1)
= log
ρθ(t)P (Y=yt|Xt=0)
ρθ(t)P (Y=yt|X=0)+(1−ρθ(t))P (Y=yt|X=1)
1− ρθ(t)P (Y=yt|Xt=0)ρθ(t)P (Y=yt|X=0)+(1−ρθ(t))P (Y=yt|X=1)
= log
ρθ(t)
1− ρθ(t) + log
P (Y = yt|Xt = 0)
P (Y = yt|X = 1)
=
{
Uθ(t) + C2, yt = 0 with prob. q
Uθ(t)− C2, yt = 1 with prob. p.
(50)
To summarize, one can see that (21) is an immediate conse-
quence of this Lemma.
Fig. 3. The rate as a function of average blocklength over the BSC(0.05)
with full, noiseless feedback.  = 10−3.
IV. NUMERICAL SIMULATION
In this section, we consider the BSC with crossover prob-
ability p = 0.05 and  = 10−3. Then, it can be calculated
that
C = 0.7136, C1 = 3.8231, C2 = 4.2479. (51)
Clearly, this setting satisfies the technical conditions in [13].
Thus, from (16) given by Naghshvar et al.,
E[τ ] ≤ logM + log logM + 3.32
0.7136
+ 2.87 + 12702.89, (52)
which turns out to be a loose bound.
The rate of a VLF code is given by
R =
logM
E[τ ]
. (53)
Fig. 3 demonstrates the simulated rate performance of the
SED encoder as a function of average blocklength E[τ ]. Due
to the exponential partitioning complexity, we were unable to
obtain more points with a larger average blocklength. Since
the upper bound on E[τ ] yields an achievability bound on
rate, we also plot the achievability bounds given by Theorem
2, Theorem 3, and Corollary 1. One can see that our new
bound exceeds the lower bound of Polyanskiy on achievable
rate for a system limited to stop feedback, as would be
expected for a system utilizing full, noiseless feedback. In
contrast, Naghshvar et al.’s results lie beneath Polyanskiy’s
VLF lower bound, indicating that it does not capture the actual
performance of the SED encoder.
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APPENDIX A
PROOF OF LEMMA 1
We briefly follow the proof as in [9]. The main proof
requires the following lemma about the channel capacity. For
brevity, we present this lemma here without proof. Interested
readers could refer to [9] for further details.
A. An Auxiliary Lemma
Lemma 6 (Naghshvar et al., [9]). Let P (Y |X) be a binary-
input channel of positive capacity C > 0. Let P (X∗) be
the capacity-achieving input distribution and P (X) be an
arbitrary input distribution for this channel. Also, let P (Y ∗)
and P (Y ) be the output distributions induced by P (X∗)
and P (X), respectively. Then, for any x ∈ X such that
P (X = x) ≤ P (X∗ = x),
D
(
P (Y |X = x)‖P (Y )) ≥ D(P (Y |X = x)‖P (Y ∗)) = C.
B. Main Proof of Lemma 1
Let θ = i ∈ Sxi(t) be fixed, where xi ∈ X is the channel
input at time t + 1. Define the extrinsic probabilities for the
transmitted message θ as
p˜iθx(t) =
{
pix(t)−ρθ(t)
1−ρθ(t) , if i ∈ Sx(t)
pix(t)
1−ρθ(t) , if i /∈ Sx(t)
∀x ∈ X , (54)
where pix(t) is defined in (49). Thus,
∑
x∈X p˜i
θ
x(t) = 1. Since
Xt+1 = xi, Yt+1 is distributed according to law P (Y |X =
xi). Thus, we have
E[Uθ(t+ 1)− Uθ(t)|Ft]
= E
[
log
ρθ(t+ 1)
1− ρθ(t+ 1) − log
ρθ(t)
1− ρθ(t)
∣∣∣∣Ft]
=
∑
y∈Y
P (Y = y|X = xi)
·
log ρθ(t)P (Y=y|X=xi)∑x∈X pix(t)P (Y=y|X=x)
1− ρθ(t)P (Y=y|X=xi)∑
x∈X pix(t)P (Y=y|X=x)
− log ρθ(t)
1− ρθ(t)

=
∑
y∈Y
P (Y = y|X = xi)
·
(
log
P (Y = y|X = xi)∑
x∈X p˜iθx(t)P (Y = y|X = x)
)
= D
(
P (Y |X = xi)‖P (Y˜ )
)
, (55)
where Y˜ is the output induced by the channel P (Y |X) for
the input X˜ ∼ P (X˜ = x) = p˜iθx(t).
When Uθ(t) < 0, we further distinguish two cases. If θ =
i ∈ S1(t) and xi = 1:
p˜iθ1(t) < 0.5 = P (X
∗ = 1)
because, by definition, pi1(t) ≤ 0.5 and p˜iθ1(t) < pi1(t). Thus,
by (55) and Lemma 6,
E[Uθ(t+ 1)− Uθ(t)|Ft] ≥ C. (56)
If θ = i ∈ S0(t) and xi = 0:
p˜iθ0(t) ≤ 0.5 = P (X∗ = 0)
because, by the SED encoding rule in (15) and the definition
of extrinsic probabilities in (54),
p˜iθ0(t) =
pi0(t)− ρθ(t)
1− ρθ(t) ≤
pi1(t)
1− ρθ(t) = p˜i
θ
1(t).
By (55) and Lemma 6, we again conclude (56).
When Uθ(t) ≥ 0, then ρθ(t) ≥ 0.5 and by our encoding
rule, S0(t) = {i} and S1 = Ω \ {i}. Thus, xi = 0, pi0(t) =
ρθ(t), and p˜iθ0(t) = 0. By (55),
E[Uθ(t+ 1)− Uθ(t)|Ft]
= D
(
P (Y |X = 0)‖P (Y |X = 1)) = C1.
APPENDIX B
THE EXPECTED TIME OF FIRST PASSAGE FOR FIG. 2
In this section we compute the time of first passage for the
generalized Markov chain, which is shown in Fig. 2. Consider
the general case of the Markov chain in Fig. 2, where the
self-loop for state 0 has weight ∆0 and all other transitions
in graph have weight 1. Let Vi be the expected time of first
passage from state i to state n, 0 ≤ i ≤ n − 1. We wish to
compute V0.
This appendix computes V0 by first simplifying the expected
time-of-first-passage node equations into an expression involv-
ing only V0 and Vn−1. Characterizing the entire process to the
left of Vn−1 as a self-loop with weight ∆n−1 yields an explicit
expression for Vn−1. This produces an expression for V0 that
naturally decomposes into the time of first passage for a classic
random walk plus an additional differential term.
A. Simplifying node equations to involve only V0 and Vn−1
The node equations [16] are as follows:
Vn−1 = 1 + pVn−2 (57)
Vn−2 = 1 + pVn−3 + qVn−1 (58)
Vn−3 = 1 + pVn−4 + qVn−2 (59)
Vn−4 = 1 + pVn−5 + qVn−3 (60)
...
V3 = 1 + pV2 + qV4 (61)
V2 = 1 + pV1 + qV3 (62)
V1 = 1 + pV0 + qV2 (63)
V0 = q + pV0 + qV1 + p∆0 . (64)
Summing the node equations described by (57)–(64) yields
n−1∑
i=0
Vi = n− 1 + q +
n−2∑
i=1
Vi + qVn−1 + 2pV0 + p∆0 ,
u∗+(n− 1)C2
State (n− 1)
p u∗ + nC2
State n
q
1
Fig. 4. The equivalent Markov chain from State (n− 1) to State n.
which simplifies to
V0 + Vn−1 = n− 1 + q + qVn−1 + 2pV0 + p∆0 .
This yields
V0 =
n− 1 + q
1− 2p +
p
1− 2p (∆0 − Vn−1) , (65)
so that what remains to determine V0 is to determine Vn−1.
B. Finding Vn−1 using its left self-loop weight ∆n−1
We determine Vn−1 in the general case for Fig. 2 by
characterizing the entire process to the left of Vn−1 as a the
self-loop, as shown in Fig. 4.
Let ∆1, be the the expected weight associated with the self-
loop from state 1 that transitions to state 0 and then eventually
returns to state 1. Regardless of what happens in state 0,
at least two units of weight are accumulated by the initial
transition to state 0 and the transition from state 0 back to
state 1. With probability p the weight-∆0 self-loop is traversed
at least once before state 1 is revisited, with probability p2
weight-∆0 self-loop is traversed a second time, and so on.
Thus the expected weight associated with traversing the zero-
state self-loop with weight ∆0 is
∞∑
i=1
pi∆0 =
(
p
1− p
)
∆0 .
Thus the expected weight associated with leaving State 1 by
traveling to State 0 and then returning to State 1 is
∆1 = 2 +
(
p
1− p
)
∆0 . (66)
Remark 4. We can use (66) to find the left self-loop weight
∆∗0 for any state in a standard i.i.d. random walk where the
state always transitions to the right with probability 1−p and
to the left with probability p. Note that for such a random
walk ∆∗1 = ∆
∗
0, which implies from (66) that
∆∗0 = 2 +
(
p
1− p
)
∆∗0 ,
so that
∆∗0 =
2− 2p
1− 2p . (67)
Returning to the general case of Fig. 2, where ∆0 can have
any value, repeating the analysis that produced (66) recursively
yields
∆n−1 = 2
[
n−2∑
i=0
(
p
1− p
)i]
+
(
p
1− p
)n−1
∆0
= 2
1−
(
p
1−p
)n−1
1−
(
p
1−p
)
+ ( p
1− p
)n−1
∆0 . (68)
A time of first passage analysis for Vn−1 using Fig. 4 yields
Vn−1 =
(
1
1− p
)
(p∆n−1 + 1− p)
=
(
p
1− p
)
∆n−1 + 1
=
(
p
1− p
)n
∆0 +
2p
1− 2p
(
1−
(
p
1− p
)n−1)
+ 1 .
(69)
C. Finding the general expression for V0
Substituting (69) into (65) yields
V0 =
n− 1 + q
1− 2p +
p
1− 2p (∆0 − Vn−1)
=
n
1− 2p +
p∆0
1− 2p
(
1−
(
p
1− p
)n)
− 2p
2
(1− 2p)2
(
1−
(
p
1− p
)n−1)
− 2p
1− 2p
=
n
1− 2p +
p∆0
1− 2p
(
1−
(
p
1− p
)n)
− 2p− 2p
2
(1− 2p)2 +
2p2
(1− 2p)2
(
p
1− p
)n−1
=
n
1− 2p +
p∆0
1− 2p
(
1−
(
p
1− p
)n)
− 2p− 2p
2
(1− 2p)2 +
2p− 2p2
(1− 2p)2
(
p
1− p
)n
=
n
1− 2p
+
p
1− 2p
(
1−
(
p
1− p
)n)(
∆0 − 2− 2p
1− 2p
)
.
Using the result of Remark 4, this can be expressed as follows:
V0 =
n
1− 2p +
p
1− 2p
(
1−
(
p
1− p
)n)
(∆0 −∆∗0) . (70)
Note that when ∆0 = ∆∗0, (70) simplifies to V0 = n/(1− 2p)
which is the time of first passage V ∗0 for the standard random
walk that was described in Remark 4.
More generally, (70) expresses the time of first passage as
the sum of two terms. The first term is equal to the time of first
passage for a standard random walk as described in Remark
4, and the second term is a correction term we refer to as the
“differential time of first passage”. The differential time of
first passage depends on the difference between the self-loop
weight ∆0 of the actual Markov chain under consideration
and the self-loop weight ∆∗0 for a standard random walk as
described in Remark 4.
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