Abstract: This paper proposes an improved tabu search method for subset selection in multiple linear regression models. Variable selection is a vital combinatorial optimization problem in multivariate statistics. The selection of the optimal subset of variables is necessary in order to reliably construct a multiple linear regression model. Its applications widely range from machine learning, timeseries prediction, and multi-class classification to noise detection. Since this problem has NP-complete nature, it becomes more difficult to find the optimal solution as the number of variables increases. Two typical metaheuristic methods have been developed to tackle the problem: the tabu search algorithm and hybrid genetic and simulated annealing algorithm. However, these two methods have shortcomings. The tabu search method requires a large amount of computing time, and the hybrid algorithm produces a less accurate solution. To overcome the shortcomings of these methods, we propose an improved tabu search algorithm to reduce moves of the neighborhood and to adopt an effective move search strategy. To evaluate the performance of the proposed method, comparative studies are performed on small literature data sets and on large simulation data sets. Computational results show that the proposed method outperforms two metaheuristic methods in terms of the computing time and solution quality.
Introduction
An important subset selection, which is a vital combinatorial optimization problem in multivariate statistics, is considered in this paper. The objective of the problem is to provide faster and more cost-effective predictors for the purpose of improving the prediction performance [1] . Its applications widely range from machine learning, time-series prediction, and multi-class classification to noise detection.
In this paper, we focus on the variable selection problem of multiple linear regression models. It is the selection of the optimal subset of variables in order to reliably construct a multiple linear regression model. There is no doubt that the allpossible regression approach called exact method is the best because it examines every possible model for the p independent variables. However, since this problem has NP-complete nature, it becomes more difficult to find the optimal solution by allpossible regression approach. When the number of variable generally exceeds 40, it is no longer practical to obtain the optimum by exact methods. Exact methods are based on the branch-and-bound (BNB) algorithm. Furnival 
The Subset Selection Problem
There are 2 p − 1 possible subset models. given by
where is residual sum of squares for the k-variable model, SST is total sum of squares, and n is the number of observations.
The Previous Metaheuristic Methods

TS (Drezner [9])
Tabu search, designed to escape from local optimum, is a metaheuristic algorithm for solving optimization problems.
Motivated by Glover [13] as an optimization tool applicable to nonlinear covering problems, the TS algorithm was originally proposed by Glover [14] . The basic idea of the TS is to expand its search beyond local optimality using adaptive memory. The adaptive memory is a mechanism based on the tabu list of prohibited moves.
Use of the tabu list is one way to prevent cycling and guide the search towards unexplored region of the solution space. The SA operator is incorporated into the generation of children produced by the genetic operators. It is applied to decide which two of the parents and children remain. That is, if children are better than parents, then the parents is replaced by the children. If parents are better, they are replaced with the chosen probability as shown in the pseudocode of GSA.
Hasan [10] suggested that the number of the population, crossover rate, mutation rate, maximum number of iteration, the initial temperature and the cooling rate is chosen as 100, 0.8, 0.1, 1000, 100 and 0.9, respectively.
The Proposed Method
An improved tabu search (ITS) is proposed in this paper for solving the subset selection problem. The proposed method addresses shortcomings in two typical metaheuristic methods that have previously been developed. The tabu search method takes a large amount of computing time, due to many neighborhood moves, and the hybrid GSA method produces a less accurate solution. The proposed method is a fast tabu search that reduces moves of the neighborhood and adopts an effective search strategy for neighborhoods.
Neighborhood Moves
The neighborhood of Drezner [9] was generated by three moves, which are adding a variable, removing a variable, and swapping variables. In Table 1 For (j = 1 ; j <= 100 ; j = j+2) Do 10: parent1 = selection(population) 11: parent2 = selection(population) 12:
If (random(0,1) < 0.8) In order to reduce the computing time, we suggest that the neighborhood with swapping should be entirely excluded from the proposed method. Practically, from our computational results, we noticed that our search engine with only two moves, adding or removing a variable, plays a sufficient role in improving the current best solution. Consequently, the neighborhood strategy without swapping variables reduces a considerable amount of computing time. As depicted in Figure 1 , the procedure of improving the best solution can be divided into two phases: Phase-I and Phase-II.
In the Phase-I, the procedure for improving the best solution is rapidly progressed. After the solution reaches a local optimum through the tabu search, it is difficult to improve the local optimum. Accordingly, the procedure of improving the local optimum is slowly processed in the Phase-II In the improved tabu search, the first move strategy is adopted.
In Phase-I, the first move strategy plays a role in rapidly improving the current best solution.
The pseudocode of the first move strategy is as follows. For ( s' in neighborhood(s) ) Do
08:
If ( s'∉tabulist and f(bestNeighbor) < f(s') )Then 09: bestNeighbor = s' 10:
If ( f(best) < f(bestNeighbor)) In our experiments, we noticed that our tabu list of solutions is more efficient than that of moves for this problem.
Stopping Criterion
In our experiments, stopping criterion is the total number of 30 iterations without improving the best-so-far solution.
Computational Results
Comparative analytical tests were performed to compare the proposed method with the two previous metaheuristic methods. Experiments were initially performed using data sets obtained from the literature to evaluate their performance. GB RAM, and all source codes were implemented with R language.
The Benchmark Problem
In Table 2 , p, n, Best, and Freq. are defined as follows.
p : the total number of independent variables.
n : the number of sample data.
Best : the Maximum of Freq : the number of Best found by each method for 10 trials.
As the experimental results in Table 2 indicate, all methods find the optimal value of R adj 2 . In the value of Freq., however, the performance of TS is more or less worse than that of the proposed ITS method.
Simulation Data Sets
To further test the performance of the ITS method, the simulation data sets were randomly generated as follows.
i) Independent variables were generated by normal distribution with a mean 0 and a standard deviation 1.
ii) Error terms were generated by normal distribution with a mean 0 and a standard deviation λσ, where σ is standard deviation of actual regression equation, and λ is a constant.
iii) The number of sample data is five times the total number of independent variables.
The value of E is given by the following Equation (3).
where k is the number of sample data and is five times the total number of independent variables, and p is the total number of independent variables. From the computational results shown in Tables 4 to 7, it is clear that the proposed ITS method outperforms the GSA and TS methods in terms of the computing time and solution quality. As shown in Figure 2 , the ITS method is the fastest.
Specifically, when the value of p is 100, the GSA and TS methods take a considerable amount of computing time. As seen in Table 3 , the computing time (sec.) of GSA, TS, and ITS is 233.8, 267.5 and 8.058, respectively.
Conclusions
In 
