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The Gulf Coast Region (GCR) of the United States holds immense ecological and
cultural value. However, constant environmental changes, from sea-level rise and hurricanes to
the Deepwater Horizon oil spill in 2010, threaten many of the values that define the region.
Additionally, recent financial settlements from civil and criminal penalties of the Deepwater
Horizon oil spill have created an unprecedented opportunity to fund conservation throughout the
region. With such a large area of interest (over 700,000 km2) and so many conservation
priorities throughout the GCR, there is a great need to strategize which lands are most efficacious
for conservation to optimize the protection of ecological and socioeconomic values. Given the
importance of ecologically sound data to informing conservation planning, I directed my
dissertation to develop gulf-wide datasets to be used in a geospatial tool to support land
conservation actions in the GCR. My dissertation addresses three fundamental objectives: 1)
assessing how landscapes are associated with estuarine biotic health; 2) mapping hydrologic
response to changes in land-use; and, 3) creating indices of land conservation value with regards
to modeled associations (from objective 1) with estuarine biotic health. For objective 1, I
constructed three hierarchical models across 33 GCR estuaries and their associated watersheds. I

estimated the expected number of fish and shrimp species observed in a trawl sample based on
temperature, salinity, and runoff volume per catchment area across six different land-use/landcover (LULC) classes. These models can provide a quantitative basis for assigning offsite values
to lands for conservation potential within the GCR. For objective 2, I assessed associations of
different LULC classes with hydrologic changes, measured by peak flow (cfs), from 1996-2016
within each GCR watershed, which can be valuable to conservation planning that seeks to focus
on preserving or restoring more typical flow regimes. For my 3rd objective, I developed an index
of conservation value which incorporates relationships among LULC, hydrologic connectivity,
and estuarine biotic health for lands within the GCR. These elements will help address lesser
understood land conservation needs in the GCR to better enable conservation planners to protect
the values of this region in the face of inevitable change.
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CHAPTER I
INTRODUCTION

1.1

Introduction

The Gulf of Mexico Coastal Region (GCR) of the United States holds immense
ecological, socioeconomic, and cultural value. Encompassing portions of five states (Florida,
Alabama, Mississippi, Louisiana, and Texas), the GCR is home to over 15 thousand species of
flora and fauna (Felder and Camp 2009) and boasts among the highest rates of endemism in the
United States (Jenkins et al. 2015). The GCR is also home to about 14 million people (Wilson
and Fischetti 2010), who value the region both economically and culturally. More than half of
the United States maritime commerce occurs in the GCR (Adams et al 2004). About 20 percent
of the seafood caught in the United States comes from the fisheries within the Gulf of Mexico
(GSMFC 2015), and wildlife tourism (i.e., wildlife watching, hunting, fishing) in the Gulf states
was responsible for $19.4 billion in spending during 2011 (Stokes and Lowe 2013). The natural
and cultural diversity of the GCR is supported by the variety of ecosystems that exist across the
Gulf landscape, which arose over the region’s dynamic past.
Change is the only constant along the GCR. The Gulf of Mexico began forming
approximately 200 million years ago (Salvador 1991). Since then, the region has experienced six
geological periods, with many flora and fauna emerging and disappearing throughout its history.
1

Humans first arrived to the GCR only 10 thousand years ago, establishing unique cultures shaped
by their environment, and, in many ways, have also helped shape the region’s environment
(Abrams and Nowacki 2008). In the absence of intervention, long term trends linked to a
changing climate (e.g., sea level rise (SLR)) and population growth, will gradually reshape the
landscape of the GCR (Twilley et al. 2001; Anthony et al. 2009). The population in the GCR
grew by over 150% between 1960-2008 (Wilson and Fischetti 2010), with future growth
expected over the next several decades (Terrando et al. 2014). Discrete changes caused by major
storms or natural and human-caused disasters can have punctuated effects on the landscape
(Kupfer et al. 2008).
Deepwater Horizon
The Deepwater Horizon oil rig suffered an explosion on April 20, 2010 which took the
lives of 11 people, and injured 17 more. The oil rig later sank on April 22nd, leaving an
exploratory well unsealed approximately 65 km off of the coast of Louisiana. The spill lasted 87
days before the well was sealed and released an estimated 4.9 million barrels of crude oil into the
Gulf of Mexico (Commission of BP oil spill 2011). By volume, this was the worst oil spill in
history, surpassing the Exxon Valdez spill (~250 thousand barrels) by an order of magnitude
(Gill et al. 2011).
The full spatial extent of the oil spills’ impact is difficult to quantify. Offshore, oil
patches covered a surface area over 103,000 km2 and persisted throughout the entire water
column (Hu et al. 2011). Remote sensing estimates that over 2,100 km of shoreline were
contaminated with oil during the primary impact period (Nixon et al. 2016), and reports of oil
washing up on the coasts and estuaries of Louisiana, Mississippi, Alabama, Florida, and Texas
continued for several years following the spill (Michel et al. 2013). Many biological and
2

ecological impacts have yet to be determined because data acquisition may not be feasible
(Follett et al. 2014), and in some cases effects are not likely to be realized for years to come
(Beyer et al. 2016).
The oil spill also has societal impacts, including economic and psychological. Less than
a month after the spill began, the National Oceanic and Atmospheric Administration closed
229,270 km2 of the Gulf of Mexico to all commercial and recreational fishing. Portions of the
Gulf of Mexico remained under closure almost a year after the spill began (NOAA 2010). The
economic impact from loss of commercial and recreational fishing was estimated to be as high as
8.7 billion USD (4.9 and 3.5 billion USD from commercial and recreational fishing,
respectively) and between 5-9 thousand jobs lost from that sector (Sumaila et al. 2012). The spill
also degraded the psychological health of communities within the GCR, regardless of whether a
community experienced direct contact with the oil spill. This suggests that communities suffered
from stress by the perceived impacts of the spill alone (Gratton et al. 2011).
As per civil and criminal charges, BP and Transocean initially agreed to pay a settlement
of 4.525 billion USD. In 2014, U.S. District Judge Carl Barbier ruled that BP was responsible
for 67 percent of the oil spill (30 percent for Transocean and 3 percent for Halliburton), meaning
that the Clean Water Act fines BP owes total to 18 billion USD (Robertson and Krauss 2014).
Many more expenses went directly towards cleanup efforts, with estimates for total cleanup as
high as 61.6 billion USD (Borney 2016).
Formation of RESTORE Council
Part of the federal response to the oil spill was to assess damages to the environment
caused by the spill. This response was dictated by several laws on handling natural resources
disasters, in particular the Clean Water Act (CWA) and the Comprehensive Environmental
3

Response, Compensation, and Liability Act (CERCLA). One aspect of CERCLA requires that
certain federal agencies, including NOAA, conduct a natural resource damage assessment
(NRDA) in impacted areas. The NRDA process contains three components: preliminary
assessment, injury assessment/restoration planning, and implementing restoration. In
conjunction with the 3rd component of NRDA, the Gulf Coast Ecosystem Restoration Council
was created via the Resources and Ecosystems Sustainability, Tourist Opportunities, and
Revived Economies of the Gulf Coast States Act of 2012 (RESTORE Act).
The RESTORE Council (Council) is in charge of planning and implementation of
recovery efforts for the GCR. Its budget comes from the civil and criminal penalties resulting
from the Deepwater Horizon oil spill. The members of the Council include the governors of all 5
states within the GCR, the secretaries of the US Departments of Agriculture, Interior,
Commerce, Homeland Security, Army, and the Administrator of the Environmental Protection
Agency. In August, 2013, an initial plan was approved by the Council where they identified five
goals for restoration of the GCR: habitat, water quality, living coastal and marine resources,
community resilience, and the Gulf economy. The initial comprehensive plan details 5
components, also known as “buckets”, of the Gulf Coast Restoration Trust Fund: direct
component, council-selected restoration component, spill impact component, Gulf Coast
Ecosystem Restoration Science Program, and the Centers for Excellence Research Grants
Program. Under the council-selected restoration component (Bucket 2) the Restore Council
selects projects relevant to the 5 Restore goals during each round of funding via a funded
priorities list (FPL). Bucket 2 funds represent 30 percent of the Gulf Coast Restoration Trust
Fund (Gulf Coast Ecosystem Restoration Council 2013). The Bucket 2 FPL projects will help
the Council address information gaps identified in their comprehensive conservation plan to
4

work toward a holistic body of knowledge and support effective conservation decisions in the
GCR.
The Strategic Conservation Assessment of Gulf Coast Landscapes (SCA) project is one
of four regional projects funded under the council-selected restoration component 2015 FPL.
Led by the Department of the Interior (DOI) and co-sponsored by the Mississippi Department of
Environmental Quality, the SCA project is funded to work with the RESTORE Council to
develop a suite of data-driven and scientifically-robust conservation collaboration tools that will
optimize opportunities for land conservation within the GCR. Specifically, SCA plans to
develop three tools that will aid RESTORE Council members in optimizing land conservation
projects based on shared goals and priorities. These include 1) an extensive catalog of existing
land conservation plans across the GCR; 2) a conservation planning tool developed via a multicriteria decision analysis framework from a compilation of stakeholder-identified priorities; and
3) a geospatial optimization tool that can help Council members identify land conservation
opportunities that would best support ecological and socioeconomic integrity within the GCR.
Success of the SCA project depends, in part, on two important factors: 1) development of
an empirically-sound method for optimization with multiple objectives that reflects the breadth
of Gulf Coast stakeholders’ priorities for land conservation, and 2) a way to address data gaps
that are not presently available but are important measures necessary for the SCA tools. The first
challenge deals with the dimensionality of the decision framework the RESTORE Council needs
to work in. The diversity of environmental concerns that exist Gulf-wide is at risk of overgeneralization without a consistent methodology to consider all components. Multi-Criteria
Decision Analysis (MCDA) is one approach to making decisions that have a complex structure
(Huang et al. 2011). It can identify optimal decisions for decision models that contain too many
5

components for people to handle without the aid of computer technology. In a land-conservation
context, MCDA can assess decision alternatives while preserving the integrity of values that
contain unique scales and distributions across a decision framework (Davies et al. 2013).
The second challenge is a trifecta of missing data, inconsistent data, or data that are not a
suitable indicator of the values of interest. The SCA project provides an opportunity to address
some important Gulf-wide data gaps that either do not exist, lack consistent spatial coverage or
lack consistent approaches in generating data. Countering with missing information presents
opportunities to conduct Gulf-wide analysis on values that are underrepresented. In cases where
Gulf-wide data is not available, consistent data may be found at the state level, such as data used
with the Mississippi Comprehensive Ecosystem Restoration Tool (MCERT), or wildlife corridor
data for Florida (Florida Wildlife Corridor 2018). In some cases, filling data gaps may be
feasible with interpolation, regression, or other techniques. Aggregating data from different
sources with optimal efficacy will require a multitude of methods to create an informed model
across the landscape.
Given the importance of ecologically sound data to informing conservation planning, and
the importance of configuring how the data inform conservation decisions, I directed my
dissertation to develop Gulf-wide datasets to be used in a geospatial tool to support land
conservation actions in the GCR. I thus delegate the remainder of my dissertation to address
three fundamental objectives: 1) assessing how landscapes are associated with estuarine biotic
health; 2) mapping hydrologic response to changes in land-use; and, 3) creating indices of land
conservation value in regards to modeled associations (from Chapter 2) with estuarine biotic
health. Chapters 2 and 4 focus on fundamental linkages among landscapes that allow the
diversity of environments in the GCR to coexist. Understanding how terrestrial and aquatic
6

environments interact is key to addressing how conservation decisions along the GCR can
protect coastal resources. My 3rd chapter creates a geospatial dataset that shows how the
hydrology of watersheds, measured by peak flow, has changed in response to land-use change
from 1996-2016. Change is inevitable within the GCR, and thus implementing land
conservation efforts that protect the functional relationships across the region are important to
preserving its values. These elements will help better address land conservation needs in the
GCR that will better enable conservation planners to protect the values of this region in the face
of inevitable change.
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CHAPTER II
CONSIDERING THE INFLUENCE OF LAND-USE/LAND COVER ON ESTUARINE
BIOTIC RICHNESS USING BAYESIAN HIERARCHICAL MODELS

2.1

Abstract

The composition of land-use/land cover (LULC) in coastal watersheds has many
implications for estuarine system ecological function. LULC can influence allochthonous inputs
and can enhance or degrade the physical characteristics of estuaries, which in turn affects
estuaries’ abilities to support local biota. However, these implications for estuaries are often
poorly considered when assessing the value of lands for conservation. The focus of research
regarding terrestrial and estuarine interfaces often evaluates how LULC may stress estuarine
ecosystems, but in this study I sought to understand how LULC may both positively and
negatively influence estuaries, using measures of observed biotic richness as proxies for
estuarine function. I investigated the influence of LULC on estuarine biotic richness with
Bayesian hierarchical models, using multiple geospatial datasets from 33 estuaries and their
associated watersheds along the Gulf of Mexico coastal region of the United States. I designed
the hierarchical models with observed species richness of three functional groups (i.e., pelagic
fishes, forage fishes, and shrimp) from fishery-independent trawl surveys as response variables.
I then set salinity and water temperature as trawl-specific covariates, and measures of influence
11

from six LULC classes as estuary-specific covariates, with each estuary and trawl program
acting as random intercepts and salinity and water temperature acting as random slopes. The
model results indicated that observed richness of each functional group is both positively and
negatively associated with different LULC classes, with estuarine wetlands and forested lands
demonstrating the strongest positive influences on each functional group. The results are
generally consistent with past studies and the modeling framework provides a promising way to
systematically quantify LULC linkages with the biotic health of estuaries for the purposes of
potentially valuing estuarine implications of land conservation.

2.2

Introduction

Land-use/land cover (LULC) influences many aspects of ecological function within
estuarine systems, which subsequently influences an estuary’s capacity to support local biota.
Natural and anthropogenic LULC often have conflicting impacts on estuaries, where natural
LULC is defined as any land that is not developed or used for agricultural purposes, with the
exception of land used for silviculture. Natural LULC regulates nutrient, sediment, and coarse
particulate organic matter (CPOM) inputs into estuaries (Carter 1996; Basnyat et al. 1999;
Morgan et al. 2009; Engle 2011) and can also provide structural protection to estuaries from
wind and wave energy associated with episodic weather events or persistent wave action
(USACOE 1963; Costanza et al. 2008; Wamsley et al. 2010). Conversely, anthropogenic LULC
can supersede, modify or eliminate some of these regulatory provisions and result in deleterious
responses in estuaries (Kemp et al. 1983; Thrush et al. 2004; Cox and Preda 2005; Stoms et al.
2005). For example, Short and Burdick (1996) demonstrated eel grass loss as a function of
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housing development and nutrient loading in Waquoit Bay, Massachusetts. Diverted sediment
loading in the Mississippi River Delta from levee and canal construction was also shown to
accelerate salt marsh degradation and conversion to open water (Turner 1990). An assessment of
fertilized land-uses within estuary catchments in Australia also found shifts in the proportion of
seagrass to macroalgae presence within estuaries (Cook et al. 2018).
In addition to affecting overall estuarine function, changes in LULC may also impact the
structure and function of biotic communities using estuarine resources for all or part of their life
history. Some changes result in direct population losses, whereas others elicit shifts in
community composition. For example, the King George whiting (Sillaginodes punctatus) fishery
in North Spencer Gulf, Australia sustained a 40% loss in commercial landings following a 16%
reduction in seagrass habitat caused by anthropogenically-linked increases in turbidity that
decreased light penetration (McArthur and Boland 2006). Following a coral bleaching event in
the Great Barrier Reef, Australia, Bellwood et al. (2006) saw a shift in the fish community
towards a higher proportion of habitat generalists. This suggests some functional groups of taxa
(particularly, habitat generalists and those that exploit disturbance) may respond positively to
anthropogenic land-use (Miller et al. 2018). This is possibly in accordance with intermediate
disturbance theory, which posits that species richness increases at medium levels of disturbance
as species that thrive in early and late successional stages can co-occur (Connell 1978).
Despite all that is known about linkages between terrestrial and aquatic systems,
implications of surrounding LULC on estuarine health are often ineffectively considered in
valuing opportunities for land conservation (Beck 2003; Álvarez-Romero et al. 2011; Klein et al.
2012). Given the ecosystem services that coastal and near-coastal lands provide for estuarine
health, the effects of land composition on an estuary’s freshwater inputs, structural resilience,
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and habitat provisions must also have a measurable association with biotic health within an
estuary. Despite the extensive documentation of ecological processes that relate land use to
estuaries (Short and Burdick 1996; Thrush et al. 2004; Bilkovic et al. 2006; Miller et al. 2018),
there lacks an empirical approach to define the value of LULC as it relates to estuarine biota.
Such an approach would provide a means to value potential land conservation actions based on
how an area of interest associates with a component of estuarine biotic health.
Several approaches to characterizing associations of LULC with biotic health have been
proposed, including measures of species richness, diversity indices, indices of biotic integrity,
and phylogenetic diversity (Wang et al. 1997; Miller et al. 2018; Graham et al. 2019). Modeling
the linkage between LULC and estuarine biotic health requires two major considerations: how to
structure the model, and how to characterize the response variable. Estuaries and their associated
catchments contain ecological processes that are hierarchical in nature. Thus, models within
these systems should be structured to adequately reflect these natural hierarchies. However,
choosing appropriate metrics for a response variable is a recurrent methodological challenge.
Traditional taxonomic diversity metrics have been argued to be insufficient indicators of a
conserved area’s value in supporting ecological function (Jarzyna and Jetz 2016). However,
quantifying species richness of functional groups, rather than taxonomic groups, may be a
valuable metric in understanding effects of LULC on biotic composition, and ultimately
ecological function within estuaries. Functional groups, as defined here, categorize species
based on broadly defined niches that may imply similar sensitivities to environmental
characteristics.
Fisheries are a fundamental component of the economy and culture within the Gulf of
Mexico Coastal Region (GCR) of the United States and are thus worth protecting through direct
14

and indirect actions. An estimated 2.7 million recreational anglers went fishing in 2016 in the
GCR (National Marine Fisheries Service 2018), and almost 20 percent of the seafood caught in
the United States comes from fisheries within the Gulf of Mexico (National Marine Fisheries
Service 2018). Because of the importance of commercial and recreational fishing to this region,
much focus is given to the management of fishery resources by state and federal agencies.
However, opportunities to extend protections to fisheries in the GCR through less direct means,
such as land acquisition or easement, may be feasible given the known benefits that natural
LULC may provide to estuaries (Carter 1996; Álvarez-Romero et al. 2011; Engle 2011). Given
the value that the best available science may provide to improving the efficacy of conservation
and restoration, I thus seek to quantify the value of land conservation along the GCR as it
pertains to the health of estuarine biotic communities.
Protecting offsite ecosystem services is an intended function of land conservation, and
protecting estuarine resources is a major goal of the RESTORE Council and its member
agencies. Despite abundant research on the effects of LULC on environmental quality of
estuarine ecosystems (Short and Burdick 1996; Dauer et al. 2000; Bilkovic et al. 2006; Delpech
et al. 2010; Lowe and Peterson 2014; Miller et al. 2018), much of the focus has centered on
characteristics of watersheds that function as system stressors (e.g., Miller et al. 2018). While it
is assumed that natural landscapes provide ecosystem services to estuaries, there is no systematic
approach to quantifying associations of estuarine health with surrounding LULC. Thus, my goal
was to quantify the influence of coastal and near-coastal LULC on the biotic richness of
estuaries, such that predictions regarding effects of land conservation actions on estuarine biotic
communities can be ultimately derived. My objective in this study was to develop appropriately
parameterized hierarchical models that can predict the impact of coastal and near-coastal
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watershed landscapes on the expected species richness of aquatic organisms within GCR
estuaries. I postulated that the influence of land cover on estuarine aquatic ecosystems is
associated with the amount of surface water runoff in contact with each land cover type in a
given watershed. I suggest that the greater amount of runoff that originates from a particular
LULC class, the more water with that LULC class’s imprint will end up downstream, and thus
have a greater effect on the estuary’s water quality and profile and aquatic biota.

2.3

Methods

I constructed three hierarchical models across 33 GCR estuaries and their associated
watersheds that estimate the expected number of species observed in a trawl sample based on
temperature, salinity, and runoff volume per catchment area of six different LULC classes
(Figure 2.1). I delineated estuaries using existing features of estuarine drainage area, coastal
drainage area, and fluvial drainage area data from the Coastal Assessment Framework by the
National Oceanic and Atmospheric Administration (NOAA) (Borchert et. al 2018). I used data
from trawl samples (n = 68,921) collected from 1991 through 2009 by five state agencies
(Florida, Alabama, Mississippi, Louisiana, and Texas), and the U.S. Environmental Protection
Agency (EPA) Environmental Monitoring and Assessment Program (EMAP) and National
Coastal Assessment (NCA) program. Trawl sample data included counts of individual species,
mean salinity (ppt) and water temperature (℃). I excluded trawl samples that appeared to have
outliers, including removing sampling events with temperatures below 5 ℃ or above 35 ℃ and
any negative salinity values. I then categorized subsets of species into three functional groups
(pelagic, forage finfish, shrimp; Table 2.1), based on broadly defined niches, such as community
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function, that may imply similar sensitivities to environmental characteristics (Petchey and
Gaston 2006).
I defined a LULC class’s influence within each estuary’s watershed as the mean annual
volume of runoff based on 30 years of precipitation data (1981-2010), originating from the
LULC class, normalized by the area of each watershed analyzed. To calculate annual runoff
volume, I used the curve number method described by the Natural Resources Conservation
Service (NRCS) Technical Report 55 (SCS 1986), which required data for LULC, soil
hydrologic group, and precipitation. I acquired LULC data for each estuary’s watershed from
the National Oceanic and Atmospheric Administration (NOAA) Coastal Change Analysis
Program (C-CAP) 2001 Regional Land Cover (Office for Coastal Management 2019) with a
resolution of 30 x 30 meters. I chose the 2001 C-CAP layer because it represents the mid-range
of the trawl sampling period (1991-2009). Despite the inherent changes in landcover over the
course of trawl sample collections, Homer et al. (2007) found that the 1992, 2001, and 2006
versions of the National Land Cover Database were highly correlated (r > 0.98), indicating that
the land composition between the beginning and end of the study were likely relatively similar in
the C-CAP mapping effort. With the exception of barren and cultivated cropland, LULC class
coefficients were aggregates of multiple C-CAP 2001 land-cover classes (Table 2.2). I acquired
soil hydrologic group data from the Soil Survey Geographic Database (SSURGO), which houses
soil data collected over the last century by the National Cooperative Soil Survey (USDA/NRCS
2019). Lastly, I acquired precipitation data from the Parameter-Elevation Regressions on
Independent Slopes Model (PRISM) Climate Group (Di Luzio et al. 2008), which specified daily
precipitation for the study region (Figure 2.1) from 1981-2010. Using combinations of LULC
class and soil hydrologic group, I generated curve number values for the landscape found in the
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technical guide of NOAA’s Nonpoint Source Pollution and Erosion Comparison Tool
(OpenNSPECT) (NOAA 2014) for all LULC classes except wetlands. I opted to replace the
curve number values for all palustrine and estuarine wetland classes from 0, indicating no runoff,
to 100, indicating no infiltration, since there would be no way to compare wetland influence
across estuaries if they were assumed to generate no runoff.
I developed a series of Bayesian hierarchical models for each functional group to
quantify associations species richness with surrounding land cover characteristics. I used species
count by functional group as response variables, and salinity (ppt) and water temperature (℃)
measured during each trawl sample as site-level fixed effects. I included runoff volume per
LULC class (developed, barren, palustrine wetlands, estuarine wetlands, cropland, forest) within
3

each watershed, normalized by watershed area (𝑚 ⁄𝑘𝑚2 ), as group-level fixed effects. I also
included estuary ID and trawl-sampling program as random intercepts in each model to
acknowledge unmeasured variance associated with samples in those groups, and included
salinity and temperature as random slopes because they exhibited distinct distributions across
estuaries and trawl programs. I structured the overall model for each functional group (FG) as a
multilevel Poisson-lognormal model described in Equation 2.1

log(𝑌𝑗,𝑘 ) = 𝛽0 + ∑8𝑖=1(𝛽𝑖 ∙ 𝑋𝑖 ) + 𝛼0,𝑗 + ∑2𝑖=1(𝛼𝑖,𝑗 ∙ 𝑋𝑖 ) + 𝛼0,𝑘 + ∑2𝑖=1(𝛼𝑖,𝑘 ∙ 𝑋𝑖 ),

(2.1)

where 𝑌𝑗,𝑘 is the expected count of species in a FG from estuary j and trawl program k, 𝛽1 and 𝛽2
are the sample-level coefficients for mean salinity and water temperature, and 𝛽3 through 𝛽8 are
estuary-level coefficients for effects of land-use/land cover classes (developed, cultivated
cropland, palustrine wetland, estuarine wetland, barren, and forest). I log-transformed and
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group-mean centered all sample-level covariates, and log-transformed and grand-mean centered
all estuary-level covariates in each model. The estuary (j) and trawl program (k) were expressed
as random intercepts 𝛼0,𝑗 and 𝛼0,𝑘 , respectively, and salinity and temperature were also included
as random slopes by estuary and trawl program seen as 𝛼1,𝑗 , 𝛼2,𝑗 , 𝛼1,𝑘 , and 𝛼2,𝑘 , respectively.
To implement a Bayesian model, I specified model diagrams in JAGS code (Plummer
2017), including joint and posterior distributions (Equation 2.2)

7
2
[𝜆, 𝜎02 , 𝜎𝑠2 , 𝜷, 𝝆, 𝜶, 𝜮|𝑌] ∝ ∏33
𝑗=1 ∏𝑘=1 𝑃𝑜𝑖𝑠𝑠𝑜𝑛[𝑌𝑗,𝑘 |𝜆𝑗,𝑘 , 𝜎0 ] •

𝑙𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙 (𝜆𝑗,𝑘 |

𝑔(𝜶𝑗 ,𝜶𝑘 ,𝜷,𝒙𝑗,𝑘 )
2
𝜎𝑠,𝑗,𝑘

2

,

𝑔(𝜶𝑗 ,𝜶𝑘 ,𝜷,𝒙𝑗,𝑘 ))
2
𝜎𝑠,𝑗,𝑘

)•

2
𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑔𝑎𝑚𝑚𝑎(𝜎𝑠,𝑗,𝑘
|. 001, .001) •

𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒 𝑛𝑜𝑟𝑚𝑎𝑙(𝜶𝑗 |𝝆, 𝜮𝟏 ) • 𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒 𝑛𝑜𝑟𝑚𝑎𝑙(𝜶𝑘 |𝝆, 𝜮𝟐 ) •

(2.2)

𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒 𝑛𝑜𝑟𝑚𝑎𝑙(𝜷|𝝆, 𝜮𝟑 ) • ∏2𝑞=0 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝜮𝑞 |𝛺, 𝒑) •
∏2ℎ=0 𝑛𝑜𝑟𝑚𝑎𝑙(𝝆ℎ |0, 𝜏) • ∏2ℎ=0 ℎ𝑎𝑙𝑓 − 𝐶𝑎𝑢𝑐ℎ𝑦(𝜏ℎ |0, 42 ) •
∏2𝑣=0 𝑛𝑜𝑟𝑚𝑎𝑙(𝝆𝑣 |0, 𝜏) • ∏2𝑣=0 ℎ𝑎𝑙𝑓 − 𝐶𝑎𝑢𝑐ℎ𝑦(𝜏𝑣 |0, 42 ) •
∏8𝑚=0 𝑛𝑜𝑟𝑚𝑎𝑙(𝝆𝑚 |0, 𝜏) • ∏8𝑚=0 ℎ𝑎𝑙𝑓 − 𝐶𝑎𝑢𝑐ℎ𝑦(𝜏𝑚 |0, 42 ),

where the expected species count 𝜆𝑗,𝑘 from estuary j and trawl program k was modeled as a
lognormal distribution of fixed effects 𝜷 and slopes and intercepts that varied by estuary and
trawl program. I modeled the prior distributions of the fixed effects as multivariate normal,
𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒 𝑛𝑜𝑟𝑚𝑎𝑙(𝜷|𝝆, 𝜮𝟑 ), where 𝝆 was a vector of means and 𝜮𝟑 was a variancecovariance matrix, since I could not assume that they were independent. I also assigned random
19

slopes and intercepts multivariate normal prior distributions. I selected normal distributions for
the means 𝝆𝑚 , 𝝆ℎ , and 𝝆𝑣 of the fixed, estuary, and trawl program effects priors, respectively. I
also assigned half-Cauchy hyperpriors to the variances 𝜏𝑚 , 𝜏ℎ , and 𝜏𝑣 . I provided weaklyinformative priors to all parameters within the model (Appendix A).
I implemented the model structure described in equations 1 and 2 into three MarkovChain Monte Carlo (MCMC) simulations, to infer species counts of the three functional groups
to landscape characteristics and trawl-specific controls. I constructed the MCMC algorithms
within JAGS 4.3.0 (Plummer 2017) and ran them with the autorun.jags() function in R 3.6.0
statistical software (R Core Team 2019). I used a subset of the 68,921-sample dataset to improve
run-time of the MCMC simulation models. Subsets were taken from each estuary that had more
than 150 trawl events, where 150 trawls were sampled without replacement and graphically
checked to assure the subsets had similar probability distributions to the original dataset. I
determined convergence of the models with the Gelman-Rubin statistic, using a threshold value
of <1.10 for each parameter, and sample lengths were calculated based on the Raftery and
Lewis’s diagnostic. Upon completion of the MCMC algorithms, I used the posterior
distributions of each landscape covariate to quantify associations between the expected influence
of each land cover type and species richness within trawl samples for each functional group.
To assess model fit, I implemented posterior predictive checks to investigate if I have
evidence that my models do not properly represent the data (Conn et al. 2018). To calculate the
posterior predictive check, I used the following integral (Equation 2.3)

𝑃𝐵 = Pr (𝑇(𝑦 𝑛𝑒𝑤 , 𝜃) ≥ 𝑇(𝑦, 𝜃) = ∬ 𝐼{𝑇(𝑦 𝑛𝑒𝑤 ,𝜃)≥𝑇(𝑦,𝜃)} [𝑦 𝑛𝑒𝑤 |𝜃][𝜃|𝑦]𝑑𝑦 𝑛𝑒𝑤 𝑑𝜃, (2.3)
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where 𝑃𝐵 is known as the Bayesian p-value, which assesses whether the distribution of data
predicted (𝑦 𝑛𝑒𝑤 ) by the model is similar or not to the observed data. A Bayesian p-value
between 0.1 and 0.9 indicated there was no evidence for a model’s lack of fit. All R and JAGS
code used to run the Bayesian models and model checking procedures is available in Appendix
A.

2.4

Results

Within the subsetted data, a combined total of 84 species (34 pelagic, 23 forage finfish,
and 27 shrimp) were observed in 3,619 trawl samples. Species counts within trawl samples
generally exhibited positive associations with estuaries that had greater influence from natural
LULC classes (i.e., palustrine wetland, estuarine wetland, forest), and negative associations with
estuaries that had greater influence from developed LULC classes (Figures 2.2-2.4; Table 2.3).
Associations with cultivated cropland depended on functional group, with shrimp richness
showing positive associations and forage finfish showing weakly negative associations with
cultivated cropland cover. Species counts of all functional groups were most positively
associated with estuarine wetland classes. Pelagic and forage finfish species counts were also
positively associated with forest classes, whereas shrimp appeared to lack an association with
forest land cover. Shrimp species richness in trawl samples showed weak associations with most
land cover class groups, and only positively associated with increasing cultivated cropland
influence and to a lesser degree, estuarine wetland.
In general, the pelagic functional group exhibited the greatest magnitudes of association
with each land-cover group. For instance, between the lowest and highest developed land
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influence observed across estuaries, expected pelagic species richness declined by 76.9%, while
forage finfish and shrimp species richness declined by 43.9% and 15.5%, respectively (Table
2.4). Likewise, between the lowest and highest estuarine wetland influence, expected pelagic
species richness increased by 496%, and expected richness of forage finfish and shrimp
increased by 143% and 64%, respectively (Table 2.4).
For the three models, convergence was determined both through visual inspection of
trace plots and with Gelman and Rubin diagnostics with threshold values of <1.10 for each
parameter. Raftery and Lewis diagnostics determined the number of iterations to run each model
to estimate the 2.5% quantile with an accuracy of 0.005 and a 95% probability. Posterior
predictive checks for each model resulted in Bayes P-values of 0.526, 0.492, and 0.502 for the
pelagic, forage finfish, and shrimp model, respectively. Because these values are well within 0.1
and 0.9, the posterior predictive checks indicate no evidence for lack of fit of the model. The
codebase of each model and the posterior predictive checks is available in Appendix A.

2.5

Discussion

The patterns observed in the models are generally consistent with the ecosystem services
and disturbances associated with land covers represented in the model (Boesch and Turner 1984;
Goetz et al. 2004; Engle 2011). Though this research supports previous findings, the novelty in
my approach is that it elicits empirical affirmations of associations between land-use/land cover
and estuarine biotic health, which were previously based on anecdotal information (Thrush et al.
2004; Stoms et al. 2005; Beger et al. 2010). Whereas previous studies have quantified effects of
anthropogenic stressors to estuarine health/condition (e.g., Teichert et al. 2016; Miller et al.
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2018), to my knowledge, no study has quantified the linkage between natural land-covers and
estuarine biotic health at this scale in the GCR. Establishing a quantifiable link between all landcover types (anthropogenic and natural) and estuarine health is a critical step in systematically
valuing implications of land conservation to estuarine environments.
Here I used species richness within functional groups of aquatic organisms as
bioindicators of estuarine health as these primary, secondary, and sometimes tertiary consumers
may have similar environmental sensitivities due to their overlapping roles and occupancies in an
estuary. Thus, any environmental implications of differences in LULC within an estuary’s
watershed may be indicated by the observed counts of species that may have similar life
histories, habitats, or feeding behaviors. Richness of all three functional groups showed
strongest associations with increases in estuarine wetland, which further supports our knowledge
of the ecological benefits of estuarine wetlands. These benefits include water quality
maintenance and wave attenuation, which have been shown to positively affect habitat suitability
for fishes in other studies (e.g., Engle 2011). Estuarine emergent and shrub wetlands also
provide nursery habitat for many fish and other aquatic species (Boesch and Turner 1984), which
demonstrates further evidence supportive of the positive relationships observed in this study
between estuarine wetlands and species richness. A similar relationship was observed between
species richness and palustrine wetlands, which provide similar ecosystem services as estuarine
wetlands, but are particularly effective at regulating nitrogen inputs (Jordan et al. 2011), which
helps mitigate eutrophication within estuaries. The negative relationship observed between
shrimp species richness and estuaries with higher palustrine wetland influence may have ties to
mitigated nutrient inputs, and is worth exploring further.
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The two anthropogenic land-cover types, development and cultivated cropland,
demonstrated mixed relationships between their levels of influence and species richness. The
decline in expected species richness of all functional groups to increases in developed land
influence is consistent with the loss of ecosystem functions tied to increases in development
(Short and Burdick 1996; Peterson and Lowe 2009; Lowe and Peterson 2014). The greater
magnitude in decline of pelagic and forage finfish groups may be explained by the higher
mobility of species in these groups compared with species within the shrimp group. In contrast,
shrimp have been shown to tolerate pollution from urbanization provided that structural habitat
provisions are present (Ramírez et al. 2012). Cropland influence appeared to be associated
positively with shrimp and pelagic species richness, and negatively associated with forage finfish
richness. The positive association of shrimp richness to cropland may stem from increases in
primary production from increased nutrient loading due to agriculture, which could in turn result
in more detrital loading that is a valuable food source for shrimp (Tiews et al. 1976; Chong and
Sasekumar 1981).
My modeling approach comprises several sources of uncertainty that need addressing. A
primary source of uncertainty is my exclusion of all portions of each watershed that extend
beyond the C-CAP data coverage. For many estuaries, this means that headwater portions of the
watersheds were not included in the analysis, which could undoubtedly influence my response
variable (Miller et al. 2018). However, the focus of this study centers on modeling the
association of estuarine biotic health with coastal and near coastal lands, which have more direct
linkages to conditions within estuarine environments, thus generally making headwater LULC
influence less relevant. The Mississippi river basin, excluded from this study, is an exception to
the previous statement due to the basin’s anomalous size and extent of anthropogenic
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manipulation (e.g. channelization, diversion of flow, floodplain restrictions), with inputs from
the basin resulting in hypoxic zones in the Northern Gulf of Mexico averaging 15,000 km2 since
1993 (Rabalais et al. 2002). Another source of uncertainty from my characterization of land
stems from not considering the orientation of LULC classes in terms of their configurations
along hydrologic features. My results should not be invalidated by this factor but should limit
my ability to further distinguish conservation value of sites within the same watershed. The next
phase of this research is to look into the degree of hydrologic connectivity between LULC
classes and each estuary, which should provide more locational context to the influence of each
LULC class on estuarine biotic health.
My study also did not examine heterogeneity in detection probability, which in some
cases may indicate that a parameter is correlated with the probability of observing a species that
is present. Despite this, LULC parameters should be independent of any factors that may impact
detection probability from trawl samples. This complication can potentially yield inaccurate
results that could over- or underestimate species presence and confound relationships that I infer
between species richness and environmental covariates (McNew and Handel 2015). The main
factors that could influence detection probability of different taxa are the personnel experience
and protocols associated with different trawl programs, which I account for by allowing the
intercept to vary by trawl program in my models. Future research could seek to further quantify
some trawl program differences to better understand their biases.
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2.6

Conclusion

These models can provide a quantitative basis for assigning offsite values to lands for
conservation potential along the Gulf Coast of the United States. Two broad ways to interpret the
results include benefits targeting and benefits lost. The valuation of land is two-parted. First is
to consider the value of the natural landcover that is found within the area of interest (AOI),
based on the expected species richness that pertains to the estuary the AOI drains to. Second is
to consider the threat of conversion on the AOI. Conversion may happen due to development
which could be estimated using predicted urbanization scenario models (e.g., SLEUTH models)
(Clarke 2008; Terando et al. 2014), and by extreme weather events and sea-level rise which may
increase erosion and inundation, along with subsequent loss of ecosystem functions (Borchert et
al. 2018). A subsequent portion of this study will be the further explanation of how to arrive at a
utility model of land conservation value that incorporates values from the Bayesian credible
intervals produced in the current study. Maintaining cognizance of the sources of land loss or
conversion is vital in considering areas for effective conservation.
The simplicity of this model is partially motivated by a desire to provide a transferable
model that can make use of readily available georeferenced data. Despite the assumptions
inherent within the modeling approach, the methodology appears useful for conveying
quantitative linkages between LULC and estuarine biotic health. I encourage the Bayesian
hierarchical approach to be used in other ecoregions for further validation, as the estuaries along
the Gulf Coast Region of the United States are not necessarily reflective of estuaries found in
other regions. Particular to the Bayesian approach, one can include more parameters without
running as much risk of overfitting as one would in a frequentist approach. This allows for more
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flexibility in incorporating ecological processes that are relevant to land-sea interactions.
Furthermore, users of the Bayesian approach could take advantage of informing prior
distributions to improve convergence of model estimates. However, much caution is advised in
using informative priors as misguided prior knowledge can result in overfitting. Even in the
absence of data that could clarify some uncertainty within the process (e.g., flushing time of the
estuary, pH, depth, sampling personnel), the hierarchical approach I implemented can help
account for unmeasured factors through grouping data by estuary and sampling program
(Gelman and Hill 2006). Future improvements to this approach could take advantage of the
flexibility afforded to Bayesian hierarchical models, by adding more complexity and
dimensionality to the modeled process without reducing the interpretability of individual model
components.
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Table 2.1

List of taxa, and their functional group, observed within the final subset of trawl
samples used in Bayesian hierarchical models within Gulf Coast Region estuaries.

Scientific Name
Clupeidae
Alosa alabamae
Alosa chrysochloris
Clupea harengus
Brevoortia
Brevoortia gunteri
Brevoortia patronus
Dorosoma cepedianum
Dorosoma petenense
Opisthonema oglinum
Harengula jaguana
Sardinella aurita
Anchoa
Anchoa hepsetus
Anchoa mitchilli
Anchoa lyolepis
Anchoa nasuta
Membras martinica
Menidia
Menidia beryllina
Menidia peninsulae
Mugil cephalus
Polydactylus octonemus
Peprilus paru
Peprilus triacanthus
Peprilus burti
Engraulidae
Aetobatus narinari
Rhinoptera bonasus
Elops saurus
Megalops atlanticus
Centropomus undecimalis
Morone saxatilis
Morone chrysops x saxatilis
Morone chrysops
Pomatomus saltatrix
Rachycentron canadum

Common Name
Family Herrings
Alabama Shad
Skipjack Herring
Atlantic Herring
Genus Menhadens
Finescale Menhaden
Gulf Menhaden
Gizzard Shad
Threadfin Shad
Atlantic Thread Herring
Scaled Sardine
Spanish Sardine
Genus Common Anchovies
Striped Anchovy
Bay Anchovy
Dusky Anchovy
Longnose Anchovy
Rough Silverside
Genus Menidia Silversides
Inland Silverside
Tidewater Silverside
Striped Mullet
Atlantic Threadfin
Harvestfish
Butterfish
Gulf Butterfish
Family Anchovies
Spotted Eagle Ray
Cownose Ray
Ladyfish
Tarpon
Common Snook
Striped Bass
Striped Bass X White Bass
White Bass
Bluefish
Cobia
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Functional Group
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Forage Finfish
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic

Table 2.1 (continued)
Scientific Name
Echeneis naucrates
Echeneis neucratoides
Caranx hippos
Caranx latus
Caranx crysos
Chloroscombrus chrysurus
Oligoplites saurus
Selene vomer
Selene setapinnis
Trachinotus carolinus
Trachinotus falcatus
Decapterus punctatus
Hemicaranx amblyrhynchus
Sphyraena borealis
Sphyraena guachancho
Trichiurus lepturus
Scomberomorus cavalla
Scomberomorus maculatus
Lagocephalus laevigatus
Atractosteus spatula
Penaeidae
Xiphopenaeus kroyeri
Acetes americanus
Sicyonia brevirostris
Sicyonia dorsalis
Sicyonia laevigata
Macrobrachium
Macrobrachium ohione
Palaemonetes
Palaemonetes intermedius
Palaemonetes paludosus
Palaemonetes pugio
Palaemonetes vulgaris
Palaemon floridanus
Alpheidae
Alpheus heterochaelis
Alpheus estuariensis

Common Name
Sharksucker
Whitefin Sharksucker
Crevalle Jack
Horse-Eye Jack
Blue Runner
Atlantic Bumper
Leatherjack
Lookdown
Atlantic Moonfish
Florida Pompano
Permit
Round Scad
Bluntnose Jack
Northern Sennet
Guaguanche
Atlantic Cutlassfish
King Mackerel
Spanish Mackerel
Smooth Puffer
Alligator Gar
Family Penaeid Shrimps
Seabob
Sergestid Shrimp
Brown Rock Shrimp
Lesser Rock Shrimp
Hardback
Genus River Shrimp
River Or Ohio Shrimp
Grass Shrimp Spp.
Grass Shrimp
Eastern Grass Shrimp
Daggerblade Grass Shrimp
Caridean Grass Shrimp
Florida Grass Shrimp
Snapping Shrimps
Bigclaw Snapping Or Pistol Shrimp
Estuarine Snapping Shrimp
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Functional Group
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Pelagic
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp

Table 2.1 (continued)
Scientific Name
Hippolyte zostericola
Lysmata wurdemanni
Tozeuma carolinense
Rimapenaeus
Farfantepenaeus aztecus
Farfantepenaeus duorarum
Rimapenaeus constrictus
Rimapenaeus similis
Litopenaeus setiferus
Farfantepenaeus

Common Name
Zostera Shrimp
Peppermint Shrimp
Arrow Shrimp
Genus Roughneck Shrimp
Brown Shrimp
Pink Shrimp
Roughneck Shrimp
Roughback Shrimp
White Shrimp
Genus Commercial Shrimps
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Functional Group
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp
Shrimp

Table 2.2

Outline of parameters used in hierarchical models, and a summary of the C-CAP
land-cover attributes that were aggregated to create respective parameters within
Gulf Coast Region estuaries.

Parameter
X1
X2

Name
Mean Salinity
Mean Temperature

X3

Developed

X4

Cropland

X5

Forest

X6

Palustrine Wetland

X7

Estuarine Wetland

X8

Barren

C-CAP Attribute (If applicable)
Not Applicable
Not Applicable
2 High Intensity Developed
3 Medium Intensity Developed
4 Low Intensity Developed
5 Developed Open Space
6 Cultivated Land
9 Deciduous Forest
10 Evergreen Forest
11 Mixed Forest
13 Palustrine Forested Wetland
14 Palustrine Scrub/Shrub Wetland
15 Palustrine Emergent Wetland
16 Estuarine Forested Wetland
17 Estuarine Scrub/Shrub Wetland
18 Estuarine Emergent Wetland
20 Bare Land
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Table 2.3

Summary of 2.5, 50, and 97.5 percentile coefficients of each Bayesian credible
interval by functional group and LULC covariate within Gulf Coast Region
estuaries.

Functional Group

Covariate

Pelagic

Developed
Barren
Palustrine Wet.
Estuarine Wet.
Cultivated Crop.
Forest

Percentile
2.50%
-1.337
-1.489
-0.538
0.124
-0.256
0.059

Forage Finfish

Developed
Barren
Palustrine Wet.
Estuarine Wet.
Cultivated Crop.
Forest

-0.747
-0.824
-0.259
-0.075
-0.582
-0.027

-0.264
-0.118
0.309
0.451
-0.220
0.453

0.207
0.577
0.846
1.005
0.151
0.954

Shrimp

Developed
Barren
Palustrine Wet.
Estuarine Wet.
Cultivated Crop.
Forest

-0.608
-0.811
-1.108
-0.337
-0.035
-0.461

-0.073
-0.024
-0.452
0.243
0.378
0.046

0.445
0.812
0.170
0.856
0.822
0.530
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50%
-0.594
-0.460
0.289
0.865
0.307
0.735

97.50%
0.113
0.538
1.120
1.652
0.878
1.466

Table 2.4

Proportional change in expected species richness of each functional group as landcover changes from the lowest to highest amount of influence observed across
Gulf Coast Region estuaries.

Covariate
Developed
Barren
Palustrine Wet.
Estuarine Wet.
Cultivated Crop.
Forest

Functional Group
Pelagic Forage Finfish
-0.769
-0.439
-0.622
-0.189
0.588
0.610
4.963
1.438
1.286
-0.458
2.444
1.207

Shrimp
-0.155
0.081
-0.570
0.644
1.980
0.006
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Figure 2.1

The catchment areas used for the 33 estuaries included in Bayesian hierarchical
models in the Gulf Coast Region.

The estuaries are within the five states along the Gulf Coast region (GCR) of the United States:
Texas (TX), Louisiana (LA), Mississippi (MS), Alabama (AL), and Florida (FL). All 12-digit
hydrologic unit code (HUC12) sub-basins included in the study are delineated and are the
watershed areas used to calculate mean annual runoff volume contributed by each landuse/landcover (LULC) class. Basemap courtesy of OpenStreetMap.
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Figure 2.2

Log-normalized associations of expected pelagic species richness from trawl
samples within Gulf Coast Region estuaries, with change in influence from each
LULC group.

Each graph shows mean pelagic species richness observed in each estuary, mean expected
richness, as well as 90- and 95-percent credible intervals (CI) of expected richness. LULC group
data was log-transformed and grand-mean centered. See Appendix A.3 for an explanation of the
plot methodology.
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Figure 2.3

Log-normalized associations of expected forage finfish species richness from trawl
samples within Gulf Coast Region estuaries, with change in influence from each
LULC group.

Each graph shows mean forage finfish species richness observed in each estuary, mean expected
richness, as well as 90- and 95-percent credible intervals (CI) of expected richness. LULC group
data was log-transformed and grand-mean centered. See Appendix A.3 for an explanation of the
plot methodology.
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Figure 2.4

Log-normalized associations of expected shrimp species richness from trawl
samples within Gulf Coast Region estuaries, with change in influence from each
LULC group.

Each graph shows mean shrimp species richness observed in each estuary, mean expected
richness, as well as 90- and 95-percent credible intervals (CI) of expected richness. LULC group
data was log-transformed and grand-mean centered. See Appendix A.3 for an explanation of the
plot methodology.
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CHAPTER III
ESTIMATING CHANGES IN PEAK FLOW DUE TO LAND-USE/LAND-COVER CHANGE
IN THE U.S. GULF OF MEXICO COASTAL REGION

3.1

Introduction

Land-use/land-cover (LULC) has important implications for aquatic features of
landscapes, including the flow, nutrient and contaminant concentration, and biotic health. The
type of LULC can influence the way water moves into the ground (infiltration) and flows away
from a landscape (runoff), both in timing and volume (Leopold 1968; Brown 1988; Al-Weshah
et al. 1993; Scanlon et al. 2005). LULC also associates with different types and amounts of
particulates that precipitation runoff may carry into stream and river systems (Leopold 1968;
Meador and Goldstein 2003; Valentin et al. 2008). Consequently, the nutrients and sediments
that runoff carries to waterbodies affects water quality for aquatic life (Meador and Goldstein
2003; Paul and Meyer 2001; Booth et al. 2004). Leopold (1968) identified four LULC changes
on a landscape’s hydrology: changes in peak flow, changes in runoff volume, changes in water
quality, and changes in the morphology of the waterbodies. Peak flow is defined as the
maximum flow rate at the outflow of a watershed in response to a precipitation event.
Peak flow, as a landscape’s hydrologic response, is best understood within the context of
the water cycle. The water cycle is a series of physical processes in which water moves
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throughout the world, including the atmosphere, and on and below the earth’s surface. Starting
with precipitation, water falls on the Earth’s surface, and from there may seep into the ground, be
uptaken by vegetation, or flow along the surface. Precipitation that flows along the surface, or
runoff, flows downhill and may accumulate in a stream or river. The magnitude of peak flow
following a standard precipitation event is thus dependent on the aspects of the landscape that
influence evapotranspiration, infiltration, and plant uptake. Landscapes that have a greater
ability to absorb water into the ground or by vegetation uptake reduce runoff, and therefore
mitigate peak flow (Wang et al. 2011; Adane et al. 2018).
Anthropogenic LULC often alters landscape hydrology, which can result in reduced
ecosystem function. For instance, development creates impervious surfaces which increases the
volume of runoff in an area (Brown 1988; Arnold and Gibbons 1996). To counteract increased
runoff volume from development, channelization of streams in developed areas can improve the
efficiency of runoff drainage to prevent flooding in an immediate area. However, channelization
can also overload the flow rate of downstream areas beyond what is typical. A hydrologic
comparison of an urbanized vs, forested watershed in North Carolina revealed much higher peak
flow rates in the urban (76.6 mm/day) than in the forested watershed (5.8 mm/day) (Boggs and
Sun 2011). Higher than normal flow rates as a result of development runoff can degrade water
quality, increase erosion, and reduce habitable conditions for biota (Richter et al. 1997; Paul and
Meyer 2001; Walsh et al 2005). For cultivated agricultural land uses, soil and hydrologic
conditions are often altered to suit the needs of the crop, which may involve agrichemicals and
development of artificial stream channels for irrigation and drainage. Such changes to the
landscape may enhance crop yield, but may also increase nutrient loading, reduce baseflow, and
increase peak flow during heavy precipitation events (Niehoff et al. 2002; Bruland et al. 2003).
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In particular, Villarini and Strong (2014) found that agricultural lands in Iowa increase peak flow
during intense storm events.
Conservation planning often considers the implications of LULC change on a landscape’s
hydrology. For example, in the 1990s the City of Austin, Texas conserved lands within its
established Drinking Water Protection Zone to meet recreational and drinking water protection
goals (Ernst et al. 2004). Similarly, the Saint Johns River Water Management District
(SJRWMD) in Florida acquired over 20,000 hectares of agricultural lands for wetland restoration
on the North Shore of Lake Apopka (Conrow et al. 2011). Wetland restoration efforts have since
resulted in significant water quality improvements for Lake Apopka, including reductions in total
phosphorus, reductions in phytoplankton, and improvements in water clarity (Coveney et al.
2005).
However, despite extensive knowledge regarding impacts of changing LULC on
landscape hydrology, regional conservation planning efforts often fail to include empirical data
that predicts potential hydrologic shifts due to LULC change. Flotemersch et al. (2016) recently
developed an index of watershed integrity that may be useful in rectifying these data gaps in
conservation planning. Their index is based on six categories of ecological function, including
hydrologic regulation, water chemistry regulation, sediment regulation, hydrologic connectivity,
temperature regulation, and habitat provision. Thornbrugh et al. (2018) later expanded this index
into a map for the continental United States. The index encompasses a holistic interpretation of
watersheds and includes hydrologic regulation as a key component of watershed integrity.
However, it makes no connection to how changes in LULC influence a watershed’s ability to
regulate hydrology and is therefore of limited use to conservation planning efforts beyond
prioritizing watersheds for conservation action based on the current state of the system.
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Effective conservation planning should require an assessment of change over time to provide a
link for how a conservation action may lead to quantifiable outcomes. For example, Huang and
Zhang (2004) showed soil conservation in China’s Jialuhe River catchment led to reductions in
runoff volume and peak flow by 32% and 37%, respectively. Expansion of studies like these to
larger regions, may help inform regional conservation planning efforts, particularly in the Gulf of
Mexico Coastal Region (GCR) of the United States.
A geospatially-explicit measure of hydrologic response to LULC change in the GCR
would provide conservation planners with valuable information to protect water resources that
accounts for variation in hydrology under sometimes dramatically changing landscape
conditions. The population within the GCR grew by about 3 million people, or almost 25%,
between 2000 and 2016 (Cohen 2018), and urban lands within the southeastern United States are
expected to continue to grow to almost 81 million acres by 2040 (Exum et al. 2005). In addition,
many industries in the GCR place demands on available clean water and waterway integrity,
including agriculture, fishing, commerce, and tourism. The continued development pressures
within the GCR will induce even further hydrologic changes, creating more dynamic changes in
flow and increasing runoff during rainfall events. Moreover, hydrologic patterns in the GCR are
also expected to increase in variability as effects of climate change (e.g., precipitation and storm
intensity) within the GCR begin to impact terrestrial and aquatic systems (Mulholland et al.
1997). The combined, and often interacting, hydrologic stressors related to development and
climate change present a strong case for protecting lands that regulate runoff, particularly in
watersheds that link directly to estuarine systems. Thus, an empirically-derived assessment of
hydrologic response to LULC change via a regionwide assessment is of paramount importance.
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Given predictions of further impending changes to LULC in the GCR, it is important to
examine how peak flow has been altered by past LULC change. My fundamental objective was
to describe the hydrologic response, represented by change in peak flow (Qp; cfs), to LULC
changes in the GCR from 1996-2016. To that end, I assessed associations of different LULC
classes with hydrologic changes over the 20-year period within each GCR watershed. This
regionwide assessment revealed how Qp from 1” of precipitation runoff changed as a result of
changes in LULC within each sub-basin of the GCR. In addition, this assessment may indicate
areas that are more effective at compensating for increases in Qp, which will thus have greater
conservation value.

3.2

Methods

The study area included 2,722 sub-basin watersheds from the coastal zones (i.e., ~40 km.
inland) of Texas, Louisiana, Mississippi, and Alabama, and all of Florida. The sub-basin
watershed boundaries were identified using the 12-digit hydrologic unit codes (HUC-12) from
the United States Geological Survey’s (USGS) Watershed Boundary Dataset (WBD). The
average size of each sub-basin was about 120 km2. Sub-basins with 90% or greater area
comprised of open-water were excluded from analysis, leaving 2,401 sub-basins remaining
within the study.
In this paper, a measure of hydrologic response (i.e., change in peak flow) due to LULC
change from 1996-2016 was produced for the GCR using the HUC-12 sub-basin as the scale of
analysis. I calculated peak flow (Qp; cfs) for a 24-hour unit hydrograph (assuming 1” of surface
runoff) for each sub-basin using methods developed by the Natural Resources Conservation
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Service (NRCS) of the US Department of Agriculture (USDA). The NRCS method generates a
triangular unit hydrograph where Qp can be estimated using a curve number (CN;
dimensionless) which estimates direct runoff from rainfall based on soil type, LULC, hydrologic
surface condition, and antecedent moisture condition (SCS 1986). Thus, calculating Qp for each
sub-basin required the following physiographic parameters: the area (mi2), the length of the
longest flow path (feet), the average slope of the sub-basin (%), LULC for 1996 and 2016, and
hydrologic soil group. The area and average slope of each sub-basin were acquired from the
Environmental Protection Agency’s (EPA) watershed index online. I calculated the length of the
longest flow path by acquiring a hydrologic digital elevation model from the National
Hydrography Dataset Plus High Resolution (NHDPlus HR) database (Moore et al. 2019), and
using the FlowLength function in ArcMap 10.5 (ESRI 2019). I used English units of
measurement (e.g., inches, feet, etc.) to conduct calculations of Qp because the formulas
described within the NRCS handbook were in English units.
To calculate Qp with the CN method, I first calculated an estimate of the composite CN
(CNc) for each sub-basin using combinations of LULC and hydrologic soil group. I used LULC
data provided by National Oceanic and Atmospheric Administration’s (NOAA) C-CAP Region
Land Cover (Office for Coastal Management 2019) for 1996 and 2016 and overlaid them with
soil hydrologic group data from the Soil Survey Geographic Database (SSURGO; USDA/NRCS
2019) to first calculate the curve number for each 30x30 meter area within a sub-basin. I
assigned a CN value to each pixel using a look-up table that shows the corresponding CN value
of each LULC class and hydrologic soil group combination, assuming antecedent moisture
condition Ia=0.2∗S, where S is potential abstraction (inches). I defined CN values for the
landscape based on a CN lookup table in the technical guide of NOAA’s Nonpoint Source
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Pollution and Erosion Comparison Tool (OpenNSPECT) (NOAA 2014) for all combinations of
LULC class and soil hydrologic group. I then calculated the composite curve number (CNc) for
a sub-basin by taking the average of the 30x30 meter CN values within the HUC12. I then used
CNc to calculate potential abstraction (S; inches), using the equation

𝑆=

1000
𝐶𝑁𝑐

− 10(𝑖𝑛. ),

(3.1)

which is the amount of water that can be lost to infiltration prior to runoff generation.
Calculating S then led to calculating lag time (𝑡𝑝 , hours) which is the time from the
center of mass of the rainfall event to the Qp of the hydrograph using

𝑡𝑝 =

𝐿0.8 (𝑆+1)0.7
1900√𝑦

,

(3.2)

where 𝐿 is the length of the longest flow path (feet), and 𝑦 is the average slope of the sub-basin
(%). Next, I calculated the time from the beginning of the rainfall event to Qp (𝑇𝑅 ), using

𝑇𝑅 =

𝐷
2

(3.3)

+ 𝑡𝑝 ,

where 𝐷 is the duration of the rainfall event (24 hours). With all necessary terms defined, the
Qp (cfs) from 1” of direct runoff was then calculated with

𝑄𝑝 =

484∗𝐴∗1(𝑖𝑛.)
𝑇𝑅
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,

(3.4)

where 484 was the assumed peak rate factor (SCS 1986), 𝐴 is the area of the sub-basin (mi2), and
1” of direct runoff is given. With Qp calculated for each sub-basin for 1996 and 2016 LULC
scenarios, I estimated Qp change due to LULC change by subtracting 1996 Qp from 2016 Qp. I
calculated estimates of Qp from a standard 1” of runoff from a 24-hour rainfall event for each
sub-basin using 1996 and 2016 LULC data, and then compared the results.
In addition to change in Qp from 1996-2016, I also calculated changes in LULC by subbasin within the GCR geography and used them to model relationships between % change in Qp
and % change in sub-basin area of LULC classes using additive regression models. I built an
additive regression model for each LULC group (Table 3.1), expressed as

𝑌𝑖 = 𝛽0 + 𝑓(𝑋𝑖 ) + 𝜀𝑖 ,

(3.5)

where I used % change in Qp from 1996-2016 for each sub-basin i as the response variable 𝑌𝑖 , %
change in the ith sub-basin area of each LULC group as the predictor variable 𝑋𝑖 , and 𝜀𝑖 as the
error term for each sub-basin. I used a cubic regression spline as the smoothing function 𝑓(𝑋𝑖 )
for each additive model, expressed as

𝑓(𝑋𝑖 ) = 𝛽1 + 𝛽2 ∙ 𝑋𝑖 + 𝛽3 ∙ 𝑋𝑖2 + 𝛽4 ∙ 𝑋𝑖3 .

(3.6)

For each model, I removed any sub-basins where the respective LULC group had no change so
as to eliminate any noise that had nothing to do with the predictor variable. After conducting
regression analysis, I graphically compared the associations of each LULC group change with
Qp change by plotting the fitted relationship from regression over the observed relationships. I
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conducted all regression analysis using the ‘mgcv’ package (Wood 2017) and built plots using R
3.6.0 (R Core Team 2019).

3.3

Results

My analysis shows that Qp from 1” of runoff from a 24-hour rainfall event generally
increased throughout the GCR associated with LULC change between 1996-2016 (Figure 3.1),
though magnitude of changes in Qp differed across the region. Trends in Qp changes from
1996-2016 show greater increases in Qp within the I-75 corridor of Florida (Tampa Bay to
Gainesville), and the metropolitan areas of Houston and Port Arthur, Texas (Figure 3.1). Such
increases in Qp correspond with higher increases in developed land (Figure 3.2, Panel A), and
decreases in wetland and agriculture (Figure 3.2, Panels B and C). Conversely, isolated subbasins in Florida show strong decreases in Qp (Figure 3.1), related to increases in wetland area
and decreases in agricultural land (Figure 3.2, Panels B and C).
According to regression analysis, losses of wetland and added development were the
largest contributors to change in Qp across the GCR (Figure 3.3). Development increases and
wetland decline are associated with increases in Qp and wetland gains appeared to associate with
some declines in Qp. Declines in agricultural, scrub/shrub, forest, and barren lands appear to
result in modest increases in Qp, while only agricultural and barren land increases seem to
associate with any increases in Qp of those three LULC groups, albeit still weak relationships.
Small increases in forest land seem to associate with slight declines in Qp. Changes in grassland
do not appear to associate with any Qp changes.
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3.4

Discussion

Understanding how Qp has changed due to LULC changes between 1996 and 2016
provides valuable information for conservation planning across the GCR, particularly pertaining
to evidence for how land conservation could protect the landscape’s ability to mitigate runoff and
Qp. The results also elucidate how severe the hydrology of many sub-basins in the GCR has
been affected by shifts in LULC, but also how strategic land conservation can protect hydrologic
conditions on the landscape. The regression analysis of change in Qp per change in
development, wetland, and agriculture area also gives conservation planners insights into how
sensitive a HUC12’s hydrology has been to additional development and agriculture, and wetland
loss. Such elements regarding an area’s hydrology can help conservation planners target areas
that preserve water storage or where storage capacity may be restored.
The associations of Qp change with LULC change as evidenced by Figures 3.1 and 3.2,
and regression analysis are generally expected and consistent with other assessments of
hydrologic shifts. For instance, increases in developed land coverage typically results in higher
Qp given increases in impervious surface and loss of storage capacity from losses of natural land
area (Rose and Peters 2001; Boggs and Sun 2011). Losses of wetland area reduce the storage
capacity of watersheds (Ahmed 2014) and can increase the likelihood of flooding during rainfall
events (Gulbin et al. 2019). Agricultural change may contribute to increases or decreases in Qp
depending on whether agricultural land is increasing or decreasing in coverage. Increasing Qp
may be associated with conversions of forest or wetland area to agriculture (Fohrer et al. 2001)
and in cases where agricultural land is converted to developed land. However, some of the most
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dramatic reductions in Qp are associated with agricultural land conversion to wetlands (Conrow
et al. 2011).
Several areas in Florida where estimated Qp most significantly declined may be linked to
hydrologic outcomes from various wetland restoration projects. These areas included Lake
Apopka (over 5 sq. km of cultivated cropland converted to wetland on the north shore) (Conrow
et al. 2011) and Lake Okeechobee wetland restoration sites, of which both had objectives of
reducing nutrient and pollutant loading (Canfield et al. 2021). This study’s analysis indicates that
these projects may have also contributed to significant mitigations of peak flow over time.
Natural and restored wetlands are known to substantially increase storage capacity (e.g., AlWeshah et al. 1993) and help stabilize baseflow of watersheds by providing a consistent source
of water to the basin as they drain (Kadykalo and Findlay 2016; Wu et al. 2020). Future
assessments of storm and baseflow hydrographs of these areas should be conducted to confirm
these additional hydrologic benefits provided by wetland restoration activities.
Depending on how an area’s hydrology responded to LULC change, different
conservation actions may be preferable. Thus, a conservation planner could use this map to
prioritize certain locations for restoration work, and other locations for acquisition or easement.
For instance, areas that appeared to mitigate hydrologic responses of relatively high development
increases may be more appropriate for acquisition or easements, as their ecological function of
regulating excess runoff is still apparent. Conversely, areas that showed more dramatic increases
in Qp relative to development changes, indicating a loss of ecological function with respect to
hydrology, may be better candidates for restoration of natural areas.
Despite the coarseness of a regional assessment of hydrologic change, it can provide a
sufficient means for strategic planning to inform large-scale conservation programs. For
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instance, the collective set of U.S. legislation commonly referred to as the Farm Bill and its
associated Wetlands Reserve (Food, Agriculture, Conservation, and Trade Act of 1990) and
Conservation Reserve Programs (Food Security Act of 1985), are designed to fund a number of
conservation practices (e.g., filter strips, wetland restoration, etc.) on agricultural lands that
improve hydrology nationwide. Such conservation practices can mitigate nutrient and sediment
loading, attenuate flooding, stabilize stream banks, and improve biodiversity and productivity
around agricultural areas (Zedler 2003; Gleason et al. 2011). A large-scale assessment of
hydrologic change, such as the one presented here, can help conservation planners and
practitioners be more strategic in Farm Bill conservation investments by targeting areas to
maintain existing hydrologic flows or, alternatively, to identify areas where incentivized on-farm
practices may reduce Qp and improve watershed hydrologic quality. Furthermore, watershedlevel Qp change values can be used in concert with other land valuations to inform strategic land
investments (e.g., acquisitions and easements) in the GCR.
While this regional assessment of change in Qp has particular benefits to conservation
planners where areas of conservation interest span across the Gulf Coast Region of the United
States, three physiographic and atmospheric assumptions with my simulations of Qp need
addressing. First, I assumed that LULC was the only physiographic parameter that was altered
to represent change in the watershed landscapes; thus stream morphology remained constant.
Stream morphology shifts occur gradually over time, but more abrupt shifts in morphology can
occur from anthropogenic activities such as channelization and construction of artificial stream
paths. Such anthropogenic shifts in stream morphology can increase Qp by shortening flow
paths within a watershed. While changes in these parameters would affect estimates of Qp
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(Singh 1997), the data to describe these parameters at the same time steps as LULC is not
available (McKay et al. 2012)
Second, while the peak rate factor was fixed at 484 for all sub-basins in accordance with
the “Urban hydrology for small watersheds” report (SCS 1986), the value can vary considerably
depending on the topography (SCS 1972). In general, watersheds in flatter coastal plains can
have peak rate factors as low as 100, which in simulated hydrographs would generate a lower Qp
than if using the standard value of 484 (NRCS 2007). Although much of the GCR is
characterized by a flatter topography, meaning that the simulations are likely overestimating Qp,
this does not necessarily invalidate the results as they are comparisons of Qp and don’t
emphasize a specific value. Future iterations of this research could investigate how adjustments
of peak rate factor may alter the change in simulated Qp, although determining an appropriate
peak rate factor for a watershed requires a lot of field data from flow and rainfall gauges that
would not be available for the entire study area (Sheridan et al. 2002; NRCS 2007; Horst and
Gurriell 2019).
Third, my simulation models assumed 1” of runoff from a 24-hour rainfall event, which
ignores the inherent variation in rainfall patterns across the GCR. Modeling Qp to typical
rainfall events for a given locality would provide more realistic estimates of hydrologic response
per sub-basin, and could be conducted using data from Parameter-Elevation Regressions on
Independent Slopes Model (PRISM) Climate Group (Di Luzio et al. 2008). However, the
comparisons made in this study still hold value as they emphasize measuring proportional
change in Qp due to LULC changes which does not require a rainfall event that is most typical
for an area.
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Finally, the lack of an apparent meaningful change in Qp from grassland, barren land and
forest land does not mean that these landscapes have no effect on a landscape’s hydrology.
Forests and grasslands have a great capacity to store water within a landscape, and contribute to
increases in groundwater recharge (Adane et al. 2018) and evapotranspiration rates (Roberts
1983) on the landscapes in which they occur. Because my model of Qp change does not account
for these aspects of the water cycle, these aspects of a landscapes hydrologic response are
overlooked. Similarly, increases in barren lands could increase Qp as these landscapes
sometimes lack the ability to absorb water as efficiently as a more vegetated area (Wakode et al.
2013). Future iterations of this model should try to incorporate more aspects of the water cycle
to improve estimates of Qp change.

3.5

Conclusion

The Qp simulations in this study provide a consistent estimate of how sub-basins in the
GCR responded to recent LULC change. The estimated Qp changes indicate which areas have
experienced relatively greater or lesser hydrologic shifts, which can be valuable to conservation
planning that seeks to focus on preserving or restoring more typical flow regimes. Development
increase and wetland loss appear to be the biggest drivers of Qp change in the GCR and thus
these trends should be important considerations for future conservation actions. It is also
important to understand the trends of these LULC shifts, as different modeling efforts that look
at future urbanization (e.g., SLEUTH models) (Clarke 2008; Terando et al. 2014) and wetland
vulnerability and migration (Linhoss et al. 2015; Borchert et al. 2018; Propato et al. 2018; Vinent
et al. 2019) can reveal where LULC change may occur. Finally, conservation planning focusing
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on hydrology should also investigate other processes, such as groundwater recharge and
evapotranspiration, that can be related to LULC change for a comprehensive assessment of
conservation value.
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Table 3.1

Outline of parameters used in linear regression analysis, and a summary of the CCAP LULC attributes that were aggregated to create respective parameters within
Gulf Coast Region HUC12 sub-basins.

Parameter

LULC Group Name

X1

Developed

X2
X3

Agriculture
Grassland

X5

Forest

X6

Scrub/Shrub

X7

Wetland

X8

Barren

C-CAP Attribute
2 High Intensity Developed
3 Medium Intensity Developed
4 Low Intensity Developed
5 Developed Open Space
6 Cultivated Land
7 Pasture/Hay
8 Grassland
9 Deciduous Forest
10 Evergreen Forest
11 Mixed Forest
12 Scrub/Shrub
13 Palustrine Forested Wetland
14 Palustrine Scrub/Shrub Wetland
15 Palustrine Emergent Wetland
16 Estuarine Forested Wetland
17 Estuarine Scrub/Shrub Wetland
18 Estuarine Emergent Wetland
20 Bare Land
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Figure 3.1

Percent change in peak flow (Qp; cfs) by sub-basin from 1996-2016 for the Gulf of
Mexico Coastal Region of the United States. A positive change indicates an
increase in Qp and a negative change indicates a decrease in Qp.
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Figure 3.2

Percent change by LULC groups (Panel A: Developed, Panel B: Agriculture, Panel
C: Wetland) between 1996 and 2016 scenarios for the Gulf of Mexico Coastal
Region of the United States.
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Figure 3.3

Percent change in peak flow (Qp; cfs) as a result of percent change by LULC
group for each sub-basin within the Gulf Coast Region, with observed
relationships as points and fitted relationships as lines. Each plot has points
removed where no change occurred for its respective LULC group.
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CHAPTER IV
DEVISING AN INDEX OF LAND-USE/LAND-COVER INFLUENCE ON ESTUARINE
BIOTIC HEALTH IN THE GULF COAST REGION OF THE UNITED STATES

4.1

Introduction

Conservation planning and assessment has benefitted from the rise in availability of
geospatial data by giving stakeholders more reliable information to help identify where
conservation can best meet objectives (Kearns et al. 2003; Rissman et al. 2017). However, lack
of clarity regarding the benefits of conservation is among the most frequent of concerns from
decision makers and their constituents (Merenlender et al. 2004; Wallace et al. 2008).
Additionally, the limited availability of geospatial data that is relevant to conservation objectives
often inhibits the ability of conservation tools to accurately account for the full suite of
conservation priorities. Making geospatial information more related to the efficacy of land
conservation (e.g., acquisition, easement, stewardship) can improve the support of such actions
from the public and improve the ability of conservation initiatives to identify lands that would
achieve conservation objectives (Margules and Pressey 2000; Shamaskin et al. 2020).
There is potential to use existing data to generate new geospatial information that
identifies priority areas for conservation. Recent efforts to develop and modify geospatial data to
indicate objective-specific conservation priority areas have shown promise, such as identifying
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threats to biodiversity (Rouget et al. 2003; Jenkins et al. 2015), or marsh migration priority areas
(Borchert et al. 2018). The use of species distribution maps combined with a protected areas
database by Jenkins et al. (2015) resulted in a map that indicated places of conservation priority
within the United States based on the relative protections of the biodiversity. Borchert et al.
(2018) utilized sea-level rise projections and land-use/land cover (LULC) maps to identify
priority areas to conserve wetland migration corridors along the Gulf Coast Region of the United
States (GCR). Other efforts have developed geospatial data to identify priority areas based on
multiple conservation objectives, such as the Southeastern Conservation Blueprint developed by
the Southeast Conservation Adaptation Strategy (SECAS). The SECAS Conservation Blueprint
collates multiple landscape attributes of broad concern to indicate which areas have conservation
priority within the Southeast United States. However, despite progress made incorporating
geospatial information into conservation planning efforts, there remains limited availability of
large-scale geospatially-explicit data representing biological features of coastal estuarine
systems. As a result, the biotic integrity of estuarine zones remains an underrepresented target of
protection for informing land conservation priorities.
Informing land conservation decisions on the basis of benefiting estuarine priorities is
often challenged by limited understanding of linkages between terrestrial and aquatic systems
(Stoms et al. 2005; Álvarez-Romero et al. 2011), and how connectivity to estuaries varies among
landscapes (Pringle 2003). Past studies have investigated relationships among aspects of LULC
composition and estuarine environmental quality, including relations to plankton diversity
(Bilkovic et al. 2006), nekton species presence (Miller et al. 2018), and species richness (Chapter
2). Such studies provide quantifiable relationships between terrestrial and aquatic systems that
can inform what types of landscapes are particularly valuable for maintaining estuarine
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ecosystem function. Yet, addressing conservation priority based solely on land composition
ignores other geospatial attributes, mainly aspects of hydrologic connectivity, that are relevant to
efficacy of conserving land to benefit estuarine life.
When considering conservation value of lands for benefiting estuaries, consideration of
what types of lands are important needs to be balanced with the connectivity of lands in relation
to the estuary. Hydrologic connectivity is defined as the water-mediated transportation of
materials within the water cycle (Pringle 2001). It is thus a critical component for comparing
conservation value as hydrologic connectivity indicates what influence land cover may have on
the estuary relative to other land covers. There are many ways to quantify hydrologic
connectivity (Pringle 2003; Jackson and Pringle 2010), with longitudinal (upstream-downstream
interactions) connectivity being the most relevant type with respect to linking a watershed to an
estuary (Ward 1989). Regarding longitudinal connectivity, stream distance to the estuary is the
simplest aspect to measure, with lands further away from the estuary inherently having weaker
connectivity in accordance with Ernst Neef’s chorological axiom (Neef 1967) and Walter
Tobler’s first law of geography (Tobler 1970). Another aspect of longitudinal connectivity is the
number of impoundments along the stream path between the landscape and estuary. More
impoundments along a stream path create a weaker connection to the estuary as they disrupt the
natural flow of water (McCully 1996; Stanford and Ward 2001). This disruption to natural flow
then increases residence time of water within the watershed and reduces sediment and nutrient
transport downstream (Cahoon 1994; Humborg et al. 2000; Vörösmarty et al. 2003).
To create geospatial data that indicates the value of land conservation to estuarine biotic
health, relationships between landscapes and estuaries need to be established both in terms of
LULC composition and hydrologic connectivity. Thus, my objective was to develop an index of
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conservation which incorporates relationships among LULC, hydrologic connectivity, and
estuarine biotic health for lands within the Gulf of Mexico Coastal Region (GCR) of the United
States. I adapted the associations between LULC and estuarine biotic health developed in
Chapter 1 to represent the linkage between land and estuary. To represent hydrologic
connectivity between landscapes and estuaries, I used a combination of stream distance and
abundance of impoundments between landscapes and estuaries. I then developed final indices of
conservation value for each of three functional taxonomic groups (i.e., pelagic, forage finfish,
and shrimp) categorized in Chapter 2.

4.2

Methods

To assess conservation value of lands with regards to their benefits to estuarine biotic
health, I created indices of land conservation value based on two components: 1) the LULC
composition of the landscape weighted by the expected species richness associated with each
LULC group derived from model outputs in Chapter 2, and 2) the longitudinal hydrologic
connectivity of the landscape to the estuary. I utilized the same study area as Chapter 1, using
the coastal and near-coastal portion of catchments for 33 estuaries along the GCR. As a proxy for
longitudinal hydrologic connectivity I used stream distance from the landscape to the estuary,
and number of impoundments from the landscape to the estuary. I scored all landscapes within
the GCR at the HUC12 resolution, hereafter referred to as sub-basins. I created unique indices of
land conservation value for each functional group because associations between LULC
composition and species richness were different for each functional group (i.e., pelagic, forage
finfish, shrimp).
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For the first component I derived a land composition score for each sub-basin based on
the LULC composition of the sub-basin using National Oceanic and Atmospheric
Administration’s (NOAA) Coastal Change Analysis Program (C-CAP) 2016 Regional Land
Cover (Office for Coastal Management 2020) and the modeled associations that each of the
LULC groups have with species richness of each functional group. I used the relationship of
expected species richness values to each level of LULC group influence (m3/km2) according to
the Bayesian hierarchical models developed in Chapter 1 to attribute conservation scores for
each sub-basin. To derive a land composition score for the ith sub-basin, I first calculated the
proportional composition L (0-1) of each LULC group j (Table 4.1). I then multiplied each
LULC group composition by the expected species richness value R for the estuary (Data S3) to
which each associated sub-basin drains to, and then summed the resulting values (Equation 4.1).
For LULC groups that exhibited negative associations with species richness according to the
Chapter 1 models, I used an inverse proportional composition (1-L).

𝐶𝑖 = ∑ 𝐿𝑖,𝑗 ∗ 𝑅𝑗

(4.1)

After calculating a land composition score for each sub-basin, I then quantified the
relative connectivity of each sub-basin to its downstream estuary using stream distance and
number of impoundments between the sub-basin and the estuary. I used the network of streams
from the National Hydrography Dataset Plus Version 2 (NHDPlusV2, McKay et al. 2012), and
calculated stream distance for each sub-basin as the shortest path to the estuary. I then calculated
the number of impoundments between the sub-basin and its downstream estuary using the
Southeast Aquatic Barrier Inventory version 2.2.1 from the Southeast Aquatic Resources
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Partnership (SARP 2019). I calculated the number of impoundments from each sub-basin to its
respective estuary by counting all of the impoundments identified within the sub-basin and the
impoundments on 3rd order streams and higher within the downstream sub-basins. The stream
order attribute within the Southeast Aquatic Barrier Inventory uses the Strahler method (Strahler
1957).
After calculating stream distance and number of impoundments to the estuary as proxies
for connectivity for each sub-basin, I normalized both values between 0 and 1 using proportional
scaling (Equation 4.2) to convert the values to represent relative connectivity.

𝐷𝑖,𝑘 = (𝑋𝑚𝑎𝑥,𝑘 − 𝑋𝑖,𝑘 )/(𝑋𝑚𝑎𝑥,𝑘 − 𝑋𝑚𝑖𝑛,𝑘 )

(4.2)

In this equation, I calculated the relative value 𝐷𝑖,𝑘 for the ith sub-basin and kth connectivity
metric by taking the difference between the maximum connectivity value and the sub-basin’s
connectivity value (𝑋𝑚𝑎𝑥,𝑘 − 𝑋𝑖,𝑘 ) and dividing it by the total range of connectivity values
(𝑋𝑚𝑎𝑥,𝑘 − 𝑋𝑚𝑖𝑛,𝑘 ). For each relative connectivity metric, I set the lowest raw value 𝑋𝑖,𝑘 to
obtain the highest relative connectivity value 𝐷𝑖,𝑘 , such that sub-basins that are most downstream
or have no impoundments separating them from their estuary received the highest relative values.
I then used the relative connectivity values 𝐷𝑖,𝑘 to qualify the land composition score 𝐶𝑖
using the following equation

𝑉𝑖 = 𝐶𝑖 ∗ 𝐷𝑖,1 ∗ 𝐷𝑖,2,
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(4.3)

where 𝑉𝑖 represents the raw conservation value score. I arrived at the final index of conservation
value with regards to each functional group by using proportional scaling. I calculated the index
of conservation value 𝐶𝐼𝑖 using an equation similar to equation 4.2,

𝐶𝐼𝑖 = (𝑉𝑖 − 𝑉𝑚𝑖𝑛 )/(𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑖𝑛 )

(4.4)

where the index value uses the difference between the raw conservation score for the ith subbasin and the minimum conservation score (𝑉𝑖 − 𝑉𝑚𝑖𝑛 ) to associate the highest index value with
the highest raw conservation score. I conducted all geospatial calculations using ArcMap 10.5
(ESRI 2019).

4.3

Results

My final map of land conservation value includes 3,790 sub-basins across the GCR, with
an average size of 120 km2 per sub-basin. There was an average number of 7 impoundments
from each sub-basin to its respective estuary, with a maximum of 234 impoundments found
within and downstream of a sub-basin. The average downstream distance from each sub-basin to
its respective estuary was 65 km, with 408 km being the greatest downstream distance from any
sub-basin to its respective estuary. Regarding land composition scores, the mean scores for each
functional group are 0.58 for pelagic, 1.96 for forage finfish, and 1.91 for shrimp. These values
indicate the expected species richness from a trawl sample given the land composition of a given
sub-basin.
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My analysis illustrates variations in value of land conservation for estuarine biotic health
across the GCR (Figure 4.1), with coastal Louisiana demonstrating the highest potential value for
land conservation regardless of functional group. High conservation value for pelagic and forage
finfish also exists along the Florida panhandle, especially the Big Bend region, and the Florida
everglades (Figure 4.1; Panels A and B). Besides the coastal zone of eastern Louisiana,
conservation value for shrimp is also high along the Chenier plain of Louisiana and the coastal
plains of Texas (Figure 4.1; Panel C). For all functional groups, sub-basins closest to the coast
typically exhibit higher conservation value, and lower conservation values in and near
metropolitan areas such as Houston, Texas and Tampa Bay, Florida (Figure 4.1).

4.4

Discussion

The resulting indices for value of land conservation for estuarine biotic health represent a
quantifiable approach for informing conservation planners on how to maximize land
conservation benefits to aquatic life within estuaries. A regional-scale approach to evaluating
conservation value can enable conservation planners across multiple estuaries to identify priority
areas that are most important for estuarine biota, which can be especially helpful considering the
many ways that estuarine communities interact with each other (Ray 2005). A study of a Pinfish
(Lagodon rhomboids) metapopulation across four estuaries along the Gulf Coast of Florida
indicated that the metapopulation exhibits resilience to diverse environmental conditions of the
estuaries (Faletti et al. 2019). A study in Queensland, Australia demonstrated that coastal and
estuarine habitat connectivity and configuration contributes to inshore fishery production across
the region (Meynecke et al. 2008). The simplicity of the approach to evaluating land
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conservation efficacy for estuarine biotic health demonstrated here is intended to be replicated
across other coastal regions; however, alterations to the methodology are encouraged to best
align with data availabilities and ecological profiles of other regions.
Trends demonstrated with this value model are consistent with the paradigm that more
natural landscapes, often mesic to hydric, with less barriers to hydrologic connectivity provide
better support for ecosystem services that benefit estuarine biota (Short and Burdick 1996;
Pringle 2003; Stoms et al. 2005; Bilkovic et al. 2006; Alvarez-Romero et al. 2011; Miller et al.
2018). Therefore, it is no surprise that much of coastal Louisiana consistently demonstrated
highest conservation value across functional groups, as Louisiana contains roughly half of all
coastal wetlands in the conterminous United States (Barnes et al. 2017). Additionally, estuaries
within the Big Bend region of Florida’s coast exhibit remarkably high biodiversity and some of
the largest beds of submerged aquatic vegetation (SAV) in the GCR (Geselbracht et al. 2009;
Schrandt et al. 2018). The high conservation value within catchments of the estuaries in the Big
Bend of Florida is further evidenced by the relative lack of development within the subregion
and abundance of palustrine wetland and forestland (Kautz et al. 1999). High conservation value
for shrimp across the coastal plains of Texas is likely a combination of nutrient loading from
abundant agriculture (Chong and Sasekumar 1981) and the ability of shrimp to tolerate broad
salinity and temperature gradients (Zein-Eldin and Renaud 1986) that are typical for estuaries in
Texas (Herrera-Barquín et al. 2018).
The value model creates a consistent approach for condensing the LULC associations
with estuarine biotic health, which ensures that conservation values are comparable across the
region of interest. The consistency in which conservation values are modeled can lessen the
likelihood that valuable conservation opportunities are overlooked. However, the method of
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scoring areas for conservation value inherently penalized places that have more anthropogenic
disturbances. This penalty means the value model only works for assessing conservation actions
that protect the landscape as-is, such as acquisition or easement. Other conservation actions that
seek to restore landscapes should consider applying an inverse valuation that would give higher
values to places that are more disturbed. It is important to recognize, however, that many other
aspects of land quality exist that could indicate conservation value, such as presence of artificial
waterways, silviculture, and riparian integrity. Therefore, it is important to incorporate other
geospatial knowledge in conjunction with these value models when assessing conservation value
of landscapes to more effectively achieve conservation objectives.
The methods used here associate empirical observations to landscape composition and
configuration using the best available data for the scale of study in the GCR, but metrics used to
express the conservation value of landscape associations and connectivity to estuaries may differ
elsewhere. In general, having access to comprehensive LULC data as well as hydrographic data
should be sufficient materials to construct such a value model. However, depending on the scale
of the region or the threats to estuarine biota, modifications should be considered. For the GCR,
I considered the C-CAP regional land cover dataset from NOAA (Office for Coastal
Management 2020) to be the most appropriate representation of LULC data, but smaller areas of
interest may allow for use of more detailed LULC data, such as the land classification map from
Texas Ecological Mapping Service (TX-TPWD). The primary threats to estuaries focused on in
this study were anthropogenic conversion of landscapes, but future iterations of this work could
incorporate other threats to estuaries such as wetland loss due to sea-level rise or coastal squeeze
(Torio and Chmura 2015; Borchert et al. 2018).
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This value model included assumptions in its quantification of connectivity that need
addressing, such as equally considering all impoundments and assuming the lateral connectivity
(stream-floodplain interactions) of the landscape was similar. Because of the variation in
purposes and sizes, impoundments can vary significantly in their impact on hydrologic
connectivity. By treating all impoundments equally, my model risks over- or underemphasizing
their impact depending on their size or function. Future improvements to this approach could
consider the type of impoundment (e.g., lock and dam, flood control, etc.) and the drainage area
the impoundment controls to more accurately compare disruptions to hydrologic connectivity.
My assumption of all landscapes having equal lateral connectivity ignores the fact that areas with
a closer proximity to riverways, especially where flow is not impeded by barriers such as levees,
should have a greater influence on estuaries due to more direct transportation of substrates
(Amoros and Bornette 2002). Incorporating lateral distance of lands to riverways and locations
of barriers to lateral connectivity could improve comparisons of landscape-estuary connectivity.
However, consistency of data availability should be assessed when incorporating lateral flow or
additional impoundment information across a region to minimize unintentional bias from
incomplete data.

4.5

Conclusion

There is an ongoing need to expand the ways in which land conservation can be used as a
tool for protecting the biotic health and resiliency of estuarine and coastal ecosystems. Utilizing
geospatial information demonstrates a promising approach to evaluating land conservation value
as it pertains to a wide array of ecological and socioeconomic priorities. In this study, I extended
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the way land conservation can be evaluated by developing a means to quantify benefits to
estuarine biotic health. The consistency of conservation value indices across the GCR creates
opportunities for conservation planners to strategically assess where protecting estuarine biotic
health can be prioritized, despite potential biases from my assumptions in measuring landscapeestuary connectivity. As geospatial datasets continue to grow and be developed, researchers
should be able to create more novel ways to incorporate that data in holistic assessments of
conservation value.
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Table 4.1

Summary of land-use/land cover (LULC) groups and the NOAA C-CAP land
cover attributes that were aggregated to create each LULC group within Gulf
Coast Region estuaries.
LULC group
Developed
Cropland
Forest

Palustrine Wetland

Estuarine Wetland
Barren

C-CAP Attribute
2 High Intensity Developed
3 Medium Intensity Developed
4 Low Intensity Developed
5 Developed Open Space
6 Cultivated Land
9 Deciduous Forest
10 Evergreen Forest
11 Mixed Forest
13 Palustrine Forested Wetland
14 Palustrine Scrub/Shrub Wetland
15 Palustrine Emergent Wetland
16 Estuarine Forested Wetland
17 Estuarine Scrub/Shrub Wetland
18 Estuarine Emergent Wetland
20 Bare Land
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Figure 4.1

Index of conservation value (unitless, 0-1) for estuarine biotic health for three
functional groups of estuarine aquatic species in the U.S. Gulf of Mexico coastal
region (Panel A: pelagic, Panel B: forage finfish, and Panel C: shrimp).
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APPENDIX A
CHAPTER 2 SUPPLEMENTAL INFORMATION
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This appendix includes the codebase for all analysis in Chapter 2, as well as supplemental
information on the partial residual plots from Figures 2.2-2.4. The codebase includes the R
script that runs the Bayesian hierarchical models and the posterior predictive checks, as well as
the JAGS script of each functional group’s (i.e., pelagic, forage finfish, and shrimp) Bayesian
hierarchical model.
A.1

Code Descriptions
R scripts were created with R 3.6.0 (R Core Team 2019) and JAGS scripts were created

with JAGS 4.3.0 (Plummer 2017), and are listed in Table A.1. For each of the 3 models within
Bayesian_Hierarchical_models.R (i.e. Bayes_Pelagic, Bayes_Forage_Finfish, Bayes_Shrimp), a
set of initial values was specified with the objects ‘initslist_Pelagic’, ‘initslist_ForageFinfish’,
and ‘initslist_Shrimp’. After the three models are run, the posterior predictive checks are called
through the source() function.
The Bayesian models were run with parallel processing in order to optimize runtimes, as
specified within the autorun.jags() function using the arguments method=’parallel’ and n.sims=4.
If the computer being used to run the models has a different number of processors than what the
code in ‘Bayesian_Hierarchical_models.R’ specifies, the ‘method’ and ‘n.sims’ arguments will
need to be adjusted to reflect the capabilities of the computer being used.
A.2
A.2.1

Code Scripts
Bayesian_Hierarchical_models.R Script

###Bayesian Hierarchical Models###
#The following code runs the Bayesian hierarchical models used in the manuscript.
#This codebase was created and run using R version 3.6.0 (2019-04-26) -- "Planting of a Tree"
#Please install the following packages and their respective dependencies if you have not done so:
#install.packages("rjags")
#install.packages("runjags")
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#install.packages("coda")
#install.packages("lme4")
#Load libraries
library(rjags)
library(runjags)
library(coda)
library(lme4)
#Load dataset
trawl_estuary_data<-read.csv("./Data/trawl_estuary_data.csv",header=T)
###PELAGIC
#initial values
numrows<-nrow(trawl_estuary_data)
initslist_Pelagic<-list(
"Beta"=c(-1,1,1,-1,-.25,1,.5,.1,.75),
"betafix"=c(-1,1,1,-1,-.25,1,.5,.1,.75),
"beta"=c(.8,.44,.42),
"betta"=c(.63,.06,.24),
"Beta_precision"= structure(.Data=c(.1,0,0,0,0,0,0,0,0,
0,.1,0,0,0,0,0,0,0,
0,0,.1,0,0,0,0,0,0,
0,0,0,.1,0,0,0,0,0,
0,0,0,0,.1,0,0,0,0,
0,0,0,0,0,.1,0,0,0,
0,0,0,0,0,0,.1,0,0,
0,0,0,0,0,0,0,.1,0,
0,0,0,0,0,0,0,0,.1),.Dim=c(9,9)),
"ESTUARY_1_precision" = structure(.Data=c(.1,0,0,0,.1,0,0,0,.1),.Dim=c(3,3)),
"Program_precision" = structure(.Data=c(.1,0,0,0,.1,0,0,0,.1),.Dim=c(3,3)))
#model run
Bayes_Pelagic<-autorun.jags(model = './JAGS/Pelagic_Model.txt',
data = list('Spp_Count_Pelagic' = trawl_estuary_data$Spp_Count_Pelagic,
'Salinity_Mean' = trawl_estuary_data$Salinity_Mean,
'Temperature_Mean'=trawl_estuary_data$Temperature_Mean,
'Developed'=trawl_estuary_data$Developed,
'Palustrine_Wetland'=trawl_estuary_data$Palustrine_Wetland,
'Estuarine_Wetland'=trawl_estuary_data$Estuarine_Wetland,
'Barren'=trawl_estuary_data$Barren,
'Cultivated_Cropland'=trawl_estuary_data$Cultivated_Cropland,
'Forest'=trawl_estuary_data$Forest,
'N'=numrows,
'Estuary'=trawl_estuary_data$Estuary,
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'Program'=trawl_estuary_data$Program),
n.chains = 4, inits = initslist_Pelagic, max.time = '1hr',
method='parallel',n.sims=4,psrf.target=1.10,crash.retry=5,adapt=10000)
###FORAGE FINFISH
#inital values
numrows<-nrow(trawl_estuary_data)
initslist_ForageFinfish<-list(
"Beta"=c(-1,-.1,-.1,-1,.19,.39,.47,-.05,0.5),
"betafix"=c(-1,-.1,-.1,-1,.19,.39,.47,-.05,0.5),
"beta"=c(.15,.03,.01),
"betta"=c(.1,.01,.01),
"Beta_precision"= structure(.Data=c(.1,0,0,0,0,0,0,0,0,
0,.1,0,0,0,0,0,0,0,
0,0,.1,0,0,0,0,0,0,
0,0,0,.1,0,0,0,0,0,
0,0,0,0,.1,0,0,0,0,
0,0,0,0,0,.1,0,0,0,
0,0,0,0,0,0,.1,0,0,
0,0,0,0,0,0,0,.1,0,
0,0,0,0,0,0,0,0,.1),.Dim=c(9,9)),
"ESTUARY_1_precision" = structure(.Data=c(.1,0,0,
0,.1,0,
0,0,.1),.Dim=c(3,3)),
"Program_precision" = structure(.Data=c(.1,0,0,
0,.1,0,
0,0,.1),.Dim=c(3,3)))
#model run
Bayes_Forage_Finfish<-autorun.jags(model = './JAGS/Forage_Finfish_Model.txt',
data = list('Spp_Count_Forage_Finfish' =
trawl_estuary_data$Spp_Count_Forage_Finfish,
'Salinity_Mean' = trawl_estuary_data$Salinity_Mean,
'Temperature_Mean'=trawl_estuary_data$Temperature_Mean,
'Developed'=trawl_estuary_data$Developed,
'Palustrine_Wetland'=trawl_estuary_data$Palustrine_Wetland,
'Estuarine_Wetland'=trawl_estuary_data$Estuarine_Wetland,
'Barren'=trawl_estuary_data$Barren,
'Cultivated_Cropland'=trawl_estuary_data$Cultivated_Cropland,
'Forest'=trawl_estuary_data$Forest,
'N'=numrows,
'Estuary'=trawl_estuary_data$Estuary,
'Program'=trawl_estuary_data$Program),
n.chains = 4, inits = initslist_ForageFinfish, max.time = '1.5hr',
method='parallel',n.sims=4,psrf.target=1.10, crash.retry=5,adapt=10000)
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###SHRIMP
#initial values
numrows<-nrow(trawl_estuary_data)
initslist_Shrimp<-list(
"Beta"=c(-1,1,1,.1,.1,-.3,.3,.5,.1),
"betafix"=c(-1,1,1,.1,.1,-.3,.3,.5,.1),
"beta"=c(.12,.05,.08),
"betta"=c(.45,.01,.02),
"Beta_precision"= structure(.Data=c(.1,0,0,0,0,0,0,0,0,
0,.1,0,0,0,0,0,0,0,
0,0,.1,0,0,0,0,0,0,
0,0,0,.1,0,0,0,0,0,
0,0,0,0,.1,0,0,0,0,
0,0,0,0,0,.1,0,0,0,
0,0,0,0,0,0,.1,0,0,
0,0,0,0,0,0,0,.1,0,
0,0,0,0,0,0,0,0,.1),.Dim=c(9,9)),
"ESTUARY_1_precision" = structure(.Data=c(.1,0,0,
0,.1,0,
0,0,.1),.Dim=c(3,3)),
"Program_precision" = structure(.Data=c(.1,0,0,
0,.1,0,
0,0,.1),.Dim=c(3,3)))
#model run
Bayes_Shrimp<-autorun.jags(model = './JAGS/Shrimp_Model.txt',
data = list('Spp_Count_Shrimp' = trawl_estuary_data$Spp_Count_Shrimp,
'Salinity_Mean' = trawl_estuary_data$Salinity_Mean,
'Temperature_Mean'=trawl_estuary_data$Temperature_Mean,
'Developed'=trawl_estuary_data$Developed,
'Palustrine_Wetland'=trawl_estuary_data$Palustrine_Wetland,
'Estuarine_Wetland'=trawl_estuary_data$Estuarine_Wetland,
'Barren'=trawl_estuary_data$Barren,
'Cultivated_Cropland'=trawl_estuary_data$Cultivated_Cropland,
'Forest'=trawl_estuary_data$Forest,
'N'=numrows,
'Estuary'=trawl_estuary_data$Estuary,
'Program'=trawl_estuary_data$Program),
n.chains = 4, inits = initslist_Shrimp, max.time = '1.5hr',
method='parallel',n.sims=4,psrf.target=1.10, crash.retry=5,adapt=10000)
#Run Posterior Predictive Checks
source("./R/Posterior_Predictive_Checks.R")
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A.2.2

Posterior_Predictive_Checks.R Script

###Posterior Predictive Checks###
#The following code was used to conduct posterior predictive checks for the Bayesian
hierarchical models in the manuscript.
#This codebase was created and run using R version 3.6.0 (2019-04-26) -- "Planting of a Tree"
##PLEASE NOTE: The Bayesian hierarchical models from 'Bayesian_Hierarchical_models.R'
must be completed first before running the posterior predictive checks in this R script.
###PELAGIC
Bayes_Pelagic$mcmc
Bayes_Pelagic$mcmc[[1]][1:10,8]
hist(Bayes_Pelagic$mcmc[[1]][,8])
hist(Bayes_Pelagic$mcmc[[1]][,9])
Pelagic_fit1<-Bayes_Pelagic$mcmc[[1]][,43]
Pelagic_fit1_new<-Bayes_Pelagic$mcmc[[1]][,44]
Pelagic_pp<-data.frame("fit"=Pelagic_fit1,"fit.new"=Pelagic_fit1_new)
colnames(Pelagic_pp)<-c("fit","fit.new")
Pelagic_pp$P<-ifelse(Pelagic_pp$fit<Pelagic_pp$fit.new,1,0)
Pelagic_Bayes_P<-sum(Pelagic_pp$P)/nrow(Pelagic_pp)
###FORAGE FINFISH
Bayes_Forage_Finfish$mcmc
Bayes_Forage_Finfish$mcmc[[1]][1:10,8]
hist(Bayes_Forage_Finfish$mcmc[[1]][,8])
hist(Bayes_Forage_Finfish$mcmc[[1]][,9])
Forage_Finfish_fit1<-Bayes_Forage_Finfish$mcmc[[1]][,43]
Forage_Finfish_fit1_new<-Bayes_Forage_Finfish$mcmc[[1]][,44]
Forage_Finfish_pp<-data.frame("fit"=Forage_Finfish_fit1,"fit.new"=Forage_Finfish_fit1_new)
colnames(Forage_Finfish_pp)<-c("fit","fit.new")
Forage_Finfish_pp$P<-ifelse(Forage_Finfish_pp$fit<Forage_Finfish_pp$fit.new,1,0)
Forage_Finfish_Bayes_P<-sum(Forage_Finfish_pp$P)/nrow(Forage_Finfish_pp)
###SHRIMP
Bayes_Shrimp$mcmc
Bayes_Shrimp$mcmc[[1]][1:10,8]
hist(Bayes_Shrimp$mcmc[[1]][,8])
hist(Bayes_Shrimp$mcmc[[1]][,9])
Shrimp_fit1<-Bayes_Shrimp$mcmc[[1]][,43]
Shrimp_fit1_new<-Bayes_Shrimp$mcmc[[1]][,44]
Shrimp_pp<-data.frame("fit"=Shrimp_fit1,"fit.new"=Shrimp_fit1_new)
colnames(Shrimp_pp)<-c("fit","fit.new")
Shrimp_pp$P<-ifelse(Shrimp_pp$fit<Shrimp_pp$fit.new,1,0)
Shrimp_Bayes_P<-sum(Shrimp_pp$P)/nrow(Shrimp_pp)
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A.2.3

Pelagic_Model.txt Script

###Pelagic Model###
#The following model uses JAGS 4.3.0
model{
# In the BUGS/JAGS language we must use an explicit for loop:
for(i in 1:N){
# These lines describe the response distribution and linear model terms:
Spp_Count_Pelagic[i] ~ dpois(regression_fitted[i])
regression_residual[i] <- Spp_Count_Pelagic[i] - regression_fitted[i]
log(regression_fitted[i]) <-Beta[1] + Beta[2] * Salinity_Mean[i] + Beta[3] *
Temperature_Mean[i] + Beta[4] * Developed[i] + Beta[5] * Barren[i] + Beta[6] *
Palustrine_Wetland[i] + Beta[7] * Estuarine_Wetland[i] + Beta[8] * Cultivated_Cropland[i] +
Beta[9]*Forest[i]+
Estuary_randomeffect[Estuary[i],1]+Estuary_randomeffect[Estuary[i],2]*Salinity_Mean[i]+Estu
ary_randomeffect[Estuary[i],3]*Temperature_Mean[i]+Program_randomeffect[Program[i],1]+Pr
ogram_randomeffect[Program[i],2]*Salinity_Mean[i]+Program_randomeffect[Program[i],3]*Te
mperature_Mean[i]
Spp_Count_Pelagic.new[i]~dpois(regression_fitted[i])
regression_residual.new[i]<- Spp_Count_Pelagic.new[i] - regression_fitted[i]
}
# These lines give the prior distributions for the parameters to be estimated:
Beta[1:9] ~ dmnorm(betafix[], Beta_precision[,])
betafix[1]~dnorm(0,taufix1)
betafix[2]~dnorm(0,taufix2)
betafix[3]~dnorm(0,taufix3)
betafix[4]~dnorm(0,taufix4)
betafix[5]~dnorm(0,taufix5)
betafix[6]~dnorm(0,taufix6)
betafix[7]~dnorm(0,taufix7)
betafix[8]~dnorm(0,taufix8)
betafix[9]~dnorm(0,taufix9)
taufix1<-1/varfix1
varfix1~dt(0,pow(2,-4),1)T(0,)
taufix2<-1/varfix2
varfix2~dt(0,pow(2,-4),1)T(0,)
taufix3<-1/varfix3
varfix3~dt(0,pow(2,-4),1)T(0,)
taufix4<-1/varfix4
varfix4~dt(0,pow(2,-4),1)T(0,)
taufix5<-1/varfix5
varfix5~dt(0,pow(2,-4),1)T(0,)
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taufix6<-1/varfix6
varfix6~dt(0,pow(2,-4),1)T(0,)
taufix7<-1/varfix7
varfix7~dt(0,pow(2,-4),1)T(0,)
taufix8<-1/varfix8
varfix8~dt(0,pow(2,-4),1)T(0,)
taufix9<-1/varfix9
varfix9~dt(0,pow(2,-4),1)T(0,)
Beta_precision[1:9,1:9]~dwish(Omegafix[,], 9)
Beta_Sigma[1:9,1:9]<-inverse(Beta_precision[,])
Omegafix[1,1]<-1
Omegafix[2,2]<-1
Omegafix[3,3]<-1
Omegafix[4,4]<-1
Omegafix[5,5]<-1
Omegafix[6,6]<-1
Omegafix[7,7]<-1
Omegafix[8,8]<-1
Omegafix[9,9]<-1
Omegafix[1,2]<--.176
Omegafix[1,3]<--.473
Omegafix[1,4]<-0.003
Omegafix[1,5]<-0.013
Omegafix[1,6]<--.184
Omegafix[1,7]<-0.111
Omegafix[1,8]<-0.159
Omegafix[1,9]<-0.046
Omegafix[2,1]<--.176
Omegafix[2,3]<-.436
Omegafix[2,4]<--.016
Omegafix[2,5]<-0.041
Omegafix[2,6]<--.092
Omegafix[2,7]<-0.079
Omegafix[2,8]<-0.044
Omegafix[2,9]<--.053
Omegafix[3,1]<--.473
Omegafix[3,2]<-.436
Omegafix[3,4]<-0.01
Omegafix[3,5]<-0.012
Omegafix[3,6]<--.052
Omegafix[3,7]<-0.021
Omegafix[3,8]<-0.021
Omegafix[3,9]<--.047
Omegafix[4,1]<-0.003
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Omegafix[4,2]<--.016
Omegafix[4,3]<-0.01
Omegafix[4,5]<--.630
Omegafix[4,6]<--.125
Omegafix[4,7]<--.318
Omegafix[4,8]<--.172
Omegafix[4,9]<-0.059
Omegafix[5,1]<-0.013
Omegafix[5,2]<-0.041
Omegafix[5,3]<-0.012
Omegafix[5,4]<--.630
Omegafix[5,6]<-0.192
Omegafix[5,7]<-0.182
Omegafix[5,8]<--.041
Omegafix[5,9]<--.345
Omegafix[6,1]<--.184
Omegafix[6,2]<--.092
Omegafix[6,3]<--.052
Omegafix[6,4]<--.125
Omegafix[6,5]<-0.192
Omegafix[6,7]<--.489
Omegafix[6,8]<--.389
Omegafix[6,9]<--.433
Omegafix[7,1]<-0.111
Omegafix[7,2]<-0.079
Omegafix[7,3]<-0.021
Omegafix[7,4]<--0.318
Omegafix[7,5]<-0.182
Omegafix[7,6]<--.489
Omegafix[7,8]<-0.377
Omegafix[7,9]<-0.329
Omegafix[8,1]<-0.159
Omegafix[8,2]<-0.044
Omegafix[8,3]<-0.021
Omegafix[8,4]<--.172
Omegafix[8,5]<--.041
Omegafix[8,6]<--0.389
Omegafix[8,7]<-0.377
Omegafix[8,9]<-0.125
Omegafix[9,1]<-0.046
Omegafix[9,2]<--.053
Omegafix[9,3]<--.047
Omegafix[9,4]<-0.059
Omegafix[9,5]<--.345
Omegafix[9,6]<--.433
93

Omegafix[9,7]<-0.329
Omegafix[9,8]<-0.125
for(Estuary_iterator in 1:33){
Estuary_randomeffect[Estuary_iterator,1:3] ~ dmnorm(beta[], Estuary_precision[,])
}
beta[1]~dnorm(0,tau11)
beta[2]~dnorm(0,tau22)
beta[3]~dnorm(0,tau33)
tau11<-1/var11
var11~dt(0,pow(2,-4),1)T(0,)
tau22<-1/var22
var22~dt(0,pow(2,-4),1)T(0,)
tau33<-1/var33
var33~dt(0,pow(2,-4),1)T(0,)
Estuary_precision[1:3,1:3] ~ dwish(Omega[,], 3)
Estuary.Sigma[1:3,1:3]<-inverse(Estuary_precision[,])
for(Program_iterator in 1:7){
Program_randomeffect[Program_iterator,1:3] ~ dmnorm(betta[], Program_precision[,])
}
betta[1]~dnorm(0,tau1)
betta[2]~dnorm(0,tau2)
betta[3]~dnorm(0,tau3)
tau1<-1/var1
var1~dt(0,pow(2,-4),1)T(0,)
tau2<-1/var2
var2~dt(0,pow(2,-4),1)T(0,)
tau3<-1/var3
var3~dt(0,pow(2,-4),1)T(0,)
Program_precision ~ dwish(Ommega[,], 3)
Program.Sigma[1:3,1:3]<-inverse(Program_precision[,])
resid.sum.sq <- sum(regression_residual^2)
fit<-sum(regression_residual)
fit.new<-sum(regression_residual.new)
Omega[1,1]<-1
Omega[2,2]<-1
Omega[3,3]<-1
Omega[1,2]<-0
Omega[1,3]<-0
Omega[2,1]<-0
Omega[2,3]<-0
Omega[3,1]<-0
Omega[3,2]<-0
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Ommega[1,1]<-1
Ommega[2,2]<-1
Ommega[3,3]<-1
Ommega[1,2]<-0
Ommega[1,3]<-0
Ommega[2,1]<-0
Ommega[2,3]<-0
Ommega[3,1]<-0
Ommega[3,2]<-0
}
# These lines are hooks to be read by runjags (they are ignored by JAGS):
#monitor# Beta[1:9],betafix[1:9],beta[1],beta[2],beta[3],betta[1],betta[2],betta[3],
Estuary_precision, Program_precision, fit, fit.new
#modules# glm on
#response# Spp_Count_Pelagic
#residual# regression_residual
#fitted# regression_fitted
A.2.4

Forage_Finfish_Model.txt Script

###Forage Finfish Model###
#The following model uses JAGS 4.3.0
model{
# In the BUGS/JAGS language we must use an explicit for loop:
for(i in 1:N){
# These lines describe the response distribution and linear model terms:
Spp_Count_Forage_Finfish[i] ~ dpois(regression_fitted[i])
regression_residual[i] <- Spp_Count_Forage_Finfish[i] - regression_fitted[i]
log(regression_fitted[i]) <-Beta[1] + Beta[2] * Salinity_Mean[i] + Beta[3] *
Temperature_Mean[i] + Beta[4] * Developed[i] + Beta[5] * Barren[i] + Beta[6] *
Palustrine_Wetland[i] + Beta[7] * Estuarine_Wetland[i]+ Beta[8] * Cultivated_Cropland[i] +
Beta[9]*Forest[i]+
Estuary_randomeffect[Estuary[i],1]+Estuary_randomeffect[Estuary[i],2]*Salinity_Mean[i]+Estu
ary_randomeffect[Estuary[i],3]*Temperature_Mean[i]+Program_randomeffect[Program[i],1]+Pr
ogram_randomeffect[Program[i],2]*Salinity_Mean[i]+Program_randomeffect[Program[i],3]*Te
mperature_Mean[i]
Spp_Count_Forage_Finfish.new[i]~dpois(regression_fitted[i])
regression_residual.new[i]<- Spp_Count_Forage_Finfish.new[i] - regression_fitted[i]
}
# These lines give the prior distributions for the parameters to be estimated:
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Beta[1:9] ~ dmnorm(betafix[], Beta_precision[,])
betafix[1]~dnorm(0,taufix1)
betafix[2]~dnorm(0,taufix2)
betafix[3]~dnorm(0,taufix3)
betafix[4]~dnorm(0,taufix4)
betafix[5]~dnorm(0,taufix5)
betafix[6]~dnorm(0,taufix6)
betafix[7]~dnorm(0,taufix7)
betafix[8]~dnorm(0,taufix8)
betafix[9]~dnorm(0,taufix9)
taufix1<-1/varfix1
varfix1~dt(0,pow(2,-4),1)T(0,)
taufix2<-1/varfix2
varfix2~dt(0,pow(2,-4),1)T(0,)
taufix3<-1/varfix3
varfix3~dt(0,pow(2,-4),1)T(0,)
taufix4<-1/varfix4
varfix4~dt(0,pow(2,-4),1)T(0,)
taufix5<-1/varfix5
varfix5~dt(0,pow(2,-4),1)T(0,)
taufix6<-1/varfix6
varfix6~dt(0,pow(2,-4),1)T(0,)
taufix7<-1/varfix7
varfix7~dt(0,pow(2,-4),1)T(0,)
taufix8<-1/varfix8
varfix8~dt(0,pow(2,-4),1)T(0,)
taufix9<-1/varfix9
varfix9~dt(0,pow(2,-4),1)T(0,)
Beta_precision[1:9,1:9]~dwish(Omegafix[,], 9)
Beta_Sigma[1:9,1:9]<-inverse(Beta_precision[,])
Omegafix[1,1]<-1
Omegafix[2,2]<-1
Omegafix[3,3]<-1
Omegafix[4,4]<-1
Omegafix[5,5]<-1
Omegafix[6,6]<-1
Omegafix[7,7]<-1
Omegafix[8,8]<-1
Omegafix[9,9]<-1
Omegafix[1,2]<-.134
Omegafix[1,3]<--.336
Omegafix[1,4]<--.004
Omegafix[1,5]<-.035
Omegafix[1,6]<--.181
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Omegafix[1,7]<-.112
Omegafix[1,8]<-.118
Omegafix[1,9]<--.043
Omegafix[2,1]<-.134
Omegafix[2,3]<--.212
Omegafix[2,4]<-.189
Omegafix[2,5]<--.207
Omegafix[2,6]<-.09
Omegafix[2,7]<--.161
Omegafix[2,8]<-.08
Omegafix[2,9]<-0.22
Omegafix[3,1]<--.336
Omegafix[3,2]<--.212
Omegafix[3,4]<-.049
Omegafix[3,5]<--.115
Omegafix[3,6]<-.189
Omegafix[3,7]<--.126
Omegafix[3,8]<--.105
Omegafix[3,9]<-0.12
Omegafix[4,1]<--.004
Omegafix[4,2]<-.189
Omegafix[4,3]<-.049
Omegafix[4,5]<--.755
Omegafix[4,6]<--.036
Omegafix[4,7]<--.481
Omegafix[4,8]<-.19
Omegafix[4,9]<-0.432
Omegafix[5,1]<-.035
Omegafix[5,2]<--.207
Omegafix[5,3]<--.115
Omegafix[5,4]<--.755
Omegafix[5,6]<-.077
Omegafix[5,7]<-.425
Omegafix[5,8]<--.366
Omegafix[5,9]<--.642
Omegafix[6,1]<--.181
Omegafix[6,2]<-.09
Omegafix[6,3]<-.189
Omegafix[6,4]<--.036
Omegafix[6,5]<-.077
Omegafix[6,7]<--.462
Omegafix[6,8]<--.326
Omegafix[6,9]<--.144
Omegafix[7,1]<-.112
Omegafix[7,2]<--.161
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Omegafix[7,3]<--.126
Omegafix[7,4]<--.481
Omegafix[7,5]<-.425
Omegafix[7,6]<--.462
Omegafix[7,8]<-.153
Omegafix[7,9]<--.071
Omegafix[8,1]<-.118
Omegafix[8,2]<-.08
Omegafix[8,3]<--.105
Omegafix[8,4]<-.19
Omegafix[8,5]<--.366
Omegafix[8,6]<--.326
Omegafix[8,7]<-.153
Omegafix[8,9]<-0.291
Omegafix[9,1]<--.043
Omegafix[9,2]<-0.22
Omegafix[9,3]<-0.12
Omegafix[9,4]<-0.432
Omegafix[9,5]<--.642
Omegafix[9,6]<--.144
Omegafix[9,7]<--.071
Omegafix[9,8]<-0.291
for(Estuary_iterator in 1:33){
Estuary_randomeffect[Estuary_iterator,1:3] ~ dmnorm(beta[], Estuary_precision[,])
}
beta[1]~dnorm(0,tau11)
beta[2]~dnorm(0,tau22)
beta[3]~dnorm(0,tau33)
tau11<-1/var11
var11~dt(0,pow(2,-4),1)T(0,)
tau22<-1/var22
var22~dt(0,pow(2,-4),1)T(0,)
tau33<-1/var33
var33~dt(0,pow(2,-4),1)T(0,)
Estuary_precision[1:3,1:3] ~ dwish(Omega[,], 3)
Estuary.Sigma[1:3,1:3]<-inverse(Estuary_precision[,])
for(Program_iterator in 1:7){
Program_randomeffect[Program_iterator,1:3] ~ dmnorm(betta[], Program_precision[,])
}
betta[1]~dnorm(0,tau1)
betta[2]~dnorm(0,tau2)
betta[3]~dnorm(0,tau3)
tau1<-1/var1
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var1~dt(0,pow(2,-4),1)T(0,)
tau2<-1/var2
var2~dt(0,pow(2,-4),1)T(0,)
tau3<-1/var3
var3~dt(0,pow(2,-4),1)T(0,)
Program_precision ~ dwish(Ommega[,], 3)
Program.Sigma[1:3,1:3]<-inverse(Program_precision[,])
resid.sum.sq <- sum(regression_residual^2)
resid.sum.sq.new <- sum(regression_residual.new^2)
fit<-sum(regression_residual)
fit.new<-sum(regression_residual.new)
Omega[1,1]<-1
Omega[2,2]<-1
Omega[3,3]<-1
Omega[1,2]<-0
Omega[1,3]<-0
Omega[2,1]<-0
Omega[2,3]<-0
Omega[3,1]<-0
Omega[3,2]<-0
Ommega[1,1]<-1
Ommega[2,2]<-1
Ommega[3,3]<-1
Ommega[1,2]<-0
Ommega[1,3]<-0
Ommega[2,1]<-0
Ommega[2,3]<-0
Ommega[3,1]<-0
Ommega[3,2]<-0
}
# These lines are hooks to be read by runjags (they are ignored by JAGS):
#monitor# Beta[1:9],betafix[1:9],beta[1],beta[2],beta[3],betta[1],betta[2],betta[3],
Estuary_precision, Program_precision, fit, fit.new
#modules# glm on
#response# Spp_Count_Forage_Finfish
#residual# regression_residual
#fitted# regression_fitted
A.2.5

Shrimp_Model.txt Script

###Shrimp Model###
#The following model uses JAGS 4.3.0
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model{
# In the BUGS/JAGS language we must use an explicit for loop:
for(i in 1:N){
# These lines describe the response distribution and linear model terms:
Spp_Count_Shrimp[i] ~ dpois(regression_fitted[i])
regression_residual[i] <- Spp_Count_Shrimp[i] - regression_fitted[i]
log(regression_fitted[i]) <-Beta[1] + Beta[2] * Salinity_Mean[i] + Beta[3] *
Temperature_Mean[i] + Beta[4] * Developed[i] + Beta[5] * Barren[i] + Beta[6] *
Palustrine_Wetland[i] + Beta[7] * Estuarine_Wetland[i] + Beta[8] * Cultivated_Cropland[i] +
Beta[9] * Forest[i]+
Estuary_randomeffect[Estuary[i],1]+Estuary_randomeffect[Estuary[i],2]*Salinity_Mean[i]+Estu
ary_randomeffect[Estuary[i],3]*Temperature_Mean[i]+Program_randomeffect[Program[i],1]+Pr
ogram_randomeffect[Program[i],2]*Salinity_Mean[i]+Program_randomeffect[Program[i],3]*Te
mperature_Mean[i]
Spp_Count_Shrimp.new[i]~dpois(regression_fitted[i])
regression_residual.new[i]<- Spp_Count_Shrimp.new[i] - regression_fitted[i]
}
# These lines give the prior distributions for the parameters to be estimated:
Beta[1:9] ~ dmnorm(betafix[], Beta_precision[,])
betafix[1]~dnorm(0,taufix1)
betafix[2]~dnorm(0,taufix2)
betafix[3]~dnorm(0,taufix3)
betafix[4]~dnorm(0,taufix4)
betafix[5]~dnorm(0,taufix5)
betafix[6]~dnorm(0,taufix6)
betafix[7]~dnorm(0,taufix7)
betafix[8]~dnorm(0,taufix8)
betafix[9]~dnorm(0,taufix9)
taufix1<-1/varfix1
varfix1~dt(0,pow(2,-4),1)T(0,)
taufix2<-1/varfix2
varfix2~dt(0,pow(2,-4),1)T(0,)
taufix3<-1/varfix3
varfix3~dt(0,pow(2,-4),1)T(0,)
taufix4<-1/varfix4
varfix4~dt(0,pow(2,-4),1)T(0,)
taufix5<-1/varfix5
varfix5~dt(0,pow(2,-4),1)T(0,)
taufix6<-1/varfix6
varfix6~dt(0,pow(2,-4),1)T(0,)
taufix7<-1/varfix7
varfix7~dt(0,pow(2,-4),1)T(0,)
taufix8<-1/varfix8
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varfix8~dt(0,pow(2,-4),1)T(0,)
taufix9<-1/varfix9
varfix9~dt(0,pow(2,-4),1)T(0,)
Beta_precision[1:9,1:9]~dwish(Omegafix[,], 9)
Beta_Sigma[1:9,1:9]<-inverse(Beta_precision[,])
Omegafix[1,1]<-1
Omegafix[2,2]<-1
Omegafix[3,3]<-1
Omegafix[4,4]<-1
Omegafix[5,5]<-1
Omegafix[6,6]<-1
Omegafix[7,7]<-1
Omegafix[8,8]<-1
Omegafix[9,9]<-1
Omegafix[1,2]<--.243
Omegafix[1,3]<-.632
Omegafix[1,4]<-.002
Omegafix[1,5]<-.044
Omegafix[1,6]<--.132
Omegafix[1,7]<-.097
Omegafix[1,8]<-.114
Omegafix[1,9]<-0.014
Omegafix[2,1]<--.243
Omegafix[2,3]<--.131
Omegafix[2,4]<-.012
Omegafix[2,5]<--.018
Omegafix[2,6]<-.011
Omegafix[2,7]<--.01
Omegafix[2,8]<--.018
Omegafix[2,9]<-0.01
Omegafix[3,1]<-.632
Omegafix[3,2]<--.131
Omegafix[3,4]<--.021
Omegafix[3,5]<-.054
Omegafix[3,6]<--.148
Omegafix[3,7]<-.105
Omegafix[3,8]<-.140
Omegafix[3,9]<-0.027
Omegafix[4,1]<-.002
Omegafix[4,2]<-.012
Omegafix[4,3]<--.021
Omegafix[4,5]<--.680
Omegafix[4,6]<--.207
Omegafix[4,7]<--.319
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Omegafix[4,8]<-.043
Omegafix[4,9]<-0.167
Omegafix[5,1]<-.044
Omegafix[5,2]<--.018
Omegafix[5,3]<-.054
Omegafix[5,4]<--.680
Omegafix[5,6]<-.121
Omegafix[5,7]<-.352
Omegafix[5,8]<--.068
Omegafix[5,9]<--.340
Omegafix[6,1]<--.132
Omegafix[6,2]<-.011
Omegafix[6,3]<--.148
Omegafix[6,4]<--.207
Omegafix[6,5]<-.121
Omegafix[6,7]<--.437
Omegafix[6,8]<--.5
Omegafix[6,9]<--.417
Omegafix[7,1]<-.097
Omegafix[7,2]<--.01
Omegafix[7,3]<-.105
Omegafix[7,4]<--.319
Omegafix[7,5]<-.352
Omegafix[7,6]<--.437
Omegafix[7,8]<-.417
Omegafix[7,9]<-0.207
Omegafix[8,1]<-.114
Omegafix[8,2]<--.018
Omegafix[8,3]<-.14
Omegafix[8,4]<-.043
Omegafix[8,5]<--.068
Omegafix[8,6]<--.5
Omegafix[8,7]<-.417
Omegafix[8,9]<-0.07
Omegafix[9,1]<-.014
Omegafix[9,2]<-.01
Omegafix[9,3]<-.027
Omegafix[9,4]<-.167
Omegafix[9,5]<--.34
Omegafix[9,6]<--.417
Omegafix[9,7]<-.207
Omegafix[9,8]<-0.07
for(Estuary_iterator in 1:33){
Estuary_randomeffect[Estuary_iterator,1:3] ~ dmnorm(beta[], Estuary_precision[,])
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}
beta[1]~dnorm(0,tau11)
beta[2]~dnorm(0,tau22)
beta[3]~dnorm(0,tau33)
tau11<-1/var11
var11~dt(0,pow(2,-4),1)T(0,)
tau22<-1/var22
var22~dt(0,pow(2,-4),1)T(0,)
tau33<-1/var33
var33~dt(0,pow(2,-4),1)T(0,)
Estuary_precision[1:3,1:3] ~ dwish(Omega[,], 3)
Estuary.Sigma[1:3,1:3]<-inverse(Estuary_precision[,])
for(Program_iterator in 1:7){
Program_randomeffect[Program_iterator,1:3] ~ dmnorm(betta[], Program_precision[,])
}
betta[1]~dnorm(0,tau1)
betta[2]~dnorm(0,tau2)
betta[3]~dnorm(0,tau3)
tau1<-1/var1
var1~dt(0,pow(2,-4),1)T(0,)
tau2<-1/var2
var2~dt(0,pow(2,-4),1)T(0,)
tau3<-1/var3
var3~dt(0,pow(2,-4),1)T(0,)
Program_precision ~ dwish(Ommega[,], 3)
Program.Sigma[1:3,1:3]<-inverse(Program_precision[,])
resid.sum.sq <- sum(regression_residual^2)
resid.sum.sq.new <- sum(regression_residual.new^2)
fit<-sum(regression_residual)
fit.new<-sum(regression_residual.new)
Omega[1,1]<-1
Omega[2,2]<-1
Omega[3,3]<-1
Omega[1,2]<-0
Omega[1,3]<-0
Omega[2,1]<-0
Omega[2,3]<-0
Omega[3,1]<-0
Omega[3,2]<-0
Ommega[1,1]<-1
Ommega[2,2]<-1
Ommega[3,3]<-1
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Ommega[1,2]<-0
Ommega[1,3]<-0
Ommega[2,1]<-0
Ommega[2,3]<-0
Ommega[3,1]<-0
Ommega[3,2]<-0
}
# These lines are hooks to be read by runjags (they are ignored by JAGS):
#monitor# Beta[1:9],betafix[1:9],beta[1],beta[2],beta[3],betta[1],betta[2],betta[3],
Estuary_precision, Program_precision, fit, fit.new
#modules# glm on
#response# Spp_Count_Shrimp
#residual# regression_residual
#fitted# regression_fitted

A.3

Using Partial Residual Plots
Figures 2.2, 2.3, and 2.4 produced from the output of the Bayesian hierarchical models in

Chapter 2 are partial residual plots. A partial residual plot graphs the relationship between a
single independent variable and the response variable given that multiple independent variables
exist within the model. Therefore, they are useful for demonstrating parts of a multivariate result
as bivariate scatterplots in order to show how well an independent variable may be explaining
the response variable after taking into account the other independent variables. The
incorporation of all independent variables’ residuals within the full model explains why some of
the points fall outside of the Bayesian credible intervals for a single independent variable. This
approach is helpful for distinguishing the associations that species richness of the three
functional groups (i.e. pelagic, forage finfish, and shrimp) have with each LULC group. These
plots inform the relationship between each individual LULC group and species richness after
accounting for the totality of all other LULC groups, as it is necessary to recognize that no
relationship in this model exists in isolation in reality. To calculate partial residuals for each
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LULC group i, the y-axis is expressed as 𝑅 + 𝛽𝑖 𝑋𝑖 and the x-axis is 𝑋𝑖 . R represents residuals
from the full model, 𝛽𝑖 is the regression coefficient of the ith LULC group in the full model, and
𝑋𝑖 is the ith LULC group.
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Table A.1

All R and JAGS scripts used to conduct Bayesian hierarchical models and
posterior predictive checks for Chapter 2

Script Name
Code Language
Bayesian_Hierarchical_models.R R
Posterior_Predictive_Checks.R

R

Pelagic_Model.txt

JAGS

Forage_Finfish_Model.txt

JAGS

Shrimp_Model.txt

JAGS
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Description
Runs hierarchical models for
the three functional groups.
Runs posterior predictive
checks on each of the three
hierarchical models.
Contains the hierarchical
model performed for the
pelagic functional group.
Contains the hierarchical
model performed for the
forage finfish functional
group.
Contains the hierarchical
model performed for the
shrimp functional group.
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