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Abstract—A new antenna array beamformer based on neural networks (NNs) is presented. 
The NN training is performed by using optimized data sets extracted by a novel Invasive 
Weed Optimization (IWO) variant called Modified Adaptive Dispersion IWO (MADIWO). 
The trained NN is utilized as an adaptive beamformer that makes a uniform linear antenna 
array steer the main lobe towards a desired signal, place respective nulls towards several 
interference signals and suppress the side lobe level (SLL). Initially, the NN structure is 
selected by training several NNs of various structures using MADIWO based data and by 
making a comparison among the NNs in terms of training performance. The selected NN 
structure is then used to construct an adaptive beamformer, which is compared to MADIWO 
based and ADIWO based beamformers, regarding the SLL as well as the ability to properly 
steer the main lobe and the nulls. The comparison is made considering several sets of random 
cases with different numbers of interference signals and different power levels of additive 
zero-mean Gaussian noise. The comparative results exhibit the advantages of the proposed 
beamformer. 
 
Index Terms—Adaptive beamforming, antenna beamforming, invasive weed optimization, 
neural networks 
 
I. Introduction 
A large variety of algorithms has been proposed so far to implement innovative adaptive 
beamforming (ABF) techniques applied to antenna arrays [1]-[9]. Several of these techniques 
have been designed for broadcasting applications [10]-[15]. The main purpose of an ABF 
algorithm is to make an antenna array steer the main lobe of its radiation pattern towards a 
desired incoming signal and place pattern nulls towards respective interference incoming 
signals provided that the direction of arrival (DoA) of every signal is time dependent. In other 
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words, a typical ABF technique is a real time procedure that aims at maximizing the signal-to-
interference-plus-noise ratio (SINR). In order to avoid an unreasonable spatial spread of 
radiated power, a beamformer is additionally required to minimize the side lobe level (SLL). 
To meet both requirements of maximum SINR and minimum SLL, the beamformer is usually 
implemented by applying evolutionary optimization methods [4], [6], [7]. Such a method 
recently introduced is a novel variant of the Invasive Weed Optimization (IWO) [4], [16]-[19] 
called Adaptive Dispersion Invasive Weed Optimization (ADIWO) [9]. The adaptive seed 
dispersion mechanism involved in the ADIWO increases the convergence speed compared to 
the speed of the typical IWO and makes the ADIWO an attractive method for real time 
procedures like the ABF ones. 
In order to make the ADIWO increase its ability to fine-tune the optimal position without 
losing its exploration ability, a Modified ADIWO (MADIWO) is proposed in the present 
paper. In the MADIWO, the adaptive seed dispersion mechanism has properly been modified 
in order to help more weeds fine-tune the optimal position, while the rest weeds are capable 
of exploring the search space to find better positions. In this way, the MADIWO algorithm 
converges almost as fast as the ADIWO algorithm, while it achieves better fitness values at 
the end of the optimization process. 
However, the iterative structure of an algorithm is always a limitation to the convergence 
speed. A solution to this problem would be a method that has the efficiency of the MADIWO 
algorithm but responds instantly. Such a solution introduced in the present study is based on a 
neural network (NN) [2], [3], [20]-[26] trained by data, which are extracted by the MADIWO 
method. After proper training, the NN is capable of approximating the efficiency of the 
MADIWO algorithm. On the other hand, a NN does not have iterative structure and thus it 
responds immediately. Consequently, a properly trained NN can be used instead of the 
MADIWO method for real time applications. 
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Such a NN is proposed here to be used as an enhanced adaptive beamformer that aims at 
maximizing the SINR and minimizing the SLL of uniform linear arrays (ULAs). Initially, 
several NNs of various structures are trained using MADIWO based data. Afterwards, a 
comparison in terms of training performance among the NNs takes place. The best NN 
derived from the above comparison is used to construct the enhanced adaptive beamformer 
mentioned before. This NN based beamformer is then compared to MADIWO based and 
ADIWO based beamformers, regarding the ability to minimize the SLL as well as the ability 
to properly steer the main lobe and the nulls. The comparison is made considering several sets 
of random cases with different numbers of interference signals and different power levels of 
additive zero-mean Gaussian noise. The results show that the MADIWO based beamformer 
and the proposed one achieve similar SLL values, provide almost the same steering ability 
regarding the main lobe and the nulls, and finally outperform the ADIWO based beamformer. 
The above behavior combined with the advantage of instant response makes the proposed 
beamformer an attractive choice for broadcasting applications. 
 
II. Beamforming Problem and Fitness Function Definition 
The description of the beamforming model has already been given in [6]. M 
monochromatic isotropic sources with interelement distance equal to q compose a ULA, 
which receives a desired signal from angle of arrival (AoA) 0  and N interference signals 
from respective angles of arrival (AoAs) n  (n=1,…,N). Every AoA is defined by the 
direction of arrival (DoA) of the respective incoming signal and the normal to the array axis 
direction. DoA estimation algorithms are usually applied to calculate the values of n  
(n=0,1,…,N) [1], [22]. The ULA also receives Gaussian noise signals of zero-mean value and 
variance 2noise . The noise signals are considered uncorrelated with each other and with every 
incoming signal. 
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The values of n  (n=0,1,…,N) and the signal-to-noise ratio (SNR) are considered as input 
data by all the beamformers. Each beamformer aims at calculating the array excitation 
weights wm (m=1,…,M) that satisfy simultaneously two different requirements, i.e., maximize 
the SINR and minimize the SLL. These two requirements define a beamforming problem, 
which is inherently multi-objective. The problem can be converted into a single-objective one 
by minimizing a fitness function, which balances the above requirements as given below: 
1
1 2F k SINR k SLL
   (1) 
where k1 and k2 are balance factors. The value of SINR can be estimated by the following 
expression: 
0 0
2
H H
H H H
ii noise
w a a wSINR
w A R A w w w   (2) 
where 
 1 2 TMw w w w   (3) 
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       
  (5) 
are, respectively, the excitation weight vector, the M×N array steering matrix, and the array 
steering vector that corresponds to AoA n . Also, iiR  is the interference correlation matrix, 
while the superscripts T and H indicate respectively the transpose and the Hermitian transpose 
operation. Finally, the noise variance is calculated from the value of SNR in dB as follows: 
2 1010 SNRnoise   (6) 
 
III. Adaptive Dispersion Invasive Weed Optimization 
The ADIWO method has been proposed and compared to the original IWO method in [9]. 
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Its basic difference from the original IWO and other IWO variants lies in the way the seeds 
produced by a weed are dispersed in the search space. According to the original IWO method 
and its variants, the standard deviation σ of the seed dispersion decreases as a function of the 
number of iterations iter. Moreover, σ is the same for all the weeds that disperse seeds at a 
certain iteration. In the ADIWO method, however, σ is different for every weed and depends 
on the fitness value f of the weed according to the linear formula: 
max min min max max min
max min max min
f ff
f f f f
         (7) 
where max  and min  are the standard deviation limits, while maxf  and minf  are the maximum 
and minimum fitness values at a certain iteration. So, the weeds have different behavior 
depending on their fitness value. Weeds with fitness values close to minf  (optimal fitness 
value) display a reduced exploration ability and can only fine tune their position. Weeds with 
fitness values close to maxf  exhibit an increased exploration ability and are capable of 
exploring the search space to find better positions. In this way, the adaptive seed dispersion 
helps the weed colony maintain its exploration ability until the end of the optimization 
process and thus makes the ADIWO algorithm converge faster than the original IWO [9]. 
 
IV. Modified Adaptive Dispersion Invasive Weed Optimization 
In the MADIWO algorithm, the adaptive seed dispersion mechanism described above has 
been modified. The modification concerns the σ-f dependence, which is expressed by the 
following formula: 
2
1 2 3r f r f r     (8) 
where 
 
max min
1 2
max min
r
f f
    (9) 
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 max min2 1 max min
max min
r r f f
f f
     (10) 
min max max min
3 1 max min
max min
f fr r f f
f f
    (11) 
A graphical presentation of (8) is given in Fig. 1. For a given fitness value f, the value of σ 
extracted from (8) is less than the respective value extracted from (7). The difference between 
the two values of σ is gradually increased with increasing f until a certain fitness value equal 
to  max min 2f f  and then is gradually decreased until f reaches maxf . In this way, the 
MADIWO algorithm retains the ability of the ADIWO method to explore the search space for 
better positions, while it makes more weeds fine-tune the global optimum point, and thus it 
achieves better fitness values than the ADIWO algorithm as shown below. 
 
f

 
 
 fmin  fmax
min
max ADIWO
MADIWO
 
Fig. 1. Variation of standard deviation for ADIWO and MADIWO. 
 
V. Algorithmic Settings 
In the MADIWO and ADIWO algorithms used below, the population size is limited to 30 
weeds, the number of seeds dispersed by a weed ranges from zero to five depending on the 
fitness value of the weed, the standard deviation limits are max 10   and min 0.5  , and 
finally 500 iterations are used to complete each algorithm execution. 
The MADIWO and ADIWO methods are applied as ABF techniques to a set of L random 
cases, considering an 11-element ULA (M=11) with q=0.5λ. Each l-th case (l=1,…,L) is a 
group of N+1 random values different from each other and given to n  (n=0,1,…,N). These 
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values constitute an angle vector  0 1 TN     . For each random case, the two 
methods are applied to find the near-optimal excitation weight vectors, respectively madiwow  
and adiwow , which steer the main lobe towards 0  and place N nulls towards n  (n=1,…,N), 
maximizing thus the SINR, and additionally minimize the SLL. In this way, two respective 
sets of L vector pairs per set  ,,l madiwo lw  and  ,,l adiwo lw  (l=1,…,L) are created. Such sets 
can be used either for NN training or to compare the beamformers with each other. 
 
VI. Selection of Neural Network Structure 
So far, NNs have been applied to solve various problems in the areas of electromagnetics 
and wireless communications [20]-[26]. Due to their efficiency and instant response, NNs 
have been successfully applied in several ABF problems [2], [3]. 
The feed-forward back-propagation architecture is selected for all the NNs studied below. 
Each NN consists of (a) an input layer of N+1 nodes, which is fed by any angle vector  , (b) 
two hidden layers that use Hyperbolic Tangent Sigmoid (HTS) transfer function and consist 
respectively of nhl1 and nhl2 nodes, and (c) an output layer of M nodes, which extracts the 
appropriate excitation weight vector NNw  that maximizes the SINR and minimizes the SLL. 
In order to find an efficient NN structure, various configurations are selected and 
compared to each other. All the configurations use an input layer of 8 nodes and an output 
layer of 11 nodes, considering 7 interference signals and a desired one (N+1=8) received by 
an 11-element ULA (M=11). The number of nodes of each hidden layer (nhl1 or nhl2) ranges 
from 10 to 50 at increments of 10. The training functions selected for comparison are the 
Gradient Descent (GD), the Gradient Descent with Momentum (GDM), the Gradient Descent 
with Adaptive Learning Rate (GDALR), the Scaled Conjugate Gradient (SCG) and finally the 
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Levenberg-Marquardt (LM). Also, the GDM is chosen as learning function for all the NN 
configurations. 
The training process is applied to every NN by using a set of 5000 (L=5000) MADIWO-
based vector pairs  ,,l madiwo lw  (l=1,…,5000). The angle vectors l  (l=1,…,5000) are applied 
to the input layer, while the excitation weight vectors ,madiwo lw  (l=1,…,5000) are applied to the 
output layer. The metric used for NN evaluation is chosen to be the Mean Squared Error 
(MSE) produced at the end of the training process. For each NN configuration, the training 
process is repeated 10 times and the minimum MSE (best training performance) is recorded. 
The performance results for all the above-discussed NN configurations are given in Table 
I. It seems that the best training performance is achieved by a NN structure trained by the LM 
function and composed of two hidden layers with 1 20hln   and 2 50hln  . This structure is 
denoted as LM-8-20-50-11, where the numbers 8 and 11 refer to the number of nodes of the 
input layer and the output layer, respectively. 
In the same way, we apply the training process to a similar NN structure that uses the LM 
training function. The only difference is that the input layer consists of 6 nodes, considering 5 
interference signals and a desired one (N+1=6) received by the same 11-element ULA 
(M=11). The structure also contains the same two hidden layers with 20 and 50 nodes 
respectively, as mentioned above. This structure (LM-6-20-50-11) is trained by using a set of 
5000 MADIWO-based vector pairs  ,,l madiwo lw  (l=1,…,5000). The LM-8-20-50-11 and LM-
6-20-50-11 are two different structures of a NN-based beamformer, and they are going to be 
compared to respective structures of MADIWO-based and ADIWO-based beamformers in the 
next section. 
 
 
 
 
 11
TABLE I. Performance results for various NN configurations. 
nhl1:nhl2 GD GDM GDALR SCG LM 
10:10 0.0457 0.0481 0.1099 0.0239 0.0178 
20:10 0.0388 0.0380 0.1141 0.0231 0.0161 
30:10 0.0323 0.0352 0.0963 0.0238 0.0147 
40:10 0.0327 0.0328 0.0899 0.0237 0.0134 
50:10 0.0306 0.0404 0.0742 0.0233 0.0131 
10:20 0.0437 0.0398 0.0935 0.0230 0.0153 
20:20 0.0372 0.0352 0.1118 0.0225 0.0139 
30:20 0.0343 0.0348 0.0845 0.0227 0.0124 
40:20 0.0305 0.0328 0.0994 0.0214 0.0119 
50:20 0.0295 0.0308 0.0876 0.0220 0.0109 
10:30 0.0387 0.0371 0.0936 0.0233 0.0136 
20:30 0.0383 0.0369 0.0907 0.0210 0.0121 
30:30 0.0322 0.0336 0.0996 0.0209 0.0113 
40:30 0.0309 0.0315 0.0820 0.0204 0.0109 
50:30 0.0296 0.0292 0.0879 0.0200 0.0111 
10:40 0.0381 0.0368 0.1024 0.0224 0.0130 
20:40 0.0332 0.0352 0.0937 0.0208 0.0109 
30:40 0.0334 0.0337 0.0945 0.0194 0.0112 
40:40 0.0304 0.0297 0.1073 0.0202 0.0106 
50:40 0.0282 0.0305 0.1012 0.0190 0.0122 
10:50 0.0355 0.0365 0.0920 0.0221 0.0117 
20:50 0.0354 0.0347 0.1049 0.0211 0.0101 
30:50 0.0312 0.0335 0.1091 0.0199 0.0108 
40:50 0.0293 0.0307 0.0905 0.0198 0.0124 
50:50 0.0291 0.0309 0.0921 0.0187 0.0126 
 
VII. Evaluation of the NN Based Beamformer 
In order to make a comparison among the beamformers, four scenarios are implemented 
considering an 11-element ULA (M=11) with q=0.5λ. The first two scenarios use five 
interference signals (N=5) and a desired one, considering SNR values respectively equal to 
10dB and 20dB. In the last two scenarios, seven interference signals (N=7) and a desired one 
are used, considering SNR values respectively equal to 10dB and 20dB. The LM-6-20-50-11 
NN-based beamformer is employed for the first two scenarios, while the LM-8-20-50-11 
beamformer is employed for the last two scenarios. 
Each scenario includes the production of 1000 (L=1000) MADIWO-based pairs 
 ,,l madiwo lw , 1000 ADIWO-based pairs  ,,l adiwo lw , and 1000 NN-based pairs  ,,l NN lw  
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(l=1,…,1000). Then, each vector ,madiwo lw , ,adiwo lw  or ,NN lw  is used to produce the respective 
radiation pattern and thus calculate the corresponding absolute angular deviation ,
main
madiwo l , 
,
main
adiwo l  or ,mainNN l  of the main lobe direction from its desired value 0,l , the absolute angular 
deviations ,
null
madiwo l , ,nulladiwo l  or ,nullNN l  of the null directions from their respective desired 
values ,n l  (n=1,…,N), and the corresponding side lobe level ,madiwo lSLL , ,adiwo lSLL  or ,NN lSLL . 
Finally, the average absolute angular deviation values 
main
madiwo , mainadiwo  and mainNN  
concerning the main lobe direction, the average absolute angular deviation values 
null
madiwo , 
null
adiwo  and nullNN  concerning the null directions, and the average SLL values madiwoSLL , 
adiwoSLL  and NNSLL  are calculated for each scenario. All the above average values are given 
in Table II. It is obvious that both the NN-based and MADIWO-based beamformers exhibit 
similar behavior regarding the steering ability and the ability to provide a low SLL value, and 
also outperform the ADIWO-based beamformer. The same behavior is observed in Figs. 2-5, 
which display the optimal radiation patterns of four typical cases chosen respectively from the 
four scenarios. 
 
TABLE II. Statistical analysis performed on the ABF results. 
Scenario 1st 2nd 3rd 4th 
N 5 5 7 7 
SNR 10dB 20dB 10dB 20dB 
main
NN  0.62o 0.58o 0.84o 0.82o 
main
madiwo  0.61o 0.57o 0.83o 0.80o 
main
adiwo  0.64o 0.62o 1.40o 1.37o 
null
NN  0.25o 0.24o 0.32o 0.29o 
null
madiwo  0.24o 0.22o 0.30o 0.27o 
null
adiwo  0.30o 0.29o 0.39o 0.37o 
NNSLL  –13.97dB –14.55dB –12.25dB –12.32dB 
madiwoSLL  –14.46dB –14.85dB –12.66dB –12.78dB 
adiwoSLL  –12.85dB –12.97dB –10.82dB –10.98dB 
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Fig. 2. Optimal patterns for SNR=10dB, a desired signal received from θ0=–7o, and 5 
interference signals received from AoAs respectively equal to –54o, –37o, 13o, 25o and 40o. 
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Fig. 3. Optimal patterns for SNR=20dB, a desired signal received from θ0=–27o, and 5 
interference signals received from AoAs respectively equal to –55o, –42o, –14o, 5o and 15o. 
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Fig. 4. Optimal patterns for SNR=10dB, a desired signal received from θ0=–25o, and 7 
interference signals received from AoAs respectively equal to –48o, –37o, –5o, 7o, 29o, 41o and 
53o. 
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Fig. 5. Optimal patterns for SNR=20dB, a desired signal received from θ0=–5o, and 7 
interference signals received from AoAs respectively equal to –53o, –39o, –26o, 6o, 15o, 29o 
and 42o. 
 
VIII. Conclusion 
An efficient enhanced adaptive beamformer based on NNs has been presented. The 
beamformer makes a ULA steer the main lobe towards a desired signal, place respective nulls 
towards several interference signals and achieve low SLL. The data used to train the NNs have 
been extracted by a powerful ABF technique based on the MADIWO method. Therefore, the 
NN-based beamformer is expected to have similar efficiency as the MADIWO-based 
beamformer, regarding the ability to minimize the SLL as well as the ability to properly steer 
the main lobe and the nulls. 
In order to study the NN-based beamformer in terms of efficiency, an optimal NN 
structure is selected by making a comparison in terms of training performance among several 
NN configurations, and then this structure is compared to MADIWO-based and ADIWO-
based beamformers regarding their abilities to maximize the SINR and minimize the SLL. The 
statistical results as well as the radiation patterns of typical beamforming cases show that both 
the NN-based and MADIWO-based beamformers exhibit similar behavior regarding the 
steering ability and the ability to provide a low SLL value, and also outperform the ADIWO-
based beamformer. This behavior combined with the advantage of instant response makes the 
NN-based beamformer very useful in practice. 
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