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Resumen: Los modelos de regresio´n Beta han tomado gran importancia en la explicacio´n
de variables continuas cuyo dominio es el intervalo (0, 1). Las propuestas iniciales de
Cepeda (2001) y Ferrari & Cribari-Neto (2004), desde la perspectiva bayesiana y cla´sica,
son realizadas bajo la parametrizacio´n de media y dispersio´n. Se propone en este trabajo,
de acuerdo al acercamiento de Cepeda (2012), el modelamiento conjunto de media y
varianza a trave´s de me´todos bayesianos, como una alternativa que permite interpretar de
forma directa la variabilidad y reducir los errores cuadra´ticos medios de estimacio´n para
los para´metros de la media. Se describen los modelos de efectos fijos, algunas estad´ısticas
de ajuste y gra´fico de bandas simuladas para los residuales. La estimacio´n esta dada por
el algoritmo de Metropolis-Hastings within Gibbs de acuerdo a los trabajos de Cepeda &
Garrido (2011). La extension a los modelos que incorporan, adema´s, efectos aleatorios
son desarrollados a lo largo del trabajo tanto para la varianza como la dispersio´n y para
lo cual la estimacio´n se basa en el trabajo de Gammerman (1996) y Cepeda & Garrido
(2011). Un estudio de simulacio´n comparativo, entre modelos parametrizados por la
varianza y dispersio´n, son realizados para el modelos de efectos fijos y aleatorios, en
funcio´n del error cuadra´tico medio estimado y el ajuste del modelo a los datos.
Abstract: The Beta regression models have taken great importance in the explanation
of continuous variables where the domain is the interval (0, 1). The initial research
by Cepeda (2001) and Ferrari & Cribari-Neto (2004), from bayesian perspective and
frequentist statistics, are based on the mean and dispersion parametrization. The ap-
proach of this thesis assume, according to developments by Cepeda (2012), the mean and
variance modelling by bayesian methods, as an alternative that improve the variability
interpretation and decrease the mean square errors for the mean parameters. We describe
the fixed Beta models, some goodness of fit statistics and developing the envelope residual
plot. The estimation process is formulated by Metropolis-Hastings within Gibbs algorithm
in accordance with Cepeda & Garrido (2011). Therefore, the extension to random effects
model are also considered and developed in this work for the variance and dispersion
parameters, and the estimation is based on Gammerman (1996) and Cepeda & Garrido
(2011) algorithms. The simulation study compare the performance of modelling variance
or dispersion as well as fixed and mixed models, according to the estimation of mean
squared error and the goodness of fit of the model to data.
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1Introduccio´n
El ana´lisis de variables continuas que tienen como dominio el intervalo abierto (0,1) es
de gran intere´s en la pra´ctica, debido a la existencia de una variada cantidad de mediciones
relacionadas con la construccio´n de indices o razones. En la literatura los me´todos cla´si-
cos abordan transformaciones o adopciones de distribuciones que no necesariamente se
adecu´an a variables continuas (McCullagh & Nelder, 1989), encontrando problemas tales
como la falta de interpretacio´n de para´metros, e identificacio´n de los verdaderos efectos
al usar distribuciones como la distribucio´n Binomial (para hacer ana´lisis de variables con-
tinuas). Por estas razones autores como Cepeda (2001) y Ferrari & Cribari-Neto (2004)
proponen a la distribucio´n Beta como la opcio´n que mejor se adecu´a a la necesidad de mo-
delar variables continuas que se mueven en el intervalo unitario, no obstante cabe resaltar
que la distribucio´n Beta no pertenece a la familia exponencial uniparame´trica y, por lo
tanto, la metodolog´ıa de los modelos lineales generalizado (MLG) no puede ser aplicable
en este caso. Puntualmente en la no ortogonalidad entre los para´metros de la media y la
variabilidad, lo cual implica en el algoritmo de estimacio´n una reformulacio´n que permita
hallar conjuntamente una estimacio´n de los para´metros (Smyth, 1989).
Ferrari & Cribari-Neto (2004) propone la estimacio´n por me´todos cla´sicos basados en
maxima verosimilitud siguiendo la metodolog´ıa de los MLG, donde algunos desarrollos
en te´rminos del diagno´stico son enunciados con el objeto de dar herramientas u´tiles en
el ana´lisis de informacio´n a trave´s de este tipo de modelos. Trabajos posteriores en el
a´rea permitieron que se realizaran mejoras en las estimaciones y se extendiera a modelos
ma´s complejos, para estructuras de datos heteroge´neas dependientes de un componente
sistema´tico ma´s elaborado (Ospina et al., 2006; Simas et al., 2009).
Por otro lado el trabajo previo de Cepeda (2001) y Cepeda & Gamerman (2005), des-
de la perspectiva bayesiana, propone de igual forma la estimacio´n de para´metros basados
en la construccio´n de un algoritmo que intercala la estimacio´n de los para´metros para
la media y la variabilidad para modelos doblemente generalizados. Sin embargo, tanto
la perspectiva cla´sica como bayesiana se preocuparon en principio por la estimacio´n si-
guiendo la parametrizacio´n de media (µ) y dispersion (φ), donde la limitante se presenta
en funcio´n de la interpretacio´n del para´metro φ (Ferrari & Cribari-Neto, 2004; Cepeda
& Garrido, 2011). Generalizaciones posteriores abordan la inclusion de efectos aleatorios
a la explicacio´n de la media y la dispersio´n, dando como resultado una amplia gama de
modelos que van desde los efectos fijos hasta los modelos mixtos para estructuras de datos
ma´s complejas (Cepeda et al., 2014; Figueroa-Zun˜iga et al., 2013; Gutierrez, 2014).
Este trabajo de acuerdo a un estudio preliminar realizado por Cepeda (2012), propone
estudiar a profundidad un modelo basado en la parametrizacio´n de la media µ y varianza
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σ2, la cual tiene ma´s sentido en el contexto pra´ctico en te´rminos de suplir la ausencia de
interpretacio´n del para´metro de variabilidad. Esta perspectiva se plantea inicialmente para
los modelos de efectos fijos, en el cual se hace un desarrollo de algunas medidas y gra´ficos
de diagno´stico, para luego realizar la extensio´n al modelamiento combinado de efectos fijos
y aleatorios, donde φ y σ2 son constantes, y el cual va a permitir hacer estimaciones en
el caso de presentarse datos de corte longitudinal, donde este tipo de modelos tiene una
utilidad importante.
Este trabajo dividido en cinco cap´ıtulos pretende dar sustento al objetivo de estudiar
el modelo dado en funcio´n de la parametrizacio´n por σ2, tanto para el modelo de regresio´n
con componentes fijas como aleatorias. Siendo este u´ltimo una propuesta particular para
este trabajo. As´ı, el Cap´ıtulo 2 hace un recorrido por los modelos lineales generalizados
(MLG) para luego describir el uso de los modelos de sobredispersion, los cuales permiten
hacer la extensio´n a los modelos doblemente generalizados (MDG). Adema´s, este cap´ıtulo
aborda los algoritmos de estimacio´n bayesianos estudiados por Gamerman & Freitas (2006)
y Cepeda (2001) en el caso de los MLG y MDG, respectivamente, determinantes en la
descripcio´n de los algoritmos relacionados con la propuesta de este trabajo.
El Cap´ıtulo 3 inicia con la descripcio´n de la distribucio´n Beta, definida bajo las para-
metrizaciones en te´rminos de las duplas de media y dispersio´n (µ, φ), y media y varianza
(µ, σ2). Las cuales sera´n motivo de estudio de este trabajo en relacio´n a los modelos que
de esta´s se derivan (reduccio´n de errores cuadra´ticos medios para las estimaciones de los
para´metros de la media y el ajuste a los datos). Adicionalmente, se presenta bajo el con-
texto de la perspectiva cla´sica, la estimacio´n de para´metros para el modelo parametrizado
bajo φ.
Luego de definir los modelos a estudiar, el Cap´ıtulo 3 se centra en la perspectiva
bayesiana que atan˜e al trabajo. Comenzando con la estimacio´n mediante el algoritmo
propuesto por Cepeda & Gamerman (2005) en el caso de la dispersio´n y el desarrollo que
da este trabajo para la varianza. Adema´s, se desarrollan algunas estad´ısticas de diagno´stico
dadas en funcio´n de residuales estandarizados y tipo desv´ıo, criterios de informacio´n (AIC,
BIC, DIC) y gra´ficos de bandas simuladas o´ envelope, u´tiles en la evaluacio´n de cada
modelo. A partir de los desarrollos para el modelo de efectos fijos se hace la extensio´n al
modelamiento que incorpora coeficientes aleatorios, siguiendo la metodolog´ıa presentada
por Breslow & Clayton (1993) y Gammerman (1996). El cap´ıtulo describe el proceso de
estimacio´n que involucra los para´metros de la media (efectos fijos, aleatorios y componentes
de la matriz de varianzas y covarianzas del componente aleatorio) y variabilidad para una
estructura de φ y σ2 contantes.
Finalmente, en el Cap´ıtulo 4 se presenta el estudio de simulacio´n, que en un primer
paso muestra la comparacio´n entre los modelos parametrizados a trave´s de φ y σ2, dado
por el ca´lculo del error cuadra´tico medio estimado para los componentes fijos de la media
(ECMEβ), los ajustes dados por los criterios de informacio´n y los gra´ficos de bandas
simuladas. Como segundo paso se presenta el estudio de los modelos mixtos, que de igual
forma compara la eficacia de la dispersio´n y la varianza como para´metros asociados a la
variabilidad de los datos, donde se lleva a cabo la comparacio´n respecto del ajuste del
modelo a los datos y los ECMEβ para los para´metros de la media.
En relacio´n a los cap´ıtulos anteriores, se enuncian las conclusiones del trabajo en el
Cap´ıtulo 5, respecto de la propuesta del modelamiento a trave´s de la parametrizacio´n de
varianza en los casos de los modelos de efectos fijos y aleatorios, descritos y estudiados
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por medio de simulaciones a lo largo del texto. La tesis finaliza con el trabajo futuro
direccionado hacia el mejoramiento de los modelos propuestos en el trabajo.
2Modelos lineales generalizados y doblemente
generalizados
Este cap´ıtulo hace un recorrido por la definicio´n de los modelos lineales generalizados
(MLG), donde se describe su aplicacio´n, me´todo de estimacio´n y limitaciones. De acuer-
do a estas acotaciones la extensio´n a los modelos doblemente generalizados (MDG) son
inmediatas y se enuncian de forma general su aplicabilidad y forma de estimacio´n.
2.1. Contexto general
Los modelos lineales generalizados (MLG) surgen como respuesta a la limitacio´n del
ana´lisis en el modelamiento de variables no necesariamente continuas, para las cuales
el modelo cla´sico de regresio´n no explica el feno´meno debido a la misma naturaleza de
estas variables (McCullagh & Nelder, 1989). La diversificacio´n al estudio de feno´menos
relacionados con proporciones, conteos o cantidades no negativas se hace posible gracias
a la definicio´n de la familia exponencial uniparame´trica de densidades. Luego para una
variable aleatoria Y , la densidad fY (y) pertenece a la familia de densidades mencionada
si se puede expresar segu´n la siguiente forma anal´ıtica:
fY (y; θ, φ) = exp[α(φ)(yθ − b(θ)) + c(y, φ)] (2.1)
donde α(·), b(·) y c(·) son funciones de valor real conocidas y θ y φ son para´metros re-
lacionados con la media y la variabilidad de las observaciones, respectivamente (Nelder
& Wedderburn, 1972; Cordeiro & Demetrio, 2007). Particularmente si [α(φ)] = φ−1 se
va a denominar para´metro de precisio´n, siendo su inverso el valor asociado a la disper-
sio´n1(Cordeiro & Demetrio, 2007). Para citar algunos ejemplos, las distribuciones Normal,
Binomial, Binomial negativa, Poisson, Gamma y Normal inversa pertenecen a la fami-
lia exponencial de densidades. La especificacio´n de cada componente se presenta en el
Ape´ndice C.
Algunas propiedades que se desprenden de la familia exponencial de densidades es su
relacio´n entre media y varianza dada por la siguiente ecuacio´n:
µYi(θ) =
db(θ)
dθ
σ2Yi(θ) = φV (µ) (2.2)
1Dada esta definicio´n se continua el documento bajo la idea de un para´metro de dispersio´n.
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donde V (µ) =
dµYi
dθ y corresponde a la funcio´n de varianza del modelo y b(θ) es presentado
en la ecuacio´n (2.1).
As´ı, teniendo en cuenta las consideraciones anteriores, Cordeiro & Demetrio (2007)
define los MLG de acuerdo a tres componentes: el primero es tener una muestra alea-
toria Y1, Y2, Y3, . . . , Yn con funcio´n de densidad fYi(y) con i = 1, 2, . . . , n dada por
la ecuacio´n (2.1). El segundo es el componente sistema´tico, ηi =
∑p
j=1 βjXij , donde
Xi = (Xi1, Xi2, . . . , Xip) es un vector de p covariables y β = (β1, β2, . . . , βp)
′ es el vec-
tor de para´metros de intere´s. Finalmente, el tercer componente es una funcio´n mono´tona
y diferenciable g(·) que relaciona el componente aleatorio y el sistema´tico previamente
definidos.
Desde la perspectiva cla´sica, la estimacio´n se lleva a cabo por medio de mı´nimos cuadra-
dos iterativos ponderados (IRLSM por sus siglas en ingle´s, ve´ase el Ape´ndice C para una
descripcio´n detallada), procedimiento que se desprende de la optimizacio´n de la funcio´n de
verosimilitud (L[(β;φ)]) basado en la linealizacio´n de Taylor en su versio´n multivariada de
la funcio´n score, especificada como U(β) = ∂logL(β;φ)∂β . El objetivo es encontrar los valores
de β que satisfacen U(β) = 0, para el cual un me´todo de solucio´n es dado por el algoritmo
de Newton-Raphson (Lange, 1999).
Una particularidad que resalta en el proceso de estimacio´n es la ortogonalidad entre el
vector de para´metros β y el para´metro de dispersio´n φ. Este resultado se traduce en una
simplificacio´n de las estimaciones2 ; para el cual el IRLSM es usado para estimar el vector
β, posteriormente, a trave´s de los residuales tipo desv´ıo (ve´ase la seccio´n 3.3.2) se realiza
la estimacio´n de φ (Cordeiro & Demetrio, 2007).
La perspectiva bayesiana de estimacio´n se aborda de acuerdo a la verosimilitud
l(β;φ) = logL(β;φ) y las distribuciones a priori asociadas a los para´metros de intere´s.
Un ejemplo presentado por Dey et al. (2000) define las distribucio´n a priori con base en
una distribucio´n Normal p(β) = N(b,Σb), as´ı mediante un algoritmo general como acep-
tacio´n y rechazo, Metropolis-Hastings (Ape´ndice A) o Slice, se puede obtener muestras de
la distribucio´n a posteriori y, por lo tanto, determinar las estimaciones de los para´metros
de intere´s. Debido a la flexibilidad de estos me´todos se puede suponer de antemano la dis-
tribucio´n Inversa Gamma p(φ) = IG(v12 ,
v2
2 ) que incorporada en el proceso de obtencio´n
de muestras permite hallar la estimacio´n de φ (Dey et al., 2000).
Las metodolog´ıas de estimacio´n descritas esta´n fundamentadas en que el modelo tal y
como se ha descrito captura un gran porcentaje de la variabilidad de los datos por medio
de la explicacio´n de la tendencia central de los datos. Sin embargo bajo diferentes situacio-
nes no es posible, a trave´s de un u´nico modelo, que relaciona la media µ y un conjunto de
covariables, conducir adecuadamente el estudio de la variabilidad en los datos ya que, por
ejemplo, causas externas pueden incidir en la existencia de variabilidad adicional, condu-
ciendo a la generacio´n de efectos que de forma determinante inciden en el comportamiento
general del modelo. Nelder & Lee (1991) y Smyth (1989) mencionan algunas afectaciones
como sigue:
• Subestimar o sobreestimar las varianzas de los para´metros.
• Consecuencia del ı´tem anterior, inferencias erro´neas y una disminucio´n de potencia
en las pruebas estad´ısticas.
2Este resultado es producto de la ortogonalidad vista a trave´s de la matriz de informacio´n de Fisher la
cual es bloque diagonal, asociada a los para´metros de localizacio´n (β) y variabilidad (φ).
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• No hay una validez, credibilidad y consistencia respecto del modelo frente a los datos.
As´ı, diferentes alternativas relacionadas con V (µ) y φ deben ser consideradas con el
fin de ajustar un modelo que capture la dina´mica real de los datos: por un lado exis-
ten formas de adoptar la forma funcional V (µ), siendo los modelos de cuasi-verosimilitud
aquellos que inducen una flexibilidad de los argumentos que determinan de forma u´nica
los MLG en el tratamiento de la sobredispersio´n3. En segunda instancia se acude al mo-
delamiento del para´metro de dispersio´n de acuerdo a la planteado por Hinde & Demetrio
(1998) en modelos para variables con distribucio´n Binomial o Poisson. En este orden de
ideas, Nelder & Lee (1991) presenta algunos desarrollos en la industria manufacturera ba-
jo la aplicacio´n de la metodolog´ıa Taguchi, en la cual la afectacio´n por factores externos,
internos o inherentes a la imperfeccio´n del producto4 causan una alteracio´n que se mani-
fiesta en las mediciones realizadas. Luego la variabilidad adicional es tratada a trave´s de
un modelamiento adicional de φ que incorpora nuevas covariables o las ya consideradas.
Este inconveniente permite que naturalmente se realice una extensio´n de los MLG a los
modelos doblemente generalizados (MDG).
Smyth (1989) desarrolla este concepto a trave´s de los residuales tipo desv´ıo rdi (ve´ase la
seccio´n 3.3.2), los cuales permiten hacer la medicio´n de φ a trave´s de un modelo. Se asume
entonces que rdi tiene una media δi y varianza ui, y para el cual un MLG se define segu´n
el individuo i como h(δi) = Ziγ, con Zi = (Zi1, Zi2, . . . , Zim) un conjunto de covariables
asociadas al vector de para´metros γ = (γ1, γ2, . . . , γm)
′ y h(·) una funcio´n de valor real
dos veces diferenciable. El procedimiento de estimacio´n conjunta que involucra el modelo
para la media y para la dispersio´n lo describe Smyth (1989) conforme a las siguientes
consideraciones:
1. Se cuenta con una muestra generada bajo una distribucio´n perteneciente a la familia
exponencial unipara´metrica5, ecuacio´n (2.1.) y valores iniciales β0 y γ(0) asociados
con el modelo para la media y la dispersio´n6.
2. Para la estimacio´n de β en el paso j − 1 se fija γ y se obtiene un nuevo valor β(j) a
partir de las ecuaciones (Ape´ndice C.2) siguiendo la idea de un MLG tradicional.
3. La estimacio´n de γ se lleva a cabo definiendo la variable de aproximacio´n lineal:
ξi = h(δi) +
d[h(δi)]
dδi
(rdi − δi)
Luego, mediante la fijacio´n de β en el paso j−1 se apoya el proceso de estimacio´n en
las ecuaciones (Ape´ndice C.2) respecto de la variable de trabajo ξi y las covariables
Zi. As´ı, Smyth (1989) muestra que un nuevo valor de γ
(j) puede hallarse mediante
las ecuaciones de estimacio´n derivadas de un MLG.
3En la literatura, el estudio de la sobredispersio´n surge en el modelamiento de conteos en modelos
Binomiales y Poisson, una razo´n expuesta por McCullagh & Nelder (1989) es la agrupacio´n de individuos
lo cual induce una variabilidad extra. Otros autores como Hinde & Demetrio (1998) presentan conceptos
de la cuasi verosimilitud extendida.
4Los factores externos hacen referencia a condiciones de temperatura o manipulacio´n del operario, los
factores internos pueden ser el deterioro del producto por vetustez o simplemente variabilidad en el material
(Nelder & Lee, 1991).
5Sin embargo la funcio´n c(y, φ) en la ecuacio´n (2.1), debe satisfacer una expresio´n particular en el caso
de φ desconocido (Smyth, 1989)
6Smyth (1989) define a β(0) de acuerdo a una regresio´n de los valores g(Yi) sobre Xi y para γ
(0) se
asocia a un modelo de regresio´n que relaciona φi = rdi y el conjunto de covariables Zi.
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4. Repetir los pasos (2) y (3) hasta alcanzar la convergencia.
Bajo este algoritmo iterativo, Smyth (1989) garantiza la estimacio´n del vector de
para´metros (β,γ) mediante la aplicacio´n recurrente de la metodolog´ıa de estimacio´n en
MLG 7. Un trabajo posterior de Smyth & Verbyla (1999) indaga, desde el punto de vis-
ta de los modelos de dispersio´n planteados por Jorgensen (1997), el ajuste de MDG de
acuerdo a una densidad para rdi . El procedimiento de estimacio´n esta basado en ma´xima
verosimilitud restringida (REML).
2.2. Algoritmos de estimacio´n bajo la perspectiva bayesiana
Esta seccio´n tiene como objetivo describir algunos algoritmos fundamentales que en
los cap´ıtulos subsiguientes sera´n importantes en el desarrollo de la metodolog´ıa de esti-
macio´n bayesiana para los modelos de regresio´n Beta. Primero se enuncia el algoritmo
de estimacio´n para los MLG y luego se presenta el procedimiento de estimacio´n para los
MDG.
2.2.1. Descripcio´n general para el modelo lineal generalizado
En el contexto de los modelos lineales generalizados, un trabajo precursor en la estima-
cio´n es presentado por Gammerman (1996) donde la idea ba´sica del desarrollo esta´ dada
en funcio´n de la estimacio´n por IRLSM (refie´rase al Ape´ndice C respecto del algoritmo
de Metropolis-Hastings). Entonces para un MLG tal y como se definio´ en la seccio´n 2.1,
Gammerman (1996) presenta un procedimiento para hacer estimaciones de β con base
en la definicio´n de la distribucio´n a priori Normal de media β y matriz de varianzas y
covarianzas B, p(β) = Np(b,B). De acuerdo a la distribucio´n a posteriori que combina la
verosimilitud dada por la densidad (2.1) y p(β)
pi(β) ∝ exp
{
−1
2
(β − b)′R−1(β − b) +
n∑
i=1
α(φi)(yiθi − b(θi)) + c(yi, φi)
}
(2.3)
la cual no tiene una expresio´n conocida con el objetivo de obtener muestras de los para´me-
tros de intere´s para completar el proceso de estimacio´n. Se hace necesario el apoyo de un
me´todo iterativo, como el algoritmo de Metropolis-Hastings, resumido en los siguientes
pasos:
1. Inicialice el algoritmo con j = 1 de acuerdo a unos valores iniciales β(0).
2. Para el paso j calcule el vector de taman˜o n (i = 1, 2, . . . , n) de variables transfor-
madas mediante la linealizacio´n
y˜i = Xiβ
(j) +
dg[g−1(Xiβ(j))]
dµi
[yi − g−1(Xiβ(j))].
7Para los detalles de un algoritmo modificado que mejora la rata de convergencia refie´rase a Smyth
(1989).
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donde g(·) es una funcio´n mono´tona diferenciable (definida en la Seccio´n 2.1 para
los MLG). Y se obtiene as´ı y˜i = (y˜1, y˜2, . . . , y˜n)
′.
3. Se obtiene un kernel que permite muestrear a pi(β) definido como la combinacio´n de
p(β) y y˜i. Esta distribucio´n conocida es Np(b
∗,B∗) con para´metros8
b∗ = (B−1 + X′W(β(t−1))X)−1 × (B−1b + X′W(β(t−1)y˜) (2.4)
B∗ = (B−1 + X′W(β(t−1))X)−1
donde W−1 = diag
{
d2(b(θi))
dθ2i
(
dg(µi)
dµi
)2}
dependiente del vector de la iteracio´n j−1,
β(t−1). La matrix disen˜o del modelo con p covariables X = [X1,X2, . . . ,Xp]. Este
resultado se apoya en los hallazgos de Zeger & Karim (1991) donde muestra la rela-
cio´n entre la linealizacio´n y una distribucio´n Normal como kernel, particularmente
en la bu´squeda de un valor ma´ximo (moda) que permita
4. En el paso j, obtenga un nuevo vector β∗ del kernel N(b∗,B∗) y ace´ptelo con
probabilidad α(β∗,β(t−1)). En caso de rechazarlo genere un nuevo valor.
5. Repita los pasos (4), (5) y (6) hasta lograr la convergencia.
El procedimiento anterior obedece a la aplicacio´n del algoritmo Metropolis-Hastings
(ver Ape´ndice A) para muestrear la distribucio´n a posteriori pi(β) a trave´s de un kernel con
funcio´n de densidad Normal de para´metros Np(b
∗,B∗). Este resultado lo retoma Cepeda
(2001) y lo aplica al caso de los MDG, modelos no lineales y de efectos aleatorios.
2.2.2. Descripcio´n del procedimiento para el modelo doblemente genera-
lizado
Al igual que en el caso cla´sico, la extensio´n a los MDG debe esta basado un algoritmo
que paso a paso permita hacer una estimacio´n conjunta de los para´metros. En relacio´n a
lo anterior, algunos autores desde esta´ perspectiva se han interesado en el desarrollo de
metodolog´ıas apropiadas que fundamentalmente corresponden a extensiones de la estima-
cio´n bayesiana en MLG, como se presento´ en el aparte anterior. Cepeda (2001) y Cepeda
& Gamerman (2005) muestran una forma de abordar este problema teniendo en cuenta
una variable Y , perteneciente a la familia exponencial biparame´trica (Cepeda, 2001, p.28),
definida por la siguiente funcio´n de densidad:
fY (y|θ, τ) = b(y) exp{θy + τT (y)− ρ(θ, τ)}, (2.5)
siendo ρ(θ, τ) una funcio´n dos veces diferenciable que satisface µ = E(Y |θ, τ) = ∂ρ(θ,τ)∂θ
y V ar(Y |θ, τ) = ∂2ρ(θ,τ)
∂θ2
, y T (y) una funcio´n escalar que depende u´nicamente de y. Para
esta parametrizacio´n Cepeda (2001) muestra que la estimacio´n de para´metros relacionados
con θ y τ (generalmente asociado con la dispersio´n) puede realizarse de forma iterativa y
conjunta donde se alterna paso a paso la estimacio´n los para´metros respectivos.
8Los detalles de la demostracio´n los presenta (Cepeda, 2001, p.23) en el caso de la distribucio´n Normal,
para ma´s detalles ve´ase el Ape´ndice A.
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Entonces, para una muestra aleatoria Y1, Y2, Y3, . . . , Yn de una distribucio´n como la
presentada en la ecuacio´n (2.5), y en el contexto de un conjunto de modelos como se
definio´ para el MDG se define para el vector de para´metros Θ = (β,γ) una distribucio´n
a priori Normal multivariada de dimensio´n p+m:
p(Θ) = Np+m
((
b
g
)
,
(
B C
C′ G
))
siendo (b,g)′ el vector de medias, B y G las matrices de varianzas y covarianzas de
dimensiones acordes a los vectores de para´metros β y γ, respectivamente; y la matriz C
de dimensio´n p×m relacionada a las covarianzas cruzadas de β y γ.
La distribucio´n a posteriori que combina la verosimilitud dada por los datos L(Y|Θ) =∏n
i=1 fYi(y|Θ) y la distribucio´n a priori p(Θ) mencionada es
pi(Θ) ∝ L(Y|Θ)p(Θ)
de la cual se asume que no tiene una forma distribucional conocida. Se propone as´ı obte-
ner muestras de las distribuciones marginales pi(β|γ) y pi(γ|β), mediante la inclusio´n de
variables de aproximacio´n lineal o variables de trabajo, se derivan de la aproximacio´n de
Taylor de primer orden respecto del para´metro de intere´s general, µ y τ , respectivamente.
Dichas variables garantizan que el algoritmo funcione y se alcance un estado que permita
hacer la estimacio´n adecuada de los para´metros. Cepeda & Gamerman (2005) muestran
de forma expl´ıcita que para un para´metro, por ejemplo, µ, y una funcio´n de enlace g(·),
la variable de trabajo derivada de la aproximacio´n a trave´s de Xi es (ver seccio´n 2.1)
g(yi) ≈ Y˜i = Xiβ + dh(µi)
µi
(Yi − µi)
para la cual E(Y˜i) = Xiβ y su varianza V ar(Y˜i) =
(
dh(µi)
µi
)2
V ar(Yi). Luego este procedi-
miento va a inducir una cadena de Markov, que por las consideraciones del algoritmo de
Gibbs, alcance un estado donde se espera que las muestras sean obtenidas de la distribucio´n
estacionaria pi(Θ) (Ape´ndice A). As´ı, el algoritmo esta´ dado de la siguiente forma:
1. Inicialice el contador en j = 1 bajo los valores iniciales Θ0 = (β(0),γ(0))′
2. Para el paso j
Para µ: se tiene que la variable de aproximacio´n lineal dada en funcio´n de E(Yi) = µi,
luego teniendo en cuenta que la funcio´n g(·) es mono´tona diferenciable se tiene
que:
y˜i = Xiβ
(j) +
dg[g−1(Xiβ(j))]
dµ
[yi − h−1(Xiβ(j))]
Con varianza dada por
V ar(y˜i) =
{
dg[g−1(Xiβ(j))]
dµ
}2
V ar(yi)
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con Y˜ = (y˜1, y˜2, . . . , y˜n)
′ y la a priori condicional β|γ ∼ N(b1,B1) para la
cual b1 = b − CB−1(γ − g) y B1 = B − CB−1C′. Luego el kernel k1(β(j)|·)
que sera´ usado para efectos de la obtencio´n de muestras de la distribucio´n
marginal pi(β|γ) tiene distribucio´n Normal con para´metros b∗ y B∗ dados por
las siguientes expresiones:
k1(β
(j)|·) = N(b∗,B∗) (2.6)
b∗ = B∗(B−11 b1 + X
′Ψ−1Y˜)
B∗ = (B1 + X′Ψ−1X)−1
donde Ψ = diag{V ar(y˜i)} asociada a la matriz de varianzas de la variable de
trabajo. Y la matriz X definida en la ecuacio´n (2.4).
Para τ : de forma similar se define la variable de trabajo y˘i en te´rminos de h(·), una
funcio´n dos veces diferenciable. De tal forma que se debe construir una variable
aleatoria auxiliar que satisfaga E(ti) = τi. Esta variable se define en te´rminos de
Yi y los para´metros µi y τi. Luego con base en estas nuevas expresiones se puede
definir la estimacio´n de para´metros para τ , en funcio´n de Zi (ver definicio´n del
MDG en la seccio´n 2.1)
y˘i = Ziγ
(j) +
dh[h−1(Ziγ(j))]
dτ
[ti − h−1(Ziγ(j))]
Con varianza dada por
V ar(y˘i) =
{
dh[h−1(Ziγ(j))]
dτ
}2
V ar(ti)
De forma ana´loga se tiene que Y˘ = (y˘1, y˘2, . . . , y˘n)
′ y la a priori para γ es con-
dicional γ|β ∼ N(g1,G1) con g1 = g−C′G−1(β−b) y G1 = G−C′G−1C. De
forma tal que para obtener muestras de pi(γ|β) se hace uso del kernel k2(γ(j)|·)
el cual se define como:
k2(γ
(j)|·) = N(g∗,G∗) (2.7)
g∗ = G∗(G−11 g1 + Z
′Λ−1Y˘)
G∗ = (G1 + Z′Λ−1Z)−1
Donde Λ = diag{V ar(y˘i)} de dimensio´n apropiada a la matriz disen˜o Z =
[Z1,Z2, . . . ,Zp].
3. Entonces obtenga de k1(β
(j)|·) un vector aleatorio β∗ y a trave´s de la probabilidad
de aceptacio´n α1(β
(j),β∗) determine si este es un valor apropiado. En caso de serlo
β(j+1) = β∗, por otro lado si no es aceptado genere un nuevo valor de la cadena. De la
misma forma genere un vector aleatorio γ∗ del kernel k2(γ(j)|·), calcule α2(γ(j),γ∗)
y determine si este vector tiene validez respecto de la generacio´n de valores para esta
cadena.
4. Repita los pasos (2) y (3) hasta lograr la convergencia.
Este algoritmo es fundamental en el siguiente cap´ıtulo donde se hace la aplicacio´n a los
modelos de regresio´n Beta (tanto de efectos fijos como aleatorios), para lo cual el intere´s
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radica adema´s en hacer una descripcio´n detallada de dos tipos de modelos que determinan
la linea de esta´ tesis; comprendida desde la perspectiva de los modelos de efectos fijos y
modelo de efectos aleatorios.
Por u´ltimo, otra aproximacio´n al estudio de los MDG es realizado por Vieira et al.
(2011) en la aplicacio´n del modelo general de media y dispersio´n en un modelo Binominal
con sobredispersio´n, sin embargo el desarrollo all´ı mencionado no es tratado a lo largo de
este trabajo.
3Modelos de regresio´n bajo la distribucio´n Beta
Este cap´ıtulo gira en torno a la propuesta del modelamiento de media y varianza
(modelo de varianza), el cual es estudiado ampliamente en esta tesis como una mejor
alternativa en el modelamiento de la variabilidad, donde los estudios se han limitado en
la relacio´n de media y dispersio´n (modelo de dispersio´n). La motivacio´n del trabajo surge
en el estudio de Cepeda (2012) donde se hace una descripcio´n preliminar del modelo de
varianza. As´ı, el cap´ıtulo abarca en primera instancia la descripcio´n de la forma funcional
de la densidad bajo dos parametrizaciones: la primera dada por la dispersio´n, φ, la cual
es conocida en el desarrollo de los modelos de regresio´n Beta hasta hoy, y la segunda es
la varianza, σ2, estudiada a profundidad en este trabajo. Luego se presenta un aparte
sobre la perspectiva cla´sica de estimacio´n para el modelo de precisio´n, resaltando algunas
propiedades importantes, para entonces hacer toda la descripcio´n desde el punto de vista
bayesiano: para el modelo de efectos fijos y el modelo de efectos aleatorios en funcio´n de
φ y σ2. Siendo, este u´ltimo, un aporte particular de este trabajo al incorporar un proceso
de estimacio´n para los componentes aleatorios, en la explicacio´n de mediciones que siguen
una distribucio´n Beta y los cuales pueden ser aplicados por ejemplo al estudio de datos
de corte longitudinal.
3.1. Distribucio´n Beta y parametrizaciones
La distribucio´n Beta surge como apoyo en el estudio de variables continuas cuyo domi-
nio es el intervalo (0, 1) donde diferentes mediciones tienen cabida; ı´ndices, porcentajes o
razones, y las cuales son de amplio intere´s hoy en d´ıa. As´ı, se dice que la variable aleatoria
Y tiene distribucio´n Beta, si y solo si, su funcio´n de densidad de probabilidad tiene la
siguiente forma funcional:
fY (y|p, q) = Γ(p+ q)
Γ(p)Γ(q)
yp−1(1− y)q−1 donde 0 < y < 1, p > y q > 0 (3.1)
En la direccio´n de definir los para´metros de intere´s, las siguientes parametrizaciones
son fundamentales en el trabajo que se desarrolla, a trave´s del cap´ıtulo, al permitir que se
estudie la variabilidad de Y por medio de φ y σ2, ambos descritos en detalle a trave´s de
esta tesis:
12
CAPI´TULO 3. MODELOS DE REGRESIO´N BAJO LA DISTRIBUCIO´N BETA 13
• En te´rminos de µ y φ asociados a los para´metros de la media y la dispersio´n
(Jorgensen, 1997; Cepeda, 2001; Ferrari & Cribari-Neto, 2004)
µ =
p
p+ q
p = µφ
φ = p+ q
q = (1− µ)φ (3.2)
• En funcio´n de µ y σ2 en la determinacio´n de para´metros para la media y la varianza
(Cepeda, 2012)
µ =
p
p+ q
p =
(1− µ)µ2 − µσ2
σ2
σ2 =
pq
(p+ q)2(p+ q + 1)
q =
(1− µ)(µ− µ2 − σ2)
σ2
(3.3)
Algunas formas distribucionales que se dan por medio de la ecuacio´n (3.3) se presentan
en la Figura 3.1, donde particularmente se hace una variacio´n de σ2, pasando de una
varianza considerablemente pequen˜a a valores grandes de la misma. Se resalta adema´s
que σ2 tiene un rango de variacio´n en el intervalo abierto (0, 0.25). Estas mismas formas
pueden ser obtenidas en te´rminos de la dispersio´n, sin embargo tales valores pueden no
tener interpretacio´n directa debido a que φ toma cualquier valor positivo en la recta real.
De acuerdo a los modelos doblemente generalizados, presentados en el Cap´ıtulo 2.1, se
define a continuacio´n los componentes de cada uno de los modelos que sera´n motivo de
estudio en este cap´ıtulo:
• Una muestra aleatoria Y = (Y1, Y2, Y3, . . . , Yn)′ independiente e igualmente distri-
buida de una poblacio´n, donde su funcio´n de densidad esta dada en te´rminos de la
ecuacio´n (3.1), y que puede seguir la parametrizacio´n para la dispersio´n dada en la
ecuacio´n (3.2) o´ para la varianza presentada en la ecuacio´n (3.3).
• El segundo componente esta relacionado con los componentes sistema´ticos para la
media y la variabilidad, ηi y νi, respectivamente. Lo cual esta relacionado con p
variables explicativas Xi = (Xi1, Xi2, . . . , Xip)
′ que definen el componente ηi =∑p
j=1 βjXij relacionado con la media µi y m covariables Zi = (Zi1, Zi2, . . . , Zim)
′
definidas en funcio´n de νi =
∑p
j=1 γjZij para explicar la variabilidad definida segu´n
φ o´ σ2.
• Como tercer componente esta´n las funciones de enlace g(·) y h(·) que deben satisfacer
ser mono´tonas crecientes (decrecientes), continuas y dos veces diferenciables. Este
trabajo adopta las siguientes funciones:
g(µi) = logit(µi) = Xiβ = ηi
h(·) = log(·) = Ziγ = νi (3.4)
siendo β y γ vectores de para´metros que son objeto de estimacio´n, inferencia e
interpretacio´n.
Es importante resaltar que la distribucio´n Beta en la ecuacio´n (3.1) pertenece a la fa-
milia exponencial bipara´metrica (si en algu´n caso uno de los dos para´metros son conocidos
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nos lleva a la familia exponencial unipara´metrica), y por tanto bajo las parametrizaciones
presentadas en las ecuaciones (3.2) y (3.3) no existe ortogonalidad entre los para´metros.
Por lo tanto, se hace necesario un nuevo algoritmo que, de forma ana´loga a los modelos do-
blemente generalizados, incorpore unas ecuaciones de estimacio´n que involucre la relacio´n
existente entre la media y la variabilidad dada por φ o´ σ2.
La literatura aborda el estudio de la varianza σ2 de acuerdo al modelo de precisio´n
siguiendo la ecuacio´n que relaciona a µi, φi y σ
2
i
σ2i =
µi(1− µi)
φi + 1
. (3.5)
Sin embargo, cabe resaltar que luego de hacer la estimacio´n y prediccio´n de valores,
esta ecuacio´n corresponde a una aproximacio´n a σ2i y, por lo tanto, el modelamiento directo
de la varianza merece especial atencio´n, ya que no solo se gana en la interpretacio´n sobre
la variabilidad de los datos, sino que adema´s puede existir una ganancia en te´rminos de
la reduccio´n de errores de estimacio´n producto de la mejor explicacio´n que puede dar el
modelo de varianza sobre σ2.
3.2. Perspectiva cla´sica
3.2.1. Modelos de efectos fijos
Un primer acercamiento lo hace Paolino (2001) en la aplicacio´n del modelo de regresio´n
Beta en la explicacio´n de proporciones, sin embargo, un referente desde la perspectiva
cla´sica es realizado por Ferrari & Cribari-Neto (2004); el cual bajo un enfoque diferente y
con un mayor campo de aplicacio´n muestra toda la metodolog´ıa en el ajuste de modelos:
estimacio´n, pruebas de hipo´tesis sobre la significancia de los para´metros, interpretacio´n
y diagno´stico, siguiendo la perspectiva de los MLG. El modelo estudiado en este caso
esta relacionado con la parametrizacio´n dada en la ecuacio´n (3.2) donde φ es constante.
Al igual que en los modelos binomiales la interpretacio´n de los para´metros β surge de
forma natural y similar bajo la figura de la razo´n de odds; se puede mostrar que por cada
c unidades que se incrementa la variable j, asociada al coeficiente βj , la posibilidad de
aumento o decremento respecto a esta´ variable esta dado en te´rminos de:
exp(cβj) =
µ∗/(1− µ∗)
µ/(1− µ)
donde µ∗ corresponde al valor afectado por el incremento, dejando constante las restantes
j−1 variables explicativas, y µ es el valor obtenido sin el incremento. Otros tipos de enlaces
como el probit, log-log o´ complemento log-log pueden ser considerados; cabe resaltar que
a lo largo del documento no sera´n objeto de estudio. El proceso de estimacio´n define
unas ecuaciones de estimacio´n bajo las funciones de score asociadas al gradiente de la
log-verosimilitud, esto es Uβ(β, φ) y Uφ(β, φ), determinando un sistema de ecuaciones al
igualar a cero. Estas ecuaciones no se pueden resolver anal´ıticamente y por tanto requiere
de un me´todo de optimizacio´n nume´rico como Newton-Raphson, Fisher Scoring o quasi-
Newton (Lange, 1999). Bajo condiciones de regularidad, Ferrari & Cribari-Neto (2004)
presenta que las estimaciones por ma´xima verosimilitud son asinto´ticamente normales:
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(a) Varianza parametrizada: (µ, σ2 = 0.0025) (Izq.) y (µ, σ2 = 0.01) (Der.).
(b) Varianza parametrizada: (µ, σ2 = 0.0625) (Izq.) y (µ, σ2 = 0.09) (Der.).
(c) Varianza parametrizada: (µ = 0.5, σ2).
Figura 3.1. Formas distribucionales para la parametrizacio´n de media y varianza de la distribu-
cio´n Beta.
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(
β̂
φ̂
)
∼ Np
((
β
φ
)
,K−1
)
(3.6)
donde K representa la matriz de informacio´n de Fisher con componentes fuera de la diago-
nal asociados a las derivadas cruzadas de β y φ, y los cuales son diferentes de cero, haciendo
e´nfasis en las consideraciones ya mencionadas como es la ausencia de ortogonalidad entre
los para´metros.
Un inconveniente que se presenta en la estimacio´n de para´metros surge en el modela-
miento de muestras pequen˜as, donde se hace necesario la correccio´n de sesgo desarrollada
por Ospina et al. (2006) bajo tres perspectivas diferentes: a trave´s de la descomposicio´n de
Cox & Snell, por medio de la modificacio´n de la funcio´n score denominado en la literatura
como un el me´todo “preventivo” y por un esquema nume´rico de remuestreo a trave´s de
Bootstrap. Ospina et al. (2006) advierte, adema´s, que la no correccio´n del sesgo puede
incidir en la pe´rdida de precisio´n de los intervalos del (1 − α) × 100 % de confianza que
Ferrari & Cribari-Neto (2004) los fundamenta como una estad´ıstica de Wald; para el caso
del coeficiente βj en la explicacio´n de la media es β̂j ± z1−α/2se(β̂j), y para la precisio´n
constante φ tiene limites φ̂± z1−α/2se(φ̂), con se(·) el error esta´ndar de la estimacio´n.
La extensio´n del modelo propuesto por Ferrari & Cribari-Neto (2004) es plasmada en
los resultados de Simas et al. (2009), para un modelo que recoge la estructura presentada
en (3.4) donde la funcio´n de score para los para´metros de la dispersio´n es Uγ(β,γ). El
proceso de estimacio´n se lleva a cabo mediante optimizacio´n nume´rica no lineal por medio
del algoritmo de Broyden-Fletcher-Goldfarb-Shanno (Lange, 1999). La correccio´n de sesgo
se presenta bajo la metodolog´ıa de Ospina et al. (2006), enfatizando sobre la correccio´n
realizada directamente sobre las estimaciones de µi y φi. Simas et al. (2009) adema´s
muestra una extensio´n del modelo lineal al modelamiento no lineal en funcio´n de ηi =
f(Xi;β) dejando a φi en te´rminos del modelo lineal general ya definido.
3.3. Perspectiva bayesiana
3.3.1. Modelos de efectos fijos y su aplicacio´n al modelo de regresio´n Beta
Esta primera parte de la seccio´n se encarga de describir el algoritmo de estimacio´n
para los modelos de dispersio´n y varianza, donde el componente sistema´tico esta´ dado
en funcio´n de covariables fijas y conocidas. En primera instancia, se menciona el trabajo
realizado por Gamerman & Freitas (2006) en el contexto de los MLG, y el cual es piedra
angular para los desarrollos de los procedimientos de estimacio´n en el modelo de regresio´n
Beta. Adema´s, se describen algunas estad´ısticas de ajuste (AIC, BIC, DIC) y residuales
(estandarizados y tipo desv´ıo) que permiten construir un gra´fico de bandas simuladas
o envelope, que es propuesto en este trabajo para hacer el diagno´stico de los modelos.
Los resultados que atan˜en a la distribucio´n Beta son programados de tal forma que se
compilaran y estara´n disponibles en el repositorio CRAN (R Core Team, 2013), permitiendo
hacer la estimacio´n bayesiana de los modelos de precisio´n y varianza, junto con algunas
herramientas de diagno´stico que permita al usuario hacer uso de los modelos que aca´ se
describen.
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3.3.1.1. Desarrollo para el modelo de regresio´n Beta
El algoritmo de estimacio´n para el modelo de regresio´n Beta con efectos fijos esta´ dado
en funcio´n del procedimiento descrito en la seccio´n 2.2.2 para los MDG. Luego, se hace
necesario encontrar las variables de linealizacio´n para la media y la variabilidad (φ o´ σ2),
que en conjunto con la varianza respectiva, define de manera u´nica el procedimiento. La
Tabla 3.1 presenta cada una de estas variables en conjunto con sus varianzas, las cuales
son obtenidas teniendo en cuenta el modelo presentado en la ecuacio´n (3.4) con enlace
log´ıstico para la media y enlace exponencial para φi o´ σ
2
i . Adema´s, la obtencio´n de estas
variables tiene como fundamento las siguientes consideraciones:
• En el caso del modelo de dispersio´n, el resultado es tra´ıdo al texto de los desarrollos
de Cepeda & Gamerman (2005). Donde la variable de aproximacio´n lineal para φi
es ti =
(pi+qi)
2
pi
Yi (la cual satisface E(ti) = φi).
• Como propuesta de esta tesis, el modelo de varianza tiene como variable de trabajo
ti =
qiYi
(pi + qi + 1)(pi + qi)
la cual es insesgada respecto de σ2i (E(ti) = σ
2
i ). Obtenida segu´n la aproximacio´n de
Taylor presentada en la seccio´n 2.2.2.
Tabla 3.1. Variables de trabajo para el modelo de regresio´n Beta.
Modelo Parametrizacio´n Variable de trabajo Varianza
Media y precision
µi X
′
iβ
(j) +
yi−µ(j)i
µ
(j)
i
(
1−µ(j)i
) 1(
φ
(j)
i +1
)
µ
(j)
i
(
1−µ(j)i
)
φi Z
′
iγ
(j) + yi
µ
(j)
i
− 1 1−µ(j)i
µ
(j)
i
(
φ
(j)
i +1
)
Media y varianza
µi X
′
iβ
(j) +
yi−µ(j)i
µ
(j)
i
(
1−µ(j)i
) (σ2i )(j)
(µ
(j)
i
(
1−µ(j)i )
)2
σ2i
Z ′iγ
(j) + yi
µ
(j)
i
− 1 (σ2i )(j)
µ
(j)
i
3.3.2. Diagno´stico de ajuste del modelo de regresio´n Beta
Este apartado retoma lo presentado por Ferrari & Cribari-Neto (2004) respecto del
diagno´stico del modelo frente a los datos y se adapta al proceso de estimacio´n bayesiana
descrita en este cap´ıtulo. Cabe resaltar, una vez ma´s, que para el modelo de varianza no se
encontro´ la metodolog´ıa de diagno´stico en la literatura revisada y su desarrollo se encuen-
tra propuesto en este trabajo. As´ı, la implementacio´n computacional abarca las siguientes
estad´ısticas: residuales estandarizados (rei) y tipo desv´ıo rdi , criterio de informacio´n de
Akaike (AIC), Bayesiano (BIC) y el criterio de informacio´n tipo desv´ıo (DIC, desarrolla-
do particularmente en este trabajo) (Spiegelhalter et al., 2002). La explicacio´n de cada
te´rmino se encuentra descrita en el Ape´ndice C, donde a partir de la descripcio´n de los
residuales rei y rdi se construye un gra´fico aplicado ampliamente en el diagno´stico de los
MLG, denominado en la literatura como half-normal plot o´ envelope o´ gra´fico de bandas
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simuladas. La implementacio´n en este caso esta´ dada en funcio´n de la generacio´n de unas
bandas de confianza con base en los residuales obtenidos a partir del modelo de regresio´n
Beta (Gilberto, 2010; Ferrari & Cribari-Neto, 2004). Los residuales que se trabajan en
este documento esta´n dados por expresiones que relacionan a las parejas µi, φi y µi, σ
2
i ,
definidas como sigue:
• Residuales estandarizados: este tipo de residuales se definen de manera general
como:
rei =
yi − µ̂i√
V̂ ar(yi)
con V̂ ar(yi) =
µ̂i(1−µ̂i)
φ̂i+1
en el caso del modelo de dispersio´n y V̂ ar(yi) = σ̂2i para el
modelo de varianza propuesto a trave´s del documento.
• Residuales tipo desv´ıo:
– La log-verosimilitud definida para el modelo de media y dispersio´n como
logL(Y|β,γ) = ∑ni=1 li(µi, φi), donde:
li(µi, φi) = log Γ(φi)− log Γ(µiφi)− log Γ((1− µi)φi)+ (3.7)
(µiφi − 1) log yi + [(1− µi)φi − 1] log(1− yi)
luego el residual tipo desv´ıo para este modelo es (McCullagh & Nelder, 1989)
rdi = sign(yi − µ̂i){2[li(yi, φ̂i)− li(µ̂i, φ̂i)]}1/2
– En el caso del modelo de media y varianza desarrollado en esta´ tesis se define
bajo la log-verosimilitud, logL(Y|β,γ) = ∑ni=1 li(µi, σ2i ), donde:
li(µi, σ
2
i ) = log Γ
(
(1− µi)µi
σ2i
− 1
)
− log Γ
(
(1− µi)µ2i
σ2i
− µi
)
− (3.8)
log Γ
(
(1− µi)(µi − µ2i − σ2i )
σ2i
)
+[
(1− µi)µ2i
σ2i
− µ1 − 1
]
log yi+[
(1− µi)(µi − µ2i − σ2i )
σ2i
− 1
]
log(1− yi)
luego el residual tipo desv´ıo para este modelo es
rdi = sign(yi − µ̂i)[2(li(yi, σ̂2i)− li(µ̂i, σ̂2i))]1/2
Teniendo en cuenta los residuales estandarizados o tipo desv´ıo se propone generar el
gra´fico de ajuste mediante el siguiente procedimiento, adaptado tanto para el modelo de
varianza como el de dispersio´n:
1. Ajuste el modelo a trave´s del algoritmo presentado en la seccio´n 2.2.2 siguiendo las
variables propuestas en la Tabla 3.1 (modelo de dispersio´n o modelo propuesto de
varianza, M1).
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2. Calcule los residuales estandarizados o tipo desv´ıo con base en el modelo M1.
3. Simule una muestra aleatoria de taman˜o n teniendo en cuenta el modelo M1 (Ys =
(Y s1 , Y
s
2 , . . . , Y
s
n )
′), tomando como argumentos para la distribucio´n Beta a µ̂i y σ̂2i
(o´ φ̂i).
4. Para la muestra simulada, ajuste de nuevo el modelo siguiendo el mismo algoritmo
(con las mismas especificaciones del modelo M1) tomando como variable respuesta
la variable Ys y calcule de nuevo los residuales1.
5. Repita este proceso k veces. Gilberto (2010) presenta una recomendacio´n hecha por
Atkinson donde un nu´mero apropiado es k ≥ 19.
6. Para cada uno de los k vectores de residuales de taman˜o n, calcule el mı´nimo, ma´ximo
y percentiles del 2.5 % y 97.5 % (para conformar bandas del 95 % de confianza).
7. Graficar los valores calculados en (6) y los residuales ordenados originales, calculados
en 2., respecto de los valores Φ−1
(
i+n−0.125
2n+0.5
)
siendo Φ(·) la distribucio´n Normal
esta´ndar acumulada.
En la literatura, los trabajos de Espinheira et al. (2008a) y Espinheira et al. (2008b)
muestran algunas propuestas adicionales de residuales (ponderados por una matriz de
pesos derivada del proceso de estimacio´n) y estad´ısticas de diagno´stico para puntos de in-
fluencia local, siguiendo la metodolog´ıa de Ferrari & Cribari-Neto (2004). La extensio´n del
diagnostico al modelo dado en (3.4) es realizado por Espinheira et al. (2011). Sin embargo,
este trabajo se limita a los residuales definidos previamente, dejando los propuestos por
Espinheira et al. (2011) como un trabajo futuro a implementar.
3.3.3. Modelos de efectos aleatorios
El modelo de efectos aleatorios tiene como propo´sito extender la aplicacio´n de me-
todolog´ıas estad´ısticas al estudio de nuevos feno´menos relacionados con la existencia de
variabilidad adicional. Por ejemplo, al hacer mediciones en el tiempo de un mismoluego
individuo, se produce una variabilidad inherente al mismo y otra fuente relacionada con
el conjunto de individuos. Dicho agrupamiento de observaciones en cada individuo induce
una variabilidad adicional, que en algunos casos las metodolog´ıas usuales pueden no expli-
carla adecuadamente (Hinde & Demetrio, 1998). Verbeke & Molenberghs (2001) menciona
que replicar el experimento bajo las mismas condiciones no garantiza que se pueda remover
o tratar la variabilidad adicional y, por tanto, se hace necesario un modelo que capture
estas alteraciones en el tratamiento usual de informacio´n.
Un trabajo precursor en la aplicacio´n de los modelos mixtos en el modelamiento de
datos longitudinales es el realizado por Nan & James (1982), donde se presenta el modelo
mixto bajo una respuesta con distribucio´n Normal como un modelo en dos etapas: la
primera comprende la relacio´n entre los diferentes individuos capturada por los para´metros
poblacionales fijos y constantes (primer modelo). La segunda es realizada a trave´s de
los componentes aleatorios que permiten identificar un perfil por individuo modelado de
1EL ajuste del modelo para la muestra simulada inicializa con las estimaciones del modelo M1 como
valores iniciales.
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acuerdo a un componente sistema´tico, que depende del efecto producido por el primer
modelo y una perturbacio´n aleatoria, producto de incorporar interceptos y pendientes
aleatorias2. La estimacio´n de los efectos fijos se realiza a trave´s de ma´xima verosimilitud,
dejando a los componentes de varianza como para´metros estimados a trave´s de ma´xima
verosimilitud restringida (ve´ase el Ape´ndice C). Adicionalmente, en el modelo Normal las
predicciones de los efectos aleatorios se realizan por medio de la prediccio´n a posteriori
de los mismos, de tal forma que se pueda establecer un modelo individual, que permita
estudiar particularmente un individuo y a su vez se establezca la dina´mica poblacional, a
trave´s del estudio de las predicciones de dichos efectos (Bates et al., 2013).
Luego, siguiendo las ideas presentadas por Nan & James (1982), se presenta de for-
ma general la estimacio´n por medio de me´todos bayesianos de modelos mixtos aplicados
fundamentalmente en la explicacio´n de feno´menos relacionados con datos de corte longitu-
dinal, donde la variable respuesta tiene distribucio´n Beta. Fundamentando los resultados
en el algoritmo desarrollado por Gammerman (1996) y lo expuesto en el caso del modelo
de efectos fijos, presentado en la seccio´n 3.3.1.1.
Una diferencia en este caso respecto del modelamiento de efectos fijos, que se ha desa-
rrollando, es relacionado al componente de variabilidad; ya que para el caso del modelo
Beta con efectos aleatorios tanto φ (modelo mixto de precisio´n) como σ2 (modelo mixto
de varianza) se consideran constante en la explicacio´n de la variabilidad. Esta propuesta
radica en la idea de tener un componente aleatorio que ayuda a explicar la variabilidad
en los datos y, por tanto, puede resultar ma´s beneficioso estudiar las constantes, φ o´ σ2,
las cuales tendra´n una interpretacio´n directa respecto de los desv´ıos que tienen los datos
de la media.
Sin embargo, siguiendo las acotaciones mencionadas, para el modelo mixto de varianza
no se encontro´ referencias de acuerdo la literatura revisada y por tanto puede enmarcarse
dentro de un aporte desarrollado en esta tesis. As´ı, un algoritmo de estimacio´n es im-
plementado particularmente para este caso donde adema´s algunas estad´ısticas de ajuste
surgen en el estudio de este modelo. En el caso del modelo mixto de precisio´n, algunos
autores como Cepeda et al. (2014) y Gutierrez (2014) realizaron estudios respecto del
modelamiento de variables tipo Beta con componentes aleatorios, resaltando el trabajo
realizado por Figueroa-Zun˜iga et al. (2013) el cual hace un estudio general de este modelo
apoyando las estimaciones en el software WinBUGS.
Esta seccio´n aborda cada uno de estos modelos desde el punto de vista de la estimacio´n
de los componentes fijos y aleatorios, acudiendo a la metodolog´ıa presentada en cap´ıtulos
anteriores, y fundamentalmente corresponde a una extensio´n del trabajo presentado por
Gammerman (1996) para el caso de los MLG.
3.3.3.1. Modelo de regresio´n Beta con efectos aleatorios
El modelo general se define con base en una muestra aleatoria Y1,Y2, . . . ,Yn donde
ni observaciones se tienen para el individuo i, tal que, Yi = (yi1, yi2, . . . , yini)
′ para i =
1, 2, . . . , n. As´ı, cada yij toma valores acorde a una distribucio´n Beta con para´metros p
y q, los cuales pueden denotarse de acuerdo a la parametrizacio´n de media y dispersio´n,
µij y φij [ve´ase la ecuacio´n (3.2)] o la dada a trave´s de la media y a varianza, µij y σ
2
ij
2Se dice que son interceptos y pendientes aleatorias debido a que cada individuo tiene un comporta-
miento dis´ımil que no puede ser definido previamente y depende de la dina´mica que estos tengan a lo largo
de los tiempos de medicio´n.
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[ver ecuacio´n (3.3)]. El componente sistema´tico esta´ dado siguiendo la metodolog´ıa de un
modelo lineal generalizado mixto3 definido para el individuo i en te´rminos de:
h(µi) = ηi = Xiβ + Ziγi
donde µi = (µi,1, µi,2, . . . , µi,ni)
′ es el vector de medias, Xi es una matriz de taman˜o
ni×p asociada a p covariables conocidas, con β = (β1, β2, . . . , βp)′ el vector de para´metros
fijos asociado. La matriz Zi de dimensio´n ni × l contiene l covariables medidas en los
ni tiempos, la cual, permite modelar el comportamiento interno del individuo i a trave´s
del vector γi = (γ1,i, γ2,i, . . . , γl,i)
′. Adicionalmente, se define para el vector de efectos
aleatorios, γi, una distribucio´n Normal de dimensio´n l con media 0 y matriz de varianzas
y covarianzas D; para el cual se tiene adema´s que γi es independiente de yij .
Luego, segu´n la definicio´n que presenta Zeger & Karim (1991), la verosimilitud para
β y D para´metros de intere´s en el proceso de estimacio´n esta dada por:
L(µij , ζ) ∝
n∏
i=1
∫ ni∏
j=1
f(y|µij , ζ)× exp
(
−1
2
γ ′iD
−1γi
)
dγi (3.9)
donde f(·) hace referencia a la funcio´n de densidad de la distribucio´n Beta para el cual
ζ es igual a φ o´ σ2 segu´n el modelo de dispersio´n o varianza [ve´ase las ecuaciones (3.7)
o´ (3.8)], la cual no tiene solucio´n anal´ıtica excepto en el caso de tener observaciones bajo la
distribucio´n Normal. Luego, se hace necesario recurrir a un me´todo iterativo que permita
obtener estimaciones de forma sencilla y eficiente. As´ı, apoyado el problema en el contexto
bayesiano, se puede definir en torno a cada uno de los bloques de para´metros β, γ1, γ2, . . . ,
γn y D, las distribuciones a priori que determinan de forma evidente una distribucio´n a
posteriori, que a trave´s de un me´todo h´ıbrido (Metropolis within Gibbs) nos de´ los insumos
suficientes para determinar de forma eficaz las estimaciones de los para´metros. As´ı, basado
en las siguientes distribuciones a priori para cada uno de los para´metros de intere´s
β ∼ N(b,B)
D ∼ IW (gl,S)
ζ ∼ N(g,G2)
donde la sigla IW hace referencia a la distribucio´n Wishart inversa con grados de libertad
gl ≥ t y matriz definida positiva S (ver Ape´ndice C). Se puntualiza que ζ es unidimensional
y por tanto la distribucio´n N(g,G2) es una funcio´n escalar. Teniendo en cuenta estas
consideraciones, la distribucio´n a posteriori pi(β,γ1, . . . ,γn,D, ζ) definida por un lado
para el modelo mixto de precisio´n y, por otro, para el modelo mixto propuesto de varianza
toman la siguiente forma funcional:
3Un modelo lineal generalizado mixto corresponde a una extensio´n del MLG donde el componente
sistema´tico se define en te´rminos de coeficientes fijos y aleatorios (Zeger & Karim, 1991).
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• Para el modelo mixto de dispersio´n constante
pi(β,γ1, . . . ,γn,D, φ) ∝
n∏
i=1
ni∏
j=1
Γ(φ)
Γ(µijφ)Γ((1− µij)φ)y
µijφ−1
ij (1− yij)(1−µij)φ−1
× exp
(
−1
2
(β − b)′B−1(β − b)
)
× |D|n/2 exp
(
−1
2
n∑
i=1
γ ′iD
−1γ
)
× |D|−gl/2 exp
(
−1
2
traza(D−1S)
)
× exp
(
−1
2
(
φ− g
G
)2)
(3.10)
• Para el modelo mixto de varianza constante
pi(β,γ1, . . . ,γn,D, σ
2) ∝
n∏
i=1
ni∏
j=1
Γ
(
(1−µij)µij
σ2
− 1
)
Γ
(
(1−µij)µ2ij
σ2
− µij
)
Γ
(
(1−µij)(µij−µ2ij−σ2)
σ2
)
× y
(1−µij)µ2ij
σ2
−µij−1
ij (1− yi)
(1−µi)(µi−µ2i−σ2)
σ2
−1
× exp
(
−1
2
(β − b)′B−1(β − b)
)
× |D|n/2 exp
(
−1
2
n∑
i=1
γ ′iD
−1γ
)
× |D|−gl/2 exp
(
−1
2
traza(D−1S)
)
× exp
(
−1
2
(
σ2 − g
G
)2)
(3.11)
Tanto la distribucio´n presentada en (3.10) como (3.11) son intratables desde el punto
de vista de hacer una estimacio´n completa de los para´metros, debido a la complejidad
que estas inducen. En la literatura se encuentran trabajos relacionados, mencionando el
desarrollo realizado por Zeger & Karim (1991) en el contexto bayesiano, donde se hace
uso del algoritmo de Gibbs para obtener muestras de las distribuciones a posteriori de los
para´metros para un MLG mixto. Este trabajo es retomado y ampliado por Gammerman
(1996), presentando un escenario similar y el cual es la piedra angular para el desarrollo
del me´todo que aca´ se describe, ya que presenta de forma general el tratamiento de cada
para´metro de intere´s en el proceso de estimacio´n. Gammerman (1996) adema´s hace aplica-
ciones a modelos ma´s complejos donde no necesariamente se restringe a la implementacio´n
de distribuciones a priori normales.
Se resalta que el trabajo realizado en el caso del modelamiento de variables pertene-
cientes a la familia bipara´metrica, incorporando efectos aleatorios, es realizado por Cepeda
et al. (2014) para un conjunto de modelos que difieren de los planteados en este trabajo, sin
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embargo se apoyan en los desarrollos descritos por Gammerman (1996) y Cepeda (2001),
los cuales han sido aplicados a lo largo de este trabajo.
Otros trabajos que cabe mencionar son los realizados por Gutierrez (2014) para MLG
no lineales con efectos aleatorios, donde se desarrolla un algoritmo de estimacio´n basado en
los trabajos de Gammerman (1996) y Cepeda et al. (2014) . Por otro lado, el estudio de los
modelos lineales mixtos bajo la distribucio´n Beta es abordado por Figueroa-Zun˜iga et al.
(2013), donde se presenta un estudio de simulacio´n basado en diferentes combinaciones
para la media y la dispersio´n, en que el estudio es llevado a cabo a trave´s de WinBUGS
(Lunn et al., 2000)4.
3.3.3.2. Algoritmo de estimacio´n
Al igual que en la seccio´n 3.3.1.1, se presenta en forma sistema´tica el proceso de
estimacio´n tanto para el modelo de dispersio´n como el de varianza que se proponen en este
documento. Se asume en la siguiente descripcio´n que ζ = φ o´ ζ = σ2 para reducir l´ıneas en
el desarrollo. Definiendo las distribuciones marginales objetivo y siguiendo lo planteado por
el algoritmo de Gibbs estas distribuciones son pi[β|γi,D, ζ, yij ], pi[γi|β,D, ζ], pi[D|β, γi, ζ]
y pi[ζ|D, β, γi] y esta´n definidas como sigue:
Para β: la estimacio´n de los para´metros fijos se basa en la distribucio´n marginal:
pi(β|γi,D, ζ, yij) ∝
n∏
i=1
ni∏
j=1
f(y|µij , ζ)× exp
(
−1
2
(β − b)′B−1(β − b)
)
(3.12)
luego asumiendo que Ziγi es un componente fijo en la estimacio´n de β (offset),
la variable de trabajo y˜ij es igual a las presentadas en la Tabla 3.1 para la media
(tanto para el modelo de dispersio´n como el de varianza); teniendo en cuenta esta
consideracio´n, se obtiene que el kernel k1(β
j |·) es igual al presentado en la ecuacio´n
(2.6).
Para γi: la estimacio´n de los efectos aleatorios se basa en la distribucio´n marginal
pi(γi|β,D, ζ) ∝
n∏
i=1
ni∏
j=1
f(y|µij , ζ)× |D|n/2 exp
(
−1
2
n∑
i=1
γ ′iD
−1γ
)
(3.13)
siendo en este caso Xiβ
(j) una constante en el proceso de estimacio´n de γ
(j)
i (offset),
de forma tal que la variable de trabajo para la observacio´n (i, j) esta´ dada por
y˜ij = Zijγ
(j)
i +
yij − µ(j)ij
µ
(j)
ij (1− µ(j)ij )
(3.14)
4WinBUGS (Lunn et al., 2000) es un software que permite de forma flexible hacer estimaciones baye-
sianas a trave´s de la incorporacio´n de diferentes algoritmos de muestreo: Metropolis Hastings o´ Slice y el
cual tiene versiones que permiten obtener los resultados directamente en R mediante un wrap de co´digo
que llama al programa y el cual se ejecuta en segundo plano (Sturtz et al., 2005). Sin embargo, algunas
limitaciones se desprenden del uso de WinBUGS ya que al ser un software educativo, este no puede ser
optimizado por el usuario para que se obtengan estimaciones a conjuntos de datos de gran volumen. Otra
desventaja es que se tiene un total desconocimiento del proceso de estimacio´n que realiza y por lo tanto
los errores que genera pueden ser intratables desde el punto de vista computacional.
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donde Zij = (zi1, zi1, . . . , zil) e i = 1, 2, . . . , ni y para la cual su varianza es ide´ntica a
la presentada en la Tabla 3.1 para la explicacio´n de los para´metros de la media y, por
tanto, su distribucio´n esta´ dada a partir de la ecuacio´n (2.6) haciendo la modificacio´n
de la variable de trabajo para cada individuo.
Para D: este componente de varianza esta´ definido a partir de la siguiente distribucio´n
pi(D|β, γi, ζ) ∝ |D|(n+v)/2 exp
[
−1
2
tr
(
D−1
{
S +
n∑
i=1
γi
′γi
})]
(3.15)
la cual es el kernel de una distribucio´n Wishart inversa IW (S +
∑n
i=1 γi
′γi, n+ gl).
As´ı, en la estimacio´n de la matriz de varianzas y covarianzas de los efectos aleatorios
no es necesario definir un algoritmo iterativo, ya que se puede obtener muestras
directamente de la distribucio´n.
Para ζ: la estimacio´n del segundo componente de varianza se define teniendo en cuenta que
tanto φ como σ2 son constantes, luego basta apoyarse en el mismo proceso presentado
para la obtencio´n de la variable de trabajo y˘ij donde h(·) es la funcio´n identidad. Al
igual que en los casos anteriores se desea obtener muestras de la distribucio´n:
pi(ζ|D, β, γi) ∝
n∏
i=1
ni∏
j=1
f(y|µij , ζ)×G−1 exp
(
−1
2
(
ζ − g
G
)2)
(3.16)
Las variables de trabajo para definir ζ = φ o ζ = σ2 es presentado en la Tabla 3.2
que corresponde a la propuesta del modelamiento tanto para la media como para la
dispersio´n en este documento.
Tabla 3.2. Variables de trabajo para φ y σ2
Para´metro y˘ij V ar(y˘ij)
φ φ
(j)
µij
yij
[φ(j)]2(1−µij)
(φ(j)+1)µij
σ2 (σ
2)(j)
µij
yij
[(σ2)(j)]3
(µij)2
El proceso de estimacio´n se basa en la definicio´n de algunos kernel que permitiran, a trave´s
del algoritmo de Metropolis-Hastings, obtener estimaciones segu´n cada una de las margi-
nales definidas previamente. Esta descripcio´n corresponde a un algoritmo de Metropolis-
Hastings within Gibbs, lo cual es programado bajo el software estad´ıstico R (R Core
Team, 2013) y permite reproducir las diferentes cadenas de estimacio´n para los diferentes
bloques de para´metros. Esto se hace a trave´s de dos funciones, que en cada caso se estima
un modelo de precisio´n y otro de varianza, donde su componente sistema´tico se ve afectado
por la inclusio´n de un vector aleatorio que modela a cada individuo y flexibiliza el ana´lisis
de datos. El proceso de estimacio´n se resume en los siguientes pasos:
1. Inicie el contador en j = 1 con los valores iniciales β(0), D(0), (σ2)(0) (o´ φ(0)
para el modelo de dispersio´n). Genere i = 1, 2, . . . , n vectores aleatorios γi ∼
N(0,D(0)). Proponga distribuciones a priori p(β) = N(b,B), p(γi) = N(0,D),
p(D) = IW (S, v) y p(σ2) = N(g,G2) [o´ p(φ) = N(g,G2)].
CAPI´TULO 3. MODELOS DE REGRESIO´N BAJO LA DISTRIBUCIO´N BETA 25
2. Genere un nuevo valor β∗ ∼ k1(β(j)|·), calcule la probabilidad de aceptacio´n
α1(β
(j),β∗), en caso de aceptar el nuevo valor actualice a β(j+1) = β∗.
3. Para cada i genere un nuevo valor siguiendo la variable de trabajo presentada en la
ecuacio´n (3.14), tal que γ∗i ∼ k2(γ(j)i |·). Determine a trave´s de la probabilidad de
aceptacio´n α2(γ
(j)
i ,γ
∗
i ) si efectivamente se puede asumir γ
(j+1)
i = γ
∗
i .
4. Luego de obtener para cada i una estimacio´n de γ∗i , calcule S˜ = S +∑n
i=1
(
γ
(j)
i
)′(
γ
(j)
i
)
con grados de libertad igual a v + n y genere D(j+1) ∼
IW (S˜, v + n).
5. A trave´s del kernel k3((σ
2)(j)|·), genere un nuevo valor (σ2)∗ y determine por medio
de α3[(σ
2)(j), (σ2)∗] si puede asumirse un nuevo valor (σ2)(j+1) = (σ2)∗. Aplica de
la misma forma para φ(j+1).
6. Repita los pasos 2 a 5 hasta lograr la convergencia.
El siguiente cap´ıtulo se encarga de hacer la evaluacio´n de cada uno de los modelos:
modelo de efectos fijos y modelos mixtos, de acuerdo a la comparacio´n del ajuste, reduccio´n
de errores y reduccio´n del error cuadra´tico medio de estimacio´n para β a trave´s de un
proceso de simulacio´n.
3.4. Conclusio´n del cap´ıtulo
Cada uno de los procedimientos, tanto para el modelo de dispersio´n como el modelo de
varianza en sus versiones de efectos fijos o´ de efectos mixtos fueron descritos a cabalidad,
resaltando por un lado que en el caso del modelo de efectos fijos existe un trabajo previo
para el modelo de dispersio´n, que se ha desarrollado ampliamente en la literatura.
Por otro lado, el modelo de varianza estudiado en primera instancia por Cepeda (2012),
se propuso con el objetivo de definir un mejor modelo respecto de la interpretacio´n de
la variabilidad, y como se estudiara´ en el Cap´ıtulo 4 en la reduccio´n de sus errores y
aumento del ajuste del modelo a los datos simulados. Adicionalmente, se presentaron
algunas estad´ısticas de ajuste relacionadas con los residuales estandarizados y tipo desv´ıo,
criterios de informacio´n y gra´ficos que permiten hacer una evaluacio´n concienzuda de los
modelos.
Respecto del modelo mixto, se han propuesto dos modelos que resumen la variabilidad
propia de los datos a trave´s de los para´metros constantes de precisio´n o varianza, φ o´ σ2,
y que permite adema´s hacer un estudio de datos de corte longitudinal. Para cada uno
se propone un algoritmo de estimacio´n determinando submodelos para cada individuo
dadas las predicciones para los efectos aleatorios. Al igual que en el caso anterior, se
implementaron rutinas que calculan los criterios de informacio´n para hacer la comparacio´n
del ajuste de cada uno de los modelos.
4Estudio de simulacio´n
Esta parte del documento abarca la aplicacio´n principal de los temas relacionados
en el Cap´ıtulo 3. El estudio, que se lleva a cabo en esta parte de la tesis, radica en la
comparacio´n entre el modelo de varianza (σ2) y el modelo de dispersio´n (φ), que en ambos
casos resume la variabilidad en los datos. La puesta en escena de cada uno se da respecto
del ajuste a datos simulados, reduccio´n de errores en la estimacio´n y reduccio´n del error
cuadrado medio emp´ırico de β (ECMEβ), calculado a trave´s de un proceso de simulacio´n.
En primera instancia se hace una comparacio´n de los modelos que describen la infor-
macio´n con efectos fijos, para luego hacer una confrontacio´n de los modelos mixtos que
describen tanto la varianza como la dispersio´n. Adicionalmente, cada ana´lisis tiene con-
sigo un ca´lculo del sesgo y del porcentaje de cobertura de los intervalos de credibilidad
obtenidos a partir de las muestras.
Estos resultados son obtenidos luego de hacer una implementacio´n en R (R Core
Team, 2013) y hara´n parte de un conjunto de rutinas que estara´n disponibles en el repo-
sitorio CRAN, a trave´s de un paquete estad´ıstico. Estos procedimientos permiten hacer la
estimacio´n bayesiana de cada uno de los modelos descritos en el Cap´ıtulo 3.
• Las distribuciones a priori escogidas para hacer el proceso de estimacio´n son:
– En caso del modelo de efectos fijos la a priori de β es Normal multivariada de
media 0 y matriz de varianzas y covarianzas 100Ip, siendo Ip la matriz ide´ntica
de orden p. Ana´logamente para γ se escoge una distribucio´n N(0, Im) como
distribucio´n a priori, con Im la matriz identidad de orden m.
Los valores iniciales para β esta´n dados en funcio´n de las estimaciones por
mı´nimos cuadrados ordinarios (MCO). Para el modelo de dispersio´n γ(0) =
(1, 1)′ y el modelo de varianza es γ(0) = (−1,−1)′.
– Las comparaciones en el caso de modelos de efectos fijos son hechas respecto de
dos modelos adicionales diferentes al original con el que se simulan los datos:
modelo de variabilidad constante y con covariable. Para los modelos de efectos
mixtos la comparacio´n se hace entre φ o´ σ2 segu´n corresponda.
– En el caso del modelo de efectos aleatorios la distribucio´n a priori para β es
N(0, 100Ip), p(φ) = N(50, 100) y p(σ
2) = N(0, 1). Donde la matriz de varianzas
y covarianzas, D, tiene distribucio´n a priori p(D) = IW (2, 0.1I2).
Los valores iniciales para β se obtienen por medio de MCO. φ(0) = 100 y
(σ2)(0) = 0.1. Se mantiene como valor inicial D(0) = 0.1I2 del cual se generan
el primer vector γ(0) que permite hacer la primera iteracio´n.
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• Los ca´lculos relacionados con los ECMEβ son realizados bajo 100 simulaciones. Y
debido a que ECMEβ es una matriz de dimensiones acordes a β, se decide hacer
el comparativo frente a la traza de la matriz y su determinante. Adicionalmente, de
las simulaciones se hace el ca´lculo del sesgo estimado y el porcentaje de cobertura
de los intervalos de credibilidad.
• Los gra´ficos tipo envelope se realizan con k = 19 re´plicas del modelo en cada caso
(Gilberto, 2010), siguiendo lo expuesto en el capitulo anterior en la definicio´n del
gra´fico de bandas simuladas bajo los diferentes tipos de residuales.
4.1. Comparacio´n de modelos con efectos fijos
Los diferentes escenarios que se plantean a continuacio´n tienen como objetivo mostrar
como es el comportamiento de los modelos de varianza, que se proponen en el Cap´ıtulo
3, frente a los modelos de precisio´n que en ambos casos permiten ajustar modelos a datos
con respuesta Beta. La idea es hacer un comparativo desde diferentes puntos de vista:
mostrar que el modelo de varianza retorna los para´metros simulados correctamente, fren-
te a diferentes marcos de datos, determinar que efectivamente hay una reduccio´n de los
errores (estimacio´n y ECMEβ) y presentar algunas estad´ısticas de ajuste que sustentan
la eficacia ganada con el modelo. Para cada una de las simulaciones que se encuentran
a continuacio´n se realizaron dos pruebas de convergencia: test de Geweke (Gamerman &
Freitas, 2006) y test de Heidelberger y Welch (Sahlin, 2011), los cuales arrojaron, des-
pue´s de un periodo para alcanzar la convergencia (burn-in period) que oscila entre 10,000
y 30,000 iteraciones, que efectivamente se puede hacer la estimacio´n de para´metros de
acuerdo a las distribuciones a posteriori estacionarias. Estos resultados se encuentran en
la tabla B.1 del Ape´ndice B.
• Primer modelo (M1) con taman˜o de muestra n = 50.
logit(µi) = −0.8 + 1.5xi con xi ∼ U(0, 1)
φ = 1.5 = exp(0.40)
Los resultados presentados en la Tabla 4.1 muestra las estimaciones para el modelo
M1. En primera instancia el modelo de dispersio´n con el cual se generan los datos
retorna los para´metros estimados β̂ = (−1.001, 1.906) y φ̂ = 1.572, y para el cual los
intervalos de credibilidad del 95 % de confianza obtenidos a partir de la distribucio´n
contienen al para´metro.
Los errores esta´ndar para cada uno de los modelos en el comparativo son muy pa-
recidos, sin embargo, para el modelo de varianza variable se tienen errores un tanto
ma´s grandes que en el caso de precisio´n y varianza constante, segu´n los resultados
de la simulacio´n. En los modelos de varianza se observa de forma similar que los
intervalos de credibilidad contienen a los diferentes para´metros y, en caso de asumir
σ2 constante, la desviacio´n esta´ndar estimada es
√
0.093 = 0.304, siendo esta una
medida ma´s fa´cil de interpretar que la dispersio´n.
Los gra´ficos tipo envelope se presentan en la Figura 4.1, donde efectivamente los dife-
rentes modelos ajustan correctamente a los datos, ya que los residuales se encuentran
dentro de las bandas simuladas y no exhiben un comportamiento que indique una
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Tabla 4.1. Estimaciones para M1: β = (−0.8, 1.5)′ y φ = 1.5.
Para´m. θ θ̂ Error est. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Precisio´n
β0 -0.8 -1.001 0.331 -1.641 -1.228 -1.000 -0.778 -0.367
-179 -173 -180β1 1.5 1.906 0.669 0.579 1.451 1.907 2.369 3.188
φ 1.5 1.572 0.316 0.990 1.346 1.564 1.786 2.211
Varianza constante
β0 -0.8 -0.891 0.340 -1.543 -1.087 -0.890 -0.677 -0.262
-175 -167 -176β1 1.5 1.732 0.699 0.418 1.318 1.718 2.136 3.106
σ2 - 0.093 0.037 0.064 0.082 0.089 0.096 0.124
Varianza variable
β0 -0.8 -1.034 0.545 -1.994 -1.440 -1.065 -0.667 0.057
-194 -188 -195
β1 1.5 1.848 1.051 -0.210 1.077 1.867 2.621 3.787
h(σ2i ) = γ0 + γ1xi
γ0 - -1.691 1.525 -4.572 -2.754 -1.716 -0.691 1.622
γ1 - 1.991 2.342 -2.198 0.385 1.827 3.427 7.173
ausencia de buen ajuste. Sin embargo, la Tabla 4.1 muestra bajo los criterios de
informacio´n el modelo de varianza tiene un mejor ajuste, aunque considera un com-
ponente adicional dado por la expresio´n de su varianza. Al referirnos al modelo de
varianza constante, la Tabla 4.2 deja entrever que realmente si existe una disminucio´n
de su ECMEβ (0.087) y los errores de estimacio´n (diagonal de la matriz ECMEβ);
siendo este un modelo similar en cuanto a su ajuste al modelo de dispersio´n (AIC
= -175, BIC = -167 y DIC = -176). Aunque los porcentajes de cobertura de los
intervalos de confiabilidad son inferiores a los esperados, el sesgo puede considerarse
despreciable ya que no existe una discrepancia marcada respecto del porcentaje en
cuestio´n (95 %).
Tabla 4.2. Ca´lculo del ECMEβ para M1: β = (−0.8, 1.5)′ y φ = 1.5.
Para´m. Traza Det. ECMEβ Sesgo %Cober.(95 %)
Precisio´n
β0 1.175 0.048
0.245 -0.424 0.159 92 %
β1 -0.424 0.930 -0.379 91 %
Varianza constante
β0 0.877 0.025
0.169 -0.308 0.102 91 %
β1 -0.308 0.708 -0.196 87 %
Varianza variable β0
1.389 0.087
0.252 -0.447 0.125 78 %
h(σ2i ) = γ0 + γ1xi β1 -0.447 1.137 -0.251 88 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.).
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• Segundo modelo (M2) con taman˜o de muestra n = 50.
logit(µi) = 3.2− 4.3xi con xi ∼ U(0, 1)
σ2 = 0.001 = exp(−6.90)
El cambio se determina en la estructura de variabilidad, ya que se modela directa-
mente la varianza, y como punto de comparacio´n se considera el modelo de dispersio´n
constante y variable, cuyos resultados se hallan descritos en la Tabla 4.3. En este
caso el modelo de varianza constante retorna los para´metros estimados con un error
menor y un ajuste considerablemente mayor a los modelos de dispersio´n (DIC =
-195). Cabe resaltar que la variabilidad asumida es pequen˜a y, por tanto, merece
atencio´n los diferenciales que muestra el modelo de varianza respecto al modelo de
dispersio´n. La Tabla 4.4 presenta los errores cuadra´ticos medios donde los mode-
los de dispersio´n variable y varianza constante son muy parecidos, y con errores de
estimacio´n similares (elementos de la diagonal del ECMEβ). La diferencia notable
radica en el modelo de dispersio´n constante que, con errores mayores y una traza del
ECMEβ mayor, llega a ser el modelo que menos se ajusta a los datos.
Como punto comparativo se presenta los gra´ficos de ajuste (Figura 4.2), en que los
residuales obtenidos del modelo siguen la distribucio´n y por lo tanto no hay indivi-
duos por fuera de las bandas de confianza; particularmente el modelo de varianza
constante exhibe un comportamiento similar a lo largo de la distribucio´n de errores,
visto bajo el mismo comportamiento de la banda que envuelve los datos.
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(a) Modelo precisio´n constante.
(b) Modelo varianza constante.
(c) Modelo varianza variable.
Figura 4.1. Comparacio´n para modelo M1.
(a) Modelo precisio´n constante.
(b) Modelo precisio´n variable.
(c) Modelo varianza constante.
Figura 4.2. Comparacio´n para modelo M2.
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Tabla 4.3. Estimaciones para M2: β = (3.2,−4.3)′ y σ2 = 0.001.
Para´m. θ θ̂ Error est. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Varianza constante
β0 3.2 3.226 0.098 3.033 3.157 3.227 3.291 3.415
-194 -189 -195β1 -4.3 -4.334 0.152 -4.631 -4.436 -4.336 -4.228 -4.037
σ2 0.001 0.001 0.000 0.001 0.001 0.001 0.001 0.002
Precisio´n constante
β0 3.2 3.196 0.124 2.958 3.113 3.192 3.278 3.448
-180 -174 -181β1 -4.3 -4.287 0.211 -4.712 -4.427 -4.283 -4.144 -3.882
φ - 57.597 9.804 41.914 50.685 55.719 64.139 80.554
Precisio´n variable
β0 3.2 3.288 0.112 3.071 3.212 3.287 3.365 3.513
-175 -168 -176
β1 -4.3 -4.438 0.156 -4.730 -4.541 -4.441 -4.337 -4.133
h(φi) = γ0 + γ1xi
γ0 - 2.687 0.404 2.036 2.341 2.677 3.006 3.419
γ1 3.864 0.767 2.342 3.287 3.888 4.406 5.227
Tabla 4.4. Ca´lculo del ECMEβ para M2: β = (3.2,−4.3)′ y σ2 = 0.001.
Para´m. Traza Det. ECMEβ Sesgo %Cober.(95 %)
Varianza constante
β0 0.218 0.002
0.055 -0.084 -0.021 100 %
β1 -0.084 0.163 0.033 100 %
Precisio´n
β0 0.337 0.002
0.097 -0.145 -0.163 100 %
β1 -0.145 0.240 0.225 100 %
Precisio´n variable β0 0.206 0.001
0.063 -0.091 -0.107 98 %
h(φi) = γ0 + γ1xi β1 -0.091 0.143 0.139 99 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.)
• Tercer modelo (M3) con taman˜o de muestra n = 50.
logit(µi) = 0.5 + 0.3xi con xi ∼ U(0, 1)
log(σ2i ) = −3.5− 4zi con zi ∼ U(0, 1)
Esta simulacio´n pretende evaluar los modelos frente a una alteracio´n en el modela-
miento de la variabilidad (dependiente de la covariable zi). Para este caso se realiza
el mismo ana´lisis, entre un modelo de varianza variable y otro de precisio´n constan-
te, del cual se tienen las estimaciones en la Tabla 4.5. Estos resultados dan fe que
existe un mejor ajuste del modelo de varianza variable frente a asumir la precisio´n
constante (AIC = -203, BIC = -196, DIC = -202), siendo cada caso un modelo que
se ajusta bien a los datos por no tener observaciones fuera de las bandas simuladas
(Figura 4.3). Respecto del ECMEβ se tiene que la traza en el caso del modelo de
varianza es igual a 0.013 frente a 0.051 del modelo de dispersio´n, lo cual indica que
se tiene sesgos (-0.009, 0.007) y varianzas ma´s pequen˜as respecto de los componentes
del ECMEβ (0.003 y 0.001). Cabe resaltar que el nivel de confianza con la que se
construyen los intervalos de credibilidad es mayor en el modelo de precisio´n que en
el modelo de varianza (ve´ase la Tabla 4.6).
Tabla 4.5. Estimaciones para M3: β = (0.5, 0.3)′ y γ = (−3.5,−4.0)′.
Para´m. θ θ̂ Error est. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Varianza variable
β0 0.5 0.508 0.038 0.432 0.483 0.508 0.533 0.582
-203 -196 -202
β1 0.3 0.239 0.072 0.100 0.192 0.239 0.285 0.384
γ0 -3.5 -3.676 0.309 -4.247 -3.889 -3.665 -3.473 -3.031
γ1 -4.0 -3.976 0.519 -5.101 -4.341 -3.968 -3.611 -3.027
Precisio´n constante
β0 0.5 0.506 0.062 0.385 0.464 0.508 0.548 0.623
-172 -165 -172
β1 0.3 0.390 0.114 0.170 0.316 0.387 0.463 0.618
φ - 49.206 8.880 35.750 42.610 47.250 54.500 69.600
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Tabla 4.6. Ca´lculo del ECMEβ para M3: β = (0.5, 0.3)
′ y γ = (−3.5,−4.0)′.
Para´m. Traza Det. ECMEβ Sesgo %Cober.(95 %)
Varianza variable
β0 0.013 < 0.0002
0.003 -0.005 -0.009 84 %
β1 -0.005 0.010 0.007 91 %
Precisio´n variable
β0 0.051 0.0002
0.012 -0.018 -0.013 94 %
β1 -0.018 0.039 0.009 97 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.)
• Tercer modelo (M4) con taman˜o de muestra n = 70.
logit(µi) = −1.1 + 0.7x1i + 1.8x2i con xij ∼ U(0, 1) e i = 1, 2
log(σ2) = −4.5− 3.2zi con zi ∼ U(0, 1)
Finalmente se presenta la simulacio´n de un modelo con tres variables explicativas y
componente de varianza modelado a trave´s de un componente sistema´tico en te´rmi-
nos de zi. La comparacio´n se lleva a cabo frente al modelo de dispersio´n con las
mismas covariables que aquel con que se generan los datos. La Tabla 4.7 muestra
que los intervalos de credibilidad contienen a los diferentes para´metros. Respecto del
vector β, la estimacio´n tiene errores esta´ndar ma´s pequen˜os. La Figura 4.4 muestra
que existe un buen ajuste del modelo a los datos en cada caso, sin embargo, las es-
tad´ısticas de ajuste apuntan a escoger como mejor modelo el que asume la estructura
de variabilidad a trave´s de σ2i . Una vez ma´s se presenta que el modelo de dispersio´n
tiene una traza y determinante de la matriz ECMEβ mayor que la del modelo de
varianza, y para el cual se tiene una diferencia considerable dadas las estructuras
comparadas. Los errores de estimacio´n obtenidos del ECMEβ (elementos de la dia-
gonal) son inferiores respecto del modelamiento de σ2i frente a φi. La discrepancia
se da en funcio´n del sesgo en el que incurre el modelamiento de la varianza, ya que
tiene valores inferiores respecto al nominal (95 %), mientras que para el modelo de
dispersio´n se mantienen cercanos al que se asume por construccio´n del intervalo.
Tabla 4.7. Estimaciones para M4: β = (−1.1, 0.7, 1.8)′ y γ = (−4.5,−3.2)′.
Para´m. θ θ̂ Error est. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Varianza variable
β0 -1.1 -1.164 0.034 -1.230 -1.187 -1.165 -1.141 -1.096
-338 -338 -327
β1 0.7 0.634 0.063 0.514 0.591 0.636 0.676 0.757
β2 1.8 1.976 0.108 1.771 1.905 1.977 2.050 2.186
γ0 -4.5 -4.194 0.217 -4.624 -4.343 -4.199 -4.035 -3.763
γ1 -3.2 -3.529 0.305 -4.064 -3.768 -3.552 -3.279 -2.989
Precisio´n variable
β0 -1.1 -1.100 0.081 -1.255 -1.156 -1.102 -1.045 -0.937
-150 -142 -154
β1 0.7 0.692 0.136 0.421 0.603 0.691 0.784 0.960
β2 1.8 1.804 0.243 1.328 1.642 1.802 1.970 2.268
γ0 - 3.312 0.362 2.560 3.071 3.333 3.573 3.975
γ1 - 1.618 0.614 0.329 1.243 1.604 2.011 2.749
Tabla 4.8. Ca´lculo del ECMEβ para M4: β = (−1.1, 0.7, 1.8)′ y γ = (−4.5,−3.2)′.
Para´m. Traza Det. ECMEβ Sesgo %Cober.(95 %)
Varianza variable
β0
0.021 < 0.0001
0.002 0.000 -0.003 0.017 74 %
β1 0.000 0.005 -0.006 0.005 80 %
β2 -0.003 -0.006 0.014 -0.045 83 %
Precisio´n variable
β0
0.643 0.0001
0.052 0.080 -0.134 0.042 94 %
β1 0.080 0.175 -0.245 0.057 99 %
β2 -0.134 -0.245 0.416 -0.047 96 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.)
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(a) Modelo precisio´n constante.
(b) Modelo varianza variable.
Figura 4.3. Comparacio´n para modelo M3.
(a) Modelo precisio´n variable.
(b) Modelo varianza variable.
Figura 4.4. Comparacio´n para modelo M4.
4.2. Comparacio´n de modelos con efectos fijos y aleatorios
Al igual que en el escenario anterior, se proponen dos modelos (varianza y dispersio´n)
por cada conjunto de datos simulados, los cuales permiten hacer una comparacio´n respecto
de la propuesta dada a trave´s del modelo mixto de varianza, que es propia del trabajo, y
el modelo mixto de dispersio´n que se describe en el Cap´ıtulo 3. La estimacio´n se realiza
siguiendo la propuesta mencionada en la seccio´n 3.3.3.1; esta´ puesta en escena de cada
modelo es hecha a trave´s de las estimaciones, las estad´ısticas de ajuste AIC, BIC y DIC
y el ca´lculo de una matriz del ECMEβ para los efectos fijos donde se evalu´a el compor-
tamiento del modelamiento de la variabilidad en los datos asumiendo la parametrizacio´n
por dispersio´n y por varianza, respectivamente.
Las simulaciones se hacen en funcio´n de la creacio´n de estructuras de datos acordes a
una estructura longitudinal de tres tiempos (0, 1, 2), una crecimiento lineal dado por los
coeficientes aleatorios γ0,i y γ1,i; adicionalmente se considera en el proceso de generacio´n
de datos el para´metro φ. Finalmente, al igual que en el caso de efectos fijos se estudia la
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convergencia de para´metros respecto de los test de Geweke (Gamerman & Freitas, 2006) y
Heidelberger y Welch (Sahlin, 2011), los cuales son congruentes con el propo´sito al hallar
respecto a las cadenas un estado de estacionariedad adecuado para hacer las estimaciones
de los para´metros en cada caso. El periodo de convergencia en algunos casos alcanza
valores cercanos a las 25,000 iteraciones, tomando como mı´nimo valor del burn-in period
las 10,000 iteraciones. La ampliacio´n de estos resultados se encuentra descrita en la Tabla
B.2 del Ape´ndice B.
• Primer modelo mixto (MI1) con taman˜o de muestra n = 30.
logit(µij) = −0.3− 0.1xi + γ0i + γ1itij con xi ∼ U(0, 1) y tij = 0, 1, 2
φ = 5
(γ0i, γ1i)
′ ∼ N
((
0
0
)
,
(
0.2 0.1
0.1 0.2
))
Los resultados de esta simulacio´n se presentan en la Tabla 4.9, donde los para´me-
tros con los que se generaron los datos son recuperados por los algoritmos que se
desarrollaron en la seccio´n 3.3.3.1 y, particularmente, en el caso del modelo mixto de
varianza se observa que reproduce de forma similar los errores esta´ndar de estima-
cio´n para cada uno de los para´metros respecto del modelo mixto de dispersio´n. La
varianza estimada en los datos es de 0.036, valor que indica que los datos se alejan
de la media en 0.19 unidades, lo cual representa una mayor simpleza en la interpre-
tacio´n de la variabilidad. El algoritmo adema´s permite hacer la estimacio´n de los
efectos aleatorios por individuo, con lo que se puede hacer la estimacio´n de µij para
cada observacio´n segu´n el individuo i en el tiempo j (Tablas 4.12 y 4.11); en general
un menor error esta´ndar de estimacio´n de los para´metros por cada individuo. Sin
embargo, subraya que el ajuste del modelo de precisio´n es ligeramente mejor que el
modelo enfrentado (DIC = -32). Respecto de los efectos fijos, los resultados de la
Tabla 4.10 apoyan que efectivamente se esta realizando una disminucio´n del error
de estimacio´n visto desde el ECMEβ (0.236 para el modelo de σ
2 frente a 0.877 de
φ) y, traducido como una disminucio´n del sesgo que aunque puede resultar despre-
ciable apunta a tener una mayor eficacia desde el punto de vista del distanciamiento
del para´metro real. Por otro lado, los porcentajes nominales para los intervalos de
credibilidad se mantienen respecto del modelo mixto de varianza, siendo un tanto
mayores en caso del modelo mixto de dispersio´n.
Tabla 4.9. Estimaciones para MI1: β = (−0.3,−0.1)′, φ = 5, D11 = 0.2, D12 = D21 = 0.1 y
D22 = 0.2.
Para´m. θ θ̂ Error est. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Varianza
β0 -0.3 -0.518 0.220 -0.952 -0.659 -0.506 -0.364 -0.104
49 214 -15
β1 -0.1 -0.207 0.273 -0.717 -0.386 -0.206 -0.019 0.360
σ2 - 0.036 0.006 0.026 0.032 0.036 0.040 0.050
D11 0.2 0.212 0.162 0.028 0.097 0.172 0.281 0.632
D21 = D12 0.1 0.030 0.065 -0.119 0.000 0.032 0.066 0.152
D22 0.2 0.088 0.062 0.018 0.045 0.072 0.113 0.252
Precisio´n
β0 -0.3 -0.531 0.215 -0.994 -0.671 -0.519 -0.388 -0.135
42 207 -32
β1 -0.1 -0.253 0.277 -0.798 -0.437 -0.254 -0.074 0.291
φ 5.0 5.904 1.445 3.673 4.927 5.669 6.696 9.376
D11 0.2 0.240 0.179 0.035 0.115 0.195 0.316 0.693
D21 = D12 0.1 0.032 0.071 -0.128 0.000 0.036 0.071 0.159
D22 0.2 0.094 0.067 0.018 0.048 0.078 0.122 0.267
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Tabla 4.10. Ca´lculo del ECMEβ para MI1.
Para´m. Traza Det. ECMEβ Sesgo %Cober.(95 %)
Varianza
β0
0.236 0.006
0.062 -0.071 0.040 84 %
β1 -0.071 0.174 0.007 91 %
Precisio´n
β0
0.877 0.117
0.184 -0.102 -0.061 96 %
β1 -0.102 0.692 -0.234 96 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.).
Tabla 4.11. Estimaciones de γi = (γ0,i, γ1,i)
′ para MI1: modelo de varianza σ2.
γ0,1 γ1,1 γ0,2 γ1,2 γ0,3 γ1,3 γ0,4 γ1,4 γ0,5 γ1,5
θ -0.450 -0.228 -0.034 -0.390 0.088 0.036 0.177 0.420 -0.364 0.311
θ̂ -0.278 -0.071 -0.300 -0.176 0.085 0.018 0.283 0.185 0.130 0.118
Error est. 0.366 0.248 0.344 0.262 0.314 0.218 0.333 0.227 0.319 0.222
2.5 % -1.111 -0.523 -1.044 -0.725 -0.497 -0.416 -0.339 -0.255 -0.463 -0.300
25 % -0.488 -0.234 -0.503 -0.341 -0.118 -0.123 0.059 0.031 -0.064 -0.036
50 % -0.243 -0.077 -0.286 -0.169 0.076 0.029 0.266 0.177 0.120 0.113
75 % -0.036 0.074 -0.062 -0.001 0.272 0.153 0.480 0.326 0.328 0.261
97.5 % 0.338 0.475 0.315 0.319 0.777 0.443 0.947 0.642 0.768 0.566
γ0,6 γ1,6 γ0,7 γ1,7 γ0,8 γ1,8 γ0,9 γ1,9 γ0,10 γ1,10
θ -0.462 -0.508 -0.276 0.003 0.027 -0.094 -0.491 -0.357 0.551 0.227
θ̂ -0.210 -0.092 0.008 -0.038 -0.121 -0.035 -0.242 -0.125 0.396 0.159
Error est. 0.347 0.242 0.322 0.222 0.354 0.239 0.380 0.256 0.371 0.232
2.5 % -0.918 -0.599 -0.608 -0.462 -0.895 -0.552 -1.007 -0.653 -0.246 -0.301
25 % -0.426 -0.241 -0.192 -0.176 -0.338 -0.171 -0.475 -0.273 0.137 0.001
50 % -0.201 -0.087 -0.003 -0.035 -0.084 -0.033 -0.223 -0.111 0.360 0.156
75 % 0.019 0.066 0.211 0.107 0.096 0.112 -0.005 0.037 0.619 0.300
97.5 % 0.420 0.395 0.665 0.371 0.521 0.415 0.484 0.376 1.179 0.650
γ0,11 γ1,11 γ0,12 γ1,12 γ0,13 γ1,13 γ0,14 γ1,14 γ0,15 γ1,15
θ -0.367 -0.418 -0.297 -0.636 -0.301 -0.332 0.625 0.517 -0.174 -0.425
θ̂ -0.308 -0.136 -0.073 -0.152 0.237 0.151 0.627 0.364 0.182 0.100
Error est. 0.371 0.253 0.356 0.252 0.332 0.225 0.418 0.290 0.340 0.237
2.5 % -1.141 -0.662 -0.793 -0.692 -0.363 -0.267 -0.080 -0.149 -0.469 -0.339
25 % -0.528 -0.280 -0.288 -0.293 0.018 -0.003 0.323 0.164 -0.026 -0.047
50 % -0.275 -0.130 -0.077 -0.140 0.216 0.151 0.589 0.355 0.162 0.092
75 % -0.063 0.015 0.138 0.017 0.433 0.289 0.875 0.542 0.389 0.243
97.5 % 0.376 0.351 0.675 0.330 0.941 0.628 1.596 0.968 0.872 0.598
γ0,16 γ1,16 γ0,17 γ1,17 γ0,18 γ1,18 γ0,19 γ1,19 γ0,20 γ1,20
θ 0.494 0.425 0.405 0.361 -0.062 0.214 0.563 0.177 -0.321 0.168
θ̂ 0.607 0.285 0.181 0.259 0.002 0.102 0.259 0.283 0.033 -0.070
Error est. 0.410 0.279 0.354 0.257 0.329 0.219 0.353 0.253 0.322 0.232
2.5 % -0.094 -0.214 -0.475 -0.198 -0.713 -0.286 -0.405 -0.148 -0.540 -0.547
25 % 0.323 0.098 -0.031 0.078 -0.194 -0.049 0.040 0.112 -0.162 -0.211
50 % 0.584 0.274 0.175 0.246 0.010 0.093 0.239 0.257 0.019 -0.067
75 % 0.862 0.456 0.395 0.410 0.202 0.227 0.479 0.436 0.206 0.067
97.5 % 1.477 0.843 0.918 0.863 0.642 0.581 0.981 0.834 0.737 0.395
γ0,21 γ1,21 γ0,22 γ1,22 γ0,23 γ1,23 γ0,24 γ1,24 γ0,25 γ1,25
θ 0.299 -0.015 0.629 -0.078 -0.135 -0.786 0.073 0.394 -0.309 -0.387
θ̂ -0.019 -0.065 0.093 -0.040 -0.270 -0.168 0.293 0.215 -0.177 0.024
Error est. 0.332 0.224 0.331 0.236 0.358 0.249 0.355 0.235 0.347 0.233
2.5 % -0.683 -0.518 -0.559 -0.559 -1.020 -0.689 -0.350 -0.238 -0.914 -0.416
25 % -0.231 -0.196 -0.111 -0.178 -0.501 -0.323 0.071 0.061 -0.381 -0.124
50 % -0.030 -0.071 0.084 -0.037 -0.250 -0.157 0.280 0.204 -0.150 0.014
75 % 0.182 0.077 0.274 0.112 -0.026 -0.002 0.511 0.361 0.054 0.165
97.5 % 0.663 0.358 0.795 0.389 0.397 0.312 1.058 0.705 0.432 0.533
γ0,26 γ1,26 γ0,27 γ1,27 γ0,28 γ1,28 γ0,29 γ1,29 γ0,30 γ1,30
θ 0.210 -0.205 -0.104 -0.603 -0.663 -0.344 -0.273 0.369 0.295 -0.172
θ̂ 0.532 0.157 -0.061 0.182 -0.392 -0.151 -0.193 0.070 0.114 0.018
Error est. 0.400 0.255 0.356 0.244 0.371 0.253 0.376 0.232 0.331 0.222
2.5 % -0.098 -0.338 -0.861 -0.224 -1.244 -0.661 -1.029 -0.382 -0.510 -0.459
25 % 0.246 -0.005 -0.239 0.024 -0.625 -0.308 -0.403 -0.075 -0.090 -0.111
50 % 0.487 0.150 -0.025 0.160 -0.343 -0.151 -0.141 0.066 0.092 0.022
75 % 0.771 0.316 0.157 0.310 -0.137 0.013 0.052 0.196 0.316 0.151
97.5 % 1.421 0.648 0.578 0.721 0.258 0.345 0.450 0.576 0.795 0.443
• Segundo modelo mixto (MI2) con taman˜o de muestra n = 30.
logit(µij) = 0.8 + 0.3xi + γ0i + γ1itij con xi ∼ U(0, 1) y tij = 0, 1, 2
φ = 22
(γ0i, γ1i)
′ ∼ N
((
0
0
)
,
(
0.08 0.01
0.01 0.08
))
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Tabla 4.12. Predicciones de γi = (γ0,i, γ1,i)
′ para MI1: modelo de dispersio´n φ.
γ0,1 γ1,1 γ0,2 γ1,2 γ0,3 γ1,3 γ0,4 γ1,4 γ0,5 γ1,5
θ -0.450 -0.228 -0.034 -0.390 0.088 0.036 0.177 0.420 -0.364 0.311
θ̂ -0.302 -0.071 -0.362 -0.199 0.098 0.037 0.303 0.212 0.176 0.132
Error est. 0.365 0.242 0.381 0.273 0.341 0.226 0.351 0.236 0.339 0.230
2.5 % -1.131 -0.545 -1.197 -0.810 -0.590 -0.394 -0.343 -0.230 -0.475 -0.282
25 % -0.511 -0.222 -0.586 -0.357 -0.111 -0.112 0.085 0.054 -0.039 -0.019
50 % -0.266 -0.065 -0.333 -0.190 0.093 0.027 0.289 0.199 0.163 0.117
75 % -0.067 0.079 -0.108 -0.023 0.305 0.177 0.508 0.370 0.372 0.276
97.5 % 0.342 0.411 0.321 0.273 0.805 0.496 1.000 0.718 0.890 0.613
γ0,6 γ1,6 γ0,7 γ1,7 γ0,8 γ1,8 γ0,9 γ1,9 γ0,10 γ1,10
θ -0.462 -0.508 -0.276 0.003 0.027 -0.094 -0.491 -0.357 0.551 0.227
θ̂ -0.265 -0.118 0.015 -0.019 -0.123 -0.026 -0.257 -0.147 0.455 0.168
Error est. 0.361 0.255 0.333 0.229 0.342 0.231 0.355 0.249 0.380 0.241
2.5 % -1.078 -0.615 -0.624 -0.477 -0.876 -0.479 -0.985 -0.670 -0.184 -0.308
25 % -0.472 -0.278 -0.200 -0.168 -0.325 -0.168 -0.475 -0.296 0.200 0.015
50 % -0.239 -0.115 0.004 -0.019 -0.110 -0.031 -0.237 -0.134 0.410 0.167
75 % -0.031 0.039 0.214 0.123 0.090 0.121 -0.037 0.013 0.683 0.318
97.5 % 0.398 0.396 0.705 0.442 0.501 0.427 0.405 0.339 1.293 0.646
γ0,11 γ1,11 γ0,12 γ1,12 γ0,13 γ1,13 γ0,14 γ1,14 γ0,15 γ1,15
θ -0.367 -0.418 -0.297 -0.636 -0.301 -0.332 0.625 0.517 -0.174 -0.425
θ̂ -0.362 -0.172 -0.090 -0.174 0.281 0.160 0.710 0.383 0.219 0.106
Error est. 0.373 0.254 0.340 0.252 0.349 0.248 0.430 0.291 0.352 0.230
2.5 % -1.193 -0.699 -0.736 -0.712 -0.374 -0.298 -0.024 -0.161 -0.416 -0.349
25 % -0.577 -0.322 -0.300 -0.317 0.060 -0.001 0.412 0.192 -0.006 -0.039
50 % -0.326 -0.156 -0.094 -0.153 0.256 0.150 0.677 0.358 0.190 0.102
75 % -0.106 -0.013 0.109 -0.014 0.491 0.310 0.971 0.567 0.422 0.246
97.5 % 0.290 0.312 0.647 0.262 1.044 0.703 1.676 0.980 1.012 0.554
γ0,16 γ1,16 γ0,17 γ1,17 γ0,18 γ1,18 γ0,19 γ1,19 γ0,20 γ1,20
θ 0.494 0.425 0.405 0.361 -0.062 0.214 0.563 0.177 -0.321 0.168
θ̂ 0.678 0.278 0.188 0.280 0.009 0.113 0.279 0.287 0.023 -0.059
Error est. 0.433 0.275 0.365 0.256 0.343 0.229 0.355 0.245 0.331 0.236
2.5 % -0.048 -0.243 -0.586 -0.150 -0.762 -0.296 -0.436 -0.158 -0.621 -0.593
25 % 0.370 0.096 -0.030 0.101 -0.184 -0.036 0.057 0.124 -0.186 -0.193
50 % 0.646 0.266 0.186 0.256 0.020 0.096 0.268 0.265 0.009 -0.044
75 % 0.938 0.455 0.428 0.425 0.222 0.241 0.493 0.437 0.220 0.088
97.5 % 1.608 0.866 0.878 0.845 0.648 0.620 1.001 0.812 0.733 0.382
γ0,21 γ1,21 γ0,22 γ1,22 γ0,23 γ1,23 γ0,24 γ1,24 γ0,25 γ1,25
θ 0.299 -0.015 0.629 -0.078 -0.135 -0.786 0.073 0.394 -0.309 -0.387
θ̂ -0.013 -0.060 0.096 -0.057 -0.280 -0.199 0.305 0.237 -0.184 0.026
Error est. 0.328 0.228 0.338 0.234 0.357 0.238 0.344 0.241 0.372 0.236
2.5 % -0.649 -0.543 -0.549 -0.529 -1.009 -0.693 -0.326 -0.216 -1.035 -0.427
25 % -0.216 -0.190 -0.114 -0.208 -0.492 -0.348 0.083 0.071 -0.384 -0.126
50 % -0.012 -0.052 0.076 -0.053 -0.266 -0.187 0.294 0.219 -0.155 0.015
75 % 0.195 0.080 0.296 0.083 -0.042 -0.040 0.523 0.393 0.051 0.166
97.5 % 0.649 0.387 0.794 0.404 0.358 0.243 0.997 0.726 0.490 0.524
γ0,26 γ1,26 γ0,27 γ1,27 γ0,28 γ1,28 γ0,29 γ1,29 γ0,30 γ1,30
θ 0.210 -0.205 -0.104 -0.603 -0.663 -0.344 -0.273 0.369 0.295 -0.172
θ̂ 0.557 0.155 -0.065 0.211 -0.519 -0.156 -0.235 0.086 0.136 0.017
Error est. 0.396 0.270 0.365 0.245 0.424 0.262 0.375 0.244 0.343 0.227
2.5 % -0.097 -0.403 -0.843 -0.196 -1.479 -0.689 -1.077 -0.337 -0.516 -0.464
25 % 0.260 -0.003 -0.277 0.045 -0.758 -0.313 -0.448 -0.069 -0.076 -0.118
50 % 0.521 0.166 -0.034 0.186 -0.478 -0.154 -0.193 0.058 0.116 0.019
75 % 0.826 0.318 0.172 0.348 -0.225 0.002 0.010 0.234 0.334 0.154
97.5 % 1.378 0.678 0.564 0.738 0.170 0.382 0.428 0.639 0.884 0.466
Esta simulacio´n tiene una precisio´n mayor en los datos y una disminucio´n en la
variabilidad asociada con los efectos aleatorios. La estimacio´n de los para´metros
es presentada en la Tabla 4.13. El intervalo de credibilidad en el caso del modelo
mixto de dispersio´n no contiene al para´metro β0, posiblemente inducido por el sesgo
presentado la Tabla 4.14 y una disminucio´n de la cobertura establecida segu´n la
simulacio´n en 74 % . Por otro lado, el modelo mixto de varianza reproduce ma´s
acertadamente los componentes de varianza respecto de los valores iniciales en la
generacio´n de los datos. Sin embargo, cabe resaltar que el modelo de varianza tiene
una ausencia de ajuste (AIC, BIC y DIC mayores), que son sobrepesadas por los
valores menores que se registran del ECMEβ (traza, determinante, elementos fuera
y en la diagonal de la matriz).
De la misma forma se estimaron los efectos aleatorios por individuo, y para lo cual
se tiene en contados casos que el modelo de dispersio´n tiene errores esta´ndar de
estimacio´n menores que el modelo de varianza. Esto indica que en general se esta
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siendo menos conservador en la estimacio´n y, por lo tanto, en este aspecto considerar
la varianza en lugar de la dispersio´n trae un mejoramiento diferencial en te´rminos
del error en la estimacio´n de los para´metros.
Tabla 4.13. Estimaciones para MI2: β = (0.8, 0.3)′, φ = 22, D11 = 0.08, D12 = D21 = 0.01 y
D22 = 0.08.
Para´m. θ θ̂ Errorest. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Varianza
β0 0.8 0.880 0.160 0.548 0.785 0.879 0.985 1.187
-15 150 -116
β1 0.3 0.174 0.177 -0.163 0.052 0.175 0.288 0.503
σ2 - 0.022 0.015 0.009 0.012 0.017 0.024 0.067
D11 0.08 0.038 0.032 0.008 0.018 0.029 0.048 0.123
D21 = D12 0.01 0.001 0.030 -0.069 -0.010 0.003 0.017 0.052
D22 0.08 0.060 0.047 0.009 0.026 0.048 0.081 0.177
Precisio´n
β0 0.8 1.017 0.114 0.810 0.939 1.017 1.092 1.255
-101 64 -159
β1 0.3 0.199 0.153 -0.104 0.102 0.200 0.302 0.511
φ 22 30.263 6.351 21.136 25.834 28.742 33.539 46.700
D11 0.08 0.082 0.049 0.022 0.047 0.070 0.104 0.205
D21 = D12 0.01 -0.012 0.039 -0.103 -0.031 -0.007 0.013 0.051
D22 0.08 0.122 0.053 0.047 0.085 0.112 0.149 0.253
Tabla 4.14. Ca´lculo del ECMEβ para MI2.
Para´m. Traza Det. ECMEβ Sesgo %Cober.(95 %)
Varianza
β0
0.077 0.001
0.025 -0.026 0.063 100 %
β1 -0.026 0.053 -0.122 94 %
Precisio´n
β0
0.180 0.006
0.119 -0.036 0.198 74 %
β1 -0.036 0.061 -0.080 96 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.)
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Tabla 4.15. Predicciones de γi = (γ0,i, γ1,i)
′ para MI2: modelo de varianza σ2.
γ0,1 γ1,1 γ0,2 γ1,2 γ0,3 γ1,3 γ0,4 γ1,4 γ0,5 γ1,5
θ -0.277 -0.100 0.053 -0.321 0.056 0.012 0.044 0.317 -0.322 0.336
θ̂ -0.014 -0.082 0.032 0.012 0.025 0.049 0.069 0.065 -0.020 0.033
Error est. 0.172 0.186 0.172 0.184 0.166 0.189 0.171 0.188 0.163 0.189
2.5 % -0.368 -0.470 -0.295 -0.367 -0.286 -0.313 -0.239 -0.293 -0.344 -0.363
25 % -0.114 -0.189 -0.076 -0.094 -0.080 -0.068 -0.045 -0.052 -0.114 -0.079
50 % -0.012 -0.074 0.024 0.005 0.025 0.040 0.057 0.055 -0.016 0.035
75 % 0.081 0.034 0.137 0.126 0.118 0.156 0.162 0.182 0.086 0.144
97.5 % 0.335 0.294 0.394 0.386 0.388 0.457 0.467 0.464 0.293 0.407
γ0,6 γ1,6 γ0,7 γ1,7 γ0,8 γ1,8 γ0,9 γ1,9 γ0,10 γ1,10
θ -0.230 -0.333 -0.198 0.059 0.037 -0.084 -0.281 -0.200 0.349 0.078
θ̂ -0.045 -0.102 -0.015 0.002 0.049 0.018 0.005 0.049 0.035 0.026
Error est. 0.171 0.190 0.164 0.179 0.167 0.189 0.179 0.195 0.174 0.182
2.5 % -0.410 -0.522 -0.344 -0.376 -0.257 -0.363 -0.356 -0.329 -0.290 -0.345
25 % -0.150 -0.214 -0.112 -0.105 -0.056 -0.094 -0.103 -0.075 -0.070 -0.082
50 % -0.037 -0.096 -0.016 0.008 0.036 0.026 0.011 0.038 0.024 0.026
75 % 0.065 0.027 0.085 0.106 0.143 0.131 0.107 0.165 0.133 0.140
97.5 % 0.289 0.252 0.343 0.361 0.408 0.401 0.358 0.468 0.411 0.384
γ0,11 γ1,11 γ0,12 γ1,12 γ0,13 γ1,13 γ0,14 γ1,14 γ0,15 γ1,15
θ -0.180 -0.276 -0.087 -0.474 -0.150 -0.218 0.346 0.306 -0.040 -0.322
θ̂ -0.018 -0.148 -0.092 -0.204 -0.107 -0.235 0.075 0.149 -0.053 -0.055
Error est. 0.181 0.196 0.184 0.208 0.195 0.220 0.188 0.217 0.168 0.184
2.5 % -0.355 -0.576 -0.459 -0.611 -0.524 -0.687 -0.266 -0.217 -0.427 -0.420
25 % -0.127 -0.260 -0.204 -0.345 -0.225 -0.376 -0.043 0.008 -0.154 -0.167
50 % -0.027 -0.126 -0.081 -0.197 -0.103 -0.221 0.061 0.131 -0.048 -0.043
75 % 0.085 -0.017 0.021 -0.056 0.021 -0.088 0.180 0.274 0.053 0.060
97.5 % 0.373 0.179 0.282 0.180 0.260 0.174 0.481 0.629 0.276 0.279
γ0,16 γ1,16 γ0,17 γ1,17 γ0,18 γ1,18 γ0,19 γ1,19 γ0,20 γ1,20
θ 0.269 0.256 0.218 0.221 -0.087 0.193 0.368 0.034 -0.262 0.207
θ̂ 0.078 0.114 -0.017 0.096 0.026 0.004 0.063 0.082 -0.047 0.054
Error est. 0.177 0.194 0.180 0.199 0.170 0.175 0.176 0.189 0.176 0.185
2.5 % -0.247 -0.273 -0.406 -0.252 -0.329 -0.352 -0.269 -0.286 -0.439 -0.300
25 % -0.035 -0.014 -0.116 -0.030 -0.075 -0.103 -0.046 -0.034 -0.148 -0.059
50 % 0.067 0.110 -0.005 0.084 0.025 0.006 0.057 0.069 -0.032 0.044
75 % 0.176 0.240 0.097 0.199 0.127 0.112 0.165 0.200 0.064 0.163
97.5 % 0.470 0.490 0.310 0.551 0.388 0.358 0.434 0.478 0.267 0.459
γ0,21 γ1,21 γ0,22 γ1,22 γ0,23 γ1,23 γ0,24 γ1,24 γ0,25 γ1,25
θ 0.217 -0.074 0.465 -0.194 0.058 -0.633 -0.026 0.316 -0.145 -0.262
θ̂ 0.047 0.072 -0.022 -0.116 -0.101 -0.268 0.033 0.085 -0.052 -0.227
Error est. 0.169 0.175 0.175 0.191 0.200 0.227 0.166 0.196 0.188 0.219
2.5 % -0.284 -0.275 -0.375 -0.507 -0.506 -0.760 -0.292 -0.275 -0.443 -0.686
25 % -0.061 -0.041 -0.123 -0.236 -0.220 -0.425 -0.067 -0.038 -0.169 -0.366
50 % 0.046 0.065 -0.021 -0.106 -0.093 -0.259 0.034 0.077 -0.052 -0.213
75 % 0.148 0.181 0.090 0.016 0.024 -0.097 0.131 0.192 0.065 -0.069
97.5 % 0.381 0.433 0.301 0.217 0.298 0.124 0.381 0.519 0.331 0.170
γ0,26 γ1,26 γ0,27 γ1,27 γ0,28 γ1,28 γ0,29 γ1,29 γ0,30 γ1,30
θ 0.191 -0.216 0.045 -0.486 -0.406 -0.153 -0.268 0.366 0.245 -0.205
θ̂ -0.146 -0.155 -0.048 -0.332 -0.049 -0.164 0.073 0.094 -0.002 -0.045
Error est. 0.203 0.203 0.210 0.259 0.178 0.198 0.171 0.196 0.164 0.184
2.5 % -0.585 -0.575 -0.436 -0.878 -0.400 -0.559 -0.252 -0.272 -0.334 -0.432
25 % -0.256 -0.290 -0.181 -0.506 -0.149 -0.290 -0.029 -0.032 -0.101 -0.155
50 % -0.128 -0.144 -0.054 -0.301 -0.048 -0.150 0.064 0.088 -0.006 -0.035
75 % -0.023 -0.019 0.061 -0.139 0.059 -0.025 0.165 0.221 0.090 0.071
97.5 % 0.215 0.218 0.401 0.092 0.304 0.184 0.461 0.480 0.345 0.294
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Tabla 4.16. Predicciones de γi = (γ0,i, γ1,i)
′ para MI2: modelo de dispersio´n φ.
γ0,1 γ1,1 γ0,2 γ1,2 γ0,3 γ1,3 γ0,4 γ1,4 γ0,5 γ1,5
θ -0.277 -0.100 0.053 -0.321 0.056 0.012 0.044 0.317 -0.322 0.336
θ̂ 0.017 -0.232 0.106 -0.072 0.007 0.051 0.174 0.048 -0.149 0.071
Error est. 0.227 0.197 0.222 0.199 0.209 0.198 0.232 0.208 0.229 0.203
2.5 % -0.407 -0.627 -0.311 -0.510 -0.409 -0.333 -0.271 -0.361 -0.643 -0.313
25 % -0.136 -0.359 -0.038 -0.194 -0.123 -0.080 0.024 -0.081 -0.289 -0.070
50 % 0.006 -0.231 0.098 -0.063 0.006 0.058 0.166 0.041 -0.146 0.063
75 % 0.158 -0.099 0.243 0.062 0.145 0.180 0.317 0.189 0.001 0.209
97.5 % 0.495 0.138 0.547 0.294 0.424 0.438 0.689 0.464 0.267 0.499
γ0,6 γ1,6 γ0,7 γ1,7 γ0,8 γ1,8 γ0,9 γ1,9 γ0,10 γ1,10
θ -0.230 -0.333 -0.198 0.059 0.037 -0.084 -0.281 -0.200 0.349 0.078
θ̂ -0.092 -0.245 -0.127 0.016 0.126 -0.054 -0.109 0.137 0.091 0.005
Error est. 0.224 0.192 0.217 0.199 0.220 0.203 0.223 0.202 0.224 0.203
2.5 % -0.546 -0.626 -0.586 -0.363 -0.271 -0.467 -0.579 -0.248 -0.336 -0.398
25 % -0.230 -0.372 -0.264 -0.120 -0.019 -0.185 -0.251 -0.001 -0.052 -0.131
50 % -0.086 -0.240 -0.121 0.016 0.109 -0.046 -0.093 0.132 0.081 0.007
75 % 0.049 -0.121 0.022 0.146 0.270 0.081 0.036 0.267 0.231 0.146
97.5 % 0.354 0.152 0.274 0.407 0.574 0.325 0.301 0.553 0.556 0.399
γ0,11 γ1,11 γ0,12 γ1,12 γ0,13 γ1,13 γ0,14 γ1,14 γ0,15 γ1,15
θ -0.180 -0.276 -0.087 -0.474 -0.150 -0.218 0.346 0.306 -0.040 -0.322
θ̂ 0.013 -0.363 -0.224 -0.363 -0.237 -0.437 0.142 0.312 -0.178 -0.093
Error est. 0.227 0.195 0.234 0.190 0.235 0.188 0.226 0.226 0.222 0.192
2.5 % -0.422 -0.773 -0.708 -0.739 -0.721 -0.828 -0.299 -0.126 -0.653 -0.482
25 % -0.135 -0.486 -0.370 -0.483 -0.378 -0.556 -0.004 0.167 -0.314 -0.221
50 % 0.000 -0.355 -0.221 -0.361 -0.232 -0.429 0.147 0.312 -0.163 -0.090
75 % 0.150 -0.232 -0.072 -0.241 -0.084 -0.313 0.283 0.463 -0.031 0.036
97.5 % 0.490 -0.003 0.235 0.006 0.225 -0.073 0.589 0.767 0.246 0.284
γ0,16 γ1,16 γ0,17 γ1,17 γ0,18 γ1,18 γ0,19 γ1,19 γ0,20 γ1,20
θ 0.269 0.256 0.218 0.221 -0.087 0.193 0.368 0.034 -0.262 0.207
θ̂ 0.177 0.175 -0.198 0.264 0.051 -0.051 0.155 0.100 -0.247 0.165
Error est. 0.214 0.208 0.234 0.218 0.210 0.187 0.227 0.207 0.236 0.210
2.5 % -0.208 -0.243 -0.707 -0.120 -0.355 -0.440 -0.257 -0.314 -0.750 -0.252
25 % 0.027 0.029 -0.352 0.109 -0.087 -0.163 0.008 -0.034 -0.397 0.019
50 % 0.166 0.180 -0.182 0.247 0.054 -0.042 0.141 0.100 -0.227 0.168
75 % 0.312 0.316 -0.034 0.401 0.181 0.071 0.293 0.240 -0.085 0.307
97.5 % 0.637 0.558 0.225 0.733 0.471 0.294 0.638 0.489 0.152 0.576
γ0,21 γ1,21 γ0,22 γ1,22 γ0,23 γ1,23 γ0,24 γ1,24 γ0,25 γ1,25
θ 0.217 -0.074 0.465 -0.194 0.058 -0.633 -0.026 0.316 -0.145 -0.262
θ̂ 0.053 0.131 0.007 -0.295 -0.148 -0.506 -0.005 0.180 0.032 -0.513
Error est. 0.216 0.197 0.216 0.189 0.230 0.198 0.213 0.207 0.236 0.207
2.5 % -0.368 -0.257 -0.412 -0.658 -0.611 -0.923 -0.418 -0.222 -0.406 -0.926
25 % -0.089 -0.003 -0.135 -0.418 -0.298 -0.633 -0.142 0.043 -0.126 -0.646
50 % 0.050 0.128 0.004 -0.294 -0.139 -0.496 -0.007 0.181 0.019 -0.504
75 % 0.201 0.257 0.141 -0.165 -0.001 -0.375 0.134 0.312 0.180 -0.368
97.5 % 0.463 0.534 0.456 0.067 0.292 -0.128 0.415 0.588 0.540 -0.136
γ0,26 γ1,26 γ0,27 γ1,27 γ0,28 γ1,28 γ0,29 γ1,29 γ0,30 γ1,30
θ 0.191 -0.216 0.045 -0.486 -0.406 -0.153 -0.268 0.366 0.245 -0.205
θ̂ -0.414 -0.194 0.064 -0.707 -0.064 -0.335 0.146 0.162 -0.011 -0.128
Error est. 0.258 0.194 0.265 0.216 0.225 0.183 0.215 0.209 0.207 0.183
2.5 % -0.954 -0.557 -0.415 -1.166 -0.494 -0.695 -0.250 -0.265 -0.421 -0.476
25 % -0.576 -0.326 -0.115 -0.840 -0.212 -0.457 0.012 0.029 -0.149 -0.249
50 % -0.399 -0.201 0.050 -0.697 -0.073 -0.332 0.134 0.160 -0.010 -0.124
75 % -0.229 -0.072 0.232 -0.561 0.079 -0.216 0.277 0.301 0.127 -0.007
97.5 % 0.025 0.199 0.607 -0.300 0.399 0.014 0.603 0.552 0.401 0.234
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• Tercer modelo mixto (MI3) con taman˜o de muestra n = 30.
logit(µij) = −0.5 + 1.2xi + γ0i + γ1itij con xi ∼ U(0, 1) y tij = 0, 1, 2
φ = 70
(γ0i, γ1i)
′ ∼ N
((
0
0
)
,
(
0.25 0.00
0.00 0.25
))
El aumento de la precisio´n en esta simulacio´n influye en que se identifique de forma
ma´s clara los para´metros de la media tanto para el modelo de precisio´n como el de
varianza, donde este ultimo apunta a que existe una varianza igual a 0.01 (ve´ase la
Tabla 4.17 ); correspondiente a una desviacio´n esta´ndar de 0.1 respecto a la media.
Se tiene adema´s que la confianza con la que se generan los intervalos de credibilidad
es del 100 % en todos los casos. Sin embargo, la discrepancia entre el modelo de
dispersio´n y varianza se mantiene, en este caso inclinando la determinacio´n de un
mejor ajuste hacia la adopcio´n de φ como componente de la variabilidad en los datos.
Por otro lado los resultados para el ECMEβ dejan percibir que no existen diferencias
importantes entre los dos modelos, donde a su vez los errores de estimacio´n obtenidos
del ECMEβ (0.016 , 0.044 para el modelo de varianza y 0.019, 0.044 en el modelo
de dispersio´n) son similares y no discrepan de forma definitiva (ve´ase la Tabla 4.18).
Adicionalmente se muestran los resultados para las estimaciones de efectos aleatorios
en las Tablas 4.19 y 4.20 de las cuales no se reporta un comportamiento diferencial
importante entre los dos tipos de estimaciones.
As´ı, esta simulacio´n concluye que a medida que se reduce la variabilidad (disminucio´n
de la dispersio´n) la similitud entre los modelos, en te´rminos de errores, se empieza
a percibir.
Tabla 4.17. Estimaciones para MI3: β = (−0.5, 1.2)′, φ = 70, D11 = 0.25, D12 = D21 = 0 y
D22 = 0.25.
Para´m. θ θ̂ Error est. 2.50 % 25 % 50 % 75 % 97.50 % AIC BIC DIC
Varianza
β0 -0.50 -0.553 0.134 -0.813 -0.640 -0.547 -0.463 -0.305
-84 81 -135
β1 1.20 1.203 0.206 0.800 1.065 1.201 1.339 1.627
σ2 - 0.010 0.002 0.007 0.008 0.010 0.011 0.016
D11 0.25 0.107 0.061 0.028 0.064 0.094 0.136 0.262
D21 = D12 0.00 0.056 0.041 -0.026 0.032 0.055 0.079 0.138
D22 0.25 0.144 0.061 0.054 0.099 0.133 0.176 0.291
Precisio´n
β0 -0.50 -0.562 0.130 -0.829 -0.645 -0.557 -0.469 -0.323
-167 -2 -198
β1 1.20 1.259 0.195 0.901 1.123 1.245 1.391 1.670
φ 70.00 53.683 7.903 36.963 48.689 54.135 59.365 67.291
D11 0.25 0.184 0.077 0.072 0.130 0.171 0.223 0.371
D21 = D12 0.00 0.028 0.051 -0.077 -0.003 0.029 0.059 0.129
D22 0.25 0.208 0.070 0.105 0.158 0.197 0.244 0.376
Tabla 4.18. Ca´lculo del ECMEβ. para MI3.
β Traza Det. ECMEβ Sesgo %Cober.(95 %)
Varianza
β0
0.060 0.0003
0.016 -0.018 0.021 100 %
β1 -0.018 0.044 -0.105 100 %
Precisio´n
β0
0.063 0.0004
0.019 -0.022 0.036 100 %
β1 -0.022 0.044 -0.094 100 %
Determinante de la matriz ECMEβ (Det.). Porcentaje de cobertura ( %Cober.)
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Tabla 4.19. Predicciones de γi = (γ0,i, γ1,i)
′ para MI3: modelo de varianza σ2.
γ0,1 γ1,1 γ0,2 γ1,2 γ0,3 γ1,3 γ0,4 γ1,4 γ0,5 γ1,5
θ -0.481 -0.146 0.129 -0.576 0.098 0.015 0.043 0.558 -0.609 0.634
θ̂ -0.148 -0.200 -0.062 -0.386 0.081 0.077 0.234 0.281 -0.054 0.176
Error est. 0.208 0.176 0.220 0.195 0.209 0.196 0.223 0.228 0.209 0.206
2.5 % -0.572 -0.550 -0.468 -0.791 -0.344 -0.292 -0.190 -0.171 -0.502 -0.201
25 % -0.277 -0.312 -0.210 -0.514 -0.046 -0.053 0.089 0.138 -0.181 0.036
50 % -0.141 -0.199 -0.070 -0.376 0.076 0.075 0.229 0.275 -0.047 0.171
75 % -0.013 -0.084 0.063 -0.255 0.207 0.204 0.377 0.422 0.084 0.304
97.5 % 0.247 0.151 0.385 -0.004 0.535 0.479 0.694 0.730 0.336 0.604
γ0,6 γ1,6 γ0,7 γ1,7 γ0,8 γ1,8 γ0,9 γ1,9 γ0,10 γ1,10
θ -0.372 -0.566 -0.358 0.126 0.076 -0.154 -0.477 -0.324 0.612 0.100
θ̂ -0.255 -0.526 -0.081 0.004 0.047 -0.055 -0.382 -0.504 0.259 0.220
Error est. 0.226 0.201 0.211 0.180 0.207 0.185 0.228 0.199 0.222 0.222
2.5 % -0.700 -0.928 -0.522 -0.349 -0.357 -0.408 -0.829 -0.885 -0.136 -0.223
25 % -0.402 -0.654 -0.202 -0.111 -0.083 -0.174 -0.526 -0.641 0.110 0.075
50 % -0.253 -0.526 -0.077 -0.003 0.040 -0.053 -0.376 -0.503 0.244 0.223
75 % -0.114 -0.395 0.053 0.123 0.171 0.069 -0.224 -0.373 0.390 0.367
97.5 % 0.192 -0.140 0.323 0.364 0.488 0.290 0.049 -0.113 0.725 0.634
γ0,11 γ1,11 γ0,12 γ1,12 γ0,13 γ1,13 γ0,14 γ1,14 γ0,15 γ1,15
θ -0.289 -0.471 -0.102 -0.833 -0.242 -0.371 0.580 0.506 -0.036 -0.568
θ̂ -0.341 -0.357 -0.313 -0.517 -0.241 -0.339 0.351 0.419 -0.223 -0.408
Error est. 0.221 0.181 0.221 0.196 0.217 0.181 0.241 0.257 0.207 0.188
2.5 % -0.814 -0.710 -0.739 -0.902 -0.687 -0.694 -0.116 -0.072 -0.627 -0.781
25 % -0.475 -0.478 -0.462 -0.650 -0.378 -0.463 0.203 0.252 -0.367 -0.530
50 % -0.330 -0.355 -0.315 -0.511 -0.234 -0.339 0.337 0.415 -0.226 -0.404
75 % -0.187 -0.235 -0.171 -0.384 -0.094 -0.218 0.498 0.583 -0.088 -0.282
97.5 % 0.055 -0.001 0.120 -0.157 0.155 0.010 0.835 0.931 0.180 -0.049
γ0,16 γ1,16 γ0,17 γ1,17 γ0,18 γ1,18 γ0,19 γ1,19 γ0,20 γ1,20
θ 0.450 0.426 0.364 0.368 -0.176 0.353 0.650 0.019 -0.490 0.397
θ̂ 0.348 0.448 0.323 0.343 0.018 0.199 0.265 0.288 -0.043 0.060
Error est. 0.221 0.193 0.212 0.188 0.199 0.176 0.211 0.175 0.198 0.180
2.5 % -0.050 0.057 -0.063 -0.027 -0.384 -0.137 -0.126 -0.060 -0.436 -0.284
25 % 0.202 0.314 0.180 0.214 -0.105 0.082 0.125 0.176 -0.168 -0.062
50 % 0.341 0.451 0.310 0.346 0.020 0.190 0.255 0.287 -0.042 0.060
75 % 0.482 0.574 0.454 0.468 0.147 0.314 0.394 0.405 0.079 0.174
97.5 % 0.808 0.829 0.786 0.722 0.402 0.558 0.716 0.637 0.353 0.421
γ0,21 γ1,21 γ0,22 γ1,22 γ0,23 γ1,23 γ0,24 γ1,24 γ0,25 γ1,25
θ 0.393 -0.155 0.849 -0.397 0.174 -1.133 -0.081 0.565 -0.228 -0.450
θ̂ 0.087 -0.048 0.297 0.129 -0.176 -0.381 0.147 0.341 -0.253 -0.220
Error est. 0.203 0.182 0.222 0.183 0.213 0.235 0.215 0.183 0.220 0.213
2.5 % -0.287 -0.410 -0.086 -0.250 -0.607 -0.863 -0.283 -0.006 -0.733 -0.637
25 % -0.050 -0.166 0.148 0.011 -0.312 -0.528 0.011 0.223 -0.387 -0.360
50 % 0.075 -0.042 0.277 0.133 -0.172 -0.372 0.149 0.334 -0.243 -0.220
75 % 0.214 0.073 0.424 0.247 -0.046 -0.225 0.286 0.456 -0.107 -0.085
97.5 % 0.518 0.306 0.791 0.470 0.241 0.063 0.564 0.722 0.168 0.194
γ0,26 γ1,26 γ0,27 γ1,27 γ0,28 γ1,28 γ0,29 γ1,29 γ0,30 γ1,30
θ 0.363 -0.405 0.134 -0.869 -0.706 -0.227 -0.518 0.681 0.459 -0.393
θ̂ 0.207 -0.070 -0.269 -0.394 -0.368 -0.321 0.022 0.350 0.097 -0.080
Error est. 0.227 0.188 0.226 0.246 0.232 0.233 0.222 0.188 0.205 0.180
2.5 % -0.180 -0.455 -0.712 -0.885 -0.874 -0.794 -0.452 -0.005 -0.279 -0.443
25 % 0.052 -0.190 -0.425 -0.551 -0.511 -0.470 -0.115 0.223 -0.041 -0.198
50 % 0.185 -0.064 -0.265 -0.389 -0.359 -0.331 0.036 0.344 0.088 -0.071
75 % 0.338 0.057 -0.119 -0.232 -0.210 -0.171 0.166 0.472 0.221 0.044
97.5 % 0.710 0.286 0.175 0.077 0.060 0.158 0.436 0.728 0.541 0.256
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Tabla 4.20. Predicciones de γi = (γ0,i, γ1,i)
′ para MI3: modelo de dispersio´n φ.
γ0,1 γ1,1 γ0,2 γ1,2 γ0,3 γ1,3 γ0,4 γ1,4 γ0,5 γ1,5
θ -0.481 -0.146 0.129 -0.576 0.098 0.015 0.043 0.558 -0.609 0.634
θ̂ -0.195 -0.219 0.176 -0.632 0.121 0.047 0.290 0.322 -0.326 0.381
Error est. 0.224 0.164 0.259 0.186 0.229 0.172 0.233 0.195 0.242 0.195
2.5 % -0.642 -0.520 -0.310 -1.002 -0.316 -0.295 -0.168 -0.074 -0.815 0.007
25 % -0.339 -0.334 -0.001 -0.757 -0.038 -0.064 0.136 0.192 -0.495 0.249
50 % -0.190 -0.220 0.171 -0.631 0.115 0.055 0.285 0.320 -0.326 0.386
75 % -0.052 -0.110 0.338 -0.511 0.274 0.159 0.442 0.452 -0.158 0.508
97. 5 % 0.244 0.115 0.725 -0.269 0.574 0.386 0.754 0.710 0.157 0.766
γ0,6 γ1,6 γ0,7 γ1,7 γ0,8 γ1,8 γ0,9 γ1,9 γ0,10 γ1,10
θ -0.372 -0.566 -0.358 0.126 0.076 -0.154 -0.477 -0.324 0.612 0.100
θ̂ -0.136 -0.727 -0.252 0.094 0.123 -0.139 -0.447 -0.569 0.438 0.141
Error est. 0.243 0.181 0.223 0.168 0.233 0.171 0.231 0.169 0.247 0.190
2.5 % -0.609 -1.086 -0.685 -0.234 -0.327 -0.471 -0.916 -0.891 -0.015 -0.229
25 % -0.303 -0.850 -0.403 -0.019 -0.036 -0.247 -0.593 -0.682 0.270 0.014
50 % -0.134 -0.729 -0.247 0.095 0.116 -0.138 -0.450 -0.570 0.433 0.136
75 % 0.028 -0.607 -0.100 0.201 0.280 -0.029 -0.292 -0.460 0.599 0.270
97.5 % 0.340 -0.352 0.176 0.431 0.590 0.200 -0.001 -0.233 0.939 0.506
γ0,11 γ1,11 γ0,12 γ1,12 γ0,13 γ1,13 γ0,14 γ1,14 γ0,15 γ1,15
θ -0.289 -0.471 -0.102 -0.833 -0.242 -0.371 0.580 0.506 -0.036 -0.568
θ̂ -0.505 -0.320 -0.307 -0.646 -0.302 -0.375 0.493 0.562 -0.179 -0.526
Error est. 0.229 0.165 0.229 0.179 0.225 0.166 0.254 0.223 0.236 0.165
2.5 % -0.952 -0.641 -0.771 -0.994 -0.732 -0.699 -0.003 0.129 -0.642 -0.867
25 % -0.650 -0.430 -0.460 -0.771 -0.455 -0.480 0.328 0.405 -0.334 -0.635
50 % -0.505 -0.326 -0.310 -0.641 -0.305 -0.376 0.489 0.566 -0.185 -0.524
75 % -0.341 -0.206 -0.157 -0.524 -0.152 -0.271 0.659 0.706 -0.022 -0.412
97.5 % -0.084 0.001 0.143 -0.302 0.144 -0.026 1.012 1.009 0.286 -0.219
γ0,16 γ1,16 γ0,17 γ1,17 γ0,18 γ1,18 γ0,19 γ1,19 γ0,20 γ1,20
θ 0.450 0.426 0.364 0.368 -0.176 0.353 0.650 0.019 -0.490 0.397
θ̂ 0.433 0.476 0.427 0.325 -0.157 0.342 0.346 0.277 -0.142 0.147
Error est. 0.230 0.166 0.221 0.163 0.227 0.161 0.230 0.167 0.226 0.168
2.5 % 0.018 0.143 -0.019 0.015 -0.614 0.045 -0.075 -0.061 -0.581 -0.189
25 % 0.275 0.363 0.278 0.212 -0.302 0.230 0.192 0.168 -0.286 0.033
50 % 0.419 0.479 0.426 0.324 -0.160 0.336 0.338 0.282 -0.140 0.146
75 % 0.588 0.589 0.570 0.430 -0.006 0.448 0.496 0.391 0.004 0.257
97.5 % 0.901 0.799 0.878 0.662 0.293 0.663 0.820 0.593 0.292 0.476
γ0,21 γ1,21 γ0,22 γ1,22 γ0,23 γ1,23 γ0,24 γ1,24 γ0,25 γ1,25
θ 0.393 -0.155 0.849 -0.397 0.174 -1.133 -0.081 0.565 -0.228 -0.450
θ̂ 0.256 -0.168 0.559 -0.025 -0.033 -0.667 0.041 0.469 -0.430 -0.165
Error est. 0.231 0.167 0.247 0.168 0.232 0.210 0.218 0.162 0.232 0.183
2.5 % -0.203 -0.511 0.105 -0.368 -0.472 -1.103 -0.387 0.168 -0.907 -0.538
25 % 0.107 -0.279 0.387 -0.136 -0.192 -0.809 -0.106 0.352 -0.576 -0.291
50 % 0.253 -0.159 0.549 -0.020 -0.042 -0.658 0.039 0.474 -0.425 -0.166
75 % 0.403 -0.059 0.722 0.090 0.115 -0.525 0.187 0.575 -0.278 -0.038
97.5 % 0.734 0.149 1.055 0.304 0.451 -0.276 0.465 0.787 0.021 0.194
γ0,26 γ1,26 γ0,27 γ1,27 γ0,28 γ1,28 γ0,29 γ1,29 γ0,30 γ1,30
θ 0.363 -0.405 0.134 -0.869 -0.706 -0.227 -0.518 0.681 0.459 -0.393
θ̂ 0.524 -0.284 -0.287 -0.573 -0.647 -0.240 -0.270 0.595 0.292 -0.236
Error est. 0.245 0.181 0.236 0.208 0.253 0.205 0.253 0.187 0.230 0.176
2.5 % 0.077 -0.632 -0.739 -0.994 -1.167 -0.626 -0.775 0.231 -0.132 -0.576
25 % 0.349 -0.406 -0.451 -0.710 -0.812 -0.386 -0.437 0.469 0.137 -0.357
50 % 0.526 -0.286 -0.291 -0.567 -0.643 -0.244 -0.261 0.594 0.278 -0.229
75 % 0.688 -0.163 -0.133 -0.432 -0.470 -0.100 -0.097 0.717 0.435 -0.117
97.5 % 1.015 0.071 0.194 -0.163 -0.169 0.157 0.213 0.957 0.778 0.119
5Conclusiones y trabajo futuro
5.1. Conclusiones
• La metodolog´ıa general del modelamiento de variables con distribucio´n Beta acoge
a φ (dispersio´n) como para´metro de variabilidad. Este trabajo propone hacer el
modelamiento de la variabilidad a trave´s de σ2 (varianza), como un para´metro que
es mejor en te´rminos de interpretacio´n, reduccio´n de lo errores cuadra´ticos medios
para los para´metros de la media y en algunos casos reduccio´n de los errores de
estimacio´n.
• Se observo´ para el modelo de efectos fijos, que el modelo de varianza es sustan-
cialmente mejor que el modelo de dispersio´n en cuanto al ajuste que proporciona a
los datos, los errores esta´ndar de estimacio´n y errores cuadra´ticos medios estimados
para los para´metros de la media.
• Se propone los modelos de efectos aleatorios con para´metros de variabilidad cons-
tantes, los cuales ampl´ıan el espectro de posibilidades al usuario dentro de una
metodolog´ıa eficiente, desde el punto de vista de la estimacio´n y amigable respecto
de la interpretacio´n de para´metros. En particular se propone de forma novedosa el
modelamiento de σ2 de acuerdo a los trabajos iniciales de Cepeda (2012).
• En el caso del modelo mixto de varianza constante, se observo´ que existe una reduc-
cio´n del error cuadra´tico medio para los para´metros de la media (ECMEβ). Cabe
resaltar que el ajuste del modelo de dispersio´n es igual o superior al modelo de va-
rianza, segu´n las estad´ısticas AIC, BIC y DIC . Adema´s a medida que aumenta la
precisio´n (reduccio´n de varianza) en los datos, el modelo de dispersio´n mejora en su
ajuste respecto del modelo de varianza; debido a que la variabilidad en los datos se
reduce y por tanto mejora la identificacio´n de los para´metros a estimar. Sin embargo
en te´rminos del ECMEβ los resultados son similares.
• Se desarrollaron diferentes algoritmos relacionados con la estimacio´n del modelo
de precisio´n para efectos fijos, donde la formulacio´n se halla en la literatura y es
adaptada para este trabajo. Para el modelo de varianza de efectos fijos se desarrolla
expl´ıcitamente las variables de trabajo y sus varianzas, definiendo as´ı el algoritmo
de estimacio´n para este modelo. En el caso de los modelos de efectos aleatorios se
proponen las parametrizaciones con dispersio´n y varianza constante.
• Se elaboraron funciones en el software estad´ıstico R (R Core Team, 2013) para la es-
timacio´n de los modelos de efectos fijos y aleatorios, adema´s de aquellas relacionadas
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con el diagno´stico de los modelos: estad´ısticas de ajuste, gra´fico de bandas simuladas
(envelope) y ca´lculo de residuales estandarizados y tipo desv´ıo. Adicionalmente se
apoyo el ejercicio en los paquetes snow (Tierney et al., 2013) para hacer estima-
cio´n en paralelo y coda (Plummer et al., 2006) para las estimaciones bayesianas y
diagno´stico.
Finalmente, estas funciones se disen˜aron para hacer parte de un paquete que permi-
tira´ hacer la estimacio´n bayesiana, bajo la idea de una licencia de uso libre (edicio´n
y distribucio´n sin restricciones) la cual esta en construccio´n y estara´n disponibles en
el repositorio CRAN (R Core Team, 2013) en forma de archivo comprimido para los
diferentes sistemas operativos.
5.2. Trabajo futuro
• Los modelos de efectos fijos se restringen en este trabajo al enlace log´ıstico para la
media y logar´ıtmico para los para´metros de variabilidad, luego se plantea extender
a otro tipo de funciones: log-log, complemento log-log o´ probit para la media y para
la φ o´ σ2 los enlaces identidad, ra´ız cuadrada o´ de potencias.
• Hacer un estudio de sesgo en muestras pequen˜as, inicialmente a trave´s de te´cnicas
de remuestreo (Ospina et al., 2006).
• Hacer la implementacio´n de los residuales propuestos por Espinheira et al. (2008a) y
Espinheira et al. (2011). Adema´s de algunas estad´ısticas de diagno´stico propuestas
por Espinheira et al. (2008b).
• Estudiar la influencia que tiene la seleccio´n de distribuciones a priori y de valores
iniciales, donde este u´ltimo puede estar basado en el ajuste de un modelo doblemente
generalizado que permita dar puntos iniciales adecuados al algoritmo a partir de los
desarrollos de Smyth (1989).
• Implementar los algoritmos bajo un lenguaje de ra´pida ejecucio´n tal como FORTRAN
o´ C++ para que el tiempo de estimacio´n se reduzca sustancialmente. Dicha adecuacio´n
puede llevar a cabo un trabajo adicional que permita, a trave´s de la ejecucio´n en
paralelo, la generacio´n de varias cadenas de estimacio´n, con el objetivo de investigar
el proceso de convergencia y por lo tanto de estimacio´n.
APE´NDICE A
Algoritmo h´ıbrido: Metropolis Within Gibbs
En la literatura se encuentran diferentes me´todos para obtener observaciones ligadas
a una distribucio´n con funcio´n de densidad no necesariamente conocida: algoritmo de
aceptacio´n y rechazo, de Gibbs, de Metropolis-Hastings, Slice, de remuestreo entre otros.
Este conjunto de me´todos se enmarca dentro de la metodolog´ıa de cadenas de Markov de
Monte Carlo (MCMC, por sus siglas en ingle´s).
As´ı, este Ape´ndice tiene como objetivo describir en primera instancia el algoritmo de
Gibbs, de Metropolis- Hastings y finalmente su combinacio´n, la cual es de amplia aplicacio´n
a trave´s del documento, denominada en la literatura como algoritmo de Metropolis Within
Gibbs.
Sea una muestra aleatoria Y = (Y1, Y2, . . . , Yn)
′ de una distribucio´n con funcio´n de
densidad fY i(y; Θ) donde Θ = (θ1, θ2, . . . , θm)
′ y distribucio´n a priori p(Θ). Luego la
distribucio´n a posteriori dada por:
pi(Θ) ∝
∏
i
fY i(y; Θ)p(Θ)
Si asumimos que pi(Θ) es una distribucio´n no conocida, es necesario determinar
su comportamiento distribucional a trave´s de la obtencio´n de una muestra aleatoria
Θ˜1, Θ˜2, . . . , Θ˜r.
A.1. Algoritmo de Gibbs
Supongamos que las distribuciones condicionales completas determinan un´ıvocamente
la distribucio´n pi(Θ), esto es, que existe y se conoce a pi(θi|θ−i) para una distribucio´n co-
nocida dada. Siendo el objetivo muestrear a pi(Θ), se puede recurrir a las m-distribuciones
pi(θi|θ−i) siguiendo los siguientes pasos (Gamerman & Freitas, 2006):
1. Inicialice el contador con j = 1 bajo los valores iniciales Θ0 = (θ01, θ
0
2, . . . , θ
0
m)
′.
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2. Obtenga nuevos valores Θj = (θj1, θ
j
2, . . . , θ
j
m)′ de Θ(j−1) a trave´s de las distribuciones
condicionales completas
θj1 ∼ pi
(
θ1|θ(j−1)2 , θ(j−1)3 , . . . , θ(j−1)m
)
θj2 ∼ pi
(
θ2|θ(j−1)1 , θ(j−1)3 , . . . , θ(j−1)m
)
...
θjm ∼ pi
(
θ1|θ(j−1)2 , θ(j−1)3 , . . . , θ(j−1)m−1
)
3. Actualice el contador a j + 1 hasta que alcance la convergencia.
Finalmente la convergencia esta ligada con la existencia de una muestra de una distri-
bucio´n limite estacionaria, relacionada con una cadena de Markov estacionaria.
Se presenta un ejemplo a continuacio´n con el fin de ilustrar el algoritmo descrito, el
desarrollo se toma de Walsh (2004) para las variables aleatorias X y Y , las cuales tienen
la siguiente densidad conjunta:
f(X,Y )(x, y) =
n!
(n− x)!x!y
x+α−1(1− y)n−x+β−1 con y constante en el intervalo [0, 1]
para x = 0, 1, . . . , n y 0 ≤ y ≤ 1. Esta distribucio´n no tiene un algoritmo conocido que
permita obtener muestras de la distribucio´n, sin embargo, las distribuciones marginales
f(x|y) y f(y|x) son conocidas y de las cuales se pueden obtener parejas (x, y) de una forma
ma´s sencilla siguiendo el algoritmo de Gibbs. As´ı, cada densidad marginal esta dada en
funcio´n de:
• La distribucio´n marginal de X sobre Y es proporcional a una distribucio´n Binomial
de para´metros (y, n).
f(x|y) ∝ n!y
x(1− y)n−x
(n− x)!x!
• La distribucio´n marginal de Y sobre X es proporcional a una distribucio´n Beta de
para´metros (x+ α, n− x+ β)
f(y|x) ∝ yx+α−1(1− y)n−x+β
Luego, a trave´s de las densidades anteriores se puede obtener parejas de observaciones que
finalmente podra´n asumirse que son provenientes de la densidad f(x, y).
A.2. Algoritmo de Metropolis-Hastings
La idea del me´todo esta basada en la existencia de una funcio´n pi(θ), la cual no tiene
una forma anal´ıtica conocida, y por lo tanto obtener muestras de dicha distribucio´n no
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es posible de forma sencilla, para esto puede proponerse una funcio´n conocida [k(θ)] que
permite obtener muestras. Luego, a trave´s de un me´todo de aceptacio´n y rechazo que
involucra a pi(θ) y k(θ) se pueden obtener observaciones provenientes de pi(θ), sin necesidad
de acudir directamente a pi(θ).
Para el caso asumimos que Θ = θ, donde el me´todo desarrollado hacia los an˜os cin-
cuenta define la funcio´n de valor real propuesta o kernel condicional, k(θ|x), tal que
pi(θ)
k(θ|x)
sea aproximadamente constante sin dependencia directa de x (Robert & Casella, 2004).
Este procedimiento se enmarca dentro de los me´todos iterativos definidos con base en una
cadena de Markov, generada segu´n los siguientes pasos:
1. Inicialice el contador en j = 1 bajo el valor inicial θ(0).
2. Genere un nuevo valor φ del kernel propuesto k(θ(j−1)|·)
3. Calcule la probabilidad de aceptacio´n:
α(θ(j−1), φ) =
{
pi(φ)k(φ, θ(j−1))
pi(θ(j−1))k(θ(j−1))
}
Genere un nu´mero aleatorio de una distribucio´n uniforme u ∼ U [0, 1]. Si el valor se
acepta respecto de u (α(θ(j−1), φ) > u) entonces acepte θ(j) = φ, en caso contrario
retorne al paso (2).
4. Actualice el contador a j = j + 1 y repita el proceso hasta alcanzar la convergencia.
Con este algoritmo se garantiza obtener una muestra aleatoria de la distribucio´n pos-
teriori pi(θ).
A.3. Metropolis within Gibbs
Este me´todo combina los algoritmo ya presentados frente al problema del descono-
cimiento de las distribuciones condicionales. Luego se puede especificar el algoritmo en
te´rminos de las consideraciones del aparte A.1 de forma tal que se define el siguiente
algoritmo:
1. Inicialice el contador con j = 1 bajo los valores iniciales Θ0 = (θ01, θ
0
2, . . . , θ
0
m)
′.
2. Obtenga nuevos valores Θj = (θj1, θ
j
2, . . . , θ
j
m)′ de Θ(j−1) a trave´s de los kernel pro-
puestos ki(θi|·) con i = 1, 2, . . . , r, para cada uno de los para´metros de intere´s que
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en algunos casos por facilidad resulta estar especificado bajo la misma v´ıa:
φj1 ∼ k1
(
θ
(j−1)
1 |·
)
φj2 ∼ k2
(
θ
(j−1)
2 |·
)
...
φjm ∼ k2
(
θ(j−1)m |·
)
En cada caso actualice el contador a j = j+1, si y solo si, es aceptado el nuevo valor
de θi bajo la probabilidad α(θ
(j−1)
i , φi) correspondiente a la distribucio´n marginal en
el paso i.
3. Actualice el contador a j + 1 hasta que logre la convergencia.
Este algoritmo se denomina Metropolis within Gibbs debido a que se apoya el muestreo
por un algoritmo basado en los kernel ki(θ|·), que hace las veces de la distribucio´n marginal
pi(θi|θ−i) y para este caso se asume que no tiene una especificacio´n conocida o fa´cil de
muestrear.
APE´NDICE B
Test de convergencia
Siguiendo la idea de tener una distribucio´n pi(θ), la cual no es conocida y por lo tanto
el proceso de estimacio´n de para´metros llega a ser un problema asociado a la ausencia
de una muestra, se propuso algunos me´todos que permiten solucionar este problema. As´ı,
mediante la construccio´n de una cadena de Markov se pudo determinar las estimaciones
de los para´metros. Sin embargo, en la literatura se asume teo´ricamente que el nu´mero
de iteraciones para alcanzar una cadena de Markov estacionaria asociada a la verdadera
distribucio´n pi(θ) debe tender a infinito. Esta limitante computacional es superada a trave´s
del estudio de convergencia de las cadenas en los para´metros; lo cual quiere decir que
luego de un nu´mero de iteraciones N puede asumirse que las observaciones generadas de
la cadena son provenientes de pi(θ) (Gamerman & Freitas, 2006).
Este Ape´ndice tiene como objetivo describir dos me´todos: el primero denominado prue-
ba de convergencia de Geweke y, el segundo es la prueba de Heidelberger y Welch. Los
cuales se describen a continuacio´n y fueron usados en la determinacio´n de la convergencia
de las cadenas asociadas a los diferentes para´metros en el estudio de simulacio´n.
El me´todo de Geweke, esta basado en dos submuestras basados en el primer 10 % y
el u´ltimo 50 % de las iteraciones, en caso de tener convergencia los promedios ergo´dicos
de cada submuestra deben ser parecidos y, por tanto, la diferencia estandarizada tiene
distribucio´n asinto´tica Normal. Luego la convergencia en el caso pra´ctico se evalu´a de
forma emp´ırica, si la diferencia se ubica cercano al cero. En caso contrario, si el diferencial
se ubica hacia los extremos de la distribucio´n normal (valores mayores a tres en valor
absoluto) se dice que la cadena au´n no alcanza un estado estacionario o convergente
(Gamerman & Freitas, 2006).
El segundo me´todo es el test de Heidelberger y Welch. El cual es un tanto ma´s
elaborado y esta basado en el concepto de estacionariedad de´bil 1. Basado en este concepto
el test de desarrolla en dos etapas: la primera parte de la prueba plantea la hipo´tesis
de estacionariedad basado en la estad´ıstica de bondad de ajuste de Cramer-von Mises.
Esta´ hipo´tesis es secuencial, es decir, se realiza por segmentos de la cadena de tal forma
que se identifique que proporcio´n de la cadena debe ser removida por presentar problemas
de convergencia. Luego, se evalu´a a trave´s del intervalo de confianza que surge de la cadena,
1Un proceso estoca´stico {Xt} se dice que es estacionario de´bil si E(Xj) = E(Xj+κ) ∀κ ∈ R y
Cov(Xj , xj+κ) solo depende de κ.
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despue´s de remover el porcentaje de no convergencia, si efectivamente se puede estimar los
para´metros a trave´s del promedio ergo´dico con la precisio´n necesaria para hacer el ana´lisis
(Sahlin, 2011).
Finalmente las Tablas B.1 y B.2 presentan los test de diagno´stico en el caso de los
modelos M1, M2 y M3 presentados en el proceso de ana´lisis por simulacio´n de acuerdo a
los diferentes para´metros de la media y la varianza o´ dispersio´n, segu´n sea el caso. Por
u´ltimo se muestra las pruebas sobre los para´metros de los efectos aleatorios. Para este
caso corresponden a los para´metros de la media y los componentes de varianza, de los
datos dados por σ2 o´ φ, y los asociados a la matriz de varianzas y covarianzas de los
coeficientes aleatorios. Los resultados concluyen que efectivamente hay convergencia en
las cadenas y, por lo tanto, los resultados presentados a lo largo del Cap´ıtulo 4 son va´lidos
y las conclusiones que de all´ı se derivan son acordes a la investigacio´n realizada.
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Tabla B.1. Test de convergencia para los modelos de efectos fijos.
Tipo de modelo Comparativo Tipo Prueba Estad´ısticas β0 β1 β2 γ0 γ1
M1
Precisio´n
Gelman 0.825 -0.330 - -0.928 -
Heidelberg Test estacionario Ok Ok - Ok -
Inicial 1. 1 - 1 -
Valor-p 0.945 0.834 - 0.858 -
Test halfwidth Ok Ok - Ok -
Media -1.010 1.910 - 1.590 -
halfwidth 0.007 0.012 - 0.023 -
Varianza constante
Gelman -0.465 0.686 - 1.001 -
Heidelberg Test estacionario Ok Ok - Ok -
Inicial 1 1 - 1 -
Valor-p 0.184 0.198 - 0.444 -
Test halfwidth Ok Ok - Ok -
Media -1.090 2.040 - 0.087 -
halfwidth 0.006 0.011 - 0.001 -
Varianza variable
Gelman 0.232 -0.644 - 0.996 -0.456
Heidelberg Test estacionario Ok Ok - Ok Ok
Inicial 1 1 - 1 1
Valor-p 0.998 0.999 - 0.792 0.917
Test halfwidth Ok Ok - Ok Ok
Media -1.050 1.900 - -1.950 1.930
halfwidth 0.020 0.041 - 0.171 0.214
M2
Precisio´n constante
Gelman -0.930 1.324 -0.387 -
Heidelberg Test estacionario Ok Ok - Ok -
Inicial 1 1 - 1 -
Valor-p 0.558 0.334 - 0.999 -
Test halfwidth Ok Ok - Ok -
Media 3.200 -4.290 - 58.800 -
halfwidth 0.006 0.010 - 4.900 -
Precisio´n variable
Gelman -2.425 2.333 - 0.716 -1.943
Heidelberg Test estacionario Ok Ok - Ok Ok
Inicial 227 452 - 1 902
Valor-p 0.057 0.135 - 0.141 0.060
Test halfwidth Ok Ok - Ok Ok
Media 3.310 -4.480 - 2.500 4.410
halfwidth 0.015 0.022 - 0.142 0.369
Varianza constante
Gelman 1.451 -0.855 - -1.129 -
Heidelberg Test estacionario Ok Ok - Ok -
Inicial 1 1 - 1 -
Valor-p 0.219 0.450 - 0.234 -
Test halfwidth Ok Ok - Ok -
Media 3.230 -4.340 - 0.001 -
halfwidth 0.008 0.012 - 0.000 -
M3
Precisio´n constante
Gelman 1.028 -1.740 - -1.844 -
Heidelberg Test estacionario Ok Ok - Ok -
Inicial 1 1 - 1 -
Valor-p 0.366 0.240 - 0.297 -
Test halfwidth Ok Ok - Ok -
Media 0.503 0.393 - 45.400 -
halfwidth 0.003 0.005 - 2.950 -
Varianza variable
Gelman 2.037 -1.991 - 0.750 -1.408
Heidelberg Test estacionario Ok Ok - Ok Ok
Inicial 1 1 - 1 1
Valor-p 0.212 0.380 - 0.500 0.476
Test halfwidth Ok Ok - Ok Ok
Media 0.510 0.234 - 0.028 0.017
halfwidth 0.002 0.003 - 0.002 0.004
M4
Precisio´n variable
Gelman 0.157 -1.183 0.653 -1.446 0.811
Heidelberg Test estacionario Ok Ok Ok Ok Ok
Inicial 1 1 1 1 1
Valor-p 0.138 0.412 0.247 0.181 0.757
Test halfwidth Ok Ok Ok Ok Ok
Media -1101.000 0.692 1806.000 3.380 1.600
halfwidth 0.002 0.003 0.005 0.070 0.178
Varianza variable
Gelman 0.584 0.957 -1.010 0.379 -0.142
Heidelberg Test estacionario Ok Ok Ok Ok Ok
Inicial 1.000 1.000 1.000 1.000 1.000
Valor-p 0.163 0.099 0.092 0.322 0.565
Test halfwidth Ok Ok Ok Ok Ok
Media -1.164 0.634 1.976 -4.190 -3.530
halfwidth 0.001 0.003 0.005 0.074 0.118
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Tabla B.2. Test de convergencia para los modelos mixtos.
Tipo de modelo Comparativo Tipo Prueba Estad´ısticas β0 β1 φ o´ σ
2 D11 D21 D22
MI1
Precisio´n
Gelman -1.931 1.507 -0.083 -0.257 2.256 1.212
Heidelberg Test estacionario Ok Ok Ok Ok Ok Ok
Inicial 602 1 602 1 1501 1
Valor-p 0.441 0.231 0.649 0.636 0.145 0.111
Test halfwidth Ok Ok Ok Ok Ok Ok
Media -0.523 -0.254 5.770 0.240 0.030 0.094
halfwidth 0.013 0.011 0.280 0.013 0.005 0.004
Varianza
Gelman -0.114 1.246 1.089 -3.069 0.710 -0.253
Heidelberg Test estacionario Ok Ok Ok Ok Ok Ok
Inicial 1 1 1 1 1 1
Valor-p 0.267 0.751 0.282 0.310 0.384 0.507
Test halfwidth Ok Ok Ok Ok Ok Ok
Media -0.520 -0.214 0.035 0.220 0.028 0.094
halfwidth 0.015 0.015 0.001 0.018 0.006 0.005
MI2
Precisio´n
Gelman 0.530 -0.215 0.195 -1.094 0.789 -0.815
Heidelberg Test estacionario Ok Ok Ok Ok Ok Ok
Inicial 1 1 1 1 202 202
Valor-p 0.063 0.279 0.805 0.200 0.267 0.095
Test halfwidth Ok Ok Ok Ok Ok Ok
Media 1.010 0.205 30.400 0.081 -0.015 0.125
halfwidth 0.004 0.005 2.930 0.005 0.003 0.005
Varianza
Gelman 1.873 1.558 -1.685 -0.670 -0.460 0.196
Heidelberg Test estacionario Ok Ok Ok Ok Ok Ok
Inicial 1 1 1 1 1 302
Valor-p 0.529 0.553 0.646 0.577 0.145 0.230
Test halfwidth Ok Ok Ok Ok Ok Ok
Media 0.936 0.178 0.014 0.036 0.003 0.079
halfwidth 0.035 0.011 0.003 0.002 0.003 0.008
MI3
Precisio´n
Gelman 1.363 -1.556 -1.606 -1.515 0.340 0.025
Heidelberg Test estacionario Ok Ok Ok Ok Ok Ok
Inicial 1 1 1 1 1 1
Valor-p 0.087 0.060 0.093 0.050 0.328 0.137
Test halfwidth Ok Ok Ok Ok Ok Ok
Media -0.563 1.258 52.900 0.184 0.008 0.200
halfwidth 0.009 0.014 5.130 0.028 0.004 0.005
Varianza
Gelman -1.568 1.906 -0.826 0.435 -1.380 -1.206
Heidelberg Test estacionario Ok Ok Ok Ok Ok Ok
Inicial 1 802 1 1 501 1
Valor-p 0.087 0.065 0.354 0.085 0.153 0.448
Test halfwidth Ok Ok Ok Ok Ok Ok
Media -0.557 1.206 0.010 0.101 0.056 0.140
halfwidth 0.006 0.012 0.001 0.005 0.003 0.004
APE´NDICE C
Glosario
• Distribuciones pertenecientes a la familia exponencial de densidades:
Se dice que la variable aleatoria Y tiene distribucio´n segu´n la familia exponencial de
densidades si su funcio´n de densidad esta´ dada por:
fYi(yi; θ, φ) = exp[α(φ)(yθ − b(θ)) + c(y, φ)] (C.1)
donde α(·), b(·) y c(·) son funciones de valor real conocidas y para el cual µ(θ) y V (µ)
corresponden a la funcio´n de medias y varianza en relacio´n a la media µ. Algunos
ejemplos de distribuciones que hacen parte de esta familia se presentan en la Tabla
C.1, presentados por Cordeiro & Demetrio (2007).
Tabla C.1. Distribuciones pertenecientes a la familia exponencial de densidades
Distribucio´n Notacio´n α(φ) θ b(θ) c(y, φ) µ(θ) V (µ)
Normal N(µ, σ2) 1
σ2
µ θ
2
2
− 1
2
[
y2
σ2
+ log(2piσ2)
]
θ 1
Poisson Pois(λ) 1 log µ exp(θ) − log y! eθ µ
Binomial Bin(n, pi) 1 log
(
µ
n−µ
)
m log(1 + eθ) log m!
(m−y)!y!
meθ
1+eθ
µ
m
(m− µ)
Binomial negativa BinNeg(µ, k) 1 log
(
µ
n+k
)
−k log(1− eθ) log
[
Γ(k+y)
Γ(k)y!
]
k e
θ
1−eθ µ
(
µ
k
+ 1
)
Gamma G(µ, v) v − 1
µ
− log(−θ) v log(vy) − 1
θ
µ2
Normal inversa IG(µ, σ2) 1
σ2
− 1
2µ2
−(−2θ)1/2 − 1
2
[
log(2piσ2y3) + 1
σ2y
]
(−2θ)−1/2 µ3
• Mı´nimos cuadrados iterativos ponderados
Es un me´todo de estimacio´n iterativo que minimiza la sumatoria de errores ei =
yi−f(xi|β) ponderados por wi(β). La idea es que consecutivamente se pueda obtener
valores de β, de tal forma que en la convergencia de dichos valores se encuentre una
estimacio´n de los para´metros. En el caso de los MLG la estimacio´n por ma´xima
verosimilitud determina un conjunto de ecuaciones de la funcio´n score (seccio´n 2.1)
U(β) =
1
φ
X′WG(Y − µ)
donde G = diag{ dηidµi }ni=1, W−1 = diag{ 1V (µi)(
dµi
dηi
)2}ni=1. As´ı, en el proceso de encon-
trar los valores de β que satisfacen U(β) = 0 se llega a un conjunto de ecuaciones en
te´rminos de una nueva variable zi (denominada variable de trabajo) asociada a una
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linealizacio´n de Taylor de primer orden dada por zi = ηi +
dηi
dµi
(yi − µi). El conjunto
de ecuaciones que determina de forma iterativa el proceso de estimacio´n se define
como sigue:
β(j+1) = (X′W(j)X)−1X′W(j)Z(j) (C.2)
luego por medio de un valor inicial β(0) se puede iniciar el proceso iterativo hasta
lograr la convergencia.
• Funcio´n de desv´ıo (deviance)
En los MLG es ampliamente usado el concepto de funcio´n de desv´ıo, la cual apunta
a determinar si existen diferencias considerables entre las observaciones y el ajuste
que se le da a trave´s de µi = g
−1(ηi). Esta medida finalmente esta definida como la
diferencia de verosimilitudes resultando en la siguiente expresio´n:
D(Y,θ) =
n∑
i=1
d2i =
n∑
i=1
2[yi(θ˜i − θ̂i) + b(θ˜i)− b(θ̂i)]
para el cual se tiene que θ˜i = θ(yi) es una funcio´n evaluada en cada punto muestral
yi (modelo saturado) y θ̂i = θ(µi) es la funcio´n evaluada en los puntos obtenidos
por el modelo a trave´s de ηi (modelo propuesto). Esta discrepancia se espera que
sea pequen˜a de tal forma que la aproximacio´n sea lo ma´s precisa posible. Hinde &
Demetrio (1998) muestra que el valor de D(Y,θ) es adema´s usado para la estimacio´n
de φ a trave´s de la siguiente ecuacio´n:
φ̂ =
D(Y,θ)
n− p (C.3)
Finalmente de los componentes di de la funcio´n de desv´ıo se define los residuales tipo
desv´ıo (rdi), los cuales sera´n de gran utilidad en la validacio´n del modelo mediante
el estudio de las discrepancias entre yi y µi. Luego rdi se define como
rdi = sign(yi − θ̂i)d1/2i = sign(yi − θ̂i){2[yi(θ˜i − θ̂i) + b(θ˜i)− b(θ̂i)]1/2} (C.4)
En el caso de tener un enlace cano´nico θi = ηi = q(µi); por ejemplo en el caso del
modelo normal ηi = µi, para la distribucio´n Poisson ηi = log µi o la distribucio´n
binomial ηi = log
µ
1−µ .
• Criterios de informacio´n En general esta estad´ıstica comparativa entre modelos
cuantifica el ajuste que tiene el modelo a los datos, comparativamente si un modelo
A frente a un modelo B tiene un criterio de informacio´n ma´s pequen˜o se dice que el
modelo A es mejor en cuanto a ajuste a los datos y parsimonia.
– Criterio de informacio´n de Akaike (AIC): el AIC se define como sigue :
AIC(modelo) = −2 ∗ logL(Y|β,γ) + 2Npar
Donde Npar corresponde al nu´mero de para´metros total que se esta estimando.
– Criterio de informacio´n bayesiano (BIC): al igual que el AIC esta es-
tad´ıstica permite hacer coomparaciones de un modelo frente a otro y para el
cual su expresio´n matema´tica es
BIC(modelo) = −2 ∗ logL(Y|β,γ) +Npar log(n)
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– Criterio de informacio´n bayesiano (DIC): este estad´ıstico propuesto por
Spiegelhalter et al. (2002) se define como una generalizacio´n de los criterios de
informacio´n anteriores al estar basada en la funcio´n de desv´ıo para el modelo,
y el cual permite a trave´s de la obtencio´n de muestras de la distribucio´n a
posteriori de los para´metros estimar cada uno de los componentes del DIC,
esta estad´ıstica se define como sigue:
DIC(modelo|θ) = D(Y,θ) + pD = 2D(Y,θ)−D(Y,θ)
donde D(Y,θ) =
∑n
i=1 r
2
di
es la deviance obtenida con base en los residuales
tipo desv´ıo. Siendo pD el nu´mero efectivo de para´metros.
• Ma´xima verosimilitud restringida: es un me´todo ampliamente conocido en la
estimacio´n de para´metros en un modelo mixto con respuesta Normal. Para este caso
se asume que las observaciones siguen un modelo marginal Normal de media Xiβ
y matriz de varianzas y covarianzas Zi
′DZi + Σi producto de un modelo con p
covariables asociada a los efectos fijos β (Verbeke & Molenberghs, 2001):
Yi = Xiβ + Ziγi + ei
γi = N(0,D)
ei = N(0,Σi)
y para el cual γ1,γ2, . . . ,γn y e1, e2, . . . , en son independientes. Luego el me´todo
de ma´xima verosimilitud restringida corrige por el nu´mero de para´metros fijos en la
estimacio´n de los componentes de varianza relacionados con D y Σ. Esta correccio´n
se hace a trave´s de una proyeccio´n por medio de una matriz ortogonal A, a la matriz
disen˜o X, y se aplica ma´xima verosimilitud sobre la variable A′Y.
• Distribucio´n Wishart inversa (IW): se dice que una matriz aleatoria Σ sime´trica
y definida positiva de dimensio´n k × k sigue una distribucio´n Wishart inversa de
para´metros S y v > k si su funcio´n de densidad esta dada por la siguiente expresio´n
(Carlin & Louis, 1996)
c|S|(v+k+1)/2
|Σ|v/2 exp
(
−1
2
traza(Σ−1S)
)
donde el para´metro v es denominado los grados de libertad en la distribucio´n y la
constante de proporcionalidad
c =
[
2vk/2pik(k−1)/4
k∏
j=1
Γ
(
v + 1− j
2
)]
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