Origin of the DC and AC conductivity anisotropy in iron-based
  superconductors: scattering rate versus spectral weight effects by Schütt, Michael et al.
Origin of the DC and AC conductivity anisotropy in iron-based superconductors:
scattering rate versus spectral weight effects
Michael Schu¨tt,1 Jo¨rg Schmalian,2 and Rafael M. Fernandes1
1School of Physics and Astronomy, University of Minnesota, Minneapolis 55455, USA
2Institute for Theory of Condensed Matter and Institute for Solid State Physics,
Karlsruhe Institute of Technology, 76128 Karlsruhe, Germany.
To shed light on the mechanism responsible for the in-plane resistivity anisotropy in the ne-
matic phase of the iron-based superconductors, we investigate the impact of spin fluctuations on
the anisotropic AC conductivity. On the one hand, the scattering of electrons off magnetic fluctu-
ations causes an anisotropic scattering rate. On the other hand, the accompanying Fermi velocity
renormalization contributes to both the plasma frequency and the scattering rate in antagonistic
ways, giving rise to anisotropies in these quantities that exactly cancel each other in the DC limit.
As a result, the effective scattering rate changes its sign as function of temperature, but the DC
conductivity retains the same sign, in agreement with recent experiments.
In-plane resistivity anisotropy measurements have
been employed as the primary tool to investigate the ne-
matic phase of both cuprate and iron-based supercon-
ductors [1–5]. In these systems, the onset of electronic
nematic order, characterized by an Ising order parameter
ϕ 6= 0, lowers the point-group symmetry from tetragonal
to orthorhombic, making the two in-plane x and y direc-
tions inequivalent [6–8]. As a result, a non-zero conduc-
tivity anisotropy arises, ∆σ = σx − σy 6= 0 [9].
In general, the longitudinal DC conductivity along
direction µ = x, y can be expressed in terms of the
Drude form σµ = τµΩ
2
p,µ/(4pi), where τ
−1
µ is the trans-
port scattering rate (not to be confused with the inverse
single-particle lifetime) and Ωp,µ is the plasma frequency.
Therefore, an anisotropy in the DC conductivity can arise
from an anisotropic scattering rate, which is sensitive to
impurities and to the low-energy excitations of the sys-
tem, and/or from an anisotropic Drude weight, which is
sensitive to the electronic structure. In the nematic phase
of the iron-based superconductors, different effects con-
tribute to these quantities. Anisotropic magnetic fluc-
tuations triggered by nematic order [10, 11] give rise
to an anisotropy in the inelastic scattering rate [12–14],
whereas the dressing of an impurity potential by mag-
netic correlations promotes an anisotropy in the elastic
scattering rate [15, 16]. Conversely, the distortion of the
Fermi surface caused by the ferro-orbital order triggered
at the nematic transition affect the plasma frequency [17–
20]. Disentangling these contributions would provide im-
portant insight into the dominant processes responsible
for the nematic instability.
At first sight, a natural way to disentangle τ−1µ and
Ωp,µ is the AC conductivity, σµ (ω). Indeed, recent mea-
surements of σµ (ω) in detwinned BaFe2As2 reported a
larger anisotropy in the plasma frequency than in the
scattering rate [4, 21], which was interpreted as evidence
for electronic-structure induced anisotropy. However, as
we show in this paper, these two quantities are unavoid-
ably entangled. This general result follows directly from
FIG. 1. AC conductivity σµ (ω) of Eq. (1) as function of
frequency ω for both x and y directions. In case (i), only the
plasma frequency is anisotropic (Ω2p,y = (3/4)Ω
2
p,x), while in
(ii) and (iii) only the scattering rate (τ−1y = (4/3)τ
−1
x ) and
the optical mass (λy = (4/3)λx) are anisotropic, respectively.
Panel (iv) shows the case in which both the scattering rate
and the optical mass are anisotropic, yielding AC and DC
conductivities very similar to those in panel (i). The causality
properties of the AC conductivity do not allow cases (ii) and
(iii) to exist, i.e. both τ−1µ and λµ must be present.
the memory function formalism, which is valid even in
the absence of quasi-particles, and yields the following
form for the AC conductivity [22]:
σµ(ω) =
Ω2p,µ
4pi
1
τ−1µ (ω)− iω [1 + λµ(ω)]
. (1)
The main point is that, besides Ωp,µ and τ
−1
µ , the AC
conductivity depends additionally on the optical mass
enhancement λµ [23]. While λµ does not contribute to
the DC conductivity σµ(ω → 0), it does modify the ef-
fective plasma frequency and the effective scattering rate
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2extracted from a typical AC conductivity measurement,
yielding Ω˜2p,µ = Ω
2
p,µ/ (1 + λµ) and τ˜
−1
µ = τ
−1
µ / (1 + λµ).
To illustrate the importance of this effect for the intepre-
tation of the experimental results of Ref. [21], in Fig. 1
we plot Re [σµ (ω)] in Eq. (1) considering four cases: (i)
anisotropy only in the plasma frequency (Ωp,y < Ωp,x);
(ii) anisotropy only in the scattering rate (τ−1y > τ
−1
x );
(iii) anisotropy only in the optical mass (λy > λx);
(iv) anisotropy in both scattering rate and optical mass
(τ−1y > τ
−1
x and λy > λx). The system in cases (i) and
(ii) have very similar DC conductivities, but rather dif-
ferent AC conductivities in the intermediate frequency
range. In the presence of optical mass anisotropy only,
case (iii), the system does not display a DC conductiv-
ity anisotropy, but in the intermediate frequency range,
the AC conductivity is similar to that of case (i). The
key point is that cases (ii) and (iii) are not allowed due
to the causality properties of the AC conductivity, which
require both τ−1µ and λµ to be present. After combin-
ing these two effects, case (iv), the system displays DC
and AC conductivities very similar to case (i). Thus,
the AC conductivity anisotropy observed in Ref. [21] is
in equally consistent with either case (i) or (iv), which
have very different physical origins – electronic-structure
anisotropy and scattering rate anisotropy, respectively.
In this paper we compute the AC conductivity of a
multi-band model for the iron pnictides in which the
electrons interact with spin fluctuations – which become
anisotropic in the nematic phase [10, 11]. While this in-
teraction does not promote anisotropy in the bare plasma
frequency, it causes anisotropies simultaneously in both
the scattering rate, ∆τ−1 ≡ τ−1x − τ−1y 6= 0, and in the
optical mass, ∆λ ≡ λx − λy 6= 0. Physically, the first ef-
fect arises from real collisions of electrons and magnetic
fluctuations, whereas the latter effect stems from the re-
duction of the electronic Fermi velocity (or, equivalently,
the enhancement of the effective electron mass) promoted
by the exchange of virtual spin fluctuations (see Fig. 2).
More importantly, our microscopic calculations reveal
that while the overall signs of both quantities, ∆τ−1 and
∆λ, are determined by the same prefactor that depends
on the geometry of the Fermi surface [12], the relative
sign of ∆τ−1 and ∆λ is always positive, similar to case
(iv) in Fig. 1. Consequently, the effective scattering
rate anisotropy ∆τ˜−1 = ∆τ−1 − τ−10 ∆λ is reduced with
respect to its bare value, while the effective plasma fre-
quency anisotropy ∆Ω˜2p = −Ω2p,0∆λ is enhanced (here
τ−10 and Ωp,0 are the bare isotropic scattering rate and
plasma frequency). Interestingly, because collisions are
suppressed at low temperatures, ∆τ−1 decreases as the
temperature is lowered. In contrast, ∆λ remains finite
as T → 0, since it is proportional to the electronic mass
renormalization. Consequently, one generally expects a
sign-change of ∆τ˜−1 as function of temperature, despite
the fact that ∆σ (ω → 0) ∝ ∆τ−1 retains the same sign.
These behaviors agree with recent AC conductivity mea-
FIG. 2. Illustration of the Fermi surface, consisting of hole-
like (at Γ) and electron-like pockets (at X and Y ), and
the anisotropic processes promoted by spin fluctuations. On
the one hand, scattering off of spin fluctuations is stronger
for the hot spots exchanging QX = (pi, 0) (red dots) than
QY = (0, pi) (green dots) fluctuations. On the other hand,
the renormalized Fermi velocity suppression (or, equivalently,
mass renormalization) caused by the exchange of spin fluc-
tuations (arrows) is smaller at the red hot spots than at the
green hot spots.
surements in detwinned BaFe2As2 [4, 21], revealing the
importance of anisotropic spin fluctuations to describe
the nematic state of the iron pnictides.
Our starting point is the minimal three band model
shown in Fig. 2 [24], and previously employed to investi-
gate the DC conductivity anisotropy due to the scatter-
ing by spin fluctuations [12]. This model has a hole-like
circular pocket centered at the Γ = (0, 0) point of the Fe-
square lattice Brillouin zone, and two elliptical electron
pockets centered at X = (pi, 0) and Y = (0, pi). Here-
after, for convenience, these bands are labeled β = 0,
β = 1, and β = −1, respectively. We also include in the
model point-like impurities, giving rise to the isotropic
band-independent elastic scattering rate τ−10 .
To make the symmetry properties of the AC con-
ductivity more evident, we consider the band-resolved
conductivity σβµ for band β in direction µ such that,
σµ =
∑
β σ
β
µ . Without interactions, we have σ
β
0,µ =
1
4pi
(
Ωβp,µ
)2
/(τ−10 −iω), where the subscript 0 denotes the
non-interacting system and Ωβp,µ =
√
2e2NβF
~ v
β
F , with den-
sity of states NβF and averaged Fermi velocity v
β
F . The
tetragonal symmetry of the system implies Ωβp,x = Ω
−β
p,y ,
i.e. σβ0,x = σ
−β
0,y , yielding ∆σ0 ≡ σ0,x − σ0,y = 0, as
expected for a tetragonal system.
The contribution arising from the interaction with
spin fluctuations is conveniently expressed in terms of
3the memory function Mβµ (ω), defined such that σ
β
µ =
1
4pi
(
Ωβp,µ
)2
/
[
τ−10 − iω +Mβµ (ω)
]
[22]. Hence, while
Re
(
Mβµ
)
renormalizes the scattering rate, −Im (Mβµ ) /ω
renormalizes the optical mass. The fact that these two
quantities are related by Kramers-Kronig relations im-
plies that an anisotropy in the scattering rate must
be accompanied by an anisotropy in the optical mass,
as stated in the introduction. In this framework, cal-
culating the band-resolved AC conductivity anisotropy,
∆σβ ≡ ∆σβx − ∆σβy , is equivalent to calculating the
anisotropic memory function ∆Mβ = Mβx −M−βy , since
∆σβ = −
(
σβ0,x
τ−10 −iω
)
∆Mβ . Consequently, expansion of
∆Mβ for small frequencies yields the anisotropic scatter-
ing rate and optical mass, ∆Mβ =
(
∆τβ
)−1 − iω∆λβ .
To leading order in the interaction parameter g be-
tween the electrons and the spin fluctuations, the mem-
ory function is given by the two Feynman diagrams de-
picted in Fig. 3 [25], where solid lines denote the elec-
tronic Green’s function Gβk = (iω˜n − βk)−1 and the wavy
lines denote the spin fluctuation dynamic susceptibility
χk. Here, k = (iωn,k) denotes both momentum k and
Matsubara frequency ωn, 
β
k ≈ vβF · k is the linearized
dispersion of band β, and ω˜n = ωn + sgn(ωn)/(2τ0) is in-
troduced in the Green’s function to incorporate the effect
of impurity scattering within the Born approximation. In
particular, the memory function is given by the combina-
tion of diagrams
(
σβ0,µ
τ−10 −iω
)
Mβµ =
e2
iω (2Φ
self,β
µ + Φ
vert,β
µ )
with:
Φself,βµ,p = g
2
∑
β′
ˆ
k,k′
χ
(ββ′)
k−k′ Gβk vβµ,kGβk+pGβ
′
k′+pGβk+pvβµ,k+p,
(2)
Φvert,βµ,p = g
2
∑
β′
ˆ
k,k′
χ
(ββ′)
k−k′ Gβk vβµ,kGλk+pGβ
′
k′ v
β′
µ,k′+pGβ
′
k′+p,
(3)
where vβµ,k is the velocity, p = (iΩn, 0), and
´
k
=
T
∑
ωn
´
BZ
d2k/(2pi)2. As shown by inelastic neu-
tron scattering data [26], the magnetic susceptibility
is peaked at the ordering vectors QX = (pi, 0) and
QY = (0, pi). Therefore, the only terms that contribute
to the sums above are χ
(10)
k ≡ χX,k and χ(−10)k ≡
χY,k. At low energies and in the tetragonal phase,
these susceptibilities are equal and described by χ−1j,k =
χ−10
(
ξ−2 + |k−Qj |2 + |ωn| /γ
)
, where χ−10 is the mag-
netic energy scale, ξ is the correlation length (in units
of the lattice constant), and γ is the Landau damping.
Indeed, this form has been widely used to fit the neutron
data in pnictides [26–28]. In the nematic phase, the sus-
ceptibilities become different, since magnetic fluctuations
become stronger along either QX or QY . Specifically, the
correlation lengths are renormalized by the nematic order
FIG. 3. Interaction corrections to the optical conductivity
diagrams: self-energy Φself (left) and vertex corrections Φvert
(right). Solid lines refer to the electronic propagator, wavy
lines denote the spin fluctuation propagator, and v is the
velocity vertex.
FIG. 4. The coefficient Cβeff , as function of the chemical po-
tential µ (in units of the Fermi energy 0), for a circular hole
pocket at the Γ point and elliptical electron pockets centered
at X and Y . The ellipticity here is set to δ = 0.35.
parameter ϕ, yielding χ−1j,k = χ
−1
j,k ∓ χ−10 ξ−2ϕ [10].
Such an anisotropy in the spin fluctuation spectrum,
which is indeed observed experimentally [11], is respon-
sible for the anisotropy in the memory function. Con-
sequently, it is useful to expand ∆Mβ for small ϕ. In
contrast to the isotropic contribution to the memory
function [29], the behavior of ∆Mβ is dominated by
the hot spots of the Fermi surface – i.e. points of the
Fermi surface connected by the magnetic ordering vec-
tors QX = (pi, 0) and QY = (0, pi), 
β
k = 
β′
k+Qj
(see Fig.
2). Focusing on this contribution, we find the analytical
expression:
∆Mβ(ω) = −ϕg˜2CβeffωK
(
ξ−2
2pi
γ
T
,
ω
ξ−2γ
)
. (4)
where we defined the dimensionless coupling constant
g˜2 = g2χ0ν
β
F and the complex function K (s, t):
K(s, t) = −1
t
[
1− 1
2s
+
(
1 +
i
t
)
×(
1
s
+ ψ(s)− ψ(1 + s− ist)
)]
, (5)
with ψ denoting the digamma function. Eq. (4) naturally
separates the contributions arising from the Fermi sur-
face geometry, enconded in Cβeff (see supplementary [30]
4material for the full expression), and the contributions
arising from the spin dynamics, encoded in K (s, t) via
the two dimensionless parameters s ≡ ξ−2γ/(2piT ) and
t = ω/
(
ξ−2γ
)
. While s is proportional to the ratio be-
tween the spin correlation length ξ and the length scale
of thermal spin fluctuations ξ2T ≡ γ/T , t depends explic-
itly on the frequency. Because we are interested in the
interaction-induced corrections to the standard Drude
formula, hereafter we take the limit t 1. Terms beyond
this approximation are particularly important near quan-
tum critical points, where ξ → ∞, and at frequencies
larger than the scale set by the isotropic scattering rate
τ−10 , which is of the order of 300 meV in BaFe2As2 (see
supplementary material and also [31]). Although the
study of these contributions is beyond the scope of this
paper, we note that for ω  τ−10 they give rise to a
slower decay of Re[σ (ω)] than the standard ω−2 Drude
behavior [32].
In terms of the function K (s, t), the anisotropies in
the bare scattering rate and in the optical mass are given
by
(
∆τβ
)−1
= −ϕg˜2CβeffωReK (s, t→ 0) and ∆λβ =
ϕg˜2Cβeff ImK (s, 0), yielding the effective scattering rate
and plasma frequency anisotropies:
(
∆τ˜β
)−1
= −ϕg′2Cβeff
[
ωReK (s, t→ 0) + τ−10 ImK (s, 0)
](
∆Ω˜βp
)2
= −ϕg˜2Cβeff
(
Ωβp,x
)2
ImK (s, 0) (6)
As it can be confirmed by explicit evaluation of Eq.
(5), the analytical properties of the complex function
K (s, t) enforce its real part to be positive and its imag-
inary part to be negative. This is because the former
arises from the collision of electrons by spin fluctuations
– the same process that causes a finite electronic lifetime
via the imaginary part of the self-energy – whereas the
latter arises from the suppression of the electronic Fermi
velocity – the same process that enhances the electronic
mass via the real part of the self-energy (see Fig. 1).
Consequently, the two contributions to
(
∆τ˜β
)−1
in Eq.
(6) have opposite signs, resulting in a suppression of the
effective scattering rate compared to the bare scatter-
ing rate
(
∆τβ
)−1
. Furthermore, because of their dif-
ferent physical origins – inelastic collision versus Fermi
velocity renormalization – the two contributions to the
effective scattering rate
(
∆τ˜β
)−1
display rather differ-
ent temperature dependencies. Using Eq. (5), we find
that at high temperatures (T  γξ−2) the behaviors
ωReK (s, 0+) ∝ T and ImK (s, 0) ∝ − 1T , whereas at low
temperatures (T  γξ−2) we have ωReK (s, 0+) ∝ T 2
and ImK (s, 0) = − 12 . Thus, while ReK > 0 dominates
the high-temperature regime, ImK < 0 governs the low-
temperature regime. This can be physically understood
from the fact that ReK arises from the physical collision
between electrons and spin fluctuations, which are com-
pletely suppressed at T = 0, whereas ImK arises from the
suppression of the Fermi velocity, which persists down to
T = 0.
Therefore, one expects that as temperature is lowered,
the anisotropy of the effective scattering rate changes
sign. Using characteristic values for BaFe2As2 (see sup-
plementary material and also [31]), τ−10 ∼ 300 meV
from the residual resistivity and γ ∼ 100 meV , ξ ∼ 5a
from neutron scattering [28], we find that the two con-
tributions become comparable at the temperature scale
T ∗ ∼ 100 K. Interestingly, recent optical conductivity
data in this compound [21] find such a behavior, with(
∆τ˜β
)−1
changing sign below the nematic transition at
Tnem ∼ 150 K. Although these compounds display also
long-range magnetic order, at these temperatures the
resulting reconstruction of the Fermi surface is incipi-
ent [33], suggesting that the mechanism discussed here
could be at play.
We emphasize that the sign change in the effective scat-
tering rate
(
∆τ˜β
)−1
does not cause a sign change in the
DC conductivity anisotropy – also in agreement with the
experiments. Indeed, as it is clear from Eq. (1), the DC
conductivity anisotropy depends only on the bare scat-
tering rate
(
∆τβ
)−1
, which in turn is solely determined
by ReK, ∆σ (ω = 0) = − 14pi
∑
β
(
Ωβ0,x
)2
τ20
(
∆τβ
)−1
.
The main consequence of the reduction of the effective
scattering rate
(
∆τ˜β
)−1
is an accompanying enhance-
ment of the anisotropic Drude spectral weight ∆SW ≡´∞
0
∆σ (ω) dω, since ∆SW = 18
∑
β
(
∆Ω˜βp
)2
depends
only on ImK, as shown in Eq. (6). Physically, this
means that any suppression of the effective scattering
rate is compensated by an enhancement of the effective
Drude weight, keeping the DC anisotropy the same.
The global sign of ∆σ (ω = 0) and ∆SW depend on the
same parameters Cβeff via Eq. (6), which are determined
by the Fermi surface geometry. We calculate them explic-
itly in Fig. 4 for a toy model in which the hole pocket
is a circle, Γ = 0 − p
2
2m , whereas the electron pock-
ets are ellipses, X/Y =
p2x
2m(1±δ) +
p2y
2m(1∓δ) − 0 [12, 34].
By fixing the ellipticity δ, we find that in general the
weighted sum of Cβeff is positive for electron-doped com-
pounds (µ > 0) and negative for hole-doped compounds
(µ < 0). Consequently, because ϕ > 0 for a detwinned
sample with tensile strain applied along the x direc-
tion [11], we find ∆σ > 0 and ∆SW > 0 for electron-
doped compounds, and ∆σ < 0 and ∆SW < 0 for hole-
doped compounds. This agrees with previous theoretical
calculations using the Boltzmann equation instead of the
diagrammatic approach used here [12, 14], as well as with
experiments [35, 36].
In summary, we studied the impact of anisotropic spin
fluctuations on the optical conductivity anisotropy of the
nematic phase of iron-based superconductors. Our main
result is that, in this case, while the DC conductivity
5anisotropy is determined solely by the collision of elec-
trons and spin fluctuations, the electronic Fermi veloc-
ity renormalization induced by spin fluctuations causes
opposite changes in the effective scattering rate and
plasma frequencies anisotropies that exactly compensate
each other in the DC limit. Our results qualitatively
agree with recent optical conductivity experiments in de-
twinned BaFe2As2. Experimental optical studies of com-
pounds that display nematic order without magnetic or-
der, such as FeSe, would be desirable to further elucidate
this unavoidable entanglement between scattering rate
and plasma frequency anisotropies in these materials.
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6I. SUPPLEMENTARY MATERIAL: “ORIGIN
OF THE RESISTIVITY ANISOTROPY IN THE
IRON PNICTIDES: SCATTERING RATE OR
PLASMA FREQUENCY?”
A. Form of the Geometric Coefficient
The geometric coefficient Cβeff appearing in Eq. (4)
of the main text is determined using direction-resolved
Fermi momentum pF (φ) and Fermi velocity vF (φ) [9].
Consequently this yields a direction-resolved density of
states N(φ) = p2F (φ)/(2pivF (φ)pF (φ)), and the density
of states of a single band νβF =
´ 2pi
0
Nβ(φ)dφ/(2pi). Us-
ing this notation, we can express the direction-average
of an arbitrary function f (φ) according to νF 〈f(φ)〉φ =´ 2pi
0
N(φ)f(φ)dφ/(2pi). The angle φ here is always mea-
sured with respect to the x-axis in each pocket, as shown
in Fig 5.
FIG. 5. Illustration of the direction resolved parametrization
of the Fermi surface and the labeling of the bands involved.
Two bands that satisfy the constraint |β+β′| = 1 spec-
ify which of the two electron bands is interacting with
the hole band in the Brillouin center. The anisotropy
arises from the hot spots, the points on the Fermi sur-
face which upon translation by either QX = (pi, 0) or
QY = (0, pi) connect the two involved bands, i.e. 
β
k =
β
′
k+Qj
. These hot spot are characterized by the hot spot
angles φHS(ββ′). In terms of these quantities, the geomet-
ric coefficient is given by:
Cβeff =
∑
β′
|β+β′|=1
(β + β′)
Nβ(φHS(ββ′))N
β′(φHS(ββ′))∣∣∣∣ ∂pβF∂φHS(ββ′) × ∂pβ′F∂φHS(ββ′)
∣∣∣∣
×
[
vβx,F (φHS(ββ′))− vβ
′
x,F (φHS(ββ′))
]2
2piνβF ν
β′
F 〈(vβx,F )2〉φ
(7)
For the coefficient of the hole pocket β = 0, the summa-
tion includes the other two electron bands. However since
the objects above obey the C4 symmetry of the system
(fβ(φ+ pi/2) = f−β(φ) and gβ(φ+ pi/2) = −iσyg−β(φ)
for any C4 symmetric scalar function f or vector function
g), the contribution can be re-expressed in the familiar
form that is proportional to (vβx − vβ
′
x )
2 − (vβy − vβ
′
y )
2.
B. Estimative of the impurity scattering rate
We estimated the impurity scattering rate from the
residual resistivity ρ0 = τ
2
0m/(ne
2). For simplicity,
we consider the system as a cylindrical Fermi surface,
such that the density can be expressed according to
n = k2F /(2pic). Consequently the scattering rate is found
to be:
τ−10 h = ρ0e
2hk2F /(2pimc) = ρ0~k¯2F e2/(mV ) (8)
where in the last step we measured the Fermi momentum
in units of the inverse lattice constant a and the unit cell
volume V = a2c has been used. Using typical values
for the 122 pnictides [31]: we have k¯F ≈ pi/4, a = 4 A˚,
c = 6.5 A˚, ρ0 ≈ 0.3 mΩ · cm = 3× 10−6Ω ·m, yielding:
τ−10 h ≈ 330 meV (9)
