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Titre :
Synthèse de modèles de plantes et reconstructions de baies à partir d’images
Résumé :
Les plantes sont des éléments essentiels du monde qui nous entoure. Ainsi, si l’on
veut créer des environnements virtuels qui soient à la fois agréables et réalistes, un
effort doit être fait pour modéliser les plantes. Malgré les immenses progrès en vision
par ordinateur pour reconstruire des objets de plus en plus compliqués, les plantes
restent difficiles à reconstruire à cause de la complexité de leur topologie. Cette thèse
se divise en deux grandes parties. La première partie s’intéresse à la modélisation
de plantes, biologiquement réalistes, à partir d’une seule image. Nous générons un
modèle de plante respectant les contraintes biologiques de son espèce et tel que sa
projection soit la plus fidèle possible à l’image. La première étape consiste à extraire
de l’image le squelette de la plante. Dans la plupart de nos images, aucune branche
n’est visible et les images peuvent être de qualité moyenne. Notre première contri-
bution consiste en une méthode de squelettisation basée sur les champs de vecteurs.
Le squelette est extrait suite à un partitionnement non déterministe du feuillage de
l’image assurant son réalisme. Dans un deuxième temps, la plante est modélisée en
3D. Notre deuxième contribution est la création de modèles pour différents types de
plantes, basée sur les L-systèmes. Puis, un processus d’analyse-par-synthèse permet
de choisir le modèle 3D final : plusieurs propositions de squelette sont générées et un
processus bayésien permet d’extraire le modèle maximisant le critère a posteriori.
Le terme d’attache aux données (vraisemblance) mesure la similarité entre l’image
et la reprojection du modèle, la probabilité a priori mesure le réalisme du modèle.
Après avoir généré des modèles de plantes, des modèles de fruits doivent être créés.
Ayant travaillé principalement sur les pieds de vigne, nous avons développé une mé-
thode pour reconstruire une grappe de raisin à partir d’au moins deux vues. Chaque
baie est assimilée à un ellipsoïde de révolution. La méthode obtenue peut être plus
généralement adaptée à tout type de fruits assimilables à une quadrique de révolu-
tion. La seconde partie de cette thèse s’intéresse à la reconstruction de quadriques
de révolution à partir d’une ou plusieurs vues. La reconstruction de quadriques et,
en général, la reconstruction de surfaces 3D est un problème très ancien en vision
par ordinateur qui a donné lieu à de nombreux travaux. Nous rappelons les notions
nécessaires de géométrie projective des quadriques, et de vision par ordinateur puis,
nous présentons un état de l’art sur les méthodes existantes sur la reconstruction de
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surfaces quadratiques. Nous détaillons un premier algorithme permettant de retrou-
ver les images des foyers principaux d’une quadrique de révolution à partir d’une
vue « calibrée », c’est-à-dire pour laquelle les paramètres intrinsèques de la caméra
sont connus. Puis, nous détaillons comment utiliser ce résultat pour reconstruire, à
partir d’un schéma de triangulation linéaire, tout type de quadriques de révolution
à partir d’au moins deux vues. Enfin, nous montrons comment il est possible de re-
trouver la pose 3D d’une quadrique de révolution dont on connaît les paramètres à
partir d’un seul contour occultant. Nous évaluons les performances de nos méthodes
et montrons quelques applications possibles.
vTitle :
Analysis and 3D reconstruction of natural objects from images
Abstract :
Plants are essential elements of our world. Thus, 3D plant models are necessary
to create realistic virtual environments. Mature computer vision techniques allow
the reconstruction of 3D objects from images. However, due to the complexity of
the topology of plants, dedicated methods for generating 3D plant models must be
devised. This thesis is divided into two parts. The first part focuses on the mo-
deling of biologically realistic plants from a single image. We propose to generate
a 3D model of a plant, using an analysis-by-synthesis method considering both a
priori information of the plant species and a single image. First, a dedicated 2D
skeletonisation algorithm generates possible branching structures from the foliage
segmentation. Then, we built a 3D generative model based on a parametric model
of branching systems taking into account botanical knowledge. The resulting ske-
leton follows the hierarchical organisation of natural branching structures. Varying
parameter values of the generative model (main branching structure of the plant
and foliage), we produce a series of candidate models. A Bayesian model optimizes
a posterior criterion which is composed of a likelihood function which measures the
similarity between the image and the reprojected 3D model and a prior probability
measuring the realism of the model. After modeling plant models branching sys-
tems and foliage, we propose to model the fruits. As we mainly worked on vines, we
propose a method for reconstructing a vine grape from at least two views. Each bay
is considered to be an ellipsoid of revolution. The resulting method can be adapted
to any type of fruits with a shape similar to a quadric of revolution. The second part
of this thesis focuses on the reconstruction of quadrics of revolution from one or
several views. Reconstruction of quadrics, and in general, 3D surface reconstruction
is a very classical problem in computer vision. First, we recall the necessary back-
ground in projective geometry quadrics and computer vision and present existing
methods for the reconstruction of quadrics or more generally quadratic surfaces. A
first algorithm identifies the images of the principal foci of a quadric of revolution
from a "calibrated" view (that is, the intrinsic parameters of the camera are given).
Then we show how to use this result to reconstruct, from a linear triangulation
scheme, any type of quadrics of revolution from at least two views. Finally, we show
that we can derive the 3D pose of a given quadric of revolution from a single occlu-
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ding contour. We evaluate the performance of our methods and show some possible
applications.
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0.1. Notations 1
0.1 Notations
Dans la suite de ce document, toute matrice est représentée avec la notation : M,
tout vecteur avec la notation : v et tout scalaire avec la notation : s. MT représente
la matrice transposée de M, M−1, son inverse et M−T , la transposée de son inverse. De
la même manière, vT représente le vecteur transposé de v. Le symbole , signifie
« est égal par définition » alors que le symbole ∝ signifie « est égal à un facteur
d’échelle près ». Le vecteur 0Ti représente le vecteur composé de i zéros (0...0). La
matrice In est la matrice identité de taille n×n. Ces notations sont les mêmes que
celles utilisées dans [Hartley 2003].

Chapitre 1
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1.1 Contexte général
Les plantes sont des éléments essentiels du monde qui nous entoure. Ainsi, si
on veut créer des environnements virtuels qui soient à la fois agréables et réalistes,
un effort doit être fait pour modéliser les plantes. Ces environnements peuvent être
utilisés aussi bien dans les jeux vidéos que dans le cinéma d’animation, pour créer des
visites virtuelles d’environnements ou pour visualiser des modélisations de plantes
avec son mobile comme cela se fait de plus en plus dans les jardins botaniques par
exemple.
Dans cette optique, l’utilisation des ordinateurs, des téléphones... dont les ca-
pacités de calcul sont de plus en plus grandes permet de faire du rendu de scènes
avec des détails de plus en plus fins. Cependant, malgré les immenses progrès en
vision par ordinateur pour reconstruire des objets de plus en plus compliqués, les
plantes restent difficiles à reconstruire à cause de la complexité de leur topologie.
En effet, contrairement aux scènes urbaines composées de bâtiments qui peuvent
être modélisés par un ensemble de plans et où l’on retrouve des objets très autosimi-
laires comme les fenêtres, les volets, les lampadaires, les panneaux de signalisation
et bien d’autres encore, chaque plante est unique avec un squelette qui lui est propre
et est composée de différents organes, souvent complexes, comme les boutons, les
feuilles, les fleurs ou les fruits. On peut évidemment considérer que les feuilles ou les
fleurs sont toutes autosimilaires également mais, numériser une plante réelle via une
procédure de scannage 3D s’avère néanmoins compliqué et demande un stockage
de données qui peut devenir énorme si l’on souhaite être le plus proche possible
de la réalité. En effet, les plantes sont des objets très complexes et il peut exister
des zones occultées. De plus, une fois les données 3D acquises, il faut extraire la
topologie de la plante, ce qui est loin d’être évident. Un compromis entre réalisme
et efficacité devient alors indispensable si l’on souhaite générer des scènes au sein
desquelles on pourra naviguer aisément à l’intérieur comme l’expliquent Boudon et
al. [Boudon 2006] dans leur article proposant une vue d’ensemble des articles sur
la modélisation et le rendu de plantes.
La Figure 1.1, page 5 montre différents branchages d’arbres où l’on a ajouté
plus ou moins d’irrégularités pour améliorer le réalisme. Le modèle de gauche est
très simple, très rapide à générer et ne requiert que peu d’espace de stockage. En
revanche il n’est pas très réaliste. Les arbres suivants sont de plus en plus réalistes
mais s’il est de plus en plus coûteux de les générer.
La qualité du réalisme souhaitée peut varier en fonction de l’application ou en
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Figure 1.1 – Exemples de modélisations de branchages d’arbres. A gauche, le
branchage ressemble à une fractale avec de grandes autosimilarités. Puis, de gauche
à droite, on ajoute de l’irrégularité afin d’améliorer le réalisme tout en augmentant
la taille de stockage nécessaire.
fonction de la distance aux plantes. En effet, il est inutile de modéliser les nervures
des feuilles d’un arbre se situant à plusieurs centaines de mètres. Des modèles multi-
échelles s’adaptant en fonction de la position de la plante dans la scène peuvent
devenir nécessaire pour limiter le temps de calcul.
La modélisation de plantes fournit également des informations importantes sur
son développement et peut, à ce titre, intéresser les biologistes ou les cultivateurs
pour adapter leurs traitements. Cette thèse s’inscrit dans ce cadre et plus explici-
tement dans le domaine de la viticulture. Nous nous intéressons à la modélisation
d’objets naturels à partir d’une ou plusieurs images et en particulier d’images de
pieds de vignes. Cependant, nous avons la volonté de proposer des méthodes ap-
plicables à une plus grande variété d’objets naturels et à plusieurs échelles (échelle
d’une parcelle ou échelle d’une rangée dans le cas de plantes cultivées, échelle d’une
plante, échelle d’un fruit). Nous commençons par un état de l’art complet sur les
différentes techniques existant aujourd’hui pour modéliser des plantes. Leurs avan-
tages et leurs limites sont étudiés en fonction de nos besoins, issus des applications
liées aux projets finançant cette thèse. Dans un deuxième temps, nous exposons
plus précisément dans quel cadre s’inscrit cette thèse et nous développons le plan
de ce manuscrit.
1.2 Modélisation de plantes
Nous dressons ici un état de l’art sur la modélisation de plantes. Dans un pre-
mier temps, nous nous intéressons aux articles utilisant les grammaires formelles
pour générer des plantes. Ces articles visent à obtenir une modélisation réaliste et,
éventuellement, à modéliser le processus de développement de la plante. Les mé-
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thodes proposées permettent de générer des plantes respectant certaines règles sans
pour autant modéliser une plante précise existant dans la nature. Dans un deuxième
temps, nous détaillons des articles, plus récents, reconstruisant une plante existante
à un moment donné de son développement à partir d’une ou plusieurs images de
celle-ci.
1.2.1 Génération de plantes à partir de grammaires formelles
Nous avons vu qu’il n’est pas envisageable de créer un modèle exact d’une plante
avec des détails très précis. La représentation numérique d’une plante doit rester
relativement compacte pour être stockable et manipulable. Il devient essentiel de
rechercher les redondances visuelles présentes au sein des plantes afin de regrouper
leurs éléments semblables en vue d’optimiser la taille du modèle final. Ainsi, pour
une espèce donnée, un nombre limité de modèles de feuilles peuvent être créés et
réutilisés en divers endroits de la plantes ou de l’arbre. La même chose peut être
effectuée pour les boutons ou les branches.
Un pionnier en modélisation de plantes est Lindenmayer qui a introduit et gé-
néralisé l’utilisation des L-systèmes dans [Lindenmayer 1968] (voir section 3.1.1.1).
Pour régler le problème de complexité de la plante, des méthodes procédurales ont
été développées, rendant possible de recréer l’architecture d’une plante très com-
plexe à partir d’un petit nombre de règles de base simples en utilisant ces mêmes
L-systèmes [Prusinkiewicz 1990]. En effet, les plantes respectent certaines règles qui
peuvent être utilisées via des grammaires formelles pour modéliser un grand nombre
de variétés de plantes différentes comme dans [Deussen 2005, Weber 1995].
Cependant, une application récursive trop stricte de ces règles de base, qui
consistent à créer des sous-structures (branchettes) à partir de branches, conduit
à la génération de plantes avec des structures autosimilaires pouvant ressembler à
des fractales. Il est donc important de développer des approches probabilistes pour
permettre plus de réalisme [Prusinkiewicz 1990, de Reffye 1988], en s’appuyant sur
des études botaniques [Chaubert-Pereira 2010]. Pour cela, une librairie de symboles
est utilisée en faisant varier les positions des éléments, leur orientation ou leur di-
mension. D’autres approches proposent de modéliser des plantes en faisant entrer
en compétition différents organes de la plante devant croître dans un même es-
pace [Palubicki 2009]. Pour cela, l’utilisateur spécifie un volume puis, les branches
poussent dans ce volume grâce à un processus génératif. Les règles de compétition
peuvent permettre différents types de structure mais un contrôle automatique reste
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compliqué. Les résultats sont alors esthétiquement très réalistes comme le montre
la Figure 1.2, page 7.
Figure 1.2 – Exemples de générations de forêts avec la méthode de Palubicki et
al. [Palubicki 2009] (images extraites de l’article).
Mais toutes ces méthodes génèrent des plantes sans chercher à modéliser une
instance particulière d’une plante à partir d’images. On peut cependant ici s’inspi-
rer de la manière dont ces méthodes utilisent les connaissances a priori disponibles.
Dans notre cas, on cherche à modéliser une plante que nous avons préalablement fil-
mée ou photographiée. La suite de l’état de l’art se concentre donc sur les méthodes
basées images.
1.2.2 Génération de plantes à partir d’images
Alors que les méthodes procédurales sont capables de représenter la plante à
différents niveaux de son évolution, la modélisation à partir d’images cherche à
fournir une modélisation instantanée de la plante à un moment donné.
Méthode pionnière
Un des premiers travaux sur ce sujet, celui de Shlyakhter et al. [Shlyakhter 2001],
reconstruit la forme générale d’un arbre à partir de silhouettes déduites des images.
Un volume est calculé comme l’intersection d’un ensemble de cônes de sommets les
centres optiques des caméras et passant par ces silhouettes. Le squelette, extrait à
partir d’une méthode d’axe médian appliqué sur le volume trouvé, est utilisé comme
structure de branches principales puis, des branchettes et des feuilles sont ajoutées
en utilisant des L-systèmes. Ce branchage ne semble cependant pas très réaliste car
les branches ne sont pas toujours suffisamment lisses à cause de l’utilisation de l’axe
8 Chapitre 1. Introduction et contexte
médian, ce qui donne parfois un effet peu naturel comme on peut le voir dans la
Figure 1.3, page 8.
Figure 1.3 – Exemples de générations d’arbres avec la méthode de Shlyakhter et
al. [Shlyakhter 2001] (images extraites de l’article).
Méthodes utilisant la reconstruction de points 3D
Quan et al. [Quan 2006, Quan 2007] et Tan et al. [Tan 2007] utilisent également
plusieurs images pour reconstruire un modèle 3D d’une plante. Pour éviter les pro-
blèmes d’appariement, ils se servent de vues proches les unes des autres (plus de 20
images dans leurs exemples). Puis, ils construisent un nuage quasi-dense de points
3D (grâce à la méthode de Lhuillier et al. [Lhuillier 2005]) en calculant les para-
mètres des caméras (Hartley et al. [Hartley 2000] et Faugeras et al. [Faugeras 2001]).
Pour les petites plantes, Quan et al. [Quan 2006, Quan 2007] remarquent que les
feuilles sont souvent plus essentielles que le branchage. Ils segmentent donc le nuage
de points 3D par feuilles en utilisant des informations 2D et 3D puis, ils ajustent
un modèle de feuille sur chacun de ces segments. Ils ajoutent enfin les tiges. Cette
méthode est présentée dans la Figure 1.4, page 9.
En revanche pour les arbres, Tan et al. [Tan 2007] reconstruisent d’abord les
branches visibles. Les branches occultées sont alors supposées semblables à ces
branches visibles qui sont donc utilisées comme modèles pour faire pousser, de
manière récursive, les branches jusqu’à atteindre un volume englobant les feuilles.
Celles-ci sont ajoutées à la fin. Cette méthode est présentée dans la Figure 1.5, page
9.
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Figure 1.4 – Résumé de la méthode de Quan et al. [Quan 2006] (images extraites
de l’article). Une première étape de structure from motion permet de retrouver un
nuage de points 3D qui sont ensuite segmentés pour identifier les différentes feuilles.
Un modèle 3D de feuille est adapté sur chaque segment et les branches sont ensuite
rajoutées.
Figure 1.5 – Résumé de la méthode de Tan et al. [Tan 2007] (images extraites
de l’article). Une première étape de structure from motion permet de retrouver un
nuage de points 3D, utilisé pour la reconstruction des branches visibles. Puis, les
branches occultées sont générées en utilisant les branches déjà reconstruites. Les
feuilles sont ajoutées à la fin.
Méthodes utilisant plusieurs images
Reche-Martinez et al. [Reche-Martinez 2004] se basent quant à eux sur les sil-
houettes dans plusieurs images et calculent, pour chaque pixel, une opacité qui
détermine la projection de plusieurs éléments de l’arbre (feuille, branche, fond...).
Ils obtiennent des rendus d’arbres pouvant être insérés dans des scènes virtuelles.
La méthode de Neubert et al. [Neubert 2007] est détaillée dans la Figure 1.6, page
10. À partir d’images originales (a), ils extraient une carte de densité (b) ainsi qu’un
graphe d’attracteurs. Ils calculent ensuite un volume englobant la plante sous forme
de voxels à partir d’images prises de différents points de vue (c). Ce volume est rem-
pli de particules se déplaçant en fonction d’un champ de directions calculé à partir
des graphes d’attracteurs. Les chemins de ces particules sont utilisés comme sys-
tème de branchage (d). Un résultat de branchage (e) et d’arbre avec feuilles (f) est
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montré dans la Figure 1.6, page 10.
(a) (b) (c) (d) (e) (f)
Figure 1.6 – Résumé de la méthode de Neubert et al. [Neubert 2007] (images
extraites de l’article).
Wang et al. [Wang 2006] modélisent différents types d’arbre en utilisant, pour
chaque espèce, des images d’arbres réels dont ils extraient des homogénéités bota-
niques. Le but de cette approche n’est cependant pas de reconstruire une instance
spécifique d’un arbre dont on fournit l’image mais de générer un arbre qui respecte
toutes les propriétés biologiques que respectent les arbres de son espèce. Pour mo-
déliser un objet, Talton et al. [Talton 2011] proposent de contrôler des grammaires
formelles en les faisant évoluer de manière à ce qu’elles remplissent un volume en
3D donné en entrée. Pour cela, ils utilisent des chaînes de Markov. Les résultats
sont esthétiquement très convaincants (Figure 1.7, page 11). On peut tout de même
critiquer le fait qu’ils cherchent juste à remplir une zone en utilisant les grammaires
données, sans se soucier du réalisme de la plante, ce qui rend les modèles parfois
trop denses localement et nécessite une bonne segmentation ou un croquis réaliste
en pré-traitement.
Enfin, Li et al. [Li 2011] présentent une approche probabiliste permettant la
reconstruction d’un arbre dynamique à partir d’une vidéo en commençant par ex-
traire un squelette 2D grâce à la technique de Diener et al. [Diener 2009] et en
retrouvant dans un premier temps un arbre statique. Le suivi de points dans les
vidéos permet de retrouver les variations des angles des branches du modèle 3D
lorsque l’arbre bouge. En effet, pour une même branche, on peut retrouver l’angle
grâce aux mouvements des projections de ces points 3D dans l’image en considérant
le fait que la distance entre les points 3D doit être invariante. Enfin, ces auteurs
sont capables de générer plusieurs arbres de la même espèce pour générer une forêt
entière à partir de quelques arbres reconstruits (un exemple est montré dans la Fi-
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Figure 1.7 – Résultats de la méthode de Talton et al. [Talton 2011] (images ex-
traites de l’article).
gure 1.8, page 11). Pour toutes ces méthodes, l’information de base est donnée par
les images et lorsque les modèles de base de la plante sont suffisamment riches, les
résultats obtenus peuvent être très esthétiques sans garantir pour autant d’être par-
faitement représentatifs des espèces considérés dans le sens où les instances générées
ne respectent pas nécessairement certaines propriétés biologiques.
Figure 1.8 – Exemple généré avec la méthode de Li et al. [Li 2011]. À gauche
l’image originale, au milieu le modèle 3D et à droite, d’autres instances de la même
espèce (images extraites de l’article).
Toutes ces méthodes utilisent plusieurs images d’une plante pour la reconstruire
afin d’avoir un maximum d’informations et d’être le plus fidèle possible à la réalité
contrairement à notre souhait de n’utiliser qu’une seule image.
Méthodes utilisant des croquis données par l’utilisateur
L’approche pionnière est celle de Okabe et al. [Okabe 2006] qui proposent à un
utilisateur de générer rapidement et facilement un modèle 3D en dessinant à la main
des croquis à partir d’opérations d’éditions de base. Par exemple, l’utilisateur peut
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spécifier des branches ou des feuilles. Pour distribuer les branches en 3D, celles-ci
sont projetées sur le sol et un algorithme permet que les angles formés par chaque
couple de projections de branches soient le plus large possible (Figure 1.9, page 12).
Nous nous inspirons de cette méthode dans la section 2.6.
Figure 1.9 – Illustration de la méthode de Okabe et al. [Okabe 2006] pour retrouver
des branches en 3D (image extraite de l’article).
Liu et al. [Liu 2010] proposent également de retrouver un modèle de plante pos-
sible à partir de croquis dessinés par un utilisateur par dessus des images. Ils en
calculent un nuage de points 3D à partir duquel ils construisent une structure de
branchage 3D. Wither et al. [Wither 2009] partent du constat que faire un croquis
pour donner l’allure du feuillage à plusieurs échelles est plus rapide et plus intuitif
pour l’utilisateur que de chercher à dessiner les branches une par une. L’utilisateur
ne dessine, sous forme de traits, qu’un croquis de l’arbre à différentes échelles. Il
n’affine ses dessins à l’échelle inférieur que pour une seule sous-partie de l’arbre. Les
positions des branches sont ensuite déduites grâce à des connaissances botaniques
fournies à l’algorithme pour donner un modèle 3D de plante possible, parfaitement
ajusté au croquis de l’utilisateur. Enfin, Runions et al. [Runions 2007] utilisent la
compétition des branches dans l’espace comme facteur dominant pour modéliser la
forme de leurs arbres. L’utilisateur peut alors spécifier un volume dans lequel les
branches peuvent croître. L’arbre pousse de manière itérative. À chaque étape, l’al-
gorithme évalue l’espace disponible dans lequel peut croître une branche et calcule
sa direction optimale.
Ces méthodes, bien que donnant des résultats très satisfaisants, ne sont pas
automatiques car l’utilisateur doit intervenir pour dessiner un croquis représentant
l’allure générale du branchage de la plante. Nous souhaitons en revanche un traite-
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ment de l’image de la plante qui soit totalement automatisé.
Méthodes n’utilisant qu’une seule image
Certains travaux comme celui de Tan et al. [Tan 2008] n’utilisent qu’une image
de la plante dont ils extraient le squelette. Néanmoins une intervention de l’utilisa-
teur pour segmenter le feuillage ou pour dessiner le tronc et les branches visibles est
requise. Une représentation 3D du branchage est alors déduite à partir des branches
visibles qu’ils utilisent pour construire un alphabet de sous-branchages et à partir
de modèles existants dans une base de données. Un exemple de résultat est montré
dans la Figure 1.10, page 13.
Figure 1.10 – Résultat de la méthode de Tan et al. [Tan 2008] (images extraites
de l’article).
Une autre méthode qui peut être citée est celle de Zeng et al. [Zeng 2006]. Ces
auteurs retrouvent un graphe représentant la topologie du branchage à partir d’une
image d’arbre sans feuilles. Ils ajoutent ensuite des informations de profondeur aux
branches en supposant une projection orthogonale afin de retrouver une structure
en 3D (Figure 1.11, page 13). Nous nous inspirons également de cette méthode dans
la section 2.6.
Figure 1.11 – Illustration de la méthode de Zeng et al. [Zeng 2006] pour retrouver
des branches en 3D (images extraites de l’article).
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Ces dernières méthodes ne sont pas toujours automatiques et elles utilisent
la plupart du temps les branches visibles pour effectuer un apprentissage afin de
reconstruire les branches occultées. Nous verrons dans nos applications que souvent,
aucune branche n’est visible sur nos images et nous ne disposons que de la forme
du feuillage pour retrouver le squelette du branchage.
Toutes les méthodes présentées ci-dessus travaillent au niveau de la plante en
général. Nous allons maintenant changer d’échelle et parler des méthodes travaillant
au niveau du fruit.
1.3 Modélisation de fruits
Dans la plupart des travaux, la modélisation de fruits est motivée par l’estima-
tion du volume. Ainsi, Iqbal et al. [Iqbal 2011] estiment le volume de fruits possédant
un axe de symétrie comme les pommes à partir du contour de la projection du fruit
dans une image. Ils déterminent si cette forme est plutôt sphérique, ellipsoïdale ou
parabolique afin d’estimer le volume en utilisant un modèle adapté. Omid et al.
[Omid 2010] évaluent le volume d’agrumes grâce à deux vues perpendiculaires du
fruit. Le fruit est découpé en différents troncs elliptiques et son volume est calculé
comme la somme de ces sous-parties comme montré dans la Figure 1.12, page 14.
Grâce à des tests, ils montrent que leurs résultats sont similaires aux volumes cal-
culés en plongeant les fruits dans de l’eau et en regardant les volumes déplacés. De
plus, ils montrent que la densité des agrumes est proche de 1 et donc que le volume
et la masse sont les mêmes.
Figure 1.12 – Illustration de la méthode de Omid et al. [Omid 2010] (images
extraites de l’article).
Mebatsion et al. [Mebatsion 2011] développent une nouvelle procédure de modé-
lisation de fruits semi-symétriques en utilisant leurs profils longitudinaux et trans-
versaux. La première étape consiste à extraire les contours grâce aux séries de Fou-
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rier dans une image du fruit coupé en deux. Les coupes longitudinales ne suffisent
pas pour la plupart des fruits à cause de l’absence d’axe de symétrie. En combinant
les coupes longitudinales des demis fruits et les coupes transversales du fruit en
entier, un modèle complet du fruit est généré (voir Figure 1.13, page 15).
Figure 1.13 – Illustration de la méthode de Mebatsion et al. [Mebatsion 2011]
(images extraites de l’article).
Enfin, Huang et al. [Huang 2013] proposent une approche procédurale basée sur
des grammaires pour modéliser des fruits en forme de grappes. Un modèle de grappe
est généré en utilisant les L-systèmes grâce à des connaissances sur le développement
d’une grappe. Puis, un outil interactif permet à l’utilisateur de modéliser une grappe
en s’inspirant par exemple d’une photo comme on peut le voir sur des exemples dans
la Figure 1.14, page 15.
Figure 1.14 – Résultats de la méthode de Huang et al. [Huang 2013]. Pour chaque
paire d’images, la photo se trouve sur la gauche et la modélisation sur la droite
(images extraites de l’article).
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L’objectif premier pour nous a été la modélisation de grappes de raisin. Nous
nous sommes aperçus que l’on pouvait approximer chaque grain par un ellipsoïde et
même plus précisément un ellipsoïde de révolution. Nous avons donc développé des
méthodes de reconstructions de quadriques de révolution à partir d’une ou plusieurs
images.
1.4 Cadre et plan de la thèse
Cette thèse s’inscrit dans le cadre du projet VINNEO (section 4.2) d’une part
et d’une collaboration avec l’entreprise SODIMEL (section 6.8.1) d’autre part. Ces
deux projets ont pour but l’extraction de caractéristiques de plantes ou de fruits
à partir d’images dans le cadre de la viticulture. Dans les deux cas, nous déci-
dons de modéliser en 3D les éléments que l’on cherche à inspecter visuellement et
nous généralisons les méthodes développées pour des cas différents de ceux de la
viticulture.
Dans le cas des plantes, nous cherchons à développer des méthodes de recons-
truction n’utilisant qu’une seule image. Pour le cas des vignes, nous verrons que
nous partons d’une vidéo mais le pied de vigne n’étant filmé que d’un seul côté,
seule une image sera utilisée car les informations apportées par d’autres images
sont alors redondantes. Ce problème est fortement sous-contraint d’autant que les
images que nous utilisons lors de nos applications peuvent être de qualité moyenne
car acquises par une caméra placée sur un tracteur circulant dans les rangées de
vignes. De plus, le recul n’étant pas suffisant entre deux rangées, l’axe optique de la
caméra n’est pas perpendiculaire aux vignes et une rectification métrique doit être
effectuée (nous verrons par la suite que, à cause des techniques de palissage utilisées,
les branches sont supposées être dans un même plan et nous souhaitons donc une
image parallèle au plan où se trouvent les branches). Pour terminer, les branches
sont parfois toutes invisibles dans l’image à l’exception du tronc. Par conséquent,
les méthodes utilisant les branches visibles pour créer un alphabet de base de sous-
branchages ne peuvent s’appliquer ici. Pour palier à ces problèmes, l’utilisation de
connaissances a priori est très utile et même nécessaire pour retrouver des modéli-
sations de plantes réalistes, c’est-à-dire à la fois dont la projection est similaire aux
images mais aussi respectant les propriétés biologiques de cette plante. En effet, via
la partie modélisation, nous pouvons obliger la plante à suivre telle ou telle structure
tout en collant au mieux à l’image. Pour le cas des vignes, un très grand nombre de
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travaux dans le domaine botanique ou agronomique peuvent être trouvés comme
par exemple [Lebon 2004] ou [Louarn 2005]. Nous avons également acquis un grand
nombre de connaissances sur les vignes grâce à des experts dans ce domaine avec qui
nous avons travaillé. Nous avons par exemple appris le nombre de rameaux moyen
par vigne ou la forme globale du pied de vigne (connus grâce au système de taille
utilisé). Pour utiliser tous ces a priori en plus des images, nous nous inspirons d’un
grand nombre d’articles présentés précédemment. Tout cela est développé en détail
dans la partie I divisée en trois chapitres qui sont exposés dans l’introduction de la
partie I.
Dans le cas des fruits, nous proposons une nouvelle méthode de reconstruction
de quadriques de révolution détaillée dans la partie II. En effet, beaucoup de fruits
peuvent être assimilés à des formes quadratiques et en particulier à un ensemble
d’ellipsoïdes de révolution dans le cas des grappes de raisin. Les méthodes déve-
loppées sont utilisables pour reconstruire tout type d’objets de forme quadratique.
Nous montrons que au moins deux vues sont nécessaires pour reconstruire une
quadrique de révolution seulement à partir de ses contours dans les images alors
qu’une quadrique dont on connaît déjà les paramètres peut être reconstruite avec
le contour dans une seule vue. Cette partie est très différente de la précédente et
propose comme contributions des méthodes de résolution algébrique au problème de
la reconstruction de quadriques en utilisant la géométrie projective. Nous analysons
les résultats de nos méthodes et les appliquons à quelques exemples réels.
Nous commençons donc par la première partie de cette thèse en s’intéressant au
problème de la modélisation de plantes à partir d’une image.

Première partie
Reconstruction à l’échelle de la
plante

Introduction de la partie I
Le but de cette partie est la modélisation de plantes, biologiquement réalistes,
à partir d’une image. Ainsi, la plante modélisée doit se projeter de manière la plus
fidèle possible à l’image tout en respectant un certain nombre de contraintes biolo-
giques. Nous proposons ici une méthode en plusieurs étapes permettant d’obtenir
une modélisation de plante la « meilleure possible ».
La première étape consiste à extraire de l’image le squelette de la plante. Nous
commençons par détailler notre méthode sur des pieds de vignes où toutes les
branches sont supposées être dans un même plan en raison de la taille et du palissage
utilisés pour ce type de culture. Cependant, dans la plupart de nos images, aucune
branche n’est visible et les images peuvent également être de qualité moyenne car
souvent acquises à partir d’une caméra fixée sur un engin motorisé (voir section
4.1.1). Nous considérons ici la segmentation du feuillage effectuée. Notre première
contribution consiste donc en une méthode de squelettisation assurant de trouver
un squelette respectant toutes les propriétés biologiques de la plante à l’intérieur
d’un feuillage ne laissant apparaître que peu ou pas d’informations sur les branches.
Cette étape est développée dans le premier chapitre de cette partie. À la fin de ce
chapitre, nous montrons comment il est possible d’adapter cette méthode à d’autres
types de plantes et en particulier à des plantes dont le squelette est non plus en 2D
comme supposé pour les pieds de vignes mais en 3D.
Dans un deuxième temps, cette plante doit être modélisée en 3D grâce à un
modeleur adéquat comme expliqué dans la section 3.1. Notre deuxième contribution
est la création de modèles pour différents types de plantes, utilisant les L-systèmes.
Nous commençons par expliquer ce qu’est un L-système puis, le choix du modeleur
utilisé et enfin la manière dont nous avons décidé de modéliser les plantes. Tout ceci
est détaillé dans les premières sections du chapitre 3.
La fin de ce même chapitre explique le processus d’analyse-par-synthèse en com-
mençant par un bref état de l’art sur ce sujet. La méthode de squelettisation est
mise à contribution un certain nombre de fois en faisant varier différents paramètres
propres à la plante comme le nombre de rameaux pour un pied de vigne. Puis un cri-
tère de sélection permet de choisir la modélisation de la plante la meilleure possible
au sens où sa projection est la plus fidèle possible à l’image d’origine.
Enfin, le dernier chapitre de cette partie I montre quelques applications possibles
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à cette méthode ainsi que les applications liées spécifiquement au projet VINNEO
(section 4.2). Nous développons ici le pré-traitement des images dans le cas des pieds
de vigne pour obtenir une image où le feuillage est segmenté automatiquement.
Chapitre 2
Squelettisation
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Nous cherchons ici à retrouver une structure de branchage d’une plante, biolo-
giquement réaliste, à partir de sa forme apparente. Pour cela, nous disposons en
entrée d’une forme binaire correspondant à la projection du volume d’une plante.
Le but de la méthode est de proposer un squelette possible qui, une fois modélisé
et après ajout des feuilles se projette de manière à coïncider au mieux avec la forme
binaire de départ. Nous supposons en effet dans un premier temps que la segmenta-
tion du feuillage est donnée. Nous expliquons plus tard, dans la section 4.1 comment
il est possible de segmenter automatiquement le feuillage dans des images acquises
de manière similaire aux nôtres.
Nous avons commencé à travailler sur des images de pieds de vignes dans le
cadre du projet finançant en grande partie cette thèse. Nous avons donc demandé
de dessiner la structure du branchage sur des images de pieds de vignes à des
experts en viticulture (Eric Serrano, Directeur Régional de l’Institut Français de la
Vigne et du Vin sud-ouest et ingénieur viticole et Jean Hemmi, Sous-Directeur du
groupe Vinovalie, responsable de la cave de Fronton et ingénieur également). On
fait l’hypothèse que toute la structure de la plante se trouve dans un même plan.
En effet, les branches sont attachées à des fils de fer parallèles par les vignerons.
Quelques exemples de ces tracés experts de branchages peuvent être vus dans la
Figure 2.1, page 24.
Figure 2.1 – Tracés des deux experts sur trois images de pieds de vignes.
On remarque que les experts, à partir de l’image de feuillage d’un pied de vigne,
2.1. État de l’art 25
arrivent à retrouver le branchage principal sans que celui-ci ne soit visible. En fait,
leurs connaissances sur ce type de plantes ainsi que sur les techniques de palissage et
de taille leur permettent de « deviner » où se trouvent les branches en analysant la
forme du contour du branchage ou la position et l’orientation des feuilles. Bien sûr,
les experts peuvent se tromper. Néanmoins, les deux experts retrouvent souvent
les mêmes branches pour un même pied de vigne, ce qui montre l’influence de
la structure du branchage sur les images. Dans tous les cas, on est assuré qu’il
s’agisse au moins d’un branchage cohérent et donc biologiquement réaliste grâce
aux connaissances des experts sur le sujet.
Nous partons donc du postulat que si des experts peuvent retrouver un squelette
de branches biologiquement réaliste à partir de l’image d’un pied de vigne et à partir
de connaissances sur ce type de plante, on peut espérer trouver une méthode pour
parvenir au même résultat automatiquement afin de retrouver des structures de
branches similaires à celles tracées par les experts. Nous rappelons ici que la difficulté
principale réside dans le fait qu’aucune branche n’est visible mis à part le tronc ce
qui nous empêche d’utiliser des méthodes comme [Tan 2008] ou [Zeng 2006]. Pour
extraire une structure dans une forme dont on ne voit aucun élément, l’utilisation de
connaissances a priori est indispensable. Nous nous sommes naturellement intéressés
à la squelettisation d’une forme binaire et nous avons cherché à développer une
méthode telle qu’il soit possible de prendre en compte des connaissances a priori
correspondant à des contraintes biologiques.
Dans le cas des vignes, notre méthode de squelettisation est capable de respecter
la structure principale des squelettes déduite des techniques de taille et de palissage
(de la même manière, ces connaissances ont été utilisées par les experts lorsqu’ils
ont dessiné le branchage sur les images des pieds de vigne). Nous avons ensuite
adapté cette méthode pour d’autres types de plantes.
2.1 État de l’art
La squelettisation est utilisée en analyse de formes dans le but de réduire une
forme en un ensemble de courbes, appelé squelette, centré dans la forme d’origine.
La squelettisation conserve les propriétés topologiques de la forme d’origine et, selon
la méthode employée, les propriétés géométriques. La plupart du temps, le principe
marche pour le cas continu mais en pratique, et plus particulièrement en traitement
d’images comme notre cas d’usage, les algorithmes sont décrits dans le cas discret.
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On s’intéresse donc ici au cas discret car nous travaillons sur des images qui sont
donc pixelisées. On peut diviser les différentes méthodes en cinq sous-ensembles :
– Les méthodes d’axes médians dont le premier article a été proposé par Blum et
al. [Blum 1967]. Dans cet article, on nomme squelette l’ensemble des courbes
définies comme le lieu des points correspondant aux centres des cercles tan-
gents en au moins deux points au contour de la forme. Cependant, cette
méthode est très sensible au bruit et aux petits trous dans la forme comme
on peut le voir dans la Figure 2.2, page 26 (surtout dans le cas de feuillage
où les feuilles peuvent laisser un petit trou qui peut se trouver juste à côté de
la branche).
Figure 2.2 – Illustration de la non robustesse de l’axe médian au bruit. À gauche,
on peut voir l’axe médian d’une forme binaire représentant un rectangle. À droite,
le rectangle est légèrement bruité sur le haut. On voit qu’une petite modification
sur le masque binaire modifie complètement le squelette trouvé.
Beaucoup d’algorithmes partent de cette méthode pour extraire une première
base de squelette puis élague celui-ci selon certains critères. Dans le cas discret,
pour avoir un squelette d’un pixel (ou un voxel en 3D) d’épaisseur, un choix
doit être fait et la condition que doit respecter l’axe médian n’est donc plus
automatiquement vérifiée. En effet, pour une forme binaire représentant un
rectangle de dix pixels de largeur par exemple, le squelette peut se trouver
sur la ligne 5 ou sur la ligne 6. L’autre possibilité est de garder un squelette
avec deux pixels d’épaisseur.
– Les méthodes d’amincissement topologique. Elles consistent à retirer, de façon
itérative, les points sur le contour de l’objet (la forme en 2D) jusqu’à obtenir
un squelette d’un pixel d’épaisseur (d’un voxel en 3D). L’exemple souvent uti-
lisé pour l’expliquer est le suivant : en supposant que la forme est composée
d’herbes sèches, on met le feu à tous les contours en même temps. Si le feu se
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propage à la même vitesse, l’endroit où se réunit les flammes correspond au
squelette. On peut citer Yang et al. [Yang 2008] qui proposent un algorithme
rapide en deux étapes, invariant aux rotations, dans le cas discret. La pre-
mière étape est une méthode itérative permettant de retirer les pixels sur les
contours de la forme jusqu’à obtenir un squelette de deux pixels d’épaisseur
maximum. La deuxième étape assure aux branches du squelette de n’avoir
qu’un pixel d’épaisseur tout en préservant la connectivité.
– Les méthodes de détection de crêtes basées sur un champ de distances. Pour
chaque point à l’intérieur de l’objet, on calcule sa distance au bord de l’objet
le plus proche. Une distance autre que la distance euclidienne peut être utili-
sée. Ces méthodes cherchent à retrouver le squelette à l’intérieur de ce champ
de distances. Pour cela, les auteurs commencent par trouver des points candi-
dats correspondant à des maximum locaux qui sont ensuite connectés (après
suppression de certains si besoin). Telea et al. [Telea 2003] commencent par
localiser des voxels centrés par rapport à trois directions orthogonales grâce à
une méthode de squelettisation 2D. Puis, à partir de ce premier squelette, un
nouveau critère permet l’extraction de nouvelles courbes centrées. Des étapes
d’amincissement et de reconnexion permettent ensuite de trouver le squelette
final.
– Les méthodes géométriques. L’approche la plus souvent utilisée consiste à par-
tir de l’axe médian puis à extraire le squelette en élaguant certains segments.
D’autres approches utilisent les lignes de niveaux correspondant aux courbes
(plus exactement polygones pour le cas discret) telles que tous les points se
trouvent à une même distance du bord le plus proche de la forme. Ces ap-
proches peuvent également être utilisées dans le cas continu. Le squelette est
alors calculé en retrouvant les points où s’intersectent les lignes de niveaux et
en les connectant. Par exemple, Bai et al. [Bai 2007] partent d’un squelette
comme l’axe médian qui comporte souvent trop de composantes. Ils élaguent
celui-ci grâce à une méthode basée sur la partition de contours de la forme
binaire initiale en différentes cellules. Le squelette doit ensuite ne comporter
qu’une seule composante par cellule. Pour partitionner la forme binaire, ils
cherchent les points du contour de la forme binaire les plus caractéristiques
de cette forme et pour cela, ils montrent que l’utilisation de l’algorithme DCE
(Discrete Curve Evolution) introduit par Latecki et al. [Latecki 1999] donne
les meilleurs résultats. Cet algorithme simplifie une forme binaire en un poly-
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gone dont le nombre de sommets est choisi par l’utilisateur. Ces sommets sont
extraits sur les contours de telle sorte que le polygone soit le plus représentatif
de la forme binaire.
– Les méthodes de champ de fonctions. Les méthodes de cette classe calculent
un potentiel pour chaque point à l’intérieur de l’objet qui est fonction des
potentiels de l’ensemble des points du bord de l’objet. Les points avec les
plus forts potentiels sont alors extraits comme étant des points du squelette.
Ils sont ensuite reliés en suivant des chemins passant par des points avec les
meilleurs potentiels possibles. On peut citer ici la méthode de Cornea et al.
[Cornea 2005].
La Figure 2.3, page 28 montre des exemples de résultats pour quelques unes des
méthodes citées ci-dessus.
Figure 2.3 – Différentes méthodes de squelettisation utilisées sur l’image binaire
d’un pied de vigne. En haut à gauche, la méthode d’axe médian [Blum 1967], en
haut à droite, une méthode géométrique [Bai 2007], en bas à gauche, une mé-
thode d’amincissement [Yang 2008] et en bas à droite, la méthode que l’on adapte
[Cornea 2005]. Le squelette extrait est représenté en jaune alors que le contour de
la forme binaire est en rouge.
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Chacune de ces méthodes cherche à respecter certaines propriétés essentielles
à un squelette. Cornea et al. [Cornea 2007] ont fait un état de l’art complet des
différentes méthodes de squelettisation. Ils listent les propriétés souhaitables des
algorithmes de squelettisation aussi bien pour le cas continu que pour le cas discret.
Selon les méthodes utilisées, toutes ces propriétés ne peuvent pas être respectées.
Cela est dû au fait que certaines propriétés sont contradictoires entre elles. Par
exemple, dans le cas discret, il est possible qu’un squelette ne puisse pas être à la
fois centré et fin (d’épaisseur égale à un). Dans la liste ci-dessous, une définition de
chaque propriété est donnée dans le cas discret. Un squelette doit donc être :
– homotope (préservation de la topologie). Un squelette préserve la topologie
d’un objet s’il a le même nombre de composantes connexes et au moins une
boucle pour chaque tunnel ou chaque cavité de l’objet original.
– invariant sous transformation isométrique. Si O un objet et T une transforma-
tion isométrique, alors le squelette de l’objet transformé Sk(T(O)) doit être
égal à la transformation du squelette de l’objet T(Sk(O)).
– de reconstruction correcte : la reconstruction d’un objet O à partir de son
squelette doit être identique à O Rec(Sk(O))=O. Pour reconstruire l’objet,
on considère l’union des boules inscrites de rayon maximal (par analogie au
cercle inscrit en 2D) pour chaque point du squelette.
– fin : le squelette doit avoir 1 pixel d’épaisseur (1 voxel en 3D).
– centré : le squelette doit être centré, c’est-à-dire se trouver sur la surface
médiane (axe médian en 2D).
– fiable : tout point appartenant à la surface de l’objet doit être visible d’au
moins un point du squelette.
– tel qu’on peut détecter les jonctions et différencier les composantes « significa-
tives ». Une composante significative d’un objet est une composante qui peut
être distinguée visuellement du reste de l’objet (définition vague impliquant
la perception humaine et donc très subjectif). Toutes ces composantes doivent
avoir un correspondant un à un avec une composante du squelette.
– connexe : une forme binaire connexe doit avoir un squelette connexe, à savoir
en un seul morceau (conséquence de homotope).
– robuste : le squelette d’un objet et celui de ce même objet bruité doivent être
les mêmes.
– lisse : la variation de la direction de la tangente lorsque l’on se déplace le long
du squelette ne doit pas être trop grande.
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– hiérarchique : différents squelettes peuvent être trouvés hiérarchiquement à
différentes complexités. Le squelette calculé à un certain niveau dans la hié-
rarchie doit contenir tous ceux calculés à des couches inférieures comme sous-
ensembles. Les niveaux de détails sont alors de plus en plus fins.
Toutes ces propriétés ne sont pas nécessairement souhaitées en fonction des ap-
plications. De plus, il faut parfois faire des compromis comme par exemple pour la
robustesse et la reconstruction correcte qui sont deux propriétés contradictoires. Si
l’on souhaite un squelette qui soit robuste au bruit, sa reconstruction ne sera alors
automatiquement plus correcte. Dans notre cas, nous souhaitons obtenir la structure
du squelette d’un branchage de plante ou d’arbre. Nous nous basons sur les dessins
d’experts visibles dans la Figure 2.1, page 24. Nous voulons donc un squelette fin
mais pas nécessairement centré car les branches ne passent pas automatiquement
au centre des formes binaires, en particulier lorsque plusieurs branches partagent
le même espace. Le squelette doit être en un seul morceau et donc connexe ainsi
que robuste car l’ajout d’une tâche correspondant à une feuille sur la forme binaire
ne doit pas modifier l’ensemble du squelette. De plus, chaque branche doit être
suffisamment lisse individuellement même s’il peut exister des cassures correspon-
dant aux jointures entre les branches. On ne souhaite pas avoir une même branche
composée de multiples cassures, ce qui ne serait pas réaliste.
La Table 2.1, page 30 reprend et complète le tableau décrit dans [Cornea 2007].
Elle détaille pour quelques méthodes ou familles de méthodes les propriétés respec-
tées (O pour Oui et N pour Non). Les lettres en vert sont utilisées pour signifier
que le respect ou non de la propriété est en accord avec nos besoins. En revanche,
une lettre rouge signifie que nos besoins ne sont pas en adéquation avec le respect
ou non de cette propriété.
Axe
médian
Amincissement Distance Géométrique Champ de
fonctions
Besoins
G : général G [Yang 2008] G G [Bai 2007] G [Cornea 2005]
Homotope O O O O O N N N
Invariant aux transf. O N O O O O N
Reconstruction O N N N N N N N
Fin O N O O O O
Centré O O O N N
Fiable O O N N N
Détection de jonctions O O O O O O O
Connexe O O O O N O
Robuste N N N N N N O O O
Lisse N N N O O O
Hiérarchique O N N O O O O
Table 2.1 – Résumé des propriétés voulues pour le calcul d’un squelette et leur
respect ou non en utilisant certaines méthodes ou familles de méthodes.
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2.2 Adaptation de la formule de Cornea
En regardant la Table 2.1, page 30, on remarque que la méthode la plus proche
de nos besoins est [Cornea 2005]. En effet, la propriété de connexité peut être assurée
d’une autre façon grâce aux connaissances sur le squelette que nous allons insérer
dans notre méthode. Notre méthode n’est pas invariante aux transformations car
les connaissances que l’on apporte contraignent la direction de certaines branches
comme cela sera explicité plus tard. Si on retourne notre forme binaire, on ne
trouvera donc pas le même squelette. Ce n’est pas gênant à partir du moment
où on fournit l’image binaire de la plante dans le bon sens à notre algorithme.
Inversement, les autres méthodes assurent de retrouver un squelette centré et non
lisse. En effet, le fait de lisser la branche induit de ne plus respecter le caractère
centré du squelette dans la plupart des cas.
Nous détaillons dans un premier temps les étapes de la méthode originale de
Cornea puis nous l’adaptons pour notre cas d’usage. Nous précisons que dans la
suite de ce chapitre, nous considérons le voisinage d’un pixel comme étant tous les
pixels le touchant par une arête ou par un sommet. Par conséquent, chaque pixel a
huit voisins. Pour chaque point intérieur pi de l’image binaire B, un vecteur force−→fi est calculé comme la moyenne pondérée des vecteurs normées aux points du
contour :
−→fi =
∑
mj∈Ω
1
||−−−→mjpi||2
−−−→mjpi
||−−−→mjpi|| (2.1)
où Ω contient tous les pixels contoursmj de B (points rouges du (a) de la Figure
2.4, page 32) correspondant à tous les pixels de la forme binaire ayant au moins
un pixel voisin n’appartenant pas à la forme binaire. Ensuite, les points pi dont la
magnitude du vecteur tend vers 0 (||−→fi || → 0), aussi appelés points critiques, sont
extraits (points bleus du (b) de la Figure 2.4, page 32). Ils sont connectés entre eux
en suivant la direction des vecteurs −→fi pixel après pixel (points verts du (c) de la
Figure 2.4, page 32).
Un défaut majeur de cette méthode pour notre cas est sa non-robustesse aux
trous internes dans la forme binaire, malgré sa relative robustesse au bruit en ce qui
concerne les contours externes de la forme binaire. Un autre problème est l’unicité
de branche dans une même zone là où nous voudrions placer plusieurs branches dans
notre modèle. L’idée est de rendre cette méthode robuste aux trous et de permettre
de placer plusieurs branches dans une même zone. En se basant sur des experts
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(a) (b) (c)
Figure 2.4 – Méthode originale de Cornea utilisée sur l’image binaire d’un pied
de vigne (a). Les points du contour Ω sont représentés en rouge. (b) Le champ de
vecteurs calculé grâce à l’équation (2.1) avec les points critiques représentés en bleu.
(c) Le squelette extrait, représenté en vert.
botanistes, nous supposons que différentes branches de taille relativement similaire
peuvent exister et partager une même zone dans l’image binaire de la plante. Voici
une idée intuitive de notre stratégie : nous cherchons à partitionner la silhouette
en différentes cellules en ajoutant des points contours dans la forme binaire comme
montré dans la Figure 2.5, page 32.
Figure 2.5 – À gauche, le squelette (en vert) extrait avec la méthode originale de
Cornea. Au milieu, un partitionnement est généré (lignes rouges) pour contraindre
le calcul du squelette à obtenir une structure plus ramifiée. À droite, le nouveau
squelette est calculé.
Nous souhaitons une méthode non déterministe pouvant proposer plusieurs sque-
lettes possibles pour chaque forme binaire d’une plante. L’idée sous-jacente est de
sélectionner plus tard le meilleur squelette parmi plusieurs possibles. Les contours
ne sont donc pas ajoutés de manière déterministe mais nous construisons une carte
de probabilités P qui attribue, à chaque pixel intérieur pj de B, une probabilité Pj
d’être un point contour. Ainsi, le calcul du champ de vecteurs s’effectue à l’aide de
cette nouvelle formule :
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−→fi =
∑
mj∈Ω
1
||−−−→mjpi||2
−−−→mjpi
||−−−→mjpi|| +
∑
pj∈B\Ω
j 6=i
Pj
||−−→pjpi||2
−−→pjpi
||−−→pjpi|| (2.2)
Le vecteur force −→fi ne dépend plus uniquement des mj ∈ Ω mais de tous les
pixels de B en fonction de leur probabilité Pj .
Dans la Figure 2.5, page 32, nous souhaiterions obtenir une carte de probabilités
où les probabilités d’être un point contour sont plus importantes autour des pixels
rouges internes à la forme. Nous expliquons comment obtenir une telle carte dans
la section suivante.
2.3 Calcul de la carte de probabilités
On détaille le calcul d’une carte de probabilité P pour un nombre de branches
n fixé. Il s’agit d’effectuer n − 1 découpes dans la forme binaire. Pour calculer P,
les trois étapes décrites ci-après sont nécessaires.
2.3.1 DCE : Discrete Curve Evolution
Nous remarquons dans les tracés d’experts que les composantes concaves et
convexes les plus importantes sont très utiles pour détecter les branches. Nous
souhaitons donc détecter les zones creuses de la forme qui pourraient être le signe
d’une séparation entre deux branches. L’idée ici est de simplifier la forme binaire afin
de ne conserver que ces composantes les plus importantes. Pour cela, nous utilisons
l’algorithme DCE [Latecki 1999] qui permet de simplifier le contour Ω de la forme
binaire en un polygone dont on aura préalablement donné le nombre de sommets,
proportionnel au nombre n de branches voulues (typiquement, on a choisi dans notre
méthode 3n). L’algorithme DCE retire itérativement le sommet du polygone qui a
la mesure de pertinence la plus faible. Cette mesure, détaillée dans l’article, dépend
de l’angle de ce sommet, ainsi que des longueurs des segments qui l’entourent. Un
exemple de cet algorithme peut être vu dans la Figure 2.6, page 34.
Grâce au polygone simplifié, on peut retrouver facilement les sommets dont
l’angle interne à la forme est supérieur à pi. Ces derniers ont plus de chance d’indi-
quer une séparation entre deux zones contenant deux branches distinctes. On calcule
donc l’angle αl correspondant à l’angle intérieur de chaque sommet du polygone.
Ces angles vont nous permettre, dans la deuxième étape, de donner une probabilité
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Figure 2.6 – À gauche, l’image originale d’un pied de vigne avec les points contours
au feuillage représentés en rouge. Au milieu, le polygone calculé grâce à l’algorithme
DCE avec 24 points puis avec 8 points à droite. Les sommets dont l’angle interne à
la forme est supérieur à pi sont représentés en bleu. Ils séparent plus certainement
deux zones contenant deux branches distinctes que les autres sommets.
ρk d’indiquer une telle séparation à chaque point de l’ensemble de points (ck),k=1..K
extrait uniformément le long du polygone.
2.3.2 Découpes
Les découpes sont des séparations qui vont permettre de partitionner notre forme
binaire en différentes cellules (autant que de branches). Les pixels le long de ces
découpes correspondent ensuite aux pixels ayant la probabilité la plus élevée d’être
un point contour dans la carte P. Les découpes sont effectuées en fonction :
– des connaissances biologiques que l’on a sur la plante considérée et des connais-
sances de la taille et du palissage utilisés dans le cas d’une plante cultivée,
– de la forme du feuillage.
Les sous-sections suivantes détaillent ces critères pour les différents cas traités.
2.3.2.1 Connaissances apportées pour le cas des vignes
Pour ce qui concerne le premier critère, dans le cas de la vigne, on sait que les
branches de premier ordre (appelées aussi rameaux) sont fixées de manière verti-
cale en partant d’une branche horizontale principale (appelée aussi baguette). Les
découpes doivent alors respecter cette contrainte.
Pour ce qui concerne le deuxième critère, le polygone en sortie du DCE va
nous aider à trouver itérativement les endroits les plus probables dans la forme où
les découpes doivent être positionnées en fonction des angles αl et des découpes
trouvées aux itérations précédentes.
Les branches devant pousser de manière verticale, on place les points terminaux
des découpes de manière quasi-uniforme en bas du polygone issu du DCE. Puis les
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points initiaux des découpes sont choisis en haut du polygone, de manière à respecter
la contrainte de verticalité des branches. Pour cela, on calcule, pour chaque point
du polygone ck, une probabilité ρk d’être un de ces points initiaux tenant compte
de deux critères :
– la proximité d’un angle convexe dans le polygone pour privilégier les découpes
qui passent par ces angles : ρ1k ∼
∑N
l=1
1
d(ck,sl)(1−
αl
2pi ),
– la distance le long du contour au plus proche des points de H contenant les
points ayant déjà été choisis comme points initiaux d’une découpe afin de ne
pas avoir de cellules trop petites : ρ2k ∼ minc∈H d(ck, c).
ρk est proportionnel à φ(ρ1k, 1, σ)+φ(ρ2k, 1, σ) avec φ(., 1, σ) représentant la fonc-
tion gaussienne centrée en 1 et d’écart-type σ (pour le cas de nos images de vignes,
σ = 0.4 pour une résolution basse d’environ 100000 pixels par image).
Pour chaque point terminant une découpe, on lui choisit aléatoirement un point
initial en fonction de ρk. Ce point peut alors être accepté ou refusé si par exemple
les découpes se croisent ou si la découpe est telle que l’une des cellules a une aire
trop faible par rapport à la taille totale de l’image binaire. On obtient un résultat
comme celui que l’on peut voir à gauche de la Figure 2.7, page 36.
2.3.2.2 Connaissances apportées pour le cas des plantes monopodiales
Dans le cas d’une plante monopodiale, la croissance de la plante est assurée
d’année en année par le bourgeon terminal (situé à l’extrémité de la tige et assurant
la croissance en longueur, par opposition aux bourgeons latéraux responsables de
la ramification). Ainsi, les branches d’ordre 1 poussent à partir d’un tronc vertical
montant jusqu’en haut de la plante. Les points terminaux sont donc placés le long
du tronc qui va du bas de la plante jusqu’en haut. Si l’on souhaite plus de branches
en haut, on placera plus de points terminaux en haut. Puis les probabilités ρk
sont calculées de manière analogue à ce qui est expliqué au-dessus. On associe
itérativement un point terminal d’une découpe à un point choisi aléatoirement en
fonction des ρk. Cette association est acceptée ou rejetée selon le respect ou non de
certaines contraintes biologiques de la plante comme l’angle que forme la découpe
avec le tronc. On remarque par exemple que pour un liquidambar, les branches du
bas forment un angle d’environ 90˚ avec les tronc alors que celles du haut ne forment
plus qu’un angle d’environ 60˚ . Un exemple est montré à droite de la Figure 2.7,
page 36.
Afin d’adapter notre méthode au plus grand nombre de plantes, nous avons
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ajouté à notre algorithme la possibilité de faire des découpes non plus droites mais
quadratiques ou même cubiques. Cela permet d’obtenir des branches avec des formes
plus ou moins complexes. Une tangente est alors imposée à la découpe en une ou
deux de ses extrémités.
Figure 2.7 – Exemples de découpes linéaires sur la forme d’un pied de vigne avec
n = 5 branches à gauche et de découpes cubiques sur la forme d’un liquidambar
pour le cas monopodial avec n=17 branches à droite.
2.3.2.3 Connaissances apportées pour les autres cas
Cette méthode peut ensuite être adaptée à n’importe quel type de plante en
ajustant le calcul des ρk et en modifiant l’acceptation ou le rejet d’une découpe
de manière à ce que les connaissances biologiques sur la plante considérée soient
respectées.
2.3.3 Probabilité dense sur la forme binaire
Pour terminer, une probabilité est donnée à chaque point de B. Les point de Ω
ont une probabilité 1 et les points intérieurs ont une probabilité inversement pro-
portionnelle à leur distance à la plus proche découpe. Les découpes pouvant être
droites, cela permet de donner plus de liberté à la forme des branches contraire-
ment à si l’on attribuait simplement une probabilité 1 aux points se situant sur les
découpes. On choisit l’utilisation d’une gaussienne et pour tout pi ∈ B, on a :
Pi =
 1 si pi ∈ Ω1
s
√
2pi exp
−δ(pi,D)
2s2 sinon
(2.3)
où δ(pi,D) désigne la distance euclidienne de pi à la plus proche découpe et
s peut varier selon si on veut donner plus ou moins d’importance à la localité des
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découpes. Ainsi, plus s est proche de 0, plus les découpes sont considérées comme
un contour et les branches passent donc exactement au milieu des découpes avec le
risque de paraître moins réalistes. Dans notre cas, on prend s = 2 pixels. On trouve
alors une carte P comme montré dans la Figure 2.8, page 37.
Figure 2.8 – Carte de probabilité P calculée pour un nombre de branches égal à
5.
Une fois la carte de probabilités calculée, on retrouve un champ de vecteurs
(−→fi )i associé en tout point (pi)i de B grâce à l’équation 2.2, comme montré dans la
Figure 2.9, page 37.
Figure 2.9 – Champ de vecteurs calculé avec notre méthode sur l’image binaire
d’un pied de vigne pour n = 5 branches.
Nous sommes satisfaits des champs de vecteurs retrouvés car on voit que se
dessinent à l’intérieur des positions potentielles de branches. Celles-ci tiennent alors
compte du contour de la forme, des différentes découpes mais aussi des trous dans
le feuillage comme on le souhaitait. Il s’agit maintenant de retrouver la géométrie
des squelettes à partir de ces champs de vecteurs.
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2.4 Extraction du squelette
Il s’agit maintenant d’extraire le squelette. Pour chaque cellule p = 1..n (on
peut voir les différentes cellules avec l’exemple d’un pied de vigne dans la Figure
2.7, page 36), on peut extraire un sous-squelette de manière analogue à celle de
Cornea. Les points critiques correspondant aux points dont la norme du vecteur
tend vers zéro sont extraits puis reliés entre eux en suivant la direction des vecteurs
pixel par pixel. On obtient alors, pour chaque branche p, Mp points appelés points
attracteurs et notés apj,j=1..Mp (points verts dans la Figure 2.10, page 38).
Figure 2.10 – Champ de vecteurs en rouge calculé pour n = 5 branches. Les points
attracteurs, représentés en vert, sont extraits dans chacune des 5 différentes cellules
de la partition.
Les connaissances biologiques sur la plante (voir sections 2.3.2.1, 2.3.2.2 et
2.3.2.3) permettent de construire un modèle paramétrique simple que l’on cherche
à adapter aux points attracteurs. La Figure 2.11, page 39 montrent deux exemples
de modèles de pieds de vignes pour deux modes de taille différents : le guyot simple
et le cordon de royat. Cette étape assure d’obtenir des squelettes biologiquement
réalistes.
Chaque pième branche d’un squelette S est représentée par une courbe Catmull-
Rom de degré 3 [Catmull 1974] paramétrée par des points de contrôle npk. Cette
courbe doit s’ajuster aux apj,j=1..Mp . Pour cela, on extrait N points s
p
i,i=1..N uni-
formément le long de chacune de ces courbes. On souhaite minimiser la distance
entre chaque apj et l’ensemble {spi,i=1..N} ainsi qu’entre chaque spi et l’ensemble
{apj,j=1..Mp}. Le squelette final Sf est alors celui vérifiant :
Sf = arg min
S
(
∑
p
min
np
k
(
∑
apj
min
spi
d(spi , a
p
j ) +
∑
spi
min
apj
d(spi , a
p
j ))). (2.4)
Un exemple est illustré dans la Figure 2.12, page 40.
Nous sommes satisfaits des résultats obtenus car les branches sont bien réparties
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Figure 2.11 – À gauche un modèle de branchage de pied de vigne taillé en guyot
simple. À droite, la taille utilisée est le cordon de royat. On peut voir des squelettes
schématiques en dessous avec les noeuds qui les composent en cyan.
sur l’ensemble de la forme binaire, de manière cohérente d’une part avec le contour
de la forme mais également avec les trous dans le feuillage.
2.5 Hiérarchisation
La méthode proposée ci-dessus permet, grâce à des découpes effectuées en fonc-
tion des connaissances sur la plante, d’obtenir un branchage de “premier ordre“.
Toutes ces premières branches partent du tronc ou de la baguette dans le cas des
vignes. L’algorithme de squelettisation proposé peut être appliqué récursivement.
Ainsi, chaque cellule est vue comme la forme binaire d’une nouvelle plante et la
branche extraite lors de l’itération précédente devient la branche d’où partent de
nouvelles sous branches d’ordre supérieur (Figure 2.13, page 41). Dans le but d’amé-
liorer le réalisme de la plante, chaque cellule n’est plus définie par les découpes mais
est une cellule de Voronoï. À chaque branche de l’ordre inférieur correspond sa cel-
lule du diagramme de Voronoï [Aurenhammer 1991] généralisé à des courbes. Ainsi,
chaque point de la forme binaire est associé à la cellule de la branche d’ordre inférieur
la plus proche. Les cellules n’ont donc plus nécessairement de bords droits comme
cela pouvait être le cas. On peut voir une illustration de ce calcul de branches de
différents ordres pour le cas du liquidambar dans la Figure 2.13, page 41. Ensuite,
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Figure 2.12 – Exemple d’un squelette calculé avec notre méthode sur l’image d’un
pied de vigne avec n = 5 branches avec pour modèle utilisé celui de la taille en
guyot simple.
pour déterminer les nouvelles sous-cellules, les points terminaux sont placés sur la
courbe représentant la branche d’ordre inférieur et les points initiaux sont recher-
chés sur les bords de la cellule d’ordre inférieur. Pour sélectionner ces points qui
génèrent les nouvelles sous-cellules, le même algorithme, explicité précédemment,
est utilisé.
2.6 Reconstruction d’un squelette en 3D
L’algorithme de squelettisation décrit ci-dessus ne permet de retrouver qu’un
branchage 2D sur une forme binaire en 2D. Cela peut-être le cas pour certaines
plantes comme par exemple les vignes qui sont cultivées sur des fils de fer et dont
les branches principales sont donc tous dans un même plan.
Nous proposons ici une méthode permettant de retrouver une structure rami-
fiée en 3D en se basant sur les travaux de Zeng et al. [Zeng 2006] et Okabe et
al. [Okabe 2006] pour les plantes de type monopodial. Le but est de déduire des
informations de profondeur des branches dans le squelette en 2D afin d’avoir un
rendu réaliste de la plante en 3D depuis les autres vues. Cependant, on doit veiller
à préserver la forme de l’image obtenue après projection du modèle 3D dans une
vue similaire à celle de l’image originale.
Dans un premier temps, on suppose que l’image de la plante que l’on analyse
a été obtenue via une projection orthogonale. Cette hypothèse est réaliste si la ca-
méra est positionnée suffisamment loin de la plante. On calcule ensuite l’enveloppe
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Figure 2.13 – À gauche, un calcul des branches du premier ordre. On applique
ensuite l’algorithme de squelettisation sur les différentes cellules pour détecter de
nouvelles sous-cellules. À droite, un système de branchage avec les branches du
premier ordre en bleu et celles du second ordre en jaune.
convexe de l’image binaire. En chaque ligne de la forme binaire, on extrait le seg-
ment, intersection de l’image binaire avec la ligne. Chacun de ces segments est alors
transformé en un cercle 3D. Son centre est le point 3D de coordonnées le centre du
segment dans le repère image auquel on ajoute une coordonnée c et son rayon est
la demie longueur du segment. c est choisi aléatoirement suivant une loi gaussienne
centrée en 0 et d’écart-type le dixième de la longueur du segment. La normale à tous
ces cercles est la direction du tronc. Le fait de ne pas prendre c = 0 comme valeur
pour tous les cercles 3D permet de ne pas privilégier une direction par rapport à
une autre. On souaite un résultat isotropique et on ne souhaite donc pas que tous
les centres des cercles appartiennent à un même plan. On obtient alors un volume
englobant le feuillage comme montré dans la Figure 2.14, page 42 pour le cas d’un
liquidambar.
La profondeur de toutes les branches ne touchant pas l’enveloppe convexe 2D
est modifiée de manière à ce que l’extrémité de la branche en 3D touche le volume
englobant. La branche peut partir vers l’avant ou vers l’arrière. Le choix est fait
de telle sorte que la somme des angles faits entre les différentes projections des
branches (deux à deux) sur le sol soit maximale (voir la description de l’article de
Okabe et al. [Okabe 2006] dans la section 1.2.2). Le problème avec cette méthode
est que l’arbre en 3D semble réaliste lorsqu’il se projette dans la vue originale à
42 Chapitre 2. Squelettisation
Figure 2.14 – À gauche, l’image originale d’un liquidambar avec son enveloppe
convexe autour du feuillage. À droite, le volume englobant le feuillage en 3D.
l’image mais dans les autres vues, il peut sembler plat. On doit donc ajouter de
nouvelles branches ne touchant pas l’enveloppe convexe afin que leur profondeur
soit modifiée. L’arbre sera ainsi densifié et plus réaliste dans toutes les vues. Pour
cela, on applique le même algorithme de squelettisation présenté ci-dessus à la forme
binaire de la plante que l’on a préalablement érodée. On effectue cette opération
avec plusieurs niveaux d’érosion afin de trouver des branches de différentes tailles
comme on peut le voir dans la Figure 2.15, page 43.
Cette dernière étape permet d’obtenir un arbre 3D réaliste sous toutes les dif-
férentes vues. On peut voir un exemple pour le cas du liquidambar dans la Figure
2.16, page 43.
2.7 Algorithme
L’algorithme 1, page 44 détaille les différentes étapes de squelettisation. Cet
algorithme est la première contribution de ce travail qui :
– généralise l’approche de Cornea (équation 2.2),
– utilise des modèles paramétriques pour la structure du branchage,
– traite les cas où toutes les branches principales sont dans un même plan mais
aussi propose une généralisation pour les arbres 3D à partir d’une seule image.
Une fois cet algorithme utilisé sur l’image d’une plante, on obtient le squelette
de cette plante, que ce soit en 2D dans le cas des vignes ou en 3D comme présenté
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Figure 2.15 – À gauche, le squelette trouvé après avoir effectué une petite érosion
à la forme binaire. À droite, le squelette extrait après avoir effectué une plus grande
érosion.
Figure 2.16 – À gauche, l’image originale d’un liquidambar. Au milieu, son sque-
lette extrait avec notre méthode. À droite, le squelette vu d’une autre vue.
précédemment. Ce squelette contient seulement la topologie du squelette de la plante
sous forme de courbes et non la modélisation du branchage de façon à avoir un rendu
de branchage réaliste.
L’évaluation sur notre méthode d’extraction de squelettes s’effectuera de ma-
nière plus globale dans le prochain chapitre, après avoir modélisé les squelettes en
3D et après génération des feuillages. Pour générer le feuillage, nous avons besoin de
quelques informations complémentaires en plus de la géométrie du squelette. Nous
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Algorithme 1 Entrées : B la forme binaire d’une plante, n le nombre de branches
que l’on souhaite trouver dans cette forme + des connaissances a priori sur les
positions et les formes des branches. Sortie : Structure du branchage Sf .
– Calculer le polygone pour simplifier le contour de B en utilisant l’algorithme DCE
avec 3n sommets et en extraire uniformément le long les points (ck,k=1..K).
– Placer les points initiaux aux découpes en fonction de la forme des branches
voulue (voir section 2.3.2).
– Calculer les probabilités ρk pour chaque point ck comme expliqué dans la partie
2.3.2.
– Tant que toutes les découpes n’ont pas été faites :
Choisir un point initial à une découpe avec un des points ck choisi en fonction
des probabilités ρk et vérifier que la découpe satisfait les contraintes biologiques
de la plante.
– Calculer la carte de probabilités P.
– Calculer le champ de vecteur en utilisant l’équation 2.2.
– Extraire les points attracteurs dans le champ de vecteurs comme expliqué dans
la section 2.4.
– Ajuster le squelette Sf en utilisant l’équation 2.4.
– Pour un squelette avec des branches d’ordres supérieurs voulues, appliquer de
nouveau l’algorithme sur chaque cellule.
– Pour un squelette en 3D, ajouter des informations de profondeur aux branches
comme détaillé dans la section 2.6.
calculons donc quelques attributs pour chacun des squelettes extraits.
2.8 Attributs du squelette extrait
Dans le prochain chapitre, on souhaite modéliser la plante en 3D à partir du
squelette extrait. Pour cela, on calcule certains attributs. Le premier attribut est
le rayon des branches qui est fonction de la distance au tronc et de l’ordre de
la branche. Deuxièmement, on extrait une information d’épaisseur du feuillage en
les différents noeuds qui composent ce squelette : en chaque noeud d’une courbe
représentant une branche, on calcule la droite perpendiculaire à la courbe en ce
noeud ; l’épaisseur est déterminée par la demi-distance du segment correspondant à
l’intersection entre cette droite et la cellule dont a été extraite la courbe. Un indice
de densité est également extrait en fonction du pourcentage de trous dans la forme
binaire.
On peut alors tester la propriété de reconstruction du squelette en comparant la
forme binaire originale à l’union de cercles de centres les points du squelette et de
rayons les différentes épaisseurs du feuillage calculées (voir Figure 2.17, page 45). On
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remarque alors un taux de recouvrement rarement au-dessus de 90% dans l’ensemble
des cas testés. Ce pourcentage peut être amélioré en prenant en compte les trous
dans le feuillage lors de la génération du feuillage en 3D explicité dans le prochain
chapitre. De plus, les branches ne sont pas nécessairement centrées à l’intérieur de
chaque cellule, la génération des feuilles avec des règles stochastiques va également
permettre de potentiellement améliorer cette propriété de reconstruction.
Figure 2.17 – À gauche une image originale d’un pied de vigne. À droite, une
image composée de l’union des cercles centrés en les points d’un squelette extrait
avec notre méthode et dont les rayons sont les épaisseurs du feuillage calculées.
Un dernier attribut en chaque noeud du branchage est la densité des feuilles.
Celle-ci détermine la distance entre deux feuilles le long d’une branche. Plus l’indice
de densité est élevé, plus cette distance est faible. Jusqu’à présent, nous n’utilisons
que la forme binaire or nous avons remarqué que plus une zone est dense en feuilles,
plus l’image est sombre relativement au reste de l’image. L’indice de densité attribué
à chacun des noeuds est donc directement lié à la luminance dans l’image.
Dans le prochain chapitre, les entrées sont donc le squelette extrait dans ce
chapitre ainsi que ses attributs. En sortie, nous trouvons un modèle 3D de la plante
qui respecte au mieux l’image et les propriétés biologiques de la plante considérée.
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3.1 Modélisation de la plante
Nous avons montré dans la section précédente comment extraire un squelette
d’une plante ainsi que tous les attributs définissant son feuillage. Ce squelette est
non déterministe car certains paramètres sont des variables aléatoires suivant des
densités de probabilité comme le choix des positions des découpes. Dans cette partie,
nous nous intéressons à la modélisation de cette plante en utilisant les L-systèmes
présentés dans la section 3.1.1.1. Nous montrons ensuite comment, par un procédé
d’analyse-par-synthèse, nous pouvons choisir le modèle de la plante qui respecte au
mieux le critère bayésien qui est développé dans ce chapitre.
Pour modéliser notre plante, nous avons fait le choix d’utiliser des L-systèmes.
Les L-systèmes sont la représentation la plus classique pour la modélisation de
plantes grâce à leurs nombreux avantages pour générer des objets ayant une géo-
métrie et une topologie très complexes comme celles des plantes.
3.1.1 L-systèmes
3.1.1.1 Définition d’un L-système
Nous commençons par introduire la notion de langage formel qui est un langage
composé d’un certain nombre de mots. Ces mots sont formés grâce à un alphabet
qui est constitué d’un ensemble de symboles, généralement fini. Pour construire ces
mots, on associe à ce langage une grammaire formelle qui définit les différentes
règles de ce langage. Un L-système est une grammaire formelle qui permet, grâce
à une étape d’interprétation géométrique supplémentaire, de modéliser le processus
de développement d’un organisme. Aussi appelé système de Lindenmayer, le L-
système a été inventé en 1968 par Aristid Lindenmayer. En 1990, Prusinkiewicz et
Lindenmayer [Prusinkiewicz 1990] ont adapté les L-systèmes à la modélisation de
plantes.
Pour cela, chaque partie de base d’une plante est représentée par un symbole w
issu d’un alphabet V ou d’une constante issue de S. L’idée est de pouvoir construire
cette plante en partant d’un objet initial simple w0 ∈ V appelé axiome puis, grâce
à des règles de production P , modéliser son développement afin de la reconstruire
entièrement en plusieurs itérations. Une constante s ∈ S ne changera pas d’état
d’une itération à l’autre. Ce L-système est noté {V, S, w0, P}. Une représentation
graphique de la plante peut alors être donnée via un interpréteur.
3.1. Modélisation de la plante 49
3.1.1.2 Exemple
On illustre, grâce à l’exemple de la suite de Fibonacci, ce que peut être un L-
système. Dans ce cas, l’alphabet comporte deux symboles : V = {A,B}. L’ensemble
des constantes est vide : S = {}, l’axiome de départ est w0 = A et il y a deux règles
de production : celle qui transforme A en B, que l’on note (A → B) et celle qui
transforme B en AB notée (B → AB). La notation utilisée pour un tel L-système
est la suivante :
Fibonacci
{
Alphabet :
V = {A,B}
Axiome :
A
Règles de production :
A→ B
B → AB
}
Il suffit maintenant de réécrire les symboles en se servant des règles de production
à chaque nouvelle itération. Ainsi, pour les sept premières itérations, on a :
n = 0 A 1
n = 1 B 1
n = 2 AB 2
n = 3 BAB 3
n = 4 ABBAB 5
n = 5 BABABBAB 8
n = 6 ABBABBABABBAB 13
n = 7 AABABAABABAABAABABAAB 21
... ... ...
La dernière colonne indique le nombre de symboles à chaque génération. On
remarque que l’on retrouve la suite de Fibonacci.
3.1.1.3 Interprétation
Les chaînes de symboles que l’on trouve après plusieurs itérations n’ont pas a
priori d’interprétation géométrique. Cependant, si on leur donne une interprétation
géométrique en 2D ou en 3D, cette chaîne de symbole correspondra à un objet qui
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peut être aussi complexe qu’une plante. Ces règles d’interprétation peuvent par
exemple être « A → dessiner un trait horizontal vers la droite de taille k ». Ces
règles d’interprétation font partie de la Turtle interpretation qui vient de la tortue
du langage de programmation Logo fonctionnant de manière similaire. On illustre
cette interprétation graphique grâce à un exemple simple en 2D :
Fractale
{
Alphabet :
V = {A,B,C,D}
Axiome :
A
Règles de production :
A→ ABCA
B → BDAB
C → CADC
D → DCBD
Règles d’interprétation :
A→ _
B → /
C → \
D → |
}
n = 0 A
n = 1 ABCA
n = 2 ABCABDABCADCABCA
n = 3
ABCABDABCADCABCABDABDCBDABCABDAB
CADCABCADCBDCADCABCABDABCADCABCA
n = 4
ABCABDABCADCABCABDABDCBDABCABDAB
CADCABCADCBDCADCABCABDABCADCABCA
...
ABCABDABCADCABCABDABDCBDABCABDAB
CADCABCADCBDCADCABCABDABCADCABCA
... ...
En remplaçant chaque symbole par son interprétation graphique correspon-
dante, on obtient une suite de fractales convergeant vers le flocon de Koch (Figure
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3.1, page 51). Toutes les règles explicitées ici sont appliquées de façon régulière et
uniforme. Par conséquent, les objets générés sont trop réguliers pour ressembler de
manière réaliste aux plantes que l’on trouve dans la nature.
n=0
n=1
n=2
n=3
n=4
Figure 3.1 – Exemple d’interprétation d’un L-système pour dessiner le flocon de
Koch.
3.1.1.4 Cas des plantes
Les règles d’interprétation peuvent être modifiées afin de modéliser des objets
3D et on peut les appliquer de manière plus stochastique. Une règle donnée à la
tortue peut par exemple être « tourne par rapport à l’axe des z d’un angle qui
est une variable aléatoire de valeurs comprises entre pi2 et pi suivant une loi de
probabilité (on peut choisir une loi uniforme ou donner plus de contraintes) ».
Grâce à l’utilisation de ces L-systèmes, on peut donc modéliser tout type de plante
comme montré dans la Figure 3.2, page 52. Dans ce cas, les règles d’interprétation
sont des règles permettant la création de cylindres généralisés auxquels on peut
appliquer une texture de branche. Lorsqu’on génère le feuillage, on peut aussi faire
varier l’orientation des feuilles de manière aléatoire pour augmenter le réalisme.
Nous avons donc recherché un logiciel permettant d’utiliser ces L-systèmes pour
modéliser des plantes : notre choix s’est porté sur L-py.
3.1.2 L-py
L-py 1 est un logiciel de modélisation utilisant les L-systèmes. Il est développé
par l’équipe Virtual Plants du Cirad de Montpellier 2 et le langage de programma-
1. http ://openalea.gforge.inria.fr/wiki/doku.php ?id=packages :vplants :lpy :main
2. http ://www-sop.inria.fr/virtualplants/wiki/doku.php ?id=home
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Figure 3.2 – Exemples de modélisations de différents branchages de plantes grâce
aux L-systèmes. Grâce aux règles stochastiques utilisées ici pour la génération des
branches, on obtient des résultats complexes et très réalistes car irréguliers.
tion utilisé est python. L’interface de ce logiciel est montrée dans la Figure 3.3, page
52.
Figure 3.3 – Interface du logiciel L-Py.
L’utilisation des propriétés des langages de programmation dynamique améliore
la modélisation des plantes grâce
– à une syntaxe simple permettant néanmoins des constructions de program-
mation haut-niveau,
– à une exécution du code simple, sans compilation,
– à la possibilité de réutiliser des modèles et de construire des modèles plus
complexes.
Notre choix s’est donc porté sur ce logiciel et nous avons travaillé en collabora-
tion avec les personnes l’ayant développé.
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3.1.3 Modèle génératif
Une fois la structure du branchage extraite des images comme expliqué dans la
section 2, une modélisation 3D de la plante doit être générée. Nous avons développé,
grâce au logiciel L-py (section 3.3) un code qui est le plus générique possible afin
de pouvoir modéliser un nombre de variétés de plantes le plus large possible. Ainsi,
n’importe quelle structure de branchage peut être modélisée par notre programme
en paramétrant correctement les différentes branches par des courbes à pôles. La
modélisation peut être décomposée en deux parties : la génération du branchage
puis l’ajout du feuillage dans un second temps.
Dans un but de réalisme et également pour éviter un trop grand nombre de
paramètres, le modèle doit laisser suffisamment de libertés, principalement dans la
génération des feuilles. Pour cela, le feuillage est généré de manière stochastique,
c’est-à-dire que la position et l’orientation des feuilles sont choisies alétoirement par
le modèle, en respectant bien sûr des contraintes qui assurent un aspect réaliste :
une feuille tombe vers le bas et elle se trouve accrochée le long d’une branche. Ainsi,
toutes les feuilles ne sont pas orientées dans le même sens, ce qui donne un effet
réaliste à la modélisation finale.
3.1.3.1 Génération du branchage
Le branchage est généré de manière déterministe et récursive. Chaque branche
est représentée par un cylindre généralisé le long d’une courbe à pôles. Celle-ci est
une courbe B-spline avec un schéma d’interpolation local de degré 3 ([Piegl 1997]),
paramétrée par un ensemble de noeuds 3D que l’on appelle les points de contrôle
de la branche. Le nombre de points de contrôle est variable en fonction de la lon-
gueur et de la complexité de la branche. De chacun de ces noeuds peut partir une
ou des nouvelles branches paramétrées de manière analogue. À chaque noeud est
associé un rayon correspondant au rayon de la branche en ce point. Le rayon du
cylindre généralisé est interpolé linéairement entre deux noeuds. Enfin, des textures
extraites d’images réelles sont appliquées sur ces cylindres généralisés. Un exemple
de modélisation de branchage est montré dans la Figure 3.4, page 54. Le code pour
générer ce branchage est le suivant :
[(0.000,0.000,0.000,4.000,0),(-0.750,10.000,0.000,4.000,0),(0.50,20.000,0.000,4.000,0),
[(-3.250,30.000,30.000,3.000,0),(-2.750,40.000,34.000,2.000,0),(-30.000,55.037,24.000,1.000,0)],
(0.309,33.693,10.916,3.313,0),
[(6.809,44.000,23.942,2.656,0.000),(12.763,88.536,30.001,1.292,0)],
(30.309,53.693,10.916,1.313,0)]
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Chaque noeud comporte entre parenthèses les trois coordonnées en 3D, ainsi que
le rayon de la branche et une cinquième valeur de densité explicitée dans la prochaine
section. Pour indiquer qu’une nouvelle branche pousse à partir d’un noeud, il suffit
d’ouvrir un crochet et de le refermer à la fin de cette nouvelle branche.
Figure 3.4 – À gauche, le squelette d’un branchage arbitraire avec les points de
contrôle (ou noeuds) des courbes et les polygones de contrôle. Au milieu, les cy-
lindres généralisés, modélisés en utilisant les rayons des branches attribués à chaque
noeud. À droite, les textures de branches sont appliquées sur ce branchage.
Cette paramétrisation permet de représenter le branchage de n’importe quelle
plante. En effet, tout arbre peut être discrétisé en noeuds 3D suffisamment proches
les uns des autres en fonction de la qualité voulue. Ensuite, il suffit de supprimer
un certain nombre de ces noeuds en trouvant un compromis entre la taille du fichier
souhaitée pour modéliser l’arbre (donc le nombre de noeuds) et sa proximité du
point de vue géométrique avec l’arbre d’origine. On montre la modélisation d’un
branchage plus complexe que l’exemple présenté ci-dessus avec l’exemple du liqui-
dambar dans la Figure 3.5, page 55.
3.1.3.2 Génération du feuillage
La première étape est la récupération de textures de feuilles à partir d’images
réelles de la plante que l’on souhaite modéliser. Puis, à chaque noeud définissant
la structure du branchage, on associe une nouvelle valeur correspondant au rayon
du cylindre englobant les feuilles en ce point. Cette valeur est également interpolée
linéairement entre deux noeuds. Enfin, un dernier indice de densité déterminant
la fréquence des feuilles peut être attribué de manière locale ou globale à toute la
plante. Ainsi, chaque point du branchage contient une liste d’attributs :
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Figure 3.5 – À gauche, l’image originale d’un liquidambar. À droite, la modélisation
de son squelette extrait avec notre méthode de squelettisation.
– le rayon de la branche rb (explicité dans la section précédente),
– le rayon du feuillage rf ,
– la densité du feuillage df .
Il s’agit maintenant, à partir de ces attributs, de générer de façon aléatoire les
feuilles dans le volume englobant le feuillage. df permet de déterminer la fréquence
à laquelle on doit placer des feuilles sur la branche. Cette valeur correspond à la
moyenne d’une loi gaussienne d’écart-type df8 . La distance entre la génération de
deux feuilles sur une branche est tirée aléatoirement suivant cette loi gaussienne.
Ainsi, plus df est faible, plus il y aura de feuilles sur la plante générée. Ensuite, afin
que le volume soit totalement rempli de manière réaliste même lorsque rf devient
grand, une probabilité dépendant de rf permet de générer de nouvelles branchettes
à la place des feuilles, possédant elles-mêmes plusieurs feuilles. Ainsi, plus rf est
élevé, plus on a de chance de générer une branchette avec plusieurs feuilles à la place
d’une seule feuille. On peut voir dans la Figure 3.6, page 56 un même squelette avec
différents rayons des cylindres englobants et différents indices de densité. On obtient
alors des plantes très différentes. Les valeurs des indices des rayons englobant les
feuilles sont nulles sur le tronc ou parfois même sur les plus grosses branches dans
le cas de certains arbres.
L’intérêt d’avoir un nombre minimal de paramètres est de limiter l’espace de
recherche du modèle 3D en ayant un nombre restreint de paramètres à rechercher.
Une fois notre modèle construit, il s’agit donc de sélectionner ces paramètres du
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(a) (b)
(c) (d)
Figure 3.6 – Un même squelette de branchage modélisé en faisant varier le rayon
englobant le feuillage rf et l’indice de densité du feuillage df : rf et df faibles (a),
rf et df plus élevés (b), rf faible et df élevé (c) et rf élevé et df faible (d).
modèle en fonction de l’image naturelle d’une plante que l’on souhaite reconstruire.
Ce mélange de la synthèse d’une part avec l’analyse de l’image d’autre part nous a
naturellement conduit à nous intéresser aux méthodes d’analyse-par-synthèse.
3.2 Analyse-par-synthèse
3.2.1 État de l’art sur l’analyse-par-synthèse
Le problème majeur en vision par ordinateur est de retrouver des propriétés de
la scène photographiée à partir des propriétés de l’image acquise. C’est un problème
inverse difficile dû au fait qu’il est très généralement fortement sous-contraint. En
effet, certains objets similaires en 3D se projettent de façon très différente dans
plusieurs images et inversement, des objets différents en 3D peuvent apparaître
similaires dans des images. C’est ainsi que certains algorithmes donnant de très
bons résultats sur des images de synthèse fonctionnent moins bien sur des images
réelles plus complexes.
L’analyse-par-synthèse cherche à déterminer le scénario le plus probable selon
lequel une image a été formée. Pour cela, des connaissances a priori sur la scène
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(qui peuvent être modélisées sous forme d’alphabets ou de bases d’apprentissage)
sont données à un modèle qui évalue et modélise la scène la plus probable. Une
solution gloutonne serait de générer tous les scénarios possibles et décider le plus
probable mais cela devient inenvisageable lorsque la taille du vocabulaire à partir
duquel on construit cette modélisation est très grande. On distingue ici le langage
bas niveau, proche du langage machine (directement interprétable par le processeur)
du langage haut niveau qui nécessite donc plus d’intermédiaire entre ce qu’écrit le
programmateur et le langage machine. On pourra également parler de processus
bas ou haut niveau, de caractéristiques bas niveau comme les primitives telles que
les pixels ou les courbes et enfin de caractéristiques haut niveau comme les visages,
les piétons ou les voitures. En vision, le bas niveau s’apparente plus aux techniques
du type détection de contours qui est une approche travaillant à un niveau très
local avec des primitives très simples comme la plus simple de toutes : le pixel. En
revanche, le haut niveau utilisera des primitives et des techniques plus complexes
comme par exemple l’appel à des modèles pour la détection d’objets composés d’un
grand nombre de pixels comme les visages. En observant que la vision bas niveau
est souvent ambiguë mais rapide d’exécution alors que la vision haut niveau est
rarement ambiguë mais beaucoup plus complexe et coûteuse, on peut se demander
comment utiliser des processus bas niveau donnant rapidement accès aux bons
modèles haut niveau ?
C’est la question que pose Yuille et al. dans [Yuille 2006]. Les auteurs font le
rapprochement entre la vision par ordinateur et la vision humaine. Par exemple,
regardons l’image très connue de la Figure 3.7, page 57.
Figure 3.7 – Image en noir et blanc extraite de [Gregory 1971].
Le cerveau humain ne voit au départ que des tâches noires sur du blanc et a
beaucoup de mal à détecter la position du chien s’il n’a aucune information alors
qu’il le détecte très rapidement à partir du moment où il sait qu’il doit chercher
58 Chapitre 3. Modélisation 3D de la plante
un chien. Dans leur article, le but de ces auteurs est de retrouver sur une image
le texte et les visages. Ils présentent un système où des caractéristiques déduites
tout d’abord de processus bas niveau (donc rapides d’exécution), couplés à des a
priori comme des règles de regroupement spatial, font des propositions sur la com-
préhension d’éléments de l’image au départ très simples, puis plus complexes (c’est
ce qu’on appelle l’approche ascendante). Par exemple pour la détection et la recon-
naissances de lettres dans l’image, Yuille et al. utilisent un détecteur de contours.
Puis, ces contours sont regroupés en utilisant des propriétés de parallélisme ou de
continuité, ce qui donne des premières informations sur la position ou l’identité de
certaines lettres. On peut voir des propositions faites dans la deuxième image de la
Figure 3.8, page 58 comme les positions où se trouvent potentiellement du texte ou
des visages. On remarque que la détection d’un visage a été faite dans l’écorce d’un
arbre. Ces propositions, qui limitent ainsi fortement l’espace de recherche (on sait
qu’on ne recherchera pas de visages partout dans l’image mais juste aux endroits où
des propositions ont été faites), sont ensuite validées par une approche descendante
qui utilise les modèles adaptés pour vérifier la véracité ou non des propositions
[Cavanagh 1999]. On voit les lettres et les visages détectés dans la quatrième image
de la Figure 3.8, page 58. L’intérêt vient du fait que parfois, les propositions faites
par des processus bas niveau sont suffisamment peu ambiguës pour être acceptées
directement sans utiliser l’approche descendante, plus coûteuse en temps de calcul.
Des indices de confiance sont calculés pour chaque proposition afin de déterminer
si les étapes plus coûteuses sont nécessaires.
Figure 3.8 – Résultats de la méthode de Yuille et al. [Yuille 2006] (images extraites
de l’article).
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Un autre exemple similaire est l’article de Tu et al. [Tu 2003] dont le but est éga-
lement de détecter les symboles, les visages et de segmenter les autres zones en fonc-
tion de leur couleur ou de leur texture. Dans cet article, la première phase nommée
« image parsing » est définie comme la segmentation d’une image I en les différents
motifs visuels que sont les différentes régions de couleur ou de texture similaires
ou les objets (visages, textes). En sortie, la méthode donne un graphe hiérarchique
W appelé « parsing graph » et qui détaille toutes les composantes de l’image. Les
auteurs utilisent pour cela l’inférence bayésienne qui permet de déduire la proba-
bilité d’un événement à partir des probabilités d’autres événements, déjà évaluées.
Nous développerons un peu plus l’inférence bayésienne dans la prochaine section. La
solution est le graphe W∗ qui maximise la probabilité p(W∗|I) = p(W∗)p(I|W∗).
Celle-ci combine une probabilité a priori p(W) avec une fonction de vraisemblance
p(I|W). Des modèles génératifs par approche descendante sont utilisés pour décrire
comment les objets et les différents modèles de régions génèrent les intensités de
l’image (et donc I). Par exemple, le modèle génératif pour un symbole (lettre ou
chiffre) est composé d’une limite extérieure, de 0, 1 ou 2 limites intérieures (par
exemple le 0 et le 8 ont chacun une limite extérieure mais le 0 n’a qu’une limite
intérieure alors que le 8 en a deux car il comporte deux trous dans sa forme) ainsi
que d’une position et d’une transformation. Chacune des limites est une courbe
modélisée par 25 points de contrôle. Il s’agit alors de calculer les paramètres de
ces différents modèles qui représentent au mieux l’image. Par exemple, si un 3 se
trouve dans l’image, il faudra trouver sa position ainsi que la transformation telle
que la limite extérieure après transformation (pas de limites intérieures dans le cas
du 3) s’ajuste le mieux aux contours du 3 dans l’image. Ils font des propositions
par approche ascendante basées sur des caractéristiques bas-niveau pour restreindre
l’espace de recherche de ces modèles en utilisant l’algorithme de DDMCMC (Data
Driven Markov Chain Monte Carlo) [Tu 2002]. Dans l’article, à partir des détections
du texte, des visages et des différentes régions segmentées, des images de synthèse
sont ensuite recrées comme montrées dans la dernière colonne de la Figure 3.9, page
60.
On peut encore citer la méthode de Nair et al. [Nair 2008]. Dans leur article,
ces auteurs définissent l’analyse-par-synthèse de manière théorique comme l’idée
d’expliquer des données (par exemple une image) par l’ensemble le plus compact de
causes qui les génèrent. Ils distinguent alors le modèle génératif qui spécifie comment
les causes produisent les données, du modèle descriptif qui retrouve les causes à
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Figure 3.9 – Résultats de la méthode de Tu et al. [Tu 2003] (images extraites
de l’article). De gauche à droite, on peut voir les images originales, les couches de
régions, les différents objets détectés et les images resynthétisées.
partir des données. Le but de leur article est de retrouver les paramètres du modèle
descriptif d’une image à partir du modèle génératif et à partir d’un apprentissage
préalable sur une base d’images. De manière plus pratique, les auteurs travaillent
sur des images d’yeux. Dans ce cas, les données sont les images et les causes les
générant sont la forme des yeux et la position de la pupille. Le modèle génératif est
une boîte noire, c’est-à-dire qu’après construction du modèle, l’algorithme n’utilise
aucune connaissance sur les détails internes du modèle génératif. Ce modèle 2D
d’oeil a donc plusieurs paramètres comme la direction de la pupille ou l’ouverture
de l’oeil paramétrée sous forme de courbes. Il s’agit alors d’extraire les paramètres
à partir d’une image et de les fournir à la boîte noire qui va générer une image
de synthèse de l’oeil. Dans la Figure 3.10, page 61, on peut voir des résultats de
cette méthode sur des images d’yeux. Ces auteurs soulignent deux avantages à leur
méthode. D’une part, elle fournit un moyen général d’incorporer des connaissances a
priori via le modèle génératif pour l’apprentissage sur une base de données. D’autre
part, les modèles génératifs sont un moyen naturel d’exprimer des connaissances a
priori complexes.
3.2.2 Notre approche : analyse-par-synthèse dans le cadre bayésien
Nous appliquons donc ce principe de l’analyse-par-synthèse à notre cas de modé-
lisation de plantes dans le cadre du formalisme bayésien. Ce dernier consiste à baser
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Figure 3.10 – Résultats de la méthode de Nair et al. [Nair 2008] (images extraites
de l’article).
l’estimation des paramètres sur une distribution nommée loi a posteriori, qui mé-
lange l’information portée par les données (via la vraisemblance ou terme d’attache
aux données) avec une information a priori. Ainsi, différentes hypothèses sont faites
par exemple sur le nombre de branches de premier ordre ou la densité foliaire. Dans
notre méthode, l’approche ascendante consiste en une squelettisation qui part de
l’image pour en extraire un squelette possible avec ses différents attributs. Cette
approche travaille au départ sur des primitives bas niveau (comme le calcul de la
carte de probabilités d’être un point contour qui raisonne au niveau pixellique) puis,
monte à des niveaux plus complexes comme l’utilisation de modèles paramétriques
pour extraire le squelette final). Les hypothèses sont finalement vérifiées et accep-
tées ou rejetées grâce au critère de sélection du modèle qui part du modèle généré
en 3D et vérifie sa cohérence avec l’image (approche descendante).
3.2.3 Reconstruction de modèles virtuels
La première étape est de générer plusieurs modèles différents en fonction d’hypo-
thèses faites sur la plante. Ces hypothèses sont faites à partir de statistiques connues
sur la plante considérée. Notre modèle de plante est notéM et l’image I. Il s’agit
donc de maximiser la probabilité d’avoir un modèleM connaissant l’image originale
I, p(M|I) (loi a posteriori). Pour cela, en utilisant la formulation bayésienne, on
décompose p(M|I) de la manière suivante :
p(M|I) ∝ p(M)p(I|M) (3.1)
p(M) est la loi a priori calculée à partir de toutes les connaissances a priori que
l’on a sur la plante et p(I|M) est une probabilité évaluant la différence entre la
manière dont se reprojette le modèleM dans une image et l’image originale (terme
d’attache aux données).
Cas des pieds de vignes
Notre algorithme ayant été développé à la base pour les pieds de vigne, nous
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commençons par développer la méthode sur ces plantes. La transposition de connais-
sances a priori en une loi de probabilité sur les paramètres est loin d’être évidente.
Dans le cas de pieds de vignes, nous avons récupéré un grand nombre d’informations
de la part de nos experts. Sur les vignobles où nous sommes passés, nous connaissons
le type de taille le plus fréquemment utilisé ou encore le nombre de rameaux moyen
laissés sur chaque pied qui est modélisé, selon nos observations, par une loi normale
de moyenne 5 et d’écart-type 2. De même, la densité des feuilles est paramétrée par
un indice donné en entrée au modeleur L-Py et qui suit également une loi normale
(la distance entre deux feuilles sur un rameau est assez stable). La squelettisation
comporte une partie stochastique notamment dans le choix des découpes. Ainsi, on
a vu que les découpes, passant proche d’un angle convexe au polygône simplifiant la
forme du feuillage, ont une probabilité plus grande d’être générées. Cette probabi-
lité doit également entrer en compte dans le calcul de notre loi a priori. Toutes ces
connaissances nous permettent de calculer p(M) comme un produit de probabilités
(une pour chaque connaissance apportée qui définit un paramètre du modèle). Nous
supposons donc que ces probabilités sont indépendantes les unes des autres. Cela
pourrait être discuté mais nous n’avons pas remarqué de dépendance particulière
entre les quatre termes de cette loi a priori :
– le modèle de taille,
– le nombre de rameaux,
– la densité des feuilles sur les pieds de vigne,
– la « pertinence » des découpes.
Autres cas
Dans les autres cas, nous n’avons pas d’informations directes. Nous avons donc
observé différentes images pour chaque espèce afin de trouver un nombre de branches
réaliste, des tailles et des densités de feuilles donnant de bons résultats visuels.
Travaillant avec des experts dans le cadre viticole, il a été plus facile de trouver
des informations plus scientifiques sur les pieds de vignes mais notre méthode peut
fonctionner pour tous types de plantes en adaptant le choix des découpes (section
2.3.2) et la construction du squelette.
Par exemple dans le cas monopodial, les découpes respectent un certain angle
avec le tronc. Toutes ces informations a priori ont été apportées grâce à une obser-
vation visuelle de différentes images d’arbres monopodiaux et sont donc empiriques
mais elles prouvent qu’en apportant des connaissances réalistes, les modèles 3D
générés sont satisfaisants.
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3.2.4 Critère de sélection du modèle
Notre but est de reconstruire une plante biologiquement réaliste et dont la pro-
jection soit le plus proche possible de l’image originale. Le côté biologiquement
réaliste est assuré en partie par la squelettisation et par la modélisation de la plante
en 3D. En effet, l’utilisation de modèles paramétriques lors de la phase de squeletti-
sation implique que les modèles de branchage aient la topologie souhaitée. De plus,
la loi a priori p(M) assure que les différents paramètres du modèle soient cohérents.
La génération de plantes totalement aberrantes est donc éliminée. Le critère de sé-
lection du meilleur modèle doit également assurer la similarité entre la projection
de la plante modélisée et l’image d’origine grâce au terme d’attache aux données
p(I|M) de l’équation 3.1. Pour cela, nous commençons par projeter chaque plante
modélisée Mi avec un point de vue similaire à celui de l’image originale lors de
l’acquisition. Travaillant sur une seule image et supposant que le point principal se
trouve au centre de l’image, nous estimons une position théorique du point de vue
qui se trouve sur un plan orthogonal au plan image et passant par le point princi-
pal. Nous obtenons ainsi une image pouvant être transformée en image binaire Ii
(1 si il y a du feuillage ou des branches et 0 sinon). Cette image binaire est ensuite
comparée à B (voir section 2.2) qui correspond à l’image binaire de l’image originale
(1 si il y a du feuillage ou des branches et 0 pour le fond). En utilisant l’équation
(3.1), le modèleMi0 retenu est celui vérifiant :
Mi0 = arg maxMi
p(Mi)(1−
∑
j(Ii(j)− B(j))2
#pixels ) (3.2)
où Ii(j) (respectivement B(j)) correspond au jième pixel de Ii (respectivement
de B) et #pixels correspond au nombre de pixels dans la boîte englobant les deux
images.
On peut représenter les erreurs de reprojection du modèle sous forme d’une
« carte d’erreurs » comme montré dans la Figure 3.11, page 64.
La Figure 3.12, page 64 montre les cartes d’erreurs de différents modèles 3D
à partir desquelles on calcule la vraisemblance. En prenant en compte également
le terme de la loi a priori comme on peut le voir dans l’équation 3.2, le modèle
sélectionné est celui dont la carte d’erreurs est encadrée en rouge.
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Figure 3.11 – À gauche, l’image originale d’un pied de vigne. À droite, la projection
d’un modèle 3D reconstruit grâce à notre méthode. Au milieu la carte d’erreurs entre
l’image de gauche et l’image de droite. Les pixels en gris correspondent aux pixels
où les deux images ne se superposent pas.
...
Figure 3.12 – Comparaisons entre les projections de différents modèles 3D et
l’image originale. Le modèle sélectionné est celui dont la comparaison de sa projec-
tion avec l’image originale est encadrée en rouge.
3.2.5 Résultats et évaluations
Cette partie se décompose de la manière suivante : dans un premier temps,
nous évaluons les modèles 3D d’arbres visuellement et en nous servant de notre
critère d’erreur de reprojection p(I|M). Puis, nous évaluons de la même manière
la modélisation des pieds de vignes. Dans ce cas, nous avons à notre disposition
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des tracés d’experts. Nous évaluons par la suite chacun des critères du modèle :
le nombre de rameaux, le choix du modèle de taille et la densité des feuilles pour
terminer par une évaluation sur le temps de calcul nécessaire.
Résultats visuels dans le cas des arbres
Nous commençons à montrer quelques résultats visuels dans les Figures 3.13,
page 65, 3.14, page 65, 3.15, page 66 et 3.16, page 66.
Figure 3.13 – Un exemple de modélisation dans le cas d’arbre monopodial. À
gauche, une image originale d’un liquidambar. Au milieu, le modèle 3D obtenu par
notre méthode avec le même point de vue que l’image originale et à droite avec une
point de vue différent.
Figure 3.14 – Exemple d’un noyer. À gauche, l’image originale et à droite, le
modèle 3D retrouvé grâce à notre méthode avec le même point de vue que celui
dans l’image originale.
L’erreur du critère de reprojection est de 8.5% dans le cas du liquidambar et
de 7.2% dans le cas du noyer. Nous rappelons que ce pourcentage correspond au
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Figure 3.15 – Exemple d’un ginkgo. À gauche, l’image originale, au milieu le
modèle 3D du branchage et à droite, le modèle 3D complet retrouvé grâce à notre
méthode avec le même point de vue que celui dans l’image originale.
Figure 3.16 – Exemple d’un sapin. À gauche, l’image originale et à droite, le modèle
3D retrouvé grâce à notre méthode avec le même point de vue que celui dans l’image
originale.
pourcentage de pixels dans l’image qui ne se superposent pas correctement entre les
images originales et les images des modèles 3D reprojetés. Ces résultats semblent
visuellement satisfaisants. Nous rappelons ici la difficulté de proposer une solution
en 3D à partir d’une seule image 2D.
3.2. Analyse-par-synthèse 67
Résultats visuels dans le cas des vignes et intérêt d’un processus
d’analyse-par-synthèse
Notre méthode a été testée sur la dizaine d’images soumises aux experts pour
tracer les branchages. L’erreur du critère de reprojection à la fin du processus
d’analyse-par-synthèse est de 6.9% en moyenne. Nous pouvons voir quelques ré-
sultats dans la Figure 3.17, page 67.
Figure 3.17 – Quelques exemples de modélisations de pieds de vignes. À gauche,
des images originales et à droite des projections des modèles 3D obtenus par notre
méthode avec le même point de vue que l’image originale.
Pour montrer l’intérêt d’utiliser un processus d’analyse-par-synthèse, nous avons
tracé la courbe que l’on peut voir dans la Figure 3.18, page 68. Cette courbe re-
présente, pour différentes tranches, le meilleur critère de reprojection diminuant en
fonction du nombre de modèles 3D générés pour le deuxième exemple de pied de
vigne vu dans la Figure 3.17, page 67.
On peut remarquer que plus on cherche à faire varier des paramètres comme le
nombre de branches, la densité foliaire ou la distribution des feuilles, meilleur est le
critère de reprojection et donc meilleur est le modèle 3D dans le sens où sa projec-
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Figure 3.18 – Courbe représentant l’erreur de reprojection en fonction du nombre
de modèles 3D générés et des différents paramètres testés.
tion est plus proche de l’image originale. Cette courbe descend très rapidement au
début puis, de manière moins rapide à la fin. Bien évidemment, cette courbe sert à
illustrer l’importance du processus de l’analyse-par-synthèse mais le modèle 3D sé-
lectionné n’est pas nécessairement le dernier testé étant donné que tous les modèles
sont testés indépendamment. Il ne s’agit pas d’un procédé itératif qui utilise les ré-
sultats de l’itération précédente pour affiner le modèle. Cependant, cette piste reste
à explorer pour améliorer notre méthode. L’intérêt de ce processus par synthèse va
être développé dans les sections suivantes. Nous montrons en particulier que plus on
réduit l’espace de recherche dans lequel se trouve la solution (en apportant plus de
connaissances a priori), plus la partie d’analyse-par-synthèse converge rapidement
car moins de modèles 3D doivent être générés pour arriver au même résultat.
Tracés d’experts
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Nous avons demandé à deux experts en viticulture (voir section 2) de tracer la
structure du branchage sur une dizaine d’images de pieds de vignes. Ces dessins nous
ont fourni des vérités terrain avec lesquelles nous avons pu comparer nos résultats.
Une possible analyse est la comparaison directe des squelettes trouvés par notre
méthode avec ceux dessinés par les experts. Un exemple est montré dans la Figure
3.19, page 69.
Figure 3.19 – Comparaison entre les tracés d’expert et notre méthode. À gauche
et au milieu, on peut voir les tracés d’expert et à droite les structures de branchage
trouvées par notre méthode. On remarque que pour le deuxième exemple, l’expert 1
trouve plus de branches que notre méthode. Cela est dû au fait que la forme est très
compacte. Lorsque la forme n’est pas discriminante, notre méthode a tendance à
remplir de branches uniformément. En revanche, l’expert 2 trouve le même nombre
de branches que nous.
La bibliographie comparant des squelettes nous montre que la technique la plus
efficace est la comparaison des graphes en utilisant une métrique adéquate comme
expliqué par Sundar et al. [Sundar 2003] ou Brennecke et al. [Brennecke 2004]. Par
exemple, on peut calculer une distance en associant un coût à chaque opération
comme l’insertion ou la suppression d’un sommet et l’insertion ou la suppression
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d’une arête. Cependant dans notre cas, la squelettisation est effectuée de telle ma-
nière que les graphes sont les mêmes (un tronc d’où part une baguette puis d’où
poussent différents rameaux). Les seules différences peuvent être le nombre de ra-
meaux ou le choix du modèle de taille. La comparaison de graphes dans notre cas
n’est donc pas une bonne façon d’évaluer notre méthode.
Évaluation sur le nombre de rameaux
Nous avons remarqué que la génération d’un grand nombre de branches lors
de l’utilisation de notre méthode de squelettisation pour un pied de vigne avec un
feuillage relativement compact pouvait permettre de réduire l’erreur de reprojection.
Par exemple, dans la Figure 3.20, page 70, il est facile de remplir la forme de feuilles
en plaçant beaucoup de rameaux. C’est le défaut de beaucoup de méthodes qui
cherchent simplement à avoir une forme remplie sans que le branchage interne soit
biologiquement réaliste ou, dans le cas de plantes cultivées, conforme aux techniques
de taille pratiquées. L’utilisation de nos connaissances a priori, données à notre
modèle via la probabilité p(M), s’avère alors très importante pour garder un nombre
de branches raisonnable en pénalisant les squelettes avec un nombre de branches
peu réaliste.
Figure 3.20 – Squelette trouvé par notre méthode avec un nombre de branches
très élevé.
Nous avons maintenant voulu mesurer plus précisément l’influence de p(M) sur
l’erreur de reprojection et sur la rapidité pour trouver un modèle 3D satisfaisant,
en particulier en ce qui concerne le nombre de rameaux. Nous avons choisi un pied
de vigne ayant une forme complexe (troisième image de la Figure 3.23, page 74).
Le nombre de rameaux trouvé par les experts est de 5. Puis, nous avons lancé
notre méthode en obligeant dans un premier temps à ne modéliser que des pieds
de vigne avec 5 rameaux en mettant p(M) = 0 si ce n’était pas le cas. Puis, nous
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avons recommencé cette expérience avec une probabilité de 14.3% d’avoir 4, 5 ou
6 rameaux et une probabilité de 9.5% d’avoir 3, 7, 8, 9, 10 ou 11 rameaux. Nous
avons testé différentes distributions et différentes densités de feuilles et nous avons
calculé l’erreur de reprojection pour chaque modèle 3D. Dans la Figure 3.21, page
71, nous avons tracé les histogrammes représentant le nombre de modèle 3D pour
différentes tranches d’erreur de reprojection. À gauche, il n’y a que des modèles
avec 5 rameaux et à droite, les modèles avec une probabilité différente d’avoir de 3
à 11 rameaux.
Figure 3.21 – Histogrammes représentant la répartition des erreurs de reprojection
des modèles 3D. À gauche, tous les modèles générés possèdent 5 rameaux (le nombre
de rameaux trouvé par les experts). À droite, les modèles générés peuvent avoir de
3 à 11 rameaux. L’image traitée est la troisième de la Figure 3.23, page 74.
On remarque alors que, si l’on force notre modèle, grâce à des connaissances
a priori (en l’occurrence le nombre de rameaux sur le modèle que l’on cherche à
reconstruire est de 5), alors les erreurs sont plus faibles et la méthode peut alors
converger plus rapidement vers de bons résultats tout en testant moins de modèles.
Les modèles avec un nombre aberrant de rameaux donne de très mauvais résultats.
La Table 3.1, page 72 nous montre l’erreur de reprojection minimale et l’erreur de
reprojection moyenne en fonction du nombre de rameaux générés.
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Nombre de branches 3 4 5 6 7 8 9 10 11
Erreur de reprojection
minimale 14.7 8.9 7.4 9.0 8.1 9.5 9.4 10.0 8.6
Erreur de reprojection
moyenne 17.3 11.0 9.4 10.1 9.4 10.6 10.5 11.0 9.8
Table 3.1 – Table montrant les erreurs de reprojection minimales et moyennes des
modèles 3D générés en fonction de leur nombre de rameaux. L’image traitée est la
troisième de la Figure 3.23, page 74.
On voit bien qu’avec 3 rameaux, les résultats sont très mauvais, ce qui est logique
vu la forme très complexe de l’image du pied de vigne traité. On voit également que
l’on obtient les meilleurs résultats avec un nombre de rameaux égal à 5. En revanche,
lorsque le nombre de rameaux augmente, l’erreur de reprojection tend également
à augmenter mais pas très rapidement. En effet, les squelettes générés remplissent
alors la forme du pied de vigne et donnent donc un résultat biologiquement peu
réaliste même si l’erreur de reprojection augmente faiblement.
Ces exemples montrent l’importance de p(M) qui permet d’obtenir des modèles
de plantes réalistes grâce aux connaissances apportées. De plus, plus les connais-
sances apportées sont précises, plus la méthode trouvera des modèles proches de la
réalité et plus le nombre de modèles testés pourra être réduit.
Nous avons alors évalué la pertinence de l’utilisation de p(M) en comparant le
nombre de rameaux trouvés avec notre méthode avec le nombre de rameaux trouvés
par les experts comme vu dans la Table 3.2, page 72.
Numéro de l’image 1 2 3 4 5 6 7 8 9
Estimation du premier expert 3 6 5 5 6 5 3 7 7
Estimation du deuxième expert 2 6 4 5 4 4 2 5 4
Estimation avec notre méthode 2 5 4 5 6 6 3 5 6
Table 3.2 – Nombre de rameaux trouvés par les experts et par notre méthode pour
quelques exemples de pieds de vignes.
Lorsque les experts sont quasiment d’accords entre eux, c’est-à-dire que la dif-
férence entre le nombre de rameaux qu’ils dessinent est inférieur ou égal à 1, notre
méthode trouve également un nombre de rameaux égal ou de différence maximale
égale à 1 avec celui de chacun des experts dans 92% des cas. De plus, pour chaque
pied de vigne, le nombre de rameaux est égal ou de différence maximale égale à
1 avec au moins un des deux experts dans 100% des cas. En revanche, lorsque les
experts ne sont pas d’accord, c’est-à-dire qu’il y a au moins deux rameaux d’écart
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entre les deux dessins, notre méthode peut se tromper jusqu’à 2 rameaux maximum
avec l’estimation d’un des deux experts. Cependant, dans ce cas, nous sommes à
au plus un rameau d’erreur avec le deuxième expert. On peut supposer qu’il s’agit
alors de cas difficiles vu que même les experts n’arrivent pas à se mettre d’accord,
ce qui explique que notre méthode ne parvient pas à trouver le même nombre de
rameaux.
Évaluation sur le choix du modèle de taille
Deux modèles de taille ayant été fournis à notre modèle (le guyot simple et
le cordon de royat comme on peut le voir dans la Figure 2.11, page 39), il est
intéressant de voir si le modèle de taille choisi est le bon. On peut voir dans la
Figure 3.22, page 73 différentes manières possibles de rattacher les branches au tronc
en utilisant différentes techniques de taille connues ou en inventant une nouvelle
technique imaginée par nous et volontairement irréaliste (personne n’utilise une
telle technique de taille). Sur cet exemple, les experts sont d’accord sur le fait que
la technique utilisée est celle du guyot simple.
Figure 3.22 – En haut à gauche, on peut voir l’extraction de 5 rameaux et du tronc
sur un exemple de pied de vigne. En haut à droite, les rameaux ont été attachés
au tronc en utilisant une baguette via la technique de taille du guyot simple. En
bas à gauche, la technique de taille du cordon de royat à été utilisée et en bas à
droite, une technique « inventée », très peu réaliste, en rattachant directement les
branches au tronc.
Pour évaluer le modèle de taille choisi par notre méthode, nous avons procédé à
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des tests sur des images de pieds de vigne les plus différents possibles : un avec peu
de rameaux, un en forme de V, un avec une silhouette très complexe et un dernier
avec une forme très compacte comme montré dans la Figure 3.23, page 74.
Figure 3.23 – Images de pieds de vigne sur lesquelles on a évalué la capacité de
notre méthode à choisir la bonne technique de taille.
Dans un premier temps, grâce à notre méthode de squelettisation, nous avons
calculé cinq squelettes de branchage possible par image que nous avons reliés au
tronc avec les trois techniques de taille présentées dans la Figure 3.22, page 73.
Nous avons donc pu générer quinze modèles 3D avec trois densités de feuilles diffé-
rentes soit 45 modèles 3D par image. La Table 3.3, page 75 montre les erreurs de
reprojection moyennes et les erreurs de reprojection minimales pour chaque pied de
vigne et pour chaque type de taille (ce qui correspond à la moyenne et au minimum
des probabilités p(I|M)).
On remarque que notre méthode privilégie la taille en guyot simple lorsque le
pied n’est pas centré alors qu’elle préfère la taille en cordon de royat lorsque le pied
est centré. En revanche, lorsque le pied à une forme en V, la taille ”inventée“ est
privilégiée face aux deux autres. Les experts, eux, se basent surtout sur l’orientation
des feuilles, ce que ne fait pas notre méthode qui se base seulement sur la forme du
feuillage. Une fois encore, la connaissance a priori que l’on apporte via la probabilité
p(M) est très importante. On sait par exemple que dans le domaine de Fronton
où la plupart de nos expérimentations ont été réalisées, plus de 8 pieds sur 10 sont
taillés en utilisant la technique du guyot simple. En ajoutant cette connaissance,
notre méthode retrouve la technique de taille estimée par les experts dans 77.8 %.
C’est un résultat qui nous semble satisfaisant étant donné que l’on ne voit aucune
branche sur nos images et que les systèmes de taille se ressemblent fortement.
Évaluation sur la densité des feuilles
Cette partie de notre évaluation se concentre sur l’influence du critère de densité
des feuilles sur l’erreur de reprojection. Nous avons testé notre méthode sur deux
pieds de vignes : un ayant une forme compacte et un autre ayant une silhouette plus
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Numéro de l’image 1 5 6 8
Taille estimé par le premier expert guyot cordon guyot cordon
Taille estimé par le deuxième expert guyot guyot guyot guyot
moyenne des erreurs avec la taille en
guyot simple 10.3 10.4 10.7 10.1
moyenne des erreurs avec la taille en
cordon de royat 10.3 10.3 9.4 9.7
moyenne des erreurs avec la taille
« inventée » 10.7 10.1 10.2 9.3
minimum des erreurs avec la taille en
guyot simple 8.5 8.1 9.5 7.2
minimum des erreurs avec la taille en
cordon de royat 8.8 6.9 7.7 8.3
minimum des erreurs avec la taille
« inventée » 9.1 6.8 9.3 7.2
Table 3.3 – Table montrant l’influence du choix du modèle de taille utilisé dans
le modèle 3D sur l’erreur de reprojection. La première ligne comporte les numéros
des images traitées (vues dans la Figure 3.23, page 74) et la deuxième l’estimation
de la technique de taille par nos deux experts (guyot ou royat, voir Figure 3.22,
page 73). Les autres lignes montrent les erreurs moyennes et les erreur minimums
de reprojection des différents modèles 3D générés comme expliqué dans le texte.
complexe avec plus de trous à l’intérieur. Pour chacune de ces images, nous avons
alors lancé notre algorithme pour un même squelette trouvé avec différents indices
de densité des feuilles. Les résultats sont montrés dans la Figure 3.24, page 75.
L’indice de densité est représenté par la distance minimale entre deux feuilles sur le
rameau. Plus cet indice est petit, plus la densité des feuilles sera donc importante.
Figure 3.24 – Nuages de points représentant l’influence de la densité sur l’erreur
de reprojection. À gauche, l’image traitée est la deuxième de la Figure 3.17, page
67. À droite, l’image traitée est la première de la Figure 3.17, page 67.
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On remarque que selon l’image traitée, la densité des feuilles appliquée lors de la
génération du modèle a plus ou moins d’importance. Lorsque la forme est compacte,
plus la densité est élevée, plus l’erreur de reprojection diminue. Cependant, si la
densité est trop importante, le modèle n’est plus réaliste car il y a trop de feuilles
sur chaque branche. Dans ce cas, c’est encore une fois la probabilité p(M) qui fait
en sorte que la densité reste raisonnable. En revanche, lorsque la forme est plus
complexe, l’influence de la densité des feuilles est moins marquée. Pour ces cas,
l’erreur de reprojection a donc plus d’influence et notre méthode est donc plus
fiable.
Évaluation sur le temps de calcul
Le premier traitement à effectuer est une partie de segmentation du feuillage.
Celle-ci est détaillée dans la section 4.1. Elle comporte un suivi des points d’intérêt
dans la séquence d’image puis, une segmentation basée couleur et profondeur et
enfin, une rectification métrique. Elle a été programmée en C. Nous évaluons ici
seulement son temps de calcul. L’algorithme de squelettisation 1, page 44 a été
implanté en matlab. La partie analyse-par-synthèse comportant la génération du
modèle 3D ainsi que la comparaison entre la projection du modèle 3D généré avec
l’image ont été implantées en python (ce qui simplifie la tâche vu que L-Py est
programmé en python). Les temps de calcul sont présentés dans la Table 3.4, page
76.
Pour 1 modèle
Temps absolu Pourcentage
Temps pour la partie segmentation 7 sec 15.6%
Temps pour la partie squelettisation 37 sec 76.5%
Temps pour la partie analyse-par-synthèse 4 sec 7.9%
Table 3.4 – Temps de calcul nécessaire à notre méthode pour chacune des diffé-
rentes parties.
Dans un premier temps, on remarque que la partie squelettisation est la plus
gourmande en temps de calcul, ce qui est logique vu que l’implantation a été faite
en matlab. Cependant, la dernière colonne de cette Table montre le temps de calcul
lorsque chaque partie de l’algorithme est appelé une fois. En réalité, pour retrouver
un modèle 3D, la partie segmentation est appelée une seule fois, la partie squeletti-
sation est appelée entre 1 et quelques dizaines de fois (ce nombre varie en fonction
des connaissances plus ou moins importantes apportées préalablement) et la par-
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tie analyse-par synthèse est appelée quelques dizaines de fois plus que la partie
squelettisation (toujours en fonction des connaissances apportées).
Typiquement, pour les vignes testées, la partie squelettisation est appelée 15 fois
(avec différents nombres de rameaux et les 2 tailles différentes) et pour chaque sque-
lette généré, on teste 4 densités de feuilles et 10 distributions de feuilles différentes.
On l’appelle donc 40x15=600 fois. La partie segmentation dure donc toujours 7
secondes soit 0.2% du temps total, la partie squelettisation dure 9 minutes et 21 se-
condes soit 19.4% du temps total et la partie analyse-par-synthèse dure 38 minutes
et 48 secondes soit 80.4% du temps total. La partie la plus longue est donc bien la
génération et la reprojection des modèles 3D. En effet, les modèles 3D possèdent
parfois plusieurs centaines ou milliers d’éléments comme les feuilles représentées par
des surfaces NURBS sur lesquelles on a plaqué une texture ou les branches qui sont
représentées par des cylindres généralisés suivant des courbes à pôles et sur lesquels
on a également plaqué une texture (voir section 3.1.3). Il pourrait être envisagé de
modéliser beaucoup plus simplement les modèles 3D dans un premier temps car cela
ne changerait que très peu la valeur de p(I|M) en approximant par exemple les
feuilles par des cercles 3D de couleur unie. De plus, les branches peuvent également
être générées beaucoup plus simplement. On verra en particulier dans le prochain
chapitre que l’une des applications sert à estimer la densité foliaire. Dans ce cas
précis, il n’est donc pas utile de modéliser des feuilles texturées, étape très couteuse
en temps de calcul.
Une autre solution consiste à limiter l’espace de recherche et donc à réduire
le nombre de tests en augmentant le nombre de connaissances a priori apportées.
La Table 3.5, page 78 montre que sans connaissance a priori (p(M) avec une forte
entropie), le temps nécessaire pour avoir de bons résultats est très long car beau-
coup de modèles doivent être testés. Si on diminue le nombre de tests, l’erreur
de reprojection augmente. En revanche, si on apporte plus de connaissances, moins
d’instances doivent être générées pour obtenir un résultat satisfaisant. Par exemple,
si on sait que le nombre de rameaux est de 6, p(M) = 0 pour tous les modèles dont
le nombre de rameaux est différents de six. On ne teste donc pas ces modèles et le
nombre de tests peut être divisé par un facteur de cinq.
Maintenant que nous avons évalué notre méthode, nous allons montré quelques
applications dans lesquelles elles ont été utilisées au cours de ces années de thèse.
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Analyse-par-synthèse Nombre de tests Erreur de reprojection Temps
p(M) avec une forte
entropie 1 12.4% 4 sec
p(M) avec une forte
entropie 30 9.7% 2 min
p(M) avec une forte
entropie 120 8.8% 8 min
p(M) avec une forte
entropie 150 8.1% 10 min
p(M) avec une forte
entropie 600 6.9% 40 min
p(M) avec une entropie
faible 60 7.1% 4 min
Avec la connaissance sur
la densité des feuilles 150 7.0% 10 min
Avec la connaissance sur
le nombre de rameaux 120 6.9% 8 min
Avec les deux
connaissances précédentes 30 7.0% 2 min
Table 3.5 – Temps de calcul de la partie analyse-par-synthèse et erreur de reprojec-
tion en fonction du nombre de tests effectués et des connaissances a priori apportées
au modèle.
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Nous allons présenter dans ce chapitre toutes les applications liées au projet
VINNEO (section 4.2). Nous expliquons dans la section 4.1 comment nous segmen-
tons le feuillage de nos images de vignes et, ensuite, nous détaillons les différentes
expérimentations que nous avons faites durant cette thèse après rappel du contexte.
4.1 Cas des pieds de vignes
Lors de l’explication de notre algorithme sur la squelettisation dans la section
2, nous supposons que la segmentation du feuillage est connue. Nous montrons
ici comment il est possible de segmenter nos images de pieds de vigne grâce aux
connaissances sur le mouvement de la caméra lors de l’acquisition de nos images.
Nous avons développé une méthode pour segmenter le feuillage en deux étapes :
une première étape de segmentation basée sur la couleur et une autre basée sur
la profondeur. À la suite de ces segmentations, une dernière étape de rectification
métrique est nécessaire pour obtenir des images dans une vue fronto-parallèle au
plan contenant le branchage principal des pieds de vignes. Nous rappelons ici l’hy-
pothèse de planarité du feuillage et nous notons Q le plan approximant ce feuillage.
En sortie, nous voulons une image binaire du feuillage du pied de vigne dans une
vue fronto-parallèle au plan Q.
4.1.1 Acquisitions des images
Les images que nous utilisons lors de nos expérimentations sont des vidéos ac-
quises par un caméscope HD (1920x1080 pixels). Le mouvement, en caméra portée,
a été le plus rectiligne possible, parallèle aux plans du sol et des rangs, en contrai-
gnant l’axe optique d’être lui aussi parallèle au plan du sol (voir Figure 4.1, page 81).
La hauteur et l’orientation de la caméra peuvent donc être supposées constantes ;
de plus, les paramètres intrinsèques de la caméra ont été pré-calculés, grâce à la
procédure d’étalonnage décrite dans [Gurdjos 2005]. Dans un deuxième temps, ces
caméras sont fixées sur un tracteur ou un quad (voir section 4.2.2). Dans ce cas,
les hypothèses sur le mouvement et la direction de l’axe optique restent valides ; on
prend soin de garder l’axe optique parallèle au sol.
4.1.2 Segmentation basée couleurs
La première étape consiste à segmenter le feuillage par une approche bayésienne
avec un apprentissage préalable en estimant une densité gaussienne pour la couleur
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Figure 4.1 – À gauche, l’angle de vue de la caméra vu du dessus. À droite, l’angle
de vue de la caméra vu du début de la rangée de vigne de côté. Les vignes sont
représentées en vert, l’angle de la caméra en jaune, la direction de la caméra en
noire et la personne tenant la caméra en rouge.
du ciel, une densité gaussienne pour la couleur du feuillage et une densité gaussienne
pour la couleur du sol. À chaque pixel, on calcule la probabilité d’appartenir à
chacune des classes. La probabilité la plus élevée désigne la classe du pixel. Pour
améliorer cette approche simpliste, on peut ajouter des informations de textures et
de position comme l’ont fait Hoiem et al. [Hoiem 2005] qui mélange des informations
de couleurs, de textures et de positions pour segmenter leurs images. On sait par
exemple que les pixels du feuillage se trouvent plutôt dans un triangle situé au
milieu de l’image comme on peut le voir sur la Figure 4.2, page 82. Dans notre cas,
l’ajout de la prise en compte de la texture n’améliore pas sensiblement les résultats
car la couleur et la position des pixels suffisent à identifier le feuillage du ciel ou du
sol.
4.1.3 Segmentation basée profondeur
Cette deuxième étape va permettre de segmenter le feuillage de la première
rangée en filtrant le feuillage des rangées de l’arrière plan grâce à l’estimation de
la profondeur de chaque pixel, effectuée grâce au suivi de points d’intérêt. Pour le
suivi, nous utilisons l’algorithme KLT de Tomasi et al. [Tomasi 1991]. Dans nos ex-
périmentations, les déplacements sont effectués à environ 5km/h avec une prise de
vue à la fréquence de 50 trames par seconde. Dans ces conditions, nous suivons les
points d’intérêt sur chaque trame et effectuons l’estimation de la profondeur toutes
les 15 trames. 15 trames est un bon compromis d’après les tests que nous avons
faits : d’une part, le nuage de points suivis reste suffisamment dense et d’autre
part, les points suivis se sont suffisamment déplacés pour que l’estimation de la
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sol
ciel
feuillage
Figure 4.2 – À gauche, une image acquise dans une rangée de vignes. On donne un
exemple de zones où l’on apprend les gaussiennes des différentes classes représentées
schématiquement au milieu. À droite, la même image segmentée avec l’approche
bayésienne basée sur les couleurs. Le feuillage est colorié en violet. On remarque
que la couleur ne suffit pas à segmenter le feuillage de la vigne de la première rangée :
le feuillage des rangées à l’arrière plan est aussi détecté.
profondeur soit correcte. Un point de l’image de départ est noté pgi et son cor-
respondant 15 trames plus loin, pdi . Puis, nous reconstruisons ces points suivis en
3D en se basant sur l’article de Zhao et al. [Zhao 2011]. Dans cet article, les au-
teurs supposent que la scène est composée de plusieurs plans. C’est aussi notre cas
pour la très grande majorité de nos points car, une fois que l’on ne garde que les
points suivis correspondant au feuillage grâce à la segmentation basée couleur, il ne
reste que des points se trouvant sur des plans étant donnée l’hypothèse de planarité
du feuillage des pieds de vignes. Les quelques points pouvant se trouver au fond
n’affecteront pas le résultat. On sélectionne aléatoirement quatre points parmi les
points suivis et on calcule l’homographie G entre ces quatre points et le plan image
comme expliqué dans [Hartley 2003, p124] (une homographie 2D vers 2D ayant huit
degrés de liberté, les deux coordonnées de quatre points suffisent pour l’estimer à
condition que trois de ces points ne soient pas sur une même droite). Puis, à partir
de cette homographie, on cherche toutes les paires de points {pgj ,pdj},j⊂A vérifiant
Gpgj ∼ pdj + ε où A est un sous-ensemble de {1, 2, ..., N} si N est le nombre total
de points suivis et ε est un vecteur de norme inférieure à un seuil fixé. Les paires
de points vérifiant cette condition se trouvent alors sur un même plan (avec une
petite marge d’erreur donnée par ε). Grâce à un procédé de type RANSAC qui va
nous permettre d’assurer la robustesse et d’éliminer les données bruitées, on répète
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cette opération un grand nombre de fois et on garde l’homographie correspondant
à celle dont #A est le plus grand. Une fois la matrice G retrouvée et étant donnée la
matrice de calibrage K connue, il est possible d’extraire la matrice de rotation et la
matrice de translation définissant le mouvement de la caméra entre les deux images
en utilisant la décomposition de la matrice G proposée par [Triggs 1998]. Ainsi, on
peut calculer les matrices de projection des deux images et donc reconstruire les
points suivis en 3D par triangulation. Les images étant vues en perspective, on
calcule une profondeur pour chacun de ces points en déterminant la distance qui
les séparent du plan parallèle à celui des vignes et passant par le centre optique
de la caméra. À partir de cette profondeur, on peut ne garder que les points suivis
appartenant à la première rangée de vigne. À chaque pixel de l’image, on attribue
la profondeur du point suivi le plus proche. Le nuage de points suivis doit donc être
suffisamment dense. Un résultat est montré dans la Figure 4.3, page 83.
Figure 4.3 – À gauche, une image avec des points d’intérêt suivis. Les points
en cyan sont les points les plus proches de la caméra. Les points bleus et rouges
sont des points non souhaités, sélectionnés par la segmentation basée couleur qui
sont ensuite filtrées par la segmentation basée profondeur. À droite, l’image finale
segmentée avec la couleur et la profondeur. Le feuillage du rang de devant est colorié
en violet.
Nous nous sommes intéressés à l’utilisation des superpixels lors de cette étape
afin d’attribuer une profondeur à chaque pixel. Cependant, cette piste, détaillée dans
l’annexe A, page 156, n’a pas abouti car les résultats n’étaient pas satisfaisants.
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4.1.4 Rectification métrique
Lors de nos acquisitions, le recul dans les rangées de vigne n’est pas suffisant
pour permettre de filmer les pieds de vignes de manière fronto-parallèle (c’est la
raison pour laquelle sur l’image de gauche de la Figure 4.1, page 81, l’angle de la
prise de vue n’est pas orthogonal au plan des vignes). De plus, l’utilisation d’une
caméra avec un angle trop grand apporterait des distorsions que nous ne souhaitons
pas. Le feuillage dans nos images est donc vu en perspective par rapport à Q. Une
rectification métrique est nécessaire. Elle consiste à transformer l’image grâce à une
matrice de rectification notée H de manière à retrouver les angles et les rapports de
longueur du plan Q et donc le parallélisme des images des droites de Q parallèles au
sol. Étant donnés les paramètres intrinsèques de la caméra connus, on peut facile-
ment calculer H comme expliqué dans [Hartley 2003, p50]. Pour cela, on commence
par retrouver le point de fuite associé à la direction du mouvement de la caméra ~v.
Le mouvement de la caméra étant une translation pure, ce point de fuite (noté pf1
dans la Figure 4.4, page 84) correspond à l’épipôle dans l’image et peut facilement
être calculé à partir de la matrice fondamentale, elle-même calculée à partir des
points d’intérêt suivis.
pf1
pf3
pf2
lfa
lfb
lfc
Figure 4.4 – Points de fuite et lignes de fuite sur une de nos images de vignes.
Ensuite, en supposant que la ligne d’horizon du sol se projette en une droite
horizontale dans l’image lfc (ce qui est vrai car l’axe optique est parallèle au sol),
on retrouve les autres points de fuites associés aux deux directions orthogonales à ~v
et orthogonales entre elles. On utilise pour cela plusieurs fois la relation disant que
si l est une ligne de fuite du plan contenant toutes les directions orthogonales à une
direction ~d, alors l ∼ K−TK−1pf où pf est le point de fuite associé à la direction
~d. On peut donc retrouver dans l’ordre pf3, en déduire la droite lfb qui passe par
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pf1 et pf3 et finalement en déduire pf2. Ces trois points de fuite représentent les
colonnes de H à des facteurs d’échelle près. On peut voir le résultat de l’image après
rectification dans la Figure 4.5, page 85.
Figure 4.5 – Image rectifiée du pied de vigne vu dans la Figure 4.3, page 83. Le
feuillage segmenté du premier rang est colorié en violet.
Cette rectification métrique détériore l’image. En effet, plus les branches sont
éloignées de l’image, plus elles sont modifiées. Cependant, notre algorithme de sque-
lettisation et de génération de modèle se base sur la silhouette du feuillage et par
conséquent les résultats de notre algorithme restent très bons. Les connaissances a
priori apportées permettent de pouvoir modéliser la plante à partir d’une image de
faible qualité.
4.2 Le projet VINNEO
Le projet VINNEO est un projet FUI (Fond Unique Interministériel) qui re-
groupe une douzaine d’acteurs du sud-ouest de la France dans le domaine viti-
vinicole. Le projet VINNEO prévoit d’analyser les évolutions des goûts et des habi-
tudes de consommation à l’échelle mondiale pour mieux adapter le profil sensoriel
des vins de 4 cépages anciens du Sud-Ouest en faisant appel à des techniques d’éla-
boration innovantes. Le logo de ce projet est montré dans la Figure 4.6, page 86 et
plus de détails peuvent être trouvés sur le site de l’INP de Toulouse 1.
Notre participation à ce projet concerne la caractérisation de parcelles de vigne
à partir d’images prises au sol. Il s’agit d’identifier les différences qui peuvent exis-
1. http ://www.inp-toulouse.fr/fr/partenaires/innover-avec-l-inp-toulouse/toute-l-actualite–
partenariats-et-transfert/l-inp-toulouse-impliquee-dans-vinneo.html
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Figure 4.6 – Logo du projet VINNEO.
ter entre les feuillages de différentes parcelles (vigueur plus ou moins importante,
homogénéité intra-parcellaire). En effet, il est important pour les caves coopératives
de déterminer dans quelle gamme de vin seront affectées les grappes provenant de
telle ou telle parcelle. Notre contribution majeure est le calcul de certains indices
comme celui de la SECV (Surface Exposé du Couvert Végétal) qui est un indice
important donnant de précieuses informations sur la qualité de la grappe de raisin.
Il correspond à la somme des surfaces de toutes les feuilles d’un pied de vigne. Des
études ont par exemple montré que pour faire mûrir correctement un kilogramme
de grappes, le pied de vigne a besoin de 0.5 à 2 mètres carrés de feuilles selon les cé-
pages, les conditions météorologiques ou le type de vin produit (vin de pays, grand
cru...). Le rapport feuilles-fruits est calculé en divisant la SECV par le rendement
par hectare. Il est donc utile pour les vignerons de connaître la SECV sur les diffé-
rentes parcelles pour connaître le nombre de grappes à garder sur chaque pied de
vigne. Aujourd’hui, cet indice est souvent estimé « à l’oeil ». Nous cherchons donc
une manière automatique d’extraire cet indice à partir des images. De plus, cet in-
dice permet de voir si une parcelle est homogène ou non, c’est-à-dire si la SECV de
l’ensemble de ses pieds est stable, ce qui est important pour savoir si elle produira
un vin de bonne qualité ou non. On peut ainsi caractériser une parcelle pour aider
dans le choix de la cuve où seront pressées les grappes provenant de telle ou telle
parcelle lors des vendanges.
4.2.1 Calcul de la surface foliaire exposée
Dans le cadre du projet VINNEO, les vignerons sont intéressés par le calcul de
la SECV du pied de vigne. Cet indice, très important pour déterminer la vigueur
d’une parcelle ou même son homogénéité comme expliqué précédemment, dépend
de la largeur l et de la hauteur h du feuillage ainsi que de la discontinuité d qui
correspond aux trous dans le feuillage :
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SECV = 2h+ l
e
(1− d)
où e correspond à l’écartement entre les rangs.
Pour calculer cet indice, nous avons développé un logiciel qui prend en entrée une
vidéo filmée à l’intérieur d’une rangée de vignes dans les conditions décrites dans la
section 4.1.1. En sortie, ce logiciel est capable d’estimer la SECV tout au long de la
rangée. Pour cela, la discontinuité d est estimée après segmentation et rectification
métrique comme expliqué dans les sections précédentes. Le rapport du nombre de
pixels appartenant au feuillage sur le nombre de pixels contenus dans le rectangle
englobant le feuillage et correspondant à la taille des vignes donne le pourcentage
de feuilles. On peut alors facilement déterminer la discontinuité comme étant 100%
moins le pourcentage de feuilles. On affiche une courbe représentant le pourcentage
de feuilles le long d’une rangée dans la Figure 4.7, page 88. On remarque pour cet
exemple que la parcelle est très hétérogène car le pourcentage varie beaucoup. Cela
indique également qu’il existe plusieurs pieds manquants dans cette parcelle. En
ce qui concerne la hauteur h, elle est facilement estimée grâce à la reconstruction
des points 3D détaillée dans la section 4.1.3. On connaît l’espacement entre pieds
et entre rangs e qui nous permet de retrouver le facteur d’échelle. Pour la largeur
l, on utilise celle donnée par le vigneron. En effet, lors de la taille, les machines
utilisées sont réglées sur une certaine largeur. On peut également récupérer de la
même manière la hauteur pour valider notre algorithme.
4.2.2 Expérimentations
Pour valider notre algorithme, des expérimentations ont été réalisées au cours
des étés 2010, 2011 et 2012. Le but de ces expérimentations a été l’acquisition de
vidéos à l’intérieur d’une rangée de vignes.
En 2010, le but a été d’acquérir les premières vidéos qui ont permis la création
de notre logiciel. Les vidéos ont été réalisées à pieds dans 3 parcelles de vignes très
différentes en ce qui concerne la vigueur des plantes afin de tester les différentes
variabilités possibles auxquelles on peut être confronté. De plus, certaines rangées
de vignes ont été filmées face au soleil ou à l’ombre.
Ensuite en 2011, nous avons acquis une base de données plus importante. Le but
était de valider notre logiciel. De plus, on devait déterminer le nombre de trames
nécessaires par seconde pour que le suivi de points s’effectue correctement ainsi que
la vitesse maximale à laquelle filmer dans les parcelles. Les premiers essais sur engins
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Figure 4.7 – Courbe représentant le pourcentage de feuillage le long d’une rangée
de pieds de vignes. On remarque les quadrilatères sur chaque image indiquant la
zone où a été calculé l’indice de discontinuité.
motorisés (quad et tracteur) ont été réalisés. Cependant, la caméra n’était pas fixée
et devait encore être tenue à la main. Les expérimentations ont été effectuées sur une
vingtaine de parcelles dépendant de la cave coopérative de Fronton. Les tests ont
montré que la vitesse de 5km/h avec 50 trames par seconde convenait parfaitement.
Enfin en 2012, les premiers essais avec caméra fixée sur un tracteur ont été
effectués. Le but était alors de déterminer si les vibrations dues au moteur ou au
terrain affectaient la performance du logiciel. Les tests ont été effectués encore une
fois à Fronton mais aussi dans le Gers dans le domaine de château de Mons. Deux
nouvelles caméras ont été fixées sur le capot d’un tracteur comme montré dans la
Figure 4.8, page 89. Le choix final s’est porté sur la caméra Contour permettant de
filmer en haute résolution avec 30 trames par seconde. Par conséquent, en vue des
tests effectués l’année précédente, le tracteur devait circuler moins rapidement.
L’indice le plus important à estimer étant celui de la discontinuité, nous avons
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Figure 4.8 – Images du dispositif de prises de vues pour l’acquisition des vidéos
dans les parcelles de vignes. Le boitier gris est la caméra Imajbox et sur sa droite,
une caméra Contour, toutes deux prêtées par la société Imajing.
filmé deux fois la même rangée dans un sens puis dans l’autre. Le logiciel est censé
donner les mêmes résultats de discontinuité sur les deux faces vu que les trous dans
le feuillage doivent se voir des deux côtés. Nous avons donc tracé les deux courbes
représentant le pourcentage de feuilles sur l’ensemble de la rangée (pour rappel, cela
correspond à 1 moins la discontinuité) sur une face, puis sur l’autre. L’une des deux
courbes a bien sûr été retournée pour qu’elles coïncident. Sur les quatre parcelles
traitées l’erreur moyenne entre les paires de courbes a été de 3.89%. Un exemple de
courbes est donné sur la Figure 4.9, page 90. On remarque bien que les trous dans
le feuillage sont détectés dans les 2 sens même si parfois les trous apparaissent plus
importants dans un sens que dans l’autre.
À terme, le but est d’équiper les tracteurs avec cet outil. En effet, les viticulteurs
passent plusieurs fois par an dans les parcelles pour traiter ou tailler les vignes. Il
serait alors intéressant d’utiliser ce temps passé dans les vignes pour ramener des
images qui pourront ensuite donner un grand nombre d’informations sur les parcelles
et éventuellement sur leur évolution au cours de la saison.
4.3 Modélisation à l’échelle de la parcelle
L’installation d’une caméra sur le tracteur permet donc de collecter une base de
données géoréférencées qui, une fois traitées, permettent de fournir un grand nombre
d’informations aux viticulteurs. La Figure 4.10, page 90 montre une capture d’écran
du logiciel Google Earth sur lequel a été surimprimé le parcellaire de Fronton ainsi
que les rangées de vignes filmées pendant la campagne 2011.
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Figure 4.9 – Courbes représentant le pourcentage de feuilles (1 moins la disconti-
nuité) sur une même rangée nommée KOEL. Le tracteur est passé dans les 2 sens.
La courbe rouge montre les résultats de notre logiciel dans un premier sens (vidéo
n˚ 76) et la courbe bleue montre les résultats sur la deuxième face (vidéo n˚ 77).
Figure 4.10 – Carte du parcellaire de Fronton surimprimé sur les photos de Google
Earth. Chaque parcelle est délimité en rouge. Les rangées sur lesquelles nous sommes
passés lors de la campagne 2011 sont représentées en jaune. En cliquant dessus, on
peut avoir diverses informations comme la largeur de la vigne.
Le but final serait de mettre à jour une carte aussi souvent que possible afin de
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connaître les parcelles ou même plus précisément les zones d’une parcelle où certains
traitements doivent être effectués. Ces traitements pourraient varier en fonction des
indices calculés comme par exemple la SECV qui donne une bonne indication de la
vigueur de la vigne. Ces outils seront de plus en plus utiles car les viticulteurs ont
des exploitations de plus en plus grandes en moyenne. Ils n’ont donc plus le temps
de passer dans toutes leurs vignes eux-mêmes et sont donc obligés de recruter des
salariés qu’ils doivent manager. L’intérêt pour eux est donc d’accéder directement
à des informations depuis leur ordinateur sans avoir à se déplacer sur le terrain afin
d’optimiser l’ensemble des tâches à effectuer.

Conclusion, limites et
perspectives de la partie I
Dans cette première partie, les principales contributions apportées sont :
– une nouvelle méthode de squelettisation permettant d’extraire un branchage
3D réaliste à partir d’une seule image binaire d’une plante,
– la construction de modèles 3D paramétrables par un nombre réduit de para-
mètres dans le but de générer des plantes très facilement,
– une nouvelle approche d’analyse-par-synthèse permettant la sélection du meilleur
modèle 3D parmi une multitude de modèles.
Ces travaux ont donné lieu à plusieurs articles :
– Reconstruction de modèles virtuels de vignes à partir d’images, Jérôme Gué-
nard, Géraldine Morin, Frédéric Boudon, Pierre Gurdjos, Vincent Charvillat
publié et accepté en présentation orale à ORASIS en 2011,
– Realistic Plant Modeling from Images based on Analysis-by-Synthesis, Jérôme
Guénard, Géraldine Morin, Frédéric Boudon, Vincent Charvillat publié et
accepté en présentation orale à Curves and Surfaces en 2012,
– Reconstructing Plants in 3D from a Single Image using Analysis-by-Synthesis,
Jérôme Guénard, Géraldine Morin, Frédéric Boudon, Vincent Charvillat pu-
blié et accepté en présentation orale à ISCV en 2013.
La principale contribution de cette première partie consiste en notre méthode
de squelettisation qui généralise la méthode de Cornea. Elle permet, à partir d’une
forme binaire d’une plante, de retrouver une structure de branches possible. Cet al-
gorithme peut être appelé de manière récursive dans le but d’avoir plusieurs niveaux
de branchages. Dans le cas des vignes, nous avons pu montrer les performances de
notre méthode qui retrouve des branches similaires à celles trouvées par des experts
en viticulture.
Nous avons ensuite montré comment construire un modèle de synthèse 3D à
partir de connaissances a priori sur une plante. Ce modèle est défini par divers
paramètres comme la position des noeuds des différentes branches du squelette ou
d’autres paramètres sur le feuillage comme la densité ou le volume englobant les
feuilles. Un procédé d’analyse-par-synthèse sélectionne ensuite le meilleur modèle
3D grâce à un critère qui compare la projection des modèles 3D avec l’image originale
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d’une plante. Cette combinaison de l’analyse et de la synthèse permet de coupler
les connaissances biologiques d’une part avec les informations fournies par l’image
afin d’obtenir un modèle 3D biologiquement réaliste qui s’ajuste au mieux à l’image
d’entrée.
Plusieurs résultats visuels montrent les performances de nos méthodes. Nous
avons testé notre algorithme sur des pieds de vignes et également sur des arbres
monopodiaux qui sont composés d’un tronc vertical d’où partent toutes les branches
de premier ordre. Nous avons validé nos résultats de modèles 3D de vigne grâce à
des tracés d’experts faits sur les images originales. Un des plus grands intérêts de
notre méthode est qu’elle fonctionne à partir d’une seule image qui peut être de
résolution très basse et sur laquelle aucune branche n’est visible.
Dans le chapitre 4, nous avons montré des applications potentielles de ces tra-
vaux dans le cadre du projet VINNEO finançant en partie cette thèse. Ce projet
s’intéresse à la culture des pieds de vigne. Les partenaires de ce projet étaient
particulièrement intéressés par la segmentation « foliaire » des vignes afin d’en dé-
terminer leur vigueur et l’homogénéité des parcelles. Nous avons donc développé
une méthode de segmentation du feuillage des pieds de vigne à partir de vidéos ac-
quises depuis un tracteur circulant dans les rangées. Cette méthode a été évaluée et
plusieurs résultats ont été présentés. Vinovalie, qui regroupe les caves coopératives
de Fronton, Cahors, Técou et Rabastens et qui a été à l’origine du projet VINNEO,
est intéressé par les résultats que nous avons obtenus. Un projet permettant d’étu-
dier la faisabilité de placer une caméra sur les tracteurs des vignerons, récupérer les
données, les traiter en vue d’obtenir une base de données sur tout le parcellaire des
caves coopératives de Vinovalie est envisagé.
Les limites de notre méthode de reconstruction se situent principalement dans
le cas monopodial. En effet, nous inférons des informations 3D à partir d’une image
2D et donc même si les résultats sont très satisfaisants lorsque le modèle 3D est vu
depuis une vue proche de celle lors de la prise de vue, ils peuvent être un peu moins
pertinents lorsque le modèle 3D est vu de côté. En effet, le critère de sélection
du modèle ne se base que sur cette vue originale. Le calcul de branches sur une
forme érodée de la plante permet de reconstruire de nombreuses branches allant
dans toutes les directions mais notre critère ne les prendra pas en compte. Il est
envisagé d’inclure une loi dans la probabilité p(M) afin de privilégier les arbres où
les branches donnent un aspect le plus réaliste possible également dans les vues de
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côté.
Plusieurs perspectives sont à l’étude. Tout d’abord, l’extension de notre méthode
à l’ensemble des plantes. Nous avons présenté ici une méthode pour les plantes où
toutes les branches principales se trouvent dans un même plan et les arbres mono-
podiaux où toutes les branches de premier ordre partent d’un tronc vertical. Pour
cela, les découpes ne seraient plus des courbes en 2D mais des surfaces en 3D. Il faut
commencer par trouver un volume englobant le feuillage à partir d’une image 2D.
La méthode proposée pour le cas monopodial peut être utilisée. Elle pourrait éga-
lement être améliorée en utilisant par exemple les ombres dans l’image du feuillage.
Celles-ci peuvent nous donner des informations plus précises sur la forme 3D du
volume englobant les feuilles en indiquant les zones où existent potentiellement un
trou. On peut ensuite choisir par exemple des découpes en forme de cônes. Quelques
tests ont déjà été effectués. Les premiers résultats semblent très encourageants et
sont montrés dans la Figure 4.11, page 95.
Figure 4.11 – À gauche, un volume englobant possible du noyer de la Figure 3.14,
page 65. Au milieu, une découpe en forme de cônes qui pourraient être faite dans
un nuage de voxels remplissant le volume englobant. À droite, une modélisation
possible du branchage.
Plusieurs images pourraient également être utilisées en vue d’améliorer la forme
du volume englobant le feuillage. Pour le cas monopodial, l’algorithme de squeletti-
sation pourrait alors être appliqué sur les diverses vues pour obtenir un système de
branchage plus réaliste avec toutes les vues. Cependant, un des intérêts de notre mé-
thode est justement le fait qu’elle n’utilise qu’une seule image sans aucune branche
visible. Dans le cas où l’on aurait plusieurs images disponibles, d’autres méthodes
existent déjà comme celles détaillées dans la section 1.2.2.
Une des perspectives très intéressante serait de construire le modèle non plus à
partir de connaissance a priori apportées par des biologistes mais automatiquement
par apprentissage à partir d’une base de données de plusieurs centaines d’images. Il
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serait également plus facile d’effectuer cet apprentissage directement sur des modèles
3D. En effet, apprendre sur des images est compliqué car cela revient à extraire des
informations sur le squelette sans a priori, ce que nous faisons dans cette thèse mais
avec a priori ! Il serait alors envisageable de travailler sur des images prises en hiver
et donc sans feuilles pour effectuer cet apprentissage.
En ce qui concerne la partie analyse-par-synthèse, il pourrait être intéressant
d’utiliser des algorithmes de type MCMC (Markov Chain Monte Carlo). Cependant,
cette méthode, pour donner de bons résultats, implique qu’entre deux itérations,
le modèle 3D puisse n’être modifié que localement. Ce qui n’est pas le cas pour les
modèles 3D générés avec L-Py. En effet, l’orientation des feuilles étant aléatoire,
même la petite modification d’un noeud d’une branche peut affecter l’ensemble du
feuillage. C’est la raison pour laquelle nous avons fait le choix de générer une mul-
titude de modèles 3D et de sélectionner celui répondant le mieux au critère. Nous
pourrions modifier notre modèle de façon à utiliser les méthodes de type MCMC et
ainsi, converger vers une solution, ce qui éviterait la génération d’un grand nombre
de modèles 3D, très coûteux en temps de calcul. Cependant, la qualité du résultat
final ne devrait pas être nécessairement améliorée, cette qualité dépendant essen-
tiellement de la manière dont le modèle a été construit.
Deuxième partie
Reconstruction à l’échelle du
fruit

Introduction de la partie II
Après avoir créé des modèles de plantes, nous cherchons à créer des modèles de
fruits. Ayant travaillé sur les pieds de vigne au départ, nous avons développé une
méthode pour reconstruire une grappe de raisin à partir d’au moins deux vues. Nous
avons fait l’hypothèse que chaque baie était un ellipsoïde de révolution. La méthode
obtenue peut être plus généralement adaptée à tout type de fruits assimilables à
une quadrique de révolution.
Dans cette partie, nous allons donc nous intéresser à la reconstruction de qua-
driques de révolution à partir d’une ou plusieurs vues. La reconstruction de qua-
driques et, en général, la reconstruction de surfaces 3D est un problème très ancien
en vision par ordinateur qui a donné lieu à de nombreux travaux. Nous commençons
par rappeler quelques généralités sur la géométrie projective des quadriques puis sur
la vision par ordinateur. Puis, dans la section 6.2, un petit état de l’art présente
les méthodes déjà existantes s’intéressant au vaste sujet de la reconstruction de
quadriques ou de manière plus générale de surfaces quadratiques. Nous détaillons
dans la section 6.4 un premier algorithme permettant de retrouver les images des
foyers principaux d’une quadrique de révolution à partir d’une vue « calibrée »,
c’est-à-dire dont on connaît les paramètres intrinsèques de la caméra, comme nous
l’avions introduit dans [Gurdjos 2009]. Puis, nous détaillons comment utiliser ce
résultat pour reconstruire, à partir d’un schéma de triangulation linéaire, tout type
de quadriques de révolution à partir d’au moins deux vues dans la section 6.5. En-
fin, toujours en utilisant le résultat de la section 6.4, nous montrons comment il
est possible de retrouver la pose 3D d’une quadrique de révolution dont on connaît
les paramètres à partir d’un seul contour occultant dans la section 6.6. Les der-
nières sections évaluent les performances de nos méthodes et montrent quelques
applications possibles.

Chapitre 5
Quadriques et vision par
ordinateur
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5.1 Géométrie projective
Il est indéniable que c’est grâce à l’apport de la géométrie projective que la vision
par ordinateur a atteint une maturité qui a permis la conception d’algorithmes
fiables et performants permettant de résoudre ses principales tâches, notamment
celles de reconstruction 3D. Le but des deux prochaines sections n’est pas de donner
un cours complet sur la géométrie projective et la vision par ordinateur mais de
définir certaines bases utilisées par la suite dans cette partie. De nombreux ouvrages
très complets existent déjà et pour avoir des informations complémentaires, nous
invitons le lecteur à se reporter aux ouvrages [Semple 1952] et [Hartley 2003].
5.2 Notions élémentaires
L’espace projectif. Soit Kn+1 un espace vectoriel de dimension n+ 1. Soit la
relation d’équivalence ∼ définie sur Kn+1\{0n+1} par
∀X,Y ∈ Kn+1\{0n+1} X ∼ Y⇔ ∃λ ∈ K\{0} | X = λY.
Dans ce qui suit, la relation d’équivalence ∼ est appelée égalité projective et sera
généralisée aux matrices.
On définit l’application P qui à tout vecteur de Kn+1\{0n+1} lui associe sa classe
d’équivalence modulo l’égalité projective ∼. L’ensemble P (Kn+1\{0n+1}), c’est-à-
dire l’ensemble quotient deKn+1\{0} suivant∼, est appelé espace projectif déduit
de Kn+1 et est noté Pn(K). Par définition,
dim(Pn(K)) = dim(Kn+1)− 1 = n.
Si K = R, l’espace projectif est dit réel et si K = C, l’espace projectif est dit
complexe.
Pour tout X ∈ Kn+1\{0n+1}, l’élément P (X) est appelé point projectif de
Pn(K) et s’identifie à la droite vectorielle de Kn+1\{0} de vecteur directeur X ; ainsi
il est usuel de dire que Pn(K) est l’ensemble des droites vectorielles de Kn+1 auquel
on aurait soustrait le vecteur 0n+1. Tout sous-espace vectoriel F ⊂ Kn+1\{0n+1} de
dimension r + 1 engendre un sous-espace projectif P (F ) ⊂ Pn(K) de dimension
r.
Dual d’un espace projectif. Le dual de l’espace projectif Pn(K) est un espace
projectif de même dimension, noté P ∗n(K). La dualité vient de la relation bijective
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existant entre tout espace vectoriel et son dual : à tout point projectif de cet nouvel
espace est associé un hyperplan de Pn(K), de même qu’à tout hyperplan de P ∗n(K)
est associé un point projectif de Pn(K). Un hyperplan de Pn(K) est donc un « point »
de P ∗n(K) et peut être ainsi représenté par un vecteur h ∈ Kn+1\{0n+1}. Il s’ensuit
que les points de Pn(K), de vecteur X ∈ Kn+1\{0n+1}, appartenant à cet hyperplan
vérifient :
hTX = 0.
5.3 Quadriques
5.3.1 Quadriques projectives
Définition 1 Toute forme quadratique Q non nulle sur Kn+1 définit une qua-
drique projective Q˜ de Pn(K) qui est l’ensemble des points de Pn(K), appelé lieu
de la quadrique, dont les vecteurs X ∈ Kn+1 satisfont l’équation Q(X) = 0.
La matrice non nulle, symétrique et d’ordre n+ 1
Q =

Q1,1
1
2Q1,2 · · · 12Q1,n+1
1
2Q1,2 Q2,2 · · · 12Q2,n+1
...
... . . .
...
1
2Q1,n+1
1
2Q2,n+1 · · · Qn+1,n+1

associée à la forme quadratique
Q(X) =
n+1∑
i=1
n+1∑
j=i
Qi,jxixj = XTQX
définit une quadrique projective Q˜ dont le lieu a pour équation
XTQX = 0.
On appelle matrice de la quadrique Q˜ toute matrice (non nulle, symétrique et
d’ordre n+ 1) proportionnelle à Q.
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5.3.1.1 Conjugaison et polarité relatives à une quadrique
Deux points X˜ et Y˜ , de vecteurs X et Y, sont conjugués relativement à une
quadrique Q˜ de matrice Q si et seulement si
XTQY = 0.
L’ensemble des points conjugués à X˜, relativement à Q˜, est un hyperplan U˜
dont le vecteur U est donné par
U ∼ QX. (5.1)
Définition 2 L’hyperplan U˜ , de vecteur (5.1), formé par l’ensemble des points
conjugués à un point X˜, relativement à Q˜, est appelé hyperplan polaire de X˜, et
le point X˜ est appelé pôle de U˜ .
5.3.1.2 Tangence à une quadrique
Soit Q˜ une quadrique et soient X˜ et Y˜ deux points, non situés sur Q˜. Soient A˜ et
B˜ les deux points où la droite passant par X˜ et Y˜ intersecte Q˜. Si A˜ et B˜ coïncident
en un même point, alors la droite est dite droite tangente à la quadrique Q˜ en
ce point, et celui-ci est dit point de contact.
On notera les points suivants.
– Le point de contact de la droite tangente à la quadrique Q˜ passant par deux
points X˜ et Y˜ , non situés sur Q˜, est conjugué à X˜ et Y˜ , relativement à Q˜.
– Pour X˜ (ou Y˜ ) fixé, l’ensemble des points de contact, relatif aux droites
passant par X˜ (ou Y˜ ) qui sont tangentes à la quadrique Q˜, est inclus dans le
plan polaire de X˜ (ou Y˜ ).
Si A˜ appartient au lieu de la quadrique, alors l’ensemble des droites tangentes
à Q˜ au point A˜ forme un hyperplan. Ainsi, l’hyperplan formé par l’ensemble des
droites tangentes à Q˜ en un point de contact est appelé hyperplan tangent à la
quadrique Q˜ en ce point.
5.3.2 Quadrique duale
Définition 3 Toute forme quadratique Q∗ non nulle sur (Kn+1)∗définit une qua-
drique projective Q˜∗ de P ∗n(K), dite quadrique projective duale, qui est l’en-
semble des hyperplans de Pn(K), appelé enveloppe de la quadrique, dont les
vecteurs U satisfont l’équation Q∗(U) = 0.
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La matrice non nulle, symétrique et d’ordre n+ 1
Q∗ =

Q∗1,1
1
2Q
∗
1,2 · · · 12Q∗1,n+1
1
2Q
∗
1,2 Q
∗
2,2 · · · 12Q∗2,n+1
...
... . . .
...
1
2Q
∗
1,n+1
1
2Q
∗
2,n+1 · · · Q∗n+1,n+1
 ,
associée à la forme quadratique sur (Kn+1)∗
Q∗(U) =
n+1∑
i=1
n+1∑
j=i
Q∗i,juiuj = UTQ∗U.
définit une quadrique projective Q˜ dont l’enveloppe a pour équation
UTQ∗U = 0.
On appelle matrice de la quadrique de Q˜∗ toute matrice (non nulle, symétrique
et d’ordre n+ 1) proportionnelle à Q∗.
Si Q˜ est une quadrique de Pn(K), dont la matrice Q est de rang plein, alors l’en-
semble des hyperplans tangents à Q˜ définit l’enveloppe d’une quadrique projective
Q˜∗ de P ∗n(K) dont la matrice Q∗ vérifie
Q∗ ∼ Q−1. (5.2)
Ainsi, puisqu’on identifie les hyperplans de Pn(K) aux points de P ∗n(K), la quadrique
Q∗ de P ∗n(K) identifiée à Q est la quadrique projective de matrice (5.2) et, pour
cette raison, est parfois appelée quadrique duale de Q.
5.3.3 Quadriques dégénérées des espaces projectifs de dimensions
deux et trois
Nous nous plaçons maintenant dans le cadre des espaces projectifs de dimensions
deux et trois même si les définitions 4 et 5 restent valides pour les espaces projectifs
de toute dimension. Nous restreindrons le cadre de notre travail aux formes quadra-
tiques à coefficients dans K = R et ainsi nous ne considérerons que les quadriques
projectives de matrices réelles. Dans le cas général, une quadrique a n(n+3)2 degrés
de liberté correspondant aux (n+1)(n+2)2 éléments de sa matrice moins le facteur
constant non nul :
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– si n = 2, les quadriques (qui sont alors appelées coniques) ont cinq degrés de
liberté ;
– si n = 3, les quadriques ont neuf degrés de liberté.
Définition 4 On appelle rang d’une quadrique projective le rang de sa matrice
associée. Une quadrique de rang plein est dite quadrique propre.
Définition 5 Une quadrique projective dégénérée est une quadrique projective qui
n’est pas de rang plein, c’est-à-dire. une quadrique projective dont la matrice a un
rang strictement inférieur à n+ 1 dans un espace projectif de dimension n.
5.3.3.1 Enveloppes des quadriques dégénérées lorsque n ∈ {2, 3}
Nous nous restreignons à l’interprétation géométrique des quadriques dégénérées
de P ∗3 (K) dans la proposition 6 ; celle-ci ne se déduit pas trivialement par dualité
de l’interprétation géométrique des quadriques dégénérées de P3(K).
Proposition 6
n = 3 et rang Q˜∗ = 3 : l’enveloppe d’une quadrique projective Q˜∗ de P ∗3 (K) de
rang 3 est identifié à l’ensemble de faisceau de plans de P3(K) dont les axes
sont des droites contenues dans un plan de P3(K) et tangentes à une qua-
drique non dégénérée A˜ de P3(K). On dira que cet ensemble est l’enveloppe
tridimensionnelle d’une conique projective. Si p est le vecteur de l’hyperplan
et si A∗ est la matrice de la quadrique duale A˜∗ alors la matrice Q de Q˜∗, de
rang 3, admet la décomposition suivante :
Q∗ ∼ (pTA∗p)A∗ − (A∗p)(A∗p)T .
n ∈ {2, 3} et rang Q˜∗ = 2 : l’enveloppe d’une quadrique projective Q˜∗ de P ∗n(K) de
rang 2 est formée par l’ensemble des droites de P ∗n(K) passant par au moins
un point d’une paire de points distincts de Pn(K). Si u et v sont les vecteurs
de ces points, alors la matrice Q∗ de Q˜∗, de rang 2, admet la décomposition
suivante :
Q∗ ∼ uvT+vuT .
n ∈ {2, 3} et rang Q˜∗ = 1 : l’enveloppe d’une quadrique projective Q˜∗ de P ∗n(K) de
rang 1 est formée par un point de P ∗n(K). Si u est le vecteur de ce point alors
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la matrice Q∗ de Q˜∗, de rang 1, admet la décomposition suivante :
Q∗ ∼ uuT .
5.3.4 Transformation d’une quadrique projective
Soit H la matrice d’une homographie quelconque H de l’espace projectif. La
transformation de toute quadrique projective de matrice Q par l’homographie H
s’écrit
Q′ ∼ H−TQH−1.
Dans l’espace projectif dual, la transformation par H de toute quadrique pro-
jective duale de matrice Q∗ s’écrit
Q∗′ ∼ HQ∗HT .
5.3.5 Signature d’une quadrique projective
Nous appelons invariant projectif toute quantité qui reste inchangée quelle
que soit la représentation projective considérée de l’espace. L’unique invariant pro-
jectif des quadriques projectives à coefficients dans C est le rang de leur matrice.
Puisque nous ne considérons que les quadriques à coefficients dans R, il est possible
de définir un autre invariant projectif appelé signature de la quadrique.
Définition 1 La signature d’une quadrique projective de matrice Q (respectivement
Q∗ sous sa forme duale) est défini par (ξ1, ξ2), où :
ξ1 = max(ρ, ν) et ξ2 = min(ρ, ν),
avec ρ et ν qui dénombrent respectivement les valeurs propres positives et les valeurs
propres négatives de Q (respectivement Q∗).
Proposition 7 La signature d’une quadrique projective à coefficients dans R est
projectivement invariant.
La démonstration de cette proposition est immédiate à établir à partir de la
signature d’une forme quadratique et de la loi d’inertie de Sylvester [Golub 1983,
p. 403]. On notera que
ξ1 + ξ2 = rank Q,
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ce qui confirme que le rang de Q∗ est aussi invariant projectivement.
Définition 8 On appelle quadrique virtuelle toute quadrique projective de signature
(ξ1, ξ2) = (R, 0) où R désigne le rang de la quadrique, c’est-à-dire dont la matrice
réelle de rang R a R valeurs propres de même signe.
Il est facile de montrer qu’une quadrique virtuelle ne contient pas de points réels
(représentés par des vecteurs réels) mais uniquement des points complexes conjugués
(représentés par des vecteurs complexes conjugués).
Plus généralement, la signature définie précédemment permet d’établir la clas-
sification suivante des quadriques projectives. Nous dirons que deux quadriques
sont projectivement équivalentes s’il existe une homographie transformant l’une en
l’autre et vice-versa.
Pour les quadriques projectives Q et Q∗ de matrices réelles respectives Q et
Q∗ = Q−1, on a :
(ξ1, ξ2) =

(4, 0) : Q, Q∗ projectivement équivalentes à une sphère virtuelle
(3, 1) : Q, Q∗ projectivement équivalentes à une sphère réelle
(2, 2) : Q, Q∗ projectivement équivalentes à un hyperboloïde à une nappe
(5.3)
On peut remarquer qu’il n’existe pas d’homographie qui transforme une sphère
(virtuelle ou non) en un hyperboloïde à une nappe.
Pour les signatures d’une quadrique duale Q∗ de rang 3 on a :
(ξ1, ξ2) =
 (3, 0) : Q, Q∗ projectivement équivalentes à un cercle virtuel(2, 1) : Q, Q∗ projectivement équivalentes à un cercle réel (5.4)
Un cas remarquable de quadrique duale dégénérée de rang 3, bien connu des cher-
cheurs en vision par ordinateur, est celui de la quadrique absolue duale [Hartley 2003,
p. 84]) notée Q∗∞ et introduit plus tard dans la section 5.5. Son enveloppe est le cercle
absolu du plan à l’infini.
Pour les signatures d’une quadrique duale Q∗ de rang 2 on a :
(ξ1, ξ2) =
 (1, 1) : l’enveloppe de Q∗ est une paire de points réels(2, 0) : l’enveloppe de Q∗ est une paire de points complexes conjugués
(5.5)
La Table 5.1, page 109 récapitule toutes les quadriques dégénérées de P3(R)
avec leur nom et leur signature [Ladegaillerie 2003, p. 466]. La dégénérescence est
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nom de la quadrique signature
cône de base une conique propre réelle (2, 1)
cône imaginaire de sommet réel (3, 0)
cylindre à base elliptique réel (2, 1)
cylindre à base elliptique imaginaire (3, 0)
cylindre à base hyperbolique (2, 1)
paire de plans réels sécants (1, 1)
paire de plans imaginaires sécants (2, 0)
cylindre à base parabolique (2, 0)
paire de plans réels parallèles distincts (1, 1)
paire de plans imaginaires conjugués parallèles distincts (2, 0)
paire de plans confondus (1, 0)
Table 5.1 – Récapitulatif des quadriques dégénérées avec leur nom et leur signature.
invariante projectivement vu que le rang l’est.
5.4 Quadriques affines euclidiennes
5.4.1 Compléments de géométrie projective.
Nous donnons ici quelques notions complémentaires de géométrie projective.
5.4.1.1 Structure affine d’un espace projectif. Hyperplan de l’infini.
Nous rappelons que si F désigne un hyperplan vectoriel de Rn+1, alors Pn(R)\P (F )
possède une structure d’espace affine de dimension n ; P(F ) est alors appelé hyper-
plan de l’infini de Pn(R) et est noté H∞. On dit que la donnée de l’hyperplan de
l’infini munit l’espace projectif d’une structure affine car on montre que Pn(R)\P (F )
a de facto une structure affine. Une représentation affine naturelle de l’espace
projectif correspond au choix d’un système de coordonnées homogènes dans lequel
l’hyperplan à l’infini a pour vecteur
H∞ = [0, ..., 0, 1]T .
Dans une telle représentation, les points « affines” de l’espace projectif sont représen-
tés par des vecteurs X tels que les composantes X1, X2, ..., Xn sont des coordonnées
cartésiennes et Xn+1 = 1. Les « autres” points de l’espace projectif sont les points
à l’infini avec Xn+1 = 0.
5.4.1.2 Structure affine euclidienne d’un espace projectif. Cercle absolu.
La donnée du cercle absolu dans l’hyperplan à l’infini munit l’espace projectif
affine d’une structure affine euclidienne. Le cercle absolu est un cercle virtuel et
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son rayon est
√−1 ; il ne contient aucun point réel et est uniquement composé
de points conjugués complexes. C’est l’unique cercle de l’espace projectif qui est
invariant par les similitudes de l’espace projectif, c’est-à-dire par des homographies
dont les matrices sont de la forme
T =
 sR t
0Tn 1

où s est un scalaire non nul, R une matrice orthogonale (représentant une rotation
si det R = 1) et t un vecteur de translation.
Quadrique absolue duale. Le cercle absolu peut être défini dans l’espace pro-
jectif dual comme l’enveloppe d’une quadrique duale virtuelle, dégénérée de rang
3, généralement notée Q∗∞. Cette quadrique est désignée par le terme quadrique
absolue duale et la matrice de Q∗∞ a la forme canonique suivante, pour toute repré-
sentation affine euclidienne de l’espace projectif
Q∗∞ =
 In 0
0Tn 1
 .
L’invariance du cercle absolu par toute similitude de matrice T se traduit ici sim-
plement par l’égalité :
TQ∗∞TT ∼ Q∗∞.
Le fait que H∞ ∈ ker Q∗∞ indique que Q∗∞ « encode » simultanément les données de
l’hyperplan de l’infini et du cercle absolu.
5.4.2 Quadriques affines
Dans la section précédente, nous avons introduit une théorie générale des qua-
driques projectives. Cette théorie peut se spécialiser dès lors que l’espace projec-
tif possède une structure affine, c’est-à-dire lorsque l’hyperplan à l’infini peut-être
identifié. Nous rappelons que si F désigne un hyperplan vectoriel de Rn+1, alors
Pn(R) \P(F ) possède une structure d’espace affine de dimension n ; P(F ) est alors
appelé hyperplan de l’infini et noté H∞. Nous nous plaçons sous cette hypothèse
dans ce qui suit, toujours dans le cadre des espaces projectifs de dimensions deux
et trois.
Une quadrique affine de Pn(K) est une quadrique propre Q˜A de Pn(K) dont
le lieu restreint à l’ensemble des points affines de Pn(K), c’est-à-dire /∈ H∞, n’est
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pas vide. Par dualité, en identifiant les hyperplans de Pn(K) aux points de P ∗n(K),
la quadrique duale Q∗A de P ∗n(K) identifiée à QA sera appelée quadrique affine
duale. Les quadriques affines héritent de nouvelles caractéristiques et propriétés,
dites affines, et peuvent être distinguées à partir d’une certaine classification, étu-
diant leur intersection avec le plan de l’infini H∞. Il est à noter que les quadriques
affines héritent des propriétés des quadriques projectives énoncées précédemment.
Définition 9 Soit Q˜A une quadrique affine propre de Pn(K). Le centre de Q˜A est
le pôle de l’hyperplan de l’infini H∞ par rapport à Q˜A, c’est-à-dire est le point de
Pn(K) dont le vecteur vérifie :
C ∼ Q∗h∞ (5.6)
où Q∗ est la matrice de la quadrique duale de Q˜A et h∞ est le vecteur de H∞. La
quadrique est dite centrale si son centre est un point affine, c’est-à-dire n’apparte-
nant pas à H∞.
Il est possible d’établir la classification suivante des quadriques affines en étu-
diant leurs intersections avec l’hyperplan de l’infini (voir [Semple 1952, p. 282-283]).
En supposant que l’hyperplan à l’infini H∞ est représenté sous forme « naturelle »
par le vecteur
h∞ = [0, . . . , 0, 1]T ∈ Kn+1
et que tout point affine est représenté par un vecteur X = [x, y, . . . , 1]T ∈ Kn+1, où
(x, y, . . . ) désigne les coordonnées cartésiennes du point, relativement à un repère
choisi de manière adéquate, la Table 5.2 établit une classification des quadriques
affines à partir de leur équation sous forme canonique [Ladegaillerie 2003, p. 466].
Il est à noter que, dans cette représentation, le centre de la quadrique affine
propre Q˜A de matrice Q a pour vecteur
C = Q∗

0
...
0
1

c’est-à-dire correspond à la dernière ligne de l’inverse de Q.
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nom de la quadrique équation canonique
ellipsoïde réel a2x2 + b2y2 + c2z2 = 1
ellipsoïde imaginaire a2x2 + b2y2 + c2z2 = −1
hyperboloïde à une nappe a2x2 + b2y2 − c2z2 = 1
hyperboloïde à deux nappes a2x2 + b2y2 − c2z2 = −1
cône réel a2x2 + b2y2 − c2z2 = 0
cône imaginaire a2x2 + b2y2 + c2z2 = 0
paraboloïde elliptique a2x2 + b2y2 + cz = 0
paraboloïde hyperbolique a2x2 − b2y2 + cz = 0
cylindre elliptique réel a2x2 + b2y2 = 1
cylindre elliptique imaginaire a2x2 + b2y2 = −1
cylindre hyperbolique a2x2 − b2y2 = 1
plans sécants réels a2x2 − b2y2 = 0
plans sécants imaginaires a2x2 + b2y2 = 0
cylindre parabolique a2x2 + by2 = 0
plans parallèles réels a2x2 = 1
plans parallèles imaginaires a2x2 = −1
plans confondus a2x2 = 0
Table 5.2 – Équations canoniques des quadriques affines.
5.4.3 Quadriques euclidiennes
La notion de quadrique affine peut être encore spécialisée en identifiant dans
l’hyperplan de l’infini le cercle absolu. La donnée de ce cercle (ajoutée à celle de
l’hyperplan à l’infini) munit l’espace projectif d’une structure affine euclidienne.
Dans l’espace projectif de dimension trois, le cercle absolu est un cercle virtuel,
parfois appelé conique absolue. Dans l’espace projectif de dimension deux, ce cercle
est dégénéré et se réduit à une paire de points complexes conjugués, formée par les
deux points circulaires du plan projectif.
La notion de foyers d’une quadrique joue un rôle primordial dans la classification
des quadriques euclidiennes. Dans le plan projectif euclidien, le foyer d’une conique
euclidienne peut être défini (tel que nous les connaissons) comme le point d’inter-
section de deux droites tangentes à la conique, chacune passant par un des deux
points circulaires du plan. Une conique a quatre foyers formés par deux paires de
points, l’une réelle et l’autre complexe conjuguée. La paire de foyers réels engendre
le grand axe de la conique alors que la paire de foyers complexes conjugués engendre
le petit axe de la conique. Dans l’espace projectif de dimension trois, la notion de
foyer se généralise par la définition suivante [Salmon 1882, p. 126].
Définition 10 Un point est un foyer d’une quadrique s’il est le point d’inter-
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section de deux droites, tangentes simultanément à la quadrique et au cercle absolu,
telles que, pour chacune d’elles, le plan tangent à la quadrique la contenant soit
aussi tangent au cercle absolu.
Les quadriques euclidiennes n’ont pas un nombre fini de foyers mais une infi-
nité appartenant en général à trois coniques dites focales, situées dans des plans
orthogonaux.
Quadriques de révolution. Les quadriques de révolution (que l’on désignera par
la suite par QdR) sont une spécialisation des quadriques euclidiennes. Rappelons
qu’une QdR est une quadrique obtenue par la révolution d’une conique autour
d’un de ses axes de symétrie. Un point important dans notre travail est qu’une
QdR comporte quatre foyers remarquables appelé foyers principaux, qui sont les
foyers de la conique de révolution.
Dans le cas où l’axe de révolution est celui portant les deux foyers principaux
réels de la conique, la QdR engendrée pourra être un ellipsoïde de révolution réel
prolate, un ellipsoïde de révolution imaginaire oblate, un hyperboloïde de révolution
à deux nappes ou un paraboloïde de révolution (dans ce dernier cas, un des deux
foyers principaux réel se trouve à l’infini). Une quadrique appartenant à ce premier
groupe de QdR est nommée dans la suite QdR1. En revanche, dans le cas où l’axe
est celui portant les foyers principaux complexes conjugués (condition nécessaire et
suffisante pour que l’axe soit une droite réelle), la QdR engendrée pourra être un
ellipsoïde de révolution réel oblate, un ellipsoïde de révolution imaginaire prolate ou
un hyperboloïde de révolution à une nappe. Une quadrique appartenant à ce second
groupe de QdR est nommée QdR2. On peut voir les QdR1 sur la Figure 5.1, page
114 et les QdR2 sur la Figure 5.2, page 114 avec les coniques qui les ont engendrées
(en rouge) et leur axe de symétrie autour desquels on a effectué les révolutions.
La Table 5.3, page 114 récapitule l’ensemble des QdR non dégénérées existantes
avec leur nom, leur signature et leur type tel qu’on l’a préalablement défini (QdR1
ou QdR2).
5.5 Vision par ordinateur
Nous allons rappeler brièvement comment se forme une image grâce à la géo-
métrie projective détaillée ci-dessus et comment il est possible de retrouver des
informations 3D sur une scène à partir de son image.
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Figure 5.1 – Exemples de quadriques de révolution appartenant à la catégorie
QdR1. De gauche à droite, on peut voir un paraboloïde de révolution, un ellipsoïde
de révolution réel prolate et un hyperboloïde de révolution à deux nappes.
Figure 5.2 – Exemples de quadriques de révolution appartenant à la catégorie
QdR2. De gauche à droite, on peut voir un ellipsoïde de révolution réel oblate et un
hyperboloïde de révolution à une nappe.
nom de la quadrique signature révolution d’une conique autour type
ellipsoïde de révolution réel prolate (3, 1) de son grand axe QdR1ellipsoïde de révolution réel oblate de son petit axe QdR2
ellipsoïde de révolution imaginaire prolate (4, 0) de son grand axe QdR2ellipsoïde de révolution imaginaire oblate de son petit axe QdR1
hyperboloïde de révolution à une nappe (2, 2) QdR2
hyperboloïde de révolution à deux nappes (3, 1) QdR1
paraboloïde de révolution (3, 1) QdR1
Table 5.3 – Récapitulatif des quadriques de révolution avec leur nom, leur signa-
ture, la représentation de la manière dont elles sont engendrées et leur type (QdR1
ou QdR2).
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5.5.1 Formation d’une image
Le modèle de prise de vue considéré ici est le modèle sténopé ou trou d’aiguille,
c’est-à-dire tel que tous les éléments de la scène se projettent sur le plan du capteur,
appelé plan image et noté If , via des rayons qui passent tous par le centre optique
de la caméra, noté O. Le plan passant par O et perpendiculaire à l’axe optique de la
caméra est appelé le plan principal I0. Ce dernier est parallèle au plan de l’image.
La distance entre ces deux plans correspond à la distance focale utilisée lors de
la prise de vue et notée f . L’intersection entre l’axe optique est If s’appelle le
point principal et est noté pp = (x0, y0, 1)T . On distingue maintenant trois repères
différents :
– le repère scène RS qui est un repère 3D quelconque de la scène.
– le repère observateur RO qui est un repère 3D ayant pour centre O le centre
optique de la caméra et dont l’axe des z correspond avec l’axe optique de la
caméra.
– le repère image RI qui est le repère 2D de l’image.
On appelle projection centrale de centre O sur le plan image If l’application
qui à un point de vecteur X = (x, y, z, 1)T de la scène associe un pixel de vecteur
p = (u, v, 1)T correspondant à l’intersection entre la droite (OX) et le plan image
If . L’équation de projection centrale, transformant les coordonnées cartésiennes
augmentées d’un point 3D, exprimées dans le repère repère RS , en coordonnées
pixelliques augmentées de son image, exprimées dans le repère RI s’écrit projecti-
vement, via le repère RO
p ∼ PX = K[R|t]X
où P est la matrice de projection, R et t correspondent à la matrice de rotation
et le vecteur de translation faisant passer du repère RS au repère RO (appelés
paramètres extrinsèques de la caméra) et K est la matrice de calibrage contenant les
paramètres intrinsèques de la caméra et permet de faire passer du repère RO au
repère RI en coordonnées pixelliques. Cette matrice s’écrit :
K =

f s x0
0 αf y0
0 0 1

où α et s sont des paramètres permettant de corriger le fait que la projection se fait
parfois de telle sorte que les pixels ne sont pas exactement des carrés.
116 Chapitre 5. Quadriques et vision par ordinateur
L’ensemble de la formation d’une image présentée ici est résumée dans la Figure
5.3, page 116.
ax
e 
op
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ue
Figure 5.3 – Formation d’une image (voir texte).
5.5.2 Calibrage d’une caméra
L’étape permettant de retrouver les paramètres intrinsèques et les paramètres
extrinsèques de la caméra s’appelle le calibrage. Le problème du calibrage intrinsèque
d’une caméra est équivalent à celui de l’estimation de l’image ω∞ du cercle absolu
Ω∞, situé sur le plan de l’infini, dont la matrice duale ω∗ admet la factorisation de
Cholesky suivante
ω∗ = KK>
où K désigne la matrice (triangulaire supérieure) de calibrage.
Le dual du cercle absolu est une quadrique duale de rang 3, notée Q∞. Dans le
cadre projectif, cette quadrique peut être vue comme l’enveloppe de plans tangents
au cercle Ω∞. La Figure 5.4, page 117 représente Ω∞ et Q∞.
De nombreuses techniques permettent de calibrer en utilisant Ω∞ et Q∞ que ce
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soit à partir d’éléments de la scène comme des images de sphère [Zhang 2007], des
surfaces de révolution [Wong 2003] ou des plans [Sturm 1999, Gurdjos 2005] pour
n’en citer que quelques uns. L’utilisation de mires, qui peuvent être des éléments
1D, 2D ou 3D et dont on connaît parfaitement la géométrie ainsi que la manière
dont elles se projettent dans l’image, permet également de retrouver les paramètres
intrinsèques et les paramètres extrinsèques. Les positions de chaque caméra par
rapport à ces mires peuvent en effet être calculées en fonction des projections de
ces dernières dans les images. Ce manuscrit ne traite pas du calibrage mais dans la
suite, nous supposons que nous travaillons dans des vues calibrées, c’est-à-dire que
nous connaissons la matrice de calibrage K.
Figure 5.4 – La conique absolue est représentée en rouge (Q∞), le plan à l’infini
est représenté par le plan gris contenant la conique absolue et la quadrique absolue
(Ω∞) est représentée par l’ensemble des plans gris.
5.5.3 Triangulation pour la reconstruction 3D à partir de plusieurs
images
Le paradigme de base pour reconstruire des éléments d’une scène en 3D à partir
de plusieurs images peut se décomposer en 3 étapes. La première étape consiste à
calibrer les caméras utilisées en retrouvant les paramètres intrinsèques et les pa-
ramètres extrinsèques. Puis, il s’agit d’apparier les images des éléments que l’on
souhaite reconstruire dans les différentes images. La dernière étape est l’étape de
triangulation qui permet de retrouver la position 3D de l’élément à reconstruire
en rétroprojetant ses images, appariées auparavant. La rétroprojection est l’étape
inverse de la projection centrale. Par exemple, pour un point p1 dans une image
I1, sa rétroprojection est la droite passant par p1 et le centre optique de la ca-
méra utilisée pour acquérir I1, privée de ce même centre optique. Typiquement,
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avec n images pi,i=1..n d’un point 3D X dans n images différentes Ii,i=1..n, on com-
mence par retrouver les n matrices de projection Pi,i=1..n. Puis, on résout le système
d’équations :

P1X ∼ p1
...
PnX ∼ pn
(5.7)
pour retrouver le point 3D. Cette résolution peut s’effectuer par une simple SVD
(Singular Value Decomposition) en réécrivant le problème sous la forme AX = 0
([Hartley 2003, p. 312]).
5.5.4 Projection d’une quadrique projective
Soit P une matrice de projection perspective, l’image par P d’une quadrique
de matrice associée Q est une quadrique de l’espace projectif P2(R) (aussi appelée
conique comme vu précédemment) de matrice associée C. Cette conique définit le
contour occultant de la quadrique dans la vue considérée. La rétroprojection de C
est un cône de matrice associée Qc ∼ PTCP tangent à la quadrique Q et de centre,
le centre optique de la caméra. Sous la forme duale, si C est de rang plein, on a
C∗ ∼ C−1 et C∗ ∼ PQ∗PT .
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6.1 Introduction
Dans ce chapitre, nous allons montrer qu’il est possible de retrouver l’image
de l’axe de révolution d’une QdR à partir de son contour occultant dans une vue
calibrée. Nous nous servons de ce résultat pour reconstruire une QdR à partir d’au
moins deux contours occultants dans deux vues calibrées et pour retrouver la posi-
tion et l’orientation d’une QdR de paramètres connus à partir du contour occultant
dans une seule vue calibrée. Nous terminons par quelques évaluations et quelques
possibles applications. Avant de continuer, nous effectuons un rappel rapide de la
notion de de quadrique de révolution.
6.2 Travaux précédents
En utilisant la géométrie projective, Cross et al. [Cross 1998] ont décrit un
schéma de triangulation linéaire pour reconstruire une quadrique générale à partir
de trois contours occultants. En effet, ils ont démontré qu’un contour occultant dans
une vue apportait cinq degrés de liberté. Dans une deuxième vue, seuls trois degrés
de liberté sont alors indépendants de la première vue. Avec seulement deux vues,
ils ne retrouvent par conséquent qu’une famille linéaire de solutions car il manque
un des neuf degrés de liberté que comporte une quadrique.
Nous nous sommes intéressés à la reconstruction de quadriques à partir de seule-
ment deux vues. Pour cela, les contours occultants ne suffisent pas pour avoir suf-
fisamment de degrés de liberté. Cependant, l’intérêt de n’utiliser que les contours
occultants est d’éviter l’appariement de pixels qui peut s’avérer compliqué surtout
en cas de surface lisse. Le seul moyen est de réduire le nombre de degrés de liberté.
Pour cela, nous avons travaillé sur les quadriques de révolution qui ne comportent
que sept degrés de liberté. L’inconvénient est alors de ne pas avoir une méthode per-
mettant de reconstruire l’ensemble des quadriques. En revanche, nous avons remar-
qué que tous les travaux portant que la reconstruction de quadriques ne montrent
que des reconstructions de quadriques de révolution dans leurs exemples. En effet,
elles sont beaucoup plus courantes dans les objets qui nous entourent.
Parmi ces travaux, certains utilisent plusieurs vues comme Ma et al. [Ma 1996]
qui reconstruisent des ellipsoïdes à partir de trois contours occultants donnés dans
trois vues perspectives. Un des intérêts de cette méthode est le fait que les cal-
culs sont tous linéaires et que l’appariement de points n’est pas nécessaire. On a
vu que Cross et al. [Cross 1998] ont besoin de trois contours occultants pour re-
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construire tout type de quadriques mais ils montrent également que deux contours
occultants peuvent suffire si on leur associe un point apparié correspondant à la
projection d’un point 3D de la quadrique. Shashua et al. [Shashua 1997] décrivent
une méthode n’ayant besoin que d’un contour occultant avec cependant quatre
points appariés alors que Rahmann [Rahmann 2003] se servent d’informations pro-
venant de la lumière et de sa réflectance pour reconstruire une quadrique à partir
de deux vues polarisées. Enfin, Gong et al. [Gong 2004] détaillent une méthode de
programmation quadratique séquentiel pour reconstruire n’importe quelle surface
quadratique à partir de plusieurs images. Dans tous ces travaux, plus de deux vues
sont nécessaire ou alors, on a besoin d’informations additionnelles comme la réflec-
tance de la lumière ou l’appariement de points qui peut devenir compliqué dans le
cas de surfaces lisses.
D’autres articles s’intéressent à la reconstruction de quadriques plus spécifiques,
ce qui évite l’utilisation d’informations complexes à obtenir. Ainsi, Wu et al. [Wu 2006]
reconstruisent des cônes circulaires tronqués à partir d’au moins deux vues non ca-
librées. Wijewickrema et al. [Wijewickrema 2006] proposent un algorithme en deux
étapes pour reconstruire des sphères en utilisant que deux contours occultants et
Quan [Quan 1996] et Kumar et al. [Kumar 2009] reconstruisent des coniques (qua-
driques dégénérées de rang 3) à partir d’au moins deux vues.
Ferri et al. [Ferri 1993] ont montré qu’il était possible, si on connaissait les
paramètres d’une quadriques, de retrouver sa position dans l’espace à partir d’une
seule vue. Cependant, la solution proposée ne fonctionne bien que pour quelques
cas de quadriques comme les cônes et les sphères mais, pour le cas général, il existe
des problèmes de calculs qui deviennent vitre trop complexes à résoudre.
La Table 6.1, page 122 résume toutes ces méthodes ainsi que le type de qua-
driques reconstruites et les besoins pour y parvenir. Les deux dernières lignes repré-
sentent nos méthodes, développées dans le prochain chapitre. On voit bien qu’au-
cune des méthodes de l’état de l’art ne propose des méthodes pour reconstruire les
mêmes types de quadriques (dans le cas présent, les quadriques de révolution) avec
les seules informations que l’on souhaite utiliser (à savoir les contours occultants
dans deux vues calibrées).
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article type de quadrique reconstruite informations utilisées
[Cross 1998] toutes quadriques projectives
3 contours occultants
ou 2 contours occul-
tants + 1 point apparié
[Ma 1996] ellipsoïdes trois contours occul-tants
[Shashua 1997] toutes quadriques 1 contour occultant +4 points appariés
[Rahmann 2003] toutes quadriques 2 vues polarisées
[Gong 2004] toute surface quadratique plus de 2 vues
[Wu 2006] cônes circulaires tronqués 2 contours occultants
[Wijewickrema 2006] sphères 2 contours occultants
[Quan 1996] coniques (quadriques dégénérées derang 3) plus de 2 vues
[Kumar 2009] coniques (quadriques dégénérées derang 3) plus de 2 vues
[Ferri 1993]
quadriques de paramètres connus mais
applicables que pour certaines qua-
driques dégénérées
1 contour occultant
Nous tout type de quadriques de révolution 2 contours occultants
Nous tout type de quadriques de révolutionde paramètres connus 1 contour occultant
Table 6.1 – Récapitulatif des méthodes de l’état de l’art sur la reconstruction de
quadriques avec les types de quadriques reconstruites pour chaque méthode ainsi
que les besoins informations nécessaires pour y parvenir. En bas du tableau, on voit
les types de quadriques que nous souhaitons reconstruire dans cette partie avec les
informations que l’on souhaite utiliser.
6.3 Paramétrage dual d’une quadrique de révolution
Dans le cadre projectif, une quadrique de révolution est une quadrique dont la
matrice s’écrit comme la combinaison linéaire des matrices de la quadrique duale à
ses foyers principaux et de la quadrique absolue duale. Via cette décomposition, il
est facile de montrer que les sections planes de la quadrique contenant son axe de
révolution correspondent toutes à une même conique. C’est cette décomposition que
nous allons utiliser en étudiant la famille de quadriques engendrée par l’ensemble
des combinaisons linéaires susmentionnées.
6.3.1 Faisceau tangentiel des quadriques de révolution homofocales
Nous désignerons par le terme faisceau de quadriques toute famille de quadriques
représentées par combinaisons linéaires des matrices de deux quadriques, dites qua-
driques de base. Cette définition s’applique aussi dans l’espace projectif dual ; nous
sommes dans ce cas et utiliserons aussi bien le terme faisceau de quadriques duales
que le terme consacré faisceau tangentiel de quadriques [Berger 1990, p. 232].
Deux quadriques sont homofocales si elles ont les mêmes foyers principaux. Ainsi,
la famille des QdR qui sont homofocales relativement à deux foyers principaux F et
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G fixés peut-être définie, sous forme duale, par un faisceau tangentiel de quadriques
ayant comme quadriques de base la quadrique absolue duale et la quadrique duale
à la paire de points (F,G). Ce résultat projectif s’énonce analytiquement ainsi :
Théorème 11 Soient F et G les vecteurs de deux points 3D F et G, pouvant être
réels ou complexes conjugués. Le faisceau tangentiel de QdR homofocales ayant F
et G comme foyers principaux peut être représenté, sous forme duale, par la famille
de matrices symétriques d’ordre 4 :
Q∗(u) = uX∗ + (1− u)Q∗∞, (6.1)
où u ∈ [0, 1], Q∗∞ est la matrice de la quadrique absolue duale et
X∗ = FG> +GF>, (6.2)
est la matrice de rang 2 représentant la quadrique duale à la paire (F,G).
Nous omettons la démonstration de ce théorème qui est un résultat assez connu de
la géométrie projective.
Nous effectuerons souvent le changement de variable x = u−1u pour réécrire (6.1)
sous la forme
Q∗(x) = X∗ − xQ∗∞ (6.3)
avec la convention x = ∞ lorsque u = 0. La nouvelle variable x est alors appelée
paramètre projectif de la quadrique. Notre idée-clé est de décomposer la matrice Q
associée à la QdR que l’on souhaite reconstruire sous la forme duale suivante :
Q∗ = X∗ − x0Q∗∞, (6.4)
où x0 ∈ R∗ désigne son paramètre projectif.
Le faisceau tangentiel défini par (6.3) comporte quatre membres dégénérés, dont
les matrices Q∗(λi), i ∈ {1..4}, sont singulières et dont les paramètres projectifs λi
sont les racines de P (λ) = det(X∗ − λQ∗∞), qui est un polynôme de degré 4 en λ.
On peut montrer que P (λ) admet une racine double, à savoir la valeur 0 telle que
Q∗(0) = X∗, ainsi que deux racines simples : la valeur ∞ telle que Q∗(∞) = Q∗∞, et
une dernière valeur que nous noterons λ◦. Ce paramètre λ◦ est celui d’une quadrique
duale dégénéree de rang 3 associée à un cercle, réel pour les QdR1 et virtuel pour
les QdR2, qui est perpendiculaire à l’axe de révolution et dont le centre se situe sur
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cet axe. Ce résultat est mis en évidence par exemple dans [Gurdjos et al., ICCV09].
6.3.2 Minimalité du paramétrage
Un résultat bien connu [Hartley 2003, p. 84] est que, dans n’importe quelle re-
présentation euclidienne de l’espace projectif, la matrice de la quadrique absolue
duale Q∗∞ a la forme canonique suivante :
Q∗∞ =
 I3 0
0T3 1

La conséquence immédiate est que la matrice d’une QdR sous la forme matricielle
(6.4) est paramétrée par sept inconnues puisque X∗ est une matrice d’ordre 4 et de
rang 2 représentant une paire de points 3D ayant six degrés de liberté. Cela est
cohérent avec les paramétrages existants n’utilisant pas la forme duale d’une QdR,
comme par exemple avec ceux donnés dans [Goldman 1983].
6.3.3 Paramétrage dual de l’image d’une quadrique de révolution
Les propriétés projectives garantissent que l’image par projection centrale d’un
faisceau tangentiel de quadriques est un faisceau tangentiel de coniques dont les
membres sont les images des quadriques du faisceau. Ainsi, on peut déduire du
théorème 11 le corollaire qui suit.
Corollaire 12 Soient f et g deux vecteurs représentant les images f et g des foyers
principaux F et G. L’image d’un faisceau tangentiel de QdR homofocales ayant F
et G comme foyers principaux, représenté par la famille de matrices (6.1), est le
faisceau tangentiel de coniques représenté par la famille de matrices symétriques
d’ordre 3 suivantes :
C∗(y) = Y∗ − yω∗, (6.5)
où y est un scalaire ∈ R ∪ {∞}, la matrice
Y∗ = fg> + gf>, (6.6)
représente la conique duale aux points f et g, et la matrice
ω∗ = KK>
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représente l’image duale de la conique absolue et se décompose par factorisation de
Cholesky à partir de la matrice (triangulaire supérieure) de calibrage K.
Démonstration. Soit Q∗(x0) la matrice d’une QdR ayant F et G comme foyers
principaux, soit P une matrice de projection associée à une caméra et soit C∗ la
matrice de l’image duale de la QdR par P. Étant donnée la décomposition (6.4),
l’équation de la projection de la QdR par P s’écrit
C∗ ∼ P (X∗ − x0Q∗∞) PT
= P(FG> +GF>)PT − x0PQ∗∞PT
=
(PF)︸ ︷︷ ︸
sff
(PG)>︸ ︷︷ ︸
sgg>
+ (PF)︸ ︷︷ ︸
sgg
(PG)>︸ ︷︷ ︸
sff>
− x0ω∗ avec sf, sg ∈ R∗
∼ (fg> + gf>)− y0ω∗ avec y0 = x0
sfsg
Pour toute quadrique de matrice Q∗(x0), il existe donc yo tel que C∗ = Y∗− y0ω∗.
6.4 Calcul des images des foyers principaux d’une qua-
drique de révolution
Supposons maintenant que la caméra soit calibrée, l’image de la conique absolue
est alors connue puisque sa matrice ω (ou ω∗) ne dépend que de la matrice de
calibrage K. De plus, si le contour occultant de la QdR considérée est supposée
visible, alors on peut raisonnablement supposer que la matrice C∗ soit aussi connue.
On peut alors montrer que, sous ces hypothèses, il est possible de déterminer les
vecteurs f et g représentant les images des foyers principaux de la QdR. Nous faisons
remarquer ici que les images des foyers d’une quadrique ne coïncident pas avec les
foyers de la conique, image de la quadrique.
Avant d’établir ce résultat dans la prochaine section, remarquons tout d’abord
que tout faisceau de quadriques/coniques peut-être engendré par n’importe quelle
paire de quadriques/coniques du faisceau. Ainsi, l’image du faisceau tangentiel de
QdR homofocales ayant F et G comme foyers principaux, représenté par (6.5), peut
être aussi engendré à partir de la paire de coniques de base formée par le contour
occultant de la QdR sous forme duale, représenté par C∗, et l’image de la conique
absolue, donnée par ω∗. Par la suite, on substituera à la représentation (6.5), la
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représentation suivante :
A∗(z) = C∗ − zω∗, (6.7)
où z est un scalaire ∈ R ∪ {∞}.
Le résultat principal que nous avons établi est qu’il est possible de déduire les
images des foyers principaux de la QdR à partir de la donnée du contour occultant
d’une QdR obtenue à partir d’une caméra calibrée. Analytiquement, il exprime le
fait que si les matrices C∗ et ω∗ = KK> sont connues, alors il est possible d’iden-
tifier de manière unique la matrice Y∗ de la conique duale aux images des foyers
principaux, définie en (6.6), parmi les membres dégénérés du faisceau tangentiel re-
presenté en (6.7). Ce résultat généralise la contribution décrite dans [Gurdjos 2009],
vis-à-vis de laquelle seul le cas des quadriques de révolution de type QdR1 avait été
traité.
Afin d’établir ce résultat principal, nous avons besoin d’introduire plusieurs
résultats intermédiaires.
Proposition 13 Le faisceau tangentiel d’images de QdR homofocales contient trois
membres dégénérés qui correspondent à trois coniques duales à trois paires distinctes
de points. Deux de ces paires sont conjuguées complexes et une paire est réelle et
ainsi, deux de ces coniques duales ont pour signature (2,0) et une a pour signature
(1,1).
Démonstration. On considère la représentation (6.7) du faisceau. Ce faisceau
comporte des membres dégénérés dont les matrices singulières sont A∗(λi) = C∗ −
λiω
∗ et dont le paramètre projectif λi est une valeur propre généralisée de la paire
de matrices (C∗,ω∗) c’est-à-dire une racine du polynôme p(λ) = det(C∗ − λω∗). Ce
polynôme est de degré 3 en λ : le nombre de membres dégénérés est donc trois.
Pour calculer formellement les paramètres projectifs des trois membres dégéné-
rés, c’est-à-dire les trois valeurs propres généralisées de (C∗,ω∗), on peut choisir une
certaine représentation projective du plan induite par une homographie choisie adé-
quatement. On notera tout d’abord que les valeurs propres généralisées de (C∗,ω∗)
sont aussi les valeurs propres « ordinaires » du produit de matrices C∗ω, sachant
que ω = (ω∗)−1. En effet, les valeurs propres généralisées de deux matrices A et B
correspondent aux valeurs propres de la matrice AB−1. Nous savons également que
si H désigne la matrice d’ordre 3 d’une homographie plane alors les matrices C∗ω et
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HC∗ωH−1 sont similaires dans le sens où elles ont les mêmes valeurs propres. Ainsi,
eig(C∗,ω∗) = eig(C∗ω) = eig(HC∗ωH−1)
= eig(HC∗(H>H−>)ωH−1)
= eig(HC∗H>, Hω∗H>).
Sans perte de généralité, supposons que cette homographie est telle que :
HC∗HT =

a 0 0
0 b 0
0 0 c
 , D et Hω∗HT = I, (6.8)
où a, b, c ∈ R \ {0} sont triés par ordre décroissant. Une telle homographie existe
de façon non unique et découle, par exemple, de la décomposition spectrale de la
matrice
C¯∗ = K−1C∗K−>
représentant le contour occultant « calibré » sous sa forme duale. En supposant
cette décomposition spectrale de la forme
VDV> = C¯∗,
où V est une matrice orthogonale d’ordre 3 et D est la matrice diagonale d’ordre 3
ayant les valeurs propres de C¯∗ comme éléments diagonaux, alors il s’ensuit que la
matrice de l’homographie se décompose en
H = V>K−1.
Les paramètres projectifs λi des trois matrices singulières C∗ − λiω∗ corres-
pondent alors aux valeurs propres généralisées de (D, Hω∗HT ), et donc aux valeurs
propres ordinaires de D puisque il est facile de vérifier que Hω∗HT = I. Ces valeurs
propres sont bien sûr les valeurs a, b, c sachant que nécessairement
a > 0 et c < 0 (6.9)
puisque l’image de la QdR n’est pas une conique virtuelle et donc sa signature est
nécessairement (2, 1) ce qui implique que les trois valeurs propres de sa matrice ne
peuvent jamais être toutes de même signe (voir 5.4). On peut alors déterminer les
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matrices Y∗i = C∗−λiω∗ et déduire leur signature à partir des matrices Yˆ∗i = D−λiI :
Yˆ∗1 =

a− c 0 0
0 b− c 0
0 0 0
 , eig(Yˆ∗1) =

a− c
b− c
0
 , (6.10)
(ξ11 , ξ12) = (2, 0) ,
Yˆ∗2 =

a− b 0 0
0 0 0
0 0 c− b
 , eig(Yˆ∗2) =

a− b
c− b
0
 , (6.11)
(ξ21 , ξ22) = (1, 1) ,
Yˆ∗3 =

0 0 0
0 b− a 0
0 0 c− a
 , eig(Yˆ∗3) =

b− a
c− a
0
 , (6.12)
(ξ31 , ξ32) = (2, 0) .
On s’aperçoit que toutes ces matrices représentent des coniques duales à une
paire de points : réels dans un cas (ici pour i = 2) et conjugués complexes dans les
deux autres (ici pour i ∈ {1, 3}).
On considère à nouveau la droite portée par les images des deux foyers princi-
paux, qui est l’image de l’axe de révolution de la QdR. Cette droite doit couper le
contour occultant de la QdR en deux points qui sont nécessairement réels dans le
cas des QdR1 et dans le cas des ellipsoïdes de révolution réels oblates. En revanche
elle ne coupe pas le contour occultant de la QdR en des points réels dans le cas des
hyperboloïdes de révolution à une nappe (voir Figure 6.1, page 131). Qu’en est-il des
droites portées par les paires de points associées aux coniques duales représentées
par (6.10-6.12) ? Le résultat suivant répond à cette question.
Proposition 14
– La droite (réelle) portée par les images de la paire de points réels, représentée
sous forme duale par la conique de signature (1, 1), coupe toujours le contour
occultant de la QdR en deux points réels.
– Parmi les deux droites (réelles) portées par les images des deux paires de points
complexes conjugués, représentées sous forme duale par les deux coniques de
signature (2, 0), une seule coupe le contour occultant de la QdR en deux points
réels, l’autre le coupant en deux points complexes conjugués.
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Démonstration. Nous établissons la démonstration de ce résultat dans la re-
présentation projective induite par l’homographie représentée par H, en rappelant
qu’elle reste valide dans n’importe quelle autre représentation projective du plan
(et donc en particulier dans le repère pixellique), puisqu’elle est fondée sur la no-
tion d’incidence qui est une notion projectivement invariante. Nous désignons par
la suite « droite de signature s » la droite portée par la paire de points représentée
sous forme duale par une conique de signature s. Cette démonstration se décline en
quatre points.
– Une droite réelle, de vecteur d, coupe la conique, de matrice C, en une paire
de points dont la conique duale a pour matrice 1
A∗ = [d ]× C [d]× ,
où [d]× est la matrice antisymétrique
[d]× =

0 −d3 d2
d3 0 −d1
−d2 d1 0

avec d1, d2 et d3 les composantes de [d]×.
Cette paire est réelle si sig(A∗) = (1, 1) et conjuguée complexe si sig(A∗) =
(2, 0).
– Les vecteurs des droites, portée par les images des trois paires de points réels
représentées sous forme duale par les trois matrices Yˆ∗1, Yˆ∗2, Yˆ∗3, sont respec-
tivement d1 = [0, 0, 1]T ,d2 = [0, 1, 0]T ,d3 = [1, 0, 0]T du fait de la contrainte
algébrique di ∈ ker Yˆ∗i.
– La droite de signature (1, 1) coupe le contour occultant de la QdR en une paire
de points représentée sous forme duale par les matrices A∗2 = [d2 ]× C [d2]×.
On peut facilement établir que les valeurs propres de cette matrice sont res-
pectivement (−a,−c). De (6.9), on déduit immédiatement que la signature de
A∗2 est (1, 1) et donc que cette droite coupe toujours le contour occultant de
la QdR en deux points réels.
– Les deux droites de signature (2, 0) coupent le contour occultant de la QdR
en deux paires de points représentées sous forme duale par les matrices A∗1 =
[d1 ]× C [d1]× et A∗3 = [d3 ]× C [d3]× . On peut facilement établir que les valeurs
1. La preuve de cette décomposition est décrite par exemple dans [Gurdjos 2009].
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propres de ces matrices sont respectivement (−a,−b) et (−b,−c). De (6.9),
on déduit immédiatement que les signatures de ces matrices ne peuvent être
les mêmes (une est nécessairement (2, 0) et l’autre (1, 1)) et donc qu’une seule
des droites coupe le contour occultant de la QdR en deux points réels.
Proposition 15 La droite (réelle) portée par les images des foyers principaux d’une
QdR réelle coupe toujours le contour occultant de la QdR en deux points réels hormis
dans le cas d’un hyperboloïde de révolution à une nappe où elle coupe le contour
occultant en deux points complexes conjugués. Parmi les autres membres dégénérés
du faisceau tangentiel représenté par (6.7), il n’en existe pas de même signature qui
ait cette propriété.
Démonstration. Nous supposons que les caméras se trouvent à l’extérieur des
QdR. Cette hypothèse est très importante surtout dans le cas des hyperboloïdes de
révolution à une nappe. Étudions la signature de la conique duale à l’image de la
paire des foyers principaux. Le résultat a établi que la conique duale à l’image de
la paire des foyers principaux est nécessairement un membre dégénéré du faisceau
tangentiel représenté par (6.7) et que, parmi les trois membres dégénérés du faisceau,
deux ont pour signature (2, 0) et un seul a pour signature (1, 0). On peut voir les
différents cas d’images de QdR dans la Figure 6.1, page 131 (les cas d’ellipsoïdes
virtuels sont omis).
– Dans le cas des QdR1, les images des foyers principaux de la QdR1 sont réels
et donc la conique duale à ces foyers est de signature (1, 1), cf. (5.5). Il existe
donc un unique candidat à une telle conique dont la signature est (1, 1).
– Dans le cas des QdR2, les images des foyers principaux de la QdR1 sont
complexes conjugués et donc la conique duale à ces foyers est de signature
(2, 0), cf. (5.5). Il existe deux candidats possibles à une telle conique dont la
signature est (2, 0). Par contre, comme indiqué par le résultat de la proposition
14, une seule des deux droites portées par ces deux paires de points coupe le
contour occultant de la QdR en deux points qui sont nécessairement réels.
Dans le cas des ellipsoïdes de révolution réels oblates, on choisira la droite
coupant le contour occultant de la QdR en deux points réels et dans le cas
des hyperboloïdes de révolution à une nappe, on choisira la droite ne coupant
pas le contour occultant.
Ainsi, nous venons de définir un critère de sélection opérationnel à la fois pour
les QdR1 et les QdR2, à partir des signatures. Ce critère est implémenté dans
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Figure 6.1 – Images des différentes types de QdR, de leurs deux foyers et de
leur axe de révolution. De gauche à droite, l’ellipsoïde de révolution réel prolate,
l’hyperboloïde de révolution à deux nappes, l’ellipsoïde de révolution réel oblate et
l’hyperboloïde de révolution à une nappe.
Nous sommes maintenant en mesure d’énoncer la méthode permettant de re-
trouver l’image de la conique dual aux foyers principaux. Il s’agit de rechercher la
droite portée par une paire de points, duale à une des trois coniques du faisceau tan-
gentiel, qui coupe le contour occultant en deux points réels ou deux points complexes
conjugués.
Pour une QdR1, cette droite est associée à l’unique conique duale qui a pour signa-
ture (1, 1).
Pour une QdR2, cette enveloppe est :
– la conique duale de signature (2, 0) qui coupe le contour occultant en deux
points réels dans le cas d’un ellipsoïde réel oblate,
– la conique duale de signature (2, 0) qui ne coupe pas le contour occultant en
deux points réels dans le cas d’un hyperboloïde de révolution à une nappe.
L’algorithme 2 détaille toutes les étapes de la méthode proposée précédemment.
6.5 Reconstruction d’une quadrique de révolution à par-
tir d’au moins deux vues
Nous allons maintenant décrire un schéma linéaire de triangulation permettant
la reconstruction d’une QdR à partir d’au moins deux images de celle-ci dans deux
vues calibrées. Nous faisons l’hypothèse que nous disposons des matrices de projec-
tion Pi exprimées relativement à une représentation euclidienne arbitraire de l’espace
projectif 3D lié à la scène. Nous rappelons que la sous-matrice d’ordre 3 P¯i, obtenue
à partir de Pi en supprimant sa quatrième colonne et normalisée de telle façon que
sa dernière ligne soit de norme unitaire, admet une décomposition unique P¯i = KiRi,
où Ki est la matrice de calibrage et Ri est la matrice orthogonale d’ordre 3 repré-
sentant la composante rotationnelle de la pose de la caméra. Cette décomposition
132 Chapitre 6. Reconstruction de quadriques de révolution
Algorithme 2
– Entrées. C : matrice du contour occultant d’une QdR ; K : matrice de calibrage ;
type de la QdR : QdR1 ou QdR2 (dans ce dernier cas, préciser ellipsoïde de
révolution réel oblate ou hyperboloïde de révolution à une nappe).
– Sortie. r : vecteur de l’image de l’axe de révolution de la QdR ; (optionnel) Y∗ :
matrice de la conique duale aux images des foyers principaux de la QdR.
1. C¯∗ = K−1C∗K−>
2. Calculer les valeurs propres et vecteurs propres {λi,Vi}i=1..3 de C¯∗
3. si (la QdR est une QdR1)
Déterminer i0 ∈ {1..3} tel que la signature de C¯∗ − λi0I soit (1, 1)
sinon (la QdR est une QdR2)
si la QdR2 est un ellipsoïde de révolution réel oblate
Déterminer i0 ∈ {1..3} tel que
– la signature de C¯∗ − λi0I soit (2, 0) et
– la signature de [di0 ]× C¯ [di0 ]× soit (1, 1) où di0 = KVi0 et C¯ = (C¯∗)−1.
sinon (la QdR2 est un hyperboloïde de révolution à une nappe)
Déterminer i0 ∈ {1..3} tel que
– la signature de C¯∗ − λi0I soit (2, 0) et
– la signature de [di0 ]× C¯ [di0 ]× soit (2, 0) où di0 = KVi0 et C¯ = (C¯∗)−1.
4. L’image de l’axe de révolution est r = KVi0
peut-être calculée à partir d’une décomposition QR [Golub 1996]. Par conséquent,
nous faisons implicitement l’hypothèse d’avoir aussi à notre disposition les matrices
de calibrage Ki.
Nous définissons deux types de contraintes. Le premier type est de nature pro-
jective et exprime le fait que la rétroprojection d’une droite tangente au contour
occultant est un plan tangent à la QdR. Le second type est de nature euclidienne
et exprime le fait que la rétroprojection de l’image de l’axe de révolution, calculée
par l’algorithme 2, est un plan qui contient les deux foyers principaux de la QdR.
Il est à noter que disposer des images des foyers principaux est une condition suffi-
sante mais pas nécessaire. En effet, il nous suffit de disposer de l’image de la droite
passant par ces images, c’est-à-dire de l’image de l’axe de révolution, ce qui est une
hypothèse moins forte.
6.5.1 Contrainte sur le contour occultant de la QdR.
On va utiliser le fait que la rétroprojection d’un droite tangente au contour
occultant d’une quadrique est un plan tangent à la quadrique. Pour transformer
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Figure 6.2 – La rétroprojection d’une droite tangente à un contour occultant d’une
QdR est un plan tangent à cette QdR.
ce fait en une contrainte linéaire sur la quadrique, on rappelle que si C∗ et Q∗ sont
les matrices respectivement du contour occultant et de cette quadrique, les deux
considérées sous leur forme duale, alors la projection centrale de la quadrique s’écrit :
C∗ ∼ PQ∗PT , où P désigne la matrice de projection associée à la caméra. Il suffit alors
d’utiliser le fait que la rétroprojection d’une droite de vecteur l ∈ R3 est le plan 3D
représenté par le vecteur pi = PT l ∈ R4, dans le repère projectif 3D considéré. Ainsi,
si cette droite est tangente au contour occultant, c’est-à-dire si lTC∗l = 0, alors on
a
0 = lTPQ∗PT l = piTQ∗pi
Pour calculer l on utilisera la relation de polarité entre point d’une conique et droite
tangente à la conique occultant, alors l = (C∗)−1p. On en déduit le résultat suivant.
Proposition 16 Soit C∗ la matrice duale du contour occultant d’une QdR et soit
P la matrice de projection de la caméra. Alors de pi = PT l représentant le plan
correspondant à la rétroprojection de la droite l, en utilisant le paramétrage (6.4)
de la QdR, on déduit la contrainte linéaire suivante :
pi>X∗pi − x0(pi>Q∗∞pi) = 0. (6.13)
Contrainte sur l’image de l’axe de révolution de la QdR.
Proposition 17 Si Y∗ est la matrice d’ordre 3 et de rang 2 représentant la conique
duale aux images des foyers principaux d’une QdR, définie en (6.6), alors tout
vecteur r vérifiant Y∗r = 0, représente l’image de l’axe de révolution de la QdR, et
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la contrainte linéaire suivante est satisfaite :
X∗ϕ = 04 (6.14)
où ϕ = PT r représente le plan issu de la rétroprojection de l’axe par P.
Ce résultat découle naturellement du fait que, d’une part (i) ker Y∗ (de dimension
1) est la droite vectorielle qui représente l’image de l’axe de révolution de la QdR et
d’autre part (ii), le plan de rétroprojection de l’image de l’axe de révolution contient
les deux foyers principaux, comme cela est illustré sur la Figure 6.3, page 134, et
donc peut être représenté par un vecteur de ker X∗ (de dimension 2).
Figure 6.3 – La rétroprojection de l’image de l’axe de révolution d’une QdR est
un plan contenant cet axe de révolution.
6.5.2 Le système d’équations pour deux vues
On suppose que la QdR est vue par deux caméras calibrées et que ses contours
occultants sont représentés par Ci dans chaque vue i ∈ {1, 2}. On a vu que, sous
ses hypothèses, on dispose pour chaque vue i de la conique duale aux images des
foyers principaux, représentée par Y∗i.
Conformément au paramétrage (6.4), l’ensemble des inconnues du problème in-
clut x0 plus les 10 éléments la matrice représentant la quadrique duale à la paire
de foyers principaux
X∗ =

x1 x2 x3 x4
x2 x5 x6 x7
x3 x6 x8 x9
x4 x7 x9 x10
 (6.15)
Nous savons que X∗ a seulement 6 degrés de liberté et nous expliquerons plus tard
pourquoi, dans le cas de deux vues, la matrice solution est nécessairement de rang
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2 et a le nombre de degrés de liberté désiré.
Soient lij , j = 1..2, les vecteurs de deux droites tangentes au contour occultant
représenté par Ci et ri ∈ ker Y∗i le vecteur de l’image de l’axe de révolution. Pour
chaque vue, on a deux équations de type (6.13) et une équation de type (6.14), qui
nous fournissent dix équations linéaires indépendantes sur les éléments de X∗.
En linéarisant le problème, on peut réécrire les équations (6.13 et 6.14) sous
forme matricielle :  A1
A2
X = 010, (6.16)
où le vecteur
X = (x0, x1, x2, x3, x4, x5, x6, x7, x8, x9, x10)> , (6.17)
correspond à la « vectorisation » de la matrice X∗ et où
Ai =

(ai1)2+(bi1)2+(ci1)2 (ai2)2+(bi2)2+(ci2)2 0 0 0
(ai1)2 (ai2)2 0 0 ϕi1
2ai1bi1 2ai2bi2 0 ϕi1 ϕi2
2ai1ci1 2ai2ci2 ϕi1 0 ϕi3
2ai1di1 2ai2di2 0 0 ϕi4
(bi1)2 (bi2)2 0 ϕi2 0
2bi1ci1 2bi2ci2 ϕi2 ϕi3 0
2bi1di1 2bi2di2 0 ϕi4 0
(ci1)2 (ci2)2 ϕi3 0 0
2ci1di1 2ci2di2 ϕi4 0 0
(di1)2 (di2)2 0 0 0

T
, (6.18)
Ai est la matrice 5× 11 associée à la vue i, en utilisant pour notation
piij = (aij , bij , cij , dij)>.
Les deux premières lignes de Ai correspondent aux contraintes (6.13), en substituant
piij par pi avec j = 1..2 ; les trois dernières lignes de Ai correspondent aux contraintes
(6.14) en substituant ϕi = Pi>ri à ϕ. Puisque nous disposons de deux vues i ∈ {1, 2}
la matrice
 A1
A2
 est de taille 10× 11.
Nous obtenons donc un système linéaire de 10 équations homogènes qui est
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donc bien posé dans le sens où rank
 A1
A2
 = 10. En considérant, sans perte de
généralité, la contrainte ‖X‖2 = 1 pour éviter la solution triviale 011, il est possible
d’obtenir une solution exacte de ce problème. Le fait que deux contraintes (6.14)
soient imposées exactement nous assurent que rank X∗ = 2.
6.5.3 Cas où le nombre de vues est supérieur à 2
En pratique, lorsque n ≥ 2 vues calibrées sont disponibles, le système à résoudre
déduit de (6.16) s’écrit DX ≈ 05n, où D est une matrice 5n× 11 contenant tous les
blocs Ai, i = 1..n, et l’opérateur ‘≈’ exprime le fait que les données contenues dans
la matrice Ai sont généralement perturbées par le bruit et donc qu’il n’existe pas
en général de solution exacte. On résout alors un problème au sens des moindres
carrés minX ‖DX‖2 sous la contrainte ‖X‖2 = 1. La solution peut alors être calculée
comme le vecteur singulier de la matrice D associée à la plus petite valeur singulière
[Hartley 2003, p. 593]. Il est à noter que, dans ce cas, la contrainte rank X∗ = 2 n’est
pas prise en compte et qu’elle doit être imposée a posteriori.
6.5.4 Algorithme
L’algorithme 3 détaille les différentes étapes de la construction de la matrice D.
Algorithme 3 Entrées {Pi} : matrices de projection des vues i = 1..n, n ≥ 2 ; {Ci} :
matrices des contours occultants. Sortie Q∗ : matrice de la QdR duale.
Pour chaque vue i
1. Choisir deux points distincts pij de Ci, avec j ∈ {1..2}.
2. Calculer lij = Cipij les droites tangentes à {Ci} en pij .
3. Calculer piij = Pi>lij les plans correspondant aux rétroprojections des lij .
4. Utiliser l’algorithme 2 pour retrouver ri, l’image de l’axe de révolution.
5. Calculer ϕi = Pi>ri les plans correspondant aux rétroprojections des ri.
6. Construire les blocs Ai, comme défini dans (6.18), puis construire D.
7. Chercher Xˆ = arg minX ‖DX‖2 sous contrainte ‖X‖2 = 1.
8. Construire Xˆ∗o comme étant le vecteur contenant les 10 derniers éléments
de Xˆ et notons x0 le premier élément de Xˆ.
9. Chercher Xˆ∗ = arg minM
∥∥Xˆ∗o − M∥∥2F sous contrainte rang(M) = 2.
10. Construire Q∗ = Xˆ∗ − x0Q∗∞
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6.6 Reconstruction d’une quadrique de révolution de
paramètres connus à partir d’une seule image
Le problème que nous abordons ici est celui du calcul de la pose d’une QdR à
partir d’un seul contour occultant. La seule hypothèse que nous faisons vis-à-vis de
la QdR est que nous connaissons les petits et grands axes a et b de la conique de
révolution qui l’engendre.
Dans l’espace affine euclidien de dimension 3, plongé naturellement dans l’espace
projectif de même dimension, on considère un repère (S′) ayant pour l’origine O le
centre de la QdR et d’axe Oz, l’axe de révolution de la QdR (Figure 6.4, page 138).
Dans ce nouveau repère, puisque la QdR a pour axes a et b, les vecteurs des deux
foyers sont de la forme 0 F′ = (0, 0, d, 1)T et G′ = (0, 0,−d, 1)T avec :
– d =
√
b2 − a2 si Q représente la matrice d’un ellipsoïde de révolution réel
(prolate si a < b et oblate si b < a),
– d =
√
a2 − b2 si Q représente la matrice d’un ellipsoïde de révolution imagi-
naire (prolate si a < b et oblate si b < a),
– d = a
√
1 + b2
a2 si Q représente la matrice d’un hyperboloïde de révolution à
deux nappes,
– d = a
√
−1− b2
a2 si Q représente la matrice d’un hyperboloïde de révolution à
une nappe.
Remarque : d peut comporter une partie imaginaire dans les cas des QdR2. De
plus, le cas du paraboloïde de révolution n’est pas considéré ici car l’un de ses foyers
se situe à l’infini.
Concernant la caméra, nous faisons la seule hypothèse de connaître la matrice de
calibrage K. La matrice de projection est de la forme Pi = K[R|t] exprimée relative-
ment au repère (S) où r3, la troisième colonne de R, représente le vecteur directeur
unitaire de l’axe de révolution et t a pour composantes les coordonnées cartésiennes
du centre O de la QdR. À partir du contour occultant d’une QdR dans une image,
on a vu comment retrouver la paire d’images (f ,g) des foyers principaux (F,G) de
la QdR.
Les équations de projection des foyers s’écrivent PF = λf et PG = µg où λ et
µ désignent deux scalaires. Les inconnues sont ici le vecteur r3 et le vecteur t. On
déduit le système d’équations suivant : dKr3 + Kt = λf−dKr3 + Kt = µg ⇔
 (dKr3 + Kt) ∧ f = 0(−dKr3 + Kt) ∧ g = 0 (6.19)
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Figure 6.4 – Représentation d’une quadrique dans le repère caméra et dans le
repère centré en son centre et d’axe Oz, son axe de révolution.
Ce système n’a que quatre équations linéaires indépendantes alors que le pro-
blème a cinq degrés de liberté. Supposons que l’on détermine la famille de solutions
de ce système sous-déterminé par exemple par l’intermédiaire d’une combinaison
linéaire de deux solutions de base U et V. On peut maintenant se ramener à un
problème à deux inconnues u et v avec R3
t
 = ( uU+ vV ) .
où les coefficient u et v sont inconnus.
Pour retrouver les autres colonnes de la matrice de rotation, on posera r1 =
u
||u|| ∧ v||v|| où u (respectivement v) désigne les trois premières composantes de U
(respectivement V) et r2 = r1 ∧ r3. En effet, la quadrique étant de révolution,
r1 et r2 doivent seulement être choisis orthogonaux à r3. La solution proposée ci-
dessus convient parfaitement car u et v appartiennent au plan correspondant à la
rétroprojection de la droite passant par f et g vu que les équations de 6.19 sont
respectées. Ce plan contenant r3, les vecteurs r1 et r2 sont bien orthogonaux à r3.
6.6.1 Utilisation de deux nouvelles contraintes
Dans l’espace dual, on sait qu’un plan pi tangent à une quadrique Q∗ vérifie :
piTQ∗pi = 0 (6.20)
En prenant deux droites l1 et l2 tangentes à C dans l’image, on peut calculer
les plans pi1 = P′Tl1 et pi2 = P′Tl2. Sachant que dans (S), la matrice de la quadrique
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duale s’écrit :
Q∗ =

σaa
2 0 0 0
0 σaa2 0 0
0 0 σbb2 0
0 0 0 −1
 , (6.21)
avec :
– σa = 1 et σb = 1 avec a < b si Q∗ est la matrice duale d’un ellipsoïde de
révolution réel prolate.
– σa = 1 et σb = 1 avec a > b si Q∗ est la matrice duale d’un ellipsoïde de
révolution réel oblate.
– σa = −1 et σb = −1 avec a < b si Q∗ est la matrice duale d’un ellipsoïde de
révolution imaginaire prolate.
– σa = −1 et σb = −1 avec a > b si Q∗ est la matrice duale d’un ellipsoïde de
révolution imaginaire oblate.
– σa = −1 et σb = 1 si Q∗ est la matrice duale d’un hyperboloïde de révolution
à deux nappes.
– σa = 1 et σb = −1 si Q∗ est la matrice duale d’un hyperboloïde de révolution
à une nappe.
On obtient donc deux nouvelles équations quadratiques en u et v :
 piT1 Q∗pi2 = 0piT2 Q∗pi2 = 0 (6.22)
que l’on peut écrire sous la forme :

(
u v 1
)
M1
(
u v 1
)T
= 0(
u v 1
)
M2
(
u v 1
)T
= 0
(6.23)
où :
Mi =

mi11 m
i
12 0
mi12 m
i
22 0
0 0 mi33
 (6.24)
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Les valeurs des composantes des Mi, pour i = 1, 2, sont :
mi11 = σaT 22 a2 + σbS26b2 − S24
mi22 = σaT 21 a2 + σbS27b2 − S25
mi33 = σa(S2li1 + S3li2 + S1li3)2a2
mi12 = σaT1T2a2 + σbS6S7b2 − S4S5
en utilisant les notations suivantes :
S1 = (U1V2 − U2V1)/||u ∧ v||
S2 = (U2V3 − U3V2)/||u ∧ v||
S3 = (U3V1 − U1V3)/||u ∧ v||
S4 = (U4li1 + U5li2 + U6li3)
S5 = (V4li1 + V5li2 + V6li3)
S6 = (U1li1 + U2li2 + U3li3)
S7 = (V1li1 + V2li2 + V3li3)
T1 = (S3V3 − S1V2)li1 + (S1V1 − S2V3)li2 + (S2V2 − S3V1)li3
T2 = (S3U3 − S1U2)li1 + (S1U1 − S2U3)li2 + (S2U2 − S3U1)li3
Ici, Uj (respectivement Vj et lij) correspond à la jème composante de U (respec-
tivement de V et de li).
Les solutions (u, v) sont les points se trouvant à la fois sur la conique associée
à la matrice M1 mais aussi sur la conique associée à la matrice M2. Il suffit donc
de trouver les intersections de ces deux coniques qui sont, en général, 4 points
[de Almeida Barreto 2003, p. 55].
M1 et M2 n’ayant pas de termes linéaires en u et en v, les quatre solutions possibles
sont de la forme (u1, v1), (u2, v2), (−u1,−v1) et (−u2,−v2) (Figure 6.5, page 141).
Dans un premier temps, sachant que la QdR se situe devant la caméra, deux
solutions peuvent être écartées (celles vérifiant uU6 + vV6 < 0). Il reste donc deux
possibilités. Le contour occultant seul ne permet pas de départager ces deux possi-
bilités. Elles sont souvent très proches mais elles sont distinctes.
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Figure 6.5 – Les 4 quadriques possibles de mêmes paramètres se projetant de
manière identique dans l’image.
6.7 Étude des performances des méthodes proposées
Nous allons maintenant évaluer les performances de nos méthodes pas rapport
aux autres méthodes déjà existantes. Pour cela, nous utilisons le logiciel MATLAB
pour simuler des scènes avec des QdR. Puis nous les projetons dans des images.
Nous ajoutons alors du bruit sur ces projections puis, nous tentons de reconstruire
ces QdR afin de les comparer aux QdR originales.
6.7.1 Reconstruction de QdR à partir de plusieurs contours occul-
tants
À notre connaissance, il n’existe pas de méthode générale permettant de re-
construire tout type de QdR à partir de seulement deux contours occultants. Nous
faisons le choix de comparer notre méthode à celle de Cross [Cross 1998] sachant
que leur méthode utilise au moins trois vues.
Dans un premier temps, nous évaluons la robustesse de notre méthode vis-à-vis
du bruit. Pour cela, nous simulons 1000 configurations différentes. Pour chacune
de ces configurations, nous plaçons aléatoirement trois caméras en faisant varier
leur position et leur orientation tout en faisant attention à ce qu’elles restent à une
distance relativement constante de la QdR et à ce qu’elles visent un point situé
sur la surface d’une sphère centrée en l’origine et de rayon variable, proche du
dixième de la distance entre le centre de la scène et la caméra. Puis, un ellipsoïde
de révolution est généré avec son centre à l’intérieur de cette sphère. Les images
exactes de cet ellipsoïde sont calculées. Ce sont des ellipses étant donné que les
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conditions de la scène simulée sont telles que le plan à l’infini de chaque caméra
ne peut pas intersecter l’ellipsoïde. Ces ellipses sont ensuite bruitées de la manière
suivante : on discrétise chaque ellipse en 30 points auxquels on ajoute un bruit
gaussien de moyenne 0 et de variance σ = n% du grand axe de l’ellipse. Une
nouvelle ellipse est alors ajustée sur ces points bruités. On obtient trois nouvelles
ellipses à partir desquelles on peut utiliser l’algorithme 3 pour retrouver une QdR.
On peut alors calculer différents types d’erreurs entre cette QdR reconstruite et
l’ellipsoïde original comme le pourcentage de différence entre les petits axes et les
grands axes, la distance absolue entre les centres, l’angle entre les axes de révolution
et le pourcentage de différence antre les volumes. Ces erreurs sont représentées sur
la Figure 6.6, page 143 en utilisant notre méthode et celle de Cross avec trois vues.
On peut remarquer que ces erreurs augmentent linéairement en fonction du bruit
et que les résultats de notre méthode sont meilleurs que ceux de Cross.
Dans une deuxième expérience, nous regardons l’importance du nombre de vues.
Pour cela, nous répétons la même expérience que précédemment mais en faisant
varier le nombre de caméras de deux à huit et en gardant un bruit gaussien fixé
avec σ = 2% du grand axe de l’ellipse. Les résultats présentés dans la Figure 6.7,
page 144 représentent des courbes où chaque point est une erreur moyenne calculée
à partir de cinq cents simulations différentes dans le but de lisser les courbes. Les
résultats de Cross ne commencent qu’à partir de trois vues. Dû au nombre de plus
en plus important de contraintes, les erreurs diminuent exponentiellement quand
le nombre de vues augmente. Une fois encore, notre méthode est plus performante
même si l’écart diminue lorsque le nombre de caméras augmente.
6.7.2 Reconstruction de QdR de paramètres connus à partir d’un
seul contour occultant
Nous n’avons pas trouvé d’autres algorithmes permettant de retrouver la posi-
tion et l’orientation d’une QdR générale à partir d’une seule image. Dans [Ferri 1993],
la méthode de Ferry et al. implique quelques problèmes de calculs dans le cas gé-
néral. Ici, nous nous contentons de montrer les performances de notre méthode en
fonction du bruit en reprenant les mêmes conditions des expériences de la partie
6.7.1. Les QdR considérées sont une nouvelle fois les ellipsoïdes de révolution. Par
rapport aux premières expérimentations, trois des erreurs calculées sont nécessai-
rement nulles vu que l’on suppose connu les paramètres intrinsèques de la QdR.
De plus, la distance entre le centre de la QdR originale et le centre de la QdR
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Figure 6.6 – Notre algorithme est comparé à celui de Cross (voir texte) pour évaluer
la robustesse des méthodes par rapport au bruit. (a) Tests sur les ellispoïdes prolates
(∈ QdR1). (b) Tests sur les ellispoïdes oblates (∈ QdR2).
reconstruite n’a plus vraiment de sens si on ne la compare pas à une autre mé-
thode. Nous gardons donc l’erreur d’angle entre les axes de révolutions des deux
QdR puis, nous calculons comme deuxième erreur la distance entre les projections
des centres des deux QdR (originale et reconstruite) que nous divisons par le grand
axe de l’image de la QdR originale. Ces erreurs sont montrés dans la Figure 6.8,
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Figure 6.7 – Notre algorithme est comparé à celui de Cross (voir texte) pour
regarder la performance des méthodes par rapport au nombre de caméras utilisées.
page 145. Pour chaque niveau de bruit, 500 simulations sont réalisées et on calcule
la moyenne afin de lisser les courbes. Nous avons vu dans la partie 6.6 que notre
méthode ne permet pas de retrouver une solution unique mais deux possibilités.
Pour calculer les erreurs, étant donné qu’il y a aucun moyen de déterminer laquelle
des deux possibilités est la bonne, nous choisissons de prendre la solution donnant
l’erreur la plus petite. Bien que les deux possibilités donnent des QdR très proches
l’une de l’autre et donc avec des erreurs similaires, nous avons choisi cette option
pour montrer que parmi les possibilités, la meilleure a des erreurs très faibles.
On peut encore remarquer que ces erreurs augmentent linéairement lorsque le
bruit augmente et restent relativement faibles même avec un bruit de 5% (< 2%
pour les projections des centres et <0.17 radians pour les angles entre les axes de
révolution).
6.8 Applications
6.8.1 Projet SODIMEL
L’intérêt que nous avons porté à la reconstruction de quadriques de révolution
nous est venu dans le cadre d’un projet avec l’industriel SODIMEL. Cette entreprise,
basée dans la région bordelaise vend du matériel de mesures en particulier dans le
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Figure 6.8 – Erreurs sur les reconstructions des QdR de paramètres connus à partir
d’une seule image (voir texte). (a) Erreurs sur les projections des centres (%). (b)
Erreurs sur l’angle entre les axes de révolution (rad).
domaine viti-vinicole. Nous avons développé pour SODIMEL un appareil de mesure
capable d’estimer le volume d’une grappe de raisin à partir d’une vision binoculaire
(Figure 6.9, page 146).
6.8.2 Modélisation d’une grappe de raisin à partir de deux images
Dans cette partie, nous décrivons les différentes étapes permettant la modéli-
sation de la grappe de raisin à partir de deux images. Chaque baie de la grappe
est assimilé à un ellipsoïde de révolution. Celui-ci n’étant pas intersecté par le plan
de la caméra, son image est nécessairement une ellipse. Nous décrivons comment
reconstruire les baies selon si elles sont visibles dans les deux vues, dans une seule
vue ou dans aucune vue. Bien entendu, nous ne prétendons pas reconstruire quelque
chose que l’on ne voit pas mais l’on va tout de même détailler une méthode per-
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Figure 6.9 – Dispositif permettant d’acquérir deux images d’une grappe de raisin
dans le but d’estimer son volume.
mettant d’obtenir une grappe de raisin réaliste et cohérente vis-à-vis de sa partie
visible dans les images.
Dans un premier temps, les paramètres intrinsèques des deux caméras sont pré-
calculés, grâce à la procédure de calibrage décrite dans [Gurdjos 2005] grâce à des
mires composées de cercles concentriques.
6.8.2.1 Reconstruction d’une baie à partir de deux vues
Les matrices de projection étant connues, nous utilisons la méthode détaillée
dans la section 6.5 pour reconstruire l’ensemble des baies visibles dans les deux
images. Une phase de détection d’ellipses et d’appariements sont donc nécessaires.
En ce qui concerne la détection des ellipses, nous utilisons un algorithme très
similaire à la transformée de Hough en ajoutant des contraintes liées à la direction
des gradients dans l’image et en restreignant les dimensions des espaces de recherche
(connaissant les tailles moyennes des baies et les conditions d’acquisition, on connaît
la taille minimal et la taille maximal des ellipses à détecter). Ensuite, les ellipses
sont appariées. Il est beaucoup plus facile d’apparier des ellipses que des points.
En effet, dans le cas d’un point, la contrainte épipolaire permet de restreindre les
appariements possibles à un point de l’image de gauche à toute une droite dans
l’image de droite. En revanche, dans le cas d’une ellipse, seules quelques ellipses (en
général 3 ou 4) de l’image de droite sont retenues comme appariements possibles
avec une ellipse de l’image de gauche. On doit cependant déterminer quel est le bon
appariement. Pour chaque possibilité, nous reconstruisons une quadrique et nous la
reprojetons dans les images. Seule la quadrique minimisant l’erreur de reprojection
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est conservée.
Figure 6.10 – Exemple de reconstructions de baies visibles sur les deux images.
De part et d’autre, nous pouvons voir les images acquises par le dispositif de prises
de vues et au centre la reconstruction des baies visibles ainsi que des plans orange.
Les axes optiques des caméras sont représentés par des segments bleus.
6.8.2.2 Reconstruction d’une baie à partir d’une seule vue
Une fois un ensemble de quadriques de révolution reconstruits à partir de deux
images, on peut faire un apprentissage sur les paramètres de ces quadriques. On a
remarqué que ces paramètres sont tous très proches pour une même grappe. Cela va
nous permettre de reconstruire les baies visibles sur une seule vue en les supposant
de paramètres égaux à la moyenne des paramètres des quadriques de révolution déjà
reconstruites. On utilise l’algorithme détaillé dans la section 6.6 tout en vérifiant
cependant à chaque fois la cohérence de la quadrique de révolution reconstruite.
6.8.2.3 Ajout de nouvelles baies
Dans un dernier temps, on cherche à compléter la grappe jusqu’à présent recons-
truite. En effet, il reste une partie invisible de la grappe que l’on peut seulement
supposer similaire à la partie reconstruite dans le sens où ayant la même densité
dans la disposition des baies. On ajoute donc de nouvelles baies une par une entre
les baies reconstruites et le cadre orange visible sur la Figure 6.10, page 147. On
vérifie à chaque fois si sa position respecte la densité des baies déjà reconstruites
(écartement avec ses baies voisines). Si ce n’est pas le cas, on ne retient pas cette
baie. Un exemple de résultat est montré sur le Figure 6.11, page 148.
6.8.3 Modélisation d’une quadrique de révolution à partir d’images
Nous avons également fait des expérimentations avec des QdR disposées sur un
échiquier. Ce dernier nous sert à étalonner les caméra afin de déterminer les para-
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Figure 6.11 – Reconstruction d’une grappe de raisin (au centre) à partir de deux
vues (image de gauche et image de droite).
mètres intrinsèques et extrinsèques. Puis, nous utilisons l’algorithme 3 après avoir
détouré les images des QdR manuellement. Le but ici est de tester notre algorithme
de reconstruction et c’est la raison pour laquelle on suppose connus les contours
occultants. Dans la Figure 6.12, page 148, les deux images originales se trouvent
sur la gauche. Sur la droite, on voit la reprojection de la scène 3D reconstruite
ainsi que la position des deux caméras dont on était prises les images de gauche. 26
baies de raisin et 3 tomates sont reconstruites en les supposant assimilables à des
ellipsoïdes de révolution.
Figure 6.12 – Reconstruction de fruits vus comme des ellipsoïdes de révolution
réels prolates.
Sur la Figure 6.13, page 149, divers objets ont été reconstruits à partir de deux
images. Un échiquier est également utilisé pour étalonner les images. Une des images
originales est représenté en haut alors qu’une image reprojetée de la scène recons-
truite est affichée dessous. On peut remarquer que ces objets ont différentes formes
de QdR : 1 ellipsoïde de révolution prolate, 3 ellipsoïdes de révolution oblates, 1
hyperboloïde de révolution à une nappe et 1 cylindre. On rappelle ici que la matrice
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d’un cylindre est dégénérée, de rang 3 et que cette contrainte doit donc être imposée
a posteriori.
Figure 6.13 – Reconstruction de quadriques de révolution. On peut voir un ellip-
soïde de révolution prolate, trois ellipsoïdes de révolution oblates, un hyperboloïde
de révolution à une nappe et un cylindre.

Conclusion, limites et
perspectives de la partie II
Dans cette deuxième partie, les principales contributions apportées sont :
– un nouvel algorithme permettant de retrouver les images des foyers principaux
d’une quadrique de révolution à partir du contour occultant dans une vue
calibrée,
– une nouvelle méthode de reconstruction de quadriques de révolutions à partir
d’au moins deux vues calibrées,
– une nouvelle méthode permettant de retrouver la position et l’orientation
d’une quadrique de révolution de paramètres connus à partir d’un seul contour
occultant dans une vue calibrée.
Ces travaux ont donné lieu à deux articles :
– Multiple View Reconstruction of a Quadric of Revolution from its Occluding
Contours, Pierre Gurdjos, Vincent Charvillat, Géraldine Morin, Jérôme Gué-
nard publié et accepté en présentation orale à ACCV en 2009,
– De la Reconstruction de Quadriques de Révolution à partir d’Images à la Com-
plémentation d’Objets Naturels, Jérôme Guénard, Géraldine Morin, Pierre
Gurdjos, Vincent Charvillat publié et accepté en présentation orale à l’AFIG
en 2009.
La première contribution de cet article consiste en une nouvel méthode per-
mettant le calcul des images des foyers principaux d’une QdR à partir d’un contour
occultant dans une seule vue calibrée et du type de la QdR (on doit en effet connaître
si les foyers principaux de la QdR sont réels ou complexes et donc si la quadrique ∈
QdR1 ou QdR2). Ce résultat (dont le détail est donné dans l’algorithme 2)est très
important car il a permis le développement de nouveaux algorithmes permettant de
reconstruire des QdR. En particulier, nous avons proposé un schéma de triangula-
tion linéaire pour reconstruire la QdR à partir d’au moins deux contours occultants
dans deux vues calibrées. Une autre méthode permettant le calcul de la position
d’une QdR de paramètres connus à partir d’un seul contour occultant est présentée.
Toutes ces méthodes ont été évaluées et les résultats sont très satisfaisant aussi bien
sur des données de synthèse qu’à partir d’images réelles. Ces différents algorithmes
permettent la reconstruction d’un grand nombre d’objets possédant des surfaces
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quadratiques.
Une des limites de cette méthode est le fait de travailler sur des vues calibrées.
Cela implique de calculer les paramètres intrinsèques et extrinsèques des caméras en
amont. Il serait intéressant de chercher à savoir s’il est possible de calibrer la scène
directement à partir des contours occultants des quadriques. L’avantage de la mé-
thode de Cross et al. [Cross 1998] est qu’elle permet de reconstruire les quadriques
projectivement, sans connaissance de la matrice de calibrage.
Une deuxième limite est de devoir donner le type de la QdR en entrée de nos
algorithmes. Cela implique de devoir le détecter à partir des contours occultants.
Bien qu’il est très facile de le détecter pour certaines QdR (un hyperboloïde à
une nappe est automatiquement une QdR2 car il possède des foyers principaux
complexes alors qu’un hyperboloïde à deux nappes est automatiquement une QdR2
car il possède des foyers principaux réels), il est parfois plus difficile de déterminer
si un ellipsoïde de révolution est prolate ou oblate. Nos méthodes ne permettent
pas, pour le moment, de détecter le type de la QdR mais il serait intéressant de
savoir si c’est possible.
Nous n’avons pas présenté de reconstructions de surfaces plus complexes qui
peuvent être décomposées en plusieurs morceaux assimilables à des surfaces qua-
dratiques. Cela pourrait être fait dans de futurs travaux. Pour chaque morceau, il
faut alors veillé à détecter des courbes dans les images suffisamment précisément
pour reconstruire la QdR de manière correcte et surtout ne garder que la partie
de la QdR qui convient. Pour cela, une méthode permettant, à partir des portions
de contours occultants dans au moins deux vues 2D, de détecter la portion 3D
de la QdR à conserver doit être développée, ce qui est loin d’être évident. Tous
les morceaux doivent ensuite être assemblés en assurant la continuité en chaque
jointure.
Conclusion générale
Chacune des deux parties de cette thèse comportant déjà sa propre conclusion
ainsi que ses propres perspectives, il s’agit simplement dans ce dernier chapitre
d’apporter une conclusion globale à cette thèse.
Nous avons donc présenté des méthodes permettant de modéliser une plante
dans la première partie et un fruit dans la seconde. Plus particulièrement, les mé-
thodes ont été développées dans le domaine de la viticulture et donc sur les vignes
et les grappes de raisins. Nous avons démontré que ces méthodes pouvaient être
adaptées à d’autres types de plantes. Une question qui pourrait se poser est pour-
quoi n’avoir pas modéliser de pieds de vigne avec des grappes de raisins dessus ?
La réponse vient du fait que les échelles sont trop différentes. En effet, une photo
d’un pied de vigne dans son intégralité ne permet pas de voir les grappes de raisin
avec une résolution suffisamment élevée. Nous pourrions tout juste détecter l’em-
placement de ces grappes et encore, lorsque celles-ci ne sont pas occultées par les
feuilles et que leur couleur ou leur texture diffère suffisamment des branches ou de
tout autre objet naturel de la scène. Bien sûr, un tel appareil de mesure passant
dans les rangées de vignes et étant capable à la fois d’estimer des paramètres sur
le feuillage comme l’homogénéité d’une parcelle ou la vigueur des pieds ainsi que
des paramètres sur les grappes de raisin comme le volume total produit sur une
parcelle ou la colorimétrie des grappes serait très intéressant pour le vigneron. Ce-
pendant, il semble encore compliqué aujourd’hui, avec seulement de l’optique, de
pouvoir fournir de tels résultats. Cependant, les techniques évoluent de plus en plus
vite. L’apparition d’appareils couplant l’optique à une information de profondeur
comme celui présenté dans l’article de Izadi et al. [Izadi 2011] pourrait permettre
d’apporter une connaissance supplémentaire 3D d’une part mais aussi de valider nos
reconstructions. Les grappes pourraient alors être plus facilement détectées même
sur des images de plus grande échelle grâce à leur forme géométrique particulière.
Il est certain que dans le futur, les prix de tels appareils convergeront vers les prix
des appareils optiques actuels et ils seront donc de plus en plus utilisés. Cependant,
ces appareils ne permettront pas de voir ce qui se passe derrière l’objet photogra-
phié. Dans le cas d’une seule image comme c’était notre cas pour la modélisation
d’arbres, l’utilisation de connaissances a priori pour compléter l’arbre dans les zones
occultées restera le moyen le plus efficace. C’est pourquoi, coupler l’analyse avec la
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synthèse devrait encore se développer dans les années à venir dans la plupart des
domaines du traitement de l’image.
De plus, l’image étant utilisée de plus en plus, il serait intéressant de dévelop-
per de nouvelles techniques qui permettraient une agriculture plus durable et plus
écologique. En effet, la modélisation de plantes grâce à une caméra située sur des
engins agricoles (comme on l’a vu dans la conclusion de la première partie) per-
mettrait d’optimiser par exemple l’utilisation de produits vaporisés sur les plantes.
Des études ont montré qu’une part importante des engrais ou des insecticides ne
finissent pas sur les feuilles des plantes traitées mais dans la nature. De nouveaux
appareils permettant de vaporiser la quantité adéquate aux endroits précis où se
trouve le feuillage permettrait d’une part de rendre l’agriculture plus écologique et
ferait faire des économies aux agriculteurs. De tels appareils pourraient également
être utilisés pour la taille des vignes comme cela commence déjà à se faire avec le ro-
bot VIN de Wall Ye. Une nouvelle agriculture plus « intelligente » commence donc
à se développer et de nombreux progrès restent encore à réaliser dans ce domaine.
Annexe A
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A.1 Utilisation des superpixels pour la segmentation
A.1.1 Problème
Lors de la phase de segmentation basée profondeur, nous rappelons que le but
est alors, lorsqu’il y a des trous dans le feuillage de la première rangée de vignes,
de segmenter ce feuillage du feuillage des rangées de derrière. Nous avons écrit « À
chaque pixel de l’image, on lui attribue la profondeur du point suivi le plus proche ».
Nous nous sommes auparavant demandé comment assigner une profondeur à chaque
pixel de l’image. Nous avions d’abord pensé utiliser les superpixels. Les superpixels
sont des primitives intermédiaires : elles sont plus complexes que les pixels mais
moins complexes que des objets détectés par des méthodes bien souvent haut niveau
et qui demandent donc un temps de calcul plus conséquent. Ils sont formés en
rassemblant des pixels (généralement voisins) en utilisant des critères qui peuvent
être spatiaux, colorimétriques ou en se basant sur les contours de l’image. Il était
alors naturel de se demander s’il était judicieux d’attribuer la même profondeur à
tout un superpixel s’il n’y avait qu’un seul point suivi à l’intérieur de celui-ci. Les
tests que nous avons effectués sont présentés ici.
A.1.2 Expérimentations
Nous avons commencé par se constituer une base de vérité terrain en détourant
à la main 3 images de pieds de vignes avec des conditions différentes (feuillage au
soleil, à l’ombre, avec de l’herbe au sol, sans herbe). Nous pouvons voir des exemples
de ce détourage manuel dans la Figure A.1, page 157.
Puis, nous avons testé la segmentation en superpixels avec les algorithmes de
Mori [Mori 2005] et de Achanta et al. [Achanta 2010] qui font parties des méthodes
les plus souvent utilisées. La méthode de Mori privilégie le critère colorimétrique
aux dépens du critère spatial alors que la méthode de Achanta cherche à avoir des
superpixels les plus compactes possibles. Pour chacun, nous avons essayé différents
nombres de superpixels demandés par image. Les résultats sont montrés dans la
Figure A.2, page 158 pour Mori et dans la Figure A.3, page 158 pour Achanta.
Puis, on a compté le nombre de superpixels ne contenant que des pixels de
la classe « feuillage de la première rangée » ou ne contenant que des pixels de la
classe « ne faisant pas partie du feuillage de la première rangée ». On a laissé un
taux d’erreur de 5%, 10%, 15% ou 20%, c’est-à-dire qu’un superpixel est considéré
comme faisant partie d’une classe s’il contient seulement 95%, 90%, 85% ou 80% de
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Figure A.1 – La première ligne représente des images extraites des vidéos acquises
dans les vignes. La deuxième ligne représente seulement le feuillage des vignes de
la première rangée, segmenté à la main. Les zones rouges de la troisième ligne
représentent du feuillage des rangées de derrière.
pixels d’une même classe. On peut voir un exemple dans la Figure A.4, page 159 et
les résultats sont référencés dans la Table A.1, page 160 et la Table A.2, page 160.
Comme on peut le remarquer, il n’y a pas de différences significatives entre
les images ou entre les deux méthodes (si on compare pour un nombre de super-
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Figure A.2 – Image de vignes sur laquelle on a appliqué l’algorithme de Mori avec
40, 206 et 1100 superpixels.
Figure A.3 – Image de vignes sur laquelle on a appliqué l’algorithme de Achanta
avec 175, 458 et 1926 superpixels.
pixels similaires). Plus le nombre de superpixels est élevé, plus le pourcentage de
superpixels n’appartenant qu’à une seule classe est important. Cependant, les su-
perpixels sont alors de plus en plus petits et le risque d’avoir des superpixels sans
points suivis à l’intérieur augmente. Par conséquent, on ne peut alors plus attribuer
de profondeur à chaque superpixel. Les résultats peuvent semblaient bons car ils
dépassent souvent les 90% de superpixels possédant des pixels d’une même classe
mais ces pourcentages sont calculés sur la totalité des superpixels. Si on ne prend
que les superpixels se trouvant sur les bordures entre les deux classes (« feuillage
de la rangée de devant » et « autre »), ce taux peut très vite chuter, voire même en
dessous des 50%.
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Figure A.4 – La première colonne montre des images segmentées manuellement
(feuillage de la rangée de devant) sur lesquelles ont été surimprimées les segmen-
tations en superpixels des images originales effectuées avec les algorithmes de Mori
(en haut) et de Achanta (en bas). La deuxième colonne représente en jaune les
superpixels ne contenant que des pixels d’une même classe (à 20% près) et en noir
ceux ne respectant pas cette condition.
A.2 Conclusion
Les expérimentations détaillées ci-dessus nous ont permis de conclure que l’uti-
lisation des superpixels n’étaient pas forcément justifié dans notre cas. En effet, le
feuillage de la rangée de devant par rapport à celle des rangées de derrière n’est pas
suffisamment discriminant pour être séparé par une méthode de segmentation par
superpixels. C’est la raison pour laquelle nous avons fait le choix de ne pas l’utiliser
dans notre méthode.
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1ère image
taux d’erreur 40 superpixels 206 superpixels 1100 superpixels
5% 62% 82% 90%
10% 70% 87% 93%
15% 80% 90% 94%
20% 82% 93% 95%
2ème image
taux d’erreur 40 superpixels 212 superpixels 1108 superpixels
5% 75% 85% 91%
10% 90% 93% 94%
15% 97% 94% 95%
20% 97% 95% 96%
3ème image
taux d’erreur 40 superpixels 219 superpixels 1119 superpixels
5% 65% 81% 91%
10% 78% 87% 93%
15% 82% 92% 95%
20% 82% 93% 95%
Table A.1 – Pourcentage de superpixels n’appartenant qu’à une seule classe en
fonction de l’image traitée, du nombre de superpixels et du taux d’erreur pour
l’algorithme de Mori.
1ère image
taux d’erreur 175 superpixels 458 superpixels 1926 superpixels
5% 81% 87% 91%
10% 85% 91% 94%
15% 87% 93% 95%
20% 92% 95% 96%
2ème image
taux d’erreur 181 superpixels 453 superpixels 1883 superpixels
5% 86% 90% 94%
10% 92% 92% 96%
15% 93% 93% 97%
20% 93% 95% 98%
3ème image
taux d’erreur 183 superpixels 473 superpixels 1949 superpixels
5% 85% 91% 95%
10% 89% 95% 96%
15% 92% 97% 97%
20% 93% 97% 98%
Table A.2 – Pourcentage de superpixels n’appartenant qu’à une seule classe en
fonction de l’image traitée, du nombre de superpixels et du taux d’erreur pour
l’algorithme de Achanta.
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