Introduction
This survey is intended to provide a background for the authors paper 23]. The latter was the subject of the talk given by the second author at the Arrangement Workshop. The central theme of this survey is the cohomology of local systems on quasi-projective varieties, especially on the complements to algebraic curves and arrangements of lines in P 
Cohomology of local systems
Local systems. A local system of rank n on a topological space X is a homomorphism 1 (X) ! GL(n; C). Such a homomorphism de nes a vector bundle on X with discrete structure group or a locally constant bundle (cf. 7], I.1). Indeed, ifX u is the universal cover of X thenX u 1 (X) C n is such a bundle (this product is the quotient ofX u C n by the equivalence relation (x; v) (x 0 ; v 0 ) if and only if there is g 2 1 (X) such that x 0 = gx; v 0 = gv; this quotient has the projection ontoX u = 1 (X) = X with the ber C n ).
Vice versa, any locally constant bundle de nes a representation of the fundamental group of the base.
If X is a complex manifold, then there is a one-to-one correspondence between the local systems and pairs consisting of a holomorphic vector bundle on X and an integrable connection on the latter (cf. 7] I.2, Theorem 2.17).
If V is a vector bundle then a connection can be viewed as a C-linear map de ned for each open set U in X which operates as follows r : V (U) ! 1 (X)(U) O(U) V (U)) where V (U) (resp. O(U), resp. (X)(U)) is the space of sections of V (resp. the space of functions and the space of 1-forms) holomorphic on U. It is required from r to satisfy the Leibniz rule r(f s) = df s + f r(s). The integrability requirement is that if one extends r to the maps r 1 : v) is a holomorphic function (resp. a section of a locally constant bundle V ) on U. The sections of V which are at with respect to this connection, i.e., such that r( ) = 0, coincide with the sections of V . Vice versa, the sections of any holomorphic bundle with integrable connection form a locally constant bundle, i.e., a local system.
Cohomology. The homology of a local system can be de ned as the homology of chain complex: ::: ! C i (X u ) 1 (X) C n ! :::
Here the chain complex forX u can be the complex of singular chains, or chains corresponding to a triangulation, or chains with a support, etc.
It is well known that the cohomology of X with constant coe cients can be calculated using the deRham complex A (X) of C 1 -di erential forms (the deRham theorem). In the case where X is a non singular algebraic variety which is the complement to the union Y of smooth divisors on a projective variety X one can de ne a subcomplex A < Y > of deRham complex called log-complex. It consists of C 1 forms ! on X with the property that near a point of X at which Y has local equation Q = 0 both Q! and Qd! admit extension to X. If the components of Y intersect transversally then the cohomology of the complex A < Y > is also isomorphic to H (X). Otherwise it is not true in general though under some conditions on the singularities of Y (e.g. if Y is free) it is still true (see 4, 34] ). The cohomology of local systems also can be described using di erential forms. Before stating this result let us recall that, though the holomorphic log-deRham complex is too small to give full cohomology groups, there is, nevertheless, a way to reconstruct cohomology using holomorphic forms. Namely, one can consider a double complex F i;j of sheaves such that all F i;j are acyclic and F i; form a resolution of i (X) < Y >. Then the cohomology of the double complex ?(F i;j ), i.e., the cohomology of the complex i+j=k ?(F i;j ) , is called the hypercohomolgy of (X) < Y >. This construction of hypercohomology applied verbatim to any complex of sheaves F instead of log-complex yields hypercohomology groups H (F ). A theorem of Deligne states that the hypercohomolgy H i ( (X) < Y >) is isomorphic to H i (X; C) (cf. 8] ). On the other hand, if X is a ne, e.g. a complement to a hypersurface in projective space (cf. section 4.), then the cohomology H i (X; C) can be found using complex of rational forms (the algebraic deRham theorem (cf. 12]).
Hypercohomology also yields the cohomology of local systems in terms of di erential forms, i.e., give a version of the deRham theorem for local systems. The (holomorphic) deRham complex in this case is formed by the sheaves of holomorphic forms with values in the holomorphic bundle V corresponding to the local system V , i.e., p (V) = p O V with the di erential given by r p (! v) = d! v + (?1) deg(v) !^rv (r 1 above is a special case of the di erential in this deRham complex). Note that integrabiltiy r 1 r = 0 yields that r p+1 r p = 0, i.e., p (V) form indeed a complex of sheaves. This deRham complex is a resolution of the holomorphic bundle V and it yields "deRham theorem" H p ( (X)(V)) = H p (X; V ) (if V is a trivial local system one obtains the standard deRham theorem). Moreover, if X is a ne, the deRham theorem with twisted coe cients still holds, i.e., the cohomology of the complex of rational forms with values in V is isomorphic to H i (X; V ) (cf. 7], II, cor.6.3)
Calculation of cohomology of local systems using logarithmic complex is more subtle (even in the case of normal crossing), i.e., hypercohomology of log-complex yield the cohomology of the local system only if certain conditions are met. Deligne H(X; X < Y > (V)) = H(X; X (V)) Rank one local systems. Rank one local systems on X are just the characters of fundamental group or equivalently of H 1 (X; ZZ). We will assume for simplicity that the latter group is torsion free. In this case the "moduli space" of local systems of rank one is just the torus Char(X) = C b 1 where b 1 = dimH 1 (X; R) (presence of torsion in H 1 (X; ZZ) will introduce other connected components to this torus). For higher rank the construction of moduli spaces in considerably more complicated (cf. 31]).
The torus Char(X) contains subvarieties k i which consist of local systems V such that rkH k (X; V ) i and which are important invariants of X. They play a crucial role in several problems.
First, these subvarieties of Char(X) are closely related to the structure of the fundamental group of X or more precisely to the Alexander invariants of the latter. Those can be de ned as follows (cf. 22]). LetX A be an abelian cover of X with A being an abelian group of deck transformations, i.e., the cover corresponding to the kernel of surjection A : 1 (X) ! A. Though In order to de ne the constants 1 ; :::; l (constants of quasiadjunction of the singularity of a germ of plane curve f(x; y)) let us consider for each element in the local ring of the origin, the function (p) = minfkjz k 2 Adj(z p = f(x; y))g:
One can show that this function can be written for an appropriate rational number as (p) = p] where ] denotes the integer part (this is immediate, in the case where f(x; y) is generic for its Newton polytope, from the description of the adjoint ideal mentioned in the previous paragraph, since in this case the germ of z p = f(x; y) is genric for its Newton polytope).
Moreover, the set of rational numbers ; 2 O 0;0 , is nite. In fact the set of numbers ? forms a subset of Arnold-Steenbrink spectrum of f(x; y) = 0 belonging to the interval (0; 1) (cf. 24]). In particular exp(2 i ) is a root of the local Alexander polynomial of the link of the singularity f(x; y) = 0.
Moreover for each the germs such that < form an ideal called ; 0g as follows from the description of adjoint ideals for polynomials generic for their Newton polytopes mentioned earlier.
We noted already that x 2 = y 3 has only one constant quasiadjunction, i.e., 1 6 . Second, since the degree of the curve is 6, the contributing into Alexander polynomial constants of quasiadjunction should satisfy 6 2 ZZ. Third, it follows again from the description of adjoint ideals that the monomial x i y j belongs to the ideal of quasiadjunction corresponding to the constant of quasiadjunction , i.e., either i 2 or j 2 or both i; j 1. Hence , which is a combination of x i y j , is in the ideal of quasiadjunction of 1 6 of singularity x 
Local systems on the complements to arrangements of hyperplanes
An interesting class of examples where cohomology of local systems and characteristic varieties can be often explicitly computed is formed by complements to hyperplane arrangements. Tools for compuations are given by combinatorial invariants of arrangements: the intersection lattice and its Orlik-Solomon algebra.
Let B be an arrangement fH 1 ; : : : ; H n g of hyperplanes in a complex projective space P and L its intersection lattice (i.e., the set of all intersections of the hyperplanes ordered opposite to inclusion and augmented by the maximum element 1). Fix some homogeneous linear forms 1 ; : : : ; n such that the zero locus of i is H i . Recall that the Orlik-Solomon algebra S of B (or of L) is the factor of the exterior algebra over C on generators e 1 ; : : : ; e n by the ideal generated by p X j=1 (?1) j e i 1 ê i j e ip for all linearly dependent sets f i 1 ; : : : ; ip g. Algebra S is graded and generated in degree one. Denote by S the subalgebra of S generated by the elements P n i=1 a i e i (a i 2 C) with P n i=1 a i = 0. According to the projective version of the Brieskorn-Orlik-Solomon theorem ( 3, 27] : S C r ? where S C r is the complex on S C r whose di erential is the (left) multiplication by the element a 2 S 1 corresponding to the form !. In the rank one case which is of the main interest in this note we denote the cohomology of that complex by H ( S; a).
For the arrangement of hyperplanes in general position the embedding is a quasi-isomorphism. More precise su cient conditions were obtained in 9, 30] by blowing up at non-normal crossings and applying Deligne's theorem (see section 2). To state the stronger version from 30] note that each X 2 L de nes the subarrangement B X = fH 2 BjX Hg of B. We put P X = P H i 2B X P i and call the subspace X dense if B X is not the product of two non-empty arrangements. for every dense X 2 L. This work was continued in 11] where a basis of cohomology of the maximum dimension was found that is independent of !.
Another interesting problem is to investigate connections between the two types of cohomology (of rank 1 local system and of the complex S ) when the conditions of Theorem 4.1 cease to hold (so called resonance case). There are at least two related but di erent ways to do that. One way is to relate the characteristic varieties of an arrangement with the respective subvarieties of S 1 . Let us de ne the latter. The rst relevant de nition was given by Falk 10] who studied invariants of S.
For an arrangement B de ne the resonance variety Rk = Rk(B) = fa 2 S 1 j dim H`( S; a) kg:
Clearly each Rk is an algebraic subvariety of the linear space S 1 and the easiest one to study is R 1 k . The studies of these varieties were started in 10]. There relations with the characteristic varieties were rst investigated in 22] and then in 5].
Since we focus on the cohomology of dimension 1 it su ces to consider arrangements of lines in the projective plane since by twisted version of Lefschetz theorem 32] the fundamental group of the complement to an arrangement is the same as the one for the intersection of this arrangement with a generic plane. For this case, the irreducible components of R (exp(2 ia 1 ); : : : ; exp(2 ia n )) 6 Using the pencil of curves, the Euler characteristic of P 0 can be computed in two di erent ways that gives strong restrictions on the size and amount of indecomposable blocks of Q. Combinig this with the condition on the blocks of being a ne one obtains strong restrictions on arrangements of lines with characteristic varieties of positive dimension. For instance, if each line has precisely three multiple points then the arrangement can be embedded into the Hesse arrangement consisting of 12 lines passing each through 3 of 9 in ection points of a smooth cubic.
The following example from 5] can be used to show that the exceptional nitely many cosets of elements of R 1 from Theorem 4.2 can indeed exist. Example 5] . The arrangement consists of 7 lines that are the zero loci of the following forms i (ordered from the left to the right): x; x + y + z; x + y ?z; y; x ?y ?z; x ?y + z; z. These lines de ne 3 double and 6 triple points of intersection with the latter (viewed as the sets of indices of lines passing through them) being X 1 = f1; 2; 5g; X 2 = f1; 3; 6g; X 3 = f2; 3; 7g; X 4 = f2; 4; 6g; X 5 = f3; 4; 5g; X 6 = f5; 6; 7g:
The resonance variety R 6 . Thus V(a) = V(a + N i ). 
Problems
The emerging picture of the cohomology of rank one local systems is far from being complete. We suggest several problems as an attempt to clarify it.
The case of arrangements of lines in the projective plane seems to be the most promissing and a majority of our problems is devoted to this case. In them, M is the complement of the union of lines (cf. section 4). Results of 23] show that the dimension of the characteristic variety imposes a bound on the number of lines in the arrangement. Similar realization problem for characteristic varieties and Alexnander polynomials of algebraic curves (e.g. which polynomials can appear as the Alexander polynomials of algebraic curves or algebraic curves of given degree) seems to be also open. More concretly: how large can the degree of the Alexander polynomial be of a curve with nodes and cusps? For the sextic dual to a non singular plane cubic the Alexander polynomial is equal to (t 2 ? t + 1) 3 . Are there the curves for which the degree of Alexander polynomial is bigger than 6? The Alexander polynomial of the complement to an algebraic curve divides the product of local Alexander polynomials and the Alexander polynomial at in nity (cf. 17] and references there). This gives a bound for the degree of the Alexander polynomial in terms of the degree of the curve. For example for a curve with singularities not worse than ordinary cusps we obtain 2(d ? 2).
For calcualtions of Alexander polynomials for curves with more complicated singualrites we refer to 6].
