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Abstract
In 1994 Fredman and Khachiyan established the remarkable result that the duality of a pair of monotone Boolean functions,
in disjunctive normal forms, can be tested in quasi-polynomial time, thus putting the problem, most likely, somewhere between
polynomiality and coNP-completeness. We strengthen this result by showing that the duality testing problem can in fact be solved
in polylogarithmic time using a quasi-polynomial number of processors (in the PRAM model). While our decomposition technique
can be thought of as a generalization of that of Fredman and Khachiyan, it yields stronger bounds on the sequential complexity of
the problem in the case when the sizes of f and g are signiﬁcantly different, and also allows for generating all minimal transversals
of a given hypergraph using only polynomial space.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let f : {0, 1}n → {0, 1} be a monotone Boolean function, deﬁned by its irredundant disjunctive normal form
(DNF)
f (x) =
∨
F∈F
∧
i∈F
xi ,
where F ⊆ 2V is a Sperner hypergraph (i.e., no hyperedge in F contains another), deﬁned on the set of variable
indices V def={1, . . . , n}, and represents the set of prime implicants of f . Such a DNF representation exists and is
uniquely deﬁned for any monotone Boolean function. The dual of f = f (x1, . . . , xn), denoted by f d, is deﬁned as
f d(x)= f¯ (x¯1, . . . , x¯n), or equivalently by the conjunctive normal form (CNF) f d(x)=∧F∈F∨i∈F xi . The monotone
Boolean dualization problem is to compute, for a given monotone Boolean function f, the prime implicants of the dual
function f d. Given a hypergraphH ⊆ 2V , a set X ⊆ V is said to be a transversal (or a hitting set) ofH if X∩H = ∅
for all H ∈ H, and is said further to be a minimal transversal if no proper subset of X is a transversal forH. From
 A preliminary version containing some of the results of this paper appears in [20].
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these deﬁnitions, it follows that ifF is the hypergraph representing the prime implicants of f, then
f d(x) =
∨
F∈Fd
∧
i∈F
xi ,
whereFd ⊆ 2V is the dual (or transversal) hypergraph, i.e., the hypergraph of all minimal transversals ofF. Clearly,
the number K of prime implicants of f d can be exponential in the number n of variables and the number m of prime
implicants of f, and hence it is natural to consider algorithms whose efﬁciency is measured in terms of these parameters
n, m and K (the so-called output-sensitive algorithms). In particular, ﬁnding f d can be reduced to K + 1 calls to the
following decision problem:
Duality-testing (f, g): Given two monotone Boolean functions f, g, by their irredundant DNFsF,G ⊆ 2V , check
if f d = g.
Equivalently, the problem is to test, for two given hypergraphsF, G ⊆ 2V , whetherFd = G.
Determining the exact complexity of the duality testing problem is an outstanding open question, which has been
referenced in a number of complexity theory retrospectives, e.g., [42,48], and has been recently the subject of growing
research, see e.g., [4,13,16,17,22,27,53]. In pioneering work [22], Fredman and Khachiyan gave an algorithm for
solving this problem whose running time is O(n2)+No(log N), where N = |F| + |G|, thus providing strong evidence
that this decision problem is unlikely to be NP-hard. Eiter et al. [17,18], and independently Kavvadias and Stavropoulos
[36,35], used the results of [22] to show that the duality of a pair of monotone Boolean functions can be checked in
polynomial time with limited nondeterminism, i.e., with a polylogarithmic number of suitably guessed bits, putting
thus the problem in the class co-2P (see e.g., [40] for the deﬁnition of this class). Gaur and Krishnamurti [25] gave
another algorithm for the equivalent problem of checking if a Boolean function is self-dual (i.e., if f d(x)= f (x)), and
showed it to run in time O(N2 log N+2) in general, and in polynomial time on random instances. A brief survey of a
number of algorithms for the dualization problem, along with an extended list of references, can be found in [19].
Our ﬁrst result, stated more precisely in Section 1.1 below, places duality-testing further into the class of problems
solvable (in the PRAM model) in polylogarithmic time using a quasi-polynomial number of processors.1 This is
obtained through a new set decomposition rules, similar to those of Fredman and Khachiyan (and can in fact be thought
of as a generalization), that allow us to obtain a recursion tree with polylogarithmic depth. As a byproduct of this
decomposition technique, we also obtain stronger bounds on the complexity of duality testing, which can make use of
the possible asymmetry in the sizes ofF and G: if m= |F|, K = |G|, and N =m+K , then we can test duality in time
n2mo(log K) if K?n and in time n2Ko(log m) if m 	 n; see Theorem 1, and Corollary 1 below for the precise bounds.
A further implication of this result is that, if  is a monotone property deﬁned over the subsets of an n-set and given by
an oracle, then the characterizing families of the property, i.e., the families of minimal subsets satisfying and maximal
subsets not satisfying , can be listed in randomized O(
√
n) oracle parallel time per subset using a quasi-polynomial
number of processors; see Section 1.2 for more details.
Since the dualization of a monotone Boolean function f is equivalent to computing the minimal transversals (or
equivalently, the maximal independent sets) of the hypergraph representing the DNF of f, we may also consider the
following incremental generation problem:
GEN-TRANS(H, k): Given a hypergraphH, and an integer k1, generate k (or all if |Hd|k) minimal transversals
ofH.
This so-called hypergraph transversal problem [2] has also received considerable attention in the literature, since
it is known to be polynomially equivalent with many other enumeration problems appearing in various areas, such
as artiﬁcial intelligence (e.g., [16,26,34]), database theory [46,55], distributed systems [23,31], game theory (e.g.,
[29,50,51]), machine learning and data mining (e.g., [1,28]), mathematical programming (e.g., [8,37]), matroid theory
(e.g., [6,38]), and reliability theory (e.g., [10,50]).
It follows from [22] that problemGEN-TRANS(H, k) can be solved in incremental quasi-polynomial timeO(n2k)+
(m+k)o(log(m+k)), wherem=|H| (see [30]). For many special classes of hypergraphs, polynomial time algorithms are
also known, e.g., hypergraphs of bounded edge size [5,9,12,16,21,32], of bounded-degree [14,17,47], of bounded-edge
1 It should be noted that similar results can also be derived from the algorithms in [25]. However, these algorithms do not allow for the asymmetric
bounds and the polynomial space results, stated later, since the asymmetry between the input and output is lost once self-duality is considered.
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intersections [7], of bounded treewidth [17], regular hypergraphs (e.g., [3,11,45,49]), read-once [15], and several other
classes of hypergraphs [13,24,39,43,44,52]. From a practical point of view, our asymmetric bounds stated above, when
applied to generating minimal hypergraph transversals, are of particular interest since typically the size of the output
hypergraphHd is much larger than the size of the input |H|.
Note the generation of the dual hypergraphHd by repeated duality testingmay require, in general, space that is expo-
nential in n and the size of the input hypergraphH. Tamaki [54] showed that a modiﬁcation of the Fredman–Khachiyan
algorithm can be implemented to generate all minimal transversals ofH in total polynomial time (nm+K)O(log(nm)),
using polynomial space O(nm log(nm)), independent of K = |Hd|. As our third result (see Theorem 2 below), we
improve these bounds by showing that, for any k1, we can generate k minimal transversals ofH in time n2mo(log k)
using space o(n2m log m)(or alternatively, in time (n+k)O(log m) using space O(nm log m)). This result will be proved
in Section 3. A more precise summary of these results is given in the next section.
1.1. Main results
We will make use of the following deﬁnition throughout the paper. For a, b ∈ R+, let (a, b) be the unique positive
root of the equation
(
(a, b)
b
)(a,b)
= a.
Note that for log a = (b), (a, b) ∼ log a/ log log a, while (a, b) =(b) if log a = O(b) and a1.
In stating our bounds below, we shall only give bounds in terms of the depth and number of nodes of the recursion
tree used in the algorithm. It should be understood that these bounds on the parallel running time and the number of
processors should be multiplied, respectively, by polylogarithmic and polynomial factors of n, m and K, corresponding
to the operations performed at each recursion tree node.
Theorem 1. Let f, g : {0, 1}n → {0, 1} be two monotone Boolean functions given by their irredundant DNFs,
represented by Sperner hypergraphsF,G ⊆ 2V , of sizes |F| = m and |G| = K . Then
(i) Duality-testing (f, g) can be solved in time O((N, 2) log(N)) using O(N4(N,2)) processors, where N =m+K;
(ii) Duality-testing (f, g) can be solved in time O((K, 3(ln n + 1)) log m/ log n) using O(Km(K,3(ln n+1))) pro-
cessors, and in time O((m, 3(ln n + 1)) log K/ log n) using O(mK(m,3(ln n+1))) processors.
An immediate implication of Theorem 1 is the following statement, regarding the sequential complexity of the duality
testing problem, and strengthening the bounds of Fredman and Khachiyan [22].
Corollary 1. Let f, g : {0, 1}n → {0, 1} be two monotone Boolean functions given by their irredundant DNFs,
represented by Sperner hypergraphsF,G ⊆ 2V , of sizes |F| = m and |G| = K . Then duality-testing (f, g) can be
solved in time O(n2N · min{N4(N,2), m(K,3(ln n+1)), K(m,3(ln n+1))}), where N = m + K .
To have a feeling for how our bounds compare to those of Fredman and Khachiyan [22] in the asymmetric case, let
us consider the case when m=n, K =n, and 1  n. Then the bound of [22] is roughly 2(m+K,1) log(m+K) ∼
n
2 log n/(log log n+log )
, while the bound of Corollary 1 is 2(K,3(ln n+1)) log m ∼ n log n/(log log n+log ). Thus the
latter bound becomes stronger when  	 .
With respect to generating minimal hypergraph transversals we obtain the following result.
Theorem 2. LetH ⊆ 2V be a hypergraph, and k1 is a given integer. Then problem GEN-TRANS (H, k) can be
solved in time (n+k′)O(log m) using spaceO(nm log m), and in timeO(n2Nm log k′)) using spaceO(nm log( mlog n )/
log n), where k′ = min{k, |Hd|}, N = m + k′, and = (k′, 3(ln n + 1)).
Since k′ |Hd|2n, and (k, 3(ln n + 1)) = o(n), we get that the space required is o(n2m(1 + log m/ log n)).
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1.2. Generating characterizing families of monotone properties
Let V be a ﬁnite set of cardinality n and  : 2V → {0, 1} be a monotone property deﬁned over the subsets of V. We
assume that  is represented by a parallel satisﬁability oracle O, i.e., an algorithm O : D × 2V → {0, 1} which,
given some input descriptionD of  and a subsetX ⊆ V , can decide whether or not (X)=1, in time polylogarithmic
in n= |V | and the size |D| of the input description of . Since  is monotone, it may be also represented by either the
familyF of minimal sets satisfying , or the family G of maximal sets not satisfying .
While the separate enumeration of either one the familiesF or G, for a given monotone property , is in general
NP-hard (see e.g., [41]), it was observed by Bioch and Ibaraki [4], and independently by Gurvich and Khachiyan [30],
that the joint generation ofF and G, that is the problem:
JOINT-GEN (F,G,X,Y): Given two explicitly listed set families X ⊆ F and Y ⊆ G, ﬁnd a new set in
(F\X) ∪ (G\Y), if one exists, can be reduced in polynomial time to the monotone Boolean dualization problem.
One may further observe that such reductions are indeed NC-reductions to the duality testing problem and/or the
generation of a single minimal/maximal set satisfying/not satisfying . For the latter problem, Karp et al. [33] gave
a randomized algorithm which makes only O(
√
n) parallel oracle calls on O(n3/2) processors. Combining this with
Theorem 1, we arrive at the following fairly general result.
Theorem 3. Let  : 2V → {0, 1} be a monotone property deﬁned by a parallel satisﬁability oracle, andX ⊆F and
Y ⊆ G be given subfamilies. Then problem JOINT-GEN (F,G,X,Y) can be solved in O(√|V |polylog(|V |, |X|,
|Y|, |D|)) randomized parallel time using quasi-poly (|V |, |X|, |Y|, |D|) number of processors.
1.3. Notation and some preliminaries
In what follows, we let V be a ﬁnite set of n elements and represent monotone Boolean functions f, g by the
indices of their irredundant DNFs, represented as Sperner hypergraphs F,G ⊆ 2V respectively. For a hypergraph
H ⊆ 2V and a subset S ⊆ V , denote by HS = {H ∈ H|H ⊆ S} the sub-hypergraph of H induced by S, by
HS = minimal{H ∩ S|H ∈ H} the restriction of H into S (where minimal(H) denotes the set of inclusion-wise
minimal hyperedges ofH), and byH(S) = {H ∈ H|H ∩ S = ∅}, the hypergraph consisting of those hyperedges
of H intersecting S. For a vertex v ∈ V , we denote by degH(v) the degree of v in the hypergraph H ⊆ 2V , i.e.,
degH(v) = |{H ∈ H : v ∈ H }|. For S ⊆ V , we use the notation S¯ def= V \S. A hypergraphH is said to be trivial if
H= ∅ orH= {∅}.
For a hypergraph H ⊆ 2V and a positive number  ∈ (0, 1), denote by L = L(H, ) the subset {v ∈ V :
degH(v)> |H|} of “high” degree vertices inH. Given ′, ′′ ∈ (0, 1), let us call an (′, ′′)-balanced set with respect
toH, any set S ⊆ V such that ′|H| |HS |′′|H|.
Proposition 1. Let 1, 2 ∈ (0, 1) be two given numbers such that, 1 < 2 and L = L(H, 1) satisﬁes |HL|(1 −
2)|H|. Then there exists a (1−2, 1− (2 −1))-balanced set L′ ⊇ L. Such a set L′ can be found efﬁciently in parallel
(i.e., in NC time).
Proof. Let {v1, . . . , vl} be an arbitrary order of the vertices of L¯ and ﬁnd the index j ∈ [l − 1], such that:
|HV \{v1,...,vj }|>(1 − 2)|H| and |HV \{v1,...,vj+1}|(1 − 2)|H|. (1)
The existence of such j is guaranteed by the facts that degH(v1)1|H|< 2|H| |H(L)|. Finally, we let L′ =
V \{v1, . . . , vj }. Since degH(vj+1)1|H|, it follows from (1) that |HL′ |<(1 + 1 − 2)|H|, implying that L′ is
indeed a balanced superset of L. 
2. Duality testing
We give two parallel algorithms for testing the duality of a given pair of monotone Boolean functions. The ﬁrst
algorithm uses the symmetry between the roles of the two functions and achieves the same asymptotic bound as the
algorithm of [22]. The second algorithm is asymmetric with respect to the two input functions, and gives the bounds
stated in part (ii) of Theorem 1.
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2.1. Symmetric bounds
Let f, g : {0, 1}n → {0, 1} be two monotone Boolean functions represented by Sperner hypergraphsF,G ⊆ 2V .
A witness for the non-duality of the pair (f, g) is a Boolean vector x ∈ {0, 1}n, such that g(x) = f (x¯). Clearly, if
F ∩ G = ∅ for some F ∈F and G ∈ G, then the characteristic vector of F¯ is a witness for the non-duality of (f, g).
Thus we may assume throughout that
F ∩ G = ∅ for all F ∈F and G ∈ G. (2)
We shall say that two non-trivial hypergraphsF and G are dual if and only if there exists no X ⊆ V such that:
X ∩ F = ∅ for allF ∈F and XG for all G ∈ G. (3)
Also, by deﬁnition, the pair (∅, {∅}) is dual. Note that condition (3) is symmetric inF and G: X ⊆ V satisﬁes (3) for
the pair (F,G) if and only if X¯ satisﬁes (3) for (G,F). Clearly,Fd = G, and consequently f d = g, if (F,G) form
a dual pair, and conversely, the existence of an X ⊆ V satisfying (3) provides a witness for the non-duality of the pair
(f, g).
Proposition 2 (Fredman and Khachiyan [22]). LetF,G ⊆ 2V be two non-trivial Sperner hypergraphs satisfying (2),
and u ∈ V be a given vertex. ThenF and G are dual if and only if the pairs (FV \u,GV \u) and (FV \u,GV \u) are
dual.
Based on Proposition 2, the following was proposed in [22]: assuming the duality ofF and G, there exists a vertex
u ∈ V with “large” degree in at least one of the two families. Using this variable, the problem can be decomposed into
two subproblems, one with size at most (1 − 1/ log v)v and the other of size v − 1, where v = |F||G| is the measure
taken for the size of the problem. This leads to a simple recursive algorithm A whose running time is vO(log2 v). A more
complicated algorithm B was then presented, running in time vo(log v), that makes use of the dependence between the
two subproblems arising after applying Proposition 2. We note that in both algorithms A and B, if we consider any
node corresponding to a subproblem of size v, then one of the children of this node may have size v − 1. This implies
that the recursion tree depth can be almost linear in the problem size, a property that cannot lead to efﬁcient parallel
algorithms. In order to obtain a tree with polylogarithmic depth, we perform decomposition on a suitable subset of
vertices, rather than a single vertex. The following proposition generalizes decomposition rule (I) used in Algorithm B
of [22].
Proposition 3. LetF,G ⊆ 2V be two non-trivial Sperner hypergraphs satisfying (2), and L ⊆ V be a given subset
of vertices. ThenF and G are dual if and only if
FL and GL are dual, (4)
FY¯ and G
Y¯ are dual for all Y ∈ GL. (5)
Proof. Suppose thatF and G are dual. If (4) is not satisﬁed, then there exists an X ⊆ L, intersecting every edge of
FL, and containing no edge of GL. Note that, by (2), L¯G for all G ∈ G (otherwise,FL = ∅, GL = {∅}, and we get
thatFL and GL are dual). Thus X ∪ L¯ satisﬁes (3) for the pair (F,G), in contradiction to their assumed duality. By a
similar argument, we also have (5).
Conversely, suppose thatF andG are not dual, i.e., there exists anX ⊆ V satisfying (3) for the pair (F,G). IfXY
for all Y ∈ GL, then X ∩ L is an evidence that (4) is not satisﬁed. Otherwise, let G ∈ G be such that Y = G ∩ L ⊆ X.
IfFY¯ = ∅, we get that (5) is not satisﬁed since G\Y = ∅ and G is Sperner. Otherwise, X ∩ Y¯ intersects every edge
F ∈FY¯ and does not contain any edge in GY¯ , i.e., (5) is again not satisﬁed. 
Observe that all pairs of hypergraphs (F,G) arising in (4) and (5) satisfy condition (2). Based on Proposition 3, we
can prove part (i) of Theorem 1 using the following algorithm.
Algorithm P1. Consider the parallel procedure DUAL-P1(V ,F,G), shown in Fig. 1, for testing the duality of a pair
of hypergraphsF,G ⊆ 2V , satisfying (2). The procedure returns True or False depending on the duality/non-duality
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Fig. 1. Algorithm P1.
ofF and G. It can be easily modiﬁed to return a witness X ⊆ V in the case of non-duality. If min{|F|, |G|}1, then
duality ofF and G can be tested efﬁciently in parallel using a simple procedure which we call SIMPLE-DUAL.
Analysis of P1: Let, respectively, T (v) and P(v) be the parallel time and number of processors (in units each of
which, respectively, corresponds to the time and number of processors used by a single recursive call) used on an
instance of the problem of size v = |F| |G|.
Step 3: Since u ∈ L1 ∩ L2, we have degF(u)> 1|F| and degG(u)> 1|G|. Thus |FV \u|<(1 − 1)|F|, and
|GV \u|<(1 − 1)|G|, and we get the recurrences
T (v)1 + T ((1 − 1)v), (6)
P(v)1 + 2P((1 − 1)v). (7)
Step 4: Let |F(L¯′1)|=|F|. Then |FL′1 |=(1−)|F| and |FY¯ ||F| (sinceFY¯ ⊆F(L¯′1) by (2)) for all Y ∈ GL
′
1
.
Since |GL′1 | |G|v/2 for |F|> 1, we get the recurrences
T (v)1 + max{T ((1 − )v), T (v)}, (8)
P(v)1 + P((1 − )v) + v
2
P(v), (9)
Furthermore, we know that  ∈ (2 − 1, 2], since L′1 is a (1 − 2, 1 − (2 − 1))-balanced superset of L1.
Step 5: By symmetry we get the same recurrences (8) and (9).
Following [22], we prove by induction on v4 that T (v)(v, 2) ln v and P(v)v(v,2). For v < 4, T (v)=P(v)=
1 follows from step 1 of the procedure. Now assume that v4. Consider (6) and (7). If (1 − 1)v < 4, then the
recurrences give T (v)2(v, 2) ln v, and p(v)3v(v,2), since (v, 2)> 3 for v4. Otherwise, by induction and
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monotonicity of (·, 2), we get from (6)
T (v)1 + ((1 − 1)v, 2) ln((1 − 1)v)1 + (v, 2) ln
((
1 − 1
(v, 2)
)
v
)
= 1 + (v, 2) ln v + (v, 2) ln
(
1 − 1
(v, 2)
)
(v, 2) ln v,
where we used the inequality 1 − xe−x , valid for all real x. On the other hand, (7) gives
P(v)1 + 2((1 − 1)v, 2)(v,2)1 + 2
(
1 − 1
(v, 2)
)(v,2)
v(v,2)
1 + 2
e
v(v,2)v(v,2),
for v large enough (v4 is sufﬁcient, explaining our stopping criterion in step 1 of the algorithm).
Since 1 < 13 for v4, we have T (2v)T ((1 − 1)v), and thus recurrence (8) again gives by induction T (v)
(v, 2) ln v.
Finally, consider recurrence (9). Assume that (1 − )v4 and v4. Then we get by induction
P(v)1 + P
((
1 − 1
(v, 2)
)
v
)
+ v
2
P
(
2v
(v)
)
1 +
[(
1 − 1
(v, 2)
)(v,2)
+ v
2
(
2
(v, 2)
)(v,2)]
v(v,2)
1 +
[
1
e
+ 1
2
]
v(v,2) < v(v,2).
One can also verify that the inequality holds if (1 − )v < 4 and/or v < 4. 
2.2. Asymmetric bounds
Note that, in Algorithm P1, we used the symmetry between the familiesF and G, in a way similar to that used in
[22]. In order to obtain asymmetric bounds, we need a decomposition rule that does not use such symmetry. This is
provided by the next proposition.
Proposition 4. LetF,G ⊆ 2V be two non-trivial Sperner hypergraphs on vertex set V, satisfying condition (2), and
L ⊆ V be a given subset of vertices such thatFL = ∅. ThenF and G are dual if and only if
FV \v and GV \v are dual for all v ∈ L. (10)
Proof. Suppose that there exists v ∈ L such that FV \v and GV \v are not dual. Note that {v} /∈G, for otherwise (2)
implies thatFV \v =∅, and hence (FV \v,GV \v)= (∅, {∅}) form a dual pair. Then there exists an X ⊆ V \v, such that
X intersects every edge ofFV \v and contains no edge of GV \v . This gives a set X ∪ {v} which intersects every edge
ofF and contains no edge of G, thus disproving the duality ofF and G.
Conversely, if X satisﬁes (3) for (F,G), then for every v ∈ L, X\v intersects every edge in FV \v , whenever
FV \v = ∅. Furthermore, if for some v ∈ L, X\v contains some edge Y ∈ GV \v , then G = Y ∪ {v} ∈ G and hence
X cannot contain v. It follows that, unless X is disjoint from L, which is impossible sinceFL = ∅, there must exist a
v ∈ L, such that X does not contain any edge in GV \v . This disproves the duality of (FV \v,GV \v). 
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Fig. 2. Algorithm P2.
Algorithm P2. In the parallel procedure shown in Fig. 2, we use the thresholds2 2 = 21 = 2, where
= (n,K) def= ln n + 1
(K, 3(ln n + 1)) . (11)
Note that the values of the thresholds are computed with respect to the initial values of n = |V | and K = |G|. Note
also that, for K1, 3(ln n + 1) and hence  13 .
Analysis of P2: Let, respectively, T (n,m,K) and P(n,m,K) be the parallel time and number of processors used
on an instance of the problem of size (n,m,K), where n = |V |, m = |F|, and K = |G|. We assume for this analysis
that the values of n and K are “frozen” at their initial values, and thus we can express the running time and number of
processors as functions T (m) and P(m) of only one variable m. Clearly, T (m) = P(m) = 1 for m1.
Step 3: Note that, for all v ∈ L, degF(v)> 1|F|. Thus |FV \v|<(1 − 1)|F|, and we the recurrences
T (m)1 + T ((1 − 1)m), (12)
P(m)1 + n · P((1 − 1)m). (13)
Step 4: Note that, by our selection of L′, we have (2 − 1)|F|< |F(L¯′)|2|F|. Hence, we get the recurrences
T (m)1 + max{T ((1 − (2 − 1))m), T (2m)}, (14)
P(m)1 + P((1 − (2 − 1))m) + K · P(2m). (15)
The above recurrences, together with our settings for 1 and 2, imply that
T (m)1 + T ((1 − )m), (16)
P(m)1 + n · P((1 − )m) + K · P(2m), (17)
since  13 .
We prove by induction on m2 that T (m) lnm/(ln n + 1) and P(m)Km, where = (K, 3(ln n + 1)).
Consider (16): If (1− )m1, then (16) gives T (m)2 lnm/(ln n+ 1) since 3(ln n+ 1). Otherwise, we get
by induction and (11) that
T (m)1 +  lnm
ln n + 1 + 
ln(1 − )
ln n + 1 
 lnm
ln n + 1 .
2 Slightly better, but asymptotically the same, bounds can be obtained by setting  in a more complicated way, see [20].
K.M. Elbassioni / Discrete Applied Mathematics 156 (2008) 2109–2123 2117
This gives the required bound on T (m). Next, we consider (17). If (1 − )m1 and/or 2m1, we get T (m)Km
by 3(ln+1), as is easily veriﬁed. Otherwise, we apply induction and use (11) to get
P(m)1 + [n(1 − ) + K(2)]Km
= 1 +
[
n
(
1 − ln n + 1

)
+ K
(
2(ln n + 1)

)]
Km
1 +
[
1
e
+
(
2
3
)]
Km<Km,
for m,K2.
By symmetry, one can also test duality in parallel time T (n,m,K)(m, 3(ln n + 1)) lnK/(ln n + 1) using
P(n,m,K)mK(m,3(ln n+1)) processors. This establishes the bounds stated in part (ii) of Theorem 1. 
3. Polynomial space generation of minimal hypergraph transversals
3.1. Generating minimal transversals
Given two hypergraphsH1,H2 ⊆ 2V , denote by
H1 ∧H2 = minimal{H |H = H1 ∪ H2 for some H1 ∈H1 and H2 ∈H2},
H1 ∨H2 = minimal{H |H ∈H1 ∪H2}
the conjunction and disjunction ofH1 andH2, respectively. To simplify notation in what follows, we writeHdS =
(HS)
d
, for any hypergraphH ⊆ 2V and set S ⊆ V .
Proposition 5. LetH,F,G ⊆ 2V be hypergraphs such thatH=F ∨ G. Then
Hd =
∨
Y∈Fd
(Gd
Y¯
∧ {Y }). (18)
Proof. Let T ∈ Hd be a minimal transversal to H. Then T is a transversal to F, and hence there exists a subset
Y ⊆ T , such that Y ∈ Fd. Also, T is a transversal to G, and consequently T \Y must intersect every hyperedge in G
that does not intersect Y. Thus T \Y contains a set X ∈ Gd
Y¯
, i.e., T contains a set X ∪ Y belonging to the right-hand
side of (18). Conversely, any set X ∪ Y , such that Y ∈ Fd and X ∈ Gd
Y¯
, must hit every hyperedge inH =F ∨ G,
and thus must contain a minimal transversal to H. The statement follows since both sides of (18) are Sperner, by
deﬁnition. 
Proposition 6. LetH ⊆ 2V be a non-trivial hypergraph, and L ⊆ V be a given subset of vertices such thatHL = ∅.
Then
Hd =
∨
v∈L
(HdV \v ∧ {{v}}). (19)
Proof. Let T ∈Hd be a minimal transversal toH and v ∈ T ∩ L be any vertex in T ∩ L (which is non-empty since
HL = ∅). Then T \{v} ∈ HdV \v , i.e., T ∈ HdV \v ∧ {{v}}, and hence T contains a set X belonging to the right-hand
side of (19). Conversely, let X be an arbitrary such set, then there exists a v ∈ L, such that X ∈ HdV \v ∧ {{v}}, i.e.,
X = T ∪ {v} for some T ∈HdV \v . Thus X is a transversal ofH, i.e., it contains a set T ′ ∈Hd. The statement follows
since both sides of (19) are Sperner. 
The following proposition is needed to insure that the subproblems resulting after applying Propositions 5 and 6 do
not have much larger output-sizes than the original problem.
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Fig. 3. Algorithm P3.
Proposition 7 (Lawler et al. [41]). LetH ⊆ 2V be a hypergraph, then (i) for any S ⊆ V , |HdS | |Hd|, and (ii) if
F,G ⊆ 2V such thatH=F ∨ G, and Y ∈Fd, then |Gd
Y¯
| |Hd|.
Algorithm P3. Given a Sperner hypergraphH ⊆ 2V and an integer k1, we let, as before, = (n, k) be as given
by (11), and ﬁx 2 = 21 = 2. We shall use a subroutine EXTEND(H, S,G, k) which, given a hypergraphH ⊆ 2V , a
subset of vertices S ⊆ V , a subset of minimal sub-transversals G ⊆Hd
S¯
(i.e., subsets of vertices that can be extended
to minimal transversals), and an integer k, extends the elements of G into minimal transversals of H using vertices
from S, and returns k of them (or all if k is too large). This can be done as follows:
1. for each Y ∈ G, compute a minimal transversal TY ofHSY¯ = minimal{H ∩ S|H ∩ Y = ∅};
2. return (k elements of) {Y ∪ TY |Y ∈ G}.)
To generate k (or all if k > |Hd|) elements ofHd, we call procedure GEN(H, V , k), shown in Fig. 3.
Let C(n,m, k) be the total number of recursive calls made by procedure GEN(H, V , k) on a problem of size
(n,m, k), where n = |V | and m = |H|. With C(n,m, k) = 1 for m1, it follows exactly as in the analysis of P2 that
C(n,m, k)km(k,3(ln n+1)). On the other hand, if we replace in P3, 1 < 2 by arbitrary constants in (0, 1), say 1 = 13
and 2 = 23 , then we get C(n,m, k)(n + k)O(log m).
Note that the way procedure P3 is stated requires that the computation of the transversal hypergraphs (e.g., G[v],
G[L′], G[Y ], etc.) at each subproblem must be completed before the next subproblem is initiated. This implies that the
space required at each recursion-tree node is a function of the size of the output computed at that node. This is in fact
unnecessary and can be avoided with a more careful implementation as will be seen in the next section.
3.2. Implementation with polynomial space
First, if |Hd|<k, we would like to modify Algorithm P3 such that the running time depends on |Hd| and not on k.
This can be done easily as follows. Let k′ be the largest power of 2 less than k. For each value of k′′ = 1, 2, 4, . . . , k′, k,
we run procedure GEN with input k′′, but we do not output the minimal transversals yet. This way, we determine an
integer k′′ min{k, 2|Hd|}. Now, we run procedure GEN with k = k′′ and output min{k′′, |Hd|} minimal transversals
ofH, involving in total a number of k′′m(k′′,3(ln n+1)) log k′′ recursive calls. In a similar way, if it is required to generate
all minimal transversals ofH, we can estimate the value of K = |Hd| within a factor of 2, by running GEN for each
value of k = 1, 2, 4, . . . For each such value k, if the procedure did not stop after km(k,3(ln n+1)) + 1 recursive calls,
we know that K >k, and we consider the next k, etc.
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Next, we describe how to implement Procedure P3 with polynomial space. We use techniques similar to those used
in [54]. Consider the recursion tree T (of depth at most (k, 3(ln n + 1)) lnm/(ln n + 1), and number of nodes of at
most km(k,3(ln n+1))). An execution of Procedure P3 visits the nodes of T in a certain order, which we call the execution
order. We classify each node of T into one of four types, say 0, 1, 2, or 3, corresponding to which case of procedure
P3 applies at that node: type 0 node corresponds to a leaf node, i.e., a subproblem GEN(H, V , k) in which |H|1.
Type 1 node corresponds to a subproblem of the form GEN(HV \v, V \v, k) for some L ⊆ V and v ∈ L. Type 2 node
corresponds to a subproblem of the form GEN(HL′ , L′, k) for some L′ ⊆ V . Finally, type 3 node corresponds to a
subproblem of the form GEN(HY¯ , Y¯ , k), for some L′ ⊆ V and Y ∈HdY¯ .
Nodes of the tree will be generated as needed, and at any time during execution, only a binary subtree T′, called the
active subtree, is maintained (with possibly some internal nodes of degree only 2) rather than the whole tree T. The
active subtree is composed of those nodes of T that have been visited but whose execution has not yet terminated. Each
node in T′ has at most two children with at most one of type 1, and most one of type 3. Associated with each active
node u of T′ is a process P(u), which is created when u is visited for the ﬁrst time, and is responsible for executing
the corresponding subproblem GEN(H, V , k) at u. At any moment of time, only one process, called current, is being
executed. Execution proceeds normally within the current process P until one of the following two events happen:
(E1) a recursive call is made: in this case a child process of P is created and is made the current process, and the current
status of P is saved;
(E2) a return statement is reached: in this case P returns a minimal transversal Y ∈ Hd (where H is the input
hypergraph of P) to the parent process, or terminates if there is no such element. The parent process becomes then
the current process.
When a minimal transversal is returned to the root of the active tree, it gets output. Then a new traversal of the active
tree T′ is performed. Any such traversal is performed in post-order, that is, for each node we ﬁrst visit the right child
(if there is such a child) then the node itself, and then the left child. When a node u of T′ becomes current, execution
of the corresponding process P(u) proceeds, form the last point at which it was stopped. Thus, when P(u) returns a
minimal transversal, it returns the next element ofHd that has not been returned yet, if there is such an element. When
a process terminates, it gets deleted from the active tree.
Since the algorithm outputs the minimal transversals one by one, we have to modify the disjunction computations
to return one transversal at a time. This can be done as follows.
• Type 1 node: suppose that u corresponds to a subproblem GEN(HV \v, V \v, k), for some L ⊆ V and v ∈ L (step
3). Suppose further that u is ready to return the minimal transversal X ∈ HdV \v . Before P(u) returns X, it must
check whetherX∪{v} really belongs to the disjunction∨v∈L(HdV \v ∧{{v}}). A necessary and sufﬁcient condition
for this is that X ∪ {v} is a minimal transversal ofH (which is the input hypergraph at the parent node). To avoid
producing a minimal transversal more than once, we have also to check that X ∪ {v} does not contain v′ for any
v′ ∈ L, whose corresponding subproblem has been considered before at the parent node.
• Type 3 node: suppose that u corresponds to a subproblem GEN(HY¯ , Y¯ , k), for some L′ ⊆ V and some Y ⊆HdL′
(step 4). When P(u) is ready to return X, we must check ﬁrst that X ∪ Y is a minimal transversal toH (which
is the input hypergraph at the parent node). We have also to account for the fact that different pairs (X, Y ) can
produce the same minimal transversal. To avoid such repetition, we assume an arbitrary ordering on the vertices
of V . When a minimal transversal X is found we return X ∪ Y to the parent node only ifY is the lexicographically
last subset of X ∪ Y which is inHdL′ (such a subset can be found in O(|X ∪ Y ||HL′ |) time).
In the implementation in Fig. 4, we set 1 and 2 as before, but use a value of k2|Hd|, which we obtain as
explained at the beginning of this subsection. Given the current node u of the active tree, we assume that the two calls
Y :=GEN-NEXT(HL′ , L′, k), X :=GEN-NEXT(HY¯ , Y¯ , k) in step 4 correspond, respectively, to the left and right
children of u (so that the post-order traversal will ﬁnd all possible such Y’s before ﬁnding the next X). To simplify the
presentation, we assume implicitly that the procedure terminates once k minimal transversals are returned.
Proposition 8. When run to termination, Procedure GEN-NEXT(H, V , k) outputs min{k, |Hd|} minimal transversals
ofH without repetition.
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Fig. 4. Algorithm P4.
Proof. The proof is by induction on the size of H. If |H|1, the statement is trivial. Assume |H|> 1. Clearly,
when the procedure outputs a set T then T ∈ Hd. Now, consider any T ∈ Hd, and let L = {v1, . . . , vl} be the set
computed in step 2 of the procedure. If |HL|1, then by Proposition 6, there exist v = vi ∈ L, W ∈HdV \v , such that
T =W ∪ {v}. Among all possible such indices i, let i′ be the smallest index. Then T / vj for any j i′ − 1, otherwise,
T \vj ∈HdV \vj , in contradiction to the minimality of i′. By induction, the set W gets returned by a previous procedure
call, and thus T gets output by the procedure in step 3 (provided that less than k minimal transversals have already been
output). Now assume thatHL = ∅, and let L′ be the balanced superset of L, computed in step 4. Then Proposition 5
implies that there exist sets Y ∈HdL′ and X ∈HdY¯ , such that T =X ∪ Y . Among all possible such setsY, let Y ′ be the
lexicographically last subset of T. By induction, the sets Y ′ and X get returned by previous procedure calls, and thus T
also gets output by step 4 of the procedure.
It remains to show that the procedure does not output the same minimal transversal more than once. Assume the
opposite. Then identical transversals T , T ′ ∈ Hd get output by, say, step 3 of the procedure. There exist vi, vi′ ∈ L,
W ∈HdV \vi , W ′ ∈HdV \vi′ , such that T = W ∪ {vi} and T ′ = W ′ ∪ {vi′ }. If i = i′, then W = W ′ get returned by two
different calls to the procedure GEN-NEXT(HV \vi , V \vi, k), which is impossible since we assume inductively that
this procedure returns different minimal transversals. Assume therefore that i < i′. But then W gets generated before
W ′, and when the procedure reaches the iteration corresponding to i′, it discovers that T ′ = T contains vi and hence
T ′ does not get generated. Similarly, suppose that two identical minimal transversals T , T ′ get output by step 4 of the
procedure. Then there exist sets Y, Y ′ ∈HdL′ ,X ∈HdY¯ andX′ ∈HdY¯ ′ , such that T =X∪Y and T ′ =X′ ∪Y ′. Since the
procedure outputs T only ifY is the (unique) lexicographically last subset of T which is inHdL′ , it follows that Y = Y ′,
and hence X=X′. By induction, for the same Y , two calls of the form X :=GEN-NEXT(HY¯ , Y¯ , k) can only generate
two different X’s. Thus, it must be the case thatY and Y ′ are produced as minimal transversals ofHL′ by two different
calls of the form Y :=GEN-NEXT(HL′ , L′, k), which is again a contradiction. 
Since processes are in one-to-one correspondence with the nodes of T, the total number of processes generated
is exactly the number of recursive calls C(n,m, k), estimated in the previous subsection. Now we analyze the space
required for the whole execution.
Analysis of memory: Clearly, we have only to bound the space used by the active subtree T′. Let M(u)=M(n,m)
be the space required by the subtree of T′ rooted at a node u whose input (H, V ) has size n = |V |, m = |H|. At u we
need space O(n) if u has type 0, and O(nm) otherwise. Thus, if u has only one child p, which is the case when p is of
type 1 (step 3 of the procedure), then M(u)O(nm)+M(p). In this case, the input to p is of the form (HV \v, V \v),
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where degH(v)> 1|H|, and thus
M(n,m)O(nm) + M(n − 1, (1 − 1)m). (20)
On the other hand, if u has two children p and q, then M(u)O(nm)+M(p)+M(q). In this case, p and q have types
2 and 3 (step 4 of the procedure), and the inputs to p and q are, respectively, of the forms (HL′ , L′) and (HY¯ , Y¯ ), for
some L′ ⊆ V and Y ∈HdL′ . In particular, sinceHY¯ ⊆H(L¯′), the hypergraphs participating in the two subproblems
are disjoint. Thus if |HL′ | = ′|H| andHY¯ ′′|H|, then there exists a constant c > 0 such that
M(n,m)cnm + M(n − 1, ′m) + M(n − 1, ′′m), (21)
where 1 − 2′1 − (2 − 1) and ′′1 − ′. If we set 2 = 21 = 2, we get ′ ∈ [1 − 2, 1 − ].
For x ∈ [0, 1], let
H(x) = x log 1
x
+ (1 − x) log 1
1 − x .
We prove by induction on m1 that M(n,m)cnm log(m/)/H(). Clearly, it is enough to prove this for (21).
We assume that M(0) = 0. For m = 1, the statement holds, assuming c is large enough such that M(n, 1)cn. Now
assume that m2. If ′′m< 1, then regardless of whether ′m< 1 or not (since ′m/1), the recurrence implies by
induction that
M(n,m)cnm + cn
′m log(′m/)
H()
cnm
(
1 + (1 − ) log((1 − )m/)
H()
)
= cnm log(m/)
H()
+ cnm
(
1 − H() +  log m
H()
)
<
cnm log(m/)
H()
.
On the other hand, if we assume that ′m1 and ′′m1, then we get by induction and (21) that:
M(n,m)cnm + cn
′m log(′m/)
H()
+ cn
′′m log(′′m/)
H()
 cnm(log(m/))
H()
+ cnm
(
1 − H(
′)
H()
)
,
using ′′1 − ′. By the concavity of H(x) for x ∈ [0, 1] we know that H(′) min{H(1 − 2),H(1 − )}. Since
1/3 (cf. (11)), we also have H(1 − 2)H(1 − ), and thus H(′)H(1 − ) = H(). This yields the claimed
bound. 
Note that for 1/3, H()(1 + 1ln 2 ). Thus, we get M(n,m) = O( nm log m ), and Theorem 2 follows.
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