Spatio-temporal sequences of neuronal activity are observed in many brain regions in a variety of tasks and are thought to form the basis of any meaningful behavior. Mechanisms by which a neuronal network can generate spatio-temporal activity sequences have remained obscure. Existing models are biologically untenable because they require manual embedding of a feedforward network within a random network or supervised learning to train the connectivity of a network to generate sequences. Here, we propose a biologically plausible, generative rule to create spatio-temporal activity sequences in a network model of spiking neurons with distance dependent connectivity. We show that the emergence of spatio-temporal activity sequences requires: (1) individual neurons preferentially project a small fraction of their axons in a specific direction, and (2) the preferential projection direction of neighboring neurons is similar. Thus, an anisotropic but correlated connectivity of neuron groups suffices to generate spatio-temporal activity sequences in an otherwise random neuronal network model.
Introduction

1
Ordered sequences of actions are the key to any meaningful behavior. This implies that the 2 task-related neuronal spiking activity in the responsible areas of the brain must also be ordered 3 in temporal activity sequences (Hebb 1949) . Indeed, temporal activity sequences have been 4 recorded from different brain regions in various tasks (Hahnloser et al. 2002; Ikegaya et al. 5 is the simplest model that can generate activity sequences, either spontaneously or in response 23 to a short input pulse (Abeles 1991; Diesmann et al. 1999; Kumar et al. 2008) . However, given 24 the random and recurrent connectivity in the brain, this architecture is biologically untenable.
25
Recurrent network models with an asymmetric spatial connectivity can exhibit traveling waves 26 (Rinzel et al. 1998; Hutt and Atay 2005; Roxin et al. 2005) , which can be considered as a 27 temporal activity sequence. However, in this dynamical regime a network can generate only a 28 single activity sequence, propagating always in the same direction. Recurrent networks tuned 29 to exhibit attractor dynamics (Rabinovich et al. 2006) can generate more diverse temporal 30 activity sequences in response to an external input which steers the spiking activity from one 31 attractor state to another (Zhang 2009 ). Alternatively, an adaptation in neuronal spiking ac-32 tivity or an activity-dependent short-term-depression of synapses could also be used to create 33 a mechanism to generate activity sequences (Murray and Escola 2017) . While such mecha-34 nisms provide a natural way to produce both fast and slow sequences, it does not allow for 35 controlling the spatial direction of the activity sequence in a reliable manner. It was shown to 36 introducing inhomogeneities in the spatial connectivity between neurons on the stability of 66 the activity bumps.
67
Spatial distribution of inhomogeneities in neuronal connectivity 68 We considered an LCRN in which neurons projected a fraction of their axons preferentially 69 in a particular direction (φ; Figure 1a and Supplementary Figure S2) . φ was chosen from a φ was assigned to all neurons. Finally, as a control, we also considered the case in which all 75 neurons projected in all directions with equal probability (Symmetric configuration).
76
First, we focused on LCRNs with only inhibitory neurons (I-networks). In these I-networks, 77 we used a connectivity profile which varied non-monotonically with distance, according to the location of the post-synaptic neurons was uniformly distributed, as was initially specified.
83
For the homogeneous configuration all neurons had identical φ assigned, but the measured 84 φ values for individual neurons were slightly different from the assigned value, due to the 85 finite numbers of connections per neuron. For the whole network, φ was normally distributed 86 around the assigned value, with a very small variance. In the symmetric configuration φ for 87 the network was uniformly distributed and was different for each neuron, due to the random 88 nature of the connectivity and the finite numbers of connections per neuron.
89
The in-degree distribution was similar across all four configurations . However, 90 in the Perlin configuration, as a consequence of the spatial distribution of φ, neurons with high 91 and low in-degree distribution were spatially clustered. Thus, the network models were highly 92 similar across all four configurations at the level of neuron properties and their connectivities 93 (same in-degree distribution and fixed out-degree for all neurons). In this case the distance-dependent connectivity profile varied nonmonotonically, according to a Γ distribution. This connectivity profile was used for purely inhibitory network models. (a:right) Same as in the center panel, but here the distance-dependent connectivity profile varied monotonically, according to a Gaussian distribution. This connectivity profile was used in the present study for network models with both excitatory and inhibitory neurons. (b) Schematic of spatial distribution of connection asymmetries. Each arrow shows the direction in which the neuron makes preferentially most connections (φ). Here we show examples for random, Perlin and homogeneous configurations. . The in-degree distribution was similar for all four configurations (b5). Note that in the Perlin configuration, neurons with high and low in-degree were spatially clustered (b3). (c) Spatial distribution of average firing rates of individual neurons in the four network configurations (c1-c4). (c5)The distribution of firing rate of all the neurons. (d1-d4) Spatially distributed direction of neuronal activity flow in the four configurations. (d5) Distribution of the direction of neuronal activity flow independent of space. In symmetric, random and Perlin configurations, activity could move in all possible directions (blue, orange, green), whereas in the homogeneous configuration, activity flowed in a single direction (red). Note that in symmetric and random configurations, despite the presence of all possible directions of projection, the network activity remained locked at certain specific locations (d1,d2), unlike in the Perlin configuration, in which a clear and spatially diverse flow of activity emerged (d3).
and of the spatial φ-distribution. Time-averaged firing rates (estimated at over 10 sec) showed 105 that neurons participating in the activity sequences were arranged in stripe like patterns in 106 the network space (Figure 2c ), along which the activity sequences flowed.
107
We used the DBSCAN algorithm (see Methods) to track spatial bumps of spiking activity 108 over time to identify the activity sequences (Figure 3a ). In the random configuration for Figure S3) . The identified activity sequences followed specific paths in the 111 network, visible as stripes in the spatial distribution of average firing rates of individual neurons.
Each sequence moved in its own direction, the collection of them forming a uniform distribution 113 of activity sequence movement directions (Figure 2d5 ).
114
In the homogeneous configuration, an extreme case of the connectivity asymmetry, the network 115 activity exhibited multiple moving bumps. Neurons participating in moving activity bumps 116 were arranged in a periodic pattern (Figure 2c4 ) and the activity sequences flowed along 117 the associated stripes (Figure 2d4 ). Such patterns of average activity closely resemble with 118 the 'static' patterns observed in bio-chemical systems (Koch and Meinhardt 1994) . Unlike sequences, the homogeneous configuration effectively exhibited only a single spatio-temporal 123 activity sequence. This type of activity pattern was similar to the traveling waves observed in 124 neural field models with asymmetric connectivity (Roxin et al. 2005; Hutt 2008 ).
125
When φ was distributed randomly (random configuration) or when neurons made connections 126 without any directional bias (symmetric configuration), we did not observe any STAS. In 127 both configurations, the network activity was confined to specific neurons, while others were 128 inhibited, giving rise to a long-tailed distribution of average firing rates (Figure 2c5 ). In both 129 symmetric and random configurations, active neurons were organized in a near hexagonal domly from the whole network (Figure 3c,f) . When the spiking activity was sampled from 143 the entire network and neurons were ordered according to their peak firing rates (as is often 144 done with experimental data (Harvey et al. 2012; Bakhurin et al. 2017) ), the velocity of the 145 activity sequence appeared to be quite constant (see Figure 3c ,f). Experimental data suggest 146 that the velocity of temporal sequences can vary over time (Bakhurin et al. 2017 ). In our 147 network model, we also found that when about 250 active neurons were sampled randomly 148 from a small network neighborhood, the velocity of the activity sequences varied as a function 149 of time (Figure 3b ). However, this varying velocity could be an artefact of the finite size 150 effect and of the non-uniform sampling of the sequences (see Figure 3b ,c). In general, the 151 activity sequences in EI-networks model were faster than those in I-networks, because the 152 activity sequences in EI-networks relied on recurrent excitation, whereas in I-networks they 153 relied on the lack of the recurrent inhibition (in our I-networks neuronal connectivity varied 154 non-monotonically with distance, according to a Gamma distribution, therefore there was a 155 small connection probability among neighboring neurons).
156
Conditions for the emergence of spatio-temporal activity sequences
157
These results suggested that the emergence of STAS in LCRNs required two conditions to be Figure S4) .
164
Co-existence of activity sequences and network oscillations 165 The rasters of spiking activity in both I-networks and EI-networks indicated the presence of slow : Power spectra of network activity in different spatial inhomogeneity configurations in I-networks. Power spectra of summed spiking activities (bin width = 4ms), with different traces referring to the source of the data: the z-score of the spiking activity of the entire network population (blue trace), of 100 randomly selected neurons from the entire network (orange trace), and of the neurons located in a 10×10 region in the network (green trace). Different traces referred to the scope of data: the z-score of the spike activity of the whole population of neurons (blue trace), of 100 randomly picked neurons (orange trace) and of the neurons located in a 10×10 region in the network (green traces). The spectral power in all network models peaked at approx. 60 Hz (gammaband oscillations). Additionally, in network models with homogeneous and Perlin configurations, an additional, weak low-frequency peak, at around 4-6 Hz, appeared.
Asymmetry in connectivity determines the velocity of spatiotemporal sequences spectrum is equal to the number of 'communities' of neurons in a network (Zhang et al. 228 2014). This suggests that in both Perlin and homogeneous configurations correlations in the 229 spatial distribution of φs created many communities (neuronal assemblies), the dynamics of 230 which are meta-stable.
231
Given the large size of our network models, it is computationally highly demanding to test this 232 hypothesis by measuring all eigenvalues of an LCRN, identifying and counting the neuronal 233 assemblies and determining the effective feedforward networks associated with their STAS.
234
To simplify the problem, we estimated the probability of finding such a feedforward network 235 pF F in our I-and EI-network models. To this end, we used an iterative procedure to find 236 feedforward networks in our network models, the details of which are described in the Methods with excitatory connections from F n to F n+1 in EI-networks and feedforward networks with 244 inhibitory connections from F n to F n+1 in I-networks.
245
In the homogeneous configuration we always found a feedforward path capable to creating a 
257
In EI-networks, within the feedforward path excitatory neurons from F n projected to excitatory 258 neurons within F n+1 with a higher probability than outside F n+1 , thereby creating a path of The colored lines indicate the enhanced synaptic strength in specific directions. Asymmetric connectivity of neighboring neurons caused by such non-uniform neuromodulator concentration distribution may result in activity sequence in some regions of the network (e.g. neurons marked in blue). The short arrows mark the potential flow of a neuronal activity sequence along the spatial gradient of the neuromodulator concentration. (c) Same as in b for a different pattern of neuromodulator concentration which may lead to a different flow of neuronal activity, resulting in the appearance of activity sequences in a new set of neurons (e.g. those marked in red) and a change in direction of the sequence in others (e.g. those marked in blue).
Our proposed sequence generation mechanism demands another mechanism which enables a 295 group of neurons to make more or stronger synapses in a common direction φ in the first 296 place. Axonal and dendritic arbors of neurons are almost never symmetric in space (Mohan 297 et al. 2015) and dendritic arbors of some prominent neuron types are highly similar. However,
298
it is not possible to infer from the available data whether neighboring neurons have similar 299 orientation of axons. Experimental data suggest that neurons born together tend to share 300 their inputs (Li et al. 2012 ). In addition, activity dependent plasticity may also lead to the 301 formation of a few stronger synapses, possibly (but not necessarily) associated with a preferred 302 projection direction. However, such mechanisms, even if viable, will only hardwire one specific 303 set of STAS. In the following, we propose a more general and, more importantly, dynamic 304 mechanism that may lead to asymmetric and spatially correlated connectivity of neurons that 305 not only generates STAS, but may rapidly switch from one set of sequences to another.
306
Consider a network in which neurons have symmetric dendritic and axonal arbors (Figure 8a ).
307
Such a network would not support activity sequences (Figure 2 ) and stimulus evoked activity 308 will be confined to the stimulated region of the network. In this network, the release of a 309 neuromodulator (e.g. dopamine or acetylcholine) will create a phasic increase in the neu- that acetylcholine is important for retinal waves (Ackman et al. 2012 ).
331
The key prediction of our network model is that in brain regions generating STAS, neurons In summary, we propose a simple generative rule that enables neuronal networks to generate 341 STAS. How these spontaneously generated sequences interact with stimuli and how we can 342 create stimulus -sequence associations is an interesting and involved question that will be 343 addressed in future work. Similarly, more work is needed to determine the role of neuronal and 344 synaptic weight heterogeneities in shaping spontaneous and stimulus-evoked neuronal activity 345 sequences, either with or without changes in neuromodulator concentration distributions.
346
Methods
347
Neuron model
348
Neurons in the recurrent networks were modelled as 'leaky-integrate-and-fire' (LIF) neurons.
349
The sub-threshold membrane potential (v) dynamics of LIF neurons are given by:
where τ m = were fixed throughout the simulations and are listed in Table 1 , bottom.
359
We studied two types of recurrent network models in which the connection probability between 361 any two neurons depended on the physical distance between them. Neurons in both network 362 models were placed on a regular square grid. To avoid boundary effect, the grid was folded to 363 form a torus (Kumar et al. 2008) . In both network types, multiple connections were permitted
364
(Supplementary Figure S1) , but self-connections were excluded.
365
Networks with only inhibitory neurons: The first type network model (I-network) was com-366 posed of only inhibitory neurons. These neurons were arranged on a 100×100 grid (npop = 367 10,000). Each neuron projected to 1,000 other neurons (corresponding to an average connec-368 tion probability in the network of 10%). The distance-dependent connection probability varied 369 according to a Γ distribution (Spreizer et al. 2017 ) with the following parameters: κ = 4 for 370 the shape and θ = 3 for the spatial scale. All I-network parameters are summarized in Table   371 2.
372
Networks with both excitatory and inhibitory neurons: The second type network model (EI-373 network) was composed of both excitatory and inhibitory neurons. Excitatory and inhibitory
374
neurons were arranged on a 120×120 (npop E = 14,400) and on a 60×60 grid (npop I = 375 3,600), respectively. Each neuron of the excitatory and inhibitory populations projected to 720 376 excitatory and 180 inhibitory neurons (average connection probability 5%). The connection 377 probability varied with distance between neurons according to a Gaussian distribution (Kumar 378 et al. 2008; Schnepel et al. 2015; Spreizer et al. 2017) . The space constant (standard deviation 379 of the Gaussian distribution) for excitatory targets was σ E = 12 and for inhibitory targets σ I = 380 9. We considered a high probability of connections within a small neighborhood, therefore, 381 these networks were referred to as locally connected random networks (LCRN (Mehring et al. 382 2003)). All EI-network parameters are summarized in Table 3 . Whenever possible, we used 383 parameters corresponding to a standard EI-network (Brunel 2000) .
384
Asymmetry in spatial connections
385
Typically, in network models with distance-dependent connectivity, the connection probability 386 is considered to be isotropic in all directions. In the network model studied here, however,
387
we deviated from this assumption and introduced spatial inhomogeneities in the recurrent 388 connections. Specifically, we considered a scenario in which the neuronal connectivity was 389 asymmetric in the sense that each neuron projected a small fraction of its axons in a particular 390 direction φ (Figure 1a,b) . At the same time we ensured that the out-degree of each neuron in Figure 1a) . To quantify the change in connection probability, we estimated the average 394 distance-dependent connectivity in the symmetric configuration (S) and in the homogeneous 395 configuration (H). The change in connectivity was then measured as (S − H)/S.
396
Shifting the connectivity region of a neuron by one grid location in our network model means 397 that the probability of a neuron to make a connection in that direction was increased or de-398 creased by some amount ∆p = 0 − 100%, depending on the distance between the neurons.
399
At short distances, the connection probability almost doubled, whereas at distances between 400 10-20 grid points, there was only a very small change in the connection probability (Sup-
401
plementary Figure S2 ). At larger distances (> 20 grid points), the connection probability 402 changed by a large amount (Supplementary Figure S2) . This is because at such distances the 403 connectivity is sparse (connection probability < 0.01) and the measure (S − H)/S amplifies 404 small changes for small S. Because we maintained the out-degree of the neurons, an increase 405 in the connection probability in one direction implied a reduction in connection probability by 406 the same amount in the opposite direction.
407
Note that an increased connection probability also increased the probability to form multiple 408 connections in the close neighborhood of the projecting neuron (Supplementary Figure S1 ).
409
The preferred direction (φ) for each neuron was chosen at random from a set of eight different 
420
Random configuration: In this configuration φ for each neuron was chosen independently at 421 random from a uniform distribution (Figure 1c , middle).
422
Perlin configuration: In this configuration φ was also chosen from a uniform distribution as in 423 the random configuration, but it was assigned to each neuron according to the Perlin noise -a 424 class of gradient noise (Perlin 1985) . The generation of Perlin noise is described below. This connections in an isotropic manner, without any directional preference.
428
Perlin noise
429
To generate Perlin noise we first created a p × p grid (Perlin grid) that covered the whole 430 network (of size N × N ; N = 100 I-networks and N = 120 for EI-networks). We defined (Perlin 1985) .
438
Input and network dynamics 439
All neurons received independent, homogeneous excitatory inputs from an external drive.
440
We selected Gaussian white noise as an adequate input for generating ongoing spiking activity 441 dynamics, which could be set to different activity levels by varying the input mean and variance 442 independently.
443
Identification of spatio-temporally clustered activity
444
To identify the STAS we rendered the spiking activity in a three dimensional space spanned 445 by two spatial dimensions of the network and one time dimension. Each spike is a point 446 and an STAS is a cluster in this 3-D space. We used the density-based spatial clustering 447 algorithm of applications with noise (DBSCAN) (Ester et al. 1996) the temporal scale of spikes by a factor 20 and 3 for I-networks and EI-networks, respectively.
457
Note that, this temporal rescaling was not used for the estimation of other properties of the 458 network activity dynamics. The eps value was set to 3 and 2 for I-networks and EI-networks, given by:
where α t denotes the direction of bump movement observed at time step t, and dα ranges 475 from −π (opposite direction) over 0 (no alternation) to π (opposite direction). assumed that {F n ; n > 2} does not loop back to the same region where F 1 is located.
493
To call the set of neurons that constitute F 1 . . . F 50 a feedforward path capable of creating 494 STAS, we argued that {F n ; n > 2} must be outside the connection region of the neurons 495 in F 1 . In EI-networks the space constant of excitatory projections of a neurons is σ E = 12.
496
If we assume that ≈ 70% connections are within one σ E (because the shape of connection 497 probability function is Gaussian) then, in EI-networks the combined connection region of all 498 neurons in F 1 has a diameter of 12 + 8 + 12 = 32. Therefore, to be outside the connection Change in the connection Figure S2 : Effect of forcing a neuron to make some connections preferentially in the direction φ. To determine how the connectivity of a neuron changed when we forced it to make some connections preferentially in the direction φ while keeping its out-degree constant, we defined δ conn = (S − H)/S, where S is the connectivity of a neuron in the symmetric configuration and H is the connectivity of the same neuron in the homogeneous configuration. That is, δ conn gives an estimate of the change in connectivity of a neuron relative to its connectivity in the homogeneous configuration. Left Average δ conn for I-networks (average over all the neurons in the network). Right Same as in the left panel, but for EI-networks. Forcing a neuron to make preferentially connections in the direction φ increased its connectivity in that direction by a factor 1 and, correspondingly, the connectivity was reduced by the same amount in the opposite direction. This change in the opposite direction is because we achieved asymmetry by shifting the connectivity cloud in the direction specified by φ (Figure 1 ). That is, in the immediate vicinity, the connection probability was doubled in the direction φ. This increase may look very large, but it nevertheless was not large enough to alter the probability of multiple connections in the network (Fig. S1 ). In the Figure we also notice a connectivity increase and corresponding decrease at larger distance as well, but this was not of much consequence because at such large distances the connection probability was very small to begin with. Snapshots of sequential activity in I networks Figure S3 : Snapshots of the spiking activity in I-networks for the four different configurations. Each row show the temporal evolution of the network activity for a different configuration. Each panel shows the activity of inhibitory neurons observed over a time window of 100 ms (disjoint windows), rendered in the two-dimensional network space. Each dot in a panel shows a spike of the neuron located at that grid point. Neurons are colored to identify individual spatio-temporal activity sequences (STAS). In each row, spikes rendered in the same color belong to the same STAS. Spikes that were not part of an STAS are not shown for clarity of presentation. Homogeneous Total Random Local Figure S5 : Power spectra of EI-network activity in different spatial inhomogeneity configurations. Power spectra of summed spiking activities of excitatory neurons (binwidth = 4ms), with different traces referring to the source of the data: the z-score of the spiking activity of the entire network population (blue trace), of 100 randomly selected neurons from the entire network (orange trace), and of the neurons located in a 10×10 region in the network (green trace). The spectral power in all network models peaked at approx. 60 Hz (gamma-band oscillations). Additionally, in network models with homogeneous and Perlin configurations, an additional, weak low-frequency peak, at around 4-6 Hz, appeared.
