Concerns over the risks associated with advances in Artificial Intelligence have prompted calls for greater efforts toward robust and beneficial AI, including machine ethics. Recently, roboticists have responded by initiating the development of so-called ethical robots. These robots would, ideally, evaluate the consequences of their actions and morally justify their choices. This emerging field promises to develop extensively over the next few years. However, in this paper, we point out an inherent limitation of the emerging field of ethical robots. We show that building ethical robots also inevitably enables the construction of unethical robots. In three experiments, we show that it is remarkably easy to modify an ethical robot so that it behaves competitively, or even aggressively. The reason for this is that the cognitive machinery required to make an ethical robot can always be corrupted to make unethical robots. We discuss the implications of this finding to the governance of ethical robots. We conclude that the risks that unscrupulous actors might compromise a robot's ethics are so great as to raise serious doubts over the wisdom of embedding ethical decision making in real-world safety-critical robots, such as driverless cars.
INTRODUCTION
The rapid development of driverless cars has highlighted the fact that such vehicles will, inevitably, encounter situations in which the car must choose between one of several undesirable actions. Some of these choices will lie in the domain of ethics, and might include impossible dilemmas such as either swerve left and strike an eightyear-old girl, or swerve right and strike an 80-year old grandmother [6, 14] . Similarly critical choices might conceivably need to be made by health care [2] or military robots [3] . More generally, high-profile concerns over the risks of Artificial Intelligence have prompted a call for greater efforts toward robust and beneficial AI through verification, validation and control, including machine ethics [16, 20, 21] . And a recent report has articulated in some detail the risks of the malicious use of AI [8] .
A number of roboticists have responded to these worries by proposing 'ethical' robots [1, 3, 7, 24, 27] . Ethical robots would, ideally, have the capacity to evaluate the consequences of their actions and morally justify their choices [17] . Currently, this field is in its infancy [2] . Indeed, working out how to build ethical robots has been called "one of the thorniest challenges in artificial intelligence" [11] . But promising progress is being made and the field can be expected to develop over the next few years.
In spite of this progress, the emerging field of ethical robots might be ignoring a very real danger. Is it possible that by developing ethical robotics we are unwittingly opening a Pandora's box of unethical robots? Could it be that increasingly ethical robots lull us into a false sense of security, when in fact these robots are potentially more dangerous than robots with no explicit ethics at all?
To explore this question, we introduce the following hypothetical scenario ( fig. 1a ). Imagine finding yourself playing a shell game against a swindler. Luckily, your robotic assistant Walter is equipped with X-ray vision and can easily spot the ball under the cup. Being an ethical robot, Walter assists you by pointing out the correct cup and by stopping you whenever you intend to select the wrong one.
While the scenario is simple, this behavior requires sophisticated cognitive abilities. Among others, Walter must have the ability to predict the outcomes of possible actions, for both you and itself. For example, it should 'know' that pointing out one of the cups will cause you to select it. In addition, Walter needs a model of your preferences and goals. It should know that losing money is unpleasant and that you try to avoid this (conversely, it should know that winning the game is a good thing).
The scenario outlined above is not completely fictitious as it reflects the current state-of-the-art in ethical robots. We have implemented an analogue of this scenario using two humanoid robots ( fig. 1b) , engaged in a shell game. One acting as the human and the other as her robotic assistant. The game is played as follows. The arena floor features two large response buttons, similar to the two cups in the shell game ( fig. 1c) . To press the buttons, the human or the robot must move onto them. At the start of each trial, the robot is informed about which response button is the correct one to press. The human, being uninformed, essentially makes a random choice. (c) Top view of the setup of the robot experiment in our lab. Two Nao robots were used. These are 60 cm tall humanoid robots. The red robot is used as a proxy for the human. The blue robot is the robot equipped with an Ethical Layer (i.e., the robotic assistant). Two response buttons are present in the area (i.e., the white circles). (d) Simplified diagram of the Ethical Layer as implemented in this paper. The Ethical Layer consists of a set of modules generating and evaluating a number of behavioral alternatives. As such, the Ethical Layer can be seen as an (elaborate) generate-and-test loop for behavior.
A correct response, by either the robot or the human, is assumed to be rewarded. An incorrect response results in a penalty.
THE ETHICAL ROBOT
Recently, we proposed a control architecture for ethical robots supplementing existing robot controllers [24] . A so-called Ethical Layer ensures robots behave according to a predetermined set of ethical rules by (1) predicting the outcomes of possible actions and (2) evaluating the predicted outcomes against those rules. In this paper, we have equipped the robot assistant with a version of the Ethical Layer adapted for the current experiments (fig 1d) .
Throughout each trial, the robot continuously extrapolates the human's motion to predict which of the response buttons she is approaching. Using this prediction, the robot continuously (re-) evaluates each of the following five possible actions it can take. First, the robot has the option to do nothing. Second, the robot could go either to the left or the right response button (i.e., two possible actions). Finally, the robot could decide to physically point out either the left or the right response button as being the correct one, thus adding two further actions. For each of these five possible actions, the robot predicts whether executing it would result in either the human or itself being rewarded (details of the implementation are given in the Methods section 6).
Having equipped the robotic assistant with the ability to predict and evaluate the outcome of its actions, the robot is able to behave ethically. Once the human starts moving towards a given response button, the robot extrapolates and predicts the outcome of her behavior. Whenever the human starts moving towards the wrong response button, the robot stops her by waving its arms to point out the correct response ( fig 
THE COMPETITIVE ROBOT
The first experiment, and others like it [e.g., 1, 27], simply confirms, at least in simple laboratory settings, it is possible for robots to behave ethically. This is promising and might allow us to build robots that are more than just safe. However, there is a catch. The cognitive machinery Walter needs to behave ethically supports not only ethical behavior. In fact, it requires only a trivial programming change to transform Walter from an altruistic to an egoistic machine. Using its knowledge of the game Walter can easily maximize its own takings by uncovering the ball before the human makes a choice. Our experiment shows that altering a single line of code evaluating the desirability of an action changes the robot's behavior from altruistic to competitive (see section 6 for details). In effect, the robot now uses its knowledge of the game together with its prediction mechanism to go to the rewarded response button, irrespective of the human's choice. It completely disregards her preferences ( fig.  2e-h ).
The imaginary scenario, and our second experiment, highlight a fundamental issue. Because of the very nature of ethical behavior, ethical robots will need to be equipped with cognitive abilities, including knowledge about the world, surpassing that of their current predecessors [11] . These enhanced cognitive abilities could, in principle, be harnessed for any purpose, including the abuse of those new found powers.
In combination with the current state-of-the-art performance and speed in data processing and machine learning [10] , this might lead to scenarios in which we are faced with robots competing with us for the benefit of those who programmed them. Currently, software agents are already competing with us on behalf of their creators [25] . Competitive robots could bring this to the physical world. 
THE AGGRESSIVE ROBOT
Unfortunately, having to deal with competitive robots is not necessarily the worst that could happen. True malice requires high levels of intelligence and is probably only found in humans and our close relatives, the great apes. Being effective at causing others harm requires knowledge about their weaknesses, preferences, desires, and emotions. Ultimately, ethical robots will need a basic understanding of all these aspects of human behavior to support their decision making. However, the better this understanding, the greater is the scope for unscrupulous manufacturers to create unethical robots.
Walter can be easily modified to use its 'knowledge' of your preferences to maximize your losses -in other words, to cause you maximal harm. Knowing you tend to accept its suggestions, Walter points out the wrong cup causing you to lose the game (and your money). In contrast to the competitive machine above, this behavior does not result in any advantage for Walter (or its creator). This type of aggressive behavior is not necessarily motivated by anybody's gain but only by your loss.
Changing the same parameter in the code as before (see section 6 for details), our robot shows exactly the kind of aggressive behavior we speculate about. If the human moves towards the correct response, the robot suggests switching to the other response (see fig. 2i & j) . If the human approaches the incorrect response button, the robot does nothing see fig. 2k & l) . Not being motivated by its own gain, it never itself approaches the correct response button.
DISCUSSION
Our experimental demonstration of the ease with which an ethical robot can be transformed into a competitive or even aggressive agent is, of course, hardly surprising. It is a straightforward consequence of the fact that both ethical and unethical behaviours require the same cognitive machinery with -in our implementation -only a subtle difference in the way a desirability value q n is calculated in the evaluation module (see section 6). In fact, the difference between an ethical (i.e. seeking the most desirable outcomes for the human) robot and an aggressive (i.e. seeking the least desirable outcomes for the human) robot is a simple negation of the desirability value.
On the face of it, given that we can (at least in principle) build explicitly ethical machines then it would seem that we have a moral imperative to do so; it would appear to be unethical not to build ethical machines when we have that option. But the findings of this paper call this assumption into serious doubt. Let us examine the risks associated with ethical robots and if, and how, they might be mitigated.
First there is the risk that an unscrupulous manufacturer might insert some unethical behaviours -of a kind much more subtle that the ones demonstrated in this paper -into their robots in order to exploit naive or vulnerable users for financial gain, or perhaps to gain some market advantage (here the VW diesel emissions scandal of 2015 comes to mind). There are no technical steps that would mitigate this risk, but the reputational damage from being found out is undoubtedly a significant disincentive. Compliance with ethical standards such as BS 8611 guide to the ethical design and application of robots and robotic systems [9] , or emerging new IEEE 'human' standards [13] would also nudge manufacturers towards the ethical application of ethical robots.
Perhaps more serious is the risk arising from robots that have user adjustable ethics settings. Here the danger arises from the possibility that either the user or a technical support engineer mistakenly, or deliberately, chooses settings that move the robot's behaviours outside an 'ethical envelope'. Much depends of course on how the robot's ethics are coded, but one can imagine the robot's ethical rules expressed in a user-accessible format, for example, an XML-like script. No doubt the best way to mitigate against this risk is for robots to have no user adjustable ethics settings, so that the robot's ethics are hard-coded and not accessible to either users or support engineers.
But even hard-coded ethics would not guard against undoubtedly the most serious risk of all, which arises when those ethical rules are vulnerable to malicious hacking. Given that cases of white-hat hacking of cars have already been reported [12] , it is not difficult to envisage a nightmare scenario in which the ethics settings for an entire fleet of driverless cars are hacked, transforming those vehicles into lethal weapons. Of course, driverless cars (or robots in general) without explicit ethics are also vulnerable to hacking, but weaponising such robots is far more challenging for the attacker, whereas explicitly ethical robots focus the robot's behaviours to a small number of rules which make them, we argue, uniquely vulnerable to cyber-attack.
One could envisage several technical approaches to mitigating the risk of malicious hacking of a robot's ethical rules. One would be to place those ethical rules behind strong encryption. Another would require a robot to authenticate its ethical rules by first connecting to a secure server. An authentication failure would disable those ethics, so that the robot defaults to operating without explicit ethical behaviours. Although feasible, these approaches would be unlikely to deter the most determined hackers, especially those who are prepared to resort to stealing encryption or authentication keys.
It is clear that guaranteeing the security of ethical robots is beyond the scope of engineering and will need regulatory and legislative efforts. Considering the ethical, legal and societal implications of robots, it becomes obvious that robots themselves are not where responsibility lies [5] . Robots are simply tools of various kinds, albeit very special tools, and the responsibility to ensure they behave well must always lie with human beings. In other words, we require ethical governance, and this is equally true for robots with or without explicit ethical behaviours.
Most, but not all [22] , scenarios involving robots making critical autonomous decisions are still some years away. Nevertheless, responsible innovation requires us to proactively identify the risks of emerging technology [23] . As such, a number of authors have begun drafting proposals for guiding the responsible development and deployment of robots [5, 15, 18, 26] . Some of these focus on specific domains of robotics, including military applications and medicine and care [15] . Other authors have proposed guiding principles covering all areas of robotics [5, 18, 26] . So far, these efforts have not resulted in binding and legally enforceable codes of conduct in the field of robotics. However, at least, in some areas, national and international law already apply directly to robotics. For example, in the use of robots as weapons [19] or legislation regarding product liabilities [4] . Nevertheless, the ongoing development of robots is likely to outgrow these existing normative frameworks [23] . Now is the time to lay the foundations of a governance and regulatory framework for the ethical deployment of robots in society [28] .
We conclude that -even with strong ethical governance -the risks that an explicitly ethical robot's ethics might be compromised by unscrupulous actors are so great as to raise serious doubts over the wisdom of embedding ethical decision making in real-world safety critical robots.
METHODS
We used two Nao humanoid robots (Aldebaran) in this study, a blue and a red version (fig. 1b) . In all experiments, the red robot was used as a proxy for a human. The blue robot was assigned the role of ethical robot assistant. In what follows, we refer to the blue robot as the 'ethical robot' and the red robot as the 'human'.
All experiments were carried out in a 3 by 2.5m arena ( fig. 1b-c ). An overhead 3D tracking system (Vicon) consisting of 4 cameras was used to monitor the position and orientation of the robots at a rate of 30 Hz. The robots were equipped with a clip-on helmet carrying a number of reflective beads used by the tracking system to localize the robots. In addition to the robots, the arena featured two positions marked as L (left) and R (right). These served as a proxy for response buttons. The robots had to move to either position L or R to press the corresponding button.
In previous work [24, 27] , we proposed that ethical robot behavior can be implemented by supplementing existing control architectures with a so-called Ethical Layer (a highly simplified diagram is depicted in figure 1d .
The core of the Ethical Layer consists of three modules. The generation module, the prediction module and the evaluation module. The generation module generates a set of behavioral alternatives. Next, the prediction module predicts the consequences of each behavioral alternative. Finally, the evaluation module checks the predicted outcomes against a set of ethical rules. Based on this assessment, the ethical layer can either prevent or enforce a given behavioral alternative to be executed by the robot controller. Below we describe the current implementation of the Ethical Layer.
Generation Module
The generation module generates a set of five behavioral alternatives (a 1 · · · a 5 ) for the ethical robot. In the context of the current paper, behavioral alternatives for the robot include going to either response button L or R. The ethical robot has the option to stay at its current location and use its arms to point to either the left or the right response button. An a final alternative is to do nothing and stay at the current location.
Prediction Module
Using the prediction module, the outcome of each of the five behavioral alternatives (a 1 · · · a 5 ) was predicted using a simple simulation. First, the prediction module inferred which response button the human was approaching. This was done by calculating the angle between the human's current velocity vector and the vector to either response button. The response button with the smallest angle was assumed to be current goal of the human. In this way, the human's intentions are inferred from their direction of movement.
In a second step, for each behavioral alternative, the paths of both robots are extrapolated using their estimated speeds. If their paths are predicted to result in the agents coming within 0.5m of each other, it is predicted they will stop at this point as a result of the programmed obstacle avoidance behavior running on both robot controllers. Hence, in this case, the final positions of the agents are predicted to be the positions at which the obstacle avoidance would stop them. If at no point the paths are predicted to come within 0.5m, the final position of the agents is taken to be the intended goal position.
The prediction module assumes that whenever the ethical robot points to one of the response buttons (i.e., a 4 and a 5 ), the human assumes this is the correct response and goes to that location (abandoning its current goal).
The simulated outcome for a behavioral alternative is given by the predicted final location of both the human and the ethical robot in the arena. This is, the outcomes o 1 · · · o 5 for each of the five behavioral alternatives a 1 · · · a 5 consisting of two sets of two x,ycoordinates -one for the human h and one for the Ethical Robot e, o n = {x h , y h , x e , y e }. Outcomes o 1 · · · o 5 are evaluated in the evaluation module.
Evaluation Module
A numeric value reflecting the desirability q n of every simulated outcome o n is calculated in two steps. First, the desirability for the ethical Robot and the human, i.e. q n,e and q n,h , are calculated separately. In a second step, a single total value q n is derived.
The values q n,e and q n,h are given by the sigmoid function,
with d n, j the final distance between either the ethical robot or the human and the incorrect response button for predicted outcome o n . The parameters β and t determine the shape of the sigmoid function and are set to 10 and 0.25 respectively. In a second step, a single value q n is derived from the values q n,e and q n,h .
(1) For an ethical robot: q n = q n,h . (2) For an egoistic robot: q n = q n,e . (3) For an aggressive robot: q n = −q n,h .
In words, an ethical robot is obtained by taking only the outcome for the human into account. An egoistic robot is obtained by regarding only the outcome for the ethical Robot. Finally, an aggressive robot is created by inverting the desirability value for the human.
Finally, the evaluation module enforces the behavioral alternative a n associated with the highest value q n , if the difference ∆q t between the highest and lowest value q n was larger than 0.2.
Experimental Procedure
Every trial in the experiments started with the human and the ethical robot going to predefined start positions in the arena. Next, one of the response buttons was selected as being the correct response. Also, a response was selected for the human, which could be either the correct or incorrect response.
Next, the experiment proper begins. The human begins moving towards the selected response button. The Ethical Robot is initialized without a goal location and stays at its initial location.
The Ethical Layer for the ethical robot runs at about 1 Hz; thus the Generation, Prediction, and Evaluation modules run approximately once a second. At each iteration, the evaluation module may override the current behavior of the robot. The human is not equipped with an ethical layer. The human moves to the initially selected response button unless the ethical Robot points out an alternative response button or blocks her path.
The experiments were controlled and recorded using a desktop computer. The tracking data (given the location of the robots and target positions) was streamed to the desktop computer controlling the robots over a WiFi link.
