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Abstract
Copositive and completely positive matrices play an increas-
ingly important role in Applied Mathematics, namely as a key
concept for approximating NP-hard optimization problems. The
cone of copositive matrices of a given order and the cone of com-
pletely positive matrices of the same order are dual to each other
with respect to the standard scalar product on the space of sym-
metric matrices. This paper establishes some new relations be-
tween orthogonal pairs of such matrices lying on the boundary
of either cone. As a consequence, we can establish an improve-
ment on the upper bound of the cp-rank of completely positive
matrices of general order, and a further improvement for such
matrices of order six.
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1 Introduction
In this article we consider completely positive matrices and their cp-rank,
as well as copositive matrices. An n× n matrix M is said to be completely
positive if there exists a nonnegative (not necessarily square) matrix V such
that M = V V ⊤. An n×n matrix A is said to be copositive if x⊤Ax ≥ 0 for
every nonnegative vector x ∈ Rn+. The completely positive matrices of order
n form a cone, C∗n, dual to the cone of copositive matrices of that order, Cn.
Both cones are central in the rapidly evolving field of copositive optimization
which links discrete and continuous optimization, and has numerous real-
world applications. For recent surveys and structured bibliographies, we
refer to [4, 5, 6, 11], and for a fundamental text book to [3].
A main motivation for this paper was the study of cp-rank: A given
completely positive matrix M 6=0 always has many factorizations M=V V ⊤,
where V is a nonnegative matrix, and the cp-rank of M , cprM , is the min-
imum number of columns in such a nonnegative factor V (for completeness,
we define cprM = 0 if M is a square zero matrix and cprM = ∞ if M
is not completely positive). Determining the maximum possible cp-rank of
n× n completely positive matrices,
pn := max {cprM :M is a completely positive n× n matrix} ,
is still an open problem for large n (up to now, for n ≥ 6; only recently
p5 = 6 has been established [18]). It is known [3, Theorem 3.3] that
pn = n if n ≤ 4 . (1)
For n ∈ {2, 3}, there exist simple proofs of (1), but already for n = 4, the
argument is quite involved [3]. For n ≥ 5, it is known that
dn :=
⌊
n2
4
⌋
≤ pn ≤
(
n+ 1
2
)
− 1 , (2)
but whether the lower bound dn is in fact equal to pn is still unknown for
large n. This is the famous Drew-Johnson-Loewy (DJL) conjecture [10].
The above upper bound on pn on the right-hand side follows, for example,
from the so-called Barioli-Berman [1] bound: Let
br := max {cprM :M is a completely positive matrix with rankM = r} ,
then for r ≥ 3
br =
(
r + 1
2
)
− 1 . (3)
Some evidence in support of the DJL conjecture is found in [10, 9, 2, 16],
see also [3, Section 3.3]. The DJL conjecture has recently been proved for
n = 5 [18], but the cp-rank problem is still not fully resolved. Not only is it
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not known whether the DJL conjecture holds, but the best upper bound on
pn for n ≥ 6 remained, for over a decade, bn. Two main results of this paper
are a reduction of the upper bound on pn in the bracket (2) for general n
and a further reduction in case of n = 6. To obtain these results, we use
[18, Thm. 3.4], which guarantees that pn is attained (also) at a nonsingular
matrix on the boundary of the cone of C∗n. We also complement this result
here by studying, for every possible cp-rank 1 ≤ k ≤ pn, where in C∗n the
cp-rank k is attained.
Each matrix on the boundary of the cone C∗n is orthogonal to a matrix
on the boundary of the cone Cn (in fact, to a matrix generating an extreme
ray of that cone). Thus to improve the bound on pn we consider pairs of
matrices, M ∈ C∗n and A ∈ Cn, that are orthogonal to each other in the
standard scalar product of matrices. This leads also to some results that
are not directly related to the cp-rank problem, and are of interest in their
own right.
The paper is organized as follows: after introducing basic concepts and
terminology, we show, in Section 2, some important orthogonality and di-
agonal dominance results. Section 3 is devoted to the study of extreme
copositive matrices of low rank, while Section 4 considers completely posi-
tive matrices having a fixed cp-rank: where in the completely positive cone
they can be found, and whether they form a substantial part of the cone.
Section 5 presents improvements of upper bounds on the cp-rank for matri-
ces of general order, and a further tightening of this bound for order six is
put forward in the final Section 6.
Some notation and terminology: let ei be the ith column vector of the
n× n identity matrix In. The nonnegative orthant is denoted by Rn+. For a
vector x ∈ Rn+, the support of x is denoted by σ(x), i.e.,
σ(x) = {i : xi > 0} .
The set of nonnegative n × p matrices is denoted by Rn×p+ . A matrix A ∈
R
n×p
+ is called positive if min
i,j
Aij > 0. (Note that a completely positive
matrix is not necessarily positive, since it may have zero entries.) A matrix
A ∈ Rn×n is diagonally dominant if |Aii| ≥
∑
j 6=i
|Aij | for every 1 ≤ i ≤ n, and
is strictly diagonally dominant if all these n inequalities are strict. For two
square matrices A,B we denote
A⊕B =
[
A 0
0⊤ B
]
,
where 0 is a suitable (possibly rectangular) zero matrix.
By Sn we denote the space of real symmetric n × n matrices, and by
Pn the cone of positive-semidefinite matrices, Pn = {X ∈ Sn : X  0}.
The cone of nonnegative matrices in Sn is denoted by Nn, i.e., Nn =
2
Sn ∩ Rn×n+ . The scalar product of two matrices U, V of same order is
〈U, V 〉 := trace (U⊤V ) = ∑i,j UijVij . If V = [v1, . . . ,vp] ∈ Rn×p+ , then
the factorization M = V V ⊤ is equivalent to M =
∑p
i=1 viv
⊤
i . We refer
to this sum as a cp decomposition. When p = cprM we say that the cp
decomposition is minimal (the cp factorization is minimal).
By intK we denote the interior of a set K ⊆ Sn, bdK is the boundary
of that set. For a convex cone K, extK denotes the set of all elements in K
which generate extreme rays of K.
Both the copositive cone Cn and the completely positive cone C∗n, are
pointed closed convex cones with nonempty interior. As mentioned above,
the copositive cone Cn and, in particular, its extremal rays, are important
for the study of the cp-rank as any matrix on the boundary bdC∗n of C∗n
is orthogonal to an extremal ray of Cn. However, characterization of the
extremal rays of Cn for n > 5 is itself a major open problem in the study of
Cn. The explicit characterization of extremal rays of C5 was completed by
Hildebrand [14] only recently, and this work was essential for the arguments
in [18]. One extremal ray of C5 is generated by the so-called Horn matrix
H =


1 −1 1 1 −1
−1 1 −1 1 1
1 −1 1 −1 1
1 1 −1 1 −1
−1 1 1 −1 1

 , (4)
which historically was the first copositive matrix detected outside of Pn+Nn
(here n = 5), see [7]; attribution to Alfred Horn can be found in [13]. In the
sequel, a matrix A is said to be in the orbit of a matrix B if A = DP⊤BPD,
where D is a positive-definite diagonal matrix and P a permutation matrix.
The Horn orbit consists of all matrices in the orbit of H; obviously, each
matrix in the Horn orbit also generates an extremal ray of C5. Finally, we
address any extremal matrix in C5 which is neither in the Horn orbit nor in
P5 ∪ N5 as a Hildebrand matrix; see description in [14].
2 Orthogonality and diagonal dominance results
In this section we consider copositive and completely positive matrices which
are orthogonal to each other. The following theorem will be used in this
section to point out a property of matrices on the boundary of the copositive
cone, and also later to reduce the upper bound for pn.
Theorem 2.1 LetM ∈ C∗n be orthogonal to A ∈ Cn, and letM =
∑p
j=1 xjx
⊤
j
be any cp decomposition of M . Then
(a) For every 1 ≤ i ≤ n the i-th column of M is orthogonal to the i-th
column of A.
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(b) If i ∈ σ(xj) for every 1 ≤ j ≤ p, then the i-th column of A is in the
nullspace of M .
Proof. The scalar product of the ℓ-th column of M and the i-th column
of A is
e⊤ℓ MAei =
p∑
j=1
e⊤ℓ xjx
⊤
j Aei =
∑
j:ℓ∈σ(xj)
(
e⊤ℓ xj
)
[Axj ]i . (5)
(a) If ℓ = i, the right-hand side in (5) is∑
j:i∈σ(xj)
(
e⊤i xj
)
[Axj ]i .
Since each xj is in R
n
+ and satisfies x
⊤
j Axj = 0 we have [Axj ]k = 0 for all
k ∈ σ(xj) [18, Rem. 3.2, (3.1)]. In particular [Axj ]i = 0 for all j’s in the
sum above. Hence e⊤i MAei = 0.
(b) Let z = Aei. Suppose i ∈ σ(xj) for all j ∈ {1, . . . , p}, then as above
[Axj ]i = 0 for every j, and thus by (5)
[Mz]ℓ = e
⊤
ℓ MAei =
p∑
j=1
(
e⊤ℓ xj
)
[Axj ]i = 0
for every ℓ ∈ {1, . . . , n}. ✷
Remark 2.1 If M = xx⊤ ∈ C∗n is of rank one, both conditions (a) and
(b) above are in fact equivalent. Indeed, (a) says that the diagonal entries
of AM = (Ax)x⊤, i.e., xi[Ax]i = 0 for all i. In other words, if xi > 0,
then [Ax]i = 0. Whereas (b) states that for all xi > 0, we have [Ax]ix =
xx⊤Aei =M(Aei) = o, which, as x 6= o, is equivalent, again, to [Ax]i = 0.
Before we proceed, we note an interesting implication about coposi-
tive matrices on the boundary bd Cn. It is well known, and obvious by
a Gershgorin-type argument, that singular matrices (e.g. those on bdPn)
cannot be strictly diagonally dominant. For matrices on bd Cn we show
that some form of “anti- diagonal dominance” can be established:
Corollary 2.1 Let A ∈ bdCn. If A ⊥ M ∈ C∗n and M has no zero rows,
then A is in the orbit of some A¯ ∈ bdCn which satisfies
A¯ii ≤
∑
j 6=i
|A¯ij | for all i .
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Proof. If A = 0, this is trivial. Suppose 0 6= A ∈ bd Cn. Since the
completely positive matrixM has no zero row by assumption, all its diagonal
elements are positive. Thus we may scale M by a positive definite diagonal
matrix D so that M = DMD has diagM = e. Then A = D−1AD−1
satisfies A ⊥M . We may choose ui ∈ Rp+ where p = cprM , 1 ≤ i ≤ n, such
that M ij = u
⊤
i uj (in other words, M is the Gram matrix of u1, . . . ,un).
For every i we get from Theorem 2.1(a) and ‖ui‖ = 1 that∑
j 6=i
Aiju
⊤
i uj = (Aei)
⊤(Mei)−Aii = −Aii .
Passing to absolute values and applying Cauchy-Schwarz as well as the tri-
angle inequality, we get
Aii ≤
∑
j 6=i
|Aij |
for all i, the claimed assertion. ✷
According to a result by Kaykobad [15], any symmetric diagonally dom-
inant matrix in Nn is already completely positive. Motivated by this result,
we could ask whether indeed these matrices are in the interior of C∗n. The
answer is negative, a certificate being In: matrices in the interior of C∗n are
necessarily positive. In general, being nonsingular and positive is not a suf-
ficient condition for an n × n completely positive matrix A to be in int C∗n,
for instance, for some A ⊥ H in (4). However, we can prove the following:
Theorem 2.2 Let M be an n × n symmetric matrix, n ≥ 3. If M is
diagonally dominant and positive, then M ∈ int C∗n.
Proof. Let e = [1, . . . , 1]⊤ ∈ Rn, let Jn = ee⊤ denote the all ones n × n
matrix, and let µ := mini,jMij > 0. Consider M
′ := M − µJn. Since
n ≥ 3, M ′ ∈ Nn is strictly diagonally dominant and therefore completely
positive and nonsingular. So we can put M = V V ⊤ where v1 =
√
µe, and
the remaining vi come from the cp factorization of M
′. By Dickinson’s
characterization [8] of int C∗n, the assertion is proved. ✷
Note that for n = 2 there exist positive diagonally dominant matrices
that are not in int C∗2 , e.g., J2, which is singular, and therefore on bd C∗2 .
3 Extreme copositive matrices of low rank
If A ∈ (ext Cn)∩Nn, then there is at most one positive entry on or above the
diagonal. If this entry is on the diagonal, we have rankA = 1 and A ∈ Pn.
If the positive entry is off the diagonal, then A is in the orbit of the matrix
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E12 = e1e
⊤
2 + e2e
⊤
1 , and hence is of rank two. Next we will sharpen these
assertions, basically dropping the nonnegativity assumption on A. We will
need the following auxiliary result, on the role of zero entries on the diagonal
of an extreme copositive matrix:
Lemma 3.1 Suppose that A ∈ (ext Cn) \ Nn can be decomposed as
A =
[
S R
R⊤ Q
]
, with S ∈ Sk and diagQ = o ∈ Rn−k , k ≥ 1.
Then R and Q are zero matrices (of suitable orders) and 0 6= S ∈ ext (Ck).
Proof. Since diagQ = o and A ∈ Cn, we deduce Q ∈ R(n−k)×(n−k)+ and
R ∈ Rk×(n−k)+ . Further, since A /∈ Nn, S ∈ Rk×k has at least one negative
element. Thus k ≥ 1 and S 6= 0. We conclude that
A =
[
S 0
0 0
]
+
[
0 R
R⊤ Q
]
,
where the rightmost matrix has no negative entries and therefore is coposi-
tive. As S 6= 0, extremality of A implies that both Q and R have to be zero
matrices, and A = S ⊕ 0 as well as extremality of S in Ck follows. ✷
We can now prove:
Theorem 3.1 Let A ∈ ext Cn. Then
(a) rankA = 1 if and only if A is positive-semidefinite.
(b) rankA = 2 if and only if A is in the orbit of E12 = e1e
⊤
2 + e2e
⊤
1 .
Proof. The if parts are obvious. For the only if:
(a) If rankA = 1 then, since A is symmetric, A = ±xx⊤ for some x ∈ Rn.
Since the diagonal entries of A are nonnegative, A = xx⊤.
(b) Suppose rankA = 2; if A ∈ Nn, then the result follows directly. So
suppose A has a negative entry. By extremality A /∈ Pn. Hence A
must be indefinite, i.e. of the form A = uu⊤ − vv⊤ = xy⊤ + yx⊤
(take, e.g., x = 12(u+ v) and y = u− v). For any z ∈ Rn+ we have
0 ≤ z⊤Az = 2(x⊤z)(y⊤z) ,
in particular xiyi ≥ 0 for all i. Put Ω := {i : xiyi 6= 0}. Then xiyi >
0 for all i ∈ Ω. By permuting rows and columns if necessary, we
may assume that Ω = {1, . . . , k}, and A can be decomposed as in
Lemma 3.1, yielding A = S ⊕ 0. So we may without loss of generality
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assume that xiyi > 0 holds for all i, by investigating S instead of A.
By diagonal scaling we may now further assume that xiyi = 1 for all i.
Now, if either {x,y} ⊂ Rn+ or {−x,−y} ⊂ Rn+, we again would arrive
at A ∈ Nn. So we are done if we reduce the assumption xi > 0 > xj
ad absurdum. To this end, consider the 2 × 2 block corresponding to
these two indices {i, j}, putting t = xi
xj
< 0:[
2xiyi xiyj + yixj
xiyj + yixj 2xjyj
]
=
[
2 t+ 1
t
t+ 1
t
2
]
∈ C2 .
Copositivity of this 2× 2 matrix is equivalent to the condition t+ 1
t
≥
−2, which upon multiplication with t < 0 amounts to (t+ 1)2 ≤ 0 or
t = −1. So all positive entries of x are equal, say α, and all negative
entries of x equal −α. Hence y is a multiple of x and rankA = 1 < 2,
a contradiction.
✷
Remark 3.1 Theorem 3.1 implies that for n ≤ 4 each matrix in (ext Cn) \
{0} has rank 1 or 2. The characterization of the extreme copositive 5 × 5
matrices implies that each matrix in (ext C5) \ {0} has rank 1,2, or 5 [14].
What are the possible ranks of matrices in ext Cn, n ≥ 6? Note that if there
exists A ∈ ext Cn of rank k, then there exist also matrices in ext Cn+1 of rank
k (A⊕ 0, to name one).
We proceed with an immediate consequence for positive and nonsingular
matrices M ∈ bdC∗n:
Corollary 3.1 Suppose M ∈ (bd C∗n)\(bdPn ∪ bdNn) and 0 6= A ∈ ext Cn.
Then A ⊥ M implies rankA ≥ 3. Moreover, no principal submatrix S of
such A can be in the orbit of E12.
Proof. Because M is assumed to be positive, we know A /∈ Nn; similarly,
sinceM is nonsingular, we conclude A /∈ Pn. Therefore Theorem 3.1 implies
rankA ≥ 3. Next suppose a principal submatrix S 6= 0 of A is in the orbit
of E12 and thus has diagS = o. Then A can be decomposed into
A =
[
S 0
0 0
]
+
[
0 R
R⊤ Q
]
,
where R has no negative entries and Q is copositive. Hence the rightmost
matrix is copositive, and therefore (by extremality of A and S 6= 0) must
be the zero matrix. It follows rankA = rankS ⊕ 0 = rankS = 2, but then
Theorem 3.1(b) yields the contradiction A ∈ bdNn. ✷
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4 Matrices of fixed cp rank and order
We now turn to the study of the cp-rank of matrices in C∗n. In this section
we consider the location of matrices with a certain fixed cp-rank in the cone
C∗n, and whether they constitute a substantial part of this cone.
First we observe that every possible cp-rank is attained at some matrix
on the boundary:
Proposition 4.1 For every 1 ≤ k ≤ pn there exists a matrix Mk ∈ bd C∗n
such that cprMk = k.
Proof. By [18, Thm. 3.4] there exists a matrixM ∈ bd C∗n with cprM = pn.
Let M =
∑pn
j=1 vjv
⊤
j be a minimal cp-decomposition of M , and let Mk =∑k
j=1 vjv
⊤
j . Then cprMk ≤ k, and strict inequality is impossible, because
it would contradict the minimality of the cp-decomposition of M . That is,
cprMk = k. Since M is on the boundary of C∗n, there exists A ∈ (bd Cn)
with A 6= 0 such that M is orthogonal to A. Then vjv⊤j ⊥ A for every j,
and thus Mk ⊥ A, and therefore Mk ∈ bd C∗n. ✷
However, it is interesting to find out whether there are also interior
matrices having a prescribed cp-rank, and whether they form a significant
portion of the interior. For this purpose, we denote the set of completely
positive matrices of order n with cp-rank exactly equal to k by
C∗n,k = {M ∈ C∗n : cprM = k} .
The extreme case k = pn is easy: as shown in [18, Cor. 2.5], the set C∗n,pn
contains an open set, and thus, int C∗n,pn 6= ∅. To prove this for all other k,
we need a result which may also be of independent interest. Beforehand note
that every M ∈ int C∗n,pn has a factorization M = V V ⊤ where V ≥ 0 has pn
columns, and by one of Dickinson’s characterizations of int C∗n [8, Thm. 3.8],
there exists a factorization M = WW⊤ where W is positive (and has rank
n). However, this does not necessarily imply that there is a factorization
M = V V ⊤ where V ≥ 0 has pn columns and all of these columns are
positive.
Proposition 4.2 For every n there exists a matrix M ∈ int C∗n,pn which has
a minimal cp-factorization M = V V T with positive V ∈ Rn×pn.
Proof. Let M0 be some matrix in the interior of C∗n,pn. As in [18], let v > o
be its Perron-Frobenius eigenvector to the eigenvalue λ > 0. If M0 = V0V
⊤
0
where V0 is a nonnegative n× pn-matrix, then no column V0ei of V0 is zero.
Therefore (V ⊤0 v)i = v
⊤V0ei > 0 for all i, in other words, x˜ := V
⊤
0 v > o.
From λv = M0v = V0V
⊤
0 v = V0x˜ it follows that x := x˜/λ is a positive
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vector with v = V0x. The choice of M0 implies that for small ε > 0 the
matrix M =M0 + εvv
⊤ also has cprM = pn. Now
M =M0 + εvv
⊤ = V0V
⊤
0 + (V0x)ε(V0x)
⊤ = V0(In + εxx
⊤)V ⊤0 . (6)
For δ = (
√
1 + εx⊤x − 1)/‖x‖2 > 0, define C = In + δxx⊤. Then C2 =
In + εxx
⊤ and V = V0C = V0 + δ(V0x)x
⊤ ∈ Rn×pn+ is positive (since x > o
and V0x > o). By (6) we obtain V V
⊤ = V0C
2V ⊤0 =M . ✷
Theorem 4.1
int C∗n,k 6= ∅ ⇐⇒ n ≤ k ≤ pn .
Proof. For k < n it follows from cprM ≥ rankM that C∗n,k is contained
in the set of matrices with rank at most k and thus its interior is empty.
We now show that int C∗n,k 6= ∅ if n ≤ k ≤ pn. To this end, Proposition 4.2
ensures we can select a matrix M = V V ⊤ ∈ int C∗n,pn with a positive n× pn
matrix V = [v1, . . . ,vpn ]. As M ∈ int C∗n ⊂ intPn, we have rankV = n
and without loss of generality, let the first n columns {v1, . . . ,vn} of V be
linearly independent. Now, let any k with n ≤ k ≤ pn be given and consider
the matrix
M :=
k∑
j=1
vjv
⊤
j .
Obviously cprM ≤ k. On the other hand, cprM < k would contra-
dict the minimality of the factorization M = V V ⊤, so cprM = k. Let
V := [v1, . . . ,vn] and V˜ := [vn+1, . . . ,vk]. Then V is positive and nonsin-
gular square, so by [12, Thm. 2.3], we have M = V V
⊤
+ V˜ V˜ ⊤ ∈ int C∗n.
Next consider the singular value decomposition of V = U1ΣU2 with suit-
able orthonormal n × n matrices U1 and U2 and a positive-definite diag-
onal n × n matrix Σ. Let U⊤2 SnU⊤1 be the set of all matrices of order n
which result from premultiplying a symmetric matrix Z by U⊤2 and post-
multiplying it by U⊤1 . Consider the map F : U⊤2 SnU⊤1 → Sn defined by
F(∆V ) := (V + ∆V )(V + ∆V )⊤. The derivative of F at ∆V = 0 is given
by the Lyapunov operator
LV : U⊤2 SnU⊤1 → Sn with LV (∆V ) = (∆V )V
⊤
+ V (∆V )⊤ .
Given a symmetric right hand side R, solving LV (U⊤2 ZU⊤1 ) = R for a sym-
metric matrix Z is equivalent to
U⊤2 ZU
⊤
1 U1ΣU2 + U
⊤
2 ΣU
⊤
1 U1ZU2 = R
⇐⇒ ZΣ+ ΣZ = U2RU⊤2 .
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Evidently, this is uniquely solvable for a symmetric Z so that by the inverse
function theorem, F is invertible in an open neighborhood of ∆V = 0, and
the inverse function satisfies V +∆V > 0 in this neighborhood, by continuity.
Summarizing, for any (symmetric) matrix M̂ in an open neighborhood of
M there exists a positive n× n perturbation matrix
V̂ = V + F−1(M̂ − V˜ V˜ ⊤)
of V , such that M̂ = V̂ V̂ ⊤ + V˜ V˜ ⊤ = V̂ V̂ ⊤ +
∑k
j=n+1 vjv
⊤
j ∈ C∗n, which
establishes cpr M̂ ≤ k. But we know from [18, Cor 2.5] that all matrices
M̂ ∈ C∗n which are sufficiently close to M have cpr M̂ ≥ k, so we conclude
M̂ ∈ C∗n,k, hence M is an inner point of C∗n,k, and the results follow. ✷
5 New bounds for the cp-rank
In this section we prove that the known upper bound bn on the cp-rank of
n × n matrices can be reduced, for every n ≥ 6. For n = 6 we reduce the
bound further in the next section. First, we combine the idea of [17] with
Theorem 2.1 to show that pn is strictly less than bn for every n ≥ 3.
Theorem 5.1 For n ≥ 2, if A ∈ bd Cn has k ≥ 2 positive diagonal elements,
and M ∈ C∗n is orthogonal to A, then cprM ≤ bn − k + 1.
Proof. We may assume that Aii > 0 for i ∈ {1, . . . , k}. Let
L =
{
B ∈ Sn : e⊤i BAei = 0 for all i ∈ {1, . . . , k}
}
.
Then {vv⊤ : v ∈ Rn+ and v⊤Av = 0} ⊆ L by Theorem 2.1. The subspace L
is isomorphic to the solution space of the homogenous system of k equations
in variables bij , 1 ≤ i ≤ j ≤ n,
Aiibii +
∑
j<i
Aijbji +
∑
i<j
Aijbij = 0 , i ∈ {1, . . . , k} .
Since the diagonal matrix with Aii, i = 1, . . . , k, on the diagonal is a subma-
trix of the coefficients matrix, the rank of the coefficients matrix is k. Thus
dimL = (n+12 )− k. Next supposeM ∈ C∗n is orthogonal to A ∈ bd Cn. Then
M ∈ conv {vv⊤ : v ∈ Rn+ and v⊤Av = 0} which is a convex cone contained
in L, and by Caratheodory’s theorem cprM ≤ dimL = (n+12 )− k. ✷
Thus for certain completely positive matrices on bd C∗n we get the fol-
lowing bound on the cp-rank:
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Corollary 5.1 For n ≥ 5, if A ∈ (bd Cn) \ Nn , and M ∈ C∗n is orthogonal
to A, then cprM ≤ bn − 4.
Proof. We may assume A ∈ ext Cn. If A is positive-semidefinite it follows
from orthogonality and M  0 that rank (M) ≤ n − 1 and thus, by (3),
cpr (M) ≤ bn−1 ≤ bn − 4. We now assume that A is indefinite. Let k be the
number of positive diagonal elements of A. If k = 0, we would get A ∈ Nn
which we ruled out by assumption. If 1 ≤ k ≤ 4, then by Lemma 3.1,
we get, up to permutations of rows and columns, A = S ⊕ 0 where S is a
copositive matrix of order k. So S ∈ Pk +Nk, and therefore A ∈ Pn +Nn.
But then, by extremality, A is either positive-semidefinite or nonnegative,
in contradiction to our assumptions. Thus k ≥ 5, and by Theorem 5.1 we
get cprM ≤ bn − 4. ✷
It is beneficial to introduce a cp-rank bound for positive matrices on the
boundary of C∗n: Let p∗n := max
{
cprM :M ∈ bdC∗n , min
i,j
Mij > 0
}
.
Theorem 5.2 For n ≥ 2, there exists a positive matrix M ∈ (bd C∗n) \
(bdNn) such that
pn ≤ cprM + 1 .
Hence we get
p∗n ≤ pn ≤ p∗n + 1 ; (7)
the right inequality is an equality for n ∈ {2, 3} whereas the left inequality is
an equality for n ∈ {4, 5}.
Proof. Let M ∈ int C∗n be a matrix such that cprM = pn [18, Cor. 2.5].
Let δ > 0 be such that M = M − δene⊤n ∈ bd C∗n. Clearly, pn = cprM ≤
cprM + 1. Since M has positive off-diagonal entries in the last row and it
is positive-semidefinite, we have Mnn > 0 and thus M is positive, so that
cprM ≤ p∗n. Hence p∗n ≤ pn ≤ p∗n + 1. The last assertions follow from
b2 = 2 = p3 − 1 and from the fact that there are singular positive matrices
M ∈ bd C∗n with cprM = pn for n ∈ {4, 5} [18, Rem. 2.1,Cor. 4.1]. ✷
Remark 5.1 For n ≤ 4, the matrix M in Theorem 5.2 is necessarily sin-
gular. Thus for n = 2 we have rankM = 1 and cprM = 1, which yields
p2 ≤ 2, a bound which is tight. If n ∈ {3, 4} then rankM = n− 1, and thus
cprM ≤ bn−1, and pn ≤
(
n
2
)
. For n = 3 this gives p3 ≤ 3, which is also
a tight bound. But for n = 4 this yields p4 ≤ 6, which is not tight. For
n = 5, it turns out that though p5 = p
∗
5 is attained at a singular matrix [18,
Cor. 4.1], we have p5 = 6 <
(5
2
)
= 10. Still, for n ≥ 6 we get an improve-
ment of the known bound pn ≤ bn, and for n = 6 we will improve it further
below.
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By the above, for the first time we have a proof that bn is not a tight
upper bound on the cp-rank of completely positive matrices of any order
n ≥ 5. More precisely:
Corollary 5.2 For n ≥ 5, we have
p∗n ≤ bn − 4 and pn ≤ bn − 3 .
Proof. Let M ∈ (bd C∗n) \ (bdNn) be a positive matrix with cprM = p∗n.
This matrix M is orthogonal to a matrix A ∈ ext Cn. As M is positive,
A 6∈ Nn. By Corollary 5.1, we have cprM ≤ bn − 4, and pn ≤ bn − 3 by
Theorem 5.2. ✷
Remark 5.2 For n = 6 this bound is p6 ≤ 17, but may be slightly improved.
This case is studied in Section 6.
Beforehand we note a further result valid for arbitrary order.
Theorem 5.3 If M ∈ C∗n has a zero entry, i.e, M ∈ bdNn, then
cprM ≤ 2pn−1 .
Proof. We may and do suppose that M1n = 0. Let M =
∑p
i=1wiw
⊤
i
be a cp-decomposition of M . Define Ω1 := {i ∈ {1, . . . , p} : 1 ∈ σ(wi)}
and Ω2 := {1, . . . , p} \ Ω1, as well as Mj :=
∑
i∈Ωj
wiw
⊤
i , for j = 1, 2.
Then M1 = M
′
1 ⊕ 0 and M2 = 0 ⊕ M ′2, where M ′1,M ′2 are matrices in
C∗n−1. The result follows from cprM = cpr (M1 +M2) ≤ cprM1+cprM2 =
cprM ′1 + cprM
′
2 ≤ 2pn−1. ✷
Remark 5.3 Note that for all n ≥ 6, we have 2dn−1 ≤ bn − 3, the bound
from Corollary 5.2. However, compared with the upper bound from Theo-
rem 5.1, we have 2pn−1 ≥ 2dn−1 > bn − k + 1, whenever k > n2 , so that
Theorem 5.3 is interesting only for small k.
6 Cp-rank of matrices of order six
In this section we improve the upper bound on the cp-rank of completely
positive matrices of order 6. First we consider matrices in bd C∗6 which are
orthogonal to S ⊕ 0, where S ∈ ext C5 is either in the orbit of the 5 × 5
Horn matrix H or a Hildebrand matrix. Below, the sum of two elements
in {1, 2, 3, 4, 5} is the sum modulo 5.
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Proposition 6.1 Let S be either in the orbit of the 5 × 5 Horn matrix H
or a Hildebrand matrix. Suppose that M ∈ C∗6 is orthogonal to S ⊕ 0. Then
cprM ≤ 15.
Proof. If M = V V ⊤, V ≥ 0, then each column of V is a nonnegative
linear combination of three vectors, e6, ei + ei+1 and ei+1 + ei+2, for some
1 ≤ i ≤ 5 [18, Thm. 4.4]. Let
W = [e1 + e2|e2 + e3|e3 + e4|e4 + e5|e5 + e1|e6] .
Then V =WX, where each column of X has support of at most 3 elements,
contained in a set of the form {i, i + 1, 6} with 1 ≤ i ≤ 5. For each such i,
let Xi consist of the columns of X whose support is contained in {i, i+1, 6}.
Then, again up to permutations of rows and columns, XiX
⊤
i = Yi ⊕ 0 with
Yi ∈ C∗3 so that
cprXiX
⊤
i = cprYi ≤ p3 = 3 .
Therefore cprXX⊤ = cpr
5∑
i=1
XiX
⊤
i ≤
5∑
i=1
cprXiX
⊤
i ≤ 15. ✷
Theorem 6.1 We have p6 ≤ 15.
Proof. By [18, Thm. 3.4], we know that p6 = cprM for someM ∈ (bd C∗6)\
(bdP6). Moreover, if M had a zero entry, we get from Theorem 5.3 that
cprM ≤ 2p5 = 12. Suppose now that M ∈ (bd C∗6) \ (bdP6 ∪ bdN6). Then
Corollary 3.1 gives rankA ≥ 3 for all A ∈ (ext C6) ∩M⊥, and at least one
such A 6= 0 exists as M ∈ bd C∗6 . Now either all diagonal elements of A are
positive, in which case by Theorem 5.1 cprM ≤ b6 − 5 = 15, or A has at
least one zero on the diagonal. By Lemma 3.1, A = S ⊕ 0 with S ∈ ext C5.
Since rankS = rankA ≥ 3, we conclude that S is either in the orbit of H
or a Hildebrand matrix. Then Proposition 6.1 gives cprM ≤ 15, and the
claim is proved. ✷
We thus cut the bracket for p6 in about half, since b6 = 20 and d6 = 9.
The same argument could be used also for n ∈ {7, 8}, but it would not fur-
ther improve upon the bounds yielded already by the general improvement
in Corollary 5.2.
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