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a b s t r a c t
Let Xm,n be the Segre–Veronese variety Pm × Pn embedded by
the morphism given by O(1, 2) and let σs(Xm,n) denote the sth
secant variety of Xm,n. In this paper, we prove that if m = n or
m = n + 1, then σs(Xm,n) has the expected dimension except
for σ6(X4,3). As an immediate consequence, we will give functions
s1(m, n) ≤ s2(m, n) such that if s ≤ s1(m, n) or if s ≥ s2(m, n),
then σs(Xm,n) has the expected dimension for all positive integers
m and n.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let X ⊆ PN−1 be a non-degenerate projective variety of dimension d. The sth secant variety of X ,
denoted σs(X), is the Zariski closure of the union of linear spans of s-tuples of points lying on X . The
major questions surrounding secant varieties center around finding invariants of those objects such as
dimension. A simple dimension count suggests that the dimension ofσs(X) ismin{N−1, s·(d+1)−1}.
We say that X has a defective sth secant variety if σs(X) does not have the expected dimension. In
particular, X is said to be defective if X has a defective sth secant variety for some s.
The paper explores problems related to the classification of defective secant varieties of Segre–
Veronese varieties. This is analogous to the celebrated theorem of Alexander and Hirschowitz (1995),
which asserts that higher secant varieties of Veronese varieties have the expected dimension (modulo
a fully described list of exceptions). This work completed theWaring problem for polynomials which
had remained unsolved for some time. There are corresponding conjecturally complete lists of
defective secant varieties for Segre varieties (Abo et al., 2009) and for Grassmann varieties (Baur
et al., 2007). Secant varieties of Segre–Veronese varieties are however less, well understood. In
recent years, considerable efforts have been made to develop techniques to study secant varieties
of Segre–Veronese varieties; see for example, Carlini and Chipalkatti (2003), Catalisano et al. (2005),
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Ballico (2006), Ottaviani (in press), Catalisano et al. (2007, 2008), and Abrescia (2008). But even the
classification of defective two-factor Segre–Veronese varieties is still far from complete.
A useful tool to study secant varieties of a Segre–Veronese variety is a technique based on
specializing points to lie on a certain divisor of the Segre–Veronese variety, which we explain below.
For a given n = (n1, . . . , nk) ∈ Nk, we denote Pn1 × · · · × Pnk by Pn. Let Xan be the Segre–
Veronese variety obtained by embedding Pn in P
∏k
i=1 (
ni+ai
ai )−1 by the morphism given by O(a) with
a = (a1, . . . , ak) ∈ Nk. As we shall see in Remark 2.3, the problem of determining the dimension
of σs(Xan) is equivalent to the problem of determining the value of the Hilbert function hPn(Z, ·) of a
collection Z of s general double points in Pn at a, i.e.,
hPn(Z, a) = dimH0(Pn,O(a))− dimH0(Pn, IZ (a)).
Suppose that a1 ≥ 2. Denote by n′ and a′ the k-tuples (n1 − 1, n2, . . . , nk) and (a1 − 1, a2, . . . , ak),
respectively. Given a Pn
′ ⊂ Pn, we have a short exact sequence
0→ IZ (a′)→ IZ (a)→ IZ∩Pn′ ,Pn′ (a)→ 0,
whereZ is the residual scheme of Z with respect to Pn′ and Z ∩Pn′ is the trace of Z on the hyperplane.
This short exact sequence gives rise to the following inequality:
hPn(Z, a) ≥ hPn(Z, a′)+ hPn′ (Z ∩ Pn′ , a).
Thus,
• if hPn(Z, a′) and hPn′ (Z ∩ Pn′ , a′) are the expected values and
• if the degrees of Z and Z ∩ Pn′ are both less than or both greater than dimH0(Pn,O(a′)) and
dimH0(Pn
′
,O(a)), respectively,
thenwe can conclude that hPn(Z, a) is also the expected value. By semicontinuity, the Hilbert function
of a general collection of s double points in Pn has the expected value at a. In particular, one can
compute the dimension of the secant variety by induction on dimension and degree. The secant
varieties of Xm,n (by abuse of notation, we now write Xm,n for X1,2m,n) can be viewed as an initial case
of the induction approach. In fact, the above-mentioned technique involves secant varieties of two-
factor Segre varieties, most of which are known to be defective. Thus one needs a different approach
to classify defective secant varieties of such Segre–Veronese varieties.
Very recently, secant varieties of Segre–Veronese varieties Xm,n were systematically studied in Abo
and Brambilla (2009), where the authors suggested that secant varieties of such Segre–Veronese
varieties are not defective modulo the list of well known exceptions. More precisely, they proposed
the following conjecture.
Conjecture 1.1 (Abo and Brambilla, 2009). Let Xm,n be the Segre–Veronese variety obtained fromPm×Pn
by embedding in P(m+1)(
n+2
2 )−1 by the morphism given byO(1, 2). Then σs(Xm,n) is defective if and only if
(m, n, s) falls into one of the following cases:
(i) (m, n; 1, 2) is unbalanced, i.e., m > n+22 − 2, and
n+ 2
2

− n < s < min

m+ 1,

n+ 2
2

;
(ii) (m, n, s) = (2, 2k+ 1, 3k+ 2) with k ≥ 1;
(iii) (m, n, s) = (4, 3, 6).
The existence of the listed defective cases was established by several authors (e.g. Carlini and
Chipalkatti, 2003; Ottaviani, in press). Evidence for Conjecture 1.1 was given by a mixture of theory
and computational experiments. The main goal of this paper is to provide further evidence in support
of this conjecture. As the first step, we will prove the following theorem.
Theorem 1.2. Let n ≥ 1.
(i) Xn,n is not defective.
(ii) Xn,n−1 is not defective except for n = 4.
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To prove Theorem 1.2, we will utilize a technique based on specialization of points on certain
subvarieties (but not on divisors). This specialization technique enables one to compute the
dimensions of secant varieties by induction ondimension. Amore precise description of this technique
can be found in Sections 3 and 4. Note that very similar approaches were successfully applied to study
secant varieties of other well known varieties such as Veronese varieties and Grassmann varieties;
see Brambilla and Ottaviani (2008) and Abo et al. (in press).
In Section 5, we will develop a ‘‘double induction’’ approach that is a modification of the approach
discussed inAbo andBrambilla (2009). This induction approach togetherwith Theorem1.2 as an initial
case allows us to establish the existence of a large family of non-defective secant varieties of Xm,n. To
be more precise, we will prove the following theorem.
Theorem 1.3. Suppose that n ≥ m− 1.
(i) Let k = ⌊n/2⌋ and let s1(m, n) be the function defined by
s1(m, n) =

(m+ 1)k− (m− 2)(m+ 1)/2 if n is even;
(m+ 1)k− (m− 3)(m+ 1)/2 if m and n are odd;
(m+ 1)k− [(m− 3)(m+ 1)+ 1]/2 otherwise.
Then σs(Xm,n) has the expected dimension for any s ≤ s1(m, n).
(ii) Let s2(m, n) be the function defined by
s2(m, n) =
⌈(m+ 1)m+22 /(2m+ 1)⌉ + (m+ 1)(n−m)/2 if 2|(n−m)⌈(m+ 1)m+12 /2m⌉ + (m+ 1)(n−m+ 1)/2 if 2 ̸ |(n−m).
Then σs(Xm,n) has the expected dimension for any s ≥ s2(m, n).
Note that if s(m+n+1) ≤ (m+1)n+22  and if σs(Xm,n) has the expected dimension, then σs′(Xm,n)
also has the expected dimension for any s′ ≤ s. Likewise, if s ≥ (m + 1)n+22  and if σs(Xm,n) has the
expected dimension, then σs′(Xm,n) also has the expected dimension for any s′ ≥ s. In particular,
Xm,n is non-defective if and only if σ⌊f (m,n)⌋(Xm,n) and σ⌈f (m,n)⌉(Xm,n) have the expected dimension,
where f (m, n) = (m + n + 1)−1(m + 1)n+22 . Thus, ideally, we would like s1(m, n) and s2(m, n)
to satisfy s1(m, n) ≤ s2(m, n) − 1. While Theorem 1.3 does not reach this result, the difference
s2(m, n) − s1(m, n) is relatively small (it is asymptotically equivalent to m2 as m → ∞). Indeed,
Theorem 1.3(ii) significantly improves the bound presented in Abo and Brambilla (2009).
Some of the proofs presented in this paper are partially based on computations in Macaulay2.
(Macaulay2 is a computer algebra system developed by Grayson and Stillman (0000) for research in
algebraic geometry and commutative algebra.) All the Macaulay2 scripts needed to carry out these
computations are available at the following URL:
http://www.webpages.uidaho.edu/~abo/programs.html
Note that we work in characteristic p = 32003. Our task is to check that a certain integer matrix has
maximal rank. The Macaulay2 scripts determine that the matrix has maximal rank modulo p. Thus
the result in characteristic zero follows from the openness of the maximal rank condition.
2. Preliminaries
Throughout this paper, let V be an (m + 1)-dimensional vector space over C with basis E =
{e0, . . . , em} and let W be an (n + 1)-dimensional vector space over C with basis F = {f0, . . . , fn}.
For simplicity, we write Ym,n for Pm × Pn = P(V ) × P(W ). In this section, we denote by Xm,n the
Segre–Veronese variety Ym,n embedded by the morphism given by O(1, 2). For simplicity, if m = n,
then we denote Xm,n by Xn and Ym,n by Yn.
Let Tp(Xm,n) be the affine cone over the (projective) tangent space Tp(Xm,n) to Xm,n at a point
p ∈ Xm,n. For each p ∈ Xm,n, there are v ∈ V \ {0} and w ∈ W \ {0} such that p = [v ⊗ w2] ∈
P(V ⊗ Sym2(W )). In this case, Tp(Xm,n) = V ⊗ w2 + v ⊗ wW .
Definition 2.1. Let p1, . . . , ps be general points of Xm,n. For simplicity, we write Dm,n,s for∑s
i=1 Tpi(Xm,n). Then Dm,n,s is expected to have dimension
d(m, n, s) = min {s · (m+ n+ 1),N(m, n)} ,
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where N(m, n) = (m+ 1)n+22 . We say that the statementD(m, n; s) is true if Dm,n,s has the expected
dimension. We also say that the statement D(m, n) is true if D(m, n; s) is true for every non-negative
integer s. Ifm = n, we writeD(n; s) andD(n) instead ofD(m, n; s) andD(m, n), respectively.
Remark 2.2. Let p1, . . . , ps be general points of Xm,n and let σs(Xm,n) be the sth secant variety of Xm,n.
By Terracini’s (1911) lemma, the span of the tangent spaces to Xm,n at s generic points is equal to the
tangent space to σs(Xm,n) at the generic point z on the linear subspace spanned by the s points. Thus
Dm,n,s can be thought of as the affine cone over the tangent space to σs(Xm,n) at z. Therefore,D(m, n; s)
is true if Dm,n,s has the expected dimension.
For a given triple (m, n; s), we can check whether D(m, n; s) is true as follows. First choose
randomly p1, . . . , ps ∈ Xm,n. Then one can compute Dm,n,s explicitly. Let R = C[e0, . . . , em, f0, . . . , fn]
and let I be the ideal of R generated by Dm,n,s. Minimize generators for I . If d(m, n, s) multi-
homogeneous polynomials of degree (1, 2) form a minimal generating set of I , then D(m, n; s) is
true. One can carry out the above-mentioned computation using a Macaulay2 command called
tangentToSecant. This command takes integers m, n and s as input and returns the ideal of R
generated by Dm,n,s. Below we illustrate how to use this command in more detail. Start a Macaulay2
session with
i1 : load "mega.m2"
The ideal of R generated by D2,2,3 is computed by
i3 : tangentToSecant(2,2,3);
ZZ
o3 : Ideal of -----[e , e , e , f , f , f ]
32003 0 1 2 0 1 2
The gens command provides the set of generators for a given ideal as a map of two free R-modules,
the source command gives the source of a map of modules and the rank command computes the
rank of a module. Thus the number of generators for the above ideal is obtained as follows:
i4 : rank source gens oo
o4 = 15
Here oo denotes the last output value, i.e., o3. Since
d(2, 2) = min

3 · (2+ 2+ 1), (2+ 1)

2+ 2
2

= 15
and since the generating set of the ideal has already beenminimized within the script using the trim
command, D2,2,3 has the expected dimension, and soD(2, 2, 3) is true.
Remark 2.3. The cohomology group H0(Ym,n,O(1, 2)) can be identified with the set of hyperplanes
in PN(m,n)−1. Since the condition that a hyperplane H ⊂ PN(m,n)−1 contains Tp(Xm,n) is equivalent to
the condition that H intersects Xm,n in the first infinitesimal neighborhood p2 of p, the elements of
H0(Ym,n, Ip2(1, 2)) can be viewed as hyperplanes containing Tp(Xm,n).
Let p1, . . . , ps ∈ Xm,n and let Z = {p21, . . . , p2s }. Recall that Terracini’s lemma says that the linear
subspace spanned by Tp1(Xm,n), . . . ,Tps(Xm,n) is the tangent space to σs(Xm,n) at a general point on
the linear subspace spanned by p1, . . . , ps. This implies that the dimension ofσs(Xm,n) equals the value
of the Hilbert function hYm,n(Z, ·) of Z at (1, 2), i.e.,
hYm,n(Z, (1, 2)) = dimH0(Ym,n,O(1, 2))− dimH0(Ym,n, IZ (1, 2)).
In particular,
hYm,n(Z, (1, 2)) = min {s · (m+ n+ 1), N(m, n)}
if and only ifD(m, n; s) is true.
Remark 2.4. Let s be a positive integer. Suppose that s · (m + n + 1) ≤ N(m, n) and that D(m, n; s)
is true. ThenD(m, n; s′) is true for any choice of s′ with s ≥ s′. Similarly, if s · (m+ n+ 1) ≥ N(m, n)
and ifD(m, n; s) is true, thenD(m, n; s′) is true for any choice of s′ with s ≤ s′. In order to prove that
D(m, n; s) is true, it is therefore enough to show that bothD(m, n; s(m, n)) andD(m, n; s(m, n)) are
true, where s(m, n) = ⌊N(m, n)/(m+ n+ 1)⌋ and s(m, n) = ⌈N(m, n)/(m+ n+ 1)⌉.
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3. Segre varieties Pn × Pn embedded byO(1, 2)
This section will be devoted to proving that Xn is not defective for every non-negative integer n.
Let Ei = {en−8i+1, . . . , en−8(i−1)} and let Fi = {fn−8i+1, . . . , fn−8(i−1)} for each i ∈ {1, 2, 3}. We write
Vi andWi for the vector spaces spanned by E \ Ei and F \ Fi, respectively. Denote by Li the subvariety
P(Vi) × P(Wi) of Yn. Recall that if p = [v ⊗ w2] ∈ Xn, then the affine cone Tp(Xn) over the tangent
space to Xn at p is V ⊗w2+ v⊗wW . Let N(n) denote N(n, n), i.e., N(n) = (n+ 1)
n+2
n

. Note that if p
lies in Li, then Tp(Xn) is congruent to ⟨Ei⟩⊗w2+v⊗w⟨Fi⟩modulo Vi⊗Sym2(Wi) for each i ∈ {1, 2, 3}.
Thus the dimension of the subspace of V ⊗ Sym2(W ) spanned by Tp(Xn) and Vi ⊗ Sym2(Wi) is less
than or equal to N(n− 8)+ 16.
Definition 3.1. (i) Let n ≥ 24. For each i ∈ {1, 2, 3}, let pi,1, . . . , pi,32 be general points of Li. We
denote by An the following subspace of V ⊗ Sym2(V ):
3−
i=1

Vi ⊗ Sym2(Wi)+
32−
j=1
Tpi,j(Xn)

.
Note that
dim

3−
i=1
Vi ⊗ Sym2(Wi)

= 3N(n− 8)− 3N(n− 16)+ N(n− 24).
Thus the dimension of An is expected to be
3N(n− 8)− 3N(n− 16)+ N(n− 24)+ 3 · 32 · 16 = N(n).
We say that the statement A(n) is true if An has the expected dimension. Note that A(n) is true if and
only if
dimH0(Yn, IL1∪L2∪L3∪Z (1, 2)) = 0,
where Z = {p2i,1, . . . , p2i,32}1≤i≤3, because dimH0(Yn,O(1, 2)) = N(n).
(ii) For every n ≥ 0, we define a function s(n) by
s(n) = 16k2 + (4r + 7)k+ ⌊r2/4+ 7r/8+ 13/16⌋,
where k and r are the quotient and the remainder when dividing n by 8. Note that s(n) = ⌊N(n)/
(2n+ 1)⌋ for every n ≥ 2.
Let t(n) = s(n− 8)− s(n− 16) = s(n− 8)− s(n− 16) = 32k+ 4r − 41. For each i ∈ {1, 2}, let
pi,1, . . . , pi,t(n) be general points of Li and let p1, . . . , p32 be general points of Yn. Suppose that n ≥ 16.
Let Bn be the following subspace of V ⊗ Sym2(W ):
2−
i=1

Vi ⊗ Sym2(Wi)+
t(n)−
j=1
Tpi,j(Xn)

+
32−
ℓ=1
Tpℓ(Xn).
A simple dimension count suggests that Bn has dimension
2N(n− 8)− N(n− 16)+ 2 · 16 · t(n)+ 32 · (2n+ 1) = N(n).
We say that the statement B(n) is true if Bn has the expected dimension. This is equivalent to the
condition that
dimH0(Yn, IL1∪L2∪Z (1, 2)) = 0,
where Z = {p21,1, . . . , p21,t(n), p22,1, . . . , p22,t(n), p21, . . . , p232}.
(iii) Let p1, . . . , pt(n+8) be general points of Yn and let q1, . . . , qs(n−8) be general points of L1.We denote
by Cn the following subspace of V ⊗ Sym2(W ):
t(n+8)−
i=1
Tpi(Xn)+
s(n−8)−
i=1
Tqi(Xn)+ L1. (3.1)
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Let Cn be the subspace obtained from (3.1) by replacing s(n − 8) by s(n − 8). The subspace Cn is
expected to have dimension
(2n+ 1) · t(n+ 8)+ 16 · s(n− 8)+ N(n− 8),
while Cn is expected to coincide with V ⊗Sym2(W ). We say that the statement C(n) (resp. C(n)) is true
if Cn (resp. Cn) has the expected dimension.
Let Z = {p21, . . . , p2t(n+8), q21, . . . , q2s(n−8)}. Then C(n) is true if and only if the following holds:
dimH0(Yn, IL1∪Z (1, 2)) = 4r2 + 14r + 13− 16⌊r2/4+ 7r/8+ 13/16⌋, (3.2)
where r is the remainder when dividing n by 8. Similarly, C(n) is true if and only if dimH0
(Yn, IL1∪Z (1, 2)) = 0.
Remark 3.2. For a fixed positive integer n ≥ 24, we can check whether A(n) is true, as follows.
Let R = C[e0, . . . , en, f0, . . . , fn]. For each i ∈ {1, 2, 3}, select pi,1, . . . , pi,32 ∈ Li at random and
construct An explicitly. Let I be the ideal of R generated by An. Minimize generators for I . If theminimal
generating set of I consists ofN(n)multi-homogeneous polynomials of degree (1, 2), thenA(n) is true.
Similarly, one can check the truths of B(n), C(n) and C(n) by constructing the ideals of R generated
by Bn, Cn and Cn, respectively. In Macaulay2, these ideals can be obtained by using the command
called collectionOfTangentSpaceModLi. This command takes five integers n, s, s1, s2 and s3 as
input and randomly selects points p1, . . . , pa ∈ Yn and points pi,j ∈ Lj for each j ∈ {1, 2, 3} and
i ∈ {1, . . . , sj}. Then it returns the ideal of R generated by
s−
i=1
Tpi(Xn)+
3−
j=1
 sj−
i=1
Tpi,j(Xn)+ ai (Vi ⊗ Sym2(Wi))

,
where, for each i ∈ {1, 2, 3},
ai =

0 if si = 0
1 otherwise.
Thus, in order to find the dimensions of An, Bn, Cn and Cn, we need to compute the following ideals:
• collectionOfTangentSpaceModLi(n,0,32,32,32);
• collectionOfTangentSpaceModLi(n,32,t(n),t(n),0);
• collectionOfTangentSpaceModLi(n,t(n+8),su(n-8),0,0);
• collectionOfTangentSpaceModLi(n,t(n+8),so(n-8),0,0);
where su, so and t are the Macaulay2 functions for s, s and t in Definition 3.1, respectively. Below
we discuss several examples to describe more precisely how the above command should be used.
We first determine whether or not A(24) holds. The ideal A24 generated by A24 is
i5 : A24 = collectionOfTangentSpaceModLi(24,0,32,32,32);
The number of generators for A24 can be computed in the same way as in Remark 2.2.
i6 : rank source gens A24
o6 = 8125
Note that the set of generators for A24 has already been minimized within the script. Since N(24) =
(24+ 1)24+22  = 8125, A24 has the expected dimension. Thus we can conclude that A(24) is true.
Next we check the truth ofB(16) using the same command. The ideal B16 generated by B16 is
i7 : B16 = collectionOfTangentSpaceModLi(16,32,t(16),t(16),0);
i8 : rank source gens B16
o8 = 2601
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The number of generators for B16 coincides with N(16) = 2601, from which the truth of B(16)
follows.
Finally, we use collectionOfTangentSpaceModLi to check whether or not C(8) is true. The
ideal Cu8 of R generated by C8 is given by
i9 : Cu8 = collectionOfTangentSpaceModLi(8,t(8+8),su(8-8),0,0);
The expected dimension of C8 is (2 · 8+ 1) · t(8+ 8)+ 16 · s(8− 8)+ N(8− 8) = 392.
i10 : rank source gens Cu8
o10 = 392
Since Cu8 is generated by the same number of polynomials in R as the expected dimension of C8, we
can conclude that C(8) is true.
Proposition 3.3. A(n) is true for every n ≥ 24.
Proof. For each i ∈ {1, 2, 3}, let pi,1, . . . , pi,32 be general points of Li and let Z = {p2i,1, . . . , p2i,32}1≤i≤3.
For simplicity,wedenote L1∪L2∪L3 by L. ByDefinition 3.1(i), it suffices to showH0(Yn, IL∪Z (1, 2)) = 0.
Let VK be the subspace of V spanned by E1, E2 and E3, letWK be the subspace ofW spanned by F1, F2
and F3 and letK = P(VK )×P(WK ). It is straightforward to show thatV⊗Sym2(W ) = VK⊗Sym2(WK )+∑3
i=1 Vi ⊗ Sym2(Wi). In other words, H0(Yn, IL∪K (1, 2)) = 0. Let VH be a general 25-dimensional
subspace of V that contains VK , let WH be a general 25-dimensional subspace of W that contains
WK and let H = P(VH) × P(WH). Then H0(Yn, IL∪H(1, 2)) = 0, because dimH0(Yn, IL∪H(1, 2)) ≤
dimH0(Yn, IL∪K (1, 2)).
Specializing pi,1, . . . , pi,32 to L′i = Li ∩ H for each i ∈ {1, 2, 3}, we get the following short exact
sequence:
0→ IL∪Z∪H(1, 2)→ IL∪Z (1, 2)→ I(L∪Z)∩H,H(1, 2)→ 0.
Since
dimH0(Yn, IL∪H(1, 2)) ≥ dimH0(Yn, IL∪Z∪H(1, 2)),
we have H0(Yn, IL∪Z∪H(1, 2)) = 0.
It follows from the choice of H that each L′i is a subvariety of Yn of the form Y24. Furthermore, Z ∩H
is the collection of double points supported by pi,1, . . . , pi,32 in H . Thus, H0(I(L∪Z)∩H,H(1, 2)) = 0 if
and only if A(24) is true. Since we have already checked that A(24) holds in Remark 3.2, we have
completed the proof. 
Proposition 3.4. B(n) is true for every n ≥ 16.
Proof. The proof is by eight-step induction on n. Let L3 be the subvariety of Yn defined at the beginning
of this section. Specialize pi,1, . . . , pi,t(n)−32 to Li ∩ L3, p1, . . . , p32 to L3 \ (L1 ∪ L2) and the remaining
64 points to L1 ∩ L2. Consider the following exact sequence:
0→ IL1∪L2∪L3∪Z (1, 2)→ IL1∪L2∪Z (1, 2)→ I(L1∪L2∪Z)∩L3,L3(1, 2)→ 0.
It follows from Proposition 3.3 that H0(Yn, IL1∪L2∪L3∪Z (1, 2)) = 0.
Note that, for each i ∈ {1, 2}, Li ∩ L3 is a subvariety of L3 = Yn−8 of the form Yn−16, that
t(n− 8) = t(n)− 32 and that
(L1 ∪ L2 ∪ Z) ∩ L3 = (L1 ∩ L3) ∪ (L2 ∩ L3) ∪ Z ′,
where Z ′ is the set of double points in L3 supported by p1, . . . , p32 and pi,1, . . . , pi,t(n−8). The condition
that the H0 cohomology group of the third object in the above exact sequence vanishes is, therefore,
equivalent to the condition that B(n − 8) is true. In particular, if B(n − 8) is true, then so is B(n).
Thus it is sufficient to show the initial cases; namely,
H0(Yn, IL1∪L2∪Z (1, 2)) = 0
for every n ∈ {16, . . . , 23}. This can be done in the same way as described in Remark 3.2. 
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Lemma 3.5. C(n) and C(n) are true if n ≥ 8.
Proof. We first show that C(n) is true for every n ≥ 8. The proof is by eight-step induction. By
Definition 3.1(iii), it suffices to prove that H0(Yn, IL1∪Z (1, 2)) has the expected dimension.
Specialize p1, . . . , pt(n) to L2 \ (L1 ∩ L2) and q1 . . . , qs(n−16) to L1 ∩ L2. Then we obtain the following
short exact sequence:
0→ IL1∪L2∪Z (1, 2)→ IL1∪Z (1, 2)→ I(L1∪Z)∩L2,L2(1, 2)→ 0.
By Proposition 3.4, dimH0(Yn, IL1∪L2∪Z (1, 2)) = 0. Note that L1 ∩ L2 is a subvariety of L2 = Yn−8 of
the form Yn−16. Thus the H0 cohomology group of I(L1∪Z)∩L2,L2(1, 2) vanishes if and only if C(n − 8)
is true. In particular, the truth of C(n − 8) implies the truth of C(n). We can check the initial cases,
that is, the truth of C(n) for each i ∈ {8, . . . , 15}, in the same way as described in Remark 3.2. Thus,
by induction, C(n) is true for every n ≥ 8. We can prove that C(n) is true for every n ≥ 8 by replacing
s(n) by s(n). 
Theorem 3.6. D(n) is true for every n ≥ 0.
Proof. Clearly the statementD(0) holds. It is also known thatD(n) is true for n = 1 (see Theorem 2.1
in Catalisano et al. (2005) for the proof). Thus we may assume that n ≥ 2. To prove Theorem 3.6, we
only need to show that the sub-statementsD(n; s(n)) andD(n; s(n)) are both true (see Remark 2.4).
Here we only prove that D(n; s(n)) is true, because the remaining case follows the same path. The
proof is by eight-step induction. One can directly prove thatD(n; s(n)) is true for every i ∈ {2, . . . , 7}
in the same way as described in Remark 2.2. Suppose now that D(n − 8; s(n − 8)) is true for some
n ≥ 8. Let p1, . . . , ps(n) ∈ Yn and let Z = {p21, . . . , p2s(n)}. Suppose that only p1, . . . , ps(n−8) lie in L1.
Then we have the following short exact sequence:
0→ IL1∪Z (1, 2)→ IZ (1, 2)→ IZ∩L1,L1(1, 2)→ 0.
By Lemma 3.5, we have
dimH0(Yn, IL1∪Z (1, 2)) = N(n)− N(n− 8)− (2n+ 1) · t(n+ 8)− 16 · s(n− 8).
It follows from the induction hypothesis that
dimH0(L1, IZ∩L1(1, 2)) = N(n− 8)− s(n− 8)[2(n− 8)+ 1].
This implies that
dimH0(Yn, IZ (1, 2)) ≤ dimH0(Yn, IL1∪Z (1, 2))+ dimH0(L1, IZ∩L1(1, 2))
= N(n)− s(n)(2n+ 1).
On the other hand, since hYn(Z, (1, 2)) ≤ s(n)(2n+ 1), we have
dimH0(Yn, IZ (1, 2)) = N(n)− hYn(Z, (1, 2)) ≥ N(n)− s(n)(2n+ 1),
which implies that
dimH0(Yn, IZ (1, 2)) = N(n)− s(n)(2n+ 1).
ThusD(n; s(n)) is true, and hence we have completed the proof. 
4. Segre varieties Pn × Pn−1 embedded byO(1, 2)
The goal of this section is to prove that Xn,n−1 is non-defective unless n = 4. Although slight
modificationswill be necessary, we can prove this almost in the sameway as in Section 3. Thuswewill
omit some of the details to avoid repetitive arguments. Instead, we will indicate to which proposition
or lemma in Section 3 the reader should refer.
For each i ∈ {1, 2, 3}, let Ei = {en−2i+1, en−2(i−1)}, let Fi = {fn−2i, fn−2i+1}, let Vi = ⟨E \ Ei⟩ and let
Wi = ⟨F \ Fi⟩. If n ≥ 7, then the subspace∑3i=1 Vi ⊗ Sym2(Wi) of V ⊗ Sym2(W ) has dimension
3N(n− 2, n− 3)− 3N(n− 4, n− 5)+ N(n− 6, n− 7) = N(n, n− 1)− 24.
Wedenote by Li the subvariety P(Vi)×P(Wi) of Yn,n−1. For each i ∈ {1, 2, 3}, the affine cone Tp(Xn,n−1)
over the tangent space to Xn,n−1 at p = [v⊗w2] ∈ Xn,n−1 is congruent to ⟨Ei⟩⊗w2+v⊗w⟨Fi⟩modulo
Vi⊗ Sym2(Wi), and so Tp(Xn,n−1)+Vi⊗ Sym2(Wi) is expected to have dimension N(n−2, n−3)+4.
1262 H. Abo / Journal of Symbolic Computation 45 (2010) 1254–1269
Definition 4.1. (i) Let n ≥ 7. For each i ∈ {1, 2, 3}, let pi,1 and pi,2 be general points of Li. Let An,n−1
be the following subspace of V ⊗ Sym2(W ):
3−
i=1

Li + Tpi,1(Xn,n−1)+ Tpi,2(Xn,n−1)

.
Then we have the following inequality:
dim An,n−1 ≤ 3N(n− 2, n− 3)− 3N(n− 4, n− 5)+ N(n− 6, n− 7)+ 3(4+ 4)
= N(n, n− 1)− 24+ 24
= N(n, n− 1).
We say that the statement A(n, n− 1) is true if the equality holds. Note that A(n, n− 1) is true if and
only if
dimH0(Yn,n−1, IL1∪L2∪L3∪Z (1, 2)) = 0,
where Z = {p2i,1, p2i,2}1≤i≤3.
(ii) Let n ≥ 5. Note that∑2i=1 Vi ⊗ Sym2(Wi) has dimension
2N(n− 2, n− 3)− N(n− 4, n− 5) = N(n, n− 1)− (12n− 16).
Let s(n, n−1) = ⌊N(n, n−1)/2n⌋ and let s(n, n−1) = ⌈N(n, n−1)/2n⌉. Then it is not hard to show
that
t(n, n− 1) = s(n− 2, n− 3)− s(n− 4, n− 5)
= s(n− 2, n− 3)− s(n− 4, n− 5)
= n− 2.
Let p1 and p2 be general points of Yn,n−1 and let pi,1, . . . , pi,t(n,n−1) be general points of Li for each
i ∈ {1, 2}. Denote by Bn,n−1 the following subspace of V ⊗ Sym2(W ):
2−
i=1

Li + Tpi(Xn,n−1)+
t(n,n−1)−
j=1
Tpi,j(Xn,n−1)

.
Then we have the following inequality:
dim Bn,n−1 ≤ 2N(n− 2, n− 3)− N(n− 4, n− 5)+ 2 · 2n+ 2 · 4 · (n− 2)
= N(n, n− 1)− (12n− 16)+ 12n− 16
= N(n, n− 1).
We say that the statementB(n, n− 1) is true if the equality holds. Note that if
Z = {p21,1, . . . , p21,t(n,n−1), p22,1, . . . , p22,t(n,n−1), p21, p22},
thenB(n, n− 1) is true if and only if dimH0(Yn,n−1, IL1∪L2∪Z (1, 2)) = 0.
(iii) Suppose that n ≥ 3. Let p1, . . . , pt(n+2,n+1) be general points of Yn,n−1 and let q1, . . . , qs(n−2,n−3)
be general points of L1. We write Cn,n−1 for the following subspace of V ⊗ Sym2(W ):
L1 +
t(n+2,n+1)−
i=1
Tpi(Xn,n−1)+
s(n−2,n−3)
i=1
Tqi(Xn,n−1). (4.1)
Then we have the following inequality:
dim Cn,n−1 ≤ N(n− 2, n− 3)+ 2n · t(n+ 2, n+ 1)+ 4 · s(n− 2, n− 3)
= N(n, n− 1)− (3n2 − 2n+ 1)+ 2n2 + 4 · s(n− 2, n− 3)
= N(n, n− 1)− (n2 − 2n+ 1)+ 4 · s(n− 2, n− 3).
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Note that
4 · s(n− 2, n− 3) =

n2 − 2n if n is even
(n− 1)2 if n is odd.
Thus
dim Cn,n−1 ≤

N(n, n− 1)− 1 if n is even
N(n, n− 1) if n is odd.
We say that the statement C(n, n− 1) is true if the equality holds. To prove that C(n, n− 1) is true, it
is enough to show that
dimH0(Yn,n−1, IL1∪Z (1, 2)) =

1 if n is even
0 if n is odd,
where Z = {p21, . . . , p2t(n+2,n+1), p21,1, . . . , p21,s(n−2,n−3)}.
Let Cn,n−1 be the subspace obtained from (4.1) by replacing s(n− 2, n− 3) by s(n− 2, n− 3). We
say that C(n, n− 1) is true if Cn has the expected dimension, or if dimH0(Yn,n−1, IL1∪Z (1, 2)) = 0.
Remark 4.2. The dimensions of vector spaces An,n−1, Bn,n−1, Cn,n−1 and Cn,n−1 can be com-
puted in a very similar way as described in Remark 3.2 using a computer algebra system.
collectionOfTangentSpaceModLi’ is a Macaulay2 routine for computing the dimensions of
the above vector spaces. This routine constructs the ideals generated by An,n−1, Bn,n−1, Cn,n−1 and
Cn,n−1 as follows:
• collectionOfTangentSpaceModLi’(n,0,2,2,2);
• collectionOfTangentSpaceModLi’(n,2,t’(n),t’(n),0);
• collectionOfTangentSpaceModLi’(n,t’(n+2),su’(n-2),0,0);
• collectionOfTangentSpaceModLi’(n,t’(n+2),so’(n-2),0,0),
where su’, so’ and t’ are the Macaulay2 functions for s, s and t defined in Definition 4.1. The
number of generators of each ideal can be computed in the same way as in Remark 3.2. For example,
the ideal generated by A7,6 is given by
i11 : collectionOfTangentSpaceModLi’(7,0,2,2,2);
The number of generators for this ideal is
i12 : rank source gens oo
o12 = 224
Thus the dimension of A7,6 is 224. Since N(7, 6) = 224, the statement A(7, 6) is true.
Lemma 4.3. (i) A(n, n− 1) is true for every n ≥ 7.
(ii) B(n, n− 1) is true for every n ≥ 5.
(iii) For every n ≥ 3, C(n, n− 1) is true unless n = 4 and C(n, n− 1) is true.
Proof. (i) In the same way as in Proposition 3.3, we can show that the truth of A(7, 6), which has
been directly checked in Remark 4.2, implies that of A(n, n− 1) for every n ≥ 7.
(ii) The proof is by two-step induction on n. Let Z be as given in Definition 4.1(ii). As in the proof of
Proposition 3.4, specializing pi,1, . . . , pi,t(n,n−1)−2 to Li ∩ L3 and p1, p2 to L3 and the remaining points
to L1 ∩ L2, we can show that if both A(n, n− 1) andB(n− 2, n− 3) are true, then so isB(n, n− 1).
Since the truths of A(5, 4) and A(6, 5) can be checked directly as described in Remark 4.2, the truth
of A(n, n− 1) immediately follows from (i).
(iii) Here we only show the truth of C(n, n − 1) for every n ≥ 3 except for n = 4, because the
remaining case follows the same path. The proof is by two-step induction on n. One can directly
check, as described in Remark 4.2, that C(n, n − 1) is true if n = 3 and 6. Let p1, . . . , pt(n+2,n+1) be
general points of Yn,n−1 and let q1, . . . , qs(n−2,n−3) be general points of L1. As in the proof of Lemma 3.5,
specializing p1, . . . , pt(n,n−1) to L2 \ (L1 ∩ L2) and q1, . . . , qs(n−4,n−3) to L1 ∩ L2, we can show that
C(n, n − 1) is true ifB(n, n − 1) and C(n − 2, n − 3) are true. Thus the truth of C(n, n − 1) follows
from (ii). 
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Theorem 4.4. D(n, n − 1; s) is true unless (n, s) = (4, 6). In particular, D(n, n − 1) is true except for
n = 4.
Proof. It is enough to prove that both D(n, n − 1; s(n, n − 1)) and D(n, n − 1; s(n, n − 1)) are
true. Here we will only prove the truth of D(n, n − 1; s(n, n − 1)), because one can prove that
D(n, n− 1; s(n, n− 1)) is true for every n in a very similar way.
Since dim σs(Xn,n−1) behaves differently dependent on whether n is even or odd, we divide the
proof into two. Suppose first that n is odd, i.e., n = 2k+ 1 for some k. Then s(n, n− 1) = s(n, n− 1).
Thus it suffices to show thatD(n, n− 1; s(n, n− 1)) is true. The proof is by induction on k. Obviously,
D(1, 0; 1) is true. Assume thatD(n− 2, n− 3; s(n− 2, n− 3)) is true for some odd integer n. We use
this assumption to prove thatD(n, n− 1; s(n, n− 1)) is true.
Recall that s(n, n − 1) − s(n − 2, n − 3) = n. Let p1, . . . , pn be general points of Yn,n−1, let
q1, . . . , qs(n−2,n−3) be general points of L1 and let Z = {p21, . . . , p2n, q21, . . . , q2s(n−2,n−3)}. Then we have
the following exact sequence:
0→ IL1∪Z (1, 2)→ IZ (1, 2)→ IZ∩L1,L1(1, 2)→ 0.
By Lemma 4.3(iii), we haveH0(Yn,n−1, IL1∪Z (1, 2)) = 0. Thus it follows from the induction hypothesis
that H0(Yn,n−1, IZ (1, 2)) = 0. ThusD(n, n− 1; s(n, n− 1)) is true.
Suppose next that n is even, i.e., n = 2k for some k. We first prove thatD(n, n− 1; s(n, n− 1)) is
true by induction on k ≥ 4. Note that s(6, 5) = 12. As described in Remark 2.2, one can check that
D(6, 5; 12) is true. Suppose now thatD(n− 2, n− 3; s(n− 2, n− 3)) is true for some n ≥ 8. Recall
that s(n, n− 1)− s(n− 2, n− 3) = n. Let p1, . . . , pn be general points of Yn,n−1, let q1, . . . , qs(n−2,n−3)
be general points of L1 and let Z = {p21, . . . , p2n, q21, . . . , q2s(n−2,n−3)}. Then we have the following exact
sequence:
0→ IL1∪Z (1, 2)→ IZ (1, 2)→ IZ∩L1,L1(1, 2)→ 0.
Note that
dimH0(Yn,n−1, IZ (1, 2)) ≥ N(n, n− 1)− 2n · s(n, n− 1) = n/2.
In order to prove that D(n, n − 1; s(n, n − 1)) is true, it is sufficient to show that
dimH0(Yn,n−1, IZ (1, 2)) ≤ n/2. Since D(n − 2, n − 3; s(n − 2, n − 3)) is true by the
induction hypothesis, we have dimH0(IZ∩L1,L1(1, 2)) = (n − 2)/2. By Lemma 4.3(iii), we get
dimH0(Yn,n−1, IL1∪Z (1, 2)) = 1, from which it follows that
dimH0(Yn,n−1, IZ (1, 2)) ≤ dimH0(IZ∩L1,L1(1, 2))+ dimH0(Yn,n−1, IL1∪Z (1, 2))
= (n− 2)/2+ 1
= n/2.
It remains only to prove the truths of D(2, 1; 2) and D(4, 3; 5). This can be done in the same way as
described in Remark 2.2. 
5. Double induction
Suppose that n ≥ m − 1. The goal of this section is to provide two functions s1(m, n) ≤ s2(m, n)
such that D(m, n; s) is true either if s ≤ s1(m, n) or if s ≥ s2(m, n). The proof is by double induction
onm and n. We will use the results of Sections 3 and 4 as the initial cases of the double induction.
For each i ∈ {1, 2}, let Fi = {f2(i−1), . . . , fn+2(i−2)}, letWi = ⟨Fi⟩ and let Li = P(V )× P(Wi). Then Li
has codimension 2.
Definition 5.1. Let s be a positive integer with s ≥ m + 1, let p1, . . . , ps−(m+1) be general points
of L1 and let q1, . . . , qm+1 be general points of Ym,n. We denote by Vm,n,s the following subspace of
V ⊗ Sym2(W ):
V ⊗ Sym2(W1)+
s−(m+1)
i=1
Tpi(Xm,n)+
m+1−
i=1
Tqi(Xm,n).
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Note that the dimension of Vm,n,s is expected to be
min {N(m, n− 2)+ 2[s− (m+ 1)] + (m+ 1)(m+ n+ 1),N(m, n)} . (5.1)
We say that the statementV(m, n; s) is true if Vm,n,s has the expected dimension.
Remark 5.2. Let k = ⌊n/2⌋ and let
s(m, n) =

(m+ 1)k− (m− 2)(m+ 1)/2 if n is even;
(m+ 1)k− (m− 3)(m+ 1)/2 ifm and n are odd;
(m+ 1)k− [(m− 3)(m+ 1)+ 1]/2 ifm is even and if n is odd.
It was shown in Abo and Brambilla (2009) thatV(m, n; s(m, n)) is true, i.e.,
dim Vm,n,s(m,n) =

N(m, n) if n is even or ifm and n are both odd;
N(m, n)− 1 otherwise.
By (5.1), this implies that if n is even or if m and n are both odd, then V(m, n; s) is true for every s,
while ifm is even and if n is odd, thenV(m, n; s) is true for every s ≤ s(m, n).
Definition 5.3. For each i ∈ {1, 2}, let pi,1, . . . , pi,m+1 be general points of Li. The subspace
2−
i=1

V ⊗ Sym2(Wi)+
m+1−
j=1
Tpi,j(Xm,n)

of V ⊗ Sym2(W ) will be denoted by Wm,n. It is expected that dimWm,n = N(m, n). We say that the
statementW(m, n) is true ifWm,n has the expected dimension.
Remark 5.4. In Abo and Brambilla (2009), it has already been proved that if n ≥ 3, thenW(m, n) is
true for anym (see Proposition 3.11 in Abo and Brambilla (2009) for more details).
Lemma 5.5. Suppose that s is a positive integer greater than or equal to 2(m + 1). If V(m, n − 2; s −
(m+ 1)) is true, then so isV(m, n; s).
Proof. Let p1, . . . , ps−(m+1) ∈ L1 and let q1, . . . , qm+1 ∈ Ym,n \ L1. Suppose that p1, . . . , ps−2(m+1) ∈
L1∩L2, ps−2m−1 . . . , ps−(m+1) ∈ L1\L1∩L2 and q1, . . . , qm+1 ∈ L2. Thenwe have a short exact sequence
0→ IZ∪L1∪L2(1, 2)→ IZ∪L1(1, 2)→ I(Z∪L1)∩L2,L2(1, 2)→ 0.
By Remark 5.4, we have dimH0(Ym,n, IZ∪L1∪L2(1, 2)) = 0. Thus the following inequality holds:
dimH0(Ym,n, IZ∪L1(1, 2)) ≤ dimH0(L2, I(Z∪L1)∩L2,L2(1, 2)).
Hence ifV(m, n− 2; s− (m+ 1)) is true, then so isV(m, n; s). 
Lemma 5.6. Let m be a positive integer. ThenV(m,m; s) is true for every positive integer s ≥ m+ 1.
Proof. See Proposition 3.4 in Abo and Brambilla (2009) for the proof. 
Lemma 5.7. Let m be a positive integer. ThenV(m,m+ 1; s) is true for every positive integer s ≥ m+ 1.
Proof. It has already been shown thatV(m, n; s) is true if s ≤ s(m,m+1) (see Proposition 3.5 in Abo
andBrambilla (2009)). Thus it remains only to show that the statement holds for every s > s(m,m+1).
To do so, it is enough to prove thatV(m,m+ 1; s(m,m+ 1)+ 1) is true.
We only prove Lemma 5.7 form even, because the remaining case can be proved in the same way.
Note that if m is even, then s(m,m + 1) + 1 = 3m/2 + 2. Let p0, . . . , pm/2 ∈ L1, let q1, . . . , qm+1 ∈
Ym,m+1 \ L1, let W ′ = ⟨f1, . . . , fm+1⟩ and let Ym,m be the subvariety P(V ) × P(W ′) of Ym,m+1. Note
that L1 ∩ Ym,m = Ym,m−2. Specialize q1, . . . , qm+1 to Ym,m \ L1. Suppose that p0, . . . , pm/2 ∉ Ym,m. Let
Z = {p20, . . . , p2m/2, q21, . . . , q2m+1}. Then we have the following short exact sequence:
0→ IZ∪L1∪Ym,m(1, 2)→ IZ∪L1(1, 2)→ I(Z∪L1)∩Ym,m,Ym,m(1, 2)→ 0.
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By Lemma 5.6,V(m,m;m+ 1) is true. Thus
dimH0(I(Z∪L1)∩Ym,m,Ym,m(1, 2)) = 0.
So we have
dimH0(Ym,m+1, IZ∪L1∪Ym,m(1, 2)) = dimH0(Ym,m+1, IZ∪L1(1, 2)).
Hence we only need to prove that dimH0(Ym,m+1, IZ∪L1∪Ym,m(1, 2)) = 0.
Denote by X ′m,m+1 the Segre–Veronese variety obtained by embedding Ym,m+1 into P(m+1)(m+2)−1
by the morphism given by O(1, 1) and letZ = {p20, . . . , p2m/2, q1, . . . , qm+1}.
For each i ∈ {1, . . . ,m+ 1}, let qi = [v′i ⊗ w′i] ∈ X ′m,n. Since
H0(Ym,m+1, IZ∪L1∪Ym,m(1, 2)) ≃ H0(Ym,m+1, IZ∪L1(1, 1)),
the condition that dimH0(Ym,m+1, IZ∪L1∪Ym,m(1, 2)) = 0 is equivalent to the condition that the
following subspace of V ⊗W has dimension (m+ 1)(m+ 2):
V ⊗W1 +
m/2−
i=0
Tpi(X
′
m,m+1)+
m+1−
i=1
⟨v′i ⊗ w′i⟩.
Since pi ∈ L1 for each i ∈ {0, . . . ,m/2}, there are vi ∈ V andwi ∈ W1 such that p = [vi ⊗ wi]. Notice
that Tpi(X
′
m,m+1) = V ⊗wi+ vi⊗W . Thus Tpi(X ′m,m+1) is congruent to vi⊗⟨fm, fm+1⟩modulo V ⊗W1,
which implies that
V ⊗W1 + Tpi(X ′m,m+1) = (V ⊗ f0)⊕

V ⊗ (W1 ∩W ′)+
m/2−
i=0
vi ⊗ ⟨fm, fm+1⟩

.
Thus we obtain the following equality:
V ⊗W1 +
m/2−
i=0
Tpi(X
′
m,m+1)+
m+1−
i=1
⟨v′i ⊗ w′i ⟩
= (V ⊗ f0)⊕

V ⊗ (W1 ∩W ′)+
m/2−
i=0
vi ⊗ ⟨fm, fm+1⟩ +
m+1−
i=1
⟨v′i ⊗ w′i ⟩

.
Note that G1 = {ei ⊗ f0 | 0 ≤ i ≤ m} and G2 = {ei ⊗ fj | 0 ≤ i ≤ m, 1 ≤ j ≤ m − 1} are
bases for V ⊗ f0 and V ⊗ (W1 ∩ W ′), respectively. Let vi = ei for every i ∈ {0, . . . ,m/2}. Then
G3 =

ei ⊗ fj
 0 ≤ i ≤ m/2,m ≤ j ≤ m+ 1 is a spanning set for∑m/2i=0 vi⊗⟨fm, fm+1⟩. Let G4 be the
set of vectors of the standard basis for V ⊗ W which are not included in the set G1 ∪ G2 ∪ G3. Then
G4 consists ofm distinct non-zero vectors. Choose thesem elements of G4 as v′i ⊗w′i ’s (we can choose
the remaining one arbitrarily). Then
4
i=1 Gi spans a vector space of dimension (m+ 1)(m+ 2). Thus
we have completed the proof. 
Theorem 5.8. Suppose that n ≥ m. ThenV(m, n; s) is true for every positive integer s ≥ m+ 1.
Proof. In Abo and Brambilla (2009), it has already been proved that V(m, n; s) is true if s ≤ s(m, n).
Thus we only need to prove thatV(m, n; s) is true for any s > s(m, n). To do so, it is sufficient to show
thatV(m, n; s(m, n)+ 1) is true.
The proof is by induction on n. By Lemmas 5.6 and 5.7, V(m,m; s(m,m) + 1) and V(m,m +
1; s(m,m+ 1)+ 1) are true. Assume thatV(m, n− 2; s(m, n− 2)+ 1) is true for some n ≥ m+ 2.
Additionally,wemay assume thatn ≥ 3. Since s(m, n)−s(m, n−2) = m+1, the theorem immediately
follows from Lemma 5.5 and Remark 5.4. 
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Lemma 5.9. Suppose that n ≥ m− 1. Let s be a positive integer with s ≥ m+ 1.
(i) Suppose that the following inequalities hold:
N(m, n− 2)+ 2[s− (m+ 1)] + (m+ 1)(m+ n+ 1) ≤ N(m, n);
[s− (m+ 1)] (m+ n− 1) ≤ N(m, n− 2);
s · (m+ n+ 1) ≤ N(m, n).
IfD(m, n− 2; s− (m+ 1)) is true, thenD(m, n; s) is also true.
(ii) Suppose that the following inequalities hold:
N(m, n− 2)+ 2[s− (m+ 1)] + (m+ 1)(m+ n+ 1) ≥ N(m, n);
[s− (m+ 1)] (m+ n− 1) ≥ N(m, n− 2);
s · (m+ n+ 1) ≥ N(m, n).
IfD(m, n− 2; s− (m+ 1)) is true, thenD(m, n; s) is also true.
Proof. Here we only show (i), because (ii) can be proved in the same way. Let s be a positive integer
with s ≥ m+1, let p1, . . . , ps be general points of Ym,n and let Z = {p21, . . . , p2s }. To prove (i), it suffices
to show that dimH0(Ym,n, IZ (1, 2)) = N(m, n)− s · (m+ n+ 1). Since
dimH0(Ym,n, IZ (1, 2)) = dimH0(Ym,n,O(1, 2))− hYm,n(Z, (1, 2))
≥ N(m, n)− s · (m+ n+ 1),
it is enough to prove that dimH0(Ym,n, IZ (1, 2)) ≤ N(m, n) − s · (m + n + 1). Suppose now that
p1, . . . , ps−(m+1) lie on L1. Then we have the following short exact sequence:
0→ IL1∪Z (1, 2)→ IZ (1, 2)→ IZ∩L1,L1(1, 2)→ 0.
Taking the cohomology, we obtain
dimH0(Ym,n, IZ (1, 2)) ≤ dimH0(Ym,n, IL1∪Z (1, 2))+ dimH0(L1, IZ∩L1,L1(1, 2)).
In Theorem 5.8, it was shown thatV(m, n; s) is true. Thus we get
dimH0(Ym,n, IL1∪Z (1, 2))
= N(m, n)− [N(m, n− 1)+ 2{s− (m+ 1)} + (m+ 1)(m+ n+ 1)].
By the assumption thatD(m, n− 1; s− (m+ 1)) is true, the following equality holds:
dimH0(L1, IZ∩L1(1, 2)) = N(m, n)− [s− (m+ 1)](m+ n− 1).
We therefore have the inequality
dimH0(Ym,n, IZ (1, 2)) ≤ dimH0(Ym,n, IL1∪Z (1, 2))+ dimH0(IZ∩L1,L1(1, 2))
= N(m, n)− s · (m+ n+ 1),
which completes the proof. 
Theorem 5.10. Suppose that n ≥ m− 1.
(i) Let k = ⌊n/2⌋ and let s1(m, n) be the function defined by
s1(m, n) =

(m+ 1)k− (m− 2)(m+ 1)/2 if n is even;
(m+ 1)k− (m− 3)(m+ 1)/2 if m and n are odd;
(m+ 1)k− [(m− 3)(m+ 1)+ 1]/2 otherwise.
ThenD(m, n; s) is true for any s ≤ s1(m, n).
(ii) Let s2(m, n) be the function defined by
s2(m, n) =
⌈N(m,m)/(2m+ 1)⌉ + (m+ 1)(n−m)/2 if 2|(n−m)
⌈N(m,m− 1)/2m⌉ + (m+ 1)(n−m+ 1)/2 if 2 ̸ |(n−m).
ThenD(m, n; s) is true for any s ≥ s2(m, n).
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Proof. Here we only prove (ii), because the remaining case follows exactly the same path (see also
Theorem3.13 in Abo and Brambilla (2009)). To show (ii), it is sufficient to prove thatD(m, n; s2(m, n))
is true. The proof is by two-step induction on n. The following inequalities immediately follow from
the definition of s2(m, n):
N(m, n− 2)+ 2[s2(m, n)− (m+ 1)] + (m+ 1)(m+ n+ 1) ≥ N(m, n);
[s2(m, n)− (m+ 1)] (m+ n− 1) ≥ N(m, n− 2);
s2(m, n)(m+ n+ 1) ≥ N(m, n).
Since, by definition, s2(m,m) = ⌈N(m,m)/(2m + 1)⌉ and s2(m,m − 1) = ⌈N(m,m − 1)/2m⌉,
the statementsD(m,m; s2(m,m)) andD(m,m− 1; s2(m,m− 1)) are true by Theorems 3.6 and 4.4.
Assume that D(m, n − 2; s2(m, n − 2)) is true. This implies that D(m, n − 2; s2(m, n) − (m + 1)) is
true, because s2(m, n)− s2(m, n− 2) = m+ 1. Thus it follows from Theorem 5.8 and Proposition 5.9
thatD(m, n; s2(m, n)) is true. 
Remark 5.11. Let m and n be integers with n ≥ m − 1 and let s1(m, n) be the function as defined in
Theorem 5.10. Let s(m, n) =

(m+ n+ 1)−1(m+ 1)n+22 . Then
s(m, n) =

(m+ 1)⌊n/2⌋ − (m−2)(m+1)2 +

m3−m
2(m+n+1)

if n is even;
(m+ 1)⌊n/2⌋ − (m−3)(m+1)2 +

m3−m
2(m+n+1)

ifm and n are odd;
(m+ 1)⌊n/2⌋ − (m−3)(m+1)+12 +

n+m3+2
2(m+n+1)

otherwise.
Define a function r(m, n) as follows:
r(m, n) =

m3 − 2m ifm is even and if n is odd;
(m− 2)(m+ 1)2/2 otherwise.
Then s1(m, n) = s(m, n) if n ≥ r(m, n).
Remark 5.12. Letm and n be integers with n ≥ m− 1 and let s(m, n) be the function defined by
s(m, n) =

(m+ 1)⌊n/2⌋ + 1 if n is even;
(m+ 1)⌊n/2⌋ + 3 otherwise.
In Abo and Brambilla (2009), it was shown that if s ≥ s(m, n), then T (m, n; s) is true. It is also
straightforward to show the following inequalities:
(m+ 1)⌊n/2⌋ − s(m, n) ≥

(m+ 1)(m2 − 6m+ 4)/(4m+ 2)− 1 if 2 divides n−m;
(m+ 1)(m− 7)/4− 1 otherwise.
This implies that s(m, n) − s2(m, n) = O(m2). Thus Theorem 5.10(ii) improves the bound presented
in Abo and Brambilla (2009).
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