We explore high-dimensional linear factor models in which the covariance matrix of excess asset returns follows a multivariate stochastic volatility process. We test cross-sectional restrictions suggested by the arbitrage pricing theory, compare competing stochastic volatility specifications for the covariance matrix, test for the number of factors, and analyze possible sources of model misspecification. Estimation and testing of these models is feasible due to recent advances in Bayesian Markov chain Monte Carlo (MCMC) methods. We find that five latent factors with multivariate stochastic volatility best explain excess returns for a sample of seventeen stock and bond portfolios. Analysis of cumulative latent factor shocks suggests that APT pricing restrictions, coupled with constant factor risk premia, do not adequately explain cross-sectional variation in average portfolio excess returns. Decades of theoretical and empirical research in financial economics has been devoted to understanding the nature of risk and the relationship between risk and expected return. Although much progress has been made in understanding asset returns, much remains to be explained. We focus on two robust empirical features of the asset returns data: 1) asset returns appear to be driven by multiple factors, and 2) the covariance matrix of returns is time-varying.
Decades of theoretical and empirical research in financial economics has been devoted to understanding the nature of risk and the relationship between risk and expected return. Although much progress has been made in understanding asset returns, much remains to be explained. We focus on two robust empirical features of the asset returns data: 1) asset returns appear to be driven by multiple factors, and 2) the covariance matrix of returns is time-varying.
Factor models of asset returns have strong theoretical and empirical motivation. Factor models have been used as a parsimonious means of describing the covariance matrix of returns since the single-index model of Sharpe (1963) . The arbitrage pricing theory (APT) of Ross (1976 Ross ( , 1977 assumes that asset returns follow a static linear factor model in which factors are latent (unobservable) and both factor and idiosyncratic shocks are independent and identically distributed. The central empirical implication of the APT is that risk premia should be linear functions of loadings on systematic factors. In practice, empirical tests of the APT frequently employ factor analysis or principal components analysis to extract latent factors from returns data. 1 Other empirical tests of the APT pre-specify either portfolios or macroeconomic variables as proxies for the factors.
However, identification of the factors in such empirical models is problematic.
It is now generally accepted that asset returns are heteroskedastic. A large body of empirical research (e.g., French, Schwert, and Stambaugh (1987) , Schwert (1989) , Schwert and Seguin (1990) , Campbell, Lettau, Malkiel, and Xu (2001) ) reports convincing evidence that the volatility of asset returns is time-varying. Yet, the literature that combines multi-factor models of asset returns with a time-varying covariance matrix is relatively small. This is probably due to the econometric challenges associated with estimating and testing such models. Papers that examine a linear factor model of asset returns in which the covariance matrix of returns is heteroskedastic include Engle, Ng, and Rothschild (1990) , Ng, Engle, and Rothschild (1992) , King, Sentana, and Wadhwani (1994) , and Jones (2001) . Engle, Ng, and Rothschild (1990) examine whether time-varying risk is priced for a set of eleven T-bill portfolios. They estimate a Factor-GARCH-in-mean model in two stages. In the first stage, GARCH(1,1)-M processes are estimated for an equally-weighted portfolio of T-Bills and for a value-weighted equity index. The fitted time series of conditional variances and risk premia are retained for use in the second stage. In the second stage, excess returns are regressed on the fitted risk premia and the conditional variance of each asset follows a linear factor 1 Papers that employ factor analysis or principal components analysis to test the APT include Roll and Ross (1980) , Connor and Korajczyk (1986, 1988) and Lehmann and Modest (1988) . Geweke and Zhou (1996) employ Bayesian methods to extract latent factors from a panel of asset return data. Connor and Korajczyk (1995) provide an excellent survey of empirical tests of the APT. model with homoskedastic residual variance. The APT implies that the estimated beta terms in the mean and conditional variance equations are internally consistent. Engle, Ng, and Rothschild (1990) find that a single-factor model is sufficient and that the model performs well.
Ng, Engle, and Rothschild (1992) examine whether differences in equity risk premia are attributable to dynamic factors or static factors. Their Factor-ARCH-in-mean model is similar to that of Engle, Ng, and Rothschild (1990) . Each dynamic factor's risk premium is a linear function of its conditional variance. Ng, Engle, and Rothschild (1992) examine monthly returns on a market proxy and ten size decile portfolios from NYSE-AMEX for the period August 1964 to November 1985. They find evidence of three dynamic factors: 1) the market portfolio, 2) a dynamic factor correlated with the bond risk premium and a January dummy variable, and 3) a dynamic factor correlated with changes in industrial production and a recession dummy variable. King, Sentana, and Wadhwani (1994) estimate a linear factor model in which the variances of both factor shocks and idiosyncratic shocks follow independent GARCH(1,1) processes. Factors are both observed (extracted from a vector autoregressive (VAR) decomposition of macroeconomic variables) and unobserved (extracted from the asset returns). Using data from sixteen countryspecific equity indices, they analyze sources of common variation in international equity returns and test for international capital market integration. Jones (2001) extends the asymptotic principal components procedure of Connor and Korajczyk (1986) to allow for heteroskedasticity in factor model residuals. The method, which Jones calls heteroskedastic factor analysis (HFA), allows for average idiosyncratic variance across assets to vary over time.
In this paper, we investigate a linear factor model in which the covariance matrix of asset returns is time-varying. Unlike Engle, Ng, and Rothschild (1990) , Ng, Engle, and Rothschild (1992) , or King, Sentana, and Wadhwani (1994) , which assume some form of multivariate GARCH model for asset returns, we assume that factor shocks and idiosyncratic shocks follow independent stochastic volatility processes. Stochastic volatility models offer an attractive alternative to models from the GARCH family. 2 However, estimation of asset pricing models with stochastic volatility is difficult since the volatilities, which are latent, appear in the likelihood function. In order to estimate these models, one must employ a technique to integrate the stochastic volatilities out of the likelihood function. Recent advances in Bayesian statistical methods make estimation of high-dimensional multivariate stochastic volatility models possible. 3 We are able to simultaneously estimate the return and volatility equations for high-dimensional linear factor models with multivariate stochastic volatility.
Our Bayesian approach offers a number of significant advantages over classical (or frequentist) approaches. Since we don't need to maximize the likelihood function, models with complicated likelihood functions or large numbers of parameters are not an insurmountable obstacle. We are able to estimate high-dimensional models in a single stage, thus avoiding the errors-in-variables problems that arise when estimation must be broken into multiple stages. Previous studies by Engle, Ng, and Rothschild (1990) , Ng, Engle, and Rothschild (1992) , King, Sentana, and Wadhwani (1994) , and Jones (2001) resort to multiple stages in order to estimate high-dimensional models. Our Markov chain Monte Carlo (MCMC) algorithm samples the latent factor shocks and latent stochastic volatilities conditional on the data and the other parameters of the model. This enables us to effectively integrate over these "nuisance parameters" and obtain the exact marginal posterior densities for the parameters of interest. We retain the sampled factor shocks and stochastic volatilities for further analysis. This provides us with a novel method for detecting possible sources of model misspecification. Since test statistics, such as the average mispricing statistic of Geweke and Zhou (1996) , are simply functions of parameters, the exact posterior densities of test statistics are also readily available. Deriving the asymptotic distribution of test statistics is sometimes a problem under the frequentist approach. We employ Bayes factors to compare models on several dimensions: competing stochastic volatility specifications, varying numbers of factors, and with/without imposing pricing restrictions suggested by the equilibrium APT. Model comparison with Bayes factors embeds an implicit penalty for model complexity. Classical techniques for model comparison, such as the likelihood ratio test, tend to favor less parsimonious models because they provide better goodness of fit. Thus, the risk of overfitting the data is greatly reduced in the Bayesian framework. Using Bayes factors also permits comparisons of non-nested models. Such comparisons are infeasible using frequentist methods.
We examine excess returns on ten NYSE market capitalization decile portfolios and seven constant-maturity U. S. Treasury Bond portfolios for the period from January, 1952 to December, 2001 (600 monthly observations). We report a number interesting empirical results. First, multi-variate stochastic volatility is an important feature of the data. Models in which the covariance matrix of asset returns follows a multivariate stochastic volatility process are strongly favored over models in which factor shocks and/or idiosyncratic shocks are homoskedastic. Second, we find evidence that five latent factors explain most of the variation in stock and bond excess returns. Three of the factors are stock-related and two of the factors are bond-related. The stock-related factors include: 1) a stock market factor, 2) a size factor, and 3) a small stock factor associated with the "January effect." The two bond-related factors are both related to maturity. Other than some exposure by long-term bonds to the first stock market factor, we find little evidence of common variation in stock and bond excess returns. Third, we find that only two of the latent factors are "priced" in the sense that exposure to them is rewarded with a constant risk premium. And finally, we conclude that pricing restrictions suggested by the APT, coupled with a constant factor risk premia assumption, do not adequately explain cross-sectional variation in average excess returns.
We find that models constrained by an APT-like pricing restriction are favored over unconstrained models given constant risk premia. However, analysis of cumulative factor shocks indicate that the constant factor risk premia assumption is too restrictive. We find evidence that cumulative factor shocks deviate from zero in ways which are inconsistent with our constant risk premia assumption.
These deviations may be attributable to time-varying risk premia, regime changes in risk premia, or prolonged runs of good or bad luck. Although we don't advocate a particular explanation, our analysis suggests directions for future research.
The remainder of this paper is organized as follows. Section 1 describes the model. Our Bayesian Markov chain Monte Carlo (MCMC) estimation methodology is discussed in Section 2. Technical details are provided in the appendices. We describe our data set in Section 3. Section 4 discusses our empirical results for a set of seventeen stock and bond portfolios. Section 5 summarizes our conclusions and suggests areas for further research.
The Model
Our empirical model consists of:
1. a linear factor model for excess returns, 2. a cross-sectional pricing restriction motivated by the equilibrium APT, and 3. a multivariate stochastic volatility (MSV) model for factor shocks and idiosyncratic shocks.
A Linear Factor Model for Excess Returns
Let y t denote the N -vector of excess asset returns and f t denote the K-vector of latent (or unobservable) factor shocks in period t. In our linear factor model, the realized excess return on an asset is the sum of its risk premium, K systematic shocks and an idiosyncratic shock. In matrix notation, the linear factor model for the excess return vector is
where µ is an N -vector of asset risk premia (or expected returns) and B is a N × K matrix of factor loadings (i.e., risk exposures or betas). We assume
We further assume that the factor loading matrix B is time-invariant. 4 We discuss cross-sectional restrictions imposed on µ by the APT in the next subsection.
Our model differs from the familiar static factor model in two significant ways. First, we assume that the factors are latent (unobservable). Second, we assume that the covariance matrix of returns, Ω t , is time-varying. Since factor shocks are uncorrelated with idiosyncratic shocks by definition, Ω t can be decomposed into systematic and idiosyncratic components:
where D t is a diagonal K × K covariance matrix of factor shocks and V t is a diagonal N × N covariance matrix of idiosyncratic shocks. The model for D t and V t is described in detail in subsection 1.3 below.
Pricing Relation
The linear factor model described in equation (1), which we refer to as the unconstrained model, is a statistical model of asset returns. Asset pricing models impose cross-sectional restrictions on 4 Engle, Ng, and Rothschild (1990) provide theoretical justification for the constant beta assumption in the context of the consumption CAPM. Connor and Korajczyk (1989) discuss the strong assumptions on preferences and distributions required to deliver an intertemporal variant of the APT with constant betas. Aguilar and West (2000) also assume a time-invariant factor loading matrix. equation (1). Our constrained model is motivated by the competitive equilibrium version of the APT (e.g., Connor (1984) ). We impose the following exact pricing relation:
where B is the previously defined N × K matrix of factor loadings and γ is the K-vector of timeinvariant factor risk premia. Substituting (3) into (1) delivers the constrained linear factor model:
We interpret γ as the vector of factor risk premia where the factors are mean zero (i.e., E[f t ] = 0). Alternately, we could interpret γ as a vector of factor means (i.e., E[f t ] = γ). These two interpretations are statistically identical. We do not model time-varying risk premia in the present paper.
Although the cross-sectional restrictions we impose are motivated the APT, we don't characterize the constrained model as a dynamic variant of the APT. 5 It would be difficult to justify constant risk premia in a dynamic version of the APT. Rather, we suggest that our empirical work be viewed as exploratory.
Multivariate Stochastic Volatility
An innovative feature of our model is the specification of the time-varying covariance matrix. We assume that both factor shocks and idiosyncratic shocks follow independent stochastic volatility processes. Since D t is diagonal, any covariance between assets is due to the factor loading matrix.
Our multivariate stochastic volatility (MSV) model is based on Chib, Nardari, and Shephard (2001) .
We assume that the factor shocks and idiosyncratic shocks in (1) and (4) follow a multivariate
where
and h t denotes the N + K-vector of time-varying latent log variances. We further assume that the log-variances, h t = (h 1,t , . . . , h N +K,t ), each follow an independent stochastic volatility process:
where η j,t
We refer to this covariance specification as the MSV model. In addition to the MSV model, we estimate three constrained variants discussed by Chib, Nardari, and Shephard (2001) . Our goal is to determine whether intertemporal variation in the covariance matrix of returns is driven by time-series heteroskedasticity in factor shocks, in idiosyncratic shocks, or in both. In the stochastic volatility-in-errors (SVE) model, idiosyncratic shocks follow independent SV processes while factor shocks are homoskedastic (D t = D). The SVE model is similar in spirit to the model in Jones (2001) . In Jones (2001) , factors are homoskedastic and the cross-sectional average residual volatility is allowed to take different values for each period. In the SVE model, each asset's idiosyncratic shock has its own SV process. In the second constrained model, the stochastic volatility-in-factors (SVF) model, factor shocks follow independent SV processes while idiosyncratic shocks are homoskedastic (V t = V ). In the final model, the classic factor (CF) model, both factor and idiosyncratic shocks are homoskedastic. The CF model is similar to the model in Geweke and Zhou (1996) .
Identification Issues
We must impose further structure on our model to deal with two identification issues. The first issue arises when we move from a static factor model to a dynamic model. In the most general dynamic model, both the covariance matrix of the factors and the factor loading matrix could be timevarying. In practice, the econometrician chooses to either estimate a model with dynamic factor loadings and static (i.e., homoskedastic) factors, or estimate a model with static factor loadings and dynamic (i.e., heteroskedastic) factors. We adopt the latter approach and assume that B is constant. Since our empirical work examines the returns on characteristic-sorted portfolios (e.g., market capitalization decile equity portfolios and constant-maturity government bond portfolios), we don't believe this assumption is too onerous.
The second identification issue is the familiar rotational indeterminancy problem. Since the K factors (f t ) are latent, we must impose (K 2 + K)/2 restrictions on the N × K factor loading matrix B to fix the rotation. Let b ij denote an element of the matrix B where i is the row index and j is the column index. We impose the constraints b ij = 1 for i = j and b ij = 0 for i < j. Aguilar and West (2000) refer to this as a hierarchical structural constraint. 6 This leaves N K − (K 2 + K)/2 free parameters to be estimated in B. The resulting loading matrix is:
2 Bayesian Estimation Connor and Korajczyk (1995) present a taxonomy in which empirical studies of asset pricing models are classified as cross-sectional studies or time-series studies based on the approach used in the final or testing stage of the analysis. Our analysis doesn't fit neatly into this taxonomy. We employ Bayesian Markov chain Monte Carlo (MCMC) methods to estimate the models described in the previous section in a single stage. Bayesian analysis requires three elements: the data, a likelihood function (i.e., sampling distribution) dictated by the model specification, and prior beliefs about the parameters. For notational convenience, let β denote the free elements of the loading matrix B and θ j = (κ j , φ j , σ j ) denote the vector of parameters for the jth stochastic volatility process.
Let ψ = (γ, β, θ 1 , . . . , θ N +K ) denote the complete parameter vector for the constrained linear factor model. Let y t denote the N -vector of asset excess returns in period t and y = (y 1 , . . . , y T ) denote the full data set. Following Bayes rule, the joint posterior density of the parameters is proportional to the product of the likelihood function and the prior density on the parameters:
Bayesian inference is accomplished by examining the joint posterior density of the parameters of interest.
The likelihood function for the models described in the previous section are complicated because the factors and log variances are latent. Let F t−1 denote the history of the {y t } process up to time t − 1, and let p(h t |F t−1 , ψ) denote the density of the latent log variances (h t ) conditioned on (F t−1 , ψ). The likelihood function for the model in (4), (5) and (6) is given by
where the notation φ N (.|µ, Σ) is used to indicate an N -variate Gaussian density with mean vector µ and covariance matrix Σ, and where interest and test statistics constructed from the sample draws. The additional complexity in the present case is that the joint posterior density is also very high-dimensional. We essentially augment the parameter space ψ with the latent factors and the latent log variances. One can think of the latent variables as nuisance parameters that are "integrated out" by the Gibbs sampler. In our empirical application, we analyze returns for seventeen portfolios and up to 7 factors. The Gibbs sampler for the unconstrained seven-factor MSV model, the most parameter-rich specification, yields 180 parameters, 7 time series of latent factor shocks (600 observations each), and 24 time series of latent log variances (also 600 observations each). The strategy for sampling from this joint posterior density has to be carefully designed. We follow the approach suggested by Chib, Nardari, and Shephard (2002) ; the essential steps are summarized in Appendix B.
Pricing Errors
The pricing restrictions suggested by the equilibrium version of the APT are reflected in the hypothesis µ = Bγ. Previous Bayesian tests of APT pricing restrictions have taken one of two approaches.
The first approach, adopted by Shanken (1987) , Zhou (1990), and McCulloch and Rossi (1991) , employs Bayes factors to compare constrained vs. unconstrained models. Bayes factors, or posterior-odds ratios, can be interpreted in this context as the probability that the null hypothesis (µ = Bγ) is true divided by the probability that the alternative hypothesis (µ unrestricted) is true.
It is not necessary that the two hypotheses be nested. Bayes factors are discussed in more detail in the next subsection.
The second approach, suggested by Geweke and Zhou (1996) , uses the posterior density of the mean squared pricing error to make inferences about the pricing restrictions suggested by the equilibrium APT. The mean squared pricing error is defined as:
Geweke and Zhou (1996) show that, conditional on µ and B, the minimized mean squared pricing error is
where B * = (ι N B) and ι N is an N × 1 unit vector.
Since γ does not appear in (10), constructing the posterior density of Q requires estimation of only the unconstrained model (equation (1)). Geweke and Zhou (1996) point out that the sampling distribution of Q is difficult to determine. However, the exact posterior density is easy to construct using Bayesian MCMC methods. µ and B are sampled with each iteration of the Gibbs sampler.
Since Q is a function of µ and B, it is trivial to compute and store Q for each iteration. The resulting sample provides the exact posterior density of Q. The availability of an exact posterior density for a function of parameters is a significant advantage of the Bayesian approach. If the equilibrium APT holds exactly, then Q should be zero. However, Q is bounded from below at zero, so it is impossible for zero to fall within the posterior density of Q in the presence of any mispricing. Thus, using the posterior density of Q to formally test the hypothesis that µ = Bγ is not possible. However, one can use Q as an informal metric to determine whether pricing errors are economically significant and to compare model performance.
We adopt both the Bayes factor and Geweke-Zhou approaches to evaluate asset pricing restrictions. Many empirical tests of asset pricing models (e.g., Gibbons, Ross, and Shanken (1989)) include an additional intercept vector (say α) in the mean excess return equation (our equation (4)) and test the hypothesis α = 0. This approach is not available when the factors are latent and the model is estimated simultaneously using Bayesian MCMC methods. When the factor shocks are latent rather than pre-specified, the N × 1 mispricing vector α and the K × 1 factor risk premia vector γ are not identified.
Model Comparison
We compare model specifications on a number of dimensions. Model comparisons of constrained vs. unconstrained models permit us to test cross-sectional restrictions suggested by the APT. We evaluate the relative merits of the MSV, SVF, SVE and CF specifications using model comparisons.
And, finally, we compare models with different numbers of factors using model comparisons.
We conduct model comparisons using Bayes factors (See Kass and Raftery (1995) ). In Bayesian analysis, Bayes factors provide a unified way to compare the relative support that the data provide for competing model specifications. Unlike classical test statistics, such as the likelihood ratio, Bayes factors can compare non-nested models. In addition, they have the appealing property of implicitly penalizing models for additional parameters (See, for example, O'Hagan (1994) for a discussion).
The Bayes factor for Model i versus Model j is defined as
where m(y|M i ) is the marginal likelihood of the data (y) given model i (M i ). Assuming equal prior probabilities on each model, the Bayes factor coincides with the posterior odds ratio yielding, thus, the posterior probability in favor of model M i versus model M j .
Following Kass and Raftery (1995) , we evaluate the significance of a Bayes factor on a base 10 logarithmic scale:
Not worth more than a bare mention
The computation of the marginal likelihood is sketched in Appendix C.
Data
We examine monthly excess returns for a set of seventeen stock and bond portfolios. The descriptive statistics for portfolio excess returns reported in Table 1 exhibit some wellknown patterns. For stock portfolios, there appears to a strong inverse relation between mean excess returns and firm size. Mean excess returns range from 54.5 basis points per month for the largest size decile portfolio (Cap10 ) portfolio to 98.1 basis points per month for the smallest size decile portfolio (Cap1 ). The relation between standard deviation and size for stock portfolios mirrors the inverse relation found for the means. For Treasury bond portfolios, the relation between mean excess returns and maturity exhibits a hump-shaped pattern. The seven-year constant maturity portfolio (TB7 ) has the highest mean excess return (12.2 basis points per month) while the thirty-year constant-maturity portfolio (TB30 ) has the lowest mean excess return (7.7 basis points per month). However, the sample standard deviations of bond portfolio excess returns increase monotonically with maturity. The sample covariance/correlation matrix of portfolio excess returns is reported in Table 2 . There is some evidence of positive correlation between stock and bond returns, especially between large cap stock and long-term bonds. Principal components analysis of the sample correlation matrix suggests that at least two factors appear to be driving portfolio returns. The first five eigenvalues of the sample correlation matrix are 9.71, 5.52, 0.65, 0.49 and 0.15. These five eigenvalues explain 57.1%, 89.6%, 93.4%, 96.3%, and 97.1% (cumulatively) of the common variation in portfolio returns.
Empirical Results
Subsection 4.1 below discusses model comparisons via Bayes factors. We find that the data favors the constrained five-factor MSV model. Accordingly, we focus much of our attention on analysis of that model. Subsection 4.2 discusses the estimated factor loadings and factor risk premia for the constrained five-factor MSV model. In subsection 4.3, we discuss discrepancies between the fitted expected portfolio risk premia and the average excess portfolio returns reported in Table 1 .
We analyze the latent factors and discuss possible sources of model misspecification. Subsection 4.4 discusses the nature of the stochastic volatility processes for factor shocks and idiosyncratic shocks. Geweke-Zhou mean squared pricing errors are discussed in subsection 4.5. In subsection 4.6, we revisit the model comparisons discussed in subsection 4.1 and summarize the main empirical differences between model specifications.
Model Comparisons
We estimate a total of 56 models: seven choices for K (i.e., one to seven factors) for each volatility model class (i.e., MSV, SVF, SVE, and CF), with and without imposing cross-sectional restrictions suggested by the equilibrium APT. We compare models by computing Bayes factors, or posteriorodds ratios. Table 3 reports base 10 log Bayes factors comparing models.
Several results stand out. First, for models with three to seven factors, MSV specifications have the highest marginal likelihood, followed by (in order) SVE, SVF and CF specifications. For models with one or two factors, SVE specifications outperform MSV specifications. We conclude that intertemporal variation in the covariance matrix of returns is driven by heteroskedasticity in both factor shocks and idiosyncratic shocks. Second, decisive improvement in model performance ceases after five factors for MSV models and after six factors for SVF, SVE and CF models. Third, constrained models generally outperform unconstrained models holding the number of factors and the stochastic volatility specification constant. 7 This suggests that the restrictions implied by the APT are generally supported by the data given the constant risk premia assumptions. Restricted models with constant factor risk premia generally outperform unrestricted models with constant asset risk premia. The economic significance of these restrictions is discussed in subsection 4.3 where we analyze the time series of latent factor shocks. Taken together, the model comparisons reported in Table 3 suggest that the constrained five-factor MSV model (MSV5f) provides the best statistical fit for the data.
7 The following models are exceptions: MSV2f, SVF7f, and SVE2f-SVE6f.
Factor Loadings and Factor Risk Premia
Given space limitations and the model comparisons reported above, we focus our attention on the constrained five-factor MSV model. We reserve discussion of substantive empirical differences between model specifications for subsection 4.6. Table 4 reports summary statistics describing the posterior densities of each parameter in the γ (constant factor risk premia) vector and the B (factor loading) matrix. The mean of the posterior density, which we refer to as the posterior estimate, is analogous to the point estimate in frequentist methods. We evaluate the precision of the estimates in two ways. The standard deviation of the MCMC draws from the posterior density is much like the standard error of the estimate. The 5%
and 95% quantile values are the endpoints of a 90% Bayesian confidence interval.
As noted in Section 1, we impose a hierarchical structural constraint on the loading matrix B.
Since the manner in which B is constrained affects parameter estimates and their interpretation, it deserves further explanation. Rather than imposing an arbitrary constraint, we were guided by the results of a preliminary principal components analysis. Our analysis indicated that the Cap7 portfolio was the most highly correlated with the first static factor. Accordingly, we placed the excess returns for Cap7 in the first row of the data matrix (y) and assigned Cap7 a factor loading of one (i.e., B 11 = 1) on the first factor (f 1 ). It follows from the hierarchical structural constraint (equation (7)) that Cap7 's factor loadings on the remaining latent factors are set to zero (i.e., B 12 = · · · = B 1K = 0). Likewise, our preliminary analysis suggested that the second static factor was most highly correlated with the TB5 portfolio. Accordingly, we placed the excess returns for TB5 in the second row of the data matrix and assigned TB5 a factor loading of one (i.e., B 22 = 1) on the second factor. Note that TB5 's factor loading on the first factor (B 21 ) is a free parameter, but that we constrain B 23 = · · · = B 2K = 0. Following this approach, we assigned B 33 = 1 to Cap10, B 44 = 1 to TB20, and B 55 = 1 to Cap1 for the five-factor model.
Since we constrain B 11 = 1 for portfolio Cap7, we loosely interpret f 1 as a "stock market factor."
For the smaller stock portfolios (Cap1 -Cap6 ), posterior estimates of the factor loadings (B j1 ) are not significantly different from one (i.e., one falls within the Bayesian confidence interval). The factor loadings decrease monotonically with size for the larger stock portfolios (Cap8 -Cap10 ). For the Treasury bond portfolios, the posterior estimates of the factor loadings are not significantly different from zero for the short and intermediate maturities (TB1 -TB10 ), but are positive and significant, albeit small, for the long maturities (TB20 and TB30 ). This means that the "stock market factor" does explain some of the variation in long-term bond excess returns and is likely responsible for the positive sample correlations between stock and bond excess returns reported in Table 1 .
To determine whether exposure to f 1 is priced, we examine the posterior density of γ 1 . The posterior estimate of γ 1 is 0.774 with a Bayesian confidence interval of [0.484, 1.056] . This indicates that the "stock market" factor has a significant constant risk premium of about 77 basis points per month per unit of exposure. It is important to note that this latent "stock market" factor is not a pre-specified proxy for the market portfolio. The NYSE value-weighted index, which has an average excess return of 59 basis points per month for our sample period, is heavily weighted toward the larger market capitalization deciles. In other words, a factor loading of one in our model does not correspond to a beta of one in the conventional single-index model. Further note that the stock portfolio factor loadings are close to one for all but the largest market capitalization portfolios (Cap8 -Cap10 ). This suggests that exposure to the first factor does not appear to explain the cross-sectional variation in average realized returns reported in Table 1 . We discuss this further in the next subsection.
We loosely interpret the second factor as an "interest rate risk factor" since we constrain B 22 = 1 for portfolio TB5. The posterior estimates of the factor loadings on the f 2 (B j2 ) increase monotonically with maturity for the bond portfolios and are all significantly greater than zero. Factor loadings on the second factor range from 0.233 for portfolio TB1 to 1.617 for portfolio TB30. This is consistent with the notion that interest rate risk is related to duration. Litterman and Scheinkman (1991) report that the excess returns of Treasury bonds are driven by three static latent factors which they call "level," "steepness," and "curvature." f 1 may be associated with the "level" factor, which they report is highly correlated with a five-year zero-coupon Treasury bond.
The factor loadings for the bond portfolios are all estimated with relatively high precision. Of the stock portfolios, only Cap8 and Cap9 have loadings on f 2 that are significantly greater than zero, and only Cap1 and Cap2 have loadings on f 2 that are significantly less than zero.
Although exposure to f 2 does help explain common variation in bond portfolio excess returns, it seemingly does little to explain cross-sectional variation in average excess returns. The monotonic relation between B j2 and bond maturity bears little resemblance to the hump-shaped pattern for average bond portfolio excess returns reported in Table 1 . Furthermore, we find no evidence that this "interest rate risk factor" is priced in the sense that it earns a significant constant risk premium.
The posterior estimate of γ 2 reported in Table 4 is 0.020 with a Bayesian confidence interval of
For f 3 , we assign a factor loading of one (i.e., B 33 = 1) to the largest market capitalization decile portfolio (Cap10 ). We loosely interpret this factor as a "size factor" since the factor loadings decrease monotonically with size. Note that the loadings of Cap10 and Cap7 on f 3 are constrained to be 1 and 0, respectively, by the hierarchical structural constraint. This explains why the factor loadings are positive for Cap8 and Cap9, and negative for Cap1 -Cap6. None of the loadings for the bond portfolios are significantly different from zero. Although the "size factor" helps explain common variation in stock portfolio excess returns, we find no evidence that the "size factor" earns a significant constant risk premium. The posterior estimate of γ 3 reported in Table 4 is 0.044 with a Bayesian confidence interval of [−0.069, 0.158] . This result is curious since the pattern of average excess returns for stock portfolios reported in Table 1 appears to be inversely related to the estimates of B j3 reported in Table 4 . We investigate this further in the following subsection.
For f 4 , the loading on portfolio TB30 is set to one and the loadings on portfolios TB5, Cap7 and Cap10 are set to zero. The posterior estimates of the factor loadings (B j4 ) increase with maturity for the bond portfolios, but are not significantly different from zero for any of the stock portfolios.
We do find evidence that this "long bond factor" earns a significant constant risk premium. The posterior estimate of γ 4 is −0.121 with a Bayesian confidence interval of [−0.194, −0.048] . When combined with the factor loadings and risk premia on f 1 and f 2 , it appears that exposure to f 4 helps explain the hump-shaped pattern in average bond portfolio excess returns reported in Table 1 .
Finally, we assign a factor loading of one on f 5 to Cap1, the smallest market capitalization decile portfolio. The posterior estimates of the factor loadings decrease monotonically with size from Cap2 to Cap6, but are not significantly different from zero for the larger stock portfolios and the bond portfolios. This factor loading pattern is not surprising since the loadings on Cap7
and Cap10 are constrained to be zero. We find no evidence that this "small stock factor" earns a significant constant risk premium. 
Analysis of Ex Post Average Portfolio Returns
Some the results reported in the previous subsection are curious. Exposure to f 1 can explain much of the common variation in stock and bond excess returns, but it is unable to explain the crosssectional variation in average excess returns reported in and B j (γ + f ) for the constrained five-factor MSV model. Posterior estimates of B j γ, the constant risk premium for portfolio j, don't exhibit much cross-sectional variation across stock portfolios.
We attribute this pattern to: (1) the lack of cross-sectional variation in loadings on factor 1 (B j1 ) across stock portfolios, and (2) the insignificant factor risk premia for factors 3 and 5 (λ 3 and λ 5 ).
However, the posterior estimates of B j f do exhibit substantial cross-sectional variation across stock portfolios. 8 We attribute this pattern to: (1) cross-sectional variation in loadings on factors 3 and 5 (B j3 and B j5 ) across stock portfolios, and (2) non-zero average shocks for factors 3 and 5 (f 3 and f 5 ). As a result, estimates of B j (λ + f ) range from 0.557 for the largest market capitalization decile portfolio (Cap10 ) to 0.885 for the smallest decile portfolio (Cap1 ). These values exhibit cross-sectional variation across size decile portfolios much closer to the pattern observed in Table 1 .
Factor shocks also play a significant role in explaining average bond portfolio returns. Posterior estimates of bond portfolio risk premia (B j γ) exhibit a hump-shaped pattern across maturities similar to that observed for average excess returns. However, they fall substantially below the average bond portfolio excess returns reported in Table 1 It is interesting to note that the posterior densities of B j γ and B j f are substantially less dispersed than the posterior density of B j (γ + f ). This is due to negative correlation between B j γ and B j f that arises from the Gibbs sampler algorithm. The factor shocks, f t , are sampled conditional on the data and the current draws of B and γ. Then, B and γ are sampled conditional on the data and the current draws of f t . It follows that, for example, higher than average draws of f t in one iteration of the Gibbs sampler are likely to be accompanied by lower than average draws of γ in the same iteration. The sampling algorithm is described in detail in Appendix B. We don't believe that the negative correlation between B j γ and B j f induced by the MCMC algorithm adversely affects our empirical results. For completeness, Panel B of Table 5 reports summary statistics describing the posterior densities of α j , B j f and α j + B j f for the unconstrained fivefactor MSV model. The patterns observed in Panels A and B of Table 5 are generally similar.
It is somewhat surprising that the posterior estimates of α j for the unconstrained model don't exhibit more cross-sectional variation. In the unconstrained model, the α vector is free to fit the cross-section of ex post average portfolio returns without the APT pricing restriction. It appears that even in the unconstrained model, realized factor shocks play an important role in explaining ex post average portfolio returns.
The analysis above suggests that cross-sectional variation in average excess returns is attributable to a combination of constant risk premia and non-zero average factor shocks. To the extent that the risk premia for bearing factor risks are constant, as assumed in our constrained models, then ex post portfolio average excess returns should be explained by B j γ alone. Non-zero average factor shocks could be an indication that the constant risk premia model is misspecified.
If the constant risk premia model is misspecified, then analysis of the factor shocks could help diagnose the source of misspecification. We investigate this idea by examining the time series of cumulative factor shocks. Figure 1 plots the time series of log cumulative factor shocks for factors 1, 3, and 5 (i.e., the stock-related factors). Each point on these plots represents the mean of 10,000 MCMC sample draws. Several features of these plots are remarkable. First, the log cumulative factor shock for f 1 , the "stock market factor," is negative and substantial over the sample period. The cumulative shocks for factors f 3 and f 5 account for much of the cross-sectional variation in ex post average stock portfolio excess returns that can't be explained by the constant risk premia model. They also provide some insight into the well-known "size effect" first documented by Banz (1981) and Reinganum (1981) . It is interesting to note that the cumulative shocks for these sizerelated factors have been modest since the early 1980's. This corresponds with the apparent end of the "size effect" documented by Schwert (2002) .
The cumulative factor shocks for the bond factors also exhibit some interesting features. Figure 2 plots the time series of log cumulative factor shocks for f 2 and f 4 . Cumulative factor shocks for the "interest rate risk factor" (f 2 ) fluctuate around zero for much of the sample period, but gain steadily after about 1981. This may correspond to a change in the price of interest rate risk, perhaps associated with a regime shift, that isn't captured by the constant risk premium assumption.
We next attempt to understand the nature of the factors by regressing the five latent factor shocks plotted in Figures 1 and 2 on three independent variables: excess returns on the valueweighted index of NYSE stocks, a January dummy variable, and returns on the Fama-French SMB portfolio. 9 Table 6 reports our results. f 1 , the "stock market factor," is strongly related to both the NYSE market index and the SMB portfolio. The partial slope coefficient on the NYSE market index is 1.015, indicating that f 1 is closely related to the "market portfolio" of the single-index model. 10 The adjusted R 2 statistic is 0.946 for f 1 . f 3 , the "size factor," is positively related to NYSE market index and negatively related to the SMB portfolio. The negative partial slope coefficient (-0.332) of f 3 on the SMB portfolio is consistent with the pattern of factor loadings on f 3 reported in Table 4 . f 5 , the "small firm factor," is strongly related to both the January dummy variable and the SMB portfolio. The partial slope coefficient on the January dummy variable is 3.971, indicating that f 5 is 3.97 percent higher in January, on average, than other months after controlling for movements in the SMB portfolio. We interpret this as evidence that f 5 is associated with the well-known "turn-of-the-year" or "January effect" in small-capitalization stocks (See Keim (1983) and Reinganum (1983)). Table 7 reports summary statistics describing the posterior densities of the stochastic volatility parameters for the constrained five-factor MSV model. For each of the N +K factor and idiosyncratic volatility processes, we report on three parameters in equation (6). κ j is the intercept of the log variance equation. We report the density of exp(κ j /2) (in percent per month) rather than κ j to make interpretation easier. φ j is the mean reversion parameter. σ j is the volatility of log-variance.
Factor and Idiosyncratic Stochastic Volatility Processes
The most volatile factor is f 1 , for which the posterior estimate of exp(κ j /2) is 4.15% per month.
exp(κ j /2) doesn't exceed 1.8% per month for any of the other factors. This is further evidence that f 1 explains much of the common variation is stock and bond excess returns. Idiosyncratic volatilities are small relative to factor volatilities. The posterior estimates of exp(κ j /2) are less than one percent per month for eight of the ten size decile portfolios, and less than 0.5% per month for all seven Treasury bond portfolios. stochastic volatility process for f 5 is likely due to the factor's association with the "January effect" in small firms. Figure 4 plots the time series of stochastic volatilities for f 2 and f 4 (the bond-related factors). As with the stock-related factors, these plots display evidence of volatility clustering and persistence.
The sharp increase in bond factor volatility following the Federal Reserve policy change in October 1979 is particularly notable. between the two models in which the variances of idiosyncratic shocks follow stochastic volatility processes (i.e., SVE and MSV). Similarly, there appears to be little substantive difference between the two models in which idiosyncratic shocks are homoskedastic (i.e., CF and SVF). However, the SVE and MSV models do appear to outperform the CF and SVF models for a given number of factors. Figure 5 shows histograms graphically describing the posterior density of Q for four of the models: the one-factor CF model, and the one-factor, two-factor, and five-factor MSV models.
Pricing Errors
These histograms depict the same posterior densities summarized statistically in Table 8 .
We can improve our appreciation of the Geweke-Zhou pricing error statistic by reexamining the posterior estimates of B j γ and µ j for the five-factor MSV model previously reported in Table 5 .
The posterior estimate of Q can be computed directly by substituting the posterior means of B j γ and µ j from Table 5 into equation (9). The resulting estimate of Q, 0.027, is identical to the posterior estimate computed using the Geweke-Zhou technique reported in Table 8 . There are two advantages to computing Q using the technique of Geweke and Zhou (1996) . First, only the unconstrained model needs to be estimated. And second, the exact posterior density for Q (not just the mean) is obtained.
Model Comparisons Revisited
We've spent much of this section describing empirical results for the constrained five-factor MSV model since that specification is favored by the model comparisons reported in Table 3 . Although detailed analysis of empirical results for 56 different specifications is not practical, it is possible to summarize, in general terms, the major differences between classes of models. In doing so, we hope to provide some intuition for the Bayesian model comparison results.
For a given stochastic volatility specification, additional factors improve the fit of the covariance matrix by explaining common variation in portfolio excess returns. As one would expect, idiosyncratic volatilities decline as the number of factors increases. We find that cross-sectional variation in the loading on f 1 (B 1j ) across stock portfolios decreases somewhat when f 3 is added.
We also find that the precision of the posterior estimates of B 1j decreases somewhat as the number of factors increases for MSV and SVF models. However, increasing the number of factors does not appear to significantly change estimates of B, µ, γ, or patterns in cumulative factor shocks.
Behavior of factor shocks is generally very similar across models. MSV and SVF models behave somewhat differently than SVE and CF models because their factor volatilities are stochastic rather than static. For example, the cumulative decline in f 1 during 1973-1974 is larger for MSV and SVF models (see Figure 1 ) since the volatility of f 1 is high during that period (see Figure 3) .
Differences in average factor shocks across models are associated with compensating differences in posterior estimates of µ and γ, the constant risk premia. For example, the posterior estimate of γ 1 (i.e., the constant risk premia for factor f 1 ) in the constrained five-factor CF model is 70.2 basis points per month. The comparable posterior estimate of γ 1 for the constrained five-factor MSV model (reported in Table 4 ) is 77.4 basis points per month. The difference is associated with the magnitudes of the average factor shocks for those two models.
The results in Table 3 indicate that constrained models are generally favored over unconstrained models. However, we find few substantive differences in posterior estimates of B, θ, or in factor shocks between comparable models. It appears that any gains from estimating the N -vector µ, rather than the K-vector γ, are insufficient to overcome the implicit penalty for additional parameters imposed by computation of the marginal likelihood.
Conclusions
We estimate and test a linear factor model of portfolio excess returns in which the covariance matrix of returns follows a multivariate stochastic volatility process. Our model is motivated by two robust features of asset return data: 1) asset returns appear to be driven by multiple factors, and 2) the covariance matrix of returns is time-varying. We employ Bayesian MCMC methods to examine fifty years of monthly excess returns on seventeen portfolios: ten NYSE market capitalization decile portfolios and seven constant-maturity Treasury bond portfolios. We find that linear factor models with multivariate stochastic volatility (MSV) fit the data better than models with homoskedastic factor and/or idiosyncratic shocks. Models with five latent factors, three stock-related and two bond-related, appear to explain most of the common variation in stock and bond portfolio excess returns. However, cross-sectional variation in ex post average excess returns is not adequately explained by an APT-like pricing relation with constant factor risk premia. We find evidence that cumulative factor shocks deviate from zero in ways which are inconsistent with a constant risk premia assumption. These deviations may be attributable to time-varying risk premia, regime changes in risk premia, or prolonged runs of good or bad luck. Although we don't advocate a particular explanation, our analysis suggests directions for future research.
A Priors
It is possible to model prior beliefs on the parameters by adopting virtually any reasonable distributional form. In our empirical applications, we assume that the parameters are mutually independent and that prior information on the parameters can be represented as follows. we estimate the models with asset returns in decimal form, these distributions clearly represent extremely diffuse prior beliefs. For κ j , the average log-volatility for both factor and idiosyncratic shocks, the prior is κ j ∼ N (κ 0j , K 0j ) where κ 0j = −8 and K 0j = 25. For φ j (following Kim, Shephard, and Chib (1998) and Chib, Nardari, and Shephard (2002) ) the prior is induced by assuming that φ * j is distributed as Beta with parameters φ
, where φ j = 2φ * j − 1. This implies that the support of φ j is (−1, 1) (the region of stationarity) and the density is
j > 0.5 , with mean 2φ
. Specifying φ with standard deviation of 0.11. This choice reflects the well established empirical persistence in volatility common to financial time series. For σ j , the prior density is inverse gamma
We set ς 0j = 2.39 and ξ 0j = 0.347 so that the distribution has a mean of 0.25 with standard deviation of 0.4.
B MCMC algorithm
In this appendix, we discuss estimation of the constrained model. Since estimation of the unconstrained model requires only a minor modification to our procedure, we will omit a full discussion for the sake of brevity. 11
Note that it is the stochastic volatilities themselves (h t ), and not the parameters of the SV processes (θ), that appear in the likelihood function (8). Marginalizing over f t , the conditional sampling density of y t can be written
With this marginalization the posterior distribution of β is not of a known form. A MetropolisHastings (M-H) algorithm is, thus, necessary to carry out the sampling. 12 Chib, Nardari, and
Shephard (2002) show that integrating out the factors and generating β by M-H is essential to produce draws that efficiently converge to the target distribution.
Conditioning on β, the sampling of γ and the latent factors is straightforward as the posterior updates are given by standard Bayesian results in multivariate regression analysis.
Next, given β and f , each asset and, respectively, factor dynamics can be represented by
where ε jt
∼ N (0, 1). We exploit a clever change of variable suggested by Kim, Shephard, and Chib (1998) . Let
Note that z jt is the sum of h jt and a log chi-squared random variable with one degree of freedom.
Kim, Shephard, and Chib (1998) show that the density of a log chi-square random variable can be approximated quite precisely with a seven component mixture of Gaussian distributions. This change of variable permits us to represent the MSV model as N + K independent conditionally 11 The parameter vector for the unconstrained model is ψ = (µ, β, θ1, . . . , θN+K ). 12 Chib and Greenberg (1995) contains a thorough illustration of the Metropolis-Hastings algorithm.
Gaussian state space models
where s jt is a discrete component indicator with mass function Pr(s jt ) = q i , i ≤ 7, t ≤ T , and m s jt , υ 2 s jt and q i are the parameters of each component tabulated by Kim, Shephard, and Chib (1998) . Given the factors, the risk premia and the free elements of B one can, thus, sample the logvolatilities and the θ j 's parameters separately for each asset and factor series using MCMC methods developed for univariate SV models. 13 Denote with {h j. } the T vector h j. = (h j1 , . . . , h jT ) . For the Constant Risk Premia model the steps of the Gibbs sampler can, then, be summarized as follows.
MCMC Algorithm for sampling posterior density 1. Initialize {h j. } and γ.
3. Compute {z tj } for t ≤ T and j ≤ N + K. 4. Sample s j. , θ j and {h j. } by repeating the following steps for j ≤ N + K:
5. Go to step 2 and repeat.
In our applications we cycle through steps 2, 3 and 4 for 11000 iterations, we discard the initial 1000 draws and collect the remainder for inferential purposes.
C Marginal Likelihood Calculation
We follow the approach suggested by Chib, Nardari, and Shephard (2002) for the computation of marginal likelihood estimates. The essential steps of the method are as follows.
Using Bayes rule, the marginal likelihood of the data given the model is
Starting from this basic marginal likelihood identity (see Chib (1995) ), the log of the Bayes factor for comparing non-nested models M 1 to M 2 is written as
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