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Il Visual Retrieval
Roberto Raieli*
Chi sta cercando notizie sulla
Leggenda della Vera Croce di
Piero Della Francesca, potrebbe
andare in un centro di docu-
mentazione di Storia dell’Arte
mostrando una fotografia di
quegli affreschi al reference li-
brarian e chiedere, così, di tro-
vare tutte le informazioni bi-
bliografiche relative?
Avendo a che fare con esseri
umani, con la loro elasticità
mentale e la loro cultura, tale
strategia di ricerca potrebbe
funzionare. Ma si può interro-
gare un database bibliografico,
seppure eccellente come Medli-
ne, tramite, ad esempio, la ra-
diografia di un rene, se si stan-
no cercando articoli che discu-
tano gli ultimi studi sui trapian-
ti? Sarebbe impensabile secon-
do la logica del sistema, e di fat-
to impossibile.
Nel caso in cui si vogliano in-
terrogare fonti di documenti te-
stuali tramite mezzi non testua-
li, quindi, tale confusione di lin-
guaggi è sicuramente conside-
rata paradossale; ma nei casi in
cui s’interrogano tramite testo
fonti documentarie visive lo
scambio di linguaggi opposto
viene, invece, considerato op-
portuno. Se non è possibile,
però, ricercare e recuperare un
documento scritto con i mezzi
del linguaggio visivo, allo stes-
so modo non dovrebbe essere
considerato, con pochi dubbi,
un metodo efficace recuperare
documenti consistenti in imma-
gini attraverso l’uso di testi de-
scrittivi. Piuttosto, ad esempio,
dovrebbe apparire dispersivo
cercare una fotografia di pae-
saggio, che rappresenti un tra-
monto con certe tinte, tramite
una complicata descrizione a
parole delle tonalità di colore
desiderate, anziché sottoporre
ad un apposito sistema di ricer-
ca un campione delle tinte stes-
se.
Lo stato attuale della tecnologia
informatica, in più, sostiene ed
accresce lo sviluppo culturale di
una società sempre più com-
plessa ed esigente, la cui cultu-
ra è sempre più estesa, onni-
comprensiva, e multimediale.
Per tutto ciò, quindi, nell’odier-
na situazione culturale e tecno-
logica, dovrebbe apparire quan-
tomeno limitativo continuare ad
operare nei termini di un gene-
rico Information Retrieval. Nel-
la pratica tradizionale del-
l’Information Retrieval, infatti,
ogni tipo di ricerca documenta-
le è riportato alle condizioni di
una ricerca tramite linguaggio
testuale; bisogna oggi, invece,
considerare un più ampio crite-
rio di Multimedia Information
Retrieval, dove ogni genere di
documento digitale venga trat-
tato e ricercato tramite gli ele-
menti di linguaggio, o di meta-
linguaggio, più adatti alla sua
natura propria.
Si potrà distinguere, allora, nel-
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la più generale metodologia del
Multimedia Information Retrie-
val, un metodo di Information
Retrieval basato su informazio-
ni testuali per la ricerca di docu-
menti testuali, da un metodo di
Visual Retrieval secondo il qua-
le i documenti visivi sono cer-
cati e recuperati tramite dati vi-
sivi.
In questa prospettiva, le diverse
questioni sviluppate e risolte re-
lativamente ai tradizionali siste-
mi e strumenti di Information
Retrieval, cambiano quasi com-
pletamente aspetto quando s’i-
nizia a parlare dello specifico
del Visual Retrieval.
Il distacco principale tra i siste-
mi di archiviazione e recupero
di documenti testuali e quelli di
documenti visivi, si focalizza
nel sistema di analisi ed estra-
zione degli elementi indicatori
del contenuto del documento e
dei descrittori specifici delle
sue caratteristiche. A ciò segue
la problematica concernente
l’impiego di tali dati di indiciz-
zazione, sia per l’archiviazione
dei documenti in una banca da-
ti e per la creazione del relativo
indice, sia, soprattutto, per la
messa a punto dei metodi e dei
sistemi di ricerca e recupero ap-
plicabili all’archivio.
Nei database di immagini risul-
tano troppo riduttive e poco ef-
ficaci l’indicizzazione e la ri-
cerca basate sulle annotazioni
terminologiche, rivelatesi, al
contrario, assolutamente utili
nei metodi di recupero di infor-
mazione testuale. Negli archivi
dove il contenuto dei documen-
ti è sostanzialmente un testo ap-
pare ovvio ed appropriato che le
chiavi che ne consentono l’ac-
cesso siano parole e frasi, o ter-
mini e codici, estratti dall’inter-
no di quel contenuto stesso. Ne-
gli archivi di immagini, invece,
si rivela semplificativo ed im-
preciso attribuire, dall’esterno,
una descrizione testuale a con-
tenuti che si fondano su un di-
verso regime di senso.
In generale, nei sistemi specia-
lizzati di Visual Retrieval sono
possibili cinque differenti mo-
dalità per indicizzare, archivia-
re, ricercare e recuperare i do-
cumenti visivi digitali, definibi-
li come modi di astrazione dei
materiali. Tali modalità vengo-
no distinte in semantica, forma-
le, strutturale, coloristica e pa-
rametrica, e possono costituire
la struttura del sistema singolar-
mente o in diverse combinazio-
ni tra loro.
La modalità semantica è il me-
todo più tradizionale, ma, si è
compreso, il più problematico
nel campo delle immagini.  Es-
sa si basa sulla definizione di
etichette testuali, descriventi ca-
ratteristiche, nomi, titoli, classi
o concetti, da attribuire con ri-
gore ad un’immagine, le quali
dovranno essere conosciute e ri-
chiamate per consentire il recu-
pero del documento associato.
La modalità formale si basa sul-
la capacità dell’elaboratore di
attuare un confronto tra la for-
ma, o il contorno, estratti dalla
figura archiviata e quelli estrat-
ti dal modello con cui si defini-
sce la query, messo a disposi-
zione dal sistema o, in alcuni
casi, anche immesso dall’ester-
no. Il recupero del documento
avverrà quando l’elaboratore
valuterà un certo grado di vici-
nanza tra i valori dei dati rap-
presentativi delle immagini
confrontate.
Il modo di astrazione struttura-
le si basa invece sulla scompo-
sizione delle immagini archi-
viate in sezioni; il sistema sti-
merà poi la somiglianza della
composizione strutturale di
queste con la struttura delle se-
zioni di una figura modello, le
quali faranno dunque da chiavi
di ricerca. Il recupero di un’im-
magine potrà avvenire, allora,
in base alla similitudine a tali
chiavi di qualcuna delle sezioni
che la compongono.
L’astrazione coloristica consiste
nel rappresentare le immagini
estraendo da esse i vari colori, o
i diversi grigi, che le costitui-
scono. Le operazioni di archi-
viazione e recupero si baseran-
no, in conseguenza, sul tratta-
mento ed il confronto dei valori
dei dati relativi a tali proprietà
coloristiche della figura. 
Infine, la modalità parametrica
è fondata sulla determinazione
dei valori dei parametri rappre-
sentativi della forma, della
struttura e del colore dell’im-
magine. Il sistema potrà recupe-
rare un’immagine tramite il
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confronto tra i valori dei vari
parametri immessi nella query,
attraverso una figura modello o
compilando un’apposita griglia,
e quelli posseduti dalle immagi-
ni in archivio.
Qualunque sia la modalità di
trattamento dei documenti, e
quindi di strutturazione del da-
tabase, le immagini vengono
analizzate ed indicizzate soltan-
to all’atto della creazione della
banca dati o dell’aggiornamen-
to dell’archivio. Questo metodo
è quello più razionale e corren-
te per la creazione di un archi-
vio digitale; il processo poi è re-
lativamente semplice, e può at-
tuarsi in modo manuale, pure se
assistito dal computer, o anche
in modo automatico, nel caso in
cui le immagini non mostrino
troppe complessità.
In un sistema così creato, la ri-
cerca viene, solitamente, impo-
stata a partire da una prima con-
sultazione del database, quasi
sempre di tipo semantico, che
consenta di estrarre da esso im-
magini che possano diventare
dei modelli, cioè utilizzabili per
lanciare la query in altre forme,
avvalendosi in sostanza di una
sorta di tesauro visivo interno
all’archivio stesso. Le immagini
estratte volta per volta possono
essere modificate nelle caratte-
ristiche, prese per parti, o asso-
ciate tra loro, secondo gli stru-
menti che il sistema offre, rilan-
ciando così, ogni volta, diversi
modelli che centrino meglio la
ricerca.
Molto più raffinato, invece, sa-
rebbe un sistema in cui le im-
magini possono essere analizza-
te anche in fase di query; quin-
di in cui, soprattutto, i modelli
per l’interrogazione si possano
immettere dall’esterno, o dise-
gnare con gli strumenti a dispo-
sizione, non solo in forma di
parametri, ma come compiute
figure di esempio.
Le ricerche, in questo caso, pos-
sono essere condotte molto li-
beramente, senza i vincoli di un
tesauro visivo precostituito,
consistente nello stesso archi-
vio. È necessario prevedere,
però, che la tecnologia del siste-
ma sia in grado, in ogni fase, di
analizzare e di elaborare auto-
maticamente ed in breve tempo
le immagini esterne proposte;
ma in tutto questo si è ancora
allo stadio sperimentale, realiz-
zato solo in alcuni progetti di ri-
cerca.
Siamo comunque di fronte a si-
stemi fortemente innovativi,
sempre più specializzati in un
efficiente trattamento delle im-
magini digitali, in ogni campo
di possibile applicazione: nella
ricerca biomedica come nelle
arti visive e nella Storia del-
l’Arte, nelle scienze della Terra
e nell’informazione geografica
come nel disegno ingegneristi-
co ed architettonico.
La rivoluzionarietà di questi si-
stemi si fonda sulla base di una
tecnologia di archiviazione e re-
cupero che tratta direttamente il
contenuto visivo dei documenti,
definita per questo content-ba-
sed, in opposizione ai tradizio-
nali sistemi di indicizzazione e
ricerca basati su termini descrit-
tori di tale contenuto visivo,
detti term-based. Il metodo del
Visual Retrieval sperimenta, in-
somma, la possibilità di ricerca-
re le immagini tramite gli ap-
propriati mezzi del linguaggio
visivo stesso, come la somi-
glianza, l’approssimazione ed i
rapporti di misure e valori, uti-
lizzando chiavi di recupero che
siano figure, strutture, forme,
tratti, linee e colori.
Con ciò, nelle conclusioni, non
vogliamo tacere che un buon li-
vello di precisione nel recupero
dei documenti visivi si possa
raggiungere, tuttavia, solo uti-
lizzando in combinazione, e
mutua integrazione, tecniche e
tecnologie di ricerca basate sia
sulla definizione dei concetti,
tramite termini controllati, sia
sulla rappresentazione del con-
tenuto, attraverso elementi visi-
vi.
I due sistemi possono, infatti,
essere integrati, data la validità
che il sistema tradizionale con-
tinua a mantenere in molte oc-
casioni. L’interrogazione term-
based può, intanto, essere un ot-
timo metodo preliminare per se-
lezionare una parte della grande
quantità di documenti di un ar-
chivio, e per centrare la ricerca
in base a dati quali gli ambiti
d’appartenenza delle immagini,
le tipologie, le classi, i titoli, gli
autori. Quindi, può essere un si-
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stema finale di ripulitura dall’i-
nevitabile rumore specifico di
un’interrogazione content-ba-
sed. Soprattutto, però, i due pro-
cedimenti possono operare in
armonia ed in costante intera-
zione, in un unico sistema e con
un’unica schermata di ricerca,
nella composizione di una for-
mula di query che combinando
figure e testi possa servire per
la ricerca di immagini molto
complesse, il cui contenuto fi-
gurativo si estende a tutti i livel-
li di senso e significato delle
forme visive, dove anche le de-
finizioni concettuali hanno
un’importanza.
Applicazioni pratiche
In Europa, un crescente numero
di studi e ricerche sui sistemi di
documentazione visiva e di Vi-
sual Retrieval, attesta l’entusia-
smo di molti enti ed organismi
per le nuove possibilità di valo-
rizzare il più possibile i propri
archivi di immagini e la relativa
attività.
Uno dei più avanzati progressi
europei può essere rappresenta-
to dalle sperimentazioni dell’U-
niversità di Brema, dove è stato
messo a punto, in collaborazio-
ne con l’IBM, il sistema Image-
Miner. Esso è in grado di ana-
lizzare automaticamente le im-
magini, producendo due ordini
di indicizzazione del loro conte-
nuto: un modulo, interpretando
le caratteristiche visive, le rife-
risce a dei termini, creando un
vero e proprio tesauro termino-
logico; un altro modulo, invece,
estrae queste caratteristiche nel-
la loro immediata concretezza
figurativa, creando una sorta di
tesauro visivo. Il sistema, quin-
di, è successivamente capace di
attuare ricerche sia sulla base
dei termini, sia utilizzando dati
relativi alle forme, le strutture
ed i colori [1].
Un altro notevole sistema di ar-
chiviazione e recupero di im-
magini è VIPER (Visual Infor-
mation Processing for Enhan-
ced Retrieval), realizzato dal
Computer Vision Group dell’U-
niversità di Ginevra. In questo
programma le ricerche possono
essere impostate a partire dal
browsing di una prima serie di
immagini proposte dal sistema,
ognuna delle quali è rappresen-
tativa di una categoria e consen-
te, se selezionata ed inviata co-
me dato di query, di continuare
la ricerca con criteri propria-
mente visivi [2].
Importanti sono, ancora, il si-
stema PicToSeek dell’Univer-
sità di Amsterdam, che è realiz-
zato per essere applicato al
Web; nonché il programma
Image and Multimedia Retrie-
val del Politecnico di Losanna
[3]. Rilevanti per completare il
panorama europeo sono, infine,
il sistema ARTISAN (Automa-
tic Retrieval of Trademark Ima-
ges by Shape ANalysis), dell’U-
niversità della Northumbria a
Newcastle, ed il sistema JA-
COB (Just A COntent Based
query system for video databa-
ses), messo a punto all’Univer-
sità di Palermo [4].
Più ricco e vario di quello euro-
peo è il panorama delle ricerche
e delle realizzazioni negli Stati
Uniti. Infatti, oltre l’intensa atti-
vità di molte università, anche
una certa quantità di enti ed
aziende private rilancia la ricer-
ca sul Visual Retrieval, nonché
lo sviluppo e la diffusione com-
merciale di software e hardwa-
re.
Il più antico dei sistemi di Vi-
sual Retrieval è QBIC (Query
[1] L’Università di Brema fornisce una presentazione di ImageMiner all’indirizzo Web http://www.tzi.uni-bremen.de/BV/Image-
Miner
[2] Il Computer Vision Group mette a disposizione una demo di VIPER, ed una ricca serie di materiali bibliografici, all’indiriz-
zo http://cui.unige.ch/˜viper
[3] Il sistema PicToSeek è in parte disponibile all’indirizzo http://www.wins.uva.nl/research/isis/zomax; il Politecnico di Losan-
na espone in rete il suo progetto allo http://lcavwww.epfl.ch/LSI/index.html
[4] ARTISAN è presente in rete allo http://www.unn.ac.uk/iidr/artisan.html; JACOB si trova all’indirizzo http://www.csai.uni-
pa.it/research/projects/jacob
[5] L’IBM fornisce una presentazione di QBIC, così come versioni demo e materiale informativo e bibliografico, all’indirizzo
di rete http://wwwqbic.almaden.ibm.com
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By Image Content) dell’IBM,
messo a punto alla fine degli
anni Ottanta, che tutt’oggi rap-
presenta uno dei sistemi più al-
l’avanguardia. QBIC è struttu-
rato per il trattamento di docu-
menti prodotti in differenti
campi specifici di applicazione,
ed è implementato nelle banche
dati di ogni tipo di istituto o
azienda in molti paesi del mon-
do. Le sue possibilità di indiciz-
zazione e di ricerca content-ba-
sed delle immagini sono le più
ampie. Esso consente interroga-
zioni per forma, struttura, colo-
re, parametri, termini e combi-
nazioni di queste modalità; è
possibile proporre campioni
dall’esterno come produrre mo-
delli con gli strumenti messi a
disposizione; strumenti di ela-
borazione delle immagini recu-
perate consentono, inoltre, di
modificarle per rilanciare la
query; in più, esso può ricono-
scere anche singole figure di un
complesso ed utilizzarle isolata-
mente per le interrogazioni, co-
me combinarle con quelle di al-
tri complessi [5].
Altro importante programma di
Visual Retrieval è quello realiz-
zato dalla Columbia University
di New York, denominato Co-
lumbia’s Content-Based Visual
Query Project. Il programma è
diviso in diverse sezioni, ognu-
na delle quali è predisposta per
rispondere a necessità di ricerca
diverse. Il modulo chiamato Vi-
sualSEEk è quello principale, in
esso è possibile impostare le
query in base al colore ed al
contorno delle figure, nonché
utilizzare strumenti per la crea-
zione dei modelli e degli esem-
pi; il modulo WebSEEk è quel-
lo di impiego più semplice, ba-
sato sui testi e sui colori, appli-
cabile anche nel Web; Meta-
SEEk è un’interfaccia utilizza-
bile per condurre ricerche su ar-
chivi differenti, un meta-motore
di ricerca applicabile ad altri
motori di ricerca content-based
[6].
Rilevanti sono i programmi
ImageQuery ed Image Databa-
se Project dell’Università della
California a Berkeley, risalenti
nella prima formulazione al
1986, anche se poi riformulati
intorno al 1990. In direzione del
Visual Retrieval il progetto più
importante è quello dell’inter-
faccia ImageQuery, nata con lo
scopo di mettere a disposizione
di tutti i dipartimenti dell’Uni-
versità uno dei primi sistemi di
differenti database di immagini
digitali [7].
Ancora, nel panorama statuni-
tense, sono da considerare i due
sistemi del Massachussets Insti-
tute of Technology di Boston:
Photobook, ed Example Driven
Image Database Querying [8].
Infine, bisogna citare il progetto
ImageRover, dell’Università di
Boston; il programma Query by
Examples for Large Image Da-
tabases, dell’Università del Mi-
chigan; ed il sistema MARS
(Multimedia Archives Retrieval
System), dell’Università dell’Il-
linois ad Urbana-Champaign
[9].
Riferimenti bibliografici e risorse
di rete
La letteratura internazionale sul-
l’argomento che abbiamo introdot-
to è sufficientemente ampia per
presentare compiutamente l’attuale
stato dell’arte. Possiamo fornire,
oltre i riferimenti riportati nelle no-
te, un sintetico elenco dei principa-
li saggi utili per un’esplorazione
delle tematiche del Visual Retrie-
val.
[6] Tutti i moduli del Columbia’s Content-Based Visual Query Project sono disponibili in rete per una piena sperimentazione:
VisualSEEk all’indirizzo http://www.ctr.columbia.edu/VisualSEEk, WebSEEk all’indirizzo http://disney.ctr.columbia.edu/Web-
SEEk, e MetaSEEk allo http://www.ctr.columbia.edu/MetaSEEk. L’intero programma è quindi disponibile, insieme con una gran-
de quantità di informazioni e materiale bibliografico, all’indirizzo http://www.ee.columbia.edu/˜sfchang/vis-project
[7] Una presentazione di ImageQuery e dell’intero UC Berkeley Digital Library Project si trova all’indirizzo Web
http://elib.cs.berkeley.edu
[8] Photobook è in rete allo http://vismod.www.media.mit.edu/vismod/demos/ photobook/index.html; Example Driven Image Da-
tabase Querying è allo http://www.ai.mit.edu/~jsd/Research/ImageDatabase/Abstract
[9] Il sistema ImageRover si trova all’indirizzo http://cs-www.bu.edu/ groups/ivc/ImageRover/Home.html; Query by Examples
for Large Image Databases si trova allo http://web.cps.msu.edu/~weng/research/SHOSLIF-database.html; e MARS è presentato
allo http://jadzia.ifp.uiuc.edu:8002
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* Un primo interessante saggio, che
presenta la problematica e la teoria
generale del Visual Retrieval, arric-
chito da un’ampia bibliografia, è
rappresentato da ENSER Peter G.
B., Pictorial Information Retrie-
val. Progress in documentation -
Journal of Documentation, vol. 51
n. 2, 1995, p. 126-170.
* Altro importante scritto, che in-
troduce l’intera tematica del Multi-
media Information Retrieval, è co-
stituito da GROSKY William I.,
Managing Multimedia Informa-
tion in Database Systems - Com-
munications of the ACM, vol. 40 n.
12, 1997, p. 73-80.
* Una serie di discussioni, tanto in-
troduttive quanto specialistiche, su
diversi aspetti teorici, pratici ed ap-
plicativi è contenuta in DEL BIM-
BO Alberto (ed.), Image and Vi-
deo Databases: Visual Browsing,
Querying and Retrieval - Journal
of Visual Languages and Compu-
ting, vol. 7 n. 4 (speciale), 1996.
* Anche se non molto recente, il re-
port di una completa sperimenta-
zione di uno dei più importanti si-
stemi di archiviazione e recupero si
trova in HOLT Bonnie, HAR-
TWICK Laura, Retrieving Art
Images by Image Content: The
UC Davis QBIC Project - Aslib
Proceedings, vol. 46 n. 10, 1994, p.
243-248.
* L’evoluzione del panorama dei
database di immagini, nella quale
trova collocazione il nascere della
problematica del Visual Retrieval,
è descritta in BESSER Howard,
Image Databases: The First De-
cade, the Present and the Futu-
re, in Heidorn Bryan P., Sandore
Beth (eds.), Digital Image Access
& Retrieval. Papers Presented at
the 1996 Clinic on Library Appli-
cations of Data Processing, Urba-
na-Champaign IL, University of
Illinois, 1997, p. 11-28.
* Riguardo alla determinate que-
stione di un metodo di indicizza-
zione appropriato al materiale
multimediale ci si può riferire a
SVENONIUS Elaine, Access to
Nonbook Materials: The Limits
of Subject Indexing for Visual
and Aural Languages - Journal of
the American Society for Informa-
tion Science, vol. 45 n. 8, 1994, p.
600-606. 
* Le complesse esigenze dell’u-
tenza dinanzi agli archivi di imma-
gini sono discusse in ARMITAGE
Linda H., ENSER Peter G. B.,
Analysis of User Need in Image
Archives - Journal of Information
Science, vol. 23 n. 4, 1997, p. 287-
299.
* Un’ampia serie di riferimenti bi-
bliografici e di link a varie risorse
informative e dimostrative si può
trovare sul Web: in particolare in
COMPUTER VISION GROUP,
Links to Other Image Database
Systems, 2000,
http://cui.unige.ch/˜viper/other_sy-
stems.html; in BESSER Howard,
Image Database Resources, 1996,
http://sunsite.berkeley.edu/ Ima-
ging/Databases; ed ancora in BES-
SER Howard, Image Database Bi-
bliography, 1996,
http://sunsite.berkeley.edu/Ima-
ging/Databases/Bibliography.
Per concludere, bisogna almeno
citare:
* AGOURIS Peggy et al., Sketch-
Based Image Queries in Topo-
graphic Databases -Journal of Vi-
sual Communication and Image
Representation, vol. 10 n. 2, 1999,
p. 113-129.
* BESSER Howard, TRANT Jenni-
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* * *
Il documents centre
dell’IFAD: un’esperienza
d’integrazione
Carla Secchi*
Che cosa è l’IFAD
L’IFAD (in Italiano FISA, cioè
Fondo Internazionale per lo
Sviluppo Agricolo) è stato isti-
tuito nel 1977, a seguito della
delibera della Conferenza Mon-
diale per l’Alimentazione (Ro-
ma, 1974), come agenzia spe-
cializzata della Nazioni Unite
con un mandato specifico che
lo contraddistingue da tutte le
altre istituzioni finanziarie in-
ternazionali (IFI): quello di
combattere la fame e la povertà
rurale nelle regioni del mondo a
basso reddito e con carenze ali-
mentari e di migliorare il tenore
di vita delle popolazioni rurali.
attraverso uno sviluppo sosteni-
bile.
La sede dell’IFAD è a Roma, in
Via del Serafico 107.
La struttura dell’IFAD
L’adesione all’IFAD è aperta a
qualsiasi Stato membro delle
Nazioni Unite. Alla data odier-
na sono 161 i Paesi che hanno
chiesto ed ottenuto di diventare
Membri dell’Organizzazione. I
paesi sono divisi in tre catego-
rie: Categoria A (Paesi dell’OC-
SE), Categoria B (Paesi dell’O-
PEC) e categoria C (Paesi in via
di sviluppo). Il Consiglio dei
Governatori è la più alta auto-
rità decisionale e ciascun Paese
membro è rappresentato in que-
sto Consiglio da un Governato-
re a da un sostituto.
Il Consiglio di Amministrazio-
ne è responsabile del controllo
dell’amministrazione del Fondo
e dell’approvazione dei prestiti
e delle sovvenzioni. La parteci-
pazione al Consiglio di Ammi-
nistrazione è decisa dal Consi-
glio dei Governatori e risponde
ad una precisa ripartizione per
categorie. Il Presidente dell’I-
FAD, che presiede anche il Con-
siglio di Amministrazione, vie-
ne eletto ogni quattro anni, ma
il suo mandato può essere rin-
novato per un ulteriore qua-
driennio. Quest’anno è avvenu-
ta l’elezione di un nuovo Presi-
dente, nel corso del Consiglio
dei Governatori che ha avuto
luogo il 20 e 21 Febbraio.
Composto da circa 300 dipen-
denti, L’IFAD opera con uno
staff di piccole dimensioni ma
di alto livello professionale. L’I-
FAD si avvale inoltre della col-
laborazione di altre agenzie
(Co-operating Institutions) per
la realizzazione dei progetti, e
di consulenti e staff temporaneo
per effettuare studi, ricerche,
valutazioni.
Poiché l’IFAD è un’organizza-
zione internazionale, anche il
suo staff è internazionale, e pro-
viene in prevalenza dai suoi
Paesi membri. All’IFAD quattro
sono le lingue ufficiali e tutta la
documentazione ufficiale è pro-
dotta in queste quattro lingue:
Inglese, Francese, Spagnolo ed
Arabo. L’Italiano, come si vede,
non è una lingua ufficiale, seb-
bene molti dipendenti, inclusi
gli stranieri, lo parlino. Non esi-
ste però documentazione uffi-
ciale in Italiano presso il Fondo.
Esiste solo un numero molto li-
mitato di pubblicazioni in Ita-
liano che illustrano le attività
del Fondo. 
Nel 1995 il Fondo ha avviato un
processo di ristrutturazione per
razionalizzare l’impiego delle
risorse, sia economiche che
umane e quindi essere in grado
di operare - ed aumentare, al
tempo stesso, il numero di pro-
getti finanziati ogni anno. Que-
sta ristrutturazione viene comu-
nemente chiamata “re-enginee-
ring” ed è quella che ha dato
origine al Documents Centre.
Il Documents Centre
Il Documents Centre ha iniziato
la sua attività solo nel gennaio
1997, nonostante la sua costitu-
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