Homeostasis is a specialized form of regulation that precisely maintains
INTRODUCTION
During the first five years of life, the circumference of a child's head will increase by several inches, a macroscopic readout of tremendous change at the cellular level. There is also plasticity within existing neural circuitry as a child acquires motor, language, and cognitive skills. It is perhaps telling that children under the age of 5 are more susceptible to seizure than is the general population (Wong 2005) . The increased risk of seizure is associated with a range of normal developmental processes such as neurogenesis, cell migration, and ion channel and neurotransmitter expression (Wong 2005) . However, the increased risk of seizure is quite small, particularly compared with the neuro-developmental task that is accomplished. How can the nervous system achieve such complexity during a period of such remarkable plasticity while remaining fully functional?
One theory speculates that homeostatic signaling systems, operating at the level of individual nerve and muscle cells, interface with the mechanisms of neural plasticity to ensure that neural activity remains stable over time (Davis & Goodman 1998ab, Turrigiano et al. 1998 , Davis & Bezprozvanny 2001 , Marder & Prinz 2002 , Burrone & Murthy 2003 , Perez-Otano & Ehlers 2005 . Current hypotheses propose that homeostatic signaling will allow essential mechanisms of neural plasticity to persist but will constrain this plasticity to ensure that it drives constructive rather than destructive change. What is the evidence for this type of homeostatic regulation, and how is it accomplished at a molecular level?
ROBUSTNESS, HOMEOSTASIS, SET POINT, AND PRECISION
Although nearly every aspect of cellular physiology is regulated, and many cellular phenotypes are robust, not every property of a cell is under homeostatic control. Thus, it is necessary to define the difference between a robust property of a cell or system of cells and a property that is under homeostatic control. In general, robustness describes a system with a reproducible output, whereas homeostasis refers to a system with a constant output. The term robustness can be used in two different ways. Phenotypic robustness refers to the observation that a cellular phenotype is reproducible in a complex, changing environment. For example, the characteristic architecture of a purkinje cell dendrite is a robust feature of that cell type. Component robustness refers to the ability of a signaling system to function reliably despite variation in the concentration or functionality of the individual components that make up the signaling system (Barkai & Leibler 1997 , Alon et al. 1999 , El Yi et al. 2000 , Eldar et al. 2004 , Stelling et al. 2004 , Samad et al. 2005 . Many aspects of cellular physiology can be considered robust such as the development of dendritic arborizations and presynaptic nerve terminal morphology. However, these characteristics of a nerve cell are neither constant nor homeostatically regulated.
A homeostatic system can be defined as having a constant output. Given this definition, there are several required features of a homeostatic signaling system. First, a homeostatic system has a set point that precisely defines the output of the system. As such, a homeostatic system will respond to a perturbation with compensatory feedback such that the set point activity of the system is reestablished. A second essential feature of a homeostatic signaling system is feedback. Feedback is necessary for the design of any homeostatic signaling system, although it is not sufficient to achieve homeostasis (see below). A third distinguishing feature of a homeostatic system is precision. A homeostatic signaling system will precisely retarget the set point activity of the system following a perturbation. Nearly all homeostatic signaling systems also incorporate sensors that provide information regarding deviation from the set point activity of the system. Sensors report the difference between the set point of the system and the actual output of the system. This difference is an error signal that can be fed back into the system in the form of negative feedback that ultimately restores the activity of the system to set point levels. These criteria are useful definitions, and they place important constraints on the organization and function of any underlying signaling system that mediates homeostatic regulation. Given these restrictive definitions, is there evidence for homeostatic signaling in the nervous system, or is neural Component robustness: function reliably despite variation in the concentration or functionality of the proteins that constitute a signaling system Error signal: the difference between the set point of a homeostatic system and the output of the system Homeostatic system: will precisely retarget a set point functionality following a perturbation that causes deviation from the set point
Sensors:
In a homeostatic system, sensors report the difference between the set point and the actual output of the system NMJ: neuromuscular junction activity merely a robust but ultimately variable property of well-established neural circuitry?
PHENOMENOLOGY: HOMEOSTATIC CONTROL OF NEURAL ACTIVITY
Experimental evidence supporting homeostatic control of cellular activity has now been documented in the central and peripheral nervous systems of both vertebrate and invertebrate organisms. There are three general mechanisms by which homeostatic regulatory systems have been proposed to control neuronal excitability (summarized in Figure 1) . In each case, homeostatic regulatory systems were identified following an experimental perturbation of neuronal or muscle excitability. In each case, the cells responded to the experimental perturbation by modulating ion channel or synaptic function to counteract the experimental perturbation and reestablish normal activity levels. In each of these systems, homeostatic compensation has been observed to be bidirectional, being able to counteract experimental perturbations that either increase or decrease cellular excitability (Davis & Goodman 1998b , Leslie et al. 2001 , Daniels et al. 2004 . Do these phenomena conform to the restrictive definitions of homeostatic signaling, or do they merely reflect compensatory responses of a robust regulatory system? One way to address this question is to determine whether there is evidence for set point activity levels and precise retargeting of the set point. A good case can be made for the homeostatic control of muscle excitation. At the neuromuscular junction (NMJ), when the sensitivity of postsynaptic neurotransmitter receptors is experimentally decreased, there is a compensatory increase in presynaptic transmitter release that precisely offsets the change in receptor sensitivity. As a result, the synaptic depolarization of muscle is restored to precisely the levels observed in the absence of the perturbation (Davis & Goodman 1998b , Davis et al. 1998 , Petersen et al. 1997 , DiAntonio et al. 1999 , Paradis et al. 2001 . This system appears to have millivolt precision (Paradis et al. 2001 ) and, therefore, can be considered to be under homeostatic control ( Figure 1B vertebrate NMJ, indicating that this homeostatic signaling system generalizes to the mammalian nervous system (Sandrock et al. 1997 ).
In the invertebrate central nervous system (CNS), the complex bursting properties of , and the densities of ion channels that either mediate cellular depolarization (red ovals) or oppose cellular depolarization (blue ovals). In response to chronic suppression of neural activity, central neurons can alter the relative abundance of ion channels at the cell surface to reestablish a set point level of activity (Desai et al. 1999a ,b, Marder & Prinz 2003 . Chronic suppression of neural activity can also lead to compensatory changes in the surface expression of excitatory and inhibitory neurotransmitter receptors, a process termed quantal scaling (Turrigiano et al. 1998 , Watt et al. 2000 , Kilman et al. 2002 . The mechanisms of quantal scaling control the abundance of excitatory (AMPA), inhibitory (GABA), as well as NMDA-type postsynaptic neurotransmitter receptors (Watt et al. 2000 , Franks & Isaacson 2005 , Perez-Otano et al. 2005 . Figure adapted from Marder & Prinz (2000) . (B) At the neuromuscular junction (NMJ), chronic impairment of postsynaptic neurotransmitter receptor sensitivity leads to a compensatory increase in presynaptic neurotransmitter release that precisely counteracts the change in receptor function to achieve normal synaptic depolarization of the muscle (Sandrock et al. 1997 , Petersen et al. 1997 , Davis et al. 1998 , DiAntonio et al. 1999 ). (C) At the Drosophila NMJ, expression of the Kir2.1 potassium channel impairs muscle excitation, leading to a drop in muscle input resistance, membrane hyperpolarization, and the presence of a persistent outward current that opposes synaptic depolarization of the muscle (Paradis et al. 2001 ). An increase in presynaptic transmitter release counteracts these diverse perturbations of muscle membrane excitability to generate excitatory postsynaptic potentials (EPSPs) that reach a set point level of muscle depolarization (dotted line). The average membrane potential at peak EPSP amplitude is indicated (top of each trace), and the average EPSP amplitude is indicated below each trace.
individually identified central neurons also appear to be under homeostatic control. For example, when individual neurons are isolated from their endogenous synaptic drive, they initially cease firing. However, within several days an activity-dependent feedback system alters the density of ion channels in the neuronal membrane to reestablish the complex bursting properties of the isolated neuron ( Figure 1A ) (Turrigiano et al. 1994; Marder & Prinz 2002 . Versions of this experiment have also been performed in vivo by experimentally altering neural activity with current injection (Golowasch et al. 1999 ). These and other experiments provide evidence for both set point activity and precise compensation, identifying homeostatic regulation. It should be pointed out, however, that not every aspect of nerve or muscle activity may be precisely returned to set point levels in these two systems . At the NMJ, for example, although there is evidence that the membrane voltage at peak synaptic depolarization is a set point (Paradis et al. 2001 ) (Figure 1C ), the response of a muscle cell to trains of stimuli may not be precisely recapitulated following homeostatic compensation (Pulver et al. 2005 ; G.W. Davis, unpublished observations) .
The data supporting homeostatic regulation of neural excitability in the vertebrate CNS are less obvious. Chronic activity deprivation in neuronal culture leads to compensatory changes in postsynaptic receptor abundance, termed quantal scaling ). In addition, investigators have also observed changes to active zone architecture and vesicle pool size (Murthy et al. 2001 , Thiagarajan et al. 2005 . However, it has been difficult to determine whether neurons reestablish their initial activity levels through these compensatory responses. These experiments are complicated because they are generally performed using dissociated cell culture, where the endogenous circuitry and activity levels do not necessarily reflect those that occurred in vivo prior to the dissociation of the cells. Despite these concerns, there is good evidence for homeostatic control of neural activity in vitro. Suppression of neural activity in vitro by transgenic expression of the Kir2.1 potassium channel initially suppresses neuronal firing rate. After several days, a variety of changes are observed (including quantal scaling), and the initial firing rate is reestablished (Burrone et al. 2002) . Beyond these data, there is also evidence for quantal scaling in vivo, establishing a link to the activity-dependent development of complex neural circuitry (Desai et al. 2002 , Maffei et al. 2004 . Thus, in combination with data from other systems, there is good evidence that homeostatic control of neural activity also exists in the mammalian CNS.
COMPLEXITY AND FLEXIBILITY
The activity of an individual neuron is achieved through the combined action of ion channels at the cell membrane and synaptic input (Marder & Prinz 2002 . A given neuron can express numerous channel types and can receive synaptic input from diverse excitatory, inhibitory, and modulatory neurons. Moreover, all these parameters can be varied, including the number and properties of individual channels as well as the efficacy of individual synaptic inputs, which amounts to staggering complexity. Despite being a problem, however, this level of complexity may be an important factor in maintaining consistently robust neural function over time.
The first question is whether any of these variables are genetically fixed parameters of a neuron, or whether they vary across otherwise identical cells. At the invertebrate NMJ, evidence has shown that homeostatic signaling can modulate diverse aspects of the NMJ, including ion channel density in the motoneuron (Mee et al. 2004 , Baines 2005 , transmitter release at the motoneuron terminal (Davis et al. 1998 , Paradis et al. 2001 , and scaling of postsynaptic receptor sensitivity (Davis & Goodman 1998b ). This complexity occurs in the CNS, as well. In one set of experiments, for example, the densities of three separate ion channels were monitored in a single, identified crustacean neuron sampled across animals. Although the patterned activity of the cell was constant, the three channel densities varied significantly from cell to cell (Golowasch et al. 1999 (Golowasch et al. , 2002 . These and other studies support the conclusion that many ion channels and synaptic strengths can be homeostatically altered during the life of a central neuron Marder & Prinz 2002 . Thus, although channel densities and synaptic strengths may be initially constrained by genetic programs, many of these parameters are free to vary over time.
The next question is whether this flexibility and complexity are meaningful to the cell. In other words, how many different possible combinations of ion channel densities or synaptic strengths can be used to generate a specified firing pattern in an identifiable cell? This question has been examined in computational modeling studies of individual neurons. In one study, ion channel densities were systematically varied across parameter space, and more than one million simulations of an identified neuron were evaluated. The authors discovered that hundreds of different combinations of ion channel densities could produce a firing pattern nearly identical to that observed in vivo (Goldman et al. 2001 , Golowasch et al. 2002 ). A similar approach was then applied to a simple network of three neurons that normally produce a robust, stereotyped patterned activity in vivo. In this study, channel densities and the synaptic conductances that connect the three cells were varied (Prinz et al. 2004) . In total, 20 million simulations were evaluated. Even when the most stringent criteria were imposed when considering the output of the model network, 11% of all network models produced the correct patterned output, amounting to hundreds of thousands of different combinations. Equally important, these combinations are spread throughout parameter space. Combined with experimental observations in vivo these data suggest that individual neurons have remarkable molecular flexibility in how they attain, and potentially maintain, an appropriate firing pattern (Golowasch et al. 1999 , Marder & Prinz 2002 .
Together, these data strongly suggest that it is not necessary to fine tune every parameter of a cell or neural network to achieve stable neural activity (Prinz et al. 2004 ). Indeed, with so many possible end points, a cell that is compensating for a given perturbation may not have to move very far through parameter space before converging on a set of parameters that reestablishes the set point level of activity. However, with so many variables, the underlying homeostatic signaling system could be very complex, even if subsets of ion channels are coregulated in an activityindependent manner (Maclean et al. 2003 (Maclean et al. , 2005 ). An important direction for the future will be to determine how different variables (e.g., different ion channels, receptors, transmitter release) are homeostatically controlled and whether a single homeostatic signaling system can orchestrate these diverse changes within a neuron or muscle. This will necessitate a clear molecular understanding of homeostatic regulation at the cellular level.
MOLECULAR MECHANISMS
Significant attention has been focused on identifying the molecules and mechanisms that can modulate the abundance of neurotransmitter receptors at the cell surface (Bredt & Nicoll 2003; Albin & Davis 2004 , Grunwald et al. 2004 , Perez-Otano & Ehlers 2005 , Tomita et al. 2005 , Cottrell et al. 2004 , Morishita et al. 2005 , Gardner et al. 2005 , Mu et al. 2003 , Zhang et al. 2004 ). These studies highlight molecular mechanisms that could be harnessed by a homeostatic signaling system to execute compensatory change. Together these studies have identified signaling molecules that mediate the endocytosis, trafficking, and stabilization of postsynaptic neurotransmitter receptors. This work has been driven not only by the study of neural homeostatic signaling, but also by efforts to understand the mechanisms of long-term associative synaptic plasticity (Bredt & Nicoll 2003) . Both topics have been recently reviewed (see above references) and are not discussed in molecular detail here.
Another challenge has been to determine how activity levels are "sensed" by a neuron and how this information is converted into feedback signaling. Calcium signaling has long been hypothesized to play an important role in the homeostatic control of neural activity because it can report changes in neural activity with high fidelity (Liu et al. 1998 , Goldberg & Yuste 2005 . Calcium signaling is also essential to the induction of associative long-term synaptic plasticity, placing it high on the list of relevant synaptic signaling systems. One important question concerns the source of calcium that may be relevant to homeostatic signaling in a neuron. Multiple routes of calcium entry may be involved. Expression of NMDA receptors with reduced calcium influx impairs compensatory changes in receptor abundance in response to chronic activity deprivation (Pawlak et al. 2005) . Recent data also document a role for postsynaptic voltage-gated calcium channels, indicating that altered calcium entry through these channels is important for the mechanisms of quantal scaling (PiedrasRenteria et al. 2004 , Thiagarajan et al. 2005 . Equally important is how changes in calcium are transduced into a compensatory, feedback signaling system. Several studies provide evidence that calcium/calmodulindependent kinase (CaMKII) may be an important player in this type of homeostatic signaling (Thiagarajan et al. 2002 , Miller et al. 2005 . Recent studies have also linked additional calcium-sensitive signaling molecules to neurotransmitter receptor trafficking that could also have relevance to homeostatic control of receptor abundance (Palmer et al. 2005) .
Another important topic concerns whether homeostatic signaling systems are confined to a single cell, or whether they are distributed between cells. If homeostatic signaling is distributed, then intercellular signaling must be involved. At the NMJ, homeostatic control of muscle excitation is achieved, in part, through the trans-synaptic regulation of presynaptic neurotransmitter release (Davis & Bezprozvanny 2001) . Genetic data from the invertebrate NMJ suggest that retrograde, trans-synaptic BMP signaling is necessary for the homeostatic control of muscle excitation (Aberle et al. 2002 ). However, because BMP mutations also severely alter synapse development (Aberle et al. 2002) and synapse stability (Eaton and Davis 2005) it remains unclear whether altered homeostatic signaling is a secondary consequence of developmental perturbation. In the vertebrate CNS, there is evidence that quantal scaling can be influenced by both BDNF and glial-derived TNF-alpha (Desai et al. 1999a , Leslie et al. 2001 , Beattie et al. 2002 . For example, TNF-alpha can induce a dramatic increase in the surface expression of glutamate receptors in cultured hippocampal neurons, and glial-derived TNF-alpha is necessary for quantal scaling in vitro (Beattie et al. 2002 , Stellwagen et al. 2005 Stellwagen & Malenka 2006) . These data suggest that glia could be involved in sensing altered neural activity. Finally, there is evidence that a balance of excitation and inhibition in the spinal cord may be regulated across an entire population of neurons, implicating an intercellular signaling system that may function at the interface of cell fate specification and neural activity (Borodinsky et al. 2004) .
Although the molecules and processes examined in the references cited above are almost certain to be involved in modulating neural activity, virtually nothing is known about how these processes are actually embedded in a signaling system capable of homeostatically controlling cellular activity. For example, how is neurotransmitter receptor endocytosis precisely modulated to reestablish
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HSR: heat shock response set point neural activity through receptor scaling? Thus, the most significant challenge may be to place newly identified molecules in a molecular framework that can explain how homeostatic control is actually implemented in terms of molecules and molecular interactions. This will necessitate a clear understanding of how homeostatic signaling systems are designed and how they behave in response to experimental perturbation.
Homeostatic control systems are best understood in engineering theory, where they are routinely implemented in systems such as aircraft flight control. Recently, biological signaling systems have been analyzed with the tools of engineering theory including cellcycle regulation (Pomerening et al. 2005) , developmental pattern formation (Eldar et al. 2004) , and transcriptional control (Lee et al. 2003) . This approach has been most effective when applied to simple, molecularly welldefined systems such as bacterial chemotaxis and the evolutionarily conserved heat shock response (Barkai & Leibler 1997 , Alon et al. 1999 , Yi et al. 2000 , El Samad et al. 2005 . In both cases, biological data drive the construction of computer models based in feedback control theory. In turn, these models are used to explore the design principles of homeostatic regulation within a biological system. Although the precise molecular mechanisms utilized in these different examples may not be repeated in the nervous system, the principles by which these homeostatic signaling systems are biologically implemented could have far-reaching value.
DUAL SENSORS, NOISE REDUCTION, AND FEEDBACK CONTROL IN THE HEAT SHOCK RESPONSE
The heat shock response (HSR) is a highly conserved molecular system that clears a cell of unfolded protein that accumulates as a consequence of elevated temperature. In this system, heat is sensed by an elegant molecular mechanism. The σ32 RNA has a thermosensitive hairpin that denatures at elevated temperature, leading to translation of σ32 . protein (Morita et al. 1999) . σ32 is normally present at very low abundance at rest. Upon shift to an elevated temperature there is a dramatic increase in σ32 protein levels that, in turn, initiate the transcription and translation of HSR chaperones (DNAK, DNAJ, FtsH). These chaperones serve several functions including the refolding and degradation of unfolded protein within the cell (Straus et al. 1990 ).
Dual Sensors: Feedforward and Feedback Control
In the HSR, the parameter being controlled is the level of unfolded protein. The HSR chaperones serve as sensors of the levels of unfolded protein within the cell because they not only bind to unfolded protein, but also can bind (and either sequester or degrade) the σ32 . protein that drives the HSR system forward (Straus et al. 1990 , El Samad et al. 2005 . Therefore, during the HSR, as the levels of unfolded protein drop, HSR chaperones become free to bind and inhibit σ32 activity and gradually shut off the HSR (Figure 2) .
Although negative feedback control is important, the HSR is not initiated by the use of HSR chaperones as unfolded protein sensors. Rather, the HSR is initiated by a heat sensor in the form of the σ32 . RNA. This "heat sensor" is referred to as a feedforward sensor (Figure 2) . The σ32 . RNA hairpin is sensitive to the perturbation (heat) rather than to the resulting intracellular condition (unfolded protein). The advantage of incorporating a feedforward sensor is speed. The cell initiates a response before unfolded protein levels begin to accumulate. Thus, dual sensors are utilized in the HSR (both feedforward and feedback), and their combination accounts for the rapid onset and rapid cessation of the HSR, responses that are highly advantageous for any homeostatic system in a complex, changing environment (El Samad et al. 2005) . 
HSR chaperone

Figure 2
Block diagram of feedback control in the heat shock response (HSR). Heat is the input to the system. The levels of unfolded protein (orange stars) are the system output. Feedforward and feedback signaling systems are highlighted with gray shading. Heat acts generally, causing protein unfolding within the cell, and also acts directly on the σ32 RNA. At elevated temperatures, a hairpin structure in the σ32 RNA is unfolded, rapidly increasing σ32 protein levels that initiate the HSR. Increased levels of σ32 protein lead to the transcription and translation of HSR chaperone proteins. HSR chaperones then sequester, refold, or degrade unfolded protein. σ32 is considered a feedforward sensor because it is sensitive directly to heat rather than to levels of unfolded protein. Feedback control is mediated by the HSR chaperones that function as sensors of the level of unfolded protein. As unfolded protein levels drop, chaperone proteins are free to bind σ32 leading to sequestration or degradation of σ32. This effectively dampens the HSR.
Modeling the HSR
This basic organization of the HSR could be divined from the biochemical activities of each individual component. However, some important properties of this system are not molecularly intuitive and are therefore resistant to identification using bottom-up experimental approaches. Several important characteristics of the HSR molecular design are detailed in a recent modeling study (El Samad et al. 2005) . In this study, the HSR was distilled into 31 equations. These equations were then grouped into modular processes that allowed the authors to generate a reduced-order, modular mathematical model; this model then permitted the authors to analyze the effects of perturbing individual modules of the heat shock signaling system with interesting, predictive outcomes.
Feedback Control, Speed, and Noise Reduction
In one series of modeling experiments, the function of the HSR model was assessed with and without negative feedback (El Samad et al.
2005
). In the system lacking feedback (referred to as an open-loop system), unfolded protein is still eliminated from the cell following a heat shock. There are three significant differences in the response of the system, however, that are generalizable. First, it takes much longer (four-to fivefold longer in this case) to rid the cell of unfolded protein, and the elimination of unfolded protein comes at a significantly greater metabolic cost. Second, there is a dramatic increase in biochemical noise. During the HSR, the change in chaperone concentration varies widely without negative feedback. Finally, the system becomes hypersensitive to nonspecific perturbation at steady state because chaperone production is not damped by negative feedback (El Samad et al. 2005 ). The result is that any nonspecific change to global transcription/translation rates can produce a significant change in chaperone levels and unwanted activity of the system. These studies provide important predictions for future genetic studies of the HSR, but also for homeostatic signaling in other contexts such as the nervous system (see below).
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INTEGRATIVE FEEDBACK CONTROL AND PRECISION IN BACTERIAL CHEMOTAXIS
Feedback control systems that achieve perfect homeostatic compensation are a focus of engineering design. One approach, used throughout the field of engineering, is the implementation of integral feedback control. between the set point and the system output ( Figure 3A ) . This error is then fed back into the system. Over time, this feedback reduces the integral of the error to zero and, as a result, achieves precise homeostatic compensation ( Figure 3A ) . One of the important properties of integral feedback control is that it can be robust despite variation in the amount or functionality of the individual signaling components (Alon et al. 1999) . The question that remains is whether there is evidence of integral feedback control in biological systems . The system input acts through gain control to achieve output y1.
The difference between the actual output y1 and the set point output y0 represents the error signal. The time integral of this error signal, x, is fed back into the system as negative feedback. As a consequence of negative feedback, the error signal gradually returns to zero. In bacterial chemotaxis (see below), ligand is the input, receptor activity is the output, and -x approximates the level of receptor methylation (Alon et al. 1999 , Yi et al. 2000 . (B) Diagram of a portion of the protein network involved in bacterial chemotaxis (Falke et al. 1997) . Chemo-attractant (orange triangle) binds receptors at the cell surface. When chemo-attractant (ligand) binding increases, the activity of a receptor-associated kinase, CheA (A), is suppressed, which, in turn, decreases the level of the phosphorylation of a downstream signaling protein CheY (Y). CheY is a diffusible messenger that acts on the flagellar motor to influence the rate of tumbling. When phospho-CheY levels drop, the tumbling frequency decreases. Perfect adaptation is achieved through the opposing actions of the methylating enzyme CheR (R) and the demethylating enzyme CheB (B) (Yi et al. 2000 , Alon et al. 1999 ). In the continued presence of ligand, receptor methylation increases, which leads to increased CheA activity and increased phospho-CheY and increased tumbling. To achieve precise adaptation, the level of receptor methylation rises to precisely the level necessary to return tumbling frequency to set point (steady state) levels. This is achieved, in part, by the activity of CheB, which is believed to demethylate only activate receptors (modified from Alon et al. 1999 ).
and, if so, how this type of feedback control is implemented at a molecular level. The mechanism responsible for precise adaptation (homeostasis) during bacterial chemotaxis is a well-characterized signaling system that likely incorporates integrative feedback control (Barkai & Leibler 1997 , Alon et al. 1999 , Yi et al. 2000 . This control system is diagrammed in Figure 3 . Bacteria move toward an attractant with behavior that resembles a random walk, switching between smooth swimming and random tumbling behavior (Falke et al. 1997) . During chemotaxis, a change in the concentration of a chemical attractant induces a conformational change in the transmembrane receptors, which, in turn, inhibit the bacterial tumbling frequency (see Figure 3 legend for more detail). In the continued presence of the attractant, however, the tumbling frequency returns precisely to prestimulus levels. This property of precise adaptation is essential for the organism to swim up concentration gradients that can be several orders of magnitude larger than the sensitivity range of the receptor system (Falke et al. 1997) . Indeed, precise adaptation is a characteristic of many chemosensory systems.
Several recent studies indicate that precise adaptation in bacterial chemotaxis is achieved by a small subset of proteins that control receptor methylation (Lupas & Stock 1989 , Barkai & Leibler 1997 , Alon et al. 1999 (Figure 3B ). A jump in attractant concentration leads to a conformational change in the receptor that ultimately causes decreased tumbling (Figure 3) . Over time, receptor methylation levels rise to offset the new levels of ligand binding, leading to a compensatory increase in tumbling frequency. Receptor methylation must rise to a precise level such that the rate of tumbling is returned to set point levels even in the continued presence of the new ligand concentration. This is achieved by the combined activity of two enzymes, CheR, which adds methyl groups to the receptor, and the demethylating enzyme CheB. CheB appears to demethylate only activate receptors, which is an essential feature of this model for precise adaptation proposed by Barkai & Leibler (1997) (see also Figure 3 and Yi et al. 2000 for additional assumptions regarding molecular design principles).
Genetic experiments support this model (Alon et al. 1999) . For example, CheR is essential for adaptation because deletion of CheR impairs chemotaxis and blocks adaptation. Genetic experiments also confirm the expectation that this system will function robustly (component robustness). Perfect adaptation persists even when the concentration CheB is experimentally modulated over a wide range. It should be noted, however, that this model does not preclude the possibility that other mechanisms of feedback regulation also exist in bacterial chemotaxis. Indeed, numerous or hierarchical feedback controls are often implemented in feedback control theory to improve robustness (Yi et al. 2000) .
Genetic experiments also provide information about how the set point tumbling frequency can be influenced. When CheB was mutated such that it was insensitive to modulation by an associated kinase (CheA) (Figure 3B ), perfect adaptation was still observed, but the set point tumbling frequency changed. These data implicate CheB in the maintenance of a set point tumbling rate, but it remains unclear how a set point is initially established. In general, the mechanisms that establish biological set points are poorly understood. One possibility is that set points emerge from the organization of a signaling system and, as such, are not directly specified by a single molecule or cell fate program.
INTEGRATIVE FEEDBACK CONTROL IN OTHER BIOLOGICAL SYSTEMS
Other biological homeostats have been proposed to utilize integral feedback control. In one study, El Samad et al. (2002) used experimentally defined measurements to model the process of serum calcium homeostasis. The authors propose that integrative feedback control is achieved through the www.annualreviews.org • Principles of Neural Homeostasiscalcium-dependent transcription of two important signaling proteins. The transcription of protein A (modeled after parathyroid hormone) is initiated as serum calcium levels drop. The production of protein A is therefore proportional to the change in calcium concentration. The concentration of protein B (vitamin D metabolite) is controlled by the concentration of protein A. Therefore, protein B can report the integral of calcium concentration. Protein A and B then feed back into the system to increase serum calcium levels. Thus, an integrative sensor may be established through the combined, interdependent production of two signaling proteins. A similar system of integrative feedback control has also been suggested for the tight homeostatic control of intracellular zinc concentration. In this system, integrative feedback control is likely molecularly implemented through the combined endocytosis and transcriptional regulation of the plasma membrane zinc transporter (Gaither and Eide 2001) .
IMPLICATIONS FOR THE INVESTIGATION OF HOMEOSTATIC REGULATION OF NEURAL ACTIVITY
The studies described above emphasize the need for researchers to obtain quantitative information about the dynamic behavior of homeostatic signaling in the nervous system. For example, if homeostatic signaling in the nervous system is robust, as expected, then the system will achieve homeostatic compensation despite changes in the abundance or function of individual molecules within the signaling system. Therefore, future genetic and pharmacological investigations may need to rely on analysis of the speed of homeostatic signaling, rather than hoping to achieve a blockade of the response. In general, the time course of homeostatic compensation in the nervous system is not well understood. However, in one recent study, chronic recordings were used to monitor the restoration of neural firing properties following activity deprivation in the invertebrate nervous system (Luther et al. 2003) . Novel bouts of neural activity appeared several hours after activity deprivation, followed by a gradual restoration of the firing properties over a period of one to four days (Luther et al. 2003) . Patterned, spontaneous activity is essential to the early development of precise neural circuitry, and the authors suggest that the bouts of activity observed may serve a similar purpose during homeostatic compensation (Luther et al. 2003) . These data also provide a temporal framework for investigating the consequences of molecular manipulations directed at understanding the underlying signaling system. What types of sensors will be used to achieve homeostatic control of neural activity? To date, most research has focused on the idea that activity will be monitored through activity-dependent changes in second messengers such as calcium and cAMP. As with the HSR, however, it may be advantageous for the cell to respond to alterations in synaptic input before these changes significantly alter the activity of a nerve cell. This could prevent deleterious periods of inappropriate activity that, even over very brief periods of time, could create lasting effects. Therefore, it is interesting to speculate whether additional feedforward sensors may also be used in neural homeostasis. For example, could structural components of the active zone, coreleased neurotransmitters, or neuromodulators function as feedforward signals to induce rapid, homeostatic compensation?
How are set point levels of neural activity achieved? One possibility, supported by genetic data in Drosophila, is that a set point could be genetically specified as part of cellular identity, perhaps by initially specifying the precise abundance of each ion channel placed on the cell surface , Mee et al. 2004 , Baines 2005 . However, both experimental and theoretical work demonstrate that many ion channels are free parameters that can be varied, under homeostatic control, to retarget a set point level of neural activity . Therefore, it seems likely that additional mechanisms, independent of channel density, must also be used to establish a set point for neural activity. In general terms, the molecular specification of a set point has been difficult to define precisely in any system. By analogy with experiments in bacterial chemotaxis, one possibility is that set points are a property of entire signaling systems (often referred to as an emergent property of a system) rather than being encoded in an individual protein or subset of proteins. Therefore, mutation of any number of different molecular components could alter a set point, making precise molecular definition challenging.
It will also be important to determine whether homeostatic control of neural activity is a general property of the nerve cell, or whether it is incorporated only in certain cell types. It might be necessary, for example, for an individual neuron in the invertebrate nervous system, for which there is one and only one cell controlling a given function, to have precise homeostatic return to a set point. Similarly, muscle in all organisms may attempt precise homeostatic compensation, particularly in areas essential for viability, such as the diaphragm. However, precise homeostasis would seem to prevent, rather than constrain, activity-dependent modulation of neural function. Thus, are there regions of the nervous system that are free-floating without homeostatic control? Are these cells endowed with negative feedback systems or open-loop signaling systems, such that a general but imprecise activity level is maintained? Finally, might there be systemic modulation of homeostatic signaling such that it could be inhibited during a developmental window that required significant activity-dependent modulation of neural function? None of these models is exclusive. Answers to many of these questions may be achieved only when we begin to understand how the basic architecture of homeostatic signaling is implemented at a molecular level, allowing us to compare signaling systems across different regions of the brain. 
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