In this paper, the first statistically rigorous test is performed to determine whether there are dwarfs in the solar neighbourhood with [Fe/H] > +0.2 dex. The possibility that no such stars exist is rejected with a confidence limit exceeding 99.994 per cent. If the threshold value is raised to +0.38 dex, the corresponding hypothesis is rejected with a confidence limit of 98.5 per cent. It is tentatively found that this upper limit does not depend on the presence or absence of planets orbiting metal-rich stars. In a result that is unchanged from a previous paper, the upper limit for the known metallicities of giants is found to be about 0.2 dex lower than the limit for dwarfs. Stars that might be observed to improve the upper metallicity limit for dwarfs are listed.
I N T RO D U C T I O N
Fifteen years ago, Taylor (1991) published the first in a series of papers on high-metallicity stars with F, G and K spectral types. The series was started to test a deduction by Spinrad & Taylor (1969) that there are so-called 'super-metal-rich' (SMR) giants with [Fe/H] > +0.2 dex. Especially since 1990, there has been a steadily increasing corpus of data that bear on this question. The aim of the series is to use those data to obtain statistically rigorous assessments of the SMR problem.
The assessment by Taylor (1991) was concerned solely with giants. However, the scope of the series has since been broadened to include SMR dwarfs (see Taylor 1996 , hereafter Paper I).
1 As time has passed, the series has yielded two principal results. One is a failure to sustain the deduction made by Spinrad and Taylor; no proof has been found that SMR giants do not exist, but no such stars have been identified (see, e.g., Taylor 2001) . The other result has been a contrasting conclusion that SMR dwarfs do in fact exist. Evidence for that conclusion was presented in Paper I, and it was materially stronger when a successor paper was written (see Taylor 2002, hereafter Paper II) .
Despite their successes, there are a number of significant improvements that could be made in the analyses in Papers I and II. So far, no analyses have been performed using threshold values above +0.2 dex. No comparisons have been made between the maximum metallicities for SWPs (stars with detected planets) and NPDs (stars with no planets detected in planet searches). In addition, no formal E-mail: taylorb@byu.edu 1 In this paper, log g ∼ 4.0 (in cgs units) is taken to be the dividing line between 'giants' and 'dwarfs '. confidence limit C for the existence of SMR stars has been determined. It appears that C should be quite high, but it is not in fact known whether C is marginal (near 95 per cent), reasonably decisive (above 99 per cent) or somewhere between these values.
Since the appearance of Paper II, the author has devised an algorithm that yields rigorous values of C. Moreover, the data base from which the analyses are drawn has been materially increased. For these reasons, it is now deemed worthwhile to publish a successor to Paper II that includes the desirable improvements.
The plan for the paper is as follows. In Section 2, there is a brief review of basic procedure and conventions. A brief review of extant data bases and foundations for the new analysis appears in Section 3, and a discussion of freshly added data bases is given in Section 4. Preparations for the statistical analysis are discussed in Section 5. The character and results of that analysis are described in Section 6, and perspectives on those results are considered in Section 7. In Section 8, there is a review of prospects for increasing the upper limit of known metallicities in the solar neighbourhood. A summary given in Section 9 concludes the paper.
P ROTO C O L S
In Paper II, the adopted protocols include (i) reliance on statistical analysis (as noted above), (ii) use of low-resolution data as well as high-dispersion results and (iii) continued use of the +0.2-dex limit. These protocols are discussed in some detail in section 2 of Paper II, and readers who have questions about their rationale are urged to consult that source. The only major addition made here concerns judgments about the reliability of values of [Fe/H] . Only metallicities based on at least two high-dispersion results will be regarded as reasonably secure.
F O U N DAT I O N PA P E R S
For evolved stars, the foundation papers for this series are Taylor (1998a Taylor ( ,b, 1999a . For dwarfs (whose data will dominate the analysis given below), the foundation paper is Taylor (2005) . These papers are concerned with two catalogues (one for evolved stars and the other for dwarfs) that are averaged from published high-dispersion values of [Fe/H] . In such matters as the choices of model atmospheres used to produce the input data, the catalogues reflect the current discipline standard of practice. However, they improve on that standard in two respects: (i) they are based on angular-diameter temperature scales and (ii) their zero-points are based solely on differential analyses that are relative to the Sun.
Both catalogues are based on analyses that closely enforce zeropoint uniformity of the output data. Partly for this reason, rms errors that are given with the averaged data are deemed to be trustworthy. For the evolved-star catalogue, overall zero-point precision is estimated to be better than 0.01 dex. For the catalogue for dwarfs, the rms zero-point error is about 0.005 dex. Useful high-dispersion data that are not included in the Taylor (2005) catalogue have been published by Castro et al. (1997) , and Santos et al. (2005) . To make it possible to include those data, a statistical algorithm is used to derive their rms errors and to compare their zero-points to that of the catalogue. The results of the analyses are given in the upper part of Table 1 . The algorithms used to derive those results are cited in the table's footnotes.
To obtain a working high-dispersion data base for dwarfs, data from all the contributing sources are merged. As this is done, the only statistically significant zero-point adjustment listed in Table 1 (for the Castro et al. 1997 data) is applied. When data must be averaged, inverse-variance weighting is used. The rms errors required for this procedure appear in Table 1 as well as in the catalogue.
Low-resolution data from five sources are used. Those data are calibrated by applying results from the catalogue (or from its predecessor; see Taylor 2003b) and algorithms cited in Table 1 . Some of the calibrations have been published previously and will be cited 
If S = 1, this value is assumed and Z is not applied unless it differs significantly from zero. b For the algorithm used to analyse data from this source, see the third entry in section 6.2 of Taylor (2000) . c This datum is the default value from section 9.1 of Taylor (2005 Mermilliod, Mermilliod & Hauck (1997) ]. g For the algorithm used to analyse data from this source, see section 7.4.1 of Babu & Feigelson (1996) .
below when the resulting metallicities are considered. However, two of the applied calibrations are new. They appear in the lower part of Table 1 .
P R E PA R I N G F O R T H E A NA LY S I S
With data bases and calibrations in hand, the next task is to state a suitable null hypothesis. This is done in the following way. Let U be the adopted threshold value of [Fe/H], with U = +0.2 dex for the moment. Let F be an interval extending downward from U that is yet to be determined. Let each result in the merged high-dispersion data base be stated as a central value plus an rms error:
For each of these results, let the true but unknown value of [Fe/H] be F t , with the understanding that F t falls inside the range F C ± σ F at 68 per cent confidence. The adopted null hypothesis states that if
In other words, if the observed values F C fall anywhere above a lower threshold value U − F, the corresponding true values F t fall below the upper threshold value U. It is admitted that values of F C may fall above U, but these are attributed to upward error scattering from the corresponding values of F t . Now some thought must be given to choosing an appropriate value of F. A value as small as σ F , for instance, should not be chosen because error scattering across a greater range must be quite common. On the other hand, a large, excessively cautious value of F should not be adopted because it would allow for error scattering of a size that only rarely takes place. The power of the subsequent test would then be diluted because the interval from U down to U − F would include an excessively large number of data (for an explanation of this problem, see Appendix A). Despite this drawback, a large value of F was tacitly adopted in Papers I and II. A compromise value of F is clearly required.
With these restrictions in mind, F is set to 0.15 dex. The lower threshold value is then +0.20 − 0.15 = +0.05 dex. These choices may be explained by considering a subsample S 0.20 drawn from the merged high-dispersion data base. The condition F C > +0.2 dex is adopted, so S 0.20 is intentionally limited to data for stars that appear at first glance to be SMR. In addition, N M is set to 2, with N M being the minimum number of published data that contribute to each entry in S 0.20 . Since larger numbers of data yield more precise results, this Using the values of σ F for the entries in sample S 0.20 , one finds that the implied 0.15-dex interval is about +3.5 σ F when expressed in 'sigma units'. A table of the Gaussian distribution can then be used to deduce the fraction of stars in sample S 0.20 for which error scattering is so large. The result is 3.5 × 10 −4 , which corresponds to '0.03 stars' in sample S 0.20 .
2 It should be noted, however, that if the adopted value of N M is dropped to 1, data with relatively large values of σ F are included in sample S 0.20 . In this case, 0.15 dex becomes a somewhat smaller interval in sigma units. With this problem in mind, F = +0.15 dex appears to be an acceptable compromise choice. Now let a more inclusive subsample S 0.05 be defined, with the lower limit for F C being set to +0.05 dex instead of +0.20 dex. If N M = 1, this sample is large enough to include all values of F C that satisfy equation (1), but small enough to exclude lower values of F C that are too far from the 0.2-dex threshold for error scattering to be of concern. At first glance, it therefore appears that one should simply test the initial version of S 0.05 and also a more restricted version with N M = 2. However, there is another problem to be considered: just as error scattering across the upper threshold value U must be considered, so error scattering across the lower threshold value must Since the metallicity distribution above this peak slopes downward, more values of F C should be scattered into the interval above +0.05 dex than are scattered out of it. Remembering that one wants to keep S 0.05 as small as is feasible, this bias is in the correct sense to yield slightly conservative results. For this reason, S 0.05 is adopted without an attempt to correct for the bias.
F I R S T R E S U LT S F RO M T H E A NA LY S I S
The analysis that is now applied to S 0.05 is a search for data that fall too many sigma units above +0.20 dex to be explained by randomerror scattering. The procedure is given in detail in Appendix A, and results for N M = 1 and N M = 2 appear in the first two lines of Table 3 . The listed values of α ≡ 1 − C imply that C 99.97 per cent in both cases. Reassuringly, it is found that inclusion of the relatively low-precision data does not seriously alter the results of the analysis.
Since these outcomes are so encouraging, a more stringent test is tried. This time, U is set to +0.30 dex. Again the results do not depend appreciably on the adopted values of N M (see the third and fourth lines of Table 3 ). For N M = 2, C turns out to be 99.994 per cent.
as a high-precision result for a single star. If this is done and the test is repeated, the null hypothesis applied with U = +0.38 dex is rejected at 98.5 per cent confidence (see the last line of Table 3 ).
The alert reader may have wondered why the highest deduced value of U appears to fall somewhat below the highest values of F C quoted in Table 1 . The reason for this is that the analysis algorithm responds only to values of F C that fall well above U in sigma units. If higher values of U are to be derived, it is therefore at least as important to have smaller values of σ F as it is to have higher values of F C . This point will direct much of the discussion to be given in Section 8.
A D D I T I O NA L P E R S P E C T I V E S O N T H E A NA LY S I S
Two comments may now be added, with one being cautiously encouraging. deduced from their data that planetary formation correlates with high intrinsic metallicity and is not associated with metallicities enhanced when stars absorb planets. If this were so, one would expect the highest metallicities for SWPs to be comparable to those of NPDs. This prediction may be tested by considering the data of highest precision in the subset (see the first five lines of Table 2 ). Inspection of those data suggests that the maximum metallicities for SWPs and NPDs are in fact comparable. Admittedly this result is not particularly definitive; note that it depends on a datum for only one NPD (HD 190248) . It is quoted with the aim of provoking ongoing interest in this test. When further high-precision data are available (see Section 8), it should be possible to perform an improved version of the test.
If data for giants as well as dwarfs are considered, a less encouraging perspective results. Recall that the conclusion drawn previously is that no SMR giants have been detected. To summarize the results of that search, it is useful to quote a lower 95 per cent confidence limit for μ Leo because that star has been analysed more often than any other candidate SMR giant. Based on the discussion of Taylor (2001) , that limit is +0.19 dex and so falls about 0.2 dex below the highest value of U derived above. The size of this gap remains essentially unchanged from Paper II (see its section 6).
The gap is now of increased interest because of a result obtained by Taylor & Croxall (2005) . Those authors found that if SMR giants could be identified, they would tend to decrease puzzling differences found between the metallicity distributions of dwarfs and giants in the solar neighbourhood. Even more than in the past, then, it is clear that well-directed efforts to detect SMR giants could be rewarding. (For recommendations about such research, see section 6.3 of Paper II.)
P RO S P E C T S F O R R A I S I N G T H E D E R I V E D U P P E R M E TA L L I C I T Y L I M I T
Attention is now directed to data sources that offer a prospect of raising the derived value of U. The first source consulted is the complete merged high-dispersion data base described in Section 3. All entries in that data base with F C > +0.4 dex are listed in Table 2 , with entries based on less than three published sources appearing in the lower part of the table. Note that a number of those entries are for NPDs. Further data for those stars would reduce their values of σ F and so would offer a prospect for deriving a higher value of U. At the same time, such data would furnish a basis for an improved comparison between the highest metallicities obtained for SWPs and for NPDs. et al. (1997) , with a calibration from Kobi & North (1990) . No correction is applied to the resulting metallicity (see entry 4 of Table 1 ). e Original source : Feltzing & Gustafsson (1998) . f Data sources: Johnson et al. (1966 ), Cousins (1980 . Calibration sources: Buser & Kurucz (1992) , Taylor (2003a, table A.4, relation A.12) . g Original source: Nissen (1981) .
Besides considering stars with at least one high-dispersion analysis, one would like to identify promising stars that currently lack such analyses altogether. One possible way to do this is to consult a catalogue given by Nordström et al. (2004) . That catalogue contains low-resolution metallicities for more than 16 000 stars, so it seems likely at first glance to contain entries for a number of promising SMR candidates. A search of the catalogue is therefore conducted for stars with listed values of F C > + 0.5 dex and listed temperatures >5358 K. The temperature limit restricts the search to F and G stars, but it seems advisable because catalogue entries for high-metallicity K stars have relatively large rms errors of 0.15 dex (see table 10 of  Taylor 2005) .
Sample results from the search are given in Table 4 . For all but one of the entries in that table, the catalogue lists a reddening value that corresponds to E(B − V) > 0.03 mag. Note that the listed stars are all within about 150 pc (see the fourth column of Table 4 ). For this reason, the catalogue reddening values appear to be too large, given the fact that reddening near the Sun is commonly negligible (see results in the papers listed in table 7 of Tinbergen 1982) . One would therefore expect temperatures -and hence metallicitiesto be too high for the listed stars as well. This hypothesis may be tested by considering metallicities derived from source data not used by Nordström et al. on an assumption of zero reddening (see the fifth column of Table 4 for the resulting metallicities and the sixth column for data sources). By inspecting the third and fifth columns of Table 4 , one can see that the independent metallicities are lower. The average decrease from the third to the fifth column turns out to be relatively large: 0.43 ± 0.05 dex. Given this result, the use of the Nordström et al. catalogue to identify stars with very high metallicities is not recommended.
Finally, attention is drawn to HD 188088 (HR 7578). This binary was highlighted in Paper II, but apparently it still has yet to be analysed at high dispersion. An elevated low-resolution metallicity for this star is quoted in Paper II, and an augmented set of such metallicities is given in Table 5 . If the relatively low Nordström et al. result is set aside, the remaining entries underscore the Paper II conclusion that a high-dispersion analysis of HD 188088 would be worth performing. This is especially the case because such an analysis, when combined with existing data, could yield one of the few reliable He abundances for low-temperature stars. Fekel & Beavers (1983) make this point while noting that feasible special provisions required because of the double-lined nature of the binary.
S U M M A RY
For dwarfs, the existence of metallicities exceeding +0.3 dex is established at 99.994 per cent confidence. The existence of metallicities exceeding +0.38 dex is established at 98.5 per cent confidence. Tentatively, no detectable difference is found between the maximum known metallicities for SWPs and NPDs. The gap between the derived maximum metallicities for giants and dwarfs is effectively unchanged from Paper II, and remains at about 0.2 dex. Finally, it is found that there are good prospects for raising the maximum known metallicity for dwarfs beyond its current value.
