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1. INTRODUCTION 
Several papers have appeared recently on the asymptotic properties of 
stochastic populations which multiply and “diffuse” randomly throughout a 
given region. Interest has centred principally on cases in which the region 
has an absorbing boundary, and results have been obtained for the asymptotic 
behavior of the population size (Sevast’yanov [l], [2], Conner [3], [4]), 
and more recently for the number of individuals in a subset of the region 
(Watanabe [5]). Roughly speaking, the mainspring of these investigations 
is the existence of eigenvalues of maximum modulus, and corresponding 
positive bounded eigenfunctions, for positive operators derived from the 
mean distribution of the population. 
The present author follows Adke and Moyal ([6], [7], [8]) in studying 
simpler branching-diffusion processes in which there are no absorbing bound- 
aries, and the branching mechanism is independent of location. This provides 
some scope for a more concrete discussion of the “spatial” properties of the 
population. The motivating problem has been to investigate certain natural 
measures of average position and dispersion. We are therefore led to consider 
possibly unbounded functions of position whose asymptotic behavior may 
depend on higher eigenvalues of the mean distribution, and we are unable 
to rely upon positivity and boundedness properties. Certain rather “rough 
and ready” restrictions are placed on these functions in order to develop an 
asymptotic theory which applies to some simple cases of interest. 
The present paper summarizes and slightly extends the results of the 
author’s earlier paper [9]. In Section 2 the model is introduced, and in the 
following section the defining integral equation for the characteristic func- 
tional of the process is stated. In Section 4, recurrence relations are obtained 
* The work reported here was carried out during the tenure of a research scholarship 
at the Australian National University, Canberra. 
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for the moment distributions, and sufficient conditions are set up for the 
existence of moment functionals. After a summary of the Bellman-Harris 
asymptotic theory, further restrictions are placed on the functions considered, 
and a mean-square convergence theory is presented for the branching- 
diffusion process in Section 5. The treatment of [9] is extended in that allow- 
ance is made for possible time-dependent transformations of the position 
variables. Applications of the theory are given in the final section. 
In the accompanying paper [lo], we shall consider the quotient random 
variable N(t, 1 x0; t)/N(t) which leads to results for the average position and 
dispersion of the population. It is assumed in both papers that m > 1, m 
being the expected number of offspring at a birth. Some asymptotic results 
for m ,< 1 will, it is hoped, be presented elsewhere. 
2. THE MODEL 
We shall assume that the population diffuses through a region 3 with no 
absorbing boundaries, and multiplies according to the Bellman-Harris age- 
dependent branching process ([ Ill, Chapter VI); i.e., at time t = 0 the popu- 
lation consists of a single ancestor aged zero, situated at x0 E J?Z, having a 
random life-length /whose distribution function 
G(t) = Prob {4< t} (2.1) 
is continuous on the right, with G(0 +) = 0. Suppose that at the end of 
its life the ancestor is at the point x. Then it is replaced by rz similar and in- 
distinguishable offspring with probability p, (xFpn = l), all of age zero, 
and situated at the same point x initially. Each of the offspring then proceeds 
to diffuse and to generate a subpopulation independently of the others. 
We shall let 
denote the probability generating function of thep, , which are assumed to be 
constant. The factorial moments of {p,} will be denoted by 
m =f'(l -), m(d =fV -), (?z = 2, 3,...). (2.3) 
In order to ensure that N(t), the population size at time t, is finite with 
probability one, we shall take m < co throughout. 
The region 3 is assumed to be a locally compact Hausdorff space, with 
a o-field a’z generated by the Bore1 subsets X of S. The time axis [0, co) 
will be denoted by .F, and at will denote the ordinary Bore1 o-field of subsets 
of F. 
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The “diffusion” of each individual through 3 will be determined by a 
time-homogeneous Markovian transition probability x(X / x; t), which 
represents the probability that the individual will move from x E 3” to a 
point in X E FBz during a time interval of length t, conditional upon its 
survival during this interval. 
Let 9 = 3 x F, and let gS = gz x g’t denote the minimal u-field of 
subsets of Y containing all rectangle sets X x T (X E gz , T E Bt). Then 
x has the following properties: 
(a) x(X 1 x; t) is a 9’,-measurable function on Y for fixed X E 93% , and a 
probability distribution on SYz for fixed (x, t) E Y: x(E / x; t) = 1. 
(b) x satisfies the Chapman-Kolmogorov equation: 
s x(X I x; u> x&x I x0; v) = x(X I *o; 24. + 49 
(24 > 0, v > 0, x E La5 ) x0 E 55). (2.4) 
(4 x(X I x; 0) = qx I 4, (x E xt”, x E =%), (2.5) 
where 6(X 1 *) is the indicator function of the set X. 
Although x is Markovian, it is seen that the process will be non-Markovian 
except in the case of negative-exponential G. 
3. THE CHARACTERISTIC FUNCTIONALS 
The process defined in the preceding section is a particular case of the 
stochastic population processes with general individual state space % whose 
theory has been given by Moyal [12]. If at any given instant the population 
consists of n indistinguishable individuals situated at points x1 ,..., x, E 3, 
then it is convenient to identify the state of the system with the set of all 
distinct ordered n-tuples xcn) = (x1 ,..., x,J obtained by permuting x1 ,..., x, . 
We may then define the population state space to be Q = Cz P, 3Y” denot- 
ing the empty set. On each 99 we define the minimal u-field &I?‘,” containing 
all product sets X1 x .a. x X, (Xi E .?Z!,), and on D the minimal u-field % 
containing all the sets of the 3YSn (rz = 1,2,...). The population is specified 
at any instant t by a symmetric conditional probability measure P(* 1 x0; t) 
on %Y’; by symmetric, we mean that P is invariant under all coordinate per- 
mutations in Q. P(*) will denote the restriction of P to 59’. 
Associated with a population process is the countiltg process N(X 1 x,,; t) 
which denotes the number of individuals with states in X E 39!r at time t, 
conditional upon an ancestor in state x0 at time t = 0. 
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Now let ,M be the class of all real finite-valued GY,-measurable functions 
t(x) on S. If at time t there are N(t) = N(9Y 1 x,,; t) individuals in the popu- 
lation, states x1 ,..., +tt) , then 
(5 E 4 (3-l) 
is the counting functional at time t. This may be used to introduce the charac- 
teristic functional for the process at time t: 
r[t I x0; tl = CY exp (iN(t I x0; t)) 
= f 1%” exp ]i i I( F)(dd”) 1 x0; t). 
n-o j-1 
(3.2) 
On the basis of the description given in Section 2, we &$ne the charac- 
teristic functional for our branching-diffusion process to be a solution of the 
integral equation: 
r[f 1 x0; t] = [l - G(t)] 1% eib(@ x(&x 1 x0; t) 
+ uTx~o.tl 
fW I x; t - 4 x@ I ~0; 4 GW> (6 E 4 (3.3) 
such that I r 1 < 1. It was shown in [9], Theorem 3.1, that there is exactly 
one such solution, and that the latter defines a probability measure P(* ] x0; t) 
on Q to which it is related by Eq. (3.2). 
Taking I(x) = 8, (real), we see that the characteristic functional reduces 
to the characteristic function of the population size N(t) for the Bellman- 
Harris process. This will be denoted by F[e; t], and is the unique solution 
of the integral equation 
rp; t] = [l - WI eie + ILo t,fIO’; t - 4) G(du) (3.4) 
such that I r] < 1. 
In order to completely specify the evolution of the process, it is necessary 
to define a conditional probability distribution on QF, the product a-field 
on CF, which is the space of all realizations of the process. This is achieved 
by defining joint characteristic functionals at all finite subsets of Y (see [9], 
Section 3.) 
P. E. Ney ([13], [ 141) has considered a model which has some points of 
similarity with the above. The branching mechanism is also taken to be the 
Bellman-Harris model, while % is the non-negative real axis. It is assumed 
40911 S/2-6 
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that the initial states x1 ,..., x, of the offspring of a parent in state z have the 
conditional joint distribution P(x, ,..., x,, 1 z), the state of each individual 
then remaining fixed throughout its lifetime. By imposing certain restrictions 
on P, Ney obtains asymptotic results on ET(‘) xj , i.e., N([ / x,; t) with 
I(x) = x. 
4. THE MOMENT FUNCTIONALS 
The population mean size for the Bellman-Harris process, 
M(t) = cm(t) 
is the unique solution of the renewal equation 
(4.1) 
M(t) = [I - G(t)] + m I,, tl M(t - U) G(du), 
which is bounded on each finite t-interval. Equation (4.2) is obtained by 
differentiation of (3.4), and its solution may be written in the form 
M(t) = 1 + (m - 1) H(t), (4.3) 
where 
H(t) = 5 m+lG,(t), (4.4) 
1 
G,(t) being the nth convolution of G(t). 
If m(,) is finite (see (2.3)), then all the moments 
M,(t) = /icw(t) (4.5) 
are finite for K = I,..., tl, and recurrence relations may be obtained for them 
from (3.4). 
The mean distribution of a stochastic population process is a measure on 
9Yz defined by 
M(X 1 x0; t) = &v(X 1 x0; t) 
= & wqx I -1 Ix0; 41 I O-0 
For the present process, it follows from (3.3) that 
Jf(X I ~0; i> = [l - ‘WI x(dx I ~0; t) 
(4.6) 
M(X 1 x; t - u) x(dx 1 x0; u) G(du). (4.7) 
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This equation has the form of the generalized renewal equation 
where R and F are members of the class 9 consisting of all measurable func- 
tions on Y = X x F which are bounded on each cylinder set S x T, 
where T is a finite t-interval. The following result was proved in [9] Lemma 
4.1 : 
THEOREM 1. If F E S, then Eq. (4.8) has exactly one solution R in S, 
namely, 
R(xo x 4 = F(xo , t, + m SSsrx[o,t, F(x, t - u) x(k I xo; u> H(M, W) 
where H was defined in (4.4). 
The Chapman-Kolmogorov relation (2.4) for x is central in the proof of 
Theorem 1. 
Solving (4.7), we obtain 
M(X I x0; q = M(t) x(X I x0; t). (4.10) 
As is characteristic of branching-diffusion processes, the mean distribution 
is proportional to the transition probability x at any given instant. 
More generally, the nth moment distribution M,(- j x,; t) at time t, 
(n = 1,2,...), is defined at each product set 
M,(X(n) 1 x0; t) = 8 fi N(Xj 1 x0; t) 
j=l 
an 
= in ai3, -.* ae, I r [ i 4%? I *I I x0; t]I , (4.11) j=l e,=...=e,=o 
and may be extended to a symmetric non-negative measure on gz”. If 
m(,) < co, then &Zk(. I x0; t) is necessarily a finite measure for k = I,..., n. 
Integral equations defining each Mk in terms of earlier moment distributions 
may be obtained by differentiation of (3.3). These have the general form 
(4.8), and may be solved by Theorem 1. We first note that 
282 DAVIS 
where the inner summation is extended over all (unordered) partitions 
n, (k) of the set {I, 2,..., k) intoj nonempty classes 7rr ,..., 7rj of sizes rr ,..., yj , 
respectively. The symbol arhgj20 (“h) denotes the r,-fold partial derivative of g 
with respect to those tJi with suffixes in rrh . Now letting Xcnh) be the Cartesian 
product of the Xi whose suffixes are members of nh , it may be shown that: 
THEOREM 2. If m(,) < co, then for k = 2 ,..., n, 
Mk (Xk) 1 x0 ; t) = M ( h Xj 1 x,, ; t) 
J=l 
defines a jinite measure on gzk. 
Let 6(n) = ([r ,..., 4,) E &P. We define the nth moment functional at t(n) by: 
M&f(“) 1 x0; 1) = d fi N(& / x,,; t) = $ I”, 1 4,(x,) M,(dx(“) I x,; t), fi (4.14) 
j=l 
provided that the integral with respect to the nth moment distribution is 
absolutely convergent. If [r = 5s = *** = &, , = 6 say, then we shall 
simply write 
Wd5 I xo; t) = gNn(f I *a; 0. (4.15) 
As a first step toward setting up sufficient conditions for the existence of 
the nth moment functional, let us define for each p 3 1: 
% = ( QsWx(* I xi t>>s (4.16) 
n:, E 
where L,{x(* I x; r)} is the Banach space of real as-measurable functions f(x) 
on S for which 
II 5 11% = Ij-, I 8~) I9 xW I xi t)/l’s -=z *- (4.17) 
From (2.5), each member of Z9 is finite-valued, and so is a member of A. 
Since x is a probability distribution, it follows that if p > I 2 1, then 
II t IIL, G II 5 Ilkls 3 ((x, t) E =v, (4.18) 
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and so 
PDCP;4,, (P 2 r 2 1). 
Next let X, be the linear space of all t E -Ep, such that 
(4.19) 
where y(z)(x) is a finite-valued function on ST, and s(r)(t) is a at-measurable 
function bounded on each finite t-interval. Clearly, these functions are not 
unique for a given 1. From (4.18), 
%C&, (P > y 2 1). (4.21) 
Writing .X,(7; 1) E S&, we may successively define .X,(y; n) (n = 2, 3,...) 
to be the linear subspace of X& n - 1) consisting of those t(x) having a 
Yr (*) also in .X,(y; n - 1). ST&; 0) will denote the class of all real finite- 
valued functions on 3. From (4.21) 
%(r; 4 c WY; fo, (P 2 y 2 1, m 2 4. (4.22) 
If t(x) is a bounded gz-measurable function on %, then trivially 
6 E XD(r; n) for all p > 1, n = 0, I,2 ,... . 
In order to obtain satisfactory asymptotic results for N(t I x,; t), it may 
be necessary to apply a time-dependent ransformation to the location variable 
x. We therefore introduce g,-measurable functions It(x) on S x .T. Let 
A,(,; n), (p 2 1; n = 1,2,...) be the class of tt(x) such that, for fixed t, 
4,(-l E A, and 
where g(f) E X&; n - 1) and d(F)(t) is measurable and bounded on each 
finite interval in Y. It is easily seen that 
%CY; 4 C 44~; n>, (4.24) 
in the sense that we may identify &T) with tt(x) if ft E 5 for all t. Further- 
more, 
We shall write 
66”’ = (&*f v-9 &;.t)* (4.26) 
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THEOREM 3. Let m(,) < co, and &., t E A&; n), ( j = l,..., n). Then the 
Mk( $$ 1 x0; t) exist for k = l,..., n and (x0 , t) E 9’. For K = 1, 
M(tt+T I xo; t> = M(t) s, 5t+M xtdx I xo; 0, (4.27) 
while for k = 2,..., n they are given recursively by (4.13) with fljkl Xj replaced 
by njkltj.t+, , and Xcwh’ by tiY$ . 
We shall merely indicate the proof for n = 2. If St E A& 2), then taking 
k = 1: 
(4.28) 
which is finite. Hence, using H6lder’s inequality: 
+ m(,) /~zx[o.i, b WI &.t+, I I Xi t - U> Xtdx I %o; 4 H(du) 
+ m(2) S[o.tl (4.29) 
which is seen to be finite since g’;;’ E X2 , ( j = 1,2), and M(t) is bounded 
on each finite t-interval. 
5. MEAN-SQUARE CONVERGENCE WHEN m > 1 
The asymptotic properties of the population size N(t) and its moments have 
been investigated by Bellman and. Harris ([l I], Chapter VI) when m > 1 
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and G(t) is a nonlattice distribution. If Q is the unique positive root of the 
equation 
m 
I 
e-at G(dt) = 1, 
.9- 
and we write 
No = 
m-1 
f 
am2 teeat G(dt) ’ 
9. 
then 
M(t) N Noeat as t+CO. 
Furthermore, if m(,) < co, the random variable 
(5.2) 
(5.3) 
converges in mean square to a random variable W, whose characteristic 
function L(6) is the unique solution of the integral equation 
L(B) = ~rf{L(Oe-~u)} G(du) 
such that L(0) = 1, (dL/i dB),, = 1, 1 L(B) 1 ,< 1. 
The first two moments of W are 
BW=l, bW2 = m(,j s e-2au H(du). (54 .T 
In order to develop an analogous theory for N(tt 1 x0; t), we shall have to 
introduce some further function classes. Let Z@(S; 0) be the class of real 
finite-valued functions on S. For R 3 1, let us recursively define Z=(S; n) 
to be the linear subspace of XJS; 71 - 1) consisting of those 5 for which 
(4.20) is satisfied by a y (z’ E &(S; n - l), and a S’:)(t) which is 99!,-measur- 
able and bounded on each finite t-interval and O(h) for large t(it > 0). 
Clearly 
%(S; n) c qy; n), 
Xp(S; m) C X(S; n), (p3y>l,m>n). (5.7) 
We may correspondingly define A,@; n) to be the subclass of A&; n) 
consisting of those f,(x) for which there exists a g’f’ E ZP(S; n - l), and a 
corresponding d’:‘(t) which is O(h) for large t > 0, (ic > 0). Then 
-q.(S; 4 _c 4@; 4, 
&s; m) _C 4(% 4, (p>,y>l,m>fl). (5J-9 
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Now let @ be the class of real finite-valued gt-measurable functions on F. 
Then we define $n (n = 1, 2,...) to be the subclass of -4,(6; n) x @ consisting 
of those pairs (6,) Gc) such that the following limits exist for all x E % and 
7 200: 
(ii) lim ~c(t + ‘> 
t+m c&(t) = ydT), 
and the following conditions are also fulfilled for all t > 0: 
where Kl E .%$(6; n - I), and D,(t) is a a,-measurable function bounded 
on each finite t-interval, being O(tQ) for large t, (I( > 0); 
where C, and K~ are non-negative constants. 
It can be seen that 
AL% (P 2 r 3 1). (5.9) 
Generalizing W(t), let us write 
w,(( 1 X0; t) = @&) ;f;; ’ “; t, , (T > 0). (5.10) 
THEOREM 4. Suppose that m > 1, m(,) < 03, and G is a nonlattice 
distribution. If (Et , @J E y2 and 2K6 < a, then for each 7 2 0 W,(t 1 x0; t) 
converges in mean square to a random variable W,(f 1 x0). 
The characteristic function L,[B; 6 1 x,,] of W,( 5 1 x,-J is a solution of the integral 
equation 
L,b% 5 x01 = ~~~f{L~+~[ee--lu,(u); t I 41 x@ I x0; 4 GV4 (5.11) 
which sat&j.es the conditions 
Jm; E I %I = 1, I L,[& E I %I I < 1, 
I we s I 301 - 1 28 - JAxo; u) 1 G I 0 I44 @,(x0) (5.12) 
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for all real 13 # 0, where 8, E X1(6; l), and A, is a 6%‘,-masurabk function oft, 
bounded on each finite t-interval and O(P) for large t, where s > 0. 
If 1 Y,(T) 1 < eKf7, there is exactly one such solution. 
We shall omit the proof of this theorem, which follows closely the lines 
of [9], Theorem 6.3. 
COROLLARY 1. If J((x; T) is independent of 7) then W,(t I xo) = W(t I xo) 
is also independent of 7. 
2. If (tt, @J, h, $1 E fz ad Y&) = Y#), J&i 4 = cJ+; 4 
(c constant), then 
WA6 I x0) = CWh I x0)- (5.13) 
3. In particular, if Y&t) = 1, and J&x; T) = Jl is independent of x and 7, 
then 
W&t I xo> = JtW, (5.14) 
where W is the limiting random variable of Bellman and Harris. 
Finally in this section we consider the moments of W,(f 1 x,,). Let us write 
Qk,,([ 1 x0; t)= &$'7"(t 1 x0; t)= "k(t) Mk(*t+' I xo;t,,
Nokeka t 
!ii?k,r(t 1 Xo) = bW,k(t 1 Xo), (5.15) 
whenever these exist. 
In the following theorem, q(K) = [e,..., sp] denotes a partition of the 
positive integer k into a sum of j positive integers: 
G 
c Phsh = k, !I Ph = j, tsh > 0, Ph > 0)s (5.16) 
h-4 
while A(*) denotes the elementary partitional function: 
A(q(k)) = ‘! 
l,i! @hi)- Ph!l ’ 
(5.17) 
THEOREM 5. If m > 1, m(,) < CO (n positive ma), (It , @)o E 3, , 
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and 2~~ < a, then all moments of W,([ 1 x,,) up to the (n - 1)th exist, and are 
given recursively by : 
QI,# I xo> = J&o; T>, (5.18) 
x *fJl Q$+u(5 I 4 XVX I xo; 4 JW), (h = 2,..., n - 1). (5.19) 
In order to indicate the proof of this result, we first note that in virtue of 
the mean-square convergence of W,([ 1 x0; t) to W,(t ( x,,): 
Q&2 I ~0) = ~~Qi,~Ct I ~0; 4, (j = 1,2). (5.20) 
But, from (5.3) and (i): 
Qdf I xo; t) = 3 b @&) s, f,+,(x) x(dx I xo; t) -+ J&o; 4, (5.21) 
which proves (5.17). Also, letting b denote sup,>, M(t)/Noeat, 
I Q& I xo; t) I < &txo) D,(T), 0% E .x2). 
From (4.31), 
(5.22) 
+ mb) ss QI,~+& I x; t - 4i2 x&x I ~0; u) Wu). 
(5.23) 
The integrand in the second term is dominated for all t and fixed 7 by 
b2C~2e-2(a-K+ DC2(7 + U) Kt2(x); this has a finite integral over Y = Z” x Y 
with respect to x(dx 1 x0; u) H(d u m virtue of [9] Lemma 6.1. The first term ) . 
on the right-hand side of (5.23) is dominated by 
Hence, letting t -+ co, we obtain 
Q2.41 I ~0) = mw If y 
e-w” Yt2(u) Jt2(x; T + u) x(ah ) x0; u) H(du). (5.24) 
BRANCHING-DIFFUSION PROCESSES 289 
Applying this method inductively to Eqs. (4.31), we find that under the 
conditions of the theorem, lim,,,Q,,,(e 1 x,,; t) exists for k = l,..., rz, the 
limits being given by (5.18) and (5.19). That these limits are in fact the 
moments of W,([ 1 x0) for K = l,..., 71 - 1 follows by a theorem due to 
Kendall and Rao ([15], Theorem (5.3.3)). 
Equation (5.24) shows that if J& x * 7 is null, then so also is W,(.$j x0). 0, ) 
Interest therefore centers on finding weighting functions DC(t) which yield 
non-null J&x0; T). 
It should also be noted that all the function classes introduced have been 
defined in terms of the diffusion process only. The “interlock” with the 
branching process is expressed by the requirement 2~~ < a. 
6. APPLICATIONS 
EXAMPLE (a). Gaussian difusion on the Real Line. In this example, % 
denotes the real line, and x has the density 
&v 1 x; t) = (2m2t)-lj2 exp 
[ 
- (*I , (6.1) 
where u2/2 is the constant coefficient of diffusion. 
If &v) = 1 x 18, (s 3 0), then 
where 
II 5 llt1d < conk {I x Is + $(u fi)“], (6.2) 
Y, = -J& 1, ) y I8 edI dy. 
Hence, if P denotes the class of Bore1 functions on the real line which are 
bounded on each finite interval and are of polynomial order for large I x I , 
then 
Since 
lii u 2/t *(u d/t x 1 x0; t) = -&= e-zp/2, 
?l 
we are led to consider the functions 
(6.4) 
(6.5) 
If g(x) E P, then it is found that g,(x) E &a>1 ~$,(a; n). 
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In order to discuss the classes J$, we first note that on writing -__ 
8 = 2/~/(t + T) we obtain the following expansion using Mehler’s formula: 
u .\/t + T #(ya d/t + T I x0; t) 
exp (- P/2) 
= 724 - fy) exp - I 
fPy2 - 28y(xojo G) + c92(xo/u 6)” 
2(1 - e2) 1 
(6.6) 
where the H,(y) are Hermite’s polynomials with respect to the weight func- 
tion e-Y’/2. Let us now set 
(5, HA = ---i- I n!d27r .cr 5(y) H,(Y) e--ya/2 dr- (6.7) 
It may be shown without difnculty that if t(x) is a polynomial in x, and j 
is the smallest integer such that (5, Hj) # 0, then 
with 
Ot(t) = d max (1, Cl”), Yt(t) = 1, 
J.&X,; T> = (6, Hj) (U .\/T)j Hj (5) * (6.8) 
Applying Theorem 4 and Corollary 2, it follows that 
Wo(E Ix0; t> ,.8~ (6, Hj) WO(H~ I ~0). (6.9) 
In particular, from Corollary 3, W,(H, 1 x0) = W. Thus, if t(x) = 6(X j x), 
where X is a Bore1 set, then 
N(u d-7- x / x,; t) 
NO@ 
,.,r & 
s 
x e-v’J2 dy. 
Next, considering t(x) = xn, we see that if n is men, then 
N(t) 
(6.10) 
(6.11) 
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while if n is odd 
Wo(x” I x0> = %+1’cyo(X I x0). (6.12) 
Further information on the asymptotic behavior of x2’_‘:’ x2 may be 
obtained by taking t(x) = H,(X): 
t 
N(t) 
Nileeat C xta - 02t N(t) m W,(H, 1 x0). 
I 
(6.13) 
i-1 . . 
In the case of binary spZittingf(z) = z2, it is known that the characteristic 
function of W is analytic. However, we shall now show that the characteristic 
function of W,(f 1 x0) is not in general analytic even when the branching 
mechanism is of simple birth and death type: 
f(z) cz E” + kza 
p-l-x ’ 
G(t) = 1 - e-(A+r)t, 
(t b O), (6.14) 
where A, TV are the constant birth and death rates, respectively, h > p. 
Taking t(x) = H,(x) = x, all the moments of W,,([ 1 x0) exist by Theorem 5, 
and are given recursively by: 
&At I xo) = xo > 
Qdt I x01 = h zl (r) /,I e-(n-1)(A-p’UQ7(E I 4 Q&t I x) JI(x 1 x0; u) dx du, 
(6.15) 
where (t) is the binomial coefficient. It follows by induction that 
Q& 1 x0) = n! (&,"-' 'z & xi-+, (6.16) 
the coefficients aJ”) being defined by the recurrence relations: 
(d 1 %J = , 
(n - 1) a,(n) 
r=28 
S-l n-g 
+c c %%Y, (I++]). (6.17) 
t-0 r42.Gzc 
Clearly all up) > 0, and so we obtain the rough inequality 
(n - 1) p >&?a(n-2S++)(n-2S+l)a,:lf,. (6.18) 
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Taking x0 = 0, we see from (6.16) that all odd moments of W,,([ 1 0) 
vanish, while from (6.18): 
Hence Cz=r (Q&s 10)/(2n)!) z2n is convergent for no x # 0. 
EXAMPLE (b). Random Walk on the Integers. Let 35 denote the set of all 
positive and negative integers, and let x(x / x0; t) be the transition probability 
for an unrestricted random walk on 9 in continuous time: an individual at x 
at time t has the probabilities a&, pdt of moving to x + 1, x - 1, respectively, 
during (t, t + at). Clearly, 
x(x I x0; t> = x(x - x0 I 0; 4, (6.20) 
where ,v(* 1 0; t) has the characteristic function 
+(e; t) = exp {[- (u + p) + (aei” + pe+)] t]. (6.21) 
If P* denotes the class of functions on E of polynomial order for large 
1 x 1 , then it is found that 
P*C n ~~(8; n). 
n.P>l 
Let x(t) denote the position at time t of an individual initially at x0. It 
follows easily from the characteristic function (6.21) that 
(6.22) 
is asymptotically unit normal. This suggests that we consider the functions 
[dx) = 6 ( 
x - (u - p) t 
2/(u + p) t ) ’ 
(x E q, (6.23) 
where l(a) is defined on the real line 93. If [(x) is of polynomial order for 
large I x I , then St(x) E fbeal 44% 4. 
It is found that 
II 
WY) (x0 - b - PI 7) + H3(Y) b - PI 
(u + py 6(u + P)~” 1 
(6.24) 
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whence, if t(x) is a polynomial in X, then 
where @pXt> and Jt( o, ) x * T may be derived from the following table (or its 
extension): 
@t and Jt for the random walk 
G&t) = (0 + P)“~ max (1, tr’3) w J&o; 7 1 
r=O Kk-4 1 
r=l K(x) [XII - (0 - PI 7 1 
H,(x) (0 - d/(0 + P) = w, say. 
r=2 H,(x) [XII - (0 - P) Tl” - (0 + P) 7 
fU4 4d% - (0 - P) 71 + 1 
H,(x) 1Ow~ 
In particular, we have 
N-led t 
0 ~o(K I x0)- (6.25) 
EXAMPLE (c). Da&ion in a compact region. Suppose that % is a compact 
region in Euclidean space, and let x have a density t+4 with respect to a finite 
measure I*(*) on gz such that $ may be expanded in terms of its eigenfunc- 
tions: 
(6.26) 
Hence {an} denotes a complete orthonormal set in the space of real functions 
square-integrable with respect to CL: 
and 
I c 44 44 CL@) =& (Kronecker’s delta), (6.27) 
0 = Kg < Kl < K% < a*’ . (6.28) 
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We shall assume that the ollE are bounded: 
I 4x> I G bI 7 (x E I, 12 = 0, l,... ), 
and that for some t, > 0: 
If f(x) is any bounded Bore1 function on $7, let us write 
(6.29) 
(6.30) 
(&%a) =J‘, I(x) %(4 P(4 (6.31) 
and let j denote the smallest integer for which (E, cq) # 0. Then 
(6, $1 E tInal A , with 
@[(t) = e+ = Y&t), J&i 4 = J&4 = (5,4 4d (6.32) 
For example, if 9” denotes the closed interval [- 4 L, !J L] on the real line, 
where f g L are reflecting boundaries, we have for simple Gaussian dif- 
fusion: 
~(d-4 = dx, 
1 n7ro 2 
“n=y 7, ( 1 
a0 = Lm112, 
&sin(F), (nodd) 
%&n(x) = 
Jg cos (F) , (n positive even). 
If t(x) = X~ (n even), then j = 0 and 
N(t) 
G1ebat C 
i-1 
(6.33) 
(6.34) 
If ?1 is odd, then j = 1. Hence if 2~~ < a, 
To obtain more information on Ccl’ xn, for n even, we may take 
&) = xn - w, 4 “0 - 
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Then if 2K, < a: 
N(t) 
N;le-(a-Ka)t ‘& xi” - &IV(t)/ m.8: (x”, a2) W(a2 1 x0). 
I 
(6.36) 
EXAMPLE (d). Eigenfunction expansions of the type (6.26) may exist even 
when S is not compact. Let 55 be the real line, and let x be the transition 
probability for simple diffusion under a force proportional to the displace- 
ment x and directed toward the origin. Then x has the density 
#(x I x0; 4 = d+ ev - 
I 
c[x2e-2ct - 2zxoe-ct + x02e-2ct] 
u2(1 - e-2ct) I 
(2, c constants) (6.37) 
with respect to the fmite measure 
p(dx) =,J$exp(-$)ds. 
By Mehler’s formula, # may be expressed in the form (6.26) with 
un = nc, 
%(x) = H, r*) . 
(6.38) 
For this ditlitsion process, it may be shown that 6 E &(r; n) provided 
that t(x) is dominated by 8’J8, where s > npo2/c. 
All polynomials t(x) are members of f& 9%) and Eqs. (6.31), (6.32) 
carry over directly in this case. 
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