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Introduction
Variability is the ability of a software system to be adapted for different contexts [1] . Variability affects functionality as well as quality attributes of software systems. Even though variability is primarily studied in the software product line (SPL) domain [2] [3] [4] , variability is a concern not only in the context of product lines but of many systems, including service-based systems [5] . Service-oriented architecture (SOA), the underlying architecture paradigm of service-based systems, has become a widely used concept in software engineering practice. SOA 1 supports adaptive systems in heterogeneous and changing environments [6] . In service-based systems, variability is usually achieved through flexible service retrieval and binding, mostly focused on functional aspects or business process variability. However, quality attributes (QAs), such as performance or safety, have not received much attention in the context of variability in service-based systems. The objective of this paper is to describe the state-of-the-art of handling variability in quality attributes of service-based systems (detailed goals are outlined in Sections 1.3 and 2.1). Therefore, we present the results of a systematic literature review (SLR). Although reviews have been presented in similar fields, such as variability management in the product line domain [2] , servicebased systems [7] , variability-intensive SOA systems [8] , and service-oriented system engineering [9] , the problem of handling variability in quality attributes has not been solved in generic problems. Also, even though heavily used in practice, there is no comprehensive study on variability in service-based systems that focuses on quality aspects; thus, we scoped our review only for the domain of service-based systems. In this article, variability in quality attributes of service-based systems refers to the ability that a service can be delivered with several levels of QAs to fulfill the expectation of different service consumers. These levels of Quality of Service (QoS) requirements are negotiated with the service users and are defined in a Service Level Agreement (SLA). The architecture of a service-based system must be capable of dealing with different levels of QAs and at the same time ensure other QA requirements. For instance, a serviced-based system should be able to provide services with different levels of performance for distinctive consumers (e.g., an online store with a priority queue for premium customers) and at the same time keep the availability of the system at a desired level.
The review follows Kitchenham and Charter's guidelines for systematic literature reviews [10] . Furthermore, the review takes into account insights from practical experiences with systematic reviews [11] [12] [13] [14] [15] [16] .
Background
In the following section we briefly describe the definitions of service-based systems, quality attributes, and variability which we use in this paper.
Service-based systems and quality attributes
Service-orientation is a standard-based, technology-independent computing paradigm for distributed systems. As there is no universal definition for service, service-oriented architecture or service-oriented development [17] , we utilize a broad definition: We consider service-oriented development as the development of a system which is assembled from individual services that are invoked using standardized communication models [6, 18] . The two important principles of an SOA are (a) the identification of services aligned with business drivers, and (b) the separation of a service description (i.e., interface) from its implementation [19] .
For quality attributes we adopt the definition from the IEEE Standard Glossary for Software Engineering Terminology [20] : A quality attribute is a characteristic that affects the quality of software systems. Here, quality describes to which degree a system meets specified requirements. Furthermore, we refer to quality attributes as discussed in the SWEBOK guide [21] . This guide integrates other quality frameworks, such as the IEEE Standard for a Software Quality Metrics Methodology [22] , or ISO standards [23] . The SWEBOK distinguishes quality attributes discernible at runtime (e.g., performance, security, availability), quality attributes not discernible at runtime (e.g., modifiability, portability, reusability), and quality attributes related to the architecture's intrinsic qualities (e.g., conceptual integrity, correctness). In addition to the mentioned quality attributes which directly apply to a system, there are a number of business quality goals (e.g., time to market, cost and benefit, and targeted market) that shape a system's architecture [24] .
As there are many quality attributes that are potentially relevant in the context of service-based systems, we scope our review. Gu and Lago found more than 50 quality-related challenges in service-based systems, including security, reusability, flexibility, interpretability, and performance, which are the most emphasized quality-related issues due to the dynamic nature of service-based systems [9] . Furthermore, O'Brien et al. [25] discussed quality attributes in service-based systems and identified the most significant attributes in the context of SOA. Finally, a quality model for service-based systems has also been proposed in the S-Cube project, in which several QAs (e.g., security, performance, cost, and usability) relevant to service-based applications are identified. [26] . Taking the quality attributes that are considered most important for service-based systems in each of these three sources [9, 17, 26] we aggregated the following list of quality attributes that we focused on when conducting our systematic review (definitions are taken from [17] ):
1. Reliability: Reliability is the ability of the system to remain operating over time. Two important aspects of reliability in SOA are the reliability of message passing between services, and the reliability of services. 2. Availability: Availability is the degree to which a system or component is operational and accessible when it is needed. 3. Security: Security is associated with (a) access to information so that service is granted only to authorized subjects, (b) trust that the indicated author/sender of information is the one responsible for the information, and (c) assurance that information is not corrupted. 4 . Performance: Performance may have different meanings in different contexts, but it is mainly related to response time and throughput.
We are mainly interested in the variability of aforementioned quality attributes with definitions presented above. However, the search strategy used in our review (Section 2.2) also identified studies addressing other quality attributes.
Variability
Variability is understood as the ability of a software artifact to be adapted (e.g., configured, extended) for a specific context, in a preplanned manner [1] . This means, we interpret variability as planned change, rather than change due to errors, maintenance or new unanticipated customer needs. Variability specifies parts of the system and its architecture which remain variable and are not fully defined during design time. Variability allows the development of different versions of an architecture/system. Variability in the architecture is usually introduced through variation points, i.e., locations where change may occur. Variability occurs in different phases of the software life cycle [27] . Design time variability defines variability of quality attributes at design time of the architecture. Runtime variability defines variability in quality attributes while the system is running, i.e., after design, implementation, etc. This is particularly relevant for service-based systems as these can be adapted and reconfigured at runtime [28] .
Handling variability requires explicitly representing variability in software artifacts throughout the lifecycle of a software product. We use the term ''handling'' variability rather than ''managing'' variability. As argued by Svahnberg et al. [29] , managing variability is only one of several activities in the context of handling variability. Managing variability comprises managing dependencies between variabilities, maintenance and continuous population of variant features with new variants, removing features, the distribution of new variants to the installed customer base, etc. Additional activities involved in handling variability include identifying variability (i.e., determining where variability is needed), reasoning, representing and implementing variability (i.e., use a variability realization technique resolve variability at variation points and to implement a certain variant) [29] .
Lack of existing reviews
We could not identify any systematic reviews which study variability in service-oriented systems focusing on quality aspects. However, Chen et al. reviewed 33 approaches for variability management in the product line domain [2] . The study found that most current work addresses variability in terms of features, assets or decisions. Also, most work has been done on variability modeling; only little work has been presented to resolve variability at any time of the software life-cycle. There are three main differences between Chen et al. [2] and our review: First, we focus on quality as-pects rather than on variability of features. Second, we study handling variability beyond variability management. Third, we focus on the domain of service-oriented systems instead of product lines. We argue that variability in service-oriented systems differs from variability in product lines: a. Variability in service-based systems occurs at different levels of abstraction. For example, variability might be provided through parameter values used to invoke a service, or by replacing complete services. Product lines on the other hand usually address variability explicitly, in terms of features, assets or decisions, i.e., on a higher conceptual level. b. Service-oriented systems face the challenge of meeting requirements for each organization while crossing boundaries between organizations [30] . Such systems run in the context of a volatile, distributed service composition environment in which services can change, fail, become temporarily unavailable, or disappear. This is usually not the case for software product lines which do not rely on the integration of services and third party applications. c. Dynamic runtime variability and re-binding and re-composition at runtime must be supported. Product lines focus on compile time variability [28] . However, to fully support variability in service-oriented systems, events that occur in such systems must be coupled with rules to reason about execution alternatives [31] . d. Compared to software product lines, service-oriented computing includes a different design paradigm and its own principles, design patterns, a distinct architectural model, and related concepts, technologies, and frameworks [32] . These different principles, technologies, etc. cause the need for different methods to handle the variability issues (e.g., in terms of different model types).
In 2011 Montagud et al. presented a systematic literature review to classify quality attributes and measures for assessing the quality of software product lines [33] . The study found 165 measures related to 97 different quality attributes. Many measures (e.g., reusability, efficiency) were proposed for evaluating maintainability (92%). Additionally, 67% of the measures were used during the design phase of domain engineering, and 56% of the measures were applied to evaluate the product line architecture. Only 25% of previously proposed measures have been empirically validated.
A broad review on service-based systems was carried out by Brereton et al. [7] . This review aimed at (a) identifying main issues that need to be addressed to successfully implement service-based systems, (b) identifying solutions that have been proposed to address issues raised, (c) identifying research methods used to investigate proposed solutions, (d) providing frameworks for positioning new research activities, and (e) identifying gaps in current research. The review concluded that main issues that need to be addressed are managing evolution and change of systems, the selection of the most appropriate services, and service co-ordination. Solutions presented to address these issues focus on technologies. Research methods primarily used are those of concept implementation and conceptual analysis. Even though the goals and the topic area are quite similar to ours, we performed a more specific search by focusing on variability and QAs. Also, our method is different: We searched more than six journals (as done by Brereton et al.) , and applied quality criteria to selected studies. We also performed a more formal data analysis. Most importantly, Brereton et al. study focused on the period from 2000 to 2004. However, many publication venues (in particular conferences and workshops targeted by SOA researchers) were established during the last 5 years.
Kontogogos and Avgeriou studied variability-intensive SOA systems [8] . Their review differentiated integrated variability modeling (extending traditional software artifacts with variability) and orthogonal variability modeling (adding new representations of variability separately from existing software). They found that most current approaches that could be applied to variability modeling in SOA are feature-based and stem from the product line domain. However, their study does not focus on quality aspects. Moreover, based on Kitchenham et al., their study cannot be considered as a systematic literature review but as an informal literature survey [13] . Similarly, Kazhamiakin et al. studied adaptation of service-based systems in an informal review [34] .
In 2009, Gu and Lago presented a systematic literature review on service-oriented systems engineering [9] . The review explored challenges that have been claimed in studies published between January 2000 and July 2008. In this review, 51 primary studies were selected, from which more than 400 challenges were elicited. The study concluded that challenges can be classified along two dimensions: (a) based on themes (or topics) that they cover (e.g., service composition), and (b) based on characteristics (or types) that they reveal (e.g., technique challenges [9] ). The paper pointed out quality as the top challenge.
Endo and Simao presented a systematic review on formal testing for SOA and web services [35] . They studied 37 papers focusing on testing aspects for single services and service compositions. The focus of this review was to identify formal approaches to test serviceoriented architectures and web services. Similarly, Palacios et al. performed a mapping study to identify the state of the art of testing in SOA with dynamic binding [36] . The study found that the main objective of current research is to detect faults and to make decisions for dynamic binding based on the information gathered from tests. Furthermore, they discovered that monitoring and test case generation are the most frequently proposed methods to test functional and non-functional properties. Although these works are related to our domain of study in that they took quality attributes into consideration, their main concern is testing, and they do not consider the issue of variability in quality attributes.
Paper goal and contributions
A first step towards addressing variability in quality attributes of service-based systems is to identify current methods for handling variability in this context. Therefore, we define the goal of our study through Goal-Question-Metric (GQM) perspectives [37] :
Purpose: Analyze and characterize. Issue: Handling variability in quality attributes. Object: In service-based systems. Viewpoint: From the viewpoint of researchers and practitioners.
We are particularly interested in:
a. Assessing the current research on handling variability in quality attributes of service-based systems. b. Assessing provided evidence about current research regarding how far it can convince practitioners. c. Identifying open problems and areas for improvement.
The target audience for this review is twofold: First, we aim at researchers who would like to get a systematic overview of the area of variability in quality attributes of service-based systems. Second, we aim at practitioners who would like to find out what methods to apply in what context.
Paper structure
This paper is organized as follows. Section 2 presents an overview of the systematic literature review method. We introduce our research questions, discuss our search strategy and method, quality criteria, data extraction and analysis. Section 3 presents the results and how the collected data answers the research questions. Section 4 discusses the results, including main findings and limitations of the review. Finally, Section 5 concludes the paper.
Research method
The systematic literature review method is a well-defined method to identify, evaluate and interpret all relevant studies regarding a particular research question or topic area [10] . This method was chosen because we aimed at a credible and fair evaluation of studies on variability in quality attributes of service-based systems. A significant step when performing a systematic literature review is the development of a protocol (Fig. 1) . The protocol specifies all steps performed during the review and increases its rigor and repeatability.
The protocol started with defining research questions, identifying the search strategy and search scope. Subsequently we designed a search process. As part of this step, we defined a ''quasi-gold'' standard for a search string [38] . Then, we developed a number of inclusion and exclusion criteria for studies that were identified in the search phase. Also, we proposed our strategy for assessing the quality of studies that we considered in the review. Next, we decided on the data elements to be extracted from the selected studies to help answer the research questions. As the final step, we designed our strategy to analyze the data extracted from studies. The protocol was reviewed by external reviewers. Moreover, the protocol was validated as follows:
a. We used a subset of resources to pilot the process. Problems we encountered when replicating the process were identified and the process revised accordingly. b. The reliability of how to extract data from papers was piloted.
A researcher was given a set of papers and asked to fill in the data extraction form. The objective of this step was to check whether data can be extracted based on the data extraction form, if the collected data was consistent between reviewers, and if the data allowed addressing the study goal.
Research questions
We aim at research questions important not only to researchers, but also to practitioners. Therefore, based on the study goal introduced in Section 1.3 our review covers the following research questions:
RQ1: What quality attributes do existing methods for variability in quality attributes of service-based systems handle? RQ2: What software development activities are addressed by existing methods for handling variability in quality attributes of service-based systems? RQ3: What solution types are used by methods to handle variability in quality attributes of service-based systems? RQ4: What evidence is available to adopt proposed methods for handling variability in quality attributes of service-based systems? RQ5: Are methods only applicable to variability of design-time or run-time quality attributes? RQ6: Is there support for practitioners concerning how to use current methods?
We pose RQ1 to get an overview of what quality attributes existing methods deal with and if there are quality attributes that are studied more frequently than others. Moreover, in order to identify how variability in quality attributes of service-based systems fits into the software development process, we aim at finding out what software development activities are affected by handling variability in quality attributes (RQ2). In addition, we are interested in the solution types used by methods to handle variability in QA (RQ3). For example, methods could use common techniques from the product line domain, or other methods. Answering RQ1-RQ3 provides us with an overview of existing methods including their aforementioned characteristics. This is mainly of interest for researchers, even though RQ1 and RQ2 could also be relevant for practitioners. We pose RQ4 to help practitioners evaluate current methods for handling variability based on the provided evidence and to decide what methods they might use. Based on the definition used in [39] , by ''evidence'' we mean any indicator that supports a proposed method and helps evaluate its validity and verifies whether a method works to address the problem targeted by this method. Furthermore, RQ4 helps researchers assess the quality of existing research. RQ5 and RQ6 help us outline directions for future research and identify areas that need work in order to make methods more applicable in practice.
With regard to the paper objectives outlined in Section 1.3, RQ1-RQ3 match with objective a. (assessing and reviewing current methods to handle variability issue), RQ4 matches with objective b. (analyzing quality of proposed method by assessing provided evidence and check if the methods can be adopted by practitioners), and RQ5 and RQ6 match with objective c. (RQ5 and RQ6 help discover limitations and liabilities of current methods which lead us to identify open problems and areas for improvement).
Search strategy
The search strategy is important so that relevant studies are included in the search results, without including too many irrelevant search results. The search strategy was based on a. Preliminary searches in existing systematic reviews (e.g., variability management in the product line domain [2] , service-based systems [7] , variability-intensive SOA systems [8] , and service-oriented system engineering [9] ). b. Reviews of research results (e.g., papers published at the Software Product Line Conference (SPLC), or the Workshop on Variability Modeling of Software-intensive Systems). c. Trial searches and piloting using various combinations of search terms derived from the research questions. d. Consultation with experts in the field through e-mail and personal conversations.
Search method
We used an automatic search by executing search strings on search engines of electronic data sources. In this review we aim for a broad search, rather than a focused search on key venues, therefore, we dealt with a huge number of studies. Manual search is not feasible for databases where the number of published papers can be over several thousand [40] . Moreover, manually searching journals and conferences might not cover all relevant venues (e.g., venues from other relevant domains, such as the business domain which publishes research on business processes, a discipline related to SOA and service-based systems). However, we also conducted a partial manual search to establish a ''quasi-gold'' standard.
Search terms for automatic search
We used an eight-step strategy to obtain our search strategy:
1. Derive major terms from the research questions and the topics being researched. 2. Identify alternative spellings, plurals, related terms and synonyms for major terms. 3. Check keywords in any relevant paper included in a ''quasigold'' standard. 4. When database allows, use Boolean ''or'' to incorporate alternative spellings and synonyms. 5. When database allows, use Boolean ''and'' to link the major terms from population, intervention and outcome. 6. Discuss between researchers. 7. Pilot different combinations of search terms in test executions and reviews. 8. Check pilot results with ''quasi-gold'' standard.
To create a good search string we established a ''quasi-gold'' standard, as proposed by Zhang and Babar [38] . For that reason, we manually searched a small number of venues. Results from these manual searches can be treated as a ''quasi-gold'' standard by cross-checking the result we obtain from the automatic search. Venues for the limited manual search were determined based on their significance for publishing research on service-based computing (see Table 24 in the Appendix A). We also limited the manual search to a time interval between January 2000 and February 2011 as the first papers on service-oriented computing started to appear around the year 2000. When manually searching the venues, we considered title, keywords, and abstract. The result of our manual search included 20 papers at first. However, when we started reading the papers, we excluded 17 papers based on inclusion and exclusion criteria (Section 2.5) and we ended up with three papers. Table 25 in the appendix presents the results to form the ''quasi-gold'' standard. The ''quasi-gold'' standard was expected to be a subset of the results obtained through automatic searches using a search string. This helped us get an idea if we were missing any papers in the automatic search.
Since we were particularly interested in performance, security, reliability and availability, we included these quality attributes in our search string. The search string consisted of three parts: Service-orientation AND variability AND quality attributes. The alternate keywords are connected through logical OR to form a reference search string for automatic search of databases: Our reference search string went through modifications based on search features of electronic sources (e.g., different field codes, case sensitivity, syntax of search strings, and inclusion and exclusion criteria like language and domain of the study). Consequently, we used different search strings for different sources [10] . However, for each source a semantically and logically equivalent search string was created.
Search scope and sources to be searched
The scope of our search is defined in two dimensions: publication period (time) and source. In terms of publication period, we limited our search to January 2000 to February 2011. This is because the first papers on service-based systems appeared around ten years ago [9] . Furthermore, the first version of SOAP, a protocol for web services (the most popular technology for implementing service-based systems) was submitted to the World Wide Web Consortium (W3C) in 2000. Please note that even though major conferences on service-based computing started to emerge in 2004 (e.g., ICSOC), we chose to start the search in the year 2000 to avoid missing studies that were not published at a service-specific venue. Moreover, events on variability started to emerge in the year 2000 with the first product line conference.
In terms of source we identified six electronic data sources (Table 1). For each data source, we documented the number of papers that was returned per search (i.e., hits per search), and the number of selected results per search. In Table 1 , the number of hits per search and the number of selected results per search differs for some of the electronic sources (e.g., for SpringerLink). The reason is that some electronic sources do not allow an automatic import of search results into the reference manager tool that we used (Mendeley). Thus, we manually imported groups of papers into the reference manager tool. To avoid manually importing huge number of irrelevant papers into the reference manager tool, we already filtered the results of automatic search at this stage, and excluded some of the clearly irrelevant papers (based on titles and abstracts) before importing them into reference manager tool.
Search process
We used a staged study selection process (Fig. 2) . At Stage 1 we searched databases listed in Section 2.3. The search string searched title, abstract and keywords. As explained above, before importing papers into the reference manager tool, we already excluded clearly irrelevant papers at this stage (based on title and abstract). At Stage 2, inclusion and exclusion criteria were applied (see Section 2.5). Initially, inclusion and exclusion criteria were interpreted liberally, i.e., if there was any doubt if a study should be included based on title, abstract and keywords it was included. As abstracts might be too poor to rely on when selecting primary studies [12] we also decided based on the conclusions of studies. Full copies of studies were obtained for the remaining studies. Final inclusion/exclusion decisions were made after full texts had been retrieved (Stage 3). For excluded studies, we documented reasons for exclusion. In case of multiple studies referring to the same method, only the most recent was included in the final review. Consequently, if a paper was the improved version of a previous paper, only the newer (improved) version was included in our study. Note that Fig. 2 also shows how the ''quasi-gold'' standard is related to the search results. In Fig. 2 duplicate papers refer to multiple occurrences of the same paper in different data sources which were imported into the reference manager tool.
Inclusion and exclusion criteria
To be included in the final review, a paper needed to meet all of the following inclusion criteria:
I1: Study is internal to the service-oriented domain. We are interested in variability of quality attributes in servicebased systems. This implies that studies are about service-based systems. Manual search of selected venues and reduced time scope to establish "quasi-gold" standard 
(1)
(1) (2) Fig. 2 . Search process.
I2: Study describes a method to handle variability in quality attributes.
Moreover, papers should not meet any exclusion criterion:
E1: Study is marginally related to service-based systems. If the focus of a paper was about a field other than servicebased systems and only marginally related to service-oriented systems, the paper was excluded. For example, a study that is mainly about how to design and develop health care information systems (which uses some external software services) should be excluded. E2: Study is in the domain of variability, but does not consider quality attributes. A paper that does not address quality attributes together with variability has no value to answer our research questions. E3: Study is editorial, position paper, abstract, keynote, opinion, tutorial summary, panel discussion, technical report, or a book chapter. As Kitchenham et al. [41] argue, grey literature are of lower quality than papers published in journals and conferences as they usually are not subject to a thorough peer-review. Books/book chapters were only included if they were conference/workshop proceedings (e.g., as part of the LNCS or LNBIP series) and are available through data sources are included in our study. Other workshops papers which are not available through the electronic data sources were not found in the automatic search.
Each study was reviewed by one researcher (based on title, keywords, and abstract) to determine a paper's relevance according to each criterion. When necessary, the content of the paper was also examined. For each reviewer result, another researcher independently performed sanity checks. Differences were reconciled collaboratively.
Quality criteria
All papers were evaluated against a set of quality criteria. Similar as Ali et al. [40] , we adopted the quality assessment used by Dyba and Dingsoyr [42] . This instrument uses a three point scale to answer each question, either as ''yes'', ''to some extent'' or ''no''. By including ''to some extend'' we did not neglect statements where authors provided only limited information to answer the assessment questions. Each quality assessment question was answered by assigning a numerical value (1 = ''yes'', 0 = ''no'', and 0.5 = ''to some extend''). Then, a quality assessment score was given to a study by summing up the scores for all the questions for a study (quality assessment score of a study). Quality criteria are:
Q1: Is there a rationale for why the study was undertaken? Q2: Is there an adequate description of the context (industry, laboratory setting, products used, etc.) in which the research was carried out? Q3: Is there a justification and description for the research design? Q4: Does the study provide description and justification of the data analysis approaches? Q5: Is there a clear statement of findings and has sufficient data been presented to support them? Q6: Did the authors critically examine their own role, potential bias and influence during the formulation of research questions and evaluation? Q7: Do the authors discuss the credibility and limitations of their findings explicitly?
We used quality assessment criteria for synthesis purposes and not for filtering papers. The calculated quality scores are used as one of the factors to validate all reviewed papers. This assessment is used to answer RQ4 which might be useful for practitioners or researchers who are interested in the validity of studies. The results of the quality assessment are provided in Section 3.5.
Data collection
The 46 selected primary studies have been read in detail to extract the data needed in order to answer the research questions. Data was extracted using a data extraction form (Table 2) .
Details about fields F10, F15, F18 and F19 are provided in the following. Adapting types of solutions from [43] , we utilize the types of solutions as indicated in Table 3 for F10 (''Nature of solution'').
Adopting architecture activities from [44] , we used the development activities (F15) as indicated in Table 4 . As quality attributes play a significant role during software architecting, we emphasized architecture activities.
The evidence level (F18) evaluates the evidence level of the proposed method. The results are critical for researchers to identify new topics for empirical studies, and for practitioners to assess the maturity of a particular method or tool. We adopted the classification proposed by Alves et al. [45] to make the assessment more practical. From weakest to strongest, our classification is as follows:
1. No evidence. 2. Evidence obtained from demonstration or working out toy examples. 3. Evidence obtained from expert opinions or observations. 4. Evidence obtained from academic studies (e.g., controlled lab experiments). 5. Evidence obtained from industrial studies (i.e., studies are done in industrial environments, e.g., causal case studies). 6. Evidence obtained from industrial application (i.e., actual use of a method in industry).
Category 5 includes studies done in industrial environments for the purpose of the research and not for using the method to achieve an operational goal. On the other hand, evidence level 6 means that the method has been used in practice, beyond evaluating it. According to Alves et al., industrial practice indicates that a Table 5 ) RQ4 method has already been approved and adopted by industrial organizations [45] . Thus, practice shows a convincing proof that something works and is therefore ranked strongest in the hierarchy. Based on [43] , we used the categorization for evaluation approaches (F19) as shown in Table 5 .
The difference between evidence level (F18) and evaluation approach (F19) is that F18 is more about the type of evidence which authors used to present their methods, whereas F19 is about the type of approaches they used to evaluate their proposed methods.
A record of extracted data was kept in Mendeley file and Excel spreadsheets for analysis. Data was collected by one researcher. Another researcher independently performed sanity checks. Differences were reconciled collaboratively.
Data analysis
Data from primary studies were summarized to answer the research questions. Most of the selected studies were grounded in qualitative research. As argued by Dyba and Dingsoyr, meta-analysis might not be suitable for synthesizing qualitative data [52] . Therefore, the data was manually reviewed. We performed descriptive synthesis to represent the results in tabular form. As found by other researchers, tabulating the data was useful during aggregation [53] . We used descriptive statistics for analyzing the data. As noted by Chen and Babar, frequency analysis has been used by other systematic reviews, which primarily deal with qualitative data [53] .
Results and analysis
We used the extracted data to answer our research questions. In the following, first we give an overview of the identified studies and extracted information. Then, we answer the research questions by analyzing the data relevant to each question.
Results overview and demographics
After performing the filtering phases described in Section 2.5, we obtained 50 papers to be included in the data analysis. When studying these 50 papers, we found two more duplicated papers, and one paper being only an abstract (missed during the filtering based on inclusion and exclusion criteria). Therefore, we excluded these three papers from our study. Moreover, we could not access one particular paper [57] . We directly contacted the author to get the paper, but did not succeed. Finally, we ended up with 46 papers to review (see Table 26 in the Appendix A). Fig. 3 shows an interesting trend of published papers: Compared to studies on variability management in general and publications related to software product line engineering that started to emerge around the year 2000 [2] , there seems to be a delay of 4-5 years before researchers started to investigate variability in quality attributes of service-based systems.
RQ1: What quality attributes do existing methods for variability in quality attributes of service-based systems handle?
To answer this question we analyzed the data of F11 (domain), F12 (runtime quality attributes), and F13 (design time quality attributes) from the data extraction form. Table 6 contains all Performance is the most addressed QA (34 papers). On the other hand, security is the least addressed QA (five papers). To further analyze how quality attributes are addressed, we investigated if studies consider only single quality attributes or specific sets of quality attributes. Eleven papers (24%) only address performance, two papers only address availability (4.4%), and one paper addresses reliability and security, respectively (2.1%). We list all possible sets of quality attributes, the number of papers that include these sets, and study identifiers in Table 7 . Amongst the analyzed studies, 17.4% do not explicitly specify which runtime quality attributes are addressed. These studies (i.e., S2, S8, S11, S27, S37, S39, S40, and S46) mention ''Quality of Service'' (QoS) without specifying particular quality attributes.
A significant amount of proposed methods (19.5%) handle variability of performance and availability and reliability. From Table 7 it is obvious that certain QA sets are not taken into account by any study. These sets are specified by 0 under ''Number of papers''.
The only design time attribute which is addressed by some of studies is cost. Note that, although many studies consider cost as constraint, we consider cost as a business QA as defined in the SCube quality model [26] . In 41.3% of our assessed studies (i.e., 19 papers) cost is taken into account as a design time QA. All of the studies which address cost are listed in Table 8 . The rest of the studies (58.7%) do not consider any design time QA.
In Table 9 , we list the extracted study domains, the number of papers addressing these domains, study identifiers, and the QAs which are addressed by these studies. Most proposed methods are useful for the domains of web services and enterprise applications. Some of the domains in Table 9 may overlap but this categorization considers the closest domain of studies. We also added quality attributes from Table 6 to show what domains are concerned with what QAs. From this we can see that there are no quality attributes that only occur in one domain. Table 9 does not cover all papers and their domains. Since certain studies belong to more than one domain, we listed the remaining of papers, their identifiers, and domains in Table 10 .
Summary to answer RQ1
With regard to quality attributes handled by methods, most reviewed studies focus on the performance. Cost is the only design time QA which is addressed by several studies. Also, most of the studies were conducted in generic domains and do not define an application domain for which they can handle variability issues. We compared domains and QAs to see if there is a correlation between the domains of the studies and the QAs addressed by the methods. This was to find out if in certain domains only variability of particular QAs is addressed, or if variability of specific sets of QAs are more likely to be handled in particular domains. However, there seems to be no relation between the domain of the study and the QAs, and we did not find any quality attributes that would only occur in particular domains.
3.3. RQ2: What software development activities are addressed by existing methods for handling variability in quality attributes of service-based systems?
To answer this question we analyzed the data of F15 (development activities addressed) from the data extraction form. Table 11 presents software development activities, number of studies that address these activities, and study identifiers. Architecture design (ADs) has been addressed by 20 studies, while Implementation and Integration (II) has been addressed by 19 studies. On the other hand, several activities including architecture analysis (AA), architecture synthesis (AS), architecture evaluation (AE), architecture maintenance (AM), architecture recovery (AR), architecture documentation and description (ADp), and testing (T) have not been addressed by any study. Also, six studies (i.e., S1, S2, S9, S23, S24, and S33) do not explicitly address any software development activity.
Based on the fact that some studies take more than one activity into consideration, the total number of papers in Table 11 is 61 (several papers are listed more than once). Moreover, we analyzed how activities were addressed in isolation, and if certain software development activities were addressed together in sets. In Table 12 we only listed those sets of activities which were explicitly addressed by studies rather than listing all possible combinations of activities, number of papers addressing those sets of activities, and study identifiers.
As a result, six different sets of activities are provided in Table 12. As mentioned before, out of all 46 selected studies six of them did not explicitly consider any development activity. As indicated in Table 12 , (II, ADs) is the most common set and has been considered by 10.9% of the papers, and (ADs, AA, AIA) and (AA, ADs) have been addressed least. Fifty-six percent of the studies Number of published papers Fig. 3 . Papers per year. Table 6 Runtime quality attributes addressed by assessed studies.
QA Number of papers Study identifiers
Performance 34 S1, S3, S4, S5, S6, S7, S9, S10, S12, S13, S14, S16, S17, S18, S19, S20, S21, S22, S23, S24, S25, S26, S28, S29, S30, S31, S32, S33, S34, S35, S42, S43, S44, S45 Availability 18 S1, S3, S5, S6, S7, S10, S12, S16, S17, S19, S22, S25, S28, S29, S31, S38, S41, S44 Reliability 14 S1, S3, S6, S7, S15,S16, S17, S18, S28, S29, S30, S31, S33, S35 Security 5 S21, S23, S35, S36, S43
(i.e., 26 papers) address one activity, 30.4% of the studies (i.e., 14 papers) address multiple software development activities, and finally 13.1% of the studies (i.e., six papers) address no activity.
Summary to answer RQ2
The majority of the studies (i.e., 26 papers) only address a single software development activity. Architecture design, and implementation and integration are the most addressed activities. Fourteen papers address multiple software development activities and implementation and integration together with architecture design is the most frequently addressed combination of activities. For six studies (S1, S2, S9, S23, S24, and S33), we could not identify any development activity based on the information provided in these papers. Since most of the approaches deal with systems design and implementation, and integration of services in their proposed methods, it seems that current research regarding variability in QAs of service-based software systems is more focused on design and implementation phases of software systems and evaluation, testing or maintenance are not considered when dealing with variability in QAs. To answer this question we analyzed the data of F10 (nature of solution), and F11 (domain) from the data extraction form. In Table 13 , we list all types of solutions and the papers that used those solution types. As we can see in Table 13 , formal techniques (FM) is the most common solution type, as 13 of 46 papers use FM as their single solution type. On the other hand, service variability (SV), ontologies (ON) and domain-specific languages (DS) are used in one paper, and are the most uncommon solution types. In Table 13 we only listed papers (i.e., 27 papers) where one solution type is used by their proposed methods, number of papers addressing those solution types, and study identifiers.
We analyze data of F10 (nature of solution) from another point of view as well. Since some of the studies used more than one solution, we also list all those papers and their study identifiers (i.e., 15 papers) and assign them to solution type sets (Table 14) . Among solution type sets, AR, FM is the most common set which is used by three papers, and (ON, FM), (FM, UM), and (SV, ON) are used only in one study.
Note that since the analysis presented in Tables 13 and 14 are from two different angles, the papers in these two tables do not overlap. Therefore, the sum of papers listed in these tables equals to 40 papers. The rest of the papers (i.e., four papers) presented new solution types not covered by our classification schema (S21, S23, S24, and S30). Table 15 presents studies that do not address any of our particular solution types, their study identifiers, and the extracted solution types from the papers.
Summary to answer RQ3
Most of the papers (i.e., 27 papers) only use one specific solution type to present their methods. Although it is not common, several studies (i.e., 15 papers) use two different solution types in their proposed methods. Formal techniques are the most common techniques used. Together with the fact that feature modeling is almost non-existent in our identified solution approaches, this shows that product line engineering does not have an impact on handling variability of quality attributes in SOA. This means that, although variability issue is widely studies in software product lines, researchers have not attempted to adapt approaches from product line engineering (e.g. modeling of features), to model variability of non-functional requirements.
RQ4: What evidence is available to adopt existing methods?
Several factors were used to evaluate the trustworthiness of a study: citation count (F7), quality score (F8), evidence level (F18), and evaluation approach (F19).
Citation count
The first factor is the citation count of the publication. By counting the number of times a study has been cited, we can estimate the impact of that study. For instance, if a study has a high number of citations, we can conclude that the study has been the subject of discussion in other published studies. Table 16 shows papers, citation counts, citation counts excluding self-citations, and aver- Table 8 List of design time QAs addressed by papers.
Design time QA Study identifiers
Cost S1, S3, S6, S7, S12, S13, S14, S22, S24, S25, S28, S29, S30, S31, S37, S38, S40, S42, S43 Table 9 Studies belonging to single domain.
Domain

Number of papers
Study identifiers QAs
Web services 14 S2, S3, S7, S10, S19, S21, S25, S28, S31, S34, S36, S43, S45, S46
Performance, availability, reliability, security Enterprise and business applications, and e-commerce 13 S5, S11, S12, S15, S16, S20, S29, S35, S38, S40, S41, S42, S44 Performance, availability, reliability, security Telecommunication 2 S8, S32 Performance, availability, reliability Distributed computing 5 S4, S6, S22, S27, S33 Performance, availability, reliability Cloud computing 1 S1 Performance, availability, reliability Grid computing 1 S14 Performance Network-accessible services 1 S18 Performance, reliability Service-oriented computing 4 S17, S24, S30, S37 Performance, availability, reliability Table 7 Sets of runtime quality attributes and the number of papers addressing these sets.
QA combinations Number of papers (percentage) Study identifiers
Performance and availability 7 (15.2%) S5, S10, S12, S19, S22, S25, S44 Performance and reliability 3 (6.5%) S18, S30, S33 Performance and security 2 (4.4%) S21, S23 Availability and reliability 0 (0.0%) None Availability and security 0 (0.0%) None Reliability and security 0 (0.0%) None Performance and availability and reliability 9 (19.5%) S1, S3, S6, S7, S16, S17, S28, S29, S31 Performance and security and reliability
(4.4%) S35, S43
Availability and reliability and security 0 (0.0%) None
Performance and availability and reliability and security 0 (0.0%) None age citation counts per year (i.e., citation count excluding self-citation/[2011-publication year]). Table 17 shows citation counts excluding self-citations, number of papers related to citation counts, and study identifiers.
As we can see, the lowest citation count and the highest citation counts are 0 and 63, respectively. Forty papers (around 87%) have a citation count in range of 0-20, and only 6 papers (13%) have high citation counts in range of 21-63.
Quality score
The second factor which we used to validate the studies was their quality score. Based on the description we provided in Section 2.6, each study received a quality score between 0 and 7, having intervals of 0.5. The list of studies and their related scores for each of the quality assessment questions are shown in Table 27 in Appendix A. Fig. 4 shows quality scores and the number of papers with those quality scores. As we can see, there are certain quality scores which were not assigned to any of the papers: less than 1.5 and greater than 5.5. This means that, we did not have any papers fulfilling none or all of the quality criteria. The most common score is 3, which was achieved by 24% of the papers, and the rarest score is 5 (one paper). The highest score is 5.5 (four papers) and the lowest score is 1.
(two papers).
To analyze the data based on the quality questions, we summarized our data in Table 18 . The first column of this table shows quality assessment questions as provided in Section 2.6. The other columns show the number of papers assigned to each score per question.
In the following we provide an analysis for the answers to each quality question:
Q1: Is there a rationale for why the study was undertaken? Forty-five of 46 of assessed papers scored 1 answering this question. This means that almost all of the assessed papers include a rationale. Although the quality and the level of details for their rationale might be different, 98% include a rationale. Q2: Is there an adequate description of the context (e.g., industry, laboratory setting, products used, etc.) in which the research was carried out? Nine percent of the assessed studies (i.e., four papers) do not provide any description about the context of the research, and 34.8% (i.e., 16 papers) of the studies address this issue to some extent. However, most studies (56.5%, 26 papers) provide an adequate description of the context, and whenever it is applicable, the research setting is explained. Q3: Is there a justification and description for the research design? Seventy-six percent of the studies (i.e., 35 papers) scored zero answering this question, and 15.3% of the studies (i.e., seven papers) scored 0.5, which means these studies explained the research design to some extent. Only 8.7% of the studies (i.e., four papers) provided a full justification and description of the research design. Q5: Is there a clear statement of findings and has sufficient data been presented to support them? Although 6.5% of the studies (i.e., 3 papers) do not clearly explain findings and include supporting data, 30.5% of the studies (i.e., 14 papers) explain findings to some extent and 63% of the studies (i.e., 29 papers) entirely state their findings and offer adequate data to support them. 4 S10, S18, S27, S36 Architecture design (ADs) 20 S4, S8, S10, S12, S16, S19, S20, S25, S27, S29, S32, S34, S35, S36, S37, S38, S39, S41, S44, S46 Architecture recovery (AR) 0 None Architecture documentation and description (ADp) 0 None
Architecture impact analysis (AIA) 1 S37 Implementation and integration (II) 19 S3, S7, S11, S13, S14, S17, S19, S22, S25, S26, S28, S29, S31, S40, S42, S43, S44, S45, S46 Requirements (R) 3 S6, S7, S13 Testing (T) 0 None Maintenance (M) 5 S5, S13, S15, S21, S42 Table 12 Sets of development activities addressed in assessed studies.
Activities Number of papers (percentage) Study identifiers
Implementation and integration (II), requirements (R) 2 (4.3%) S7, S13 Architecture design (AD), architecture implementation (AI) 3 (6.5%) S10, S27, S36 Architecture design (AD), architecture analysis (AA), architecture impact analysis (AIA) 1 (2.2%) S37 Architecture analysis (AA), architecture design (AD) 1 (2.2%) S39 Implementation and integration (AI), maintenance (M) 2 (4.3%) S14, S42 Implementation and integration (II), Architecture design (AD) 5 (10.9%) S19, S25, S29, S44, S46
Q6: Did the researcher critically examine their own role, potential bias and influence during the formulation of research questions and evaluation? In most of the studies (i.e., 36 papers) researchers do not examine their own role and their possible influence during the formulation of research questions and evaluation. In 19.5% of the studies (i.e., 9 papers) researchers do pay attention to this issue, but their main concern is their role and potential influence on the evaluation and not the formulation of the research questions; only one of 46 papers fully addressed this issue. Q7: Do the authors discuss the credibility and limitations of their findings explicitly? Twenty-four percent of the studies (i.e., 11 papers) do not discuss the credibility and limitations of their findings at all; 52% of the studies (i.e., 24 papers) discuss credibility and limitations of the findings to some extent, and the remaining studies (24%) discuss this issue explicitly. However, the studies that explicitly discuss credibility and limitations usually focus the limitations rather than credibility of their findings.
The only remaining question which needs to be analyzed is Q4. Since the answer to this question also includes a ''Not applicable'' option, we analyze this question separately: Q4: Does the study provide description and justification of the data analysis approaches? This question referred to the existence of a discussion of the data analysis (as we would expect from an empirical paper), rather than to the existence of data as presented in a study. This means, even though we previously showed that some papers present experiments and case studies, data analysis might only be weakly discussed in these papers. Ninety-one percent of the approaches (i.e., 42 papers) do not include any data analysis; thus, we do not assign them any score but marked them as not applicable (N/A). Five percent of the studies (i.e., 2 papers) include data analysis approaches, but do not fully describe and justify the approaches, and 4.3% of the studies (i.e., 2 papers) completely describe and justify their offered data analysis approaches.
Evidence level
The third factor we used to check the credibility of the studies was evidence level which is described in Section 2.7. Table 19 relates evidence levels to papers; all the evidence levels, numbers of papers assigned to each evidence levels and their identifiers are listed.
Twenty-six papers (56.5%) obtained their evidence from demonstration or working toy examples (evidence level 2). We studied identified toy examples to see whether we can find any particular reoccurring example used in more than one study. However, we could not find such example. As can be seen in Table 19 few studies use expert opinions or observations, and industrial studies.
Evaluation approach
The last factor we used to check the validity of the studies was whether the studies have provided an evaluation of their proposed variability approaches. Therefore, we mapped all evaluation methods (as presented in Table 5 ), to papers, in Table 20 . Table 20 presents all evaluation approaches, the number of papers used each of these approaches, and their identifiers. Since some studies used more than one evaluation approach, we also listed all those sets of approaches used by these studies. Those studies (i.e., nine papers) which did not include any evaluation are listed in the last row labeled as ''None''. Field experiments and laboratory experiments with human subjects were not use by any study.
From Table 20 we conclude that 80.3% of the studies (i.e., 37 papers) use one or more evaluation approaches to evaluate the credibility of their proposed methods. Thirty-three of these 37 papers only use one evaluation approach and four papers use two approaches (S7, S5, S28 and S42). Among those papers that use one evaluation approach, simulation is the most used. Nine studies (19.7%) do not use any type of the evaluation approaches.
Summary to answer RQ4
Although most studies provide the reason for being conducted and also an adequate description of the context, not many studies critically examine the role of researchers and their potential influence on the study. In addition, only a few papers present a justification and description for their research designs, and perform a rigorous data analysis. However, most of the studies (i.e., 80.3%) tend to use one or several evaluation approaches to evaluate the credibility of their method. By comparing quality scores and citation counts assigned to each study, we found that the majority of studies with citation counts over 10 got a quality score over 3.5. Although this means that studies with higher citation counts are often more valuable, it does not work the other way around, as we can find studies with high quality scores and no citation counts (such as S4). We also conclude that since most studies use toy examples (weakest evidence level), the majority of the studies fail to provide trustworthy evidence to adopt their proposed variability methods. We also examined if studies with a high citation counts (higher that 20) and high quality scores (higher or equal to 3.5) used strong evidence levels. Therefore, we compared data from Tables 16 and 21 to data of Table 19 and found that only three studies (S5, S42, and S43) used convincing evidence (evidence from academic studies) for their methods. Finally, we compared data from Tables 19 and 20 to see whether there is a connection between the evaluation approaches used and evidence levels provided by the studies. This could help us to define if methods Table 13 Nature of proposed solutions and papers.
Nature of solution Number of papers Study identifiers
Natural language (NL) 5 S1, S11, S16, S33, S45 Formal techniques based on mathematics (FM) 13 S3, S5, S9, S13, S14, S17, S19, S22, S26, S28, S31, S40, S42 Variability as part of a technique that models services of the system (SV) 1 S2 Variability as part of a technique that models the architecture of the system (AR) 6 S8, S12, S27, S32, S34 Ontology based techniques (ON) 1 S29 Domain-specific language (DS) 1 S6 with higher evidence levels have been evaluated by using specific evaluation approaches. However, we could not associate any particular evaluation approach to the studies with higher evidence levels.
RQ5: Are methods only applicable to variability of design-time or run-time quality attributes?
To answer this research question we can use the analyses from previous sections (i.e., based on F11, F12, and F13) as follows: When we analyzed runtime quality attributes in Section 3.2, we already saw that studies address only performance, availability, reliability, and security. When considering the S-Cube quality model [26] , we notice that although more than 60 QAs in the context of service-based systems exist, only few studies take some of these QAs into account. In Section 3.2, we also saw that only 19 studies address design time quality attributes, and the only design-time QA which is addressed is cost. This leads us to conclude that design time quality attributes are almost non-existent when it comes to handling variability.
Summary to answer RQ5
Our results indicates that although many different QAs exist in the domain of service-based systems, current methods can be used to handle variability of a limited number of run-time QAs (e.g., performance, availability, reliability, etc.). From another angle, we can conclude that the main concern of current studies are run-time QAs, and design-time QAs are not the main focus of methods for handling variability. Cost is the only design-time QA which is addressed by certain methods.
RQ6: Is there support for practitioners concerning how to use current methods?
To answer this question we analyzed the data of F14 (tool support), and F17 (research/practice/both) from the data extraction form. Table 21 indicates how many of our assessed studies include pure research work, practical work, or both, by relating the number of papers and their identifiers to ''Research'', ''Practice'', or ''Both'' categories. By practical work we mean implementation of the proposed method in an industrial setting, or an industrial context in which the study was conducted.
There is no study that presents pure practical work, and only four studies include both research and practice. Most of the studies only include research; this indicates that researchers have been focusing on the academic and theoretical aspects, and not much effort has been put on the implementation and use of proposed methods. Table 22 lists all studies which provided tool support. Overall, 34.8% of the studies have tool support and the rest of the studies do not provide any tool support, neither for implementation of the method nor for evaluation.
Although all studies in Table 22 have tool support, there are some differences among them. First, unlike most of the studies (e.g., S21 and S24) that specify the supporting tool, some studies (such as S27 and S39) do not elaborate on the tool. These studies (S27 and S39) just mention that visualization, modeling and simulation software, and statistical analysis systems could be used while implementing the methods. Second, studies like S10 and S18 have developed the tools to support their proposed methods, but most of the other studies, such as S40 and S8 use tools and software which are already available. The last difference is related to the tools themselves. Each tool has been used for a particular purpose. To give an example, in S42 and S44, tools are used to implement certain parts of the system, in S41 the tool is used to measure the performance of the system, and in S7 the tool is used to administrate and monitor the implemented system. By comparing Tables  21 and 22 we can see that three out of four studies that include both research and practice (S6, S10, and S27), also provide tool support, and only one (S16) does not offer tool support.
Summary to answer RQ6
The fact that only two of our reviewed studies include practical work shows that current research fails to provide enough evidence for practitioners to adopt their methods. Practitioners value the studies which provide real life implementations of proposed methods. This would allow practitioners to recognize if the proposed methods are relevant and applicable to their environment. Also our results indicate that a limited number of studies provide tool support for their proposed methods. Thus, we conclude that there is a lack of support for practitioners. Also, this could mean that concerns of practitioners are not taken into consideration sufficiently.
Discussion of results
In the following we provide a summary of the main findings, limitations to the review, and threats to validity.
Main findings
Focus on certain quality attributes
Results indicate that the main concern of current approaches is to fulfill runtime QAs, and the main focus of the reviewed studies lies on certain types of quality attributes, especially on performance. Design-time QAs are almost neglected, and cost is the only design-time QA which is addressed by less than half of our selected studies (i.e., 19 papers). Furthermore, several studies use reliability and availability terms interchangeably and it is difficult to distinguish them from each other if no clear definition is presented. Although several types of relevant quality attributes are key drivers in the domain of service-oriented computing, most variability methods emphasize performance, availability, and reliability. Quality models that contain an extensive list of QAs, such as the S-Cube quality model, which targets quality attributes for service-based systems, are not covered by current approaches for variability in quality attributes of service-based systems.
Impact of product line engineering
Based on the fact that the product line domain is the domain that focuses on variability, and feature modeling is one of the well-known used methods in product line engineering [3] , we were expecting to find some studies which use feature modeling in their proposed solutions. However, none of the studies uses feature modeling. Instead, most studies use formal techniques. This is an indicator that product line engineering and related paradigms have only little impact on variability in quality attributes of service-based systems. This is different to managing variability in product lines, where most approaches to manage variability are based on feature modeling and use UML or its extensions [43] . On the other hand, Chen et al. found that formal techniques are only rarely used to manage variability in product lines. This might be because variability in product line engineering focuses on the functional requirements and variability in terms of features, assets and decisions, instead of non-functional requirements, as shown in a recent systematic literature review [2] . Therefore, popular methods used in the product line domain (such as feature modeling) might be of no help for variability in quality attributes of servicebased systems.
Poor evidence of proposed methods
Similar to results of Chen and Babar [53] , most studies that do provide evidence for their offered methods, get their evidence from demonstrating toy examples, which is the weakest evidence level in our hierarchy of evidence levels. Chen and Babar also noticed that only little experimental or elaborated comparative analysis is available to show the relative advantages and disadvantages of different variability management approaches in software product lines. Our study shows that this also applies with regard to variability in QA's of service-based systems. Although toy examples help illustrate the methods, the lack of industrial evidence is an indication that the method has not been adopted by any industrial organizations yet, therefore, it is hard to build evidence-based guidance for practitioners to select approaches for specific context.
Implications for practitioners and researchers
We list general limitations of proposed studies in Table 28 in Appendix A. However, to discuss the implications for researchers and practitioners, we evaluate the relevance of proposed methods to handle variability in QAs of service-based systems. For evaluating relevance, we adopted the model presented by Ivarsson and Gorschek [54] . According to this model, relevance refers to the potential impact that the research has on both academia and industry. To evaluate the relevance of existing work, Ivarsson and Gorschek address two different issues:
First, the realism of the environment in which studies are conducted. To evaluate the realism, three aspects are considered: (1) subjects involved in a study and which should be representatives of the intended users of a proposed approach, (2) the scale at which a study is conducted, and (3) the context in which a study is performed. The first aspect is not applicable in our case as not all studies involve subjects. Furthermore, we merged the second and third aspect, i.e. scale and context to one factor, since they are somehow overlapping as we are using the same data to address them. 
Table 17
Papers with citation counts excluding self-citations.
Citation counts
Number of papers
Study identifiers 0 12 S4, S7, S8, S9, S11, S13, S17, S22, S27, S28, S40, S45 1 6 S2, S12, S21, S25, S26, S41 2 4 S1, S15, S30, S36 3 6 S14, S20, S24, S31, S33, S34 4 5 S3, S10, S38, S44, S46  5  1  S32  6  1  S29  7  1  S23  8  1  S37  1  1  S 6  19  1  S18  20  1  S39  22  1  S16  29  1  S5  41  1  S19  48  1  S35  58  1  S42  63 1 S43 Table 18 Number of papers assigned to each score per question. Second, the research method used to produce the results influence the relevance of the evaluation.
Therefore, we only use two aspects to evaluate the relevance of reviewed works: scale/context, and research methods. To use Ivarsson and Gorschek's model for evaluating relevance, we mapped evidence level and evaluation level from the data extraction form (see Table 2 ) to scale/context, and research methods aspects, respectively. We assigned 0 and 1 scores to the evidence levels (see Section 2.7) and evaluation approaches (Table 5) in Table 23 .
The relevance score for a study was determined by summing up the scores for context/scale and research method. Thus, the maximum value for relevance was 2.
To further explore implications for practitioners and researchers, we studied rigor of current research, based on Ivarsson and Gorschek [54] . Rigor refers to both how an evaluation is performed and how it is reported. If a study is poorly described, neither reviewers nor researchers can evaluate the rigor of the evaluation. In their model, Ivarsson and Gorschek consider three aspects to score rigor: the extent to which context, study design and validity are described. We mapped our related quality criteria to their proposed factors as following: ''Q2: Is there an adequate description of the context in which the research was carried out? '' was mapped to the ''Context'' aspect, ''Q3: Is there a justification and description for the research design?'' was mapped to ''Study design'', and ''Q6: Did the authors critically examine their own role, potential bias and influence during the formulation of research questions and evaluation? '' was mapped to ''Validity''. We used a similar numerical scoring system as introduced in Section 2.6 to calculate the rigor value. Quality assessment questions were answered by assigning a numerical value (1 = ''Strong'', 0 = ''Weak'', and 0.5 = ''Medium''). Then the rigor score was given to each study by summing up the scores for all the questions (i.e., Rigor = Q2 (context) + Q3 (Study design) + Q6 (Validity)). The maximum value for rigor was 3. The scores to each quality assessment questions are presented in Table 18 . By summing up scores assigned to Q2, Q3, and Q6 provided in Table 18 , and based on the scheme presented in Table 23 , we obtained rigor and relevance values for each of the reviewed studies. Table 29 listed in Appendix A shows papers according to their rigor and relevance. These scores are represented in a bubble chart in Fig. 5 . The size of bubbles shows the number of papers. Fig. 5 shows that majority of the papers (i.e., 37 papers) are located in the lower part of the chart. This means that the majority of papers lack relevance. Also, three papers scored zero and 10 papers scored 0.5 for rigor, which means that these papers are poorly presented and are difficult to comprehend by researchers and practitioners and no strong evaluation is provided to indicate the relevance of the proposed methods. These papers do not present industrial evidence, real life experiments, and casual studies; therefore, it is difficult for practitioners to investigate the relevance and usefulness of proposed methods regarding to their own environments and industrial situations. Fourteen papers gained a score of 1 for rigor and 0 for relevance. This set of papers still lacks strong evaluation approaches, however, the context of these studies are described adequately and are easier to understand by researchers and practitioners. Generally, Fig. 5 indicates that there is substantial space for improvement of both rigor and relevance in this study domain. Fig. 6 shows how rigor and relevance of studies have changed over period of 2000-2011. To get a better insight into rigor and relevance averages fluctuations over time, we performed regression analysis for each of the two data sets (i.e., rigor and relevance average values) in Fig. 6 . A regression line or a trend line is a graphical representation of trends in data sets which assists to interpret the behavior of data over a specific period of time.
The rigor average graph which is located in the upper section of Table 19 Papers assigned to evidence levels.
Evidence levels
Number of papers Study identifiers 1 (No evidence) 10 S3, S13, S17, S21, S25, S28, S30, S33, S34, S41, 2 (Demonstrations, toy example) 26 S1, S2, S6, S8, S9, S10, S11, S12, S14, S16, S18, S19, S20, S22, S23, S26, S31, S32, S35, S36, S37, S39, S40, S44, S45, rigor average data set, we can see that the rigor average of published papers per years has decreased over time. For the relevance average graph, which is located on the lower section of In the following we briefly discuss the common characteristics of studies with lowest rigor and relevance, and review methods proposed in studies with the highest rigor and relevance evaluations. Table 30 in the Appendix A lists papers with lowest rigor and relevance evaluations, QAs and development activities addressed by each of them, nature of solution of proposed methods, tool support, and evidence levels. Six papers (i.e., S11, S22, S20, S25, S28, and S37) deal with variability of QAs as a part of service discovery mechanisms and web service composition frameworks. Three papers (i.e., S1, S2, and S45) address QoS issue by proposing architectural solutions for system design. The most common solution types used by these papers are natural language (NL) and formal techniques based on mathematics (FM). Eight of these papers use toy examples, and one paper refers to academic studies as evidence for their proposed methods. Both of these evidence levels are considered to be weak according to our classification presented in section 2.7, and finally, four papers do not present any type of evidence to support their methods.
S24 with rigor and relevance (2.5, 1) presents a simulation based approach to develop a general SOA simulation framework. The proposed methodology includes a tool to generate a simulator based on the Web Services Description Language. In S7, with rigor and relevance (1.5, 1), Sui et al. introduce a dependable service-oriented middleware which supports QoS monitoring, configuration and runtime management functionalities to meet users' QoS requests. In their methodology the QoS of the composite service is promised by fulfilling the expected QoS for each of the atomic services with adaptive service scheduling mechanisms. In S16, with rigor and relevance (1.5, 1), Garcia and Toldedo propose a web service architecture to support QoS management for web services. Their architecture includes brokers to assist service selection based on users' expected functional and non-functional requirements. In S19, with rigor and relevance (1, 1), Cardellini et al. present a broker architecture which offers a composite service model with multiple QoS classes to different users to manage all the incoming flows of user requests. S38 addresses the issue of SOA adaptation, non-functional requirements management, and policy reconciliation between service providers and service requesters. In this work, Padmanabhuni et al. propose a constraint satisfaction based framework to represent, model and deal with policy based non-functional requirements in adaptive web services. In Table 31 (Appendix A), we list these studies, QAs and development activities addressed by each of them, nature of solution of proposed methods, tool support, and evidence levels.
From Table 31 (Appendix A) we can see that the most common development activity discussed in studies with high rigor and relevance is architecture design. Moreover, S16 and S19 introduce different broker architectures to handle QoS issue in their approaches. This indicates that in most of the papers with high rigor and relevance considering architectural aspects of the service based systems is a part of proposed methods.
Out of the five studies with highest relevance and rigor (i.e., S7, S16, S19, S24, and S38) only S38 obtained evidence from industry. The rest of the papers use weak evidence levels (e.g., toy examples) which does not help practitioners to evaluate the maturity and relevance of the proposed method. In addition, formal techniques based on mathematics (FM) are the most common solution types used by these studies (i.e., S7, S19, and S38). Although formal techniques help to build a mathematically rigorous model of complex systems and increase the reliability of system designs, they are more difficult to learn [55] . Therefore, great effort might be required to comprehend formal techniques, and transform the mathematically presented methods into methods which can be used by practitioners. Also, only S7 and S24 present tool supports for their proposed methods. All the aforementioned issues are obstacles for practitioners interested in adopting proposed methods.
Conceptual adaptation model
Adaptation can be described as a process to modify a servicebased system in order to satisfy new requirements and to adjust to changes in the environment [54] . To further analyze our results, we adopted the generic conceptual adaptation model introduced Table 20 Papers assigned to evaluation approaches.
Evaluation approach
Number of papers Study identifiers Discussion (DC) 4 S1, S2, S6, S8 Rigorous analysis (RA) 2 S3, S19 Simulation (SI) 9 S4, S11, S14, S18, S23, S26, S31, S32, S35 Example application (EA) 6 S9, S13, S20, S34, S44, S45 Laboratory experiment with human subjects (LH) 8 S10, S15, S22, S29, S33, S41, S43, S46 Experience (EP) 2 S16, S24 Case study (CS) 2 S17, S21 Case study, simulation (CS, SI) 1 S7 Laboratory experiment with software subjects, discussion (LH, DC) 1 S5 Laboratory experiment with software subjects, rigorous analysis (LH, RA) 1 S28 Rigorous analysis, example application (RA, EA) 1 S42 None 9 S12, S25, S27, S30, S36, S37, S38, S39, S40 Table 21 Papers assigned to research/practice/both.
Number of papers Study identifiers
Research 42 S1, S2, S3, S4, S6, S7, S8, S9, S11, S12, S13, S14, S15, S17, S18, S19, S20, S21, S22, S23, S24, S25, S26, S28, S29, S30, S31, S32, S33, S34, S35, S36, S37, S38, S39, S40, S41, S42, S43, S44, S45, S46 Practice 0 -Both 4 S5, S10, S16, S27
by Kazhamiakin et al. and mapped certain data fields (i.e., F12, F13, F14, and F15) of Table 2 to their model [54] of Fig. 7 .
In this model, adaptation actors are mapped to F15 (i.e., development activities) as several system users may deal with these activities during the adaptation process. By investigating the mapped development activities, we find the most and least addressed actors. Based on Table 11 the activities of adaptation initiator and adaptation designer actors are addressed by 24 and 23 papers respectively, which makes them the most addressed actors. Activities of adaptation requestor and adaptation executor actors are addressed by four papers which makes them the least addressed actors by the reviewed papers. Adaptation strategies are the methods through which the adaptation requirements are fulfilled. Adaptation requirements are the service-based system model characteristics which are subject to variation (e.g., functionality of the system). Adaptation mechanisms may include tools, which could be mapped to F10 (i.e., nature of solution), and F14 (i.e., tool support) of our data extraction form in Table 2 , and is used for performing adaptation actions (i.e., realization mechanisms) and tools for decision making (e.g., selecting an appropriate adaptation strategy among various alternatives) regarding adaption process (i.e., decision mechanisms). Adaptation subjects are different features and elements of service-based system, which could be mapped to F12 (i.e., runtime QAs), and F13 (i.e., design time QAs) of our data extraction form in Table 2 , and might be modified during the adaptation process [54] .
Research direction for future work
Since only a few of the quality attributes introduced in S-cube reference model are addressed in current studies, our first suggestion for researchers is to develop a better and more applicable quality attribute reference model for the service-based domain. Second, we suggest that researchers focus on enhancing the robustness of their methods instead of inventing new methods to handle variability. For instance, they may try to implement their methods in industrial environments to evaluate their method practically. This also provides guidelines for practitioners, and motivates them to start using the methods. Furthermore, we see a need for more empirical studies.
Limitations of the review and threats to validity
Inaccuracy and bias in selected papers for review
During the automatic search, our main goal was to ensure the completeness of selected papers. As mentioned before, we manually searched a limited number of venues and determined a ''quasi-gold'' standard as proposed in [38] . This helped us to make sure that the search string for the automatic search resulted in all the relevant papers. In the next phase, when we tried to exclude irrelevant papers, we wanted to reduce researcher's bias affecting the process of paper selection. Therefore, to mitigate this problem, a second researcher was checking excluded and included papers at each iteration of paper filtering.
Inaccuracy and bias in data extraction
As with any systematic review, one of the main limitations of our review is inaccuracy in data extraction. We had some difficulties to extract relevant information from our selected papers. For instance, several papers do not explicitly mention in which domain, the proposed methods can be used; several papers do not explicitly refer to any specific type of development activity in their methods, and some of the studies do not provide clear definitions for each of the quality attributes they considered in their methods. In situations like these, interpretation of information was needed. Therefore, the researcher's bias could affect the final extracted data. To mitigate this problem, in the case of domains, we tried to assign the papers to generic domains, while in the case of development activities we did not assign any activity to any method unless we were sure the paper was addressing the activity. One problem we encountered while analyzing quality attributes was the absence of definitions or poor definitions for quality attributes. We tried to check the meaning of the quality attributes in their context for each of the studies, but in some cases, studies do not provide a clear, or any definition for their discussed quality attributes. For instance, certain studies do not clearly define the meaning of availability and reliability, and because many researchers use these two terms interchangeably, or count them as one concept, we could not realize to which one of them they were actually referring. The same issues occurred when answering quality criteria questions, and assigning quality scores to the papers. Since it was a very subjective matter to decide which quality score best suits each of the studies, the final score assigned to each paper can be inaccurate. Generally, to mitigate the inaccuracy of data extraction and quality scores, the researchers conducted discussions.
Deviations from the procedures for systematic reviews
Although we were determined to use the guidelines provided in [10] to perform our systematic review, we had deviations from their procedures. For instance, in our research a single researcher extracted the data rather than a group of researchers. Although this practice has been suggested in [14] , this means that some of the data that we collected may be erroneous. Furthermore, we did not completely follow the guidelines of Kitchenham to use population, intervention, and outcomes to construct our search string. This is because using population, intervention, etc. only apply to empirical studies. We also found several published systematic reviews, such as [53, 45, 56] , in requirement engineering and product line domains which do not use this method to create their search string.
Evaluation of review
Kitchenham et al. proposed four quality questions for systematic reviews [13] :
1. Are inclusion and exclusion criteria described and appropriate?
Our review meets this criterion as we explicitly defined and explained inclusion and exclusion criteria.
Is the literature search likely to have covered all relevant studies?
This criterion is met if either four or more digital libraries and additional search strategies are identified, or if all journals addressing the topic of interest are identified. We included more than four digital libraries in our search, so the criterion is met. 3. Did the reviewers assess the quality/validity of the included studies? We consider this criterion as met as we have explicitly defined quality criteria. We extracted quality criteria from each primary study. 4. Were the basic data/studies adequately described? We consider that this criterion is met as we used a detailed data collection form for each study. This data collection form was reviewed and piloted.
Conclusions
The goal of this paper is to systematically study variability of quality attributes in service-based systems. Our aim was assessing the quality of current research on variability in quality attributes of service-based systems, collecting evidence about current research that suggests implications for practice, and identifying open problems and areas for potential improvement. Our results suggest that design-time quality attributes are almost non-existent in current approaches available for practitioners, and product line engineering as the traditional discipline for variability management has almost no influence how we deal with variability in quality attributes of service-based systems. Also, variability at runtime in service-based systems is one if the main focuses of researchers in recent years.
Results of section four show that majority of papers do not present industrial evidence, real life experiments, and casual studies to support their proposed methods, thus, they fail to indicate the relevance of their proposed methods to the industrial environment. Furthermore, most of the researchers use formal techniques to present their methods. However, formal methods are difficult to learn and time consuming to apply in the real environment. Therefore, we suggest that researchers use more tangible and relatable evidence (e.g., experiments, casual case studies) to present their variability methods in the future. We also suggest using more comprehensible solution types, such as feature modeling, to help to reduce the effort needed to understand and apply the methods in the industrial levels.
Our results also show that the rigor of the papers has diminished remarkably over the past ten years. We suggest that researchers should be more meticulous about the reporting of their methods. This can be done by presenting adequate and perspicuous description of their method and the context, providing justification for the research design, and discussing the limitations, advantages, and disadvantages of their approaches. This will help both researchers and practitioners understand and evaluate the maturity of the methods and to decide if the method could be applied in specific environments.
Although Brereton et al. [7] stated that the selection of appropriate services need to be addressed, our results indicate that this issue has been fulfilled by most of the recent researches: Implementation and integration of services (which includes selection of services) are the most addressed development activities in proposed variability methods.
Our suggestion for performing systematic reviews in the future is to focus on variability of one specific quality attributes in service-based systems. Our systematic review showed that performance is the most addressed, and probably most important, quality attribute in this domain. Therefore, performing a review on handling variability of performance in service-based systems can provide useful information on how this QA is treated. Another option to investigate variability in quality attributes of servicebased systems can be performing industrial surveys and collecting data on how practitioners actually handle the issue of variability of quality attributes in service-based systems.
Table 25
Results of manual search used to form ''quasi-gold'' standard.
Authors
Title Venue Narendra, N., Ponnalagu, K. Table 28 Limitations of studies.
Study identifier
Limitations
S1
Applications built with this method should be resilient to changes in demand, and changes in types of supporting services and even organizational objectives S2 Maximum potential of the method is only achievable during runtime adaptation S3
Model includes four generic quality criteria to evaluate the QoS of web services, but it is possible to add new criteria S6
Developed with a special focus on QoS-aware service compositions; not targeted to solve large-scale multi-party workflows with several interactions S8 QoS composition problem is formulated based on quality levels, and therefore some analyses cannot be solved S13
Algorithm is more applicable to the service composition which has adequate web services to select and complex process structure S14
Only takes into account additive QoS parameters S15
Only the most important QoS properties (e.g., failure-rate) are considered. Also, fault tolerance middleware can only work on stateless web services S16 Extra cost S18 Cost; only takes into account fail-stop failure model; only manages composite services whose orchestration pattern matches with predefined patterns S20
Limited to domains that do not involve high loads or require rapid response times; only deals with ''internal'' contracts between roles within the organizational boundary S24
Only simple message types are supported; only useful for one-to-one simulation (where every operation in the web service has a corresponding object in the simulation) S29
Web service providers and requesters should use a set of prescribed tools S34
Limited number of workloads are considered by the control scheme; all control schemes have addressed individual web services; there is no general theory on how to combine multiple autonomic loops; limited accessibility to metrics S40 Service variant should possess the same set of ''minimum required'' inputs and outputs as the original service; service variant should retain the ''integrity'' of the original service S42
For QoS variability further analyses are needed to assess whether the proposed binding/re-binding approach is robust enough under different network and server configurations; limited analyses of risks concerned with the increase of QoS variability for individual services 
Table 29
List of papers and their rigor and relevance.
(Rigor, Relevance) Number of papers Study identifiers (0, 0) 3 S1, S15, S25 (0.5, 0) 10 S2, S9, S11, S20, S22, S28, S33, S34, S37, S45 (1, 0) 14 S5, S8, S10, S12, S13, S14, S23, S26, S36, S30, S31, S39, S40, S44 (2, 0) 3 S6, S32, S43 (1.5, 1) 2 S7, S16 (0.5, 1) 3 S3, S17, S27 (1.5, 0) 6 S4, S18, S29, S35, S41, S46 (1, 1) 2 S19, S38, (0, 1) 1 S21 (2.5, 1) 1 S24 (2.5, 0) 1 S42 Table 30 Papers with lowest rigor and relevance evaluations. 
