Abstract: Atmospheric nucleation is a process of phase transformation, which serves a significant role in many atmospheric and technological processes. To simulate atmospheric nucleation activities, certain molecular models with three-dimensional (3D) structures are generated. Analyzing these 3D molecular models can help promote understanding of nucleation processes. Unfortunately, the ability to understand atmospheric nucleation processes is greatly restricted due to lack of efficient visual data exploration tools. In this paper, we present a data visualization solution to visualize and classify 3D molecular crystals. We developed a novel algorithm for calculating similarity between the 3D molecular crystals, and further improved the overall system performance with GPU acceleration.
Introduction
Atmospheric nucleation is the process of phase transformation observed in natural phenomenon. During nucleation, a large amount of distinct molecular crystals, mainly composed of water molecules and hexanol molecules, is created. The formation of atmospheric aerosols has a critical influence on climate change and our health, and is most likely dominated by the homogenous nucleation of water in the presence of multiple initiating trace species such as sulfuric acid, ammonia, and other volatile organic compounds. There-fore, understanding the atmospheric nucleation [11, 12] process could assist chemists in researching atmospheric nucleation to reduce this influence in our lives.
The understanding of atmospheric nucleation has been restricted by the absence of efficient data visualization and analysis solutions. One of the most challenging problems in the field is to evaluate the similarity between molecular configurations and search for patterns. Although there are numerous 3D molecule similarity calculation algorithms [13] [14] [15] [16] , such as the clique-detection algorithm [17] , the point matching algorithm, etc., it remains a challenge to apply these algorithms to compute the similarity between the molecular configurations.
The 3D molecular models studied in our research are distinct from the aforementioned models in both chemical properties and molecular structures. Traditional algorithms mainly focus on single molecules such as protein, amino acid, and pharmacophore, rather than molecular crystals. Our molecular crystals hold a distinctive feature, that is, although they may contain a different number of molecules and various structures, they still have similar chemical properties. In this paper, based on the characteristics of the molecular crystals, we propose a new similarity calculation algorithm that could support effective visualization and analysis of 3D molecular models generated from atmospheric nucleation simulations.
Prior to implementing the similarity calculation algorithm, it is important that we visualize atmospheric nucleation datasets that usually contain the information of various atoms in molecule models. However, for a big dataset, it is impossible to display all of the molecular crystals in one window. Moreover, most of the molecular crystals studied in our research possess similar chemical properties because they have the same molecular components as those of the water molecules and hexanol molecules. Thus, what we really need to do is represent the relationship between these molecular crystals. To achieve these goals, a 2D color map and a hypertree representation are implemented to provide visual analytics support.
In order to reduce the complexity during the similarity calculation, the molecule representations are simplified. That is, each molecular crystal is represented as a set of points inside a 3D model. As shown in Figure 1 , each water molecule is represented as a red point and each hexanol molecule is represented as a blue point. As observed in our experiments, there is a great delay for the dataset to be loaded into the memory. In order to resolve this issue, we adopted CUDA-based GPU acceleration and were able to achieve great speedup.
Related Works
Kreylos et al. [2] proposed an interactive visualization and modeling solution to create protein structures from scratch. They implemented protein structure visualization and interactive manipulation on the basis of inverse kinematics. Nellas et al. [3] demonstrated a more complicated nucleation mechanism in which critical nuclei with distinct compositions are present even for a given vapor-phase composition. Their research helped us better understand the 3D molecule structures.
Helmich and Sierka [4] presented an algorithm for similarity recognition of molecules and molecular clusters. They implemented the algorithms by superimposing a set of molecules, finding out the optimum atomic matches with the Hungarian algorithm, and applying a rotational superposition. From their work, we built up the basic knowledge on point matching and rotational superposition. Moreover, we applied some basic concepts from their research to our algorithm implementation.
Sukekawa and Nakayama [5] proposed a new approach of molecular similarity analysis for 3D quantitative structure-activity relationship (3D-QSAR) of neonicotinoid insecticides. In their research, the similarity indices of 12 neonicotinoids containing various structures were calculated for each pair of molecules, and the similarity matrix of the indices was created.
We also generated the similarity matrix to calculate the similarity by referring to their similarity calculation approach. Liu et al. [6] developed SHApeFeaTure Similarity (SHAFTS) for 3D molecular similarity calculation and ligandbased virtual screening.
They adopted a hybrid similarity metric combined with molecular shape and colored chemistry groups, which was annotated by pharmacophore features for the 3D molecular similarity calculation and ranking. Their research inspired us to utilize a hybrid similarity metric.
Good and Richards [7] mainly presented the 3D descriptors and their application in explicit molecular similarity. We learned various approaches for 3D molecular model similarity calculation through their research, especially from molecular similarity evaluations based on atom distribution. We also used the point distribution to calculate the similarity. Eckert and Bajorath [8] provided insights into critical aspects of molecular similarity and reviewed some of the novel methodological developments, including methods that add activity class-specific training to similarity searching.
Their paper provides an introduction for molecular similarity calculation to promote our understanding for molecular similarity calculation from low-dimensional to high-dimensional. We found the idea of virtual screening-used mapping algorithms particularly useful. Yan et al. [1] presented a programming interface called Java Compute Unified Device Architecture (JCUDA), which can be employed by Java programmers to invoke CUDA kernels. We used JCUDA in our system implementation.
Data Visualization
In this research, two types of data files are involved, a free energy height [21] data file and an atomic space structure data file, which are produced by particle-based nucleation simulation. The free energy height data file defines the nucleation free energy surface, as shown in Table 1 , which consists of three columns: the number of water molecules, the number of hexanol molecules, and the corresponding nucleation free energy. The atomic space structure data file represents all the different configurations, as well as various combinations of water molecules and hexanol molecules, along with the atomic positions in 3D space data. Due to its large size, we needed to preprocess the file before we could visualize and analysis it.
Color Map
The task of expressing the molecules and the relationships between the number of molecules and their corresponding values is fairly non-trivial, particularly in expressing the relationship between the energy height data and the atomic space structure data. To solve these issues, we used a 2D color map to enhance the representation of the energy height data. The color map represents a 2D energy distribution plane, on which the X axis represents the number of water molecules and the Y axis represents the number of hexanol molecules. In addition, the color map encodes the nucleation free energy values for all possible pairs of the number of water molecules and the number of hexanol molecules.
The energy height value is extracted from the energy height data file and then converted into a 2D color map. 
Fig. 2 Our System Interface
Each pixel on the color map (left image in Figure 2 ) corresponds to a specific line in the free energy height data file (Table 1 ) and multiple configurations in the aggregate structure data file (Table 2) . Once the user picks a pixel on the color map, the corresponding pair of the number of water molecules and the number of the hexanol molecules is used to locate the matching configurations in the atomic space structure data file. The matching configuration data is then extracted to construct 3D models, with each representing a 3D molecular crystal.
Atomic Space Structure Data Extraction
The atomic space structure data can be considerably large. As mentioned previously, for each pair of the number of water molecules and the number of hexanol molecules, the structure information of corresponding 3D molecular crystals needs to be extracted from the atomic space structure data file. In our experiments, we observed a large delay due to the lengthy computation time. Therefore, it is essential to preprocess the data file in order to shorten the response time and improve the overall system performance. This leads to the implementation of the acquisition algorithm for the atomic space structure data. When the system is launched and the atomic space structure data file is loaded for the first time, the data file is parsed and split into a number of individual data files. During this process, the atomic space structure data models are classified, and the molecular configurations with the same number of hexanol and water molecules are stored individually in one file.
After that, when a user request is sent by picking a pixel on the color map, the data files containing the information of corresponding configurations will be identified and sent to the visualization pipeline.
In this way, the free energy height data and the aggregate structure data are presented in the form of a 2D image and a set of 3D molecule structure graphs, as shown in Figure 2 . To further analyze the similarity of configurations with the same number of water and hexanol molecules, we proceed with the 3D molecule structure similarity calculation.
Carbon Chain Rotation
In order to enhance the visual representation for the 3D molecular model, a carbon chain rotation function is introduced. With the assistance of the coordinate axes, the relative position relationship between any two atoms is able to be observed more clearly as shown in Figure  3 .
The carbon atoms that are close enough are connected through a carbon chain. The carbon chain can be simulated through a rotated and translated cylinder. Spheres with the same radius can fill up the gap between cylinders. The center of the cylinder is originally located at O, the origin of the three-dimensional coordinate system. Given adjacent carbon atoms A(x 1 , y 1 , z 1 ) and B(x 2 , y 2 , z 2 ), the center of the cylinder or carbon chain connecting them should be translated to the position
By default, the cylinder representing the carbon chain is parallel to the Y-axis of the three-dimensional coordinate system. We need to apply a rotation transformation from Y-axis to OA direction, as shown in Figure 4 , where OA, α 1 and α 2 satisfy the following relationship:
Similarity Calculations
Similarity calculation for the 3D molecular models studied in our research cannot be achieved through traditional algorithms, such as clique-detection algorithms, point matching, and 3D descriptors calculation. Therefore, designing and implementing a new algorithm to tackle this issue has critical and practical implications.
Transformation Algorithm
Suppose we need to compare two models, M and M . They both have two degrees of freedom: rotational and translational. Before the comparison, each model needs to be transformed to a view that can facilitate process. Our algorithm consists of the following steps: 1. Compute the centroids of the two models, denoted as O and O , which are also the origins of the two models. The new coordinates of all the points in the two models are recalculated ( Figure 5(a) ). 2. Calculate the distances between the centroids and every point in the corresponding models, denoted as 
Find two points, P 1 and P 1 , with minimum distance difference Sim side1 = min 1≤i,j≤n|d| |d i − d j |. Afterwards, rotate M so that OP 1 is coincident with O P 1 . 3. Similar to the second step, calculate the distances of the rest of the points to P 1 and P 1 respectively in the two models, denoted as f i and f j (1 ≤ i, j ≤ n − 1). Then, find two points, P 2 and P 2 , with minimum distance difference Sim side2 = min 1≤i,j≤n (|f i −f j |+|d i −d j |). Rotate M so that the plane P 1 P 2 O coincident with the plane P 1 P 2 O ( Figure 5 (b) (c) ). 4. Map the points in M to the points in M conceptually, as shown in Figure 5 (d) , by conducting the following steps: (i) In M , take each point as the center of a sphere, and enlarge its radius until it reaches the first point in M . These two points form one pair of mapping. (ii) Remove these two points from M and M respectively. (iii) Repeat (i) and (ii) for the remaining points until all the points in M are mapped to the corresponding points in M .
Similarity Calculation
The similarity metric consists of two parts: the similarity between the triangles constructed in Step (3) and the distance between the corresponding points identified in Step (4).
The similarity between two triangles is defined as the summation of the similarity between the corresponding three sides of triangles, denoted as Sim M M side1 , Sim M M side2 and Sim M M side3 for model M and M :
where
is the distance between the n-2 pair of points in Step (4). The resulting SimM M is the value that defines the similarity between two models.
Normalization
It is imperative that the similarity value M M be normalized to [0, 1]. The reason for this is that the 3D molecular crystals have a distinct range of similarity values. The common data normalization can be done through:
where Sim M M represents the normalized similarity value, while Sim ij is the value that defines the similarity between the i th and j th models in a dataset.
Hypertree Network
The web-based visualization tool we developed [21] operates well, except for its inability to visually present similarity between molecule structures. The previous design merely displays molecule structures consecutively, rather than providing a global view, without which researchers cannot easily identify patterns in these molecular structures.
In this paper, we propose to use the hypertree network [9, 19, 20] , a generalization of ordinary undirected trees, to illustrate and manage the relationship between various 3D molecular crystals.
As shown in Figure 6 , we incorporate the hypertree network in our visualization tool.
In the hypertree network representation, each red node corresponds to a configuration in the atomic space structure data file. Each edge in a hypertree network is not simply a pair but a non-empty subset of nodes that are used to store similarity values between two different 3D molecular models. The numbers associated with the nodes are the similarity values. When one of these 3D molecular models in Figure 2 is picked, it will be denoted as a red node located in the central of the hypertree. Each of its adjacent red nodes represents a 3D molecular model, and the values show the relationships between the central red nodes and the adjacent red node.
Once one of these red nodes is clicked on, the corresponding 3D molecule structure will appear, allowing the user to further examine the data. The hypertree structure can change dynamically, adaptively following the user's variation of interest. Whenever a red node is double clicked, the selected node will be moved to the center of the display area and the similarity values are refreshed accordingly, as shown in Figure 6 . Further-more, different visualization representations can be switched back and forth to enhance user experience.
GPU Acceleration
When dealing with big datasets, calculations and comparisons can be quite intensive. For example, to process seven molecular models, 21 comparisons are required, as shown in Figure 7 . When dealing with 1,000 molecular models, the number of comparisons could reach 49,500 because
In order to speed up the execution of the algorithm, we adopted CUDA-based GPU acceleration in our system implementation. As described in the similarity calculation algorithm, the distances between the center of mass and atoms in the molecule need to be calculated. The computation cost increases with the number of atoms. Thereby, utilizing parallel computing could significantly decrease the computation cost.
In the second step of the algorithm, two thread blocks are needed to carry out the comparison between two molecules in parallel. Each thread calculates the distance between one atom and the center of mass.
Similarly, in the third step of the algorithm, two thread blocks are used to calculate f i and f j .
The fourth step of the algorithm requires mapping between atoms in two molecular models with a complexity of O(n 2 ). That is, we need to map the n-2 atoms in one model to the atoms in another model. Therefore, n-2 threads are utilized to calculate the distance between the atoms in two models. The results are stored in a 2D matrix.
Experiments and Results
For the evaluation of the algorithm, several experiments have been conducted using one PC with a 2.0 GHz AMD Turion (TM) 64 X2 Dual-Core processor, 3 GB RAM, and an Nvidia Quadro FX 570 graphics card. Seven 3D molecular crystals were generated, each of which contains forty-one molecules. As we mentioned previously, the visual representations of molecules are simplified into a group of points. In our implementation, the molecule information is retrieved and stored into the matrix (Table 3) , in preparation for model similarity calculation.
Similarity Matrix
The similarity values are calculated mainly through mapping the points and summing up the distances between these points. As described in Section 4, two of these points will be used to define a triangle, and the 
Triangle Construction
The most challenging tasks in the similarity calculation are to transform the molecular models and map the points in one molecular model to the points in another molecular model. Triangles are constructed to guide the model transformation. For this reason, the similarity calculation for triangles is extremely critical. The differences between the corresponding edges of the triangles are calculated to help determine the similarity values. In Table 3 , from V 11 to V 67 , there are 23 similarity values stored in the matrix. Table 4 and Table 5 show an example of the sorted list of these similarity values and their corresponding matrix entries. In this example, the similarity value V 23 is the smallest among all of the similarity values, which means the second molecular crystal and the third molecular crystal are the most similar pair. According to V 23 and V 12 , the first molecular crystal should also be very similar to the third molecular crystal, which is proven by the fact that V 13 value is the third smallest value among all of the similarity values.
Performance Analysis
From the experimental results, we observed that without GPU computing, in response to one user click, the data analysis and visualization process took around 4 minutes on a web server. After we adopted CUDAbased GPU acceleration, the process took about 18 seconds, resulting in a speedup of about 13 times.
In addition, without GPU acceleration, the application frequently crashed when calculating the similarity val-ues for a big atomic space structure data file. Specifically, when we pick the 3D molecular crystals with a large number of the water molecules and hexanol molecules, the application runs very slow in order to load the data into the web server and calculate the similarity values.
Conclusions and Future Work
In this paper, to enhance our ability to explore large scale nucleation simulation data, we present a novel similarity computation algorithm and incorporate a hypertree representation into our visualization tool. We significantly improve the overall system performance with CUDA-based GPU acceleration. Currently our algorithm only applies to atmospheric nucleation data.
In the future, we would like to extend the algorithm to other application fields that require similarity calculations. 
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