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A NOVEL OPTIMIZATION APPROACH TO FICTITIOUS DOMAIN
METHODS
DANIEL AGRESS AND PATRICK GUIDOTTI
Abstract. A new approach to the solution of boundary value problems within the so-called
fictitious domain methods philosophy is proposed which avoids well known shortcomings of other
fictitious domain methods, including the need to generate extensions of the data. The salient
feature of the novel method, which we refer to as SSEM (Smooth Selection Embedding Method),
is that it reduces the whole boundary value problem to a linear constraint for an appropriate
optimization problem formulated in a larger, simpler set containing the domain on which the
boundary value problem is posed and which allows for the use of straightforward discretizations.
The proposed method in essence computes a (discrete) extension of the solution to the boundary
value problem by selecting it as a smooth element of the complete affine family of solutions of the
original equations now yielding an under-determined problem for an unkown defined in the whole
fictitious domain. The actual regularity of this extension is determined by that of the analytic
solution and the choice of objective functional. Numerical experiments will demonstrate that
it can be stably used to efficiently deal with non-constant coefficients, general geometries, and
different boundary conditions in dimensions d = 1, 2, 3 and that it produces solutions of tunable
(and high) accuracy.
1. Introduction
In this paper an optimization approach is proposed for the resolution of general boundary
value problems within the framework of fictitious domain methods (we include so-called immersed
boundary methods in this class). While the ideas and the methods readily apply to any boundary
value problem, the approach will be illustrated by means of second order boundary value problems
of type {
Au = f in Ω,
Bu = g on Γ = ∂Ω, (1.1)
for an elliptic operator A such as, e.g., the Laplacian −∆, and an admissible boundary operator
B such as, e.g., the trace γΓ (Dirichlet problem), the unit outer normal derivative ∂ν (Neumann
problem), or a combination thereof (Robin type problem). Such boundary value problems have
traditionally been strongly or weakly (when in divergence form) formulated as well-posed problems
which admit a unique solution (up to a constant for some boundary conditions). Most numerical
methods, reflecting this approach and viewpoint, are either a direct discretization of the problem,
like in the case of finite difference methods, or the discretization of a suitable Dirichlet form-based
weak formulation of the problem, like in the case of finite element methods. When the domain is
special, highly accurate spectral discretizations can be utilized. The former methods come with
the heavy burden of generating a mesh for the domain (this becomes a serious limiting factor
when dealing with some problems, like, for instance, Moving Boundary Problems or in three space
dimensions), whereas the latter are limited by the small number of allowable shapes for Ω and lose
some of their benefits for non-constant coefficients operators. Two widely used methods which seek
to avoid these difficulties are known as the fictitious domain method and the immersed boundary
Key words and phrases. Fictitious domain methods, numerical solution of boundary value problems, boundary
value problems as optimization problems, high order discretizations of boundary value problems.
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method. These techniques, which we refer to simply as embedding methods, transplant the problem
from the original domain Ω to an encompassing simple region, where straightforward discretizations
and solvers can be utilized. The approach proposed here can be viewed as a novel embedding
method, which reduces the whole boundary value problem to the role of a linear constraint to an
optimization problem for an appropriately chosen functional defined on the larger domain. The
output of the method will coincide with an approximation of the solution of the boundary value
problem in the domain Ω and with a smooth extension of it defined on B. The degree of smoothness
will be determined by the data and the chosen functional. The method has the advantage of working
for general domains and general data (read, non-constant coefficients and any type of boundary
conditions) while delivering a paradigm to obtain, in principle, discretizations of any degree of
accuracy. Not least, it allows for straightforward, robust implementation, by use of either the
QR decomposition or the preconditioned conjugate gradient method (PCG). It differs from other
embedding methods in that the boundary value problem is left unmodified in the extension process
to the larger domain B. In other words, the interior and boundary equations are simply discretized
by means of the new regular grid in Ω and on ∂Ω for a new “extended” unknown vector defined
on Bm (a discretization of B). A solution is then computed by selecting a smooth element from
the affine space of solutions of the under-determined problem which results from imposing the
equations on the extended vector.
1.1. Description of the method. As the focus of this paper is on a numerical procedure, the
method will be described at the discrete level. A parallel continuous formulation as well as an
analysis of the method will be addressed elsewhere. The continuous counterpart, however, does
provide insights that will be exploited later in the paper in the construction of effective precondi-
tioners for the iterative PCG-based solution of the derived equations. For this reason some basic
properties of the continuous operators will be mentioned here and there.
First fix a simple (square or rectangular) domain B for which Ω ⊂ B. In this paper B will
chosen to be the periodic box (−pi, pi)d ⊂ Rd. Denote by Bm a regular uniform discretization of
B consisiting of Nm points, where m is the number of discretization points along one and each
dimension. Replace the continuous differential operator by a discrete counterpart A = Am, defined
as a discrete evaluation of A at grid-points which lie inside Ω
x ∈ Ωm = Ω ∩ Bm = {xk | k = 1, . . . , NΩm}, NΩm ∈ N,
where Am acts on “discrete functions” defined on Bm. Given a set of points
Γm = {yj | j = 1, . . . , NΓm} ⊂ Γ
it is possible to discretize the boundary condition using any kind of interpolation and any kind of
discrete differentiation (where needed) based on the grid Bm and obtain the corresponding discrete
equation Bu = Bmum = gn for the unknown vector um : Bm → R and a discretization gm of the
boundary function g, defined on Γm. In this way the continuous boundary value problem (1.1) can
be replaced by the discrete under-determined system given by
Cu = Cmu
m =
A
B
u =
Am
Bm
um =
fm
gm
 = bm = b (1.2)
where fm is a discretization of f at grid points in Bm ∩ Ω. As the notation indicates, we shall
often suppress the superscripts and the indeces to simplify the notation. Notice that
um ∈ RNm , fm ∈ RNΩm , and gm ∈ RNΓm ,
for NΩm =
∣∣Ω∩Bm∣∣ = |Ωm|. Clearly it is always ensured that NΩm+NΓm < Nm so that the problem,
while under-determined, admits solutions. While not strictly necessary, care is also taken to make
SMOOTH SELECTION EMBEDDING METHOD 3
−1 −0.5 0 0.5 1
0
0.5
1 Actual solution
Numerical solution
Figure 1. A 1D visualization of the oscillations caused by trivial extension with
no regularization. The plot only shows a region that is only slightly larger than Ω
since the oscillations occur in a neighborhood of ∂Ω.
sure that all equations in the system are independent of each other. The reason is numerical con-
ditioning of the relevant matrices (more later). Now, and in contrast to available fictitious domain
methods, we don’t try to extend or modify the problem to or in the encompassing domain/grid
B/Bm, but rather try and find “the best” among the solutions of the under-determined problem
(1.2). After all, if you use high order Bm-based discretizations of derivatives and evaluations, the
equations should be sufficient to determine a solution that achieves their order of accuracy (up to
the order allowed by the regularity of the solution itself, of course).
A simpleminded approach (which is fine when no regularity at all is expected) would now be
to find a minimal norm solution of the problem, i.e. solve the linearly constrained optimization
problem
argmin{Cu=b}
1
2
‖u‖22, (1.3)
where ‖·‖2 denotes the Euclidean norm on RNm . This would lead to the so-called normal equations
and to the solution
u = C>
(
CC>
)−1
b.
Given that the matrix C = Cm consists of differential operators including the evaluation (restric-
tion) in the domain Ωm and on the boundary Γm, its transpose then corresponds to differential
operators containing trivial extensions (read extensions by 0) and this leads to oscillations gener-
ated by the lack of regularity. This is made apparent in Figure 1. The “good” solution is, however,
among those of the under-determined problem, and can be obtained by requiring additional reg-
ularity. As already pointed out, the discretizations Am and Bm are, after all, chosen to have a
desired accuracy and the truncations/trivial extensions destroy it. Thus enforcing an appropriate
degree of regularity should allow for the recovery of the intrinsic accuracy of the chosen discretiza-
tions, again, compatibly with the expected regularity of the solution itself. This is also the reason
for our choice to call the proposed method Smooth Selection Embedding Method (SSEM). While
this selection is done in a way that is natural from the point of view of optimization [2, Chapter
10], it has a nice analytic interpretation which will greatly help with the practical implementa-
tion of the method. Let ‖ · ‖S be the discretization of a high order norm such as, for instance,
‖(1 − ∆pi)p/2 · ‖2, where −∆pi denotes the periodic Laplacian on [−pi, pi]d and p ≥ 1. Now the
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problem becomes
argmin{Cu=b}
1
2
‖u‖2S , (1.4)
where the indeces have again been dropped for ease of reading. The constrained optimization
problem (1.4) can be reformulated as the unconstrained minimization
argminu∈RNm ,Λ∈RNΛ
1
2
‖u‖2S + Λ>
(
Cu− b),
upon introduction of Lagrange multipliers Λ ∈ RNΛ , where NΛ = NΩm+NΓm. A direct computation
yields the regularized normal equation
u = S−1C>
(
CS−1C>
)−1
b, (1.5)
where S is the (invertible) operator corresponding to the norm ‖ · ‖S . Now, recalling that C and
C> are truncated differential operators (more precisely containing differentiations, evaluations
on subdomains, and extensions), we see that the effect of the norm is to replace the operator
C>, which, upon being hit by C, is the cause of the oscillations in the simpleminded method,
by the smoothed S−1C>, which can be captured numerically to a higher degree of accuracy (no
oscillations) when hit by C.
Remark 1.1. While, in the proposed method, Lagrange multipliers are introduced as they are
in many a fictitious domain implementations, the approach is quite distinct from other methods
(see below, Section 1.2.) First and foremost the Lagrange multipliers are introduced for the whole
problem and not only for the purpose of satisfying the boundary condition. Secondly they are
introduced naturally as an enforcement tool of a linear constraint and do not require modification
of the problem, the use of extensions, or the introduction of artifical terms (often in the form of
sources).
Remark 1.2. Notice that formula (1.5) can be used as a starting point without any knowledge of
a norm generating the operator S. One can choose any convenient smoothing operator acting on
(generalized) functions defined on the box B instead of S−1.
1.2. Comparison with Other Embedding Methods. Particularly relevant for this paper are
the so-called fictitious domain methods and, to a lesser degree immersed boundary methods and
boundary integral methods. These alternative approaches have experienced a surge in interest in
recent years and seem to be particularly popular in the applied and very applied communities. Just
as with the method advocated here, the fictitious domain and immersed boundary methods avoid
the mesh generation step by resorting to a “container” domain of simple geometry which admits a
straightforward discretization, while boundary integral methods exploit analytical knowledge about
the problem to obtain a dimensional reduction by collapsing the problem to the boundary. At the
heart of any of these implementations is the need to resolve the mismatch between the boundary and
the simple regular grid. There is a vast literature about these methods as they can be implemented
in various discretization contexts, admit a variety of distinct practical implementations within
each discretization framework, and can be applied to many different boundary value problems of
mathematical physics [11]. We refer to the beginning of [10] for a brief outline of many of these
methods and to [5] for a concise description/numerical implementation of a number of variants.
Given the volume of publications, the choice of references made here was merely motivated by
the fact that they contain a description of the methods’ philosophy and/or many useful additional
references in their introduction.
1.2.1. Fictitious Domain Methods. A prominent implementation procedure, developed by Glowin-
ski and coauthors in [4, 8, 7, 6] and known as the distributed Lagrange multiplier method, can be
described in some more detail as follows: think of the domain Ω as a subset of a larger regular
simple domain B, introduce a (uniform) discretization of B, and solve the boundary value problem
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by modifying the data (the right-hand-side and/or the operator A in the prototypical situation
considered here), usually by extending them and by introducing artificially a weighted sum of
carefully chosen source terms supported outside the domain Ω, i.e. in B \ Ω, or on its boundary
Γ, by determining the weights (Lagrange multipliers) so as to make sure that the boundary con-
dition is satisified (or at least well-approximated). We remark that a common characteristic of
these techniques (and of immersed boundary methods as well) is that Neumann or Robin bound-
ary conditions are “natural” and straightforward to include in the formulation, whereas Dirichlet
boundary conditions are more challenging (see, e.g. [5]). These methods clearly have the advantage
of not requiring special care nor effort in the choice of discretization for B. An often cited criticism
of this approach is the need to extend the original elliptic operator A and/or right-hand-side f
to corresponding objects defined on the whole of B. This is not always straighforward and simple
minded extensions (like the trivial one by zero outside Ω) introduce singularities into the problem
reducing the overall accuracy of the method. See [1] regarding methods of creating smooth exten-
sions from Ω to B for the purpose of implementing fictitious domain methods. Another approach,
in the context of finite elements, consists in modifying the problem’s Dirichlet form to ensure that
(non-natural) boundary conditions be satisified by possibly adding direct or more subtle penalty
or penalty-like terms to it, like, e.g., the so-called Nitsche method (see [3], for example). The
approach proposed here can be viewed as a novel fictitious domain method which does not require
any explicit extension of the data (it can itself be used as remarked later in Section 3 to produce
smooth extensions) or modification of the original boundary value problem. Moreover, it makes
apparent that the real problem that any fictitious domain methods has to solve is the selection
problem among the infinitely many solutions of the original problem, which are generated as the
problem is viewed in a larger domain where it becomes under-determined. The direct way in which
this is done here (introduction of a high order smoother) clearly shows how the order of accuracy
chosen for the interior and boundary operators can be recovered in the extended problem through
an affine shift obtained by a natural (both from the point of view of PDEs and of optimization)
regularization.
1.2.2. Immersed Boundary Methods. A very popular method used to deal with complex geometries,
which is one of the motivations of this paper as well, is the so-called immersed boundary method
by which a problem is extended to a simple encompassing domain admitting robust and effective
discretizations. The extension is obtained by the use of Dirac distributions in the distance from
the boundary (more precisely, line and surface integral distributions along the boundary) and
hence typically introduces singularities which reduce the overall accuracy of the method to first
order. Recently, approaches have been proposed in which the accuracy is improved by the use
of extension operators that preserve smoothness. We refer in particular to [12] for an immersed
boundary method which includes a smooth extension method, thereby preserving higher order
accuracy, albeit at the cost of significant additional computational time (in what is called the
preparation phase in the paper). We again point out that the method proposed here does not
require any explicit extension since it identifies the solution among the infinitely many of the
extended, under-determined problem by simply requiring smoothness in the full computational
domain (and hence across the boundary) along with directly enforcing the PDE in Ω and the
boundary conditions on ∂Ω by resorting only to the regular grid.
1.2.3. Boundary Integral Methods. While not directly connected to boundary integral methods,
the procedure developed here allows for a nice discrete interpretation of these from the point of
view of optimization. They can be used when the existence of an explicit representation for a
fundamental solution G of the differential operator A is known. In this case one can use the
representation uh =
∫
Γ
G(·, y)h(y) dσΓ(y) for solutions of Au = 0 and reduce the boundary value
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problem to determining the density h : Γ→ R such that
Buh(x) = B
∫
Γ
G(x, y)h(y) dσΓ(y) = g(x), x ∈ Γ. (1.6)
This effectively leads to a dimensional reduction in the problem as the unknown density function
is only defined on the boundary.
In formulation (1.4), this corresponds to situations where the kernel of A is known and can
therefore be represented as the range of a matrix M . In this case, if uf is a particular solution of
Au = f , then the optimization problem can be reduced to
argmin{BMz=g−Buf}
1
2
‖uf +Mz‖2S , (1.7)
for the unknown (boundary and hence smaller) vector z. While the regularization used here intro-
duces an additional layer not present in a pure boundary integral formulation, the corresponding
problem can also be efficiently solved given the explicit nature of the smoother and of the encom-
passing domain. Clearly M corresponds to the integral operator appearing in (1.6), while B is the
continuous boundary operator in (1.6) and a corresponding discretization of it in (1.7).
Remarks 1.3. We conclude this introduction with a few important remarks.
(a) The method is generic in the sense that it does require specific discretizations of the encom-
passing domain B and of the data. It is rather a procedure that can be adapted to the context of
finite differences, finite elements, or spectral methods quite easily.
(b) It has the structure of a classical optimization problem with linear constraints for which a host
of methods exists which can be used for its resolution. While there seem to be “natural” choices for
the smoothing norm ‖ · ‖S, it is possible to work with other (non-quadratic) functionals, that may
deliver better results for specific problems.
(c) It fully avoids the issues related to the need of generating extensions of the data from the do-
main Ω to the encompassing box B, while, as a matter of fact, it can itself be adapted to produce
smooth extensions. See Section 3 later in this paper.
(d) As the numerical experiments presented in Section 4 will demonstrate, it is general enough to
be robustly implemented for general domains, for non-constant coefficients, as well as for a variety
of problems (in divergence form and not) and boundary conditions. In its high order implementa-
tions, it clearly heavily relies on the smoothness of the data (and hence of the solution), but can be
used for non smooth problems as well (see Section 4.4). Clearly even better results can be obtained
in this case, if specific attention is paid to the region in which the solution is singular by, e.g.,
introducing a weighted smoothizing norm.
2. Method
2.1. Methods for Solving the Linear System. Before we turn to describing the actual dis-
cretizations of the domain and the differential operators, we describe two general methods for
solving the linear system in such a way as to obtain a solution of high accuracy. As described in
Section 1.1, the boundary value problem can be reduced to finding
argminu∈RNm ,Λ∈RNΛ
1
2
‖u‖2Sp + Λ>
(
Cu− b).
Here, || · ||2Sp = ||(1 − ∆pi)p/2 · ||2 is a penalty norm introduced to enforce the regularity of the
solution across the boundary. Thus, the penalty term imposes the Hppi(B) regularity of the solution
(if at all available; but p can and will of course be adapted to the solution). The subscript pi
indicates periodicity. This form of the problem can then be reduced to computing the regularized
normal equation
u = S−1p C
>(CS−1p C>)−1b,
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where the operator Sp is given by
Spu = (1−∆pi)pu.
A naive approach to solving this linear system would be to directly invert the (regularized) normal
matrix CS−1p C
T . However, such an approach fails to produce a solution of high accuracy. To
obtain such a solution, it is necessary to either use
- a smoother with p very large to obtain a very fast rate of convergence, or
- a very dense grid, where even a slowly converging solution can converge.
Directly inverting the matrix fails in both of these approaches. Clearly, for a dense grid, particularly
in three dimensions, it becomes prohibitively expensive to store and directly invert the normal
matrix CS−1p C
>. On the other hand, the order p of the smoother can not be pushed too high
without hitting the limits of numerical precision. We recall that the smoother is given by (1−∆pi)−p.
In Fourier space, this corresponds to a multiplication by the function (1 + |k|2)−p. If k∗ is largest
mode, as soon |k|−2p∗ drops below machine precision, which is roughly 1e− 16, some matrix entries
can no longer be captured numerically and the benefits of accuracy are lost. For example, on a
grid of size 642, the highest order smoother which can be used is p = 5. This greatly limits the
accuracy we can obtain.
To remedy these problems, we propose two solutions. The first continues to use explicit matrices,
but uses a QR decomposition to increase the maximal effective p. The second uses an iterative
solver, the PCG method, which relies on an implicit form of the linear operator rather than an
explicit matrix, to allow for solving the system on larger grids.
2.1.1. QR Approach. We consider the QR decomposition of the matrix
S−1/2p C
> = QR.
Here, using the notation of Section 1.1, Q ∈ RNm×NΛ is an orthogonal matrix satisfying QTQ = I
while R ∈ RNΛ×NΛ is an upper triangular matrix. We then calculate that
S−1p C
>(CS−1p C
>)−1 = S−1/2p QR(R
>Q>QR)−1
= S−1/2p QRR
−1(R>)−1
= S−1/2p Q(R
>)−1.
What makes this method effective is that the RR−1 cancellation reduces the power S−1p in the
matrix to S
−1/2
p . Thus, we are able to double the order 2p of the smoother before the onset
of machine precision limitations. We are therefore able to use any p ≤ 10 and obtain a highly
accurate solution for a coarse grid very efficiently, as demonstrated by the numerical experiment
documented in Figure 2 and Table 1.
2.1.2. Using the PCG method. An alternative approach consists in using an iterative solver to deal
with the linear system on very dense grids. As discussed earlier, numerical limitations will allow us
to only use such a method with a smoother of limited order (p ≤ 4). However, by increasing the grid
size, we are able to compensate for the smaller order and still obtain an accurate solution. Because
the linear operators C, C>, and S−1p can be naturally implemented using sparse matrices (in the
case of finite difference discretizations) or the FFT (in the case of spectral discretizations), iterative
methods will lend themselves to very fast computation. Furthermore, the matrix is positive and
symmetric, so a natural candidate is the conjugate gradient method. We note Sp is of order −2p.
Thus, it will be very ill-conditioned for large grids and good preconditioning is necessary. We refer
to Section 2.4 for a more detailed description of the preconditioning procedure which allows for
an efficient PCG implementation. We note, however, that the preconditioning is more effective
for the lower order smoothers; thus, the increased accuracy stemming from the use of S4 needs
to be balanced against the larger condition number, and hence the slower convergence relative
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to S2 and S3 for a given grid size. We note that the S2 has the particular advantage that, with
the preconditioning discussed in Section 2.4, the condition number of the corresponding operator
remains uniformly bounded, regardless of grid size. This is because the operator C is second order
in the interior. As S−12 is of order −4, CS−12 CT is of order 0 in the interior. In Table 2.4, we
show the growth in condition number for S2, S3, and S4 for the discretization of the disc problem
described in Section 2.2.
2.1.3. Rates of convergence and contrasting the methods. Next we describe the effectiveness of
each of the QR and PCG methods, and discuss when each should be used. As described in the
introduction, a smoother Sp seeks to find an H
p
pi(B) extension of the solution. Thus, whenever the
true solution is smooth, we expect that the rate of convergence of the discrete solution will be of
order p. In Figure 2, we demonstrate the rate of convergence of various order smoothers using both
the QR and PCG methods. The problem studied is posed on the disc D of radius 1 and reads
{
−∆u = −3(x− y) in D,
u = x3 − y3 on ∂D. (2.8)
The exact solution is x3−y3. The figure clearly shows the p rate of convergence for each smoother.
We note that the L∞ error converges similarly. Clearly, for a smooth problem, the higher order
QR method on a course grid outerperforms the PCG method, even on a denser grid. However,
in less favorable cases, the PCG method may be advantageous. For example, for very irregular
boundaries, a dense grid may be necessary to resolve their geometry and the PCG method may be
necessary. Similarly, if the solution itself is not regular, the higher order smoothers will not achieve
faster convergence and it may be necessary to use the PCG method on a denser grid. Notice,
however, that use of an SVD decomposition on a dense grid is still possible by using a library
which accepts an implicit linear operator rather than an explicit matrix as its input. This would
be an alternative which preserves the accuracy of the QR method with the larger grid of implicit
methods.
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Figure 2. Convergence of the L2 error for different order smoothers solving Equa-
tion 2.8. The light dotted lines are reference lines of slope 1mp where m is the
number of grid points along one dimension.
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Grid
Size
CPU Times - PCG Method CPU Times - QR Method
S2 S3 S4 S2 S4 S6 S8 S10
162 0.01 0.01 0.01 0.15 0.19 0.17 0.21 0.18
322 0.01 0.02 0.03 0.17 0.23 0.2 0.24 0.23
642 0.01 0.03 0.07 0.39 0.56 0.52 0.56 0.61
1282 0.04 0.13 0.54 6.61 7.96 8.01 8.62 7.95
2562 0.33 0.59 2.75
5122 2.15 4.32 24.07
Table 1. CPU times for solving Equation 2.8. All computations were performed
on an Intel 7700HQ.
2.2. Discretization of the Domain. As described in the introduction, we begin by embedding
the domain Ω into a torus B in order to make use of spectral methods and of the Fourier transform.
The periodicity box B is discretized with a uniform grid Bm. The boundary Γ is approximated
with a discretization Γm, which is just a set of NΓm points lying on ∂Ω. In practice, it is best
for these points to be uniformly distributed across the boundary. In two dimensions, this can be
accomplished easily by equally spacing points along an arc length parametrization of the curve. In
three dimensions, equally distributing the points around a surface is more challenging, although
well known algorithms exists for placing points on S2. In Section 4.5, we use the well known
Fibonacci algorithm (see [9]) to create a discretization.
A choice also needs to be made concerning the density of boundary points, that is, the value of
n. When using an insufficient number of points on the boundary, the accuracy suffers, while too
many points can drive up the condition number. When using the QR implementation, the method
is relatively immune to ill conditioning, since explicit matrices are used. Thus the boundary points
can be placed close together. If m is the number of grid points along one dimension, a density of
1
2
m
2pi boundary points per unit length seems to be effective. The PCG iterative method, on the
other hand, is quite sensitive to ill-conditioning of the matrix. It turns out to be more effective
to space the points further apart according to a density of 14
m
2pi points per unit length. This
guarantees that three to four regular grid points lie between any two boundary points and thereby
allows the regular grid Bm to easily ”distinguish” the different boundary points, thereby keeping
the condition number relatively low. In Figure 3, we show the discretization of a disc D with
the first density described, and a star shaped domain with the second. For better visualization,
we have only plotted the region [−1.3, 1.3]2, as opposed to the entire region [−pi, pi]2. In three
dimensional problems, we have found that with a grid of size m3 points, a boundary spacing of
2
(
m
2pi
)2
per unit area for the QR method is most effective, while 116
(
m
2pi
)2
per unit area is best for
the PCG method. This smaller density maintains three to four box discretization points between
each boundary point along each dimension, allowing the regular box grid to resolve the “irregular”
boundary discretization grid.
2.3. Discretizing the Differential Operators. We now discuss the discretization of the differ-
ential operators C,C>, and Sp.
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Figure 3. Discretizing the boundary.
2.3.1. Discretization of C and C>. We recall that
C =
 Am
Bm
 ,
where Am is a matrix of evaluations of a second order differential operator at the points found in
the set Ωm = Bm ∩ Ω, and Bm is a matrix of evaluations of a boundary operator on the finite
subset Γm of ∂Ω. We begin by evaluating any necessary derivatives on the entire domain Bm. As
discussed in the introduction, the purpose of using a fictitious domain method is that it allows us to
easily use techniques which apply to the torus, and extend them to problems with more complex
geometries. In particular, the partial derivatives can be calculated using either finite difference
methods or spectral methods on the torus. Spectral methods have the advantage of delivering
greater accuracy for smooth problems, while finite difference methods have the advantage of being
slightly faster and being more readily applicable to a wider range of differential operators. Once
the partial derivatives have been calculated, we restrict the results to Ωm and multiply by the
coefficients of the operator Am.
In all of the numerical experiments below, we evaluate the derivatives used for the operator Am
spectrally. More specifically, whenever taking the Laplacian, we compute
(−∆)m = (Fm)−1 diag((|k|2)
k∈Zdm
)
Fm,
where Fm is the discrete fast Fourier transform and k ∈ Zdm is the frequency vector at discretization
level m. In Subsection 4.1, where we examine nonconstant coefficients, we similarly use the Fourier
transform to evaluate the second derivatives in each combination of directions. However, we would
like to reiterate that Am can implemented with any numerical scheme for calculating derivatives
on the torus. The choices we made were simply dictated by convenience. Spectral methods are
used because we wish to demonstrate the high order of accuracy which can be obtained by the
proposed method.
When applying (Am)>, we begin by multiplying by the coefficient of Am and, then, take the
transpose of the restriction operator part of Am, which amounts to an extension by 0 outside of
Ωm. In this way, we are able to use the chosen method to evaluate the derivatives.
Because the boundary points Γm do not lie on the regular grid, we need to use interpolation
operators when implementing the boundary operator Bm. Given that we are interpolating from a
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regular rectangular grid, the interpolation operators are simple. Linear, cubic, or spectral interpo-
lation can all be used. In the examples below, we have used spectral interpolation. This is because,
as mentioned earlier, we wish to demonstrate the high order of convergence of the method.
Remark 2.1. The rate of convergence of the solution is constrained by the order of the smoother,
the interpolation operators, and the differential operators. To avoid wasting computational re-
sources, the order of accuracy of these various discretizations should be made to match. If the
expected regularity of the solution is known, it can also be taken into consideration when making
this choice.
2.3.2. Discretizing the Smoother Sp. We now discuss the discretization of the smoother
Spu = (1−∆pi)pu.
Because the operator Sp is defined over the torus B, we are able to use the fast Fourier transform
to calculate S−1p , or, as when using the QR method, S
−1/2
p . We define the matrix Sp with diagonal
entries (Sp)kk = (1 + |k|2)p,
where k ∈ Zdm is the vector of frequencies. We then note that
S−1p b =
(Fm)−1S−1p Fmb.
Using the fast Fourier transform, this operator can be evaluated efficiently with minimal memory
requirements.
2.3.3. Calculating the Explicit Matrices. When using the PCG method, the matrix multiplication
can be evaluated implicitly and there is no need to explicitly calculate the matrix entries. However,
the QR decomposition requires an explicit matrix representation for C>S−1/2p . In our implementa-
tion, we have used the simplest option of generating the matrix columns by column by evaluating
C>S−1/2p ei for 1 ≤ i ≤ NΛ for the natural basis vectors ei. Although this entails many evaluations
of the matrix, for sparse grids, this time cost is small and the method is still very efficient.
An alternative method would be to exploit the fact that the derivative operators and the smooth-
ing operators are cyclic on the regular grid. Thus, the matrix can easily be calculated by simply
shifting, for example, S
−1/2
p e1 around the grid. A drawback, however, this method entails explic-
itly calculating the larger matrix S
−1/2
p which can use large amounts of RAM. We emphasize that
the times quoted in the tables include the time required to calculate the explicit matrices. We also
point out again that libraries exist which can take the SVD decomposition implicitly; while using
the SVD decomposition is slower than the QR decomposition, doing so would eliminate the need
for the evaluation step.
2.4. Preconditioning and PCG Implementation. We now return to a more detailed discus-
sion of the implementation of the PCG method. As discussed in 2.1.2, the normal matrix CS−1p C
>
is very ill-conditioned and requires a good preconditioner to be inverted using iterative methods.
We note that the ill-conditioning occurs because of the high order of the operator and because the
boundary operator and the interior operator have different orders. To demonstrate this, we think
of the operator CS−1p C
> as a block matrix
CS−1p C
> =
 AmS−1p (Am)> AmS−1p (Bm)>
BnS−1p (A
m)> BmS−1p (B
m)>
 =
 C1 C2
CT2 C3
 .
As S−1p is an operator of order −2p, the matrix C1 is of order 4− 2p, C2 is of order 2− 2p and C3
is of order −2p (for a boundary operator of order 0). In general, if an operator is of order −2p, the
condition number of its matrix will grow like a polynomial of degree 2p as the grid size increases
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(for example, on a grid of size m, the largest eigenvalue of the Laplace operator will be of size
m2). Thus, the large order together with the mismatch in scaling causes a very large condition
number. We will describe a simple preconditioner which works effectively for S2, S3, and S4. The
preconditioning consists of finding approximate inverses to the C1 and C3 blocks independently.
The general philosophy consists in preconditioning the operator so that it becomes order 0.
We begin by finding an approximate inverse for the C3 block. In the following description, we
will consider a Dirichlet problem, where the boundary operator B consists of evaluation on the
boundary. The discrete boundary points belonging to Γm will be denoted by yi for 1 ≤ i ≤ NΓm.
We recall that
Bm : RB
m → RΓm and Sp : RBm → RBm .
We now consider the operators
B˜m : C(B)→ RΓm where [B˜mu]i = 〈δyi , u〉 = u(yi)
and
S˜p : H
2p−d/2−ε
pi (B)→ H−d/2−εpi (B) where S˜pu = (1−∆pi)pu.
We note that B˜m and S˜p can be viewed as approximations of B
m and Sp respectively, operating
on the continuous B rather than the discrete Bm. The integral operator
C˜3 := B˜
mS˜−1p (B˜
m)T : RΓ
m → RΓm with kernel [C˜3]ij = 〈δyi , S˜−1p δyj 〉, 1 ≤ i, j ≤ NΓm,
is then a good approximation of C3. Notice that δy ∈ H−d/2−εpi (B) for any y ∈ B and ε > 0. If we
define
h(y) =
(
S˜−1p δ
)
(y)
as the fundamental solution of S˜p on the torus B, we find, by translation invariance of the torus,
that
[C˜3]ij =
(
2pi
m
)d
h(yi − yj).
Here, by an abuse of notation, the factor
(
2pi
m
)d
is built-in to account for the fact that the “matrix”
C˜3 acts as an integral operator and not as simply matrix-vector multiplication. Given a good
value table for h, we can easily calculate the matrix C˜3 by evaluating the function h on the matrix
of differences between the points in Γm. Given the explicit matrix C˜3, we can directly calculate
(C˜3)
−1 and use it as a preconditioner for the C3 block of the matrix. Although this entails inverting
a dense matrix, for coarse grids in three dimensions and even for very fine grids in two dimensions,
the number of boundary points is small enough that inverting, storing, and applying the matrix is
computationally negligible.
To calculate the function h, several methods can be used. In our implementation, we proceed as
follows. We take m˜ large and generate a very fine grid of size m˜d on the torus B. In our examples,
we used m˜ = 4096. We define the vector δm˜ by
δm˜k =
{
m˜d
(2pi)d
, if k = 0,
0, otherwise.
The vector δm˜ is then an approximation of the continuous (periodic) δ distribution supported in
the origin. We then compute S−1p δ
m˜ on the fine grid. This function is a good approximation of h
evaluated at the points Bm˜. We use cubic interpolation to evaluate h at points which do not lie
in Bm˜. In order to reduce RAM requirements, we only store the numerical values of h computed
by means of the 40962 (5123 in dimension 3) on a smaller 256d grid. It is also beneficial to store
these values in memory so they do not need to be recalculated for each problem.
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For the Neumann problem, we note that the order of the matrix C3 is decreased by 2, because
C and C> both evaluate one derivative on the boundary. Thus, rather than using the function
S−1p δ, we instead use the function S
−1
p−1δ. See Section 4.3 for the effect of this preconditioning for
the Neumann problem.
We now turn to finding an approximate inverse to C1. The matrix C1 depends on the order
of the smoother we have chosen. For S2, we note that the matrix C1 is of order 0. Thus, no
preconditioning is necessary, and C˜−11 can be taken as the identity. For theS3 and S4, we note
that the operator C1 is the discretization of a differential operator of order 4 − 2p. We wish to
precondition in such a way as to reduce the order of the operator to order 0. Thus, we define the
preconditioner
C˜−11 u =
(
1−∆Ω
) 2p−4
2 u.
Here, ∆Ω is the Laplace operator on Ω. In order to implement it, we use the domain discretization
Ωm = Bm ∩ Ω and a finite difference scheme to discretize the Laplacian on Ωm. In the examples
the five points stencil (seven points in three dimensions) was chosen to take the Laplacian on Ωm.
With this preconditioner
C˜−1 =
 C˜−11 0
0 C˜−13
 ,
the condition number of the preconditioned normal matrix C˜−1/2(CS−1p C
>)C˜−1/2 stays uniformly
bounded, independent of grid size when p = 2. When p = 3, its condition number grows slightly
with grid size, while when p = 4, it grows significantly with grid size; we refer to Table 2.4. Despite
this growth, however, the method is quite efficient; see Table 1 as well as the experiments in Section
4 for CPU times.
Grid Points Boundary Points
Condition Number PCG Iterations
S2 S3 S4 S2 S3 S4
16× 16 5 4 17 61 12 20 24
32× 32 9 6 20 80 17 30 46
64× 64 17 6 23 151 19 33 62
128× 128 33 8 25 303 20 37 81
256× 256 65 7 25 596 20 33 121
Table 2. Condition numbers and number of iterations for the PCG method solv-
ing Equation 2.8. The condition number is that of the preconditioned normal
matrix C˜−1/2(CS−1p C
>)C˜−1/2.
3. Extension Problems
As described in the introduction, a common problem that is encountered when embedding a
problem with complex geometry in a container space is the (smooth) extension of some or all of
the data from the original domain to the encompassing one. We briefly outline how the proposed
method can be used to generate periodic Hppi(B) extensions to the torus. Other boundary conditions
on B can also be used, of course, with the appropriate modifications. In this paper we stick to the
periodic setting.
The extension problem consists of finding u˜ ∈ Hppi(B), given a domain Ω ⊂ B as well as a
function u ∈ Hp(Ω), satisfying u˜∣∣
Ω
= u. Following the spirit of the proposed method, we begin
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Figure 4. S2 and S4 extensions of
1
4 (1− r2).
by taking a regular discretization Bm of B. We then define the operator C to be the restriction to
Ωm = Ω∩Bm. Correspondingly C> is simply given by the extension by 0 from Ωm to Bm. Finally
we look for u˜ which minimizes the energy defined as
argminu∈RNm ,Λ∈RNΛ
1
2
‖u‖2Sp + Λ>
(
Cu− b),
As above, we take ‖u‖2Sp = ‖(1−∆pi)pu‖2. The problem reduces to the regularized normal equation
u = S−1p C
>(CS−1p C>)−1b. (3.9)
The linear system can then be solved using either the QR method or the PCG method, as described
in Section 2. We remark that the different extensions resulting from the different choice of p used
in the smoother will produce functions of a very different nature, as they are minimizing different
powers of the Laplacian; which power p is optimal will depend on the application which the
extension is being used for.
Next let’s look at an example. Let Ω be the unit disc. We will produce an extension of the
function
u
∣∣
Ω
=
1
4
(1− r2).
We do this by setting Spu = (1−∆pi)pu, where p = 2, 4. The construction of S−1p is the same as in
Section 2.3.2. The result of the extension done on a 1282 grid using the two smoothers are shown
in Figure 4 with a graph and in Figure 5 as a contour plot. In Table 3, we show how the different
smoothers affect different Sobolev seminorms of the corresponding minimizers.
Smoother ‖∇2u‖L2 ‖∇3u‖L2 ‖∇4u‖L2
S2 1.99 11.47 169.24
S4 2.84 3.42 6.45
Table 3. Gradient seminorms for the extension operator with u = 14 (1 − r2) on
a grid of size 1282.
4. Numerical Experiments
In the numerical experiments of this section, we solve the relevant system using both the QR
and PCG methods following the procedure described in Section 2. We will then record the L2
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Figure 5. S2 and S4 extensions of
1
4 (1 − r2). The white dots show the discrete
boundary between Ω and the fictitious domain.
errors and the CPU times for each. We consider problems with nonconstant coefficients, with
complex geometry, with Neumann boundary and with nonsmooth boundary conditions. For last
we solve a three dimensional problem with Ω = B3, the ball of radius 1.
4.1. Nonconstant Coefficients. Let Ω be the unit disc D discretized as described in 2.2 and
study the problem{
−
[
(2 + y)∂2x + (2− x)∂2y
]
u = −6x(2 + y) + 6y(2− x) D,
u = x3 − y3 on ∂D.
(4.10)
The exact solution is x3 − y3. The solution is calculated using the methodology described in
Section 2. Comparing Figures 2 and 6, we see that the accuracy achieved is roughly equivalent for
both the constant coefficient problem and the nonconstant coefficient problem. Comparing Table 4
with Table 1, we see that the QR method CPU time is comparable to the constant coefficient case,
whereas the PCG method is considerably slower. Clearly, the condition number of the matrix grows
faster for the nonconstant coefficient problem. However, both methods are still robust enough to
efficiently solve nonconstant coefficient problems.
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Figure 6. Convergence of the L2 error for different order smoothers solving Equa-
tion 4.10. The light dotted lines are reference lines of slope 1mp where m is the
number of grid points along one dimension.
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Grid
Size
CPU Times - PCG Method CPU Times - QR Method
S2 S3 S4 S2 S4 S6 S8 S10
162 0.24 0.29 0.29 0.01 0.01 0.01 0.01 0.01
322 0.27 0.33 0.39 0.05 0.05 0.06 0.06 0.06
642 0.3 0.4 0.46 0.32 0.45 0.44 0.47 0.45
1282 0.52 0.68 0.93 7.5 9.0 9.26 9.41 9.76
2562 1.95 2.67 5.94
5122 11.13 14.51 48.15
Table 4. CPU times for solving Equation 4.10. All computations were performed
on an Intel 7700HQ.
4.2. A Flower Shaped Domain. For a problem on a more complex domain, we consider a five
petaled flower.
Ω =
{
(r, θ) | r < 1 + .2 cos(5θ)}.
Figure 3 shows Ω with its boundary discretization. We solve the problem{
−∆u = 0 in Ω,
u = x2 − y2 on ∂Ω (4.11)
The exact solution is x2 − y2. The results of this experiment, contained in Figure 7 and Table
5, demonstrate that the accuracy and efficiency of the method is maintained even for a complex
geometry. We note, however, that the PCG method is somewhat slower to converge on the flower
than the disc. We believe that, given the complexity of the shape, boundary points are necessarily
closer together and therefore more difficult for the interior grid to resolve.
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Figure 7. Convergence of the L2 error for different order smoothers solving Equa-
tion 4.11. The light dotted lines are reference lines of slope 1mp where m is the
number of grid points along one dimension.
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Grid
Size
CPU Times - PCG Method CPU Times - QR Method
S2 S3 S4 S2 S4 S6 S8 S10
162 0.27 0.25 0.26 0.23 0.21 0.16 0.17 0.17
322 0.29 0.29 0.32 0.22 0.2 0.19 0.22 0.21
642 0.37 0.39 0.46 0.47 0.54 0.54 0.54 0.54
1282 0.51 0.98 1.56 7.44 8.34 8.3 8.29 9.1
2562 1.51 3.54 16.48
5122 8.39 23.78 205.56
Table 5. CPU times for solving Equation 4.11. All computations were performed
on an Intel 7700HQ.
4.3. Neumann Boundary Conditions. In order to demonstrate how the method is also appli-
cable to other boundary conditions, a Neumann problem is considered. We again set Ω as the unit
disc. We solve the Neumann problem
{
−∆u = 0 in Ω,
∂u
∂ν = 2(x
2 − y2) on ∂Ω. (4.12)
The exact solution is x2 − y2. As discussed in Section 2, we evaluate the normal derivative with a
spectral interpolation. We substact u(0, 0) to eliminate the constant functions in the kernel. The
convergence results are displayed in Figure 8, and the CPU times are recorded in Table 6.
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Figure 8. Convergence of the L2 error for different order smoothers solving Equa-
tion 4.12. The light dotted lines are reference lines of slope 1mp where m is the
number of grid points along one dimension.
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Grid
Size
CPU Times - PCG Method CPU Times - QR Method
S2 S3 S4 S2 S4 S6 S8 S10
162 0.22 0.23 0.22 0.14 0.16 0.16 0.17 0.17
322 0.23 0.27 0.27 0.17 0.23 0.21 0.2 0.25
642 0.26 0.28 0.31 0.36 0.56 0.51 0.5 0.55
1282 0.42 0.42 0.61 6.51 8.15 7.96 8.14 8.09
2562 1.23 1.5 3.29
5122 6.43 8.32 31.67
Table 6. CPU times for solving Equation 4.12. All computations were performed
on an Intel 7700HQ.
4.4. Non-regular Problem. Although our method is by its nature more suited to smooth prob-
lems, it is not strictly limited to them. While the method in its current form has no hope of
properly approximating the solution in the immediate vicinity of a singularity, outside a small ball
containing the singularity, it converges reasonably well to the solution. In the following example,
we let Ω be the unit disc and study the nonsmooth problem{
−∆u = 0 in Ω,
u = g on ∂Ω,
where
g(θ) =
{
1 if 0 ≤ θ ≤ pi
−1 if pi ≤ θ ≤ 2pi
in polar coordinates. In solving this problem, we will use the same discretization of the domain
and operators used in the example studied in Section 2. We note that the higher order smoothers
do not provide an advantage when the solution itself is not smooth, so we restrict ourselves to S2.
The true solution of this boundary value problem can be given in the form of the series
u(r, θ) =
∞∑
k=1
gkr
k sin(kθ),
where the Fourier coefficients gk are defined by
gk =
{
4
kpi if k is odd,
0 if k is even.
The two singularities occur at y1 = [1, 0] and y2 = [−1, 0]. We will study the solution away from
the singularities in two ways. First, we will look at the L2 error on Ω˜ = Ω\(B(y1, 0.2)∪B(y2, 0.2)),
which cuts out the singularities. The region Ω˜ and the corresponding errors are shown in Figure
9. The graph show a convergence rate of approximately 1.5. We also show the approximated
solution along the curve r = .9, 0 ≤ θ ≤ pi in Figure 10. As the grid becomes more dense, the
approximations get closer to the true solution.
We also would like to point out that the general framework of our method could potentially
be modified to allow it to deal with singular problems more effectively; this could either be done
by allowing an adaptive grid which is more dense in the region of the singularity or by modifying
SMOOTH SELECTION EMBEDDING METHOD 19
the norm used to generate the smoother S−1 by introducing weights or allowing for some singular
behavior.
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Figure 9. The domain Ω and the convergence of the nonregular problem away
from the singularities. The reference line is slope
(
1
m
)1.5
, where m is the number
of grid points along one dimension.
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Figure 10. Values of the approximated solution along the curve r = .9.
4.5. The Sphere. For a three dimensional example, we choose the unit sphere embedded in the
three dimensional torus. The boundary is discretized by the well known Fibonacci lattice [9] which
comes close to distributing points uniformly on the sphere. With a box discretization of m3 points,
we use 116
(
m
2pi
)2
in the QR method and 116
(
m
2pi
)2
boundary points in the PCG method; see Section
2.2 for a more detailed discussion. The problem considered is{
−∆u = 1 in Ω,
u = 0 on ∂Ω.
(4.13)
The exact solution is 1−r
2
6 . We see in Figure 11 that the rate of convergence achieved is similar to
that of the two dimensional problem. Obviously, given the larger dimension, the CPU times are
significantly larger than in two dimensions; however, the method is still quite fast. We note that
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because we are calculating explicit matrices for the QR factorization, RAM limitations prevented
us from using a grid larger than 483.
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Figure 11. Convergence of the L2 error for different order smoothers solving
Equation 4.13. The light dotted lines are reference lines of slope 1mp where m is
the number of grid points along one dimension.
Grid
Size
CPU Times - PCG Method CPU Times - QR Method
S2 S3 S4 S2 S4 S6 S8 S10
163 0.02 0.12 0.06 0.23 0.25 0.35 0.29 0.29
323 0.09 0.16 0.33 9.08 12.07 11.04 11.51 11.5
483 0.44 0.70 1.44 189.78 196.58 175.58 182.03 185.81
643 1.51 2.81 5.96
1283 11.54 22.11 161.78
Table 7. CPU times for solving Equation 4.13. All computations were performed
on an Intel 7700HQ.
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