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Abstract
In this paper we survey and further study partial sums of a stationary pro-
cess via approximation with a martingale with stationary differences. Such an
approximation is useful for transferring from the martingale to the original pro-
cess the conditional central limit theorem. We study both approximations in
L1 and in L2. The results complement the work of Dedecker Merleve`de and
Volny´ (2007), Zhao and Woodroofe (2008), Gordin and Peligrad (2009). The
method provides an unitary treatment of many limiting results for dependent
random variables including classes of mixing sequences, additive functionals of
Markov chains and linear processes.
1 Introduction and Results
This paper has double scope. First, to survey some recent results on martingale
approximation and then, to point out additional classes of stationary stochastic
processes that can be studied via a martingale approximation. The error term
will be well adapted to derive the conditional central limit theorem (CLT) and
also its functional form for processes associated to partial sums. In this section
we give the definitions and state the results. Then, in Section 2, we prove the
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new results and in Section 3 we give examples of classes of dependent sequences
that can be treated via a martingale decomposition.
The stationary processes can be introduced in several equivalent ways. We
assume that (ξn)n∈Z denotes a stationary Markov chain defined on a probability
space (Ω,F ,P) with values in a measurable space. The marginal distribution
and the transition kernel are denoted by pi(A) = P(ξ0 ∈ A) and Q(ξ0, A) =
P(ξ1 ∈ A|ξ0). In addition Q denotes the operator Qf(ξ) =
∫
f(z)Q(ξ, dz).
Denote by Fk the σ–field generated by ξi with i ≤ k, and for a measurable
function f define Xi = f(ξi), Sn =
n−1∑
i=0
Xi (i.e. S1 = X0, S2 = X0 + X1, ...).
For any integrable variable X we denote Ek(X) = E(X |Fk). In our notation
E0(X1) = Qf(ξ0) = E(X1|ξ0).
Notice that any stationary sequence (Xk)k∈Z can be viewed as a function of
a Markov process ξk = (Xi; i ≤ k), for the function g(ξk) = Xk.
The stationary stochastic processes may also be introduced in the following
alternative way. Let T : Ω 7→ Ω be a bijective bi-measurable transformation
preserving the probability. Let F0 be a σ-algebra of F satisfying F0 ⊆ T−1(F0).
We then define the nondecreasing filtration (Fi)i∈Z by Fi = T−i(F0). Let X0 be
a random variable which is F0-measurable. We define the stationary sequence
(Xi)i∈Z by Xi = X0 ◦ T i.
In this paper we shall use both frameworks. The variable X0 will be assumed
centered at its mean, i.e. E(X0) = 0.
The martingale approximation as a tool in studying the asymptotic behavior
of the partial sums Sn =
∑n−1
i=0 Xi, is going back to Gordin (1969) and Stat-
ulevicˇius (1969), who proposed to decompose the original stationary sequence
into a square integrable stationary and ergodic martingale Mn =
∑n
i=1Di
adapted to Fn, Sn = Mn + Rn, where Rn is a coboundary, i.e., a telescop-
ing sum of random variables, with the basic property that supn ||Rn||p < ∞
for some p ≥ 1. More precisely, Xn = Dn + Zn − Zn−1, where Zn is another
stationary sequence in L2 or in L1 (here and everywhere in the paper we denote
by ||.||p the norm in Lp). This decomposition was the starting point and further
developed in the seminal monograph by Philipp and Stout (1975) for treating
classes of mixing, Gaussian and functionals of Markov sequences.
For proving CLT for stationary sequences, a weaker form of martingale ap-
proximation was pointed out by many authors (see for instance the survey by
Merleve`de-Peligrad-Utev, 2006).
An important step forward was the result by Heyde (1974). In the context of
stationary and ergodic sequences of random variables with finite second moment,
Heyde obtained the decomposition
Sn =Mn +Rn with E(R
2
n/n)→ 0 as n→∞ (1)
with (Mn)n≥1 a martingale adapted to (Fn)n≥1 with stationary square inte-
grable differences, under the condition
E0(Sn)− E−1(Sn)→ D0 in L2 and E(S2n/n)→ E(D20) .
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Recently, two interesting papers, one by Dedecker-Merleve`de-Volny´ (2007)
and the other by Zhao-Woodroofe (2008), deal with necessary and sufficient
conditions for martingale approximation with an error term as in (1), showing
the universality of averaging.
Dedecker-Merleve`de-Volny´ (2007) proved among other things that (1) holds
if and only if
lim
n→∞
||E0(Sn)||2/
√
n = 0 and
lim
n→∞
1
n
n∑
l=1
||E0(Sl)− E−1(Sl)−D0||22 = 0 for some D0 ∈ L2 .
Then, Zhao-Woodroofe (2008) showed that (1) is equivalent to
lim
n→∞
||E0(Sn)||2/
√
n = 0 and (2)
lim
n→∞
1
n
∑n
l=1
[E0(Sl)− E−1(Sl)] = D0 in L2 .
The approximation of type (1) is important since it makes possible to transfer
from the martingale to the stationary sequence the conditional CLT. By condi-
tional CLT, as discussed in Dedecker and Merleve`de (2002), we understand in
this context, that for any function f such that |f(x)|/(1 + x2) is bounded and
for any k ≥ 0
||Ek[f(Sn/
√
n)−
∫ ∞
−∞
f(x
√
η)g(x)dx]||1 → 0 as n→∞ , (3)
where g is the standard normal density and η ≥ 0 is an invariant random variable
satisfying
lim
n→∞
||E0(S2n − η)/n||1 = 0 .
This conditional form of the CLT is a stable type of convergence that makes
possible the change of measure with a majorating measure, as discussed in
Billingsley (1968), Rootze´n (1976), and Hall and Heyde (1980).
If the approximating martingale is ergodic then η in (3) is nonrandom,
namely η = ||D0||22. It is worth mentioning that, in all the results presented
in this paper, if the sequence (ξn)n∈Z is ergodic then the approximating mar-
tingale will also be ergodic.
1.1 Conditional CLT via martingale approximation
The first result represents a combination of ideas from the papers of Heyde
(1974) and Zhao and Woodroofe (2008).
Theorem 1 Assume (Xi)i∈Z is a stationary sequence of random variables with
finite second moment. Then the martingale approximation (1) holds if and only
if
1
n
n∑
l=1
[E0(Sl)− E−1(Sl)]→L2 D0 and lim
n→∞
E(S2n)
n
= E(D20) . (4)
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Moreover the martingale is unique.
In order to state the other martingale approximation results it is convenient
to introduce a semi-norm associated to a stationary sequence (Xj)j∈Z. For p > 0
define the plus norm in Lp :
||X0||+p = lim sup
n→∞
1√
n
||
n−1∑
j=0
Xj ||p .
This notation was used in the space L2 by Zhao and Woodroofe (2008).
For m fixed we consider the stationary sequence
Y m0 =
1
m
E0(X1 + ...+Xm), Y
m
k = Y
m
0 ◦ T k . (5)
In Markov operators language
Y m0 =
1
m
(Q + ...+Qm)(f)(ξ0) .
We give next several equivalent conditions in terms of plus norm in L2.
Next theorem extends Theorem 2 in Gordin and Peligrad (2009) and simplifies
a condition in Theorem 2 in Zhao and Woodroofe (2008).
Theorem 2 Assume (Xi)i∈Z is a stationary sequence with finite second mo-
ment. Then the following four statements are equivalent
(a) lim
m→∞
||Y m0 ||+2 = 0
(b) lim
m→∞
1
m
m∑
i=1
||E−i(X0)||+2 = 0
(c) lim
m→∞
1
m
m∑
i=1
||E−i(X0)||2+2 = 0
(M) Martingale approximation (1) holds.
Moreover, the martingale is unique.
An interesting problem is to find characterizations for a martingale approx-
imation of the type
Sn =Mn +Rn with E(|Rn|/
√
n)→ 0 , (6)
where (Mn)n≥1 a martingale adapted to (Fn)n≥1 with stationary square inte-
grable differences. This decomposition is still strong enough to let us transport
the conditional CLT from the martingale to the original stochastic process, but
this time (3) is satisfied for every f such that |f(x)|/(1 + |x|) is bounded. In
this context we shall establish several results.
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Next theorem deals with sufficient conditions for a martingale approximation
of the type (6). Denote
Dm0 =
1
m
m∑
l=1
[E0(Sl)− E−1(Sl)] .
Theorem 3 Assume that (Xi)i∈Z is a stationary and ergodic sequence with
finite first moments. Then (d) and (e) below are equivalent and any one implies
there is an unique martingale with stationary and ergodic differences such that
(6) holds.
(d) lim sup
n
|| Sn√
n
||1 < C and lim
m→∞
||Y m0 ||+1 = 0
(e) lim
n→∞
|| E0(Sn)||1√
n
= 0 and Dm0 converges in L2 as m→∞ .
In the following remark we comment on relation (d) in Theorem 3.
Remark 4 Under conditions of Theorem 3 we have
(d′) lim
m→∞
||Y m0 ||+1 = 0
implies
(e′) lim
n→∞
|| E0(Sn)||1√
n
= 0 and Dm0 converges in L1 as m→∞ .
However (e′) does not imply (d′).
If the variables are assumed to have finite second moments condition (d) of
Theorem 3 simplifies.
Theorem 5 Assume that (Xi)i∈Z is a stationary and ergodic sequence of square
integrable random variables. Then (d′) and (e) are equivalent and any one
implies there is a unique martingale with stationary and ergodic differences such
that (6) holds.
1.2 Functional conditional CLT via martingale approxi-
mation
An important extension of this theory is to consider the conditional central limit
theorem in its functional form. For t ∈ [0, 1] define
Un(t) = S[nt] + (nt− [nt])X[nt] ,
where [x] denotes the integer part of x. Notice that Un(·)/
√
n is a random
element of the space C([0, 1]) endowed with the supremum norm || · ||∞. Then,
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by the conditional CLT in the functional form (FCLT), we understand that for
any continuous function f : C([0, 1]) → R such that x 7→ |f(x)|/(1 + ||x||2∞) is
bounded and for any k ≥ 0,
||Ek[f(Un/
√
n)−
∫
C([0,1])
f(x
√
η)dW (x)]||1 → 0 as n→∞ . (7)
Here W is the standard Wiener measure on C([0, 1]) and η is as in (3).
It is well known that a martingale with stationary differences in L2 satisfies
this type of behavior, that is at the heart of many statistical procedures. As
before, in the ergodic case the result simplifies since η becomes a constant. In
this context a natural question is to find necessary and sufficient conditions for
a martingale decomposition with the error term satisfying for some p > 0
|| max
1≤j≤n
|Sj −Mj | ||p/
√
n→ 0 . (8)
with (Mn)n≥1 a martingale adapted to (Fn)n≥1 with stationary square inte-
grable differences. For the sequences satisfying (8) one can easily prove (7) for
any continuous function f : C([0, 1]) → R such that x 7→ |f(x)|/(1 + ||x||p∞) is
bounded.
The semi-norm associated to a stationary sequence (Xj)j∈Z, relevant for this
case is
||X0||M+,p = lim sup
n→∞
1√
n
|| max
1≤k≤n
|
k∑
j=1
Xj | ||p .
The following theorem was established in Gordin and Peligrad (2009). Below
Y m0 is defined by (5).
Theorem 6 Assume (Xk)k∈Z is a stationary sequence of centered square inte-
grable random variables. Then,
||Y m0 ||M+,2 → 0 as m→∞ (9)
if and only if there exists a martingale with stationary differences satisfying (8)
with p = 2. Such a martingale is unique.
For the L1 case we shall establish :
Theorem 7 Assume that (Xi)i∈Z is a stationary sequence with finite second
moments and centered. Then (f) and (g) below are equivalent
(f) lim
m→∞
||Y m0 ||M+,1 = 0
(g) lim
n→∞
||max1≤k≤n | E0(Sk)| ||1√
n
= 0 and Dm0 converges in L2 as m→∞
and any one implies that (8) holds with p = 1. The martingale is unique.
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2 Proofs
Construction of the approximating martingale.
The construction of the martingale decomposition is based on averages. It
was used in papers by Wu and Woodroofe (2004) and further developed in Zhao
and Woodroofe (2008), and also used in Gordin and Peligrad (2009).
We introduce a parameter m ≥ 1 (kept fixed for the moment), and define
the stationary sequence of random variables:
θm0 =
1
m
m∑
i=1
E0(Si) =
1
m
m−1∑
i=0
(1− i
m
)E0(Xi), θ
m
k = θ
m
0 ◦ T k .
Denote by
Dmk = θ
m
k − Ek−1(θmk ) ; Mmn =
n∑
k=1
Dmk . (10)
Then, (Dmk )k∈Z is a martingale difference sequence which is stationary and
ergodic if (Xi)i∈Z is and (Mmn )n≥0 is a martingale adapted to (Fn)n≥0. So we
have the decomposition of each individual term
Xk = D
m
k+1 + θ
m
k − θmk+1 +
1
m
Ek(Sk+m+1 − Sk+1)
and therefore
Sk =M
m
k + θ
m
0 − θmk +
∑k
j=1
1
m
Ej−1(Sj+m − Sj)
=Mmk + θ
m
0 − θmk + R¯mk ,
where we implemented the notation
R¯mk =
∑k
j=1
1
m
Ej−1(Sj+m − Sj) =
m−1∑
j=0
Y mj .
Then we have the martingale decomposition
Sk =M
m
k +R
m
k where R
m
k = θ
m
0 − θmk + R¯mk . (11)
♦
Proof of Theorem 3.
Let us show first that (d) implies (e). First step is to notice that the mar-
tingale (Mmn )n≥0 defined by (10) has differences in L2. This is so since by both
parts of (d)
lim sup
n→∞
E|Mmn |√
n
≤ lim sup
n→∞
E|Sn −Rmn |√
n
≤ Km .
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For eachm fixed the martingale (Mmn )n≥0 has stationary and ergodic differences
and by Theorem 1 of Esseen and Janson (1985) we deduce for all m ≥ 1, D0,m
is in L2. If we impose (d) then, for every two integers m
′ and m” fixed, we have
lim sup
n→∞
||Mm′n −Mm”n ||1√
n
≤ lim sup
n→∞
2||θm′0 ||1 + 2||θm”0 ||1 + ||R¯m
′
n ||1 + ||R¯m”n ||1√
n
≤ Km′,m” .
Again by Theorem 1 in Esseen and Janson (1985) we have
E(D0,m′ −D0,m”)2 <∞ .
Therefore, by the CLT for martingales with stationary and ergodic differences,
we obtain for every positive integers m′ and m”
Mm
′
n −Mm”n√
n
=⇒d N(0, ||Dm′0 −Dm”0 ||22) .
Then, by the convergence of moments in the CLT and (11) we obtain
||Dm′0 −Dm”0 ||2 = limn→∞ sup
||Mm′n −Mm”n ||1√
2n/pi
≤ lim sup
n→∞
||R¯m′n ||1 + ||R¯m”n ||1√
2n/pi
.
Now, by taking into account relation (d), we have
lim
m′,m”→∞
||Dm′0 −Dm”0 ||2 = 0 (12)
showing that Dm0 is convergent in L2. Denote its limit by D0. Moreover, by
relation (11), for every m ≥ 1 we deduce that
lim sup
n→∞
|| E0(Sn)||1√
n
= lim sup
n→∞
||R¯mn ||1√
n
and letting now m→∞, by (d) we obtain
lim
n→∞
|| E0(Sn)||1√
n
= 0 .
This completes the proof of (d) implies (e).
We prove now that (e) implies (6). Denote as before by D0 the limit in
L2 of D
m
0 . Construct the martingale M
n
n =
∑n
i=1D
n
i and also Mn =
∑n
i=1Di,
where (Di)i≥1 are stationary martingale differences distributed as D0 and then
notice that ||Mnn −Mn||2√
n
= ||Dn0 −D0||2 → 0 as n→∞ .
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So we have the double representation Sn = M
n
n + R
n
n = Mn + Rn, and by
substracting them and using the above computation we have
||Rnn −Rn||2√
n
=
||Mnn −Mn||2√
n
→ 0 as n→∞ .
So, the proof of ||Rn||1/
√
n→ 0 is reduced to showing that ||Rnn||1/
√
n→ 0. It
remains to notice that || E0(Sn)||1/
√
n → 0 implies both ||R¯nn||1/
√
n → 0 and
||θn0 ||1/
√
n→ 0 and therefore by the definition of Rnn we have ||Rnn||1/
√
n→ 0.
Uniqueness follows by using the following argument. If there are two ap-
proximating martingales satisfying
lim
n→∞
||Sn −Mn||1√
n
= lim
n→∞
||Sn −Nn||1√
n
= 0 ,
then the stationary martingale Mn −Nn has the differences (Dk,N −Dk,M )k≥1
in L2 and on one hand
lim
n→∞
||Nn −Mn||1√
n
= 0 ,
and on the other hand we have
Nn −Mn√
n
=⇒ N [0, E(D0,N −D0,M )2] .
By the convergence of moments in CLT we get E(D0,N −D0,M )2 = 0 .
We show now that (e) implies (d). We construct the martingale Mmn =∑n
i=1D
m
i and so
||Rmn −Rn||2√
n
=
||Mmn −Mn||2√
n
= ||Dm0 −D0||2 .
Whence, by triangle inequality
||Rmn ||1√
n
≤ ||R
m
n −Rn||1√
n
+
||Rn||1√
n
≤ ||Dm0 −D0||2 +
||Rn||1√
n
.
Since (e) implies (6), we know that ||Rn||1/
√
n→ 0, and by using the definition
of R¯mn we obtain
lim sup
n→∞
||R¯mn ||1√
n
≤ ||Dm0 −D0||2 .
Then the second part of (d) follows by letting m→∞. Moreover, because
|| Sn√
n
||1 ≤ ||Rn√
n
||1 + ||Mn√
n
||1
it follows that
lim sup
n→∞
|| Sn√
n
||1 ≤ ||D0||2 .
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♦Proof of the Remark 4
We argue first that (d′) implies (e′). By analyzing the proof of Theorem 3
we notice that even without condition lim supn || Sn√n ||1 < C, we still have that
the Cauchy convergence (12) holds. But without knowing that the variables
are in L2 this does not imply that the sequence is convergent in L2. However
the sequence Dm0 −X0 converges in L2 and since X0 is in L1 then the sequence
converges in L1.
We provide now a simple example showing that (e′) does not imply (d′). Let
us consider
Xk = dk + εk−1 − εk
where (dk) is a stationary sequence of martingale difference in L
2 and (εk) is an
i.i.d. sequence of centered variables in L1 with E(ε
2
0) =∞, which is independent
of (dk). We take now the filtration Fk = σ((dj , εj), j ≤ k) . With our notation
we have that
θm0 =
1
m
m∑
i=1
E0(X0 + ...+Xi−1) = d0 + ε−1 − 1
m
ε0 .
Then,
Dm1 = θ
m
1 − E0(θm1 ) = d1 −
1
m
ε1 .
It follows that Dm1 converges in L1 to d1 which is in L2. In addition we have
that ||E0(Sn)||1/
√
n = o(1). Therefore (e′) is satisfied.
On the other hand, we have for m ≥ 1,
Y m0 =
1
m
E0(X1 + ...+Xm) =
1
m
ε0 .
It follows that
||Y m0 ||+1 =
1
m
lim sup
n→∞
1√
n
E|
n∑
j=1
εi| =∞ ,
since otherwise, by Theorem 2 in Esseen and Janson (1985), ε0 would have finite
second moment. ♦
Proof of Theorem 5
To show that (d′) implies (e) we have to make a few small changes to the
proof of Theorem 3. Because the variables are in L2 it is easy to see that we
do not need the condition lim supn || Sn√n ||1 < C. This was used only to assure
that Dm0 is in L2. ♦
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Proof of Theorem 1
We already mentioned that Zhao and Woodroofe (2008) proved that (1) is
equivalent to (2). Then, (1) clearly implies limn→∞ E (S2n)/n = E(D
2
0). So one
of the implications holds.
Now we assume (4) and construct the martingale as in (10). It remains to
estimate
1
n
E(Sn −
n−1∑
i=0
Di)
2 =
1
n
[E(S2n) + E(M
2
n)− 2E(Sn
n−1∑
i=0
Di)] . (13)
By stationarity and orthogonality of the martingale differences
1
n
E(Sn
n−1∑
i=0
Di) =
n−1∑
i=−n+1
(1− |i|
n
)E(XiD0) = E[D0
n−1∑
i=0
(1− i
n
)(E0(Xi)− E−1(Xi))]
= E(D0D
n
0 )
It is clear now that condition (4) implies E(D0D
n
0 )→ E(D20), whence, by (13),
1
n
E(Sn −
n−1∑
i=0
Di)
2 → 0
and the result follows. ♦
Proof of Theorem 2
The fact that (a) is equivalent to (M) was established in Gordin and Peligrad
(2009). Then, (M) implies (c) was proven by Zhao-Woodroofe (2008) and then
(c) implies (b) follows by Cauchy Schwarz inequality. Obviously (b) implies (a)
by triangle inequality. ♦
Proof of Theorem 7
Notice that (f) implies that (d′) in Theorem 5 holds. As a consequence, by
Theorem 5, we conclude that Dm0 converges in L2 as m → ∞. Now, because
E0(Sk) = E0(Sk −Mk), by (11) we obtain
1√
n
max
1≤k≤n
| E0(Sk)| ≤ 1√
n
E0[|θm0 |+ max
1≤k≤n
|θmk |+ max
1≤k≤n
|R¯mk | ] .
Clearly the first term in the right hand side is converging to 0 in L2 since m is
fixed; the second term is convergent to 0 in L2 because the variables are square
integrable (by standard arguments); the last term is convergent to 0 in L1 by
(f). This completes the proof (f) implies (g).
11
Next, in order to show that (g) implies (8) with p = 1, we use the decompo-
sition (11) to get the estimate
max
1≤k≤n
|Sk −Mk| ≤ max
1≤k≤n
|Mk −Mnk |+ max
1≤k≤n
|θn0 − θnk+1|+ max
1≤k≤n
|R¯nk | .
By Doob maximal inequality for martingales and by stationarity we conclude
that
1√
n
|| max
1≤k≤n
|Mnk −Mk| ||2 ≤ ||Dn0 −D0||2 .
Moreover, by construction
lim
n→∞
1√
n
|| max
1≤k≤n
|θn0 − θnk+1|+ max
1≤k≤n
|R¯nk | ||1 ≤
3√
n
|| max
1≤k≤n
| E0(Sk)| ||1 .
Then,
1√
n
|| max
1≤k≤n
|Sk −Mk| ||1 ≤ ||Dm0 −D0||2 +
3√
n
|| max
1≤k≤n
| E0(Sk)| ||1 ,
and the result follows by letting n → ∞, from the the fact that Dm0 → D0 in
L2. It is easy to see that the martingale is unique.
We show now that (g) implies (f). We construct the martingale Mmn =∑n
i=1D
m
i and so for any m ≥ 1
1√
n
|| max
1≤k≤n
|Rmk −Rk| ||2 =
1√
n
|| max
1≤k≤n
|Mmk −Mk| ||2 ≤ ||Dm0 −D0||2 .
By triangle inequality and Doob maximal inequality we easily get
1√
n
|| max
1≤k≤n
|Rmk | ||1 ≤
1√
n
|| max
1≤k≤n
|Rmk −Rk| ||1 +
1√
n
|| max
1≤k≤n
|Rk| ||1
≤ ||Dm0 −D0||2 +
1√
n
|| max
1≤k≤n
|Rk| ||1 .
Since for m ≥ 1 fixed we have max1≤k≤n |θmk |/
√
n → 0 in L2 as n → ∞, by
taking into account the definition of R¯mk we let n→∞ and therefore
||Y m0 ||M+,1 ≤ ||Dm0 −D0||2 .
The result follows by letting m→∞. ♦
3 Applications and Examples
3.1 Linear Processes.
These results are particularly important for linear processes with independent
innovations. Consider
Xn =
∑
j≥0
ajξn−j
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where
∑
j≥0 a
2
j <∞ and (ξi)i∈Z is an i.i.d in L2. Denote by bn = a0+ ...+an−1.
Then, according to Zhao and Woodroofe (2008) the martingale representation
(1) holds if and only if (2) holds that is equivalent to
lim
n→∞
1
n
∑
j≥0
(bj+n − bj)2 → 0 and 1
n
n∑
j=1
bj converges .
By using Theorem 1 we can add one more characterization of representation (1)
for linear processes with independent innovations:
1
n
∑
j≥0
bj → c and lim
n→∞
E(S2n)
n
→ c2 .
3.2 Applications using ”projective criteria”
We provide several sufficient conditions imposed to conditional expectations of
sums or of individual variables, that assure that the martingale representation
(8) holds with p = 2. Their detailed proofs are in Gordin and Peligrad (2009).
1. Stationary sequences satisfying the Maxwell-Woodroofe (2000) condition:
∆(X0) =
∞∑
k=1
||E0(Sk)||2
k3/2
<∞ . (14)
2. Stationary sequences satisfying
∞∑
n=1
1√
n
‖E0(Xn)‖2 <∞ .
3. Mixingales:
Γj =
∑
k≥j
||XjE0(Xk)||1 <∞ and 1
m
m−1∑
j=0
Γj → 0 as m→∞ .
A similar class was also studied in Peligrad and Utev (2006).
4. Projective criteria:
E(X0|F−∞) = 0 almost surely and
∞∑
i=1
‖E−i(X0)− E−i−1(X0)‖2 <∞ .
This condition and related conditions were studied in Heyde (1974), Hannan
(1979), Gordin (2004) among others.
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3.3 Application to mixing sequences
The results in the previous section can be immediately applied to mixing se-
quences leading to sharpest possible functional CLT and providing additional
information about the structure of these processes. Examples include various
classes of Markov chains or Gaussian processes.
We shall introduce the following mixing coefficients: For any two σ-algebras
A and B define the strong mixing coefficient α(A,B):
α(A,B) = sup{|P(A ∩B)− P(A)P(B)|; A ∈ A, B ∈ B}
and the ρ−mixing coefficient, known also under the name of maximal coefficient
of correlation ρ(A,B):
ρ(A,B) = sup{Cov(X,Y )/‖X‖2‖Y ‖2; X ∈ L2(A), Y ∈ L2(B)} .
For the stationary sequence of random variables (Xk)k∈ Z, we also define
Fnm the σ–field generated by Xi with indices m ≤ i ≤ n, Fn denotes the σ–field
generated by Xi with indices i ≥ n, and Fm denotes the σ–field generated by
Xi with indices i ≤ m. The sequences of coefficients α(n) and ρ(n) are then
defined by
α(n) = α(F0,Fnn ), and ρ(n) = ρ(F0,Fn) .
Equivalently, (see Bradley (2007), ch. 4)
ρ(n) = sup{||E(Y |F0)‖2/‖Y ‖2; Y ∈ L2(Fn) and E(Y ) = 0} .
We assume the variables are centered and square integrable. Then, if
∞∑
k=1
ρ(2k) <∞ ,
representation (8) holds with p = 2.
Assume ∑
k≥1
EX20I(|X0| ≥ Q(2α(k)) <∞
where Q denotes the cadlag inverse of the function t → P(|X0| > t). Then the
representation (8) holds with p = 2.
Notice that the coefficient α(k) is defined by using only one variable in the
future. An excellent source of information for classes of mixing sequences and
classes of Markov chains satisfying mixing conditions is the book by Bradley
(2007). Further applications can be obtained by using the coupling coefficients
in Dedecker and Prieur (2005).
3.4 Application to additive functionals of reversible Markov
chains
For reversible Markov processes (i.e. Q = Q∗) the invariance principle under
optimal condition is known since Kipnis and Varadhan (1986). Here is a formu-
lation in terms of martingale approximation.
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Let (ξi)i∈Z denotes a stationary and ergodic reversible Markov chain and let
f be a function such that
∫
f2dpi <∞ and ∫ fdpi = 0 with the property
lim
n→∞
var(Sn)
n
→ σ2f <∞ .
Then the martingale representation (8) holds with p = 2. A proof of this fact
can be found in Gordin and Peligrad (2009).
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