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SPHERICALIZATION AND FLATTENING WITH THEIR
APPLICATIONS IN QUASIMETRIC MEASURE SPACES
QINGSHAN ZHOU, YAXIANG LI, AND XINING LI ∗
Abstract. The main purpose of the note is to explore the invariant properties
of sphericalization and flattening and their applications in quasi-metric spaces.
We show that sphericalization and flattening procedures on a quasimetric spaces
preserving properties such as Ahlfors regular and doubling property. By using
these properties, we generalize a recent result in [25]. We also show that the
Loewner condition can be preserved under quasimo¨bius mapping between two Q-
Ahlfors regular spaces. Finally, we prove that the Q-regularity of Q-dimensional
Hausdorff measure of Bourdon metric are coincided with Hausdorff measure of
Hamensta¨dt metric defined on the boundary at infinity of a Gromov hyperbolic
space.
1. Introduction and main results
The original idea of sphericalization and flattening comes from the work of Bonk
and Kleiner [4] in defining a metric on the one point compactification of an un-
bounded locally compact metric space. The first class of deformation, sphericaliza-
tion, is a generalization of the deformation from the Euclidean distance on Rn to the
chordal distance on Sn. The second class of flattening deformation is a generalization
of inversion on punctured Sn.
It was shown in [5] that these two conformal transformations are dual in the sense
that if one starts from a bounded metric space, then performs a flattening transfor-
mation followed by a sphericalization, then the object space is bilipschitz equivalent
to the original space. This duality comes from the idea that the stereographic pro-
jection between the Euclidean space and the Riemann sphere can be realized as a
special case of inversion. Sphericalization and flattening have a lot of applications in
the area of geometric function theory and asymptotic geometry, such as [2, 5, 6, 15].
By using the sphericalization (named by a warping process in [26]), Wildrick ob-
tained the quasisymmetric parameter of an unbounded 2-dimensional metric planes.
In [16], Jordi proved that two visual geodesic Gromov hyperbolic spaces are roughly
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2quasi-isometric if and only if their boundary at infinity are power quasimo¨bius equiv-
alent by virtue of the flattening deformation. Moreover, Mineyev [20] studied the
metric conformal structures on the idea boundaries of hyperbolic complexes via
sphericalization. Durand-Cartagena, the third author, Shanmugalingam [9, 10, 19]
explored the preservation of Ahlfors, doubling measure and Poincare´ inequality un-
der sphericalization and flattening within different assumptions.
The main purpose of this paper is to investigate the invariant properties of spher-
icalization and flattening and their applications in quasi-metric measure spaces.
There are many materials for quasi-metric spaces and related geometric function
theory in this setting, such as a quasi-metric space quasisymmetric embedding onto
Euclidean spaces and Hp theory and Lipschitz function theory on spaces of homo-
geneous types. We exhibit some examples of quasimetric spaces which are mainly
motivated from this setting.
(1) Z = Rn, ρ(x, y) =
∑n
i=1 |xi − yi|αi , where α1, α2, ..., αn are positive numbers,
not all equal. In general, one can easily see that the nonnegative symmetric function
is not necessary a metric but a quasimetric. This example follows from Coifman and
Weiss [7, §2(2)] and they have referred to such property as nonisotropy.
(2) An often mentioned example is the snowflake transformation d → dε of a
metric which induces a quasimetric space. The snowflake transformation play an
important role in the Assouad embedding theorem [1].
(3) Coifman and Weiss [7] have given the precise definition for a space of homoge-
neous type which is a quasi-metric space carrying a doubling measure and developed
the basic theory of Hardy spaces in this setting. A number of classical examples have
also been presented by them such as compact Riemannian manifolds with natural
distances and measure, boundary of smooth and bounded pseudo-convex domains
in Cn with non-isotropic quasimetric and Lebesgue surface measure, see [7, §2(2)]
for more details and several examples.
(4) The idea of deforming metric spaces by doubling measures is due to David
and Semmes, see [8] and [21]. Every uniformly perfect homogeneous space can
be deformed into Ahlfors regular space, which is quasisymmetric equivalent to the
original space through the identity map.
(5) It is not difficult to see that quasi-metrics induced by the Gromov products
can be used to define a canonical quasiconformal gauge on the boundary at infinity
of hyperbolic spaces in the sense of Gromov, see [6]. Recently many researchers
are interested in the interplay between interior and boundary in quasiconformal
geometry for Gromov hyperbolic spaces, see [5, 6, 16].
(6) Buckley, Herron and Xie extended the classical inversion or reflection about
the unit sphere centered at the origin to metric space (X, d) in [5]. Let p ∈ X be
given. We find that
ip(x, y) =
d(x, y)
d(x, p)d(y, p)
defines a quasi-metric on X \{p} and the identity map (X \{p}, d)→ (X \{p}, ip) is
quasimo¨bius. Further, Buyalo and Schroeder introduced a more general λ-inversion
with this idea via an admissible function λ on arbitrary quasi-metric spaces in [6].
3In [19], the third author and Shanmugalingam showed that the process of spher-
icalization and flattening preserved the Ahlfors regular and doubling measure in
metric spaces. In this paper, we first generalize the work in [19] to quasimetric
spaces. We get the preservation of Ahlfors regularity of a quasimetric space under
these two transformations, see Theorems 3.1 and 3.2. And by using these results
and David-Semmes’s conformal deformation [8], we prove the invariance of dou-
bling measure on uniformly perfect quasimetric spaces under sphericalization and
flattening, see Theorem 4.1. We note that this also provide a new proof for the
corresponding results in metric spaces in [19]. As a direct application of the above
results, we improve the recent work of [25] as follows.
Theorem 1.1. A weakly quasimo¨bius map from a uniformly perfect doubling quasi-
metric space to a quasimetric space is quasimo¨bius if and only if the image space is
uniformly perfect and doubling.
Our next motivation comes from Heinonen and Koskela’s celebrated work on the
equivalence of quasiconformality and quasisymmetry between two metric spaces in
[13]. They introduced the concept of Loewner spaces, which has many applications
in studying Sobolev spaces, quasiconformal theory in metric spaces. It should be
noted that Tyson [22] answered positively to a conjecture proposed by Heinonen and
Koskela [13, Section 8.7] in proving that the Q-Loewner condition can be preserved
under quasisymmetric maps between two Q-regular spaces. Thus it is natural to ask
whether the Loewner condition is preserved under sphericalization and flattening
(more general quasimo¨bius mappings). We obtain the following theorem:
Theorem 1.2. Let (X, d, µ) and (Y, σ, ν) be locally compact Q-regular metric mea-
sure spaces with Q > 1. If f : X → Y is quasi-mo¨bius and X is Q-Loewner, then
Y is also Q-Loewner.
Remark 1.1. It is worth to mention that the third author and Shanmugalingam
studied the invariance of Poincare´ inequality under sphericalization and flattening
transformations in their recent work [19]. This is as well one of the main motivation
of the current paper. We shall explain the connection between Theorem 1.2 and
Li-Shanmugalingam’s results in [19].
First, Heinonen and Koskela demonstrated that Q-Loewner condition and (1, Q)-
Poincare´ inequality are equivalent in proper, Ahlfors Q-regular and ϕ-convex metric
measure spaces, see [13, Corollary 5.13]. In [19, Theorem 1.1], it was shown by
the third author and Shanmugalingam that for a complete doubling metric measure
space which admits a (1, p)-Poincare´ inequality with 1 ≤ p < ∞, if in addition
the sphericalizad (or flattened) space is annular quasiconvex, then the deformed
space also admits a (1, p)-Poincare´ inequality. Notice that we do not need any extra
assumptions concerning the connectivity or completeness of the spaces in Theorem
1.2. Moreover, the Ahlfors Q-regularity is not used in showing the invariance of
Q-Loewner condition under sphericalization and flattening. It is just adapted to the
Q-Loewner condition because each Q-Loewner space satisfies a lower mass estimate,
see [13, Theorem 3.6]. By using a deformed cross-ratio introduced in [3], our proof
is direct and simple. For more backgrounds in this line see [5, 13, 17, 18] and the
references therein.
4Finally, we give an application which concerns the conformal transformation to
the boundary at infinity of Gromov hyperbolic spaces. We investigate the interplay
between the Hausdorff measure with respect to the Bourdon metrics and Hamensta¨dt
metrisc on the boundary at infinity of a Gromov hyperbolic space, which states as
follows.
Theorem 1.3. Let X be a Gromov hyperbolic metric space and ∂∞X the boundary at
infinity of X, and let Q > 0. Then (∂∞X, dB) is Ahlfors Q-regular if and only if the
space (∂∞X, dH) is Ahlfors Q-regular with respect to their Q-dimensional Hausdorff
measure, where dB and dH denote the Bourdon metrics and Hamensta¨dt metrics
with the same parameter, resepectively.
The presentation of this paper is organized as follows. In Section 2, we review
some backgrounds and notions of the paper. And then we discuss the preservation of
Ahlfors regular quasimetric spaces under sphericalization and flattening in Section
3. After that, we consider the preservation of doubling measure in section 4. Finally,
in the last section, we collect the previous results to prove Theorem 1.1, Theorem
1.2 and Theorem 1.3.
2. Preliminary and Notations
2.1. Quasi-metric space miscellanea. To begin our discussion, it is convenient
to introduce the concept of a quasi-metric space. Let K ≥ 1. A quasi-metric on a
set X is a function ρ : X × X → [0,∞) that is symmetric, and ρ(x, y) = 0 if and
only if x = y, and satisfies the following
ρ(x, z) ≤ K(ρ(x, y) ∨ ρ(y, z))
for all x, y, z ∈ X . Then a quasi-metric space is a setX together with a quasi-metric.
Here and hereafter, we use the notations:
r ∨ s = max{r, s} and r ∧ s = min{r, s}
for r, s ∈ R. The quasi-metric balls (ρ-balls) are denoted as B(x, r) = Bρ(x, r) =
{y ∈ X : ρ(x, y) < r}. Clearly, a metric space is a K-quasimetric space with K = 2.
A quasi-metric space (X, ρ) satisfies a doubling condition if there is a constant C
such that every (quasi-metric) ball B in X can be covered by at most C balls of
half the radius of B. A positive Borel measure µ on a quasi-metric space (X, ρ) is a
doubling measure if there is a constant Cµ such that
µ(2B) ≤ Cµµ(B)
for all balls B. We also record the following result for later use.
Theorem A. ([12, Theorem 13.3]) A complete doubling quasi-metric space carries
a doubling measure.
A quasi-metric space (X, ρ) is called uniformly perfect, if there is a constant τ ∈
(0, 1), such that for each x ∈ X and every r > 0 for which the set X \ B(x, r) is
nonempty, we have that B(x, r) \B(x, τr) is nonempty.
5A quasi-metric space (X, ρ) is said to be Ahlfors Q-regular if (X, ρ) admits a
positive Borel measure µ such that
(2.1) C−1RQ ≤ µ(B(x,R)) ≤ CRQ
for all x ∈ X and 0 < R < diamρ(X) (It is possible that diamρ(X) = ∞), where
C ≥ 1 and Q > 0 are constants. Note that Ahlfors regular spaces are necessarily
doubling. For instance, the Euclidean space Rn with Lebesgue measure satisfies the
Ahlfors n-regularity.
2.2. Modulus of curves and Loewner spaces. In order to introduce the defini-
tion of Loewner spaces, we have to mention about the modulus of curve family. Let
(X, d, µ) be a metric measure space, let Γ be a family of nonconstant curves in X .
We say a Borel function g to be admissible if∫
γ
gds ≥ 1
for all locally rectifiable curves γ ∈ Γ. Let Q ≥ 1, the Q-modulus of Γ is denoted as
modQΓ = inf
∫
X
gQdµ
for all admissible function of Γ. Given a pair of sets E, F in X , we denote Γ(E, F )
as the collection of rectifiable curve connecting E and F in X .
Let (X, d, µ) be an Ahlfors Q-regular metric measure space. Given two disjoint
close continua E, F ⊂ X . We denote the relative separation as follows
∆(E, F ) =
d(E, F )
diamE ∧ diamF .
We say (X, d, µ) is Q-Loewner if there exists a homeomorphism η : [0,∞)→ [0,∞)
such that for each pair of disjoint continua E, F in X , it satisfies the following
inequality:
modQ(Γ(E, F )) ≥ η(∆(E, F )).
2.3. Mappings on quasi-metric spaces. For a tetrad a, b, c, d in a quasi-metric
space (Z, ρ), its cross ratio is defined by the number
r(a, b, c, d) =
ρ(a, c)ρ(b, d)
ρ(a, b)ρ(c, d)
with a 6= b, c 6= d.
Suppose that η and θ are homeomorphisms from [0,∞) to [0,∞), and that f :
(Z1, ρ1)→ (Z2, ρ2) is an embedding between two quasi-metric spaces. Then we call
f is L-bilipschitz for some L ≥ 1 if
L−1ρ1(x, y) ≤ ρ2(f(x), f(y)) ≤ Lρ1(x, y)
for all x, y ∈ Z1. Also, f is said to be η-quasisymmetric if
ρ1(x, a) ≤ tρ1(x, b) implies that ρ2(f(x), f(a)) ≤ η(t)ρ2(f(x), f(b))
for all x, a and b in Z1. On the other hand, f is called θ-quasimo¨bius if
r(a, b, c, d) ≤ t implies that r(f(a), f(b), f(c), f(d)) ≤ θ(t)
for all a, b, c, d in Z1. In particular, if θ(t) = t, then f is a Mo¨bius mapping.
6We review the concept of weakly quasimo¨bius mapping here in order to discuss
the statement of Theorem 1.1. We say f is (h,H)-weakly quasimo¨bius if there exist
constants h > 0 and H ≥ 1 such that
r(a, b, c, d) ≤ h implies that r(f(a), f(b), f(c), f(d)) ≤ H
for all a, b, c, d in Z1. In general, it is not easy to determine whether a homeo-
morphism is quasimo¨bius or not. In spirit of this consideration, the authors in [25]
introduced this concept and systematically investigated the relationships between
weakly quasimo¨bius and quasimo¨bius mapping on doubling quasi-metric measure
spaces.
The following condition was introduced by Va¨isa¨la¨ [24] to investigate the relation
between quasimo¨bius and quasisymmetric maps. Suppose that both (Z1, ρ1) and
(Z2, ρ2) are bounded quasi-metric spaces. A homeomorphism f : (Z1, ρ1)→ (Z2, ρ2)
is said to satisfy the λ-three-point condition if there are constant λ ≥ 1 and triad z1,
z2, z3 in (Z1, ρ1) such that
ρ1(zi, zj) ≥ 1
λ
diam(Z1) and ρ2(f(zi), f(zj)) ≥ 1
λ
diam(Z2)
for all i 6= j ∈ {1, 2, 3}. With the help of this condition, he proved
Theorem B. ([24]) Suppose that (Z1, ρ1) and (Z2, ρ2) are bounded quasi-metric
spaces and that f : (Z1, ρ1)→ (Z2, ρ2) satisfies the λ-three point condition. Then f
is quasimo¨bius if and only if it is quasisymmetric, quantitatively.
2.4. Gromov hyperbolic spaces. Following the terminology of [6], we say that
(X, d) is a Gromov hyperbolic metric space, if there is a constant δ ≥ 0 such that
(x|y)w ≥ min{(x|z)w, (z|y)w} − δ
for all x, y, z, w ∈ X , where (x|y)w denotes the Gromov product with respect to w
defined by
(x|y)w = 1
2
[d(x, w) + d(y, w)− d(x, y)].
Definition 2.1. Suppose (X, d) is a Gromov δ-hyperbolic metric space for some
constant δ ≥ 0.
(1) A sequence {xi} in X is called a Gromov sequence if (xi|xj)w → ∞ as i,
j →∞.
(2) Two Gromov sequences {xi} and {yj} are said to be equivalent if (xi|yi)w →
∞.
(3) The Gromov boundary or the boundary at infinity ∂∞X of X is defined to be
the set of all equivalent classes.
(4) For a ∈ X and η ∈ ∂∞X , the Gromov product (a|η)w of a and η is defined
by
(a|η)w = inf
{
lim inf
i→∞
(a|bi)w : {bi} ∈ η
}
.
(5) For ξ, η ∈ ∂∞X , the Gromov product (ξ|η)w of ξ and η is defined by
(ξ|η)w = inf
{
lim inf
i→∞
(ai|bi)w : {ai} ∈ ξ and {bi} ∈ η
}
.
7For 0 < ε < min{1, 1
5δ
}, define
ρw,ε(ξ, ζ) = e
−ε(ξ|ζ)w
for all ξ, ζ in the Gromov boundary of X with convention e−∞ = 0.
We now define
dε(ξ, ζ) := inf{
n∑
i=1
ρε(ξi−1, ξi) : n ≥ 1, ξ = ξ0, ξ1, ..., ξn = ζ ∈ ∂∞X}.
Then (X, dw,ε) is a metric space with
(2.2)
1
2
ρw,ε ≤ dw,ε ≤ ρw,ε,
and we call dw,ε to be the Bourdon metric [6, p 22] of ∂∞X based at w with parameter
ε.
Let ξ ∈ ∂∞X . We say that b : X → R is a Busemann function based on ξ,
denoted by b = bξ,w ∈ B(ξ), if for every w ∈ X , we have
b(x) = bξ,w(x) = bξ(x, w) = (ξ|w)x − (ξ|x)w for x ∈ X.
We next define the Gromov product of x, y ∈ X based at the Busemann function
b = bξ,w ∈ B(ξ) by
(x|y)b = 1
2
(b(x) + b(y)− d(x, y)).
Similarly, for x ∈ X and η ∈ ∂∞X , the Gromov product (x|η)b of x and η is defined
by
(x|η)b = inf
{
lim inf
i→∞
(x|zi)b : {zi} ∈ η
}
.
For points (ξ1, ξ2) ∈ ∂∞X × ∂∞X \ (ξ, ξ), we define their Gromov product based at
b by
(ξ1|ξ2)b = inf
{
lim inf
i→∞
(xi|yi)b : {xi} ∈ ξ1, {yi} ∈ ξ2}.
Next, we review the definition of Hamensta¨dt metric of ∂∞X based at ξ or a
Busemann function b = bξ,w ∈ B(ξ). For ε > 0 with e22εδ ≤ 2, define
ρb,ε(ξ1, ξ2) = e
−ε(ξ1|ξ2)b for all ξ1, ξ2 ∈ ∂∞X.
Then for i = 1, 2, 3 with ξi ∈ ∂∞X , we have
ρb,ε(ξ1, ξ2) ≤ e22εδ max{ρb,ε(ξ1, ξ3), ρb,ε(ξ3, ξ2)}.
That is, ρb,ε is a K
′-quasi-metric on X with K ′ = e22εδ ≤ 2. We now define
σb,ε(x, y) := inf{
n∑
i=1
ρb,ε(xi−1, xi) : n ≥ 1, x = x0, x1, ..., xn = y ∈ X}.
Again by [6, Lemma 2.2.5], (X, σb,ε) is a metric space with
(2.3)
1
2
ρb,ε ≤ σb,ε ≤ ρb,ε.
Then σb,ε is called a Hamensta¨dt metric on ∂∞X based at ξ or the Busemann
function b with parameter ε.
83. Transformations of quasimetric measure spaces
3.1. Sphericalization and flattening of quasi-metric structures. Given an
unbounded quasi-metric space (X, ρ) and a base point a ∈ X , we consider the one-
point extension X˙ = X ∪{∞} and define the density function ρa : X˙ × X˙ → [0,∞)
as follows
(3.1) ρa(x, y) = ρa(y, x) =

ρ(x, y)
[1 + ρ(x, a)][1 + ρ(y, a)]
, if x, y ∈ X,
1
1 + ρ(x, a)
, if y =∞ and x ∈ X,
0, if x =∞ = y.
Similarly, given a bounded quasi-metric space (X, ρ) and a base point c ∈ X , we
consider the spaceXc = X\{c} and define the density function ρc : Xc×Xc → [0,∞)
as follows
(3.2) ρc(x, y) = ρc(y, x) =
ρ(x, y)
ρ(x, c)ρ(y, c)
.
Following [6], given a quadruple Q of four distinct points a, b, c, d in a quasimetric
space (X, ρ), we denote the triple
M = (ρ(a, b)ρ(c, d), ρ(a, c)ρ(b, d), ρ(a, d)ρ(b, c))
as the cross ratio triple of Q. Given a positive real number triple M = (a, b, c), we
call M is a multiplicative K-triple, where K ≥ 1, if the two largest members of M ,
say a and b, coincide up to a multiplicative error of K, namely, 1
K
≤ a
b
≤ K.
Next, we also need the following auxiliary result.
Lemma C. ([6, Lemma 5.1.2]) Assume ρ is a K-quasi-metric on X, K ≥ 1. Then
for every quadruple Q of distinct points of X, the cross-ratio triple M of Q is a
multiplicative K2-triple.
Then we shall show that ρa and ρ
c defined as above for quasimetric spaces are
also quasimetric.
Lemma 3.1. Let (X, ρ) be a K-quasi-metric space.
(1) If X is unbounded with a ∈ X, then (X˙, ρa) is a K ′-quasi-metric space with
K ′ = 4K2;
(2) If X is bounded with c ∈ X, then (Xc, ρc) is a K ′′-quasi-metric space with
K ′′ = K2.
Proof. Our proofs is a mimic of [6, Proposition 5.3.6]. For completeness we show
the details. To prove (1), we extend ρ on X˙ × X˙ as follows:
ρ̂(∞,∞) = 0, ρ̂(x,∞) = 1 + ρ(x, a) = ρ̂(∞, x) and ρ̂(x, y) = ρ(x, y)
for all x, y ∈ X . Then we claim that (X˙, ρ̂) is a 2K-quasi-metric space, that is,
(3.3) ρ̂(x, y) ≤ 2K(ρ̂(x, z) ∨ ρ̂(z, y))
9for all x, y, z ∈ X˙ . To this end, we consider three possibilities. If ∞ 6∈ {x, y, z},
then (3.3) follows since (X, ρ) is a K-quasi-metric space. For the second possibilities,
z =∞, we observe that
ρ̂(x, y) = ρ(x, y) ≤ K(ρ(x, a) ∨ ρ(a, y))
≤ K[(1 + ρ(x, a)) ∨ (1 + ρ(a, y))]
= K[ρ̂(x, z) ∨ ρ̂(z, y)],
as desired. For the remaining possibility, by symmetry, we may assume y = ∞. A
direct computation gives
ρ̂(x, y) = 1 + ρ(x, a) ≤ 1 +K(ρ(x, z) ∨ ρ(z, a))
≤ 1 +Kρ(x, z) +Kρ(z, a)
≤ Kρ̂(x, z) +Kρ̂(z, y)
≤ 2K[ρ̂(x, z) ∨ ρ̂(z, y)],
which deduces (3.3).
Next for any points x, y, z in (X˙, ρa) be given. If one of them is ∞, then the
required assertion for (1) is easy to verify and we only need to consider the case that
none of them is∞. It follows from Lemma C that for points x, y, z and∞ in (X˙, ρ̂),
the cross-ratio triple M(x, y, z,∞) is a multiplicative 4K2-triple and thus we have
ρ̂(x, y)ρ̂(z,∞) ≤ 4K2[ρ̂(x, z)ρ̂(y,∞) ∨ ρ̂(y, z)ρ̂(x,∞)].
This yields
ρ(x, y)(1 + ρ(z, a)) ≤ 4K2[ρ(x, z)(1 + ρ(y, a)) ∨ ρ(y, z)(1 + ρ(x, a))]
and so we obtain
ρa(x, y) ≤ 4K2[ρa(x, z) ∨ ρa(z, y)],
this proves (1).
It remains to show (2). Fix x, y, z ∈ Xc. Since (X, ρ) is a K-quasi-metric space,
again appealing to Lemma C, we know that the cross-ratio triple M(x, y, z, c) for
the quadruple {x, y, z, c} is a multiplicative K2-triple. Thus we have
ρ(x, y)ρ(z, c) ≤ K2[ρ(x, z)ρ(y, c) ∨ ρ(z, y)ρ(x, c)]
which deduces
ρc(x, y) =
ρ(x, y)
ρ(x, c)ρ(y, c)
≤ K2[ ρ(x, z)
ρ(x, c)ρ(z, c)
∨ ρ(z, y)
ρ(z, c)ρ(y, c)
] = K2[ρc(x, z)∨ρc(z, y)].
Hence Lemma 3.1 follows. 
We conclude this part with the following lemma for later use.
Lemma 3.2. Let (Z, ρ) be a bounded quasi-metric space with c ∈ Z and diam(Z, ρ) =
T . Then the identity map ϕ : (Zc, ρ)→ (Zc, (ρc)∞) is (1 + T )2-bilipschitz.
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Proof. We first flatten the quasi-metric space (Z, ρ) with respect to c ∈ Z and
thus obtain the deformed space (Zc, ρc). Consider the one-point extension space
Zc ∪ {∞} = Z˙c. Then we extend the density function ρc to Z˙c, given by
ρc(x,∞) = 1
ρ(x, c)
and ρc(∞,∞) = 0.
Note that ρc is still a quasi-metric in Z˙c.
Next, we consider the sphericalization space (Z˙c, (ρc)∞) with respect to ∞ ∈ Z˙c.
For all x, y ∈ Zc, define
ρc(x, y) =
ρ(x, y)
ρ(x, c)ρ(y, c)
and ρc(x,∞) = 1
ρ(x, c)
.
Thus we have
ρc∞(x, y) =
ρc(x, y)
[1 + ρc(x,∞)][1 + ρc(y,∞)] =
ρ(x, y)
[1 + ρ(x, c)][1 + ρ(y, c)]
.
Hence this shows Lemma 3.2 because diam(Z, ρ) = T . 
3.2. Sphericalization and flattening of measures. For a quasi-metric space
(X, ρ) which admits a Borel regular measure µ with dense support, we form two
new transforming measures under sphericalization and flattening, respectively. Let
(X, ρ, µ) be a quasi-metric measure space. If X is unbounded with a ∈ X , then the
spherical measure µa is given by
(3.4) µa(A) =
∫
A\{∞}
1
µ(B(a, 1 + ρ(a, z)))2
dµ(z).
If X is bounded, then the corresponding flattening measure µc is defined by
(3.5) µc(A) =
∫
A
1
µ(B(c, ρ(c, z)))2
dµ(z),
where A ⊂ Xc is a Borel set.
We next discuss the Ahlfors regularity and doubling properties of quasi-metric
measure spaces under sphericalization and flattening transformation. In particu-
lar, we generalize [19, Propositions 3.1 and 4.1] to quasimetric measure spaces, see
Theorems 3.1 and 3.2 below.
Theorem 3.1. Let Q > 0 and K ≥ 1. Suppose that (X, ρ, µ) is an unbounded
Ahlfors Q-regular K-quasi-metric space with a ∈ X, then the sphericalization of
X (with respect to a) (X˙, ρa, µa) is a bounded Ahlfors Q-regular K
′-quasi-metric
measure space.
Proof. By the definition of ρa we see that diamaX˙ = sup{ρa(x, y) : x, y ∈ X˙} ≤ K.
This together with Lemma 3.1 assert that (X˙, ρa) is a boundedK
′-quasi-metric space
with K ′ = 4K2. So we only need to verify the Ahlfors Q-regularity of (X˙, ρa, µa).
Since (X, ρ, µ) is Ahlfors Q-regular, for all z ∈ X we have
(3.6)
1
CA
(1 + ρ(z, a))Q ≤ µ(B(a, 1 + ρ(a, z))) ≤ CA(1 + ρ(z, a))Q,
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where CA is the Ahlfors regularity constant. As the Ahlfors regularity can be pre-
served under bilipschitz transformations, we see from (3.4) and (3.6) that we may
define the spherical measure µa as follows:
(3.7) µa(Ba(x, r)) =
∫
Ba(x,r)\{∞}
dµ(y)
[1 + ρ(y, a)]2Q
for all x ∈ X˙ and 0 < r ≤ diamaX˙ ≤ K, where Ba(x, r) := {y ∈ X˙ : ρa(x, y) < r}.
It follows from the definition of ρa that Ba(x, r)\{∞} is a Borel set of (X, ρ) because
the identity map (X, ρ)→ (X, ρa) is locally bilipschitz and so the topology induced
by these two quasi-metrics are coincide.
Next, we claim that
(3.8) µa(Ba(x,K)) = µa(X˙) ≤ 4QCA <∞
for all x ∈ X . Indeed, since diamaX˙ ≤ K, we know that for all x ∈ X ,
µa(Ba(x,K)) = µa(X˙) =
∫
X
dµ(y)
[1 + ρ(y, a)]2Q
=
(
∞∑
i=1
∫
B(a,2i)\B(a,2i−1)
+
∫
B(a,1)
)
dµ(y)
[1 + ρ(y, a)]2Q
≤
∞∑
i=1
µ(B(a, 2i))
(2i−1)2Q
≤
∞∑
i=1
CA
2iQ
22Q(i−1)
≤ 4
Q
2Q − 1CA <∞,
as desired. Thus we only need to find a constant C = C(CA, Q,K) such that for all
x ∈ X and 0 < r ≤ 1
2
,
(3.9)
1
C
rQ ≤ µa(Ba(x, r)) ≤ CrQ.
Since for r > 1/2, µa(Ba(x, r)) must be compariable with a constant by (3.9) and
(3.8).
In the following, we split into several cases to prove (3.9). We begin this discussion
with a consideration of the balls centered at ∞.
Case 3.1. x =∞.
Set R = 1
r
− 1. Thus we have 1
2r
≤ R < 1
r
because r ≤ 1
2
. Note that
Ba(∞, r) \ {∞} = {y ∈ X : ρa(y,∞) = 1
1 + ρ(x, a)
< r}
= {y ∈ X : ρ(y, a) > R} = X \B(a, R).
Let κ = 2C
2/Q
A and B = B(a, κ
iR) (i = 0, 1, 2, ...). Then one computes
µ(Bi \Bi−1) = µ(Bi)− µ(Bi−1) ≥ (κ
iR)Q
CA
− CA(κi−1R)Q ≥ (κ
iR)Q
2CA
,
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and so
µa(Ba(∞, r)) =
∫
X\B(a,R)
dµ(y)
[1 + ρ(a, y)]2Q
=
∞∑
i=1
∫
Bi\Bi−1
dµ(y)
[1 + ρ(a, y)]2Q
≤
∞∑
i=1
µ(Bi)
(κi−1R)2Q
≤
∞∑
i=1
(κiR)Q
(κi−1R)2Q
≤ 2CAκ
2Q
RQ
< 2Q+1CAκ
2QrQ,
On the other hand, we get
µa(Ba(∞, r)) ≥
∞∑
i=1
µ(Bi \Bi−1)
(2κiR)2Q
≥
∞∑
i=1
RQκiQ
2CA(2κiR)2Q
≥ 1
2CA(4κ)QRQ
≥ r
Q
2CA(4κ)Q
,
these estimates imply (3.9).
Case 3.2. ρa(x,∞) ≤ rK ′ .
In this case, we claim that
(3.10) Ba(∞, r
K ′
) ⊂ Ba(x, r) ⊂ Ba(∞, K ′r).
This can be seen as follows. For all y ∈ Ba(∞, rK ′ ), we have ρa(x, y) ≤ K ′(ρa(x,∞)∨
ρa(∞, y)) < r. On the other hand, for all z ∈ Ba(x, r), we get ρa(∞, z) ≤
K ′(ρa(x,∞) ∨ ρa(x, z)) < K ′r, as claimed.
Consequently, combining the inclusion relation (3.10) with Case 3.1, we obtain
(3.9).
Case 3.3. r
K ′
< ρa(x,∞) ≤ 4K2r.
A similar argument as Case 3.2, we can obtain the inclusion B(x, 1
16K4K ′r
) ⊂
Ba(x, r) ⊂ Ba(∞, 4K ′K2r). Indeed, for all y ∈ B(x, 116K4K ′r ), we have
ρa(x, y) = ρ(x, y)ρa(x,∞)ρa(y,∞) < 4K
2r
16K4K ′r
ρa(y,∞)
≤ K
′
4K2K ′
(ρa(x, y) ∨ ρa(x,∞)) ≤ 1
4K2
(ρa(x, y) ∨ 4K2r) < r,
and for all z ∈ Ba(x, r),
ρa(z,∞) ≤ K ′(ρa(z, x) ∨ ρa(x,∞)) < K ′(r ∨ 4K2r) = 4K ′K2r,
as required. Moreover, the desired upper Ahlfors Q-regularity can be obtained by
means of the inclusion Ba(x, r) ⊂ Ba(∞, 4K ′K2r) and the implication in Case 3.1.
To show the lower regularity, for all y ∈ B(x, 1
16K4K ′r
) we compute
ρa(y,∞) = ρa(x, y)
ρ(x, y)ρa(x,∞) > 4K
2K ′ρa(x, y) > ρa(x, y)
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and so r
K ′
≤ ρa(x,∞) ≤ K ′(ρa(x, y) ∨ ρa(y,∞)) = K ′ρa(y,∞). This yields
µa(Ba(x, r)) =
∫
Ba(x,r)\{∞}
dµ(y)
[1 + ρ(y, a)]2Q
≥
∫
B(x, 1
16K4K′r
)
dµ(y)
[1 + ρ(y, a)]2Q
≥ µ(B(x, 1
16K4K ′r
))(
r
K ′2
)2Q
≥ 1
CA
(
1
16K4K ′r
)Q(
r
K ′2
)2Q =
1
C
rQ.
Therefore, we are done in this case.
Case 3.4. ρa(x,∞) ≥ 4K2r and ρ(x, a) ≤ 1.
In this case, we are going to build the inclusion
(3.11) B(x, r) ⊂ Ba(x, r) ⊂ B(x, 8Kr).
Towards this end, for all y ∈ B(x, r) we have
ρa(x, y) = ρ(x, y)ρa(x,∞)ρa(y,∞) ≤ ρ(x, y) < r
and for all z ∈ Ba(x, r),
r > ρa(x, z) = ρ(x, z)ρa(x,∞)ρa(z,∞) ≥ 4K2rρ(x, z)ρa(z,∞).
From which we deduce that
4K2ρ(x, z) ≤ 1
ρa(z,∞) = 1+ρ(a, z)
(∗)
≤ 2K[ρ(x, z)∨(1+ρ(x, a))] = 2K(1+ρ(x, a)) < 4K,
where the inequality (∗) follows from a similar argument as in Lemma 3.1. Thus we
obtain 1 + ρ(a, z) ≤ 4K and 1 + ρ(a, x) ≤ 2. Moreover, we get
ρ(x, z) = ρa(x, z)[1 + ρ(x, a)][1 + ρ(z, a)] < 8Kr,
this yields (3.11).
Then by (3.11) we compute
µa(Ba(x, r)) =
∫
Ba(x,r)
dµ(y)
[1 + ρ(y, a)]2Q
≥ µ(Ba(x, r))
(4K)2Q
≥ µ(B(x, r))
(4K)2Q
≥ r
Q
CA(4K)2Q
.
Moreover, again by (3.11) we get
µa(Ba(x, r)) ≤ µ(Ba(x, r)) ≤ µ(B(x, 8Kr)) ≤ CA(8Kr)Q,
and hence we prove (3.9) by means of these two estimates.
Case 3.5. ρa(x,∞) ≥ 4K2r and ρ(x, a) > 1.
Put ty = 1 + ρ(a, y) for y ∈ Ba(x, r). Thus we claim that
(3.12)
tx
2K
< ty < 2Ktx and B(x,
r
2K
t2x) ⊂ Ba(x, r) ⊂ B(x, 2Krt2x).
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Indeed, since ρa(x,∞) ≥ 4Kr, a similar argument as Case 3.4 gives 4K2ρ(x, y) <
1 + ρ(a, y) for all y ∈ Ba(x, r). And since (ρ(x, y), 1 + ρ(x, a), 1 + ρ(y, a)) is a
2K-triple, we know that
4K2ρ(x, y) < 1 + ρ(y, a) ≤ 2K[ρ(x, y) ∨ (1 + ρ(x, a))] = 2K(1 + ρ(x, a))
and so ty < 2Ktx and 2Kρ(x, y) ≤ 1 + ρ(x, a). On the other hand, since
tx = 1 + ρ(x, a) ≤ 2K[ρ(x, y) ∨ (1 + ρ(y, a))] = 2K(1 + ρ(y, a)) = 2Kty,
we deduce the first inequalities tx
2K
< ty < 2Ktx of (3.12).
It remains to show the inclusions of (3.12). For all y ∈ Ba(x, r), we have
ρ(x, y) = ρa(x, y)txty < 2Kt
2
xr,
which implies the right hand side inclusion. For each z ∈ B(x, r
2K
t2x), we have
tx ≤ 2K[ρ(x, z) ∨ (1 + ρ(z, a))] ≤ 2K[ r
2K
t2x ∨ (1 + ρ(z, a))] = 2K(1 + ρ(a, z)),
because ρa(x,∞) ≥ 4K2r implies rtx ≤ 14K2 . Moreover, we obtain
ρa(x, z) =
ρ(x, z)
tx(1 + ρ(a, z))
<
r
2K
t2x
tx · tx2K
= r,
as required. Consequently, we get (3.12).
Now, we shall appeal (3.12) and the Ahlfors Q-regularity of (X, ρ, µ) to obtain
µa(Ba(x, r)) =
∫
Ba(x,r)\{∞}
dµ(y)
[1 + ρ(y, a)]2Q
< (
2K
tx
)2Qµ(Ba(x, r))
≤ (2K
tx
)2Qµ(B(x, 2Krt2x))
< (
2K
tx
)2QCA(2Krt
2
x)
Q = CrQ
and
µa(Ba(x, r)) >
µ(Ba(x, r))
(2Ktx)2Q
>
µ(B(x, r
2K
t2x))
(2Ktx)2Q
>
( r
2K
t2x)
Q
CA(2Ktx)2Q
>
rQ
C
.
Hence we complete the proof of Theorem 3.1. 
Theorem 3.2. Let Q > 0 and K ≥ 1. Suppose that (X, ρ, µ) is a bounded Ahlfors
Q-regular K-quasi-metric space with c ∈ X, then the flattening of X with respect to
c, (Xc, ρc, µc) is an unbounded Ahlfors Q-regular K ′′-quasi-metric measure space.
Proof. First, from Lemma 3.1 it follows that (Xc, ρc) is a K ′′-quasi-metric space
with K ′′ = K2. Thus it suffices to show that (Xc, ρc, µc) is Ahlfors Q-regular. To
this end, since (X, ρ, µ) is Ahlfors Q-regular, for all z ∈ Xc = X \ {c} we have
1
CA
ρ(c, z)Q ≤ µ(B(c, ρ(c, z))) ≤ CAρ(c, z)Q,
15
where CA is the Ahlfors regularity constant. Because bilipschitz homeomorphism
preserves Ahlfors Q-regularity, we may assume that the flattening measure µc on
(Xc, ρc) is given by
µc(A) =
∫
A
dµ(z)
ρ(c, z)2Q
,
where A ⊂ Xc. Fix x ∈ Xc and r > 0, it suffices to show that µc(Bc(x, r)) is
compariable with rQ, where Bc(x, r) = {y ∈ Xc : ρc(x, y) < r}. We consider three
cases.
Case A: rρ(x, c) ≤ 1
2K
. In this case, we first claim that
(3.13) B(x,
r
K
ρ(x, c)2) ⊂ Bc(x, r) ⊂ B(x,Krρ(x, c)2).
Indeed, for each y ∈ Bc(x, r), we get
ρ(y, x) = ρc(x, y)ρ(x, c)ρ(y, c) ≤ 1
2K
ρ(y, c) ≤ 1
2
(ρ(y, x) ∨ ρ(x, c)) = 1
2
ρ(x, c),
which deduces ρ(x, y) ≤ Krρ(x, c)2. Moreover, for every z ∈ B(x, r
K
ρ(x, c)2), we
have
ρ(x, c) ≤ K(ρ(x, z) ∨ ρ(z, c)) ≤ K( r
K
ρ(x, c)2 ∨ ρ(z, c))
≤ K( 1
2K2
ρ(x, c) ∨ ρ(z, c)) = Kρ(z, c),
and so ρc(x, z) = ρ(x,z)
ρ(x,c)ρ(c,z)
<
r
K
ρ(x,c)
ρ(c,z)
< r, which implies (3.13).
Next, we shall use (3.13) to estimate µc(Bc(x, r)). On one hand, one computes
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(y)
ρ(c, y)2Q
≥ µ(B
c(x, r))
[Kρ(x, c)]2Q
≥ µ(B(x,
r
K
ρ(x, c)2))
[Kρ(x, c)]2Q
≥ 1
CA
[ r
K
ρ(x, c)2)]Q
[Kρ(x, c)]2Q
=
rQ
CAK3Q
.
On the other hand, we obtain
µc(Bc(x, r)) ≤ µ(B
c(x, r))
(ρ(x, c)/K)2Q
≤ µ(B(x,Krρ(x, c)
2))
(ρ(x, c)/K)2Q
≤ CAK3QrQ.
Hence we are done in this case.
Case B: rρ(x, c) ≥ 2KC2A. We first establish the inclusions which is needed in
the estimation of the measure µc(Bc(x, r)), that is,
(3.14) X \B(c, K
r
) ⊂ Bc(x, r) ⊂ X \B(c, 1
Kr
).
To this end, for all y ∈ Xc with ρ(y, c) > K/r, we compute
ρc(x, y) =
ρ(x, y)
ρ(x, c)ρ(c, y)
≤ K(ρ(x, c) ∨ ρ(c, y))
ρ(x, c)ρ(c, y)
=
K
ρ(x, c) ∧ ρ(c, y) <
K
2KC2
A
r
∧ K
r
= r.
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Moreover, for every z ∈ Bc(x, r), ρ(x, z) = ρc(x, z)ρ(x, c)ρ(z, c) < rρ(x, c)ρ(z, c),
and so
ρ(x, c) ≤ K(ρ(x, z) ∨ ρ(z, c)) ≤ K(rρ(x, c) ∨ 1)ρ(z, c) = Krρ(x, c)ρ(z, c),
which implies ρ(z, c) ≥ 1
Kr
. Consequently, from the above estimates (3.14) follows.
Next, we are going to estimate µc(Bc(x, r)) by virtue of (3.14). For the upper
Ahlfors regularity, appealing to the regularity of the space (X, ρ, µ), we get
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(z)
ρ(z, c)2Q
≤
∫
X\B(c, 1
Kr
)
dµ(z)
ρ(z, c)2Q
=
∞∑
i=0
∫
B(c, 2
i+1
Kr
)\B(c, 2
i
Kr
)
dµ(z)
ρ(z, c)2Q
≤
∞∑
i=0
µ(B(c, 2
i+1
Kr
))
( 2
i
Kr
)2Q
≤
∞∑
i=0
CA(
2i+1
Kr
)Q
( 2
i
Kr
)2Q
≤ CA(2K)Q+1rQ.
It remains to verify the lower regularity. A direct computation gives
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(y)
ρ(c, y)2Q
≥
∫
X\B(c,K
r
)
dµ(z)
ρ(z, c)2Q
≥
∫
B(c,
2KC2
A
r
)\B(c,K
r
)
dµ(z)
ρ(z, c)2Q
≥ µ
(
B(c,
2KC2
A
r
) \B(c, K
r
)
)
(
2KC2
A
r
)2Q
≥
1
CA
(
2KC2
A
r
)Q − CA(Kr )Q
(
2KC2
A
r
)2Q
>
rQ
C
,
as desired.
Case C: 1
2K
≤ rρ(x, c) ≤ 2KC2A. In this case, we see that Bc(x, r4K2C2
A
) satisfies
the assumption of Case A and similarly Bc(x, 4K2C2Ar) satisfies the condition of
Case B. Both of them, their measures with respect to the flattening measures, are
compariable with rQ. Hence the same assertion holds also for Bc(x, r).
Hence we prove Theorem 3.2. 
4. Preservation of doubling measure
Recently, the third author and Shanmugalingam proved that both the metric space
flattening and sphericalization preserving doubling measure, see [19, Propositions
3.3 and 4.2]. In this section, we mainly generalize these results to quasi-metric
measure spaces and show that doubling property for uniformly perfect quasi-metric
measure spaces is preserved under flattening and sphericalization transformations.
Our proofs are based on Theorems 3.1 and 3.2 and the generalized David-Semmes’s
deformation[8]. Our main result in this section is stated as follows.
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Theorem 4.1. Let (X, ρ) be a τ -uniformly perfect K-quasi-metric space which car-
ries a doubling measure µ with coefficient Cµ ≥ 1.
(1) If X is bounded with c ∈ X, then the flattening measure µc on (Xc, ρc) is
doubling;
(2) If X is unbounded with a ∈ X, then the spherical measure µa on (X˙, ρa) is
doubling.
4.1. Auxiliary results. In this subsection, we are going to prove some auxiliary
results for later use.
Lemma 4.1. Let (Z, ρ) be a τ -uniformly perfect K-quasi-metric space which carries
a doubling measure µ with coefficient C ≥ 1. Then there are constants α > 0 and
C0 > 0 such that
µ(B(x, r))
µ(B(x,R))
≤ C0( r
R
)α,
for all x ∈ Z and 0 < r ≤ R ≤ diamZ.
Proof. We first show that there are constants δ1, δ2 ∈ (0, 1) such that
(4.1) µ(B(x, δ1r)) ≤ δ2µ(B(x, r))
for all x ∈ Z and 0 < r ≤ diam(Z). Since Z is τ -uniformly perfect, there is a point
y ∈ Z such that
τr
4K
≤ ρ(x, y) ≤ r
2K
.
Thus we know thatB(x, τr
8K2
) andB(y, τr
8K2
) are disjoint sets ofB(x, r), which implies
µ(B(x,
τr
8K2
)) ≤ µ(B(x, r))− µ(B(y, τr
8K2
)) ≤ (1− 1
C log2
K3
τ
+4
)µ(B(x, r)),
since (Z, µ) is a C-doubling measure space. This yields (4.1) with the choice of
δ1 =
τ
8K2
and δ2 = 1− 1
Clog2
K3
τ +4
.
For 0 < r ≤ R ≤ diam(Z), there is an integer n such that δn1 < r/R ≤ δn−11 . Let
α = logδ1 δ2 and C0 = 1/δ2. By (4.1) we obtain
µ(B(x, r)) ≤ µ(B(x, δn−11 R)) ≤ δn−12 µ(B(x,R))
≤ δlogδ1
r
R
−1
2 µ(B(x,R)) = C0(
r
R
)αµ(B(x,R)).
Hence Lemma 4.1 follows. 
Lemma 4.2. Let f : (Z, ρ) → (Z ′, ρ′) be an η-quasisymmetric homeomorphism
between two quasi-metric spaces. Then for any k ≥ 1, x ∈ Z and 0 < r ≤ diam(Z),
there exists a ball B(x′, R) centered at x′ = f(x) with radius R such that
B(x′, R) ⊂ f(B(x, r)) ⊂ f(B(x, kr)) ⊂ B(x′, η(k)R).
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Proof. Since 0 < r ≤ diamZ, we may assume that Z \B(x, r) 6= ∅. Let
R = inf{ρ′(x′, f(z)) : z ∈ Z \B(x, r)}.
We claim that
B(x′, R) ⊂ f(B(x, r)).
Otherwise, there is a point x′0 ∈ B(x′, R) with x′0 = f(x0) and x0 ∈ Z \ B(x, r).
Then by the choice of R, we have ρ′(x′0, x
′) < R ≤ ρ′(x′0, x′), which conducts a
contradiction. Next, we show that for all k ≥ 1
f(B(x, kr)) ⊂ B(x′, η(k)R).
Note that for all z ∈ B(x, kr) and w ∈ Z\B(x, r), we have ρ(x, z) ≤ kr ≤ kρ(x, w)
and so
ρ′(x′, f(z)) ≤ η(k)ρ(x′, f(w)),
since f is η-quasisymmetric. From which we obtain above, the Lemma 4.2 follows.

Lemma 4.3. Suppose that a quasi-metric space is quasi-symmetrically embedding
into a quasi-metric space which carries a doubling measure, then the pull-back mea-
sure on the pre-image space is also doubling.
Proof. Assume that f : (Z, ρ)→ (Z ′, ρ′) is an η-quasi-symmetric embedding between
two quasi-metric spaces and ν is a doubling measure on (Z ′, ρ′). Define the pull-back
measure induced by f
µf(E) := ν(E)
for any Borel set E ⊂ Z. We need to show that µf on (Z, ρ) is doubling Borel
measure.
To this end, we observe that every quasi-symmetric mapping is a Borel function
and a similar argument as [14, 3.3.21] shows that µf is a Borel measure. It remains
to verify the doubling property of µf . For every z ∈ Z and 0 < r ≤ diamZ, it
follows from Lemma 4.2 that there is a positive number R such that
B(f(x), R) ⊂ f(B(x, r)) ⊂ f(B(x, 2r)) ⊂ B(f(x), η(2)R).
Therefore, we compute
µf(B(x, 2r)) = ν(f(B(x, 2r))) ≤ ν(B(f(x), η(2)R))
≤ C log2 η(2)+1ν ν(B(f(x), R))
≤ C log2 η(2)+1ν µf(B(x, r)).
This proves Lemma 4.3. 
Next, we generalize the David-Semmes’s deformation for doubling quasi-metric
measure spaces.
Theorem 4.2. A quasi-metric space is quasisymmetrically equivalent to an Ahlfors
regular space if and only if it is an uniformly perfect doubling measure space.
We remark our proof is a minic of [21] or [8]. For completeness, we show the
details in the following subsection.
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4.2. The proof of Theorem 4.2. We note that every Ahlfors regular space is
doubling, so the necessity easily follows from Lemma 4.3 and [25, Lemma 2.10].
Hence, we only need to consider the sufficiency. To this end, we divide the proof
into several steps. First, we deform the quasi-metric space via doubling measure and
show that the deforming space is a quasi-metric space. Next we shall show that the
identity map between the deforming space and the origin space is quasisymmetric.
Finally, with the help of Lemma 4.1, we complete the proof of this theorem by
showing Ahlfors regularity of the deforming space.
Assume that (Z, ρ, µ) is a τ -uniformly perfect K-quasi-metric space which carries
a doubling measure with coefficient C > 1. Define
β(x, y) =
{
0, if x = y,
µ(Bx,y)
ε, if x 6= y,
where ε > 0 and Bx,y = B(x, ρ(x, y)) ∪ B(y, ρ(x, y)). We claim that (Z, β) is a
quasimetric space.
Lemma 4.4. (Z, β) is a quasimetric space.
Proof. By the definition of β, it is not difficult to see that β is a nonnegative
symmetric function with β(x, x) = 0 for x ∈ Z. Since µ(Bx,y) ≥ µ(B(x, ρ(x, y))) > 0
for x 6= y ∈ Z, we have β(x, y) = 0 if and only if x = y. So we only need to show
that there exists a constant K0 ≥ 1 such that
β(x, y) ≤ K0(β(x, z) ∨ β(z, y))
for any x, y, z ∈ Z. Without loss of generality, we may assume that β(x, z) ≥ β(z, y)
and x 6= y. A direct computation gives
Bx,y ⊂ B(x,Kρ(x, y)) ⊂ B(x,K2ρ(x, z)).
This, together with the assumption “(X, ρ, µ) is C-doubling”, yields
β(x, y) = µ(Bx,y)
ε ≤ C(2 log2K+2)εµ(B(x, ρ(x, z)))ε ≤ K0β(x, z),
where K0 = C
(2 log2K+2)ε. Hence Lemma 4.4 follows. 
Lemma 4.5. The identity map (Z, ρ)→ (Z, β) is quasisymmetric.
Proof. For any three distinct points x, a, b ∈ Z with ρ(x, a) ≤ tρ(x, b), we divide the
proof into two cases. One is Kt ≤ 1. With the aid of Lemma 4.1, we have
β(x, a)
β(x, b)
=
[
µ(Bx,a)
µ(Bx,b)
]ε
≤
[
µ(B(x,Kρ(x, a)))
µ(B(x, ρ(x, b)))
]ǫ
≤
[
µ(B(x,Ktρ(x, b)))
µ(B(x, ρ(x, b)))
]ε
≤ Cε0(Kt)αε,
where C0 and α are the constants in Lemma 4.1. Another case is Kt > 1. By a
similar argument as in the first case, we get
β(x, a)
β(x, b)
≤
[
µ(B(x,Ktρ(x, b)))
µ(B(x, ρ(x, b)))
]ε
≤ C(log2(Kt)+1)ε,
the last inequality follows from the assumption “µ is a C-doubling measure”.
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Hence Lemma 4.5 is proved. 
Lemma 4.6. (Z, β, µ) is Ahlfors 1
ε
-regular.
Proof. Denote the β-ball by
Bβ(x, r) = {y ∈ Z : β(x, y) < r}
for x ∈ Z and 0 < r ≤ diamβ(Z). We first note that Lemma 4.5 implies that the ρ-
topology coincides with the β-topology in Z and from which it follows that Bβ(x, r)
is a ρ-open and µ-measurable subset of Z. Take a smallest number s > 0 so that
Bβ(x, r) ⊂ B(x, s). Then there exists a point z ∈ Bβ(x, r) such that ρ(x, z) > s/2.
We claim that
(4.2) B(x, s/c1) ⊂ Bβ(x, r) ⊂ B(x, s),
where c1 = 2C0C
log2K+1 and C0 is the constant in Lemma 4.1.
By the choice of s, we only need to verify the first inclusion. For every y ∈
B(x, s/c1), we have
(4.3) ρ(x, y) ≤ s
c1
≤ 2
c1
ρ(x, z).
Moreover since µ is a C-doubling measure on (Z, ρ), we have
β(x, y) = µ(Bx,y)
ε ≤ µ(B(x,Kρ(x, y)))ε ≤ C(log2 K+1)εµ(B(x, ρ(x, y)))ε ≤ β(x, z) < r,
the last inequality but one follows from Lemma 4.1, (4.3) and the choice of c1. Hence
we get (4.2).
We continue the proof of this lemma. We see from (4.2), the doubling property of
(Z, ρ, µ) and the measurability of Bβ(x, r) that to get the Ahlfors regularity of the
space (Z, β, µ), we only need to check the following double inequalities
(4.4) c−12 r ≤ µ(B(x, s))ε ≤ c2r,
hold for some suitable constant c2 > 0.
Since (Z, ρ, µ) is a C-doubling measure space, we have
r ≥ β(x, z) ≥ µ(B(x, ρ(x, z)))ε ≥ µ(B(x, s/2))ε ≥ 1
Cε
µ(B(x, s))ε,
from which the upper bound in (4.4) follows. To prove the lower bound of (4.4), we
divide the proof into two cases.
For the first case, if diam(Z) ≥ s/τ , where τ ∈ (0, 1) is the uniformly perfect
coefficient, we observe from the choice of s that β(x, w) ≥ r. Choose a point w ∈ Z
such that s < ρ(x, w) ≤ s/τ . Then it follows from the doubling property of (Z, ρ, µ)
that
r ≤ β(x, w) = µ(Bx,w)ε ≤ µ(B(x,Kρ(x, w)))ε
≤ µ(B(x,Ks/τ))ε ≤ c2µ(B(x, s))ε,
where c2 = C
(log2
K
τ
+1)ε.
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For the remaining case, that is, diam(Z) < s/τ , we obtain from (4.2) that
B(x, s/c1) ⊂ Bβ(x, r) ⊂ Z ⊂ B(x, s/τ),
and so
r ≤ diamβ(Z) = sup{µ(Bx1,x2)ε : x1, x2 ∈ Z}
≤ µ(Z)ε ≤ µ(B(x, s
τ
))ε ≤ c2µ(B(x, s))ε.
This implies (4.4) and the proof of Lemma 4.6 is complete. 
Hence, Theorem 4.2 follows from Lemmas 4.4, 4.5 and 4.6 .
4.3. The proof of Theorem 4.1. (1) Assume that X is bounded with c ∈ X .
According to Theorem 4.2, we know that there is an Ahlfors regular quasi-metric
measure space (X, δ, µ) such that the identity map ϕ : (X, ρ) → (X, δ) is quasi-
symmetric. In the following, we consider the flattening transformation of the spaces
(X, ρ, µ) and (X, δ, µ) with respect to the same point c ∈ X , respectively. By
(3.2), we know that the identity maps ψρ : (X
c, ρ) → (Xc, ρc) and ψδ : (Xc, δ) →
(Xc, δc) are both Mo¨bius homeomorphism with ψρ(c) = ψδ(c) = ∞. Since quasi-
symmetric mapping is quasimo¨bius and the composition of quasimo¨bius maps is also
quasimo¨bius, we find that
ϕc = ψδ ◦ ϕ ◦ ψ−1ρ : (Xc, ρc)→ (Xc, δc)
is quasimo¨bius with ϕc(∞) = ∞ and so ϕc is quasisymmetric by means of [24,
Theorem 3.20].
On the other hand, by virtue of Theorem 3.2 and the Ahlfors regularity of (X, δ, µ),
we know that the flattening space (Xc, δc, µc) is Ahlfors regular as well. Conse-
quently, again appealing to Theorem 4.2 the doubling property of µc on (Xc, ρc)
follows.
(2) Assume that (X, ρ) is unbounded and it admits a doubling measure µ. Let a ∈
X . Without loss of generality, we may normalize the situation so that µ(Bρ(a, 1)) =
1. Then it follows from Theorem 4.2 that the deformed space (X, δ) given by
δ(x, y) =
{
0, if x = y,
µ(Bρ(x, ρ(x, y)) ∪ Bρ(y, ρ(x, y))), if x 6= y,
is a K0-quasi-metric space with K0 depending only on Cµ, τ and K, and moreover,
the measure µ on (X, δ) is Ahlfors regular and the original space (X, ρ) is quasi-
symmetrically equivalent to (X, δ) via the identity map ϕ.
Next, we consider the sphericalization spaces of the above two spaces associated
to the point a, that is, (X˙, ρa, µa) and (X˙, δa, µa), which are 4K
2-quasi-metric and
4K20 -quasi-metric spaces (by Lemma 3.1), respectively. By (3.1), we compute that
the identity maps
φρ : (X˙, ρ)→ (X˙, ρa) and φδ : (X˙, δ)→ (X˙, δa)
are both Mo¨bius transformations. Thus we get a quasi-mo¨bius correspondence
ϕa = φδ ◦ ϕ ◦ φ−1ρ : (X˙, ρa)→ (X˙, δa).
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Now we are in a position to prove that the above identification ϕa is quasi-
symmetric with control function depending only on Cµ, τ and K.
Lemma 4.7. ϕa : (X˙, ρa)→ (X˙, δa) is quasi-symmetric.
Proof. We first note from Theorem B that to prove this lemma we only need to
find a constant λ > 0 and a tripe of points in X such that ϕa satisfies the λ-three
point condition. Since (X, ρ) is uniform perfect, by [25, Lemma C], we may assume
that (X, ρa) is also τ -uniform perfect. Since (X, ρ) is a K-quasi-metric space, we
have 1 ≤ diam(X˙, ρa) ≤ K. And similarly, 1 ≤ diam(X˙, δa) ≤ K0 because (X˙, δa)
is a K0-quasi-metric space. Then by Lemma 4.1 we obtain that there are constants
α > 0 and C0 > 0 depending only on Cµ, τ and K such that
µ(Bρ(a, r)) ≤ C0rα
for all 0 < r < 1 (note that we have normalized µ(Bρ(a, 1)) = 1). Put 0 < t0 < 1
satisfying
4K20C
log2(
4K3
τ
+1)
µ C0(t0τ)
α =
1
2
.
We point out that the number t0 depends only on Cµ, τ and K.
Since (X˙, ρa) is τ -uniformly perfect and X \ Ba(a, t0) 6= ∅, there is some point
b ∈ Ba(a, t0) \Ba(a, τt0) such that τt0 ≤ ρa(a, b) < t0. Since (X˙, ρa) is a 4K2-quasi-
metric space, we compute that
1 = ρa(a,∞) ≤ 4K2(ρa(a, b) ∨ ρa(b,∞)) = 4K2ρa(b,∞).
This together with the choice of t0 deduce
(4.5) ρa(a,∞) ∧ ρa(b,∞) ∧ ρa(a, b) ≥ τt0 ≥ τt0
K0
diam(X˙, ρa).
On the other hand, we find
(4.6) τt0 =
τt0
1× 1 ≤ ρa(a, b) < ρ(a, b) =
ρa(a, b)
ρa(a,∞)ρa(b,∞) <
t0
1× 1
4K2
= 4K2t0,
which combines the estimate
1 = µ(Bρ(a, 1)) ≤ C
log2(
1
τt0
+1)
µ µ(Bρ(a, τt0))
and the choice of t0, show that
t1 ≤ µ(Bρ(a, τt0)) ≤ µ(Bρ(a, ρ(a, b) ∪Bρ(b, ρ(a, b))))(4.7)
= δ(a, b) ≤ µ(Bρ(a,Kρ(a, b))) ≤ C log2(
4K3
τ
+1)
µ µ(Bρ(a, τt0))
≤ C log2(
4K3
τ
+1)
µ C0(t0τ)
α =
1
8K20
,
where t1 = C
− log2(
1
τt0
+1)
µ . Moreover, by means of (4.6) and (4.7) we get δa(a,∞) = 1
and δa(a, b) =
δ(a,b)
1+δ(a,b)
∈ [ t1
1+t1
, 1
8K20
]. This yields
1 = δa(a,∞) < 4K20(δa(a, b) ∨ δa(b,∞)) < 4K20(
1
8K20
∨ δa(b,∞)) = 4K20δa(b,∞).
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Therefore
(4.8) δa(a,∞) ∧ δa(a, b) ∧ δa(a, b) ≥ t1
4K20(1 + t1)
≥ t1
4K30 (1 + t1)
diam(X˙, δa).
Consequently, we see from (4.5) and (4.8) that ϕa satisfies the λ-three point
condition for points a, b and ∞ with λ = t1
4K30 (1+t1)
depending only on Cµ, τ and K.
Hence this lemma follows. 
Combining Theorems 3.1 and 4.2 with Lemma 4.7, we get Theorem 4.1.
5. The proof of main results
In this section, we shall complete the proof of Theorems 1.1, 1.2 and 1.3.
5.1. The proof of Theorem 1.1. Since the sufficiency follows from [25, Theorem
5.1], we only need to verify the necessity. To this end, we establish the following
result, from which the necessity follows.
Lemma 5.1. A quasi-metric space is quasi-mo¨bius equivalent to a doubling uni-
formly perfect quasi-metric space, then it is also doubling and uniformly perfect.
Proof. Suppose that a homeomorphism f : (X, ρ)→ (Y, σ) is θ-quasimo¨bius between
two quasi-metric spaces, and that Y is a doubling uniformly perfect space, then we
need to show X is also uniformly perfect and doubling as a quasi-metric space.
Toward this end, according to [14, 4.1.14] and [24, Theorem 3.19], we may assume
that X and Y both are also complete.
We only discuss the situation whenever (X, ρ) and (Y, σ) are both bounded. For
the unbounded cases, the discussion is similar. Let c ∈ X and c′ = f(c) ∈ Y . First,
by means of Theorem A we know that there is a doubling measure ν defined on
(Y, σ). Then according to Lemma 3.1, the flattening transformation with respect
to c ∈ X inducing an unbounded quasi-metric space (Xc, ρc) and the identity map
ϕc : (X, ρ)→ (X˙c, ρc) is Mo¨bius with ϕc(c) =∞. Also from Theorem 4.1 it follows
that the flattening space (Y c
′
, σc
′
) is an unbounded quasi-metric space which admits
a doubling measure νc
′
and the identity map ψ : (Y, σ)→ ( ˙Y c′, σc′) is Mo¨bius with
ψ(c′) =∞. Therefore, we obtain a quasi-mo¨bius mapping induced by f ,
f˜ = ψ ◦ f ◦ (ϕc)−1 : (X˙c, ρc)→ ( ˙Y c′ , σc′)
with f˜(∞) =∞, which implies that f˜ is quasi-symmetric by means of [24, Theorem
3.20].
Next, invoking this fact and Lemma 4.3 we see that the pull-back measure µf˜ of
νc
′
via f˜ is a doubling measure on (X˙c, ρc). Moreover, appealing to Theorem 4.1
we find that the sphericalized space (X˙c, (ρc)∞, (µf˜)∞) is a doubling quasi-metric
space. Since every doubling measure space is also doubling as a quasi-metric space,
(X˙c, (ρc)∞) is doubling.
Furthermore, we see from Lemma 3.2 that the induced map
ϕ = ϕ∞ ◦ ϕc : (X, ρ)→ (X˙c, (ρc)∞)
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is bilipschitz. Since the doubling property is clearly a bilipschitz invariant, we obtain
the required assertion that (X, ρ) is doubling. Hence this deduces Lemma 5.1. 
5.2. The proof of Theorem 1.2. We begin the proof of Theorem 1.2 by show-
ing that the sphericalization of an unbounded quasi-metric space preserves the Q-
Loewner property.
Lemma 5.2. Suppose that (X, d, µ) is an unbounded Q-regular Q-Loewner locally
compact metric measure space with Q > 1 and a ∈ X, then the sphericalized space
(X, d̂a, µa) is a bounded Q-regular Q-Loewner metric measure space, quantitatively.
Proof. First, we see from the metric version of Theorem 3.1 (see also [19, Proposition
3.1]) that the sphericalized space (X, d̂a, µa) is Q-regular, where d̂a is a metric on X
which satisfies 1
4
da(x, y) ≤ d̂a(x, y) ≤ da(x, y) for all x, y ∈ X and
da(x, y) = da(y, x) =

d(x, y)
[1 + d(x, a)][1 + d(y, a)]
, if x, y 6=∞,
1
1 + d(x, a)
, if y =∞ 6= x,
0, if x =∞ = y.
Without loss of generality, we may assume that
µa(A) =
∫
A
ρQa dµ,
where ρa(z) =
1
[1+d(a,z)]2
and A ⊂ X is a Borel set. Moreover, by [19, (2.14)] we
know that for any rectifiable curve γ in X ,
ℓd̂a(γ) =
∫
γ
ρa(z)|dz|.
From the above we deduce that ρa is a conformal density, that is,
modQ(Γ, d, µ) = modQ(Γ, da, µa)
for all rectifiable family of curves Γ in X . Indeed, we know that for all nonnegative
Borel function ρ : X → [0,∞] and any rectifiable curve γ ∈ Γ,∫
X
ρQdµ =
∫
X
(
ρ
ρa
)Qdµa and
∫
γ
ρds =
∫
γ
ρ
ρa
dsa.
Therefore, according to the definition of Loewner space, we only need to find a lower
bound of modQ(Γ , da , µa). It suffices to find some function ψ : (0,∞) → (0,∞)
given
∆d(E, F ) =
distd(E, F )
diamdE ∧ diamdF , ∆d̂a(E, F ) =
distd̂a(E, F )
diamd̂aE ∧ diamd̂aF
,
where E and F disjoint, nondegenerate continua in X , then we have the following
∆d(E, F )≥ψ(∆d̂a(E, F )).
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To this end, take x ∈ E and y ∈ F such that distd(E, F ) = d(x, y). No loss
of generality, we may assume that diamdE ≤ diamdF . Moreover, choose z ∈ E
such that diamdE ≤ 2d(x, z) and choose w ∈ F such that diamdF ≤ 2d(y, w). On
the other hand, since the identity map id : (X, d) → (X, d̂a) is θ-quasimo¨bius with
θ(t) = 16t, from [3, Lemma 3.3] it follows that
d̂a(x, y) ∧ d̂a(z, w)
d̂a(x, z) ∧ d̂a(y, w)
≤ θ0( d̂a(x, y)d̂a(z, w)
d̂a(x, z)d̂a(y, w)
)
≤ θ0(16d(x, y)d(z, w)
d(x, z)d(y, w)
)
≤ η(d(x, y) ∧ d(z, w)
d(x, z) ∧ d(y, w)),
where θ0(t) = 4(t ∨
√
t) and η(t) = θ0(
16
θ−10 (1/t)
). Consequently, from the above facts
we get
∆d̂a(E, F ) =
distd̂a(E, F )
diamd̂aE ∧ diamd̂aF
≤ d̂a(x, y) ∧ d̂a(z, w)
d̂a(x, z) ∧ d̂a(y, w)
≤ η(d(x, y) ∧ d(z, w)
d(x, z) ∧ d(y, w)) ≤ η(
2distd(E, F )
diamdE ∧ diamdF ).
Hence we complete the proof of Lemma 5.2 by letting ψ(t) = 1
2
η−1(t). 
On the other hand, we can show that the Q-Loewner property is preserved under
the flattening of a bounded quasimetric measure space. Since the argument for this
result is completely similar to the proof of Lemma 5.2, we do not provide the proof.
Lemma 5.3. Suppose that (X, d, µ) is a bounded Q-regular Q-Loewner metric mea-
sure space with Q > 1 and c ∈ X, then the flattening space (Xc, dc, µc) is an
unbounded Q-regular Q-Loewner metric measure space, quantitatively.
Now we are going to prove Theorem 1.2 by means of Lemmas 5.2 and 5.3.
The proof of Theorem 1.2. We only consider the case whenever X and Y are
both bounded; for the other cases, it is easy to deal with and the proof is rather
similar. Fix c ∈ X and c′ = f(c) ∈ Y . Then it follows from Theorem 3.2 (see also
[19, Proposition 3.1]) that the flattening spaces, (Xc, dc, µc) and (Y c
′
, σc
′
, νc
′
), are
both Q-regular metric space. Moreover, by Lemma 5.3 we get that (Xc, dc, µc) is
also Q-Loewner. On the other hand, a direct computation gives that the identities
maps
ϕX : (X, d)→ (X˙c, dc) and ϕY : (Y, σ)→ ( ˙Y c′, σc′)
are both 16-quasimo¨bius with ϕX(c) = ∞ and ϕY (c′) = ∞. Hence we obtain a
quasimo¨bius mapping:
f̂ = ϕY ◦ f ◦ ϕ−1X : (X˙c, dc)→ ( ˙Y c′, σc
′
)
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with f̂(∞) =∞. Thus f̂ is quasi-symmetric by means of [24, Theorem 3.20]. There-
fore, appealing to [22, Corollary 1.6] we see that ( ˙Y c′, σc
′
, νc
′
) is Q-Loewner. Further-
more, from Lemma 5.2 it follows that the sphericalized space ( ˙Y c′, (σc
′
)∞, (ν
c′)∞) of
( ˙Y c′, σc
′
, νc
′
) with respect to ∞ via the spherical deformation ϕ∞ is also Q-regular
and Q-Loewner. Since Q-Loewner is a bilipschitz invariant, by Lemma 3.2 we find
that (Y, σ, ν) is also Q-Loewner. Hence the proof of Theorem 1.2 is complete.
5.3. The proof of Theorem 1.3. Suppose that X is δ-hyperbolic for some non-
negative constant δ. Thanks to [6, Lemma 2.2.2], we see that there is a constant
C = C(δ) ≥ 0 such that
(5.1) |(ξ|η)o − (ξ|η)o′| ≤ d(o, o′) + C,
for all o, o′ ∈ X and ξ, η ∈ ∂∞X . Then for all 0 < ε < ε0(δ), by (2.2) and (5.1) we
know that any two Bourdon metrics do,ε and do′,ε are bilipschitz equivalent. Since
the Q-regularity of Q-dimensional Hausdorff measure HQ is bilipschitz invariant, we
may assume that dB is a Bourdon metric based at o ∈ X with parameter ε and dH
is a Hamensta¨dt metric based at a Busemann function b = bω,o with parameter ε,
and ω ∈ ∂∞X . Denote
ρB(ξ, η) = e
−ε(ξ|η)o and ρH(ξ, η) = e
−ε(ξ|η)ω,o ,
with (ξ|η)ω,o = (ξ|η)o−(ξ|ω)o−(η|ω)o. Then by [6, Lemma 2.2.2] and (2.2) we know
that ρB is a quasimetric on ∂∞X and bilipschitz equivalent to dB. Similarly, accord-
ing to [6, (3.4)], we find that (∂∞X, ρH) and (∂∞X, dH) are bilipschitz equivalent.
Since the Q-regularity of Q-dimensional Hausdorff measure HQ is preserved under
bilipschitz mapping, it follows from the above facts that (∂∞X, dB,HQ) is Ahlfors Q-
regular if and only if the space (∂∞X, ρB,HQ) is Ahlfors Q-regular; (∂∞X, dH ,HQ)
is Ahlfors Q-regular if and only if the space (∂∞X, ρH ,HQ) is Ahlfors Q-regular.
Moreover, a direct computation gives that
(5.2) ρH(ξ, η) =
ρB(ξ, η)
ρB(ξ, ω)ρB(η, ω)
and so ρH , associated with the point ω, is the flatting transformation of the quasi-
metric dB on ∂∞X .
For the necessity, assume first that (∂∞X, dB,HQ) is Ahlfors Q-regular and so
is (∂∞X, ρB,HQ), where HQ is the Q-dimensional Hausdorff measure. Thus by
Theorem 3.2 we know that the flattening measure µ := (HQ)ω of HQ with respect
to ω on the space (∂∞X, ρH) is Q-regular as well because ρH = (ρB)
ω by way of
(5.2). Consequently, following from [12, Exercise 8.11] it suffices to see that the
Q-dimensional Hausdorff measure HQ defined on (∂∞X, ρH) is also Q-regular and
we are done.
Now we are in a position to prove the sufficiency. We assume that (∂∞X, dH ,HQ)
is Ahlfors Q-regular and so is (∂∞X, ρH ,HQ). Consider the sphericalized space
(∂∞X, (ρH)∞) associated with the infinity∞. On one hand, we see from Theorem 3.1
that the corresponding sphericalized measure (HQ)∞ of HQ is Ahlfors Q-regular on
(∂∞X, (ρH)∞). On the other hand, by Lemma 3.2, we know that (∂∞X, ρB) is bilip-
schitz equivalent to (∂∞X, (ρH)∞). So the Q-regularity of the measure (HQ)∞ on
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(∂∞X, ρB) follows. Then again by [12, Exercise 8.11], we obtain that (∂∞X, ρB,HQ)
is Ahlfors Q-regular.
Hence the proof of Theorem 1.3 is complete.
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