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Abstract—In this paper, we deal with the problem of estimating
the intervention effect in the statistical causal analysis using
the structural equation model and the causal diagram. The
intervention effect is defined as a causal effect on the response
variable Y when the causal variable X is fixed to a certain
value by an external operation and is defined based on the
causal diagram. The intervention effect is defined as a function
of the probability distributions in the causal diagram, however,
generally these probability distributions are unknown, so it is
required to estimate them from data. In other words, the steps of
the estimation of the intervention effect using the causal diagram
are as follows: 1. Estimate the causal diagram from the data,
2. Estimate the probability distributions in the causal diagram
from the data, 3. Calculate the intervention effect. However, if
the problem of estimating the intervention effect is formulated
in the statistical decision theory framework, estimation with this
procedure is not necessarily optimal. In this study, we formulate
the problem of estimating the intervention effect for the two cases,
the case where the causal diagram is known and the case where
it is unknown, in the framework of statistical decision theory
and derive the optimal decision method under the Bayesian
criterion. We show the effectiveness of the proposed method
through numerical simulations.
I. INTRODUCTION
Causal analysis based on linear structural equation model
and path analysis is widely used in sociology, economics,
biology, etc. Pearl extended the concept of total effects in
the path analysis to a general structural equation model and
defined it as the intervention effect [1]. Fixing a variable
X at a certain value x by an external operation is called
intervention, and the intervention effect is mathematically
defined as a causal effect on the response variable Y . The
intervention effect is defined based on a causal diagram that
expresses the existence or nonexistence of a causal relationship
between variables and conditional probability distributions that
expresses causal relationships among variables. However, in
general, the causal diagram and the conditional probability
distributions among variables are unknown, so it is necessary
to estimate both from the data. That is, the calculation of the
intervention effect based on the causal diagram consists of the
following steps.
1) Estimate a causal diagram from the data
2) Estimate the conditional probability distributions among
variables from the data
3) Calculate the intervention effect
The estimation methods of the causal diagram are roughly
divided into two categories: constraint-based methods (such as
PC algorithm [2]) that estimates the structure with constraints
such as conditional independence among variables, and score-
based methods (such as GES algorithm [3]) that output a
graph with the maximum approximate value of posterior
probability. Estimation of a conditional probability distribution
is a general topic not limited to causal inference, and widely
used approaches are estimating a parameter by assuming a
parametric probability distribution or estimating by a non-
parametric method. In this research, we assume parametric
probability distributions for the conditional probability distri-
butions. Although it is known that the identifiability of causal
diagrams would change by assumptions on the conditional
probability distributions [4], this research does not deal with
that point in depth. However, we note that the proposal in
this research is applicable as long as parametric distribution
is assumed for the conditional probability distribution. Since
the intervention effect is defined on the causal diagram and
the conditional probability distributions, it seems natural to
estimate it by the above procedure. However, if we formulate
the problem of estimating the intervention effect based on the
statistical decision theory, estimating it by this procedure is not
necessarily optimal. In this study, the problem of estimating
the intervention effect is formulated in the framework of the
statistical decision theory for each case where the causal
diagram is known and unknown, and the optimal decision
function is derived under the Bayes criterion. The remainder
of the paper is organized as follows. In Section 2, the defi-
nitions of the structural equation model, causal diagram, and
intervention effect are described. In Section 3, we formulate
the problem to estimate the intervention effect as a statistical
decision problem for the case where the causal diagram is
known and derive the optimal decision function under the
Bayes criterion. In Section 4, we do the same thing as in
Section 3 for the case where the causal diagram is unknown.
In Section 5, we evaluate the effectiveness of the proposed
method by comparing the intervention effect estimated by the
proposed method and that estimated by two stage method,
that is, calculate the intervention effect after estimating the
Fig. 1. Examples of causal diagram.
causal diagram and/or the conditional probability distributions.
Finally, we give a summary and future works in Section 6.
II. CAUSAL DIAGRAM AND INTERVENTION EFFECT
Here, after describing the definition of the causal diagram,
we describe the mathematical definition of the intervention
effect.
A. Causal diagram
Definition 1 Let G be a directed acyclic graph (DAG) and
V = (X1, X2, . . . , Xm) be a set of random variables that
corresponds to the set of the vertices of G. G is called a
causal diagram if it specifies the causal relationships among
variables in the following form,
Xi = gi(pa(Xi), ǫi), i = 1, . . . ,m, (1)
and the random variables are generated according to this causal
relationship. The equations (1) are called structural equations
for X1, X2, . . . , Xm. pa(Xi) ⊂ V is the set of variables that
have an arrow that heads to Xi. We assume that ǫ1, ǫ2, . . . , ǫm
are mutually independent.
Let p(xi|pa(xi)) be the conditional probability distribution of
Xi given pa(Xi).
Example 1 If the causal diagram of the random variables
X,Y, Z is G1 in Figure 1, there are causal relationships,
Z = gZ(X, ǫZ), (2)
Y = gY (Z, ǫY ). (3)
Similarly, if the causal diagram of the random variables
X,Y, Z is G2 in Figure 1, there are causal relationships,
X = gX(Z, ǫX), (4)
Y = gY (X,Z, ǫY ). (5)
B. Intervention effect
In a causal diagram, an external operation that fixes the
value of X to a constant regardless of the value of other
variables is called intervention, and the distribution of Y after
the intervention is called intervention effect. Its mathematical
definition is given as follows [1].
Definition 2 Let V = {X,Y, Z1, Z2, . . . , Zp} be the set of
vertices of a causal diagram G. The intervention on Y when
intervening X = x is defined as
p(y|do(X = x)) =
∫
· · ·
∫
p(x, y, z1, . . . , zp)
p(x|pa(x))
dz1 . . . dzp.
(6)
do(X = x) means that X is fixed to x by intervention.
(6) can be calculated only after the causal diagram is de-
termined and the conditional distributions among the random
variables are estimated. Let m be the variable that represents
the causal diagram and the conditional probability distributions
are parametric distributions specified by a parameter θm. To
clarify that the intervention effect depends on m and θm, we
rewrite (6) as follows.
p(y|do(X = x),m, θm) =∫
· · ·
∫
p(x, y, z1, . . . , zp|m, θm)
p(x|pa(x),m, θm)
dz1 . . . dzp. (7)
Example 2 Assume that the causal diagram m of X,Y, Z is
G1 in Figure 1 and the structural equations are linear, that is,
Z = θZ|XX + ǫZ , ǫZ ∼ N (0, 1
2), (8)
Y = θY |ZZ + ǫY , ǫY ∼ N (0, 1
2), (9)
where N (µ, σ2) denotes the normal distribution with mean µ
and variance σ2. Then, θm = (θZ|X , θY |Z) and the interven-
tion effect on Y when intervening X = x is given by
p(y|do(X = x),m = G1, θm) = N (y; θY |ZθZ|Xx, 1 + θ
2
Y |Z),
(10)
where N (·;µ, σ2) denotes the probability density function of
N (µ, σ2). In this case, it is well known that the interven-
tion effect equals to the conditional pribability distribution
p(y|x, θm) and the above formula describes this in detail.
Similarlly, assume that the causal diagram m of X,Y, Z is
G2 in Figure 1 and the structural equations are given by
X = θX|ZZ + ǫX , ǫX ∼ N (0, 1
2), (11)
Y = θY |XX + θY |ZZ + ǫY , ǫY ∼ N (0, 1
2). (12)
Then, θm = (θX|Z , θY |X , θY |Z) and the intervention effect
on Y when intervening X = x is given by
p(y|do(X = x),m = G2, θm) = N (y; µ˜, s˜
−1), (13)
µ˜ = s˜−1θY |Xx− µZθY |Z , (14)
s˜ =
sZ
θ2
Y |Z + sZ
, (15)
where we assumed that Z ∼ N (µZ , s
−1
Z ).
III. DECISION THEORETIC APPROACH FOR ESTIMATING
INTERVENTION EFFECT; CAUSAL DIAGRAM IS KNOWN
Here, we consider the case where the causal diagram m
is known, but θm is unknown. In this case, we cannot
calculate (7) directly and we have to estimate it from the
data. Let Dn = (xn, yn, z1n, . . . , zpn)n=1,...,N be a sample of
X,Y, Z1, . . . , Zp with size n. Decision function AP : D
n 7→
p(y|x) outputs an estimate of the intervention effect. We have
to define some loss function for the decision function. In this
study, the Kullback-Leibler divergence with the intervention
effect is used as a loss function.
Loss(θm, AP (D
n)) =∫
p(y|do(X = x),m, θm) ln
p(y|do(X = x),m, θm)
AP (Dn)(y|x)
dy.
(16)
The risk function is defined as the expectation of the loss
function with respect to Dn.
Risk(θm, AP ) = EDn|θ [Loss(θm, AP (D
n))] . (17)
The risk function is a function of the parameter θm and there
is no decision function that minimizes the risk function for
all parameter θm ∈ Θm. In this study, we assume a prior
distribution p(θm) for the parameter θm and consider the
following Bayes risk function.
BR(AP ) = Eθm [Risk(θm, AP )] . (18)
Then, the following theorem holds.
Theorem 1 The Bayes optimal decision function that mini-
mizes (18) is given by
AP ∗(Dn) = p(y|do(X = x),m,Dn), (19)
where
p(y|do(X = x),m,Dn) =∫
p(y|do(X = x),m, θm)p(θm|m,D
n)dθm, (20)
Proof 1 The minimization of the Bayes risk function is re-
duced to the minimization of the loss function weighted by
the posterior distribution [5]. That is,
argmin
AP
BR(AP ) =
argmin
AP
∫
Loss(θm, AP (D
n))p(θm|m,D
n)dθm. (21)
Substituting (16) into the loss function and removing the terms
that do not depend on AP , we have
argmin
AP
BR(AP ) = argmax
AP
∫ ∫
p(y|do(X = x),m, θm)
×p(θm|m,D
n) lnAP (Dn)dθmdy
(22)
= argmax
AP
∫
p(y|do(X = x),m,Dn) lnAP (Dn)dy.
(23)
From Shannon’s inequality [6],
argmax
AP
∫
p(y|do(X = x),m,Dn) lnAP (Dn)dy =
p(y|do(X = x),m,Dn). (24)

Example 3 Assume that the causal diagram m for X,Y, Z
is G1 in Figure 1 and the structural equations are given
by (8) and (9). In addition, as the prior distributions of
θY |Z , θZ|X , assume that θY |Z , θZ|X ∼ N (0, α
−1). Then, the
Bayes optimal estimator of the intervention effect is given by
p(y|do(X = x),m = G1, D
n) =∫ ∫
N (y; θY |ZθZ|Xx, 1 + θ
2
Y |Z)N (θY |Z ;µY |Z , s
−1
Y |Z)×
N (θZ|X ;µZ|X , s
−1
Z|X)dθY |ZdθZ|X ,
(25)
µY |Z = s
−1
Y |Zz
Ty, (26)
sY |Z = α+ z
T z, (27)
µZ|X = s
−1
Z|Xx
Tz, (28)
sZ|X = α+ x
Tx, (29)
where x = (x1, . . . , xN )
T ,y = (y1, . . . , yN )
T , z =
(z1, . . . , zN).
Similarly, assume that the causal diagram m for X,Y, Z
is G2 in Figure 1 and the structural equations are given
by (11) and (12). In addition, as the prior distributions
of θY |X , θY |Z , assume that θY |X , θY |Z ∼ N (0, α
−1). Let
θY |XZ = (θY |X , θY |Z), then, the Bayes optimal estimator of
the intervention effect is given by
p(y|do(X = x),m = G2, D
n) =∫
N (y; µ˜, s˜−1)N (θY |XZ ;µY |XZ ,S
−1
Y |XZ)dθY |XZ , (30)
µ˜ = s˜−1θY |Xx− µZθY |Z (31)
s˜ =
αsZ
αθ2
Y |Z + sZ
(32)
µY |XZ = S
−1
Y |XZX
T
\yy, (33)
SY |XZ = αI +X
T
\yX\y, (34)
where N (·;µ,Σ) denotes the probability density function of
the mulrivariate normal distribution with mean vector µ and
covariance matrix Σ and
X\y =
(
xT
zT
)T
. (35)
We note that the Bayes optimal estimator (25) and (30)
cannot be calculated analytically even in the cases of the
linear structural equation model of these examples. In the
later experiments, we performed a numerical integration for
the calculations.
IV. DECISION THEORETIC APPROACH FOR ESTIMATING
INTERVENTION EFFECT; CAUSAL DIAGRAM IS UNKNOWN
Here, we consider the case where not only the parameter
θm, but also the causal diagram m is unknown. Since m is
unknown, the loss function is defined for m and θm.
Loss(m, θm, AP (D
n)) =∫
p(y|do(X = x),m, θm) ln
p(y|do(X = x),m, θm)
AP (Dn)(y|x)
dy.
(36)
The risk function is given by
Risk(m, θm, AP ) = EDn|θm,m [Loss(m, θm, AP (D
n))] .
(37)
In this study, we consider the case where the set of candidate
causal diagrams is given by M and we can assume the prior
distribution p(m) for m ∈M and p(θm|m) for θm under m.
Then, the Bayes risk function is given by
BR(AP ) = Em
[
Eθm|m [Risk(m, θm, AP )]
]
. (38)
In this case, the following theorem holds.
Theorem 2 The Bayes optimal estimator that minimizes (38)
is given by
AP ∗(Dn) = p(y|do(X = x), Dn), (39)
where
p(y|do(X = x), Dn) =∑
m∈M
p(m|Dn)p(y|do(X = x),m,Dn), (40)
and p(y|do(X = x),m,Dn) is given by (20).
Proof 2 It is proved in the same manner as the proof of
Theorem 1. 
Example 4 Assume that the set M of the candidate causal
diagrams is {G1, G2} in Figure 1 and the structural equations
under each causal diagram are given in the same way as in
Examples 2 and 3. When the prior distribution of the model
m is p(m = G1), p(m = G2) and the prior distribution of the
parameter θm under each model are given in the same way as
in Example 3, the Bayes optimal estimator of the intervention
effect is given by
p(y|do(X = x), Dn) =
p(m1|D
n)p(y|do(X = x),m = G1, D
n)+ (41)
p(m2|D
n)p(y|do(X = x),m = G2, D
n),
where p(y|do(X = x),m = G1, Dn), p(y|do(X = x),m =
G2, D
n) are the same as given by (25) (30).
V. NUMERICAL EXPERIMENTS
In this section, we show the effectiveness of the proposed
method through numerical simulations.
A. Case 1 : causal diagram is known
First, we deal with the case where the causal diagram is
known. We consider the two cases, one is that the true diagram
is G1 in Figure 1 and the other is that the true diagram is
G2 in Figure 1. The structural equations are (8) and (9) for
G1 and (11) and (12) for G2. We assume that the probability
distributions of variables corresponding to leaf nodes in each
model, that is, X in G1 and Z in G2, are both N (0, 12). We
also assume that the prior distributions of the parameters under
each model, that is, θY |Z , θZ|X in G1 and θX|Z , θY |X , θY |Z in
G2, are all N (0, 12). We consider the problem to estimate the
intervention effect on Y when interveningX = 1 given Dn =
(xn, yn, zn)n=1,...,N as a sample of (X,Y, Z). We compare the
following three methods.
Method 1 (ML)
Calculate the maximum likelihood (ML) estimator
θm,ML by
θˆm,ML = argmax
θm
p(Dn|θm), (42)
and substitute it to (7).
Method 2 (MAP)
Calculate the maximum a posteriori (MAP) estimator
θm,MAP by
θˆm,MAP = argmax
θm
p(θm|D
n), (43)
and substitute it to (7).
Method 3 (BAYES)
Calculate the Bayes optimal estimator (19).
Figure 2 shows the Kullback-Leibler divergence between
the true intervention effect on Y when intervening X = 1 in
the model G1 and the estimator of each method. Figure 3 is
the same result for the model G2. In either case, as the sample
size increases, the results of the three methods converge. This
can be explained by the fact that the posterior distribution
of parameters concentrates around the MAP estimator as the
sample size increases, and the MAP estimator and the ML
estimator also approaches. However, when the sample size is
small, method 2 is better than method 1, and method 3 is
better than method 2. In this experiment, we experimented
with models with very few variables, so the difference of
each method is small, but it is expected that the difference of
each method will become larger as the model becomes more
complicated.
B. Case 2 : causal diagram is unknown
Next, we deal with the case where the causal diagram is
unknown. Let the set M of the candidates of the causal
model be {G1, G2} in Figure 1. The assumptions for the
structural equations, the probability distributions of the leaf
variables, and the prior distributions of the parameters are
the same as the previous experiment. We also assume that
p(m = G1) = p(m = G2) =
1
2
. Note that X and Y are
conditionally independent when Z is given in the model G1,
but they are not in the modelG2, so we can identify that which
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Fig. 2. The Kullback-Leibler divergence between the true intervention effect
on Y when intervening X = 1 in the model G1 and the estimator of each
method.
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Fig. 3. The Kullback-Leibler divergence between the true intervention effect
on Y when intervening X = 1 in the model G2 and the estimator of each
method.
model generated data with high probability as the sample
size increases. As in the case of the previous experiment, we
consider the problem to estimate the intervention effect on Y
when intervening X = 1 given Dn = (xn, yn, zn)n=1,...,N
as a sample of (X,Y, Z). We compare the following two
methods.
Method 1 (MAP)
Estimate the model by
mˆ = argmax
m∈M
p(m|Dn) (44)
and calculate the Bayes optimal estimator under the
model mˆ,
p(y|do(X = x), mˆ,Dn). (45)
Method 2 (BAYES)
Calculate the Bayes optimal estimator (39).
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Fig. 4. The Kullback-Leibler divergence between the true intervention effect
on Y when intervening X = 1 and the estimator of each method. Models
G1 and G2 appear with equal probability.
Figure 4 shows the Kullback-Leibler divergence between the
true intervention effect on Y when intervening X = 1 and the
estimator of each method. The results of the two methods also
approach as the sample size increases. This can be explained
from the fact that the as the sample size increases, the posterior
probability of the true model approaches to 1. However, when
the sample size is small, Method 2 is better than Method 1.
In this experiment, we experimented with only two candidate
models, so there are differences between two methods only
in small sample sizes. It is expected that the difference will
increase as the number of candidate models increases.
VI. CONCLUSION AND FUTURE WORKS
In this study, the Bayes optimal estimation method for
estimating the intervention effect was derived by formulating
the estimation problem in the framework of the statistical
decision theory. In the estimation of the intervention effect,
it is common to first estimate the causal diagram, estimate
the conditional probability distributions among the variables,
then calculate the intervention effect. However, from the
viewpoint of the Bayes decision theory framework, instead of
determining models and parameters, weighting with a posterior
probability or posterior distribution is optimal.
We describe some future works. In the examples in this
paper, we dealt with the case where the structural equations
are linear. It is necessary to derive the general form of the
Bayes optimal estimator for those cases. Further, it seems to
be meaningful to investigate how the difference between the
methods in the experiments becomes large in the cases other
than the linear structural equation model.
In this study, we did not mention the calculation methods
and computational complexity. Even if the model is known and
structural equations are linear, the Bayes optimal intervention
effect estimator cannot be analytically calculated. Therefore,
in this paper, the estimator was calculated by numerical
integration. As the model becomes more complicated, the
computational complexity will become higher. It is necessary
to construct an approximation algorithm that efficiently cal-
culates the Bayes optimal estimator. Also, when the model
is unknown, it is necessary to calculate the posterior proba-
bility of all models, but as the number of candidate models
becomes large, this also becomes computationally difficult. It
is also necessary to construct an approximation algorithm that
efficiently calculates the Bayes optimal estimator in the case
where the model is unknown.
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