Abstract. Question Answering (QA) systems provide easy access to the vast amount of knowledge without having to know the underlying complex structure of the knowledge. The research community has provided ad hoc solutions to the key QA tasks, including named entity recognition and disambiguation, relation extraction and query building. Furthermore, some have integrated and composed these components to implement many tasks automatically and efficiently. However, in general, the existing solutions are limited to simple and short questions and still do not address complex questions composed of several sub-questions. Exploiting the answer to complex questions is further challenged if it requires integrating knowledge from unstructured data sources, i.e., textual corpus, as well as structured data sources, i.e., knowledge graphs. In this paper, an approach (HCqa) is introduced for dealing with complex questions requiring federating knowledge from a hybrid of heterogeneous data sources (structured and unstructured). We contribute in developing (i) a decomposition mechanism which extracts sub-questions from potentially long and complex input questions, (ii) a novel comprehensive schema, first of its kind, for extracting and annotating relations, and (iii) an approach for executing and aggregating the answers of sub-questions. The evaluation of HCqa showed a superior accuracy in the fundamental tasks, such as relation extraction, as well as the federation task.
Introduction
The Web of Data contains a wealth of knowledge (it currently includes more than 149 billion triples from 9,960 data sets 3 ) belonging to a large number of various domains. However, exploiting data from such precious interlinked sources is still an issue. Question Answering (QA) systems build upon the Web of Data, being either a single Knowledge Graph (KG) or multiple interlinked ones, to provide a proper solution for exploiting data. QA systems enable end-users to interact via natural language without knowing the complexity (structure and semantics) of the background knowledge. However, the transformation of natural language into a formal representation is a challenge of high importance. It can be more challenging in the case of long and complicated questions. Despite the growth of semantics-enhanced and structure-empowered data, the state-of-the-art research community in QA systems [singh2018frankenstein] still deals with short and simple queries, and it seems there is a long way to address long and complex questions.
In some cases, such as domain-specific QA, like biomedical, the main body of knowledge resides in the text. Thus, answering to long and complicated questions require aggregating information from KG and free-text. A QA system federating knowledge from various heterogeneous sources is called a hybrid QA system [bast2007ester] . The lack of a hybrid approach is a serious contributing factor in QA failures, particularly concerning the fact that Web of Data mainly contains encyclopedic information and does not include real-time and fresh information. To support the importance of hybrid QA system, we further point out QALD [unger2014question] challenge, held annually from 2011. It includes a specific track for hybrid QA systems, where the associated questions are relatively long and complicated and require integrating heterogeneous sources to exploit the final answer.
This paper proposes a hybrid QA system dealing with complex questions (i.e., long and complicated). Our approach is called HCqa which stands for "Hybrid Complex question answering". More precisely, to develop HCqa, this paper contributes in the following directions:
-Investigating human thought process in exploiting answer of complex questions.
-Proposing an approach for decomposing complex questions into sub-questions.
-Providing a generic and comprehensive schema for relation extraction.
-Presenting a methodology for executing individual sub-questions on heterogeneous sources and aggregating their answer set. -Providing a detailed empirical study for measuring the effectiveness of our approach.
The rest of this paper is organized as follows. We review the state-of-the-art in Section 2. The necessary preliminaries were introduced in Section 3. Section 4 presents a schema for relation extraction. Our approach is proposed in Section 5. Sections 6 shows the empirical results, and We close with the concluding remarks and future work.
Related works
The relevant literature on QA, particularly for complex questions and hybrid approaches is spread in areas, such as information extraction, knowledge representation, and Natural Language Processing (NLP). In the following, we provide a brief overview of the state-ofthe-art of these areas.
Information Extraction and NLP. Relation extraction is a critical task in information extraction, NLP and QA. It is concerned with recognizing relations between entities or between an entity and its associated attributes. This task is challenging because relations are mainly hidden, implicit or ambiguous. Previously, the literature had focused on specific domains [bunescu2005shortest, abacha2015means] using machine learning approaches, thus the solutions were not easily applicable to other domains such as news and social media. Later approaches, such as Open Information Extraction (OIE), however, has eliminated some limitations [yates2007textrunner, wu2010open, DelCorro2013, schmitz2012open] . OIE approaches are divided into two types of implementations (i) OIE based on features like part of speech (POS) tags or shallow labeling of relations and their arguments e.g. TextRunner [yates2007textrunner] and WOE [wu2010open] . Typically these implementations yield in uninformative and incoherent relations. (ii) OIE implementations relying on deeper syntactic analysis e.g. Reverb [fader2011identifying] , OLLIE [schmitz2012open] and ClauseIE [DelCorro2013] . However, they are still unable to extract complex relations that even cannot be recognized by dependency parser. E.g., LS3RyIE [vo2017self] is an extension to ClauseIE, where it modifies the structure of the dependency tree, generates patterns for relation extraction and then uses bootstrapping to learn more relations.
However, a persisting deficiency is the length of arguments. NestIE [bhutani2016nested] which is similar to OLLIE and WOE in training dependency parser tree, addresses this deficiency using the concept of nested relations. NestIE, first produces 13 patterns as seeds and then extracts paraphrases patterns using dependency tree. Therefore, it could address some sorts of complex relations, i.e., implicit relations, preposition-based relations, the comparative or superlative relations that their references are adjective phrases, question-based relations (How many questions), relations deduced from other simple relations (indirect verbal relation) and transforming n-ary relations into binary relations.
Our strategy for relation extraction relies on a comprehensive linguistic background regarding the grammar of English language, similar to the approaches presented in ClausIE bast2012broccoli, saquete2004splitting, lopez2009cross, park2015isoft, usbeck2015hawk, oh2011compositional] . Broccoli [bast2012broccoli] proposes a semi-automatic approach, which constructs the formal representation of composite questions by interacting with user. The other approaches, which are fully automatic, rely on either shallow or deep linguistic analysis to segment the given composite question. E.g., Saquete segments the composite question using a few predefined temporal signals and rules [saquete2004splitting] or PowerAqua [lopez2009cross, lopez2009merging] employs GATE [cunningham2002framework] for tokenization, part of speech tagging and verb detection. These information are used to generate relation triples. SINA [sina1, sina2] relies on a hidden Markov model to segment the given query with respect to the background knowledge. ISOFT [park2015isoft] recognizes a sequence of preposition or predicate phrases as sub-questions. This approach is common for composite questions having sub-questions exposed in the predicate or prepositional phrases. HAWK [usbeck2015hawk] extracts sub-questions using dependency parser, thus, it depends on the accuracy of dependency parser. Using lambda calculus is another approach to handle composite question. E.g., [frost2014denotational, frost2014event] considers each word as a function and the semantic of the question is constructed using denotations and structural parsing results.
The best of the breed QA components are integrated and compared in the Frankenstein project [Frankenstein1, Frankenstein2] . The Frankenstein framework was developed to allow the dynamic composition of QA pipelines based on the input question. It provides a full range of reusable components as independent modules of Frankenstein, populating the ecosystem leading to the option of creating many different components and QA systems. This project revealed the research gaps in the state-of-the-art tools for QA which our proposed research seeks to fill.
Preliminaries
In this section, we present the necessary preliminaries and state the problem targeted in this work. Throughout the paper, we rely on the following four example questions which are taken from the hybrid task of QALD-6 benchmark 6 This work deals with composite questions formally defined as:
Definition 1 (Composite Question). A composite question cq is a long natural language question (i.e., containing several clauses), which can be decomposed into multiple individual sub-questions denoted by qi. In a given cq, sub-questions are connected to each other via an operator θi from the set Θ = {∩, ∪, ↑, F }. The operator ∩ stands for intersection, ∪ for union, ↑ for assignment and F for function. These operators are derived, respectively, from linguistic patterns such as and, or, how many 7 . Thus, a composite question can be represented as a sequence of sub-questions with connecting operators in between i.e., cp = q1θ1q2θ2...qn−1θn−1qn.
A sub-question (from an atomic perspective) typically has a triple structure (i.e., subject-predicate-object) abbreviated as (s, p, o) 8 . Subjects are commonly a Named Entity and objects are either a Named Entity or literal associated with the subject [decker2000]. The predicate p is a relation between s and o. The initial contribution of this paper is organizing possible relations, which can be extracted from natural language questions via dependency and structural trees of the given questions. It should be noted that the dependency tree is the basis for our relation extraction. Figure 1 illustrates the dependency tree of Q3. As it is shown, each labeled edge relates two tokens to each other by a syntactic relation. For example, the edge labeled nsubj (subject of) relates the verb win to the noun daughter. Since the topology and vocabulary of background knowledge graphs are heterogeneously declared in various domains, thus, the direction of the extracted relation depends on the background schema or ontology. Therefore, herein, in order to have a generic model, we consider both directions of an extracted relation. daughter→win or win←daughter (daughter can be either the subject or the object of the relation win, the correct form depends on the background schema).
Typically, the tokens with the part-of-speech (POS) tag noun are extended to a noun phrase. But in this paper, we rely on structural parser tree to form noun phrases in a minimal manner. Thus, a noun is extended only in the following three cases (i) the dependent tokens (tokens inside the noun phrase) are placed at the same level in the structural tree, (ii) the whole of the noun phrase is situated in quotation marks or is an expression and (iii) the whole of the noun phrase is recognized as a Named Entity. For example, for the given sentence "Doing Time on Maple Drive" was released on Region 1 DVD on September 7, 2004., "Doing Time on Maple Drive" is the subject of the verb released. Figure 2 illustrates the structural tree of Q3, in which the token daughter is not extended because the remaining tokens are in a lower level of the hierarchy. 
Schema for Relation Extraction
In the proposed approach, the relations are categorized into six types as briefly represented in Table 1 
Possessive Adjective+ Whose P6=(PRONref2NP3, NP1, VPc, NP2) E6=(whose, death, was, accident)
E11= (daughter, of, Obama) E12= (city, in, Germany) E13= (use, of, atomic weapon)
Appositive P11=(NP1, appos, NP2) E14= (Nordstrom Inc., the retail chain) 1. Verbal Relation: This type of relation is identified when a verbal phrase VP connects two either noun phrases NP1, NP2 or a noun phrase NP and an adjective phrase ADJP by a syntactic relation. This relation can be identified via the following patterns. Note that in all of the patterns the adverb modifier is added to the VP, because sometimes it holds a valuable information, which is useful for answering the question. For example, for the given question How old was Steve Jobs sister when she first met him?, the two adverb modifiers of the verb met are (i) when and (ii) first.
-Pattern 1: When the syntactic pattern How→many→NP1→VP←NP2 is recognized, then the triple patterns T1, T2, T3, T4 and T5 of Table 1 are possibly applicable. In case of T1 and T2, the NP2 and NP1 are respectively placed as the subject s and predicate p. The object o is a variable with the type of either literal value (e.g., numerical ) ?n or entity ?o. The triple pattern T3 is the opposite pattern of T2. In case of T4 and T5 the NP1 and NP2 are placed as the subject s or object o and the VP is placed as predicate p. Regarding Q3, for the syntactic pattern How→many→Golden Glob awards→win←daughter, the following triple patterns are generated: (i) T1= (daughter, Golden Glob awards, ?n), (ii) T2= (daughter, Golden Glob awards, ?o), (iii) T3= (?s, Golden Glob awards, daughter), (iv) T4= (daughter, win, Golden Glob awards) and (v) T5= (Golden Glob awards, win, daughter). -Pattern 2: In the case of identifying the syntactic pattern How→ ADJP→ VP← NP1, the triple pattern T6 from Table 1 is generated. E.g., for the given question How tall is John?, the triple T6=(John, tall, ?o) is generated. -Pattern 3 and 4: In the case of the pattern (NP1→VP←NP2, prep, NP3), the following two situations (depending whether VP is a copular verb 9 ) are considered:
VP is a copular verb: In this case, three triple patterns are applicable as (i) T7=(NP1, NP2, NP3) and (ii) T8=(NP3, NP2, NP1), and (iii) T9=(NP1, VP, NP2). W.r.t. Q1, the identified pattern is: {Who→was←vice president, under, president}, thus the triple patterns (i) (Who, vice president, president), (ii) (president, vice president, Who) and (iii) (Who, was, vice president) are generated. VP is not a copular verb: Here, two kinds of indirect verbal relations; passive and active (as discussed below), are generated, and two triple patterns, T10 and T11, are usually used. T10 and T11 consume NP1 and NP2. W.r.t. Q2, the two generated triple patterns are (i) (actor, plays, Dan White), (ii) (Dan White, plays, actor). Indirect Passive Verbal Relation: In this case, four triple patterns i.e., T10, T11, T12, T13 are generated. T12 and T13 consume NP2 and NP3 (in case of a passive relation). W.r.t. Q2, the two generated triple patterns are (i) (Dan White, plays, Milk) and (ii) (Milk, plays, Dan White). Indirect Active Verbal Relation: When NP2 and NP3 are named entities, numbers or embedded inside quotations and VP is non-copular verb, the triple patterns T14-T15 are generated. W.r.t. the example Q2, the pattern {actor→plays←Dan White, in, Milk} is recognized as an instance of the Indirect Passive Verbal and Indirect Active Verbal relations. A few of the generated triple patterns are represented in Figure 3 . -Pattern 5: In the remaining cases, the two noun phrases are placed as subject s and object o and the verbal phrase is placed as the predicate p of the triple i.e., T16, Fig. 3 . A few of triple patterns generated from the recognition of the P4 linguistic pattern for "actor who plays Dan White in Milk".
T17. W.r.t. Q1, the two triples (i) (president, approved, Japan) and (ii) (Japan, approved, president) are generated. 2. Possessive Adjective + Whose Relation: This type of relation is recognized when a possessive adjective or whose (denoted as PRON) appears in the given composite question by the pattern i.e., PRON, NP1 {→VP←NP2}, where PRON refers to a noun phrase NP3, denoted as ref2NP3, and the presence of {→VP←NP2} is optional. If the optional pattern {→VP←NP2} is present, then the triple patterns T20, T21, T24 and T25 are generated, otherwise, in case VP is a copular verb, T18 and T19, and in the remaining cases, T20-T27 are generated. W.r.t. the question Of the people that died of radiation in Los Alamos, whose death was an accident?, since the pattern whose, death, was, accident is recognized and whose refers to people and the verb was is a copular verb, thus the triple patterns (people, death, accident) and (accident, death, people) are generated. 3. Noun Phrase Relation: This type of relation is recognized when a sequence of adjective phrases {ADJP1, ADJP2, ..., ADJPn} is preceded a sequence of noun phrases {NP1, NP2, ...,NPn}, denoted by NP in a given composite question (the presence of adjective phrases is optional). This pattern is transformed into a set of paired words using the following two proposed approaches: -Noun phrase extraction I: The neighboring words are paired. For instance, w.r.t. the noun phrase pattern 'human brain function', the two paired words are (i) 'human brain' and (ii) 'brain function'. -Noun phrase extraction II: Pairing based on the neighboring policy is limited only to the noun phrases, whereas an adjective is paired with the right most noun phrase in NP. For example, in the given pattern '10-year Japanese government bond', '10-year' and 'Japanese' are adjectives and 'government' and 'bond' are noun phrases. Thus, the three pairs are: (i) '10-year bond', (ii) 'Japanese bond' and (iii) 'government bond'. After extracting paired words, we have to map them to the underlying background knowledge graph. Note that for a given paired words, we refer to the first word, which is either an adjective or a noun by E1, and the second word, which is a noun, by E2. Table 1 lists all the possible triples patterns, i.e., T28 to T35, which can be generated through the following conditions:
-Pattern 1: When E1 can be mapped into an entity in the underlying knowledge graph, but not E2, then there are two states: (I) E2 is mappable to a class from the underlying ontology (or schema of the underlying knowledge graph), (II) E2 is not mappable to a class. In the first state, the triple patterns T28, and T29 are generated simply by placing E1 and E2, respectively, in the subject or object positions. A variable ?p is placed in the predicate position since it is unknown. E.g., in the given question "Which Chinese-language country is a former Portuguese colony?", the words Chinese-language, E1, and country, E2, are paired. The former one is a NP and furthermore, the word is mappable to the entity dbr:Chinese_language 10 in DBpedia 11 knowledge graph while the latter one is not (although is mappable to a class in the ontology). Accordingly, the triple patterns (i) (country,?p,Chinese-language) and (ii) (Chineselanguage, ?p, country) are generated. In the second state, (which E2 is not mappable to a class), the triple pattern T30 and T31 are generated, where E2 is placed as the predicate p and E1 is placed as subject and object. E.g., "Who is the child of Apple co-founder?", the two words 'Apple' and 'co-founder' are paired, whereas the former one is mappable to the entity dbp:Apple_Inc.
12 of DBpedia and the latter one is not mappable to neither an entity nor a class, thus the generated triple patterns are (?s,co-founder,Apple) and (Apple,co-founder,?o).
-Pattern 2: When the both E1 and E2 are mappable to entities of the underlying knowledge graph; then, the four triple patterns T32-T35 of Table 1 are generated. E.g., "Which German mathematicians were members of the von Braun rocket group?", German and mathematicians are mapped as two different named entities dbr:Germany 13 and dbr:Mathematics 14 respectively.
-Pattern 3: In the remaining cases, the triple patterns T28-T35 from Table 1 are generated. E.g., 'steady growth', 'first wife'.
Genitive & Preposition Relation:
This relation is recognized when a preposition prep is identified between the two noun phrases NP1 and NP2 (i.e. NP1, prep, NP2) (they are not necessary adjacent e.g., NP3→VP←NP1, prep, NP2, when VP is copular verb). Generally, the four triple patterns T36-T39 from Table 1 are generated by placing NP1 and NP2 as either subject or object. In case of having the pattern (i.e. NP1 → VP ← NP2, appos, NP3), if a Direct Verbal relation is identified between NP1 and NP3 (i.e. NP1→VP←NP3), then the Appositive relation between NP2 and NP3 is ignored (It is referenced as Appositive relation filtering). Because when a noun phrase NP2 has an appositive relation with other noun phrase NP3, semantically the second noun phrase is supported the first one and is not considered as the object for the given verb. E.g., for the given sentence "A physician 's diet , exercise , The brewer said the improvement in trading performance was due to increased volumes led by canned Draught Guinness , an 11 percent increase in productivity per employee and returns on a 10 percent increase in marketing investment to 107 million pounds .", the pattern (increased volumes→led←canned Draught Guinness, appos, an 11 percent increase) and (increased volumes→led←an 11 percent increase) is identified, thus the Appositive relation between "canned Draught Guinness" and "an 11 percent increase" is removed. 6. Comparative or Superlative Relation: This type of relation is recognized when a comparative or superlative clause is identified in the following patterns:
-Pattern 1: Totally comparative adjectives are from two types for stating quality(E.g., worse, better,...) or quantity (e.g., higher, deeper,...) of a property. Different triple patterns are generated for each of them. To distinguish between these two types in Table 1 the quantity type is named numerical nADJ and the other one is named quality qADJ. If a numerical comparative adjective nADJ is identified between a noun phrase NP and a number N then the triple pattern T42 is generated by placing NP, nADJ and the variable ?n respectively in subject, predicate and object positions. If nADJ appears between the two noun phrases NP1 and NP2, then the triple patterns T43 and T44 are generated. When a quality comparative adjective qADJ is identified between the noun phrases NP1 and NP2, then triple pattern T45 is generated. Please be noted that the bracket [as] is used to consider equality in comparison. E.g., "Are there man-made lakes in Australia that are deeper than 100 meters?", the triple pattern (lakes, deeper, ?n) is generated. -Pattern 2: If a quantity superlative adjective (sADJ) is identified before a noun phrase NP, then the associated triple pattern (i.e., T46) is generated by placing NP, sADJ and the variable ?n respectively in subject, predicate and object positions. E.g., for the given question: "Who are the architects of the tallest building in Japan?", the triple pattern (building, tallest, ?n) is generated.
Aggregating answer set of sub-questions
To answer composite questions, we initially decompose the given question into a series of sub-questions, which each one is mappable to a triple pattern. Each sub-questions might be either dependent or independent. An independent sub-question (atomic sub-question), can be directly answered, while a dependent sub-question requires collecting the answers from the neighboring sub-questions for the retrieval task. Thus, the order of issuing sub-questions for the retrieval task is important. It is more challenging when the underlying target data sources are heterogeneous. We formally describe this challenge in the following.
Challenge 1 (Aggregating answer set of sub-questions) The final answer of cq is an aggregation of the answer set of sub-questions. In hybrid search space, each sub-question should be searched from one source (structured or unstructured source). Thus, the order of executing sub-questions, as well as aggregating results, is the main challenge. For example, with respect to our running example, we distinguish the two sub-questions q1 = (?s, Born, city) and q2 = (?s, half brother, CharliChaplin). The former sub-question should be executed after integrating the answer set of the latter sub-question. So, (i) the order of executing subquestions and (ii) the manner of aggregating the answer set of sub-questions are substantial steps for answering the input query in a hybrid search space. In this section, we propose an approach addressing this challenge. This approach relies on a user study experiment to find the cognitive procedure of human brain for answering composite questions as follows:
Finding 1 (Cognitive procedure of human brain) For this experiment, we provided five composite questions for 15 people from various age-groups and educational backgrounds. They were asked to distinguish the proper ordering for answering a given composite question. This experiment revealed that cognitive procedure of human for ordering sub-questions is inline with an infix arithmetic expression (also called parenthesized) [miller2013] , where inner sub-expressions are prioritized to outer ones for processing; which confirm our intuition.
Inspired by this observation, our proposed approach relies on prioritizing inner sub-questions when retrieving the answer. It is important to mention that the required pre-processings for a Generating set of sub-questions. We produce the possible sub-question set denoted by Qs for the given composite question employing strategies and triple patterns represented in the previous section (i.e., summarized in Table 1 ). In this table, there are triple patterns printed in bold (so-called key triple patterns) which follow the same order of tokens in the given composite question. Since in our proposed approach, the order of tokens in the given composite question matters; in this step key triple patterns are exclusively taken into account. Other triple patterns will be used in query execution step for query extension. For those relations which more than one key triple patterns is defined while contain common place holders (independent of their positions), only one of them is used for sub-question set generation task. Each linguistic pattern discussed in Section 3 is mapped into only one single sub-question using its key triple pattern. For the given running example "Which writers had influenced the philosopher that refused a Nobel Prize?", the sub-question set is generated as: Qs1: {(writers, influenced, philosopher), (philosopher, refused, Nobel Prize)};
Constructing tree for composite question. W.r.t. challenge 1, a critical step is ordering execution schema and aggregating answer sets from all the derived sub-questions. To address this challenge, we propose a novel approach to determine appropriate order of sub-questions of a given composite question for execution and subsequently aggregating answers. This approach relies on a tree structure constructed on the driven sub-questions with respect to syntactic and structural parsing (i.e., dependency tags and constituency pars) of the given composite question. A tree of a given composite question is formally defined as ( Figure 5 and 6 shows the constructed trees for two given questions):
Definition 2 (Composite Question Tree). A given composite question cq is represented by a binary tree cqt = (V, E) containing unlabeled directed edges and the set of vertices V as the union of all sub-questions Qs and operators Θ, V = Qs ∪ Θ (Θ = {∩, ∪, ↑, F }). The leaves of cqt are always sub-questions while the root can be either a sub-question qi or an operator from Θ. from Section 5. Please note that the output of the Stanford parser is transformed to an structural parsing tree and then is injected to this algorithm as the input. The lines 1-3 of Alg. 1 spot the given sub-questions in the structural parsing tree (Fig.8b shows the position of sub-questions in structural parsing tree for our running example). Next, the matches are grouped using the concept of top depth (Fig.8c, i .e. the line 4). Thereafter, Algorithm 2 is called which receives a given group (a couple of sub-questions) and constructs a sub-tree out of it. First , in case of more than one sub-question in a group, all sub-questions are sorted using their down depth in line 1 in Alg. 2. There are four distinct possibilities for forming sub-trees (illustrated in Fig. 9 ). The process of constructing sub-tree for each group has a few steps as followings: (i) Figure  7b and 7a show the process of concatenation. This process continues till connecting all the vertices (the lines 5-16 of Algorithm 2 performs concatenation process) (Fig.8c shows subtrees for our running example). Eventually, the ConcatAssign method connects all the sub-trees and delivers the connected composite question tree cqt (the lines 8-11 in Algorithm 1)(The completed composite question tree for our running example is illustrated in Fig.8d ).
Query Generation. To generate a formal query from a given composite question tree, we have to accomplish the three following tasks (illustrated in Fig.10 ): (i) vertex expansion: each vertex of tree is expanded by including all the other relevant triple patterns listed in table 1.
(ii) entity linking: for a given triple pattern (s,p,o), each term (either s, p or o) is matched against the underlying knowledge graph, then the candidate matches are placed in the proper positions, in case of linking the object o to a type entity such as dbo:City, a new variable is introduced and placed in the object position, additionally a triple pattern restricting type of the object variable is added (e.g. (?variable,rdf:type,dbo:City). (iii) predicate expansion: in case there is no match for a given predicate, we expand that predicate using synsets from WordNet [kilgarriff2000wordnet]. (iv) connecting triple patterns: to generate a federated query, each triple pattern from a parent vertex has to be connected to a triple pattern from the child vertex. This connection is via a common variable, an ↑ operator is utilized to indicate the positions of common variable in both vertices. In other words, a given parent vertex is connected to its children by a shared variable in either object-subject joint, object-object joint, subject-subject joint, or subject-object joint.
Evaluation
We evaluated the performance of our approach with respect to the two modules which we contributed, i.e., (i) relation extraction module and (ii) Aggregation of answer set module. In the following, we individually present these evaluation scenarios.
Evaluating relation extraction module. The majority of the state-of-art of relation extraction approaches are evaluated on textual corpus, while there is no sufficient attention on the short, informal and noisy text such as user-supplied input query. In this experiment, we employ both types of corpora, i.e., textual corpus and query inventory. We use a textual corpus 15 , which was also employed by the prior art ClausIE [DelCorro2013] and LS3RYIE [vo2017self] . This corpus is compiled from three datasets (i) New York Times, (ii) Reverb and (iii) Wikipedia. The second source for our experiment is a query inventory from the hybrid task of the QALD-6 challenge 16 [unger20166th] . We compare our module with the recent work, LS3RyIE, presented in [vo2017self], as we call it the baseline, hereafter.
Relation extraction on textual corpus. We run our module on the employed textual corpus to automatically extract relations from the underlying corpus. To evaluate its effectiveness, we rely on human judge using two annotators being linguistic. They annotated the extracted relations with 'true' or 'false' respectively indicating the given relation is correct or not. We computed the agreement rate between the annotators using Cohen's kappa [cohen1960coefficient] with 0.65 for New York Times dataset, 0.61 for Reverb dataset and 0.70 for the Wikipedia dataset. Similar to the art, we use the precision metric (P = #correct relations #total relations ) to evaluate the accuracy. Since yet there is no gold standard, calculating recall is not feasible. Table 2 shows the ratio of precision for each type of relations in . We achieved satisfactory precision in the most of the cases. We will discuss error analysis later. To have a deeper insight on the performance of the relation extraction module, we consider the following settings with respect to our earlier discussion introduced in Section 3 concerning the three relation types including Genitive & Preposition, Appositive and Noun Phrase.
-Minimal noun phrase extraction. This setting denoted by A refers to the minimal strategy for detecting noun phrases. -Quotation marks and expression consideration. This setting denoted by B considers quotation marks and expressions for detecting noun phrases. -Named Entity consideration. This setting denoted by C considers named entities.
-Genitive & preposition reformation. This setting denoted by D reforms the Genitive & Preposition relation. -Appositive relation filtering. This setting denoted by E filters certain Appositive relations (according to the conditions discussed earlier).
-Relation extraction with all argument types: This setting denoted by F extends the approach [vo2017self] by including any possible argument (e.g., object, subject, and complement in dependency parser tree). -Noun phrase extraction I. This setting denoted by G considers approach I for noun phrase relation extraction. -Noun phrase extraction II. This setting denoted by H considers approach I for noun phrase relation extraction.
Furthermore, we consider settings which are a composition of the above settings as follows:
-Genitive & Preposition relation settings: A, AB, ABC, ABD, ABCD, ABCDF -Appositive relation settings: A, AB, ABC,ABE, ABCE, ABCEF -Noun Phrase relation settings: G, B, C, H, BCH It should be noted that we do not define any setting for the following three types of relations including Verbal, Possessive Adjective + Whose and Comparative or superlative. Because, e.g., the precision of Comparative or Superlative relations was flawless (see the precision in Table 2 ). In the following, we present our detailed discussion upon the evaluation of the designed settings. Our baseline considers only two relation types including Genitive & Preposition and Appositive relations. In Table 3 , we provide samples of sentences containing the concerning relations. There, also we represent the relations extracted via our module versus the baseline.
-Genitive & Preposition relations evaluation: Fig. 11a represents the precision of this type of relation and Fig. 11b represents the number of extracted relations. With respect to the setting A, two bold conclusions are observed: 1) there is an increase in precision in comparison to the baseline. E.g., the sentence S1 in Table 3 shows the success of our approach in detecting this kind of relation. 2) there is a trivial increase in the number of extracted relations compared to the baseline. E.g., the sentence S2 in Table  3 illustrates our success in detecting this type of relation. As we can notice from Fig.  11a , the settings B, C, D, and F reached an increase on precision metric comparing to the baseline. The sentences S3, S4, S5 and S6 sentences in Table 3 exemplify these settings. Furthermore, we run the composition settings ABC and ABD. The results of this experiment (Fig. 11a) shows that ABC outperforms ABD pointing out the importance of "Named Entity consideration" rather than "Genitive & Preposition reformation". Finally, adding the setting F led to a considerable decrease in precision while it increases the total number of extracted relations. -Appositive relation: Fig. 12a and Fig. 12b show the performance of the settings related to this type of relation. Using the settings A, C, E and F significantly increase the precision metric rather comparing to the baseline. With respect to the number of relations (recall), the settings A, C and E resulted in a lower recall, and higher precision whereas adding the setting F leads to higher recall and lower precision. Comparing the composition settings ABC and ABE, shows the higher precision in ABC rather than ABD meaning Named Entity is more effective than Appositive Relation Filtering. The sampled sentences S7, S8, S9 and S10 in Table 3 shows the success and failure cases of our settings compared to the baseline. -Noun Phrase relation: We applied the two settings H and G with respect to the approach I and II concerning Noun Phrase relation extraction. Fig. 13 represents the precision on the various corpora, i.e., NYTimes, Reverb, Wikipedia and the compiled corpus (Total) using the settings B, C along with H and G. The results show that the setting C is trivially effective than B and the setting H is superior to G. Table 3 : Sentence examples for extracted relation and their labels based on applied setting and relation type for HCqa(our system) and LS3RyIE(baseline).
Setting Relation System Setting-related extracted relation (s, p, o) annotation S1: "Martin Gibson is the company 's chairman and has served as a director of the parent company since 1992."
A

Genitive & Preposition
HCqa company, has,chairman true baseline company, has, chairman and has served as a director of the parent company since 1992 false S2: "Doctors in Pennsylvania and West Virginia are expected to notify S.M.I. bioterror experts of any "suspicious event," from an unusual rash to a finger lost in an explosion, identifying but not informing the patient" Error analysis: To obtain further insight on the performance of relation extraction module, particularly for "Noun Phrase relation extraction", we provide the error analysis as follows:
• Quotation marks and expression consideration: If "quotation marks and expressions" is not applied, then wrong relations might be inferred. E.g., for the given sentence 'He graduated summa cum laude from the University of California, Los Angeles.', 'summa' is an adjective phrase and 'cum' and 'laude' are two noun phrases. The approach II yields in inferring the two separate noun phrases: (i) 'summa laude' and 'cum laude', whereas the desired relation is 'summa cum laude' is an expression. • Named Entity: If "Named Entity" is not considered, it also yields in inferring wrong relations. E.g., 'North Korean forces' contains 'North' and 'Korean' as adjective phrases and 'forces' as a noun phrase. Without considering Named Entity, the two extracted pairs are: (i) 'North forces' and (ii) 'Korean forces', while 'North Korean" is itself a Named Entity.
• Noun phrase extraction using approach I: This approach pairs the nearby words which might lead to extracting wrong relations, e.g., in the given noun phrase 'English crime writer', the two paired words are (i) 'English crime' and (ii) 'crime writer' where the first one is faulty.
• POS tagging: Since we applied an external tool for POS tagging, errors of this tool affect our performance. E.g., for the given sentence 'I have also learned that lice plan their arrival to maximize household stress.', the words 'lice' and 'plan' are respectively tagged with 'NN' and 'NN' whereas 'plan' is a verb. This fault leads to inferring the wrong paired word lice plan.
• Independent-Meaning: This case includes two situations as follows: (i) addresses: our module breaks the addresses such as the noun phrase '165 West 65th Street' into smaller segments '165','West', '65th' and 'Street'. (ii) noun phrases which modify the verb, e.g, in the sentence 'Two independent journalists went on trial today', 'today' is a time modifier, and is independent of 'trial' while our module considers them together. Relation extraction on query inventory. The questions in hybrid task of QALD-6 challenge 17 [unger20166th] , containing 75 questions, are employed for our evaluation. These questions are annotated with the corresponding answers as well as the equivalent formal query (triple patterns). We transform all the formal queries to semi-textual serialization of the formal queries (dropping URIs). Regarding the running example question Q4, its formal query and the transformed representation are shown in Figure 15a and 15b. Initially, we run Stanford parser [S.Schuster2016] to extract relations in the form of triple patterns (subject, predicate, object) from questions. We furthermore use WordNet [kilgarriff2000wordnet] to expand predicates of triple patterns (to resolve vocabulary mismatch to some extent). We compared the extracted triples patterns with the relations of formal queries in the gold standard. Our approach recognizes 88% of all triple patterns from different categories. -5[unger20155th] challenge containing 60 questions. Thus, these questions were also used to evaluate our approach. We generated the composite question tree and final query, respectively as a result of our system and ISOFT system, for each question. the evaluation relies on two annotators for judging on the generated composite question tree for our system and the generated query of ISOFT, for each given composite question. In case the output is of a system, is labeled correct of the two annotators, then we consider that as a correct output. The agreement rate (Cohen's kappa) was with 0.80. The precision result for the ISOFT system is 70%, and for our proposed approach is 92%.
Conclusion and Future Work
In this paper, we presented HCqa, a QA system dealing with complex questions and running on a hybrid of textual corpus and knowledge graphs. The proposed approach relies on extracting triple patterns and is able of working with both question and non-question sentences. It decomposes the given complex question into several sub-questions, which are triples. HCqa main contribution is presenting a novel and generic relation extraction approach for extracting sub-questions. We used a textual corpus 18 , which was also employed by the prior art ClausIE [DelCorro2013] and LS3RYIE [vo2017self] to evaluate our relation extraction module. This corpus is compiled from three datasets (i) New York Times, (ii) Reverb and (iii) Wikipedia. In addition we evaluated this module over an inventory questions from the hybrid task of QALD-6 challenge 19 [unger20166th]. The module was compared for textual corpus as well as query inventory, with the recent work, LS3RyIE [vo2017self] . The result showed some improvement for the relation extraction task over the baseline, using several defined settings. In addition we extracted other types of relation. Although more relations has been extracted by our approach, the result showed more precision for all types of relations, rather than only for the baseline ones, over textual corpus as well as query inventory. Furthermore, HCqa represented two algorithms to federate answer set of sub-questions, extracted in relation extraction module, from heterogeneous sources. We compared our approach in the answer set aggregation module with ISOFT system [park2015isoft], the only system targeting composite questions dealing with the aggregation approach that participated in QALD-5 [unger20155th] challenge. We evaluated our approach over a query inventory from hybrid task of QALD-5 challenge. The precision result for our our approach was measured at 92%, compared to ISOFT system of 70%.
The implementation is avaialble at https://github.com/asadifar/HCqa. We plan to extend this work using more number of knowledge graphs and running it over more number of benchmarking datasets. Another plan is to implement this approach for domainspecific use cases such as the bio-medical domain.
