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Takashi FURUYA
Abstract
We study an inverse acoustic scattering problem by the Factoriza-
tion Method when the unknown scatterer consists of two objects with
different physical properties. Especially, we consider the following two
cases: One is the case when each object has the different boundary
condition, and the other one is when different penetrability. Our idea
here is to modify the far field operator depending on the cases to avoid
unnecessary a priori assumptions.
1 Introduction
Sampling methods are proposed for reconstruction of shape and location
in inverse acoustic scattering problems. In the last twenty years, sam-
pling methods such as the Linear Sampling method of Colton and Kress
[4], the Singular Sources Method of Potthast [16], the Factorization Method
of Kirsch [5], have been introduced and intensively studied. As an advan-
tage of these sampling methods, the numerical implementation are so simple
and fast. However, as disadvantage of sampling methods except the Factor-
ization Method, only sufficient conditions are given for the identification of
unknown scatterers. To overcome this drawback, that is, to provide neces-
sary and sufficient conditions, the Factorization Method was introduced and
developed by a lot of researchers.
However, for rigorous justification of the original Factorization Method,
we have to assume that the wave number of the incident wave is not an
eigenvalue of the Laplacian on an obstacle with respect to the boundary
condition of the scattering problem. Kirsch and Liu [9] eliminated this
problem for the case of a single obstacle by assuming that a small ball is in
the interior of the unknown obstacle. They modified the original far field
operator by adding the far field operator corresponding to a small ball so
that the Factorization Method can be applied to it. On the other hands,
in the case of a scatterer consisting of two objects with different physical
properties, this problem has been still open. For recent works discussing
this case, we refer to [1, 2, 6, 11, 17].
In this paper, we study the Factorization Method for a scatterer consist-
ing of two objects with different physical properties. Especially, we consider
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the following two cases: One is the case when each object has the different
boundary condition, and the other one is when different penetrability. For
recent works discussing such a scatterer, we refer to [8, 10, 13]. We remark
that these works have to assume that the wave number of the incident wave
is not an eigenvalue of the Laplacian on impenetrable obstacles included in a
scatterer. Our aim of this paper is to eliminate this restriction by developing
the idea of [9].
We begin with the formulations of the scattering problems. Let k > 0
be the wave number and for θ ∈ S2 be incident direction. Here, S2 = {x ∈
R
3 : |x| = 1} denotes the unit spherer in R3. We set
ui(x) := eikθ·x, x ∈ R3, (1.1)
where i in the left hand side stands for incident plane wave. Let Ω ⊂ R3 be
a bounded open set and let its exterior R3\Ω be connected. We assume that
Ω consists of two bounded domains, i.e., Ω = Ω1∪Ω2 such that Ω1∩Ω2 = ∅.
We consider the following two cases.
The first case. Ω1 is an impenetrable obstacle with Dirichlet
boundary condition, and Ω2 with Neumann boundary condition.
Find us ∈ H1loc(R
3 \ Ω) such that
∆us + k2us = 0 in R3 \Ω, (1.2)
us = −ui on ∂Ω1, (1.3)
∂us
∂νΩ2
= −
∂ui
∂νΩ2
on ∂Ω2, (1.4)
lim
r→∞
r
(
∂us
∂r
− ikus
)
= 0, (1.5)
where r = |x|, and (1.5) is the Sommerfeld radiation condition. Here,
H1loc(R
3 \ Ω) = {u : R3 \ Ω → C : u
∣∣
B
∈ H1(B) for all open balls B} de-
notes the local Sobolov space of one order. νΩ2(x) denotes the unit normal
vector at x ∈ ∂Ω2. We refer to Theorem 7.15 in [15] for the well posedness
of the problem (1.2)–(1.5), and refer to [8] and [13] for the factorization
method in this case.
The second case. Ω1 is a penetrable medium modeled by a
contrast function q ∈ L∞(Ω1) (that is, Ω1 = suppq), and Ω2 is an
impenetrable obstacle with Dirichlet boundary condition. Find
us ∈ H1loc(R
3 \ Ω2) such that
∆us + k2(1 + q)us = −k2qui in R3 \ Ω2, (1.6)
2
us = −ui on ∂Ω2, (1.7)
lim
r→∞
r
(
∂us
∂r
− ikus
)
= 0. (1.8)
Note that we extend q by zero outside Ω1. The well posedness of the problem
(1.6)–(1.8) and its factorization method was shown in [10].
In both cases, it is well known that the scattered wave us has the fol-
lowing asymptotic behavior:
us(x, θ) =
eik|x|
4pi|x|
u∞(xˆ, θ) +O
(
1
|x|2
)
, |x| → ∞, xˆ :=
x
|x|
. (1.9)
The function u∞ is called the far field pattern of us. With the far field
pattern u∞, we define the far field operator F : L2(S2)→ L2(S2) by
Fg(xˆ) :=
∫
S2
u∞(xˆ, θ)g(θ)ds(θ), xˆ ∈ S2. (1.10)
We write the far field operator of the problem (1.2)–(1.5) as F = FMixΩ1,Ω2 ,
and (1.6)–(1.8) as F = FMixΩ1q,Ω2 , respectively. The inverse scattering problem
we consider is to reconstruct Ω from the far field pattern u∞(xˆ, θ) for all
xˆ, θ ∈ S2. In other words, given the far field operator F , reconstruct Ω.
Our contribution in this paper is, in both cases, to give the characteri-
zation of Ω1 without a priori assumptions for the wave number k > 0. But
we have to know the topological properties of Ω. More precisely, an inner
domain B1 of Ω1 (based on [9]), and an outer domain B2 of Ω2 ([8]), have
to be a priori known. Furthermore, we take an additional domain B3 in the
interior of B2. By adding artificial far field operators corresponding to B1,
B2, and B3, we modify the original far field operator F .
In the first case, we give the following characterization:
Assumption 1.1. Let bounded domain B1 and B2 be a prior known. As-
sume that B1 ⊂ Ω1, Ω2 ⊂ B2, Ω1 ∩B2 = ∅.
Ω1
Ω2
B2
Neumann
Dirichlet
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Figure 1:
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Theorem 1.2. For xˆ ∈ S2, z ∈ R3, define
φz(xˆ) := e
−ikz·xˆ. (1.11)
Let Assumption 1.1 hold. Take a positive number λ0 > 0, and a bounded
domain B3 with B3 ⊂ B2. (See Figure 1.) Then, for z ∈ R
3 \B2
z ∈ Ω1 ⇐⇒
∞∑
n=1
|(φz, ϕn)L2(S2)|
2
λn
<∞, (1.12)
where (λn, ϕn) is a complete eigensystem of F# given by
F# :=
∣∣ReF ∣∣+ ∣∣ImF ∣∣, (1.13)
where F := FMixΩ1,Ω2 + F
Dir
B2
+ F ImpB1∪B3,iλ0 . Here, F
Dir
B2
and F ImpB1∪B3,iλ0 are
the far field operators for the pure Dirichlet boundary condition on B2, and
for the pure impedance boundary condition on B1 ∪ B3 with an impedance
function iλ0, respectively.
Latter, we explain artificial far field operators FDirB2 and F
Imp
B1∪B3,iλ0
in
Section 2, and prove Theorem 1.2 in Section 3.
In the second case, we give the following characterization:
Assumption 1.3. Let a bounded domain B2 be a priori known. Assume
the following assumptions:
(i) q ∈ L∞(Ω1) with Imq ≥ 0 in Ω1.
(ii) |q| is locally bounded below in Ω1, i.e., for every compact subsetM ⊂ Ω1,
there exists c > 0 (depend on M) such that |q| ≥ c in M .
(iii) Ω2 ⊂ B2, Ω1 ∩B2 = ∅.
(iv) There exists t ∈ (pi/2, 3pi/2) and C > 0 such that Re(e−itq) ≥ C|q| a.e.
in Ω1.
Theorem 1.4. Let Assumption 1.3 hold. Take a positive number λ0 > 0,
and a bounded domain B3 with B3 ⊂ B2. (See Figure 2.) Then, for z ∈
R
3 \B2
z ∈ Ω1 ⇐⇒
∞∑
n=1
|(φz, ϕn)L2(S2)|
2
λn
<∞, (1.14)
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where (λn, ϕn) is a complete eigensystem of F# given by
F# :=
∣∣Re(e−itF )∣∣+ ∣∣ImF ∣∣, (1.15)
where F := FMixΩ1q,Ω2 + F
Dir
B2
+ F ImpB3,iλ0 . Here, the function φz is given by
(1.11).
We prove Theorem 1.4 in Section. We can also give the characterization
by replacing (iv) in Assumption 1.3 with
(iv’) There exists t ∈ [0, pi/2) ∪ (3pi/2, 2pi] and C > 0 such that Re(e−itq)
≥ C|q| a.e. in Ω1.
For details, see Assumption 4.5 and Theorem 4.6.
Let us compare our works (Theorems 1.2 and 1.4) with previous works
from the mathematical point of view of a priori assumptions. For Theorem
1.2 we refer to Theorem 2.5 of [13], and for Theorems 1.4 we refer to Theorem
3.9 (b) of [10]. These previous works also gave the characterization of Ω1 by
assuming the existence of outer domain B2 of Ω2 and that the wave number
k2 is not an eigenvalue on an obstacle, while, in our work we can choose
arbitrary wave number k > 0 by introducing extra artificial domains such
as B1, B2, and B3, which are not so difficult topological assumptions.
This paper is organized as follows. In Section 2, we recall a factorization
of the far field operator and its properties. In Section 3 and Section 4, we
prove Theorems 1.2 and 1.4, respectively.
2 A factorization for the far field operator
In Section 2, we briefly recall a factorization for the far field operators and
its properties.
First, we consider a factorization of the far field operator for the pure
boundary condition. Let B be a bounded open set and let R3 \ B be con-
nected. Later, we will use the result of this section by regarding B as
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auxiliary domains, like B1, B2, and B3 in Theorems 1.2 and 1.4. We define
GDirB : H
1/2(∂B)→ L2(S2) by
GDirB f := v
∞, (2.1)
where v∞ is the far field pattern of a radiating solution v (that is, v satisfies
the Sommerfeld radiation condition) such that
∆v + k2v = 0 in R3 \B, (2.2)
v = f on ∂B. (2.3)
Let λ0 > 0. We also define G
Imp
B,iλ0
: H−1/2(∂B) → L2(S2) in the same way
as GDirB by replacing (2.3) with
∂v
∂νB
+ iλ0v = f on ∂B. (2.4)
We define the boundary integral operators SB : H
−1/2(∂B) → H1/2(∂B)
and NB : H
1/2(∂B)→ H−1/2(∂B) by
SBϕ(x) :=
∫
∂B
ϕ(y)Φ(x, y)ds(y), x ∈ ∂B, (2.5)
NBψ(x) :=
∂
∂νB(x)
∫
∂B
ψ(y)
∂Φ(x, y)
∂νB(y)
ds(y), x ∈ ∂B, (2.6)
where Φ(x, y) :=
eik|x−y|
4pi|x− y|
. We also define SB,i and NB,i by the boundary
integral operators (2.5) and (2.6), respectively, corresponding to the wave
number k = i. It is well known that SB,i is self-adjoint and positive coercive,
and NB,i is self-adjoint and negative coercive. For details of the boundary
integral operators, we refer to [7] and [15].
The following properties of far field operators FDirB and F
Imp
B,iλ0
are given
by previous works in [7] and [9]:
Lemma 2.1 (Lemma 1.14 in [7], Theorem 2.1 and Lemma 2.2 in [9]).
(a) The far field operators FDirB and F
Imp
B,iλ0
have a factorization of the form
FDirB = −G
Dir
B S
∗
BG
Dir ∗
B , F
Imp
B,iλ0
= −GImpB,iλ0T
Imp ∗
B,iλ0
GImp ∗B,iλ0 . (2.7)
(b) The operators SB : H
−1/2(∂B) → H1/2(∂B) and T ImpB,iλ0 : H
1/2(∂B) →
H−1/2(∂B) is of the form
SB = SB,i +K, T
Imp
B,iλ0
= NB,i +K
′, (2.8)
where K and K ′ are some compact operators.
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(c) Im〈ϕ, SBϕ〉 ≤ 0 for all ϕ ∈ H
−1/2(∂B). Furthermore, if we assume
that k2 is not a Dirichlet eigenvalue of −∆ in B, then Im〈ϕ, SBϕ〉 < 0
for all ϕ ∈ H−1/2(∂B) with ϕ 6= 0.
(d) Im〈T ImpB,iλ0ϕ,ϕ〉 > 0 for all ϕ ∈ H
1/2(∂B) with ϕ 6= 0.
Secondly, we consider the far field operator FMixΩ1,Ω2 for the problem (1.2)–
(1.5). Recall that Ω = Ω1 ∪ Ω2, and Ω1 is an impenetrable obstacle with
Dirichlet boundary condition, and Ω2 with Neumann boundary condition.
We define GMixΩ1,Ω2 : H
1/2(∂Ω1)×H
−1/2(∂Ω2)→ L
2(S2) by
GMixΩ1,Ω2
(
f
g
)
:= v∞, (2.9)
where v∞ is the far field pattern of a radiating solution v such that
∆v + k2v = 0 in R3 \ Ω, (2.10)
v = f on ∂Ω1,
∂v
∂νΩ2
= g on ∂Ω2. (2.11)
The following properties of FMixΩ1,Ω2 are given by previous works in [7]:
Lemma 2.2 (Theorem 3.4 in [7]). (a) The far field operator FMixΩ1,Ω2 has a
factorization of the form
FMixΩ1,Ω2 = −G
Mix
Ω1,Ω2T
Mix ∗
Ω1,Ω2 G
Mix ∗
Ω1,Ω2 . (2.12)
(b) The middle operator TMixΩ1,Ω2 : H
−1/2(∂Ω1)×H
1/2(∂Ω2)→ H
1/2(∂Ω1)×
H−1/2(∂Ω2) is of the form
TMixΩ1,Ω2 =
(
SΩ1,i 0
0 NΩ2,i
)
+K, (2.13)
where K is some compact operator.
(c) Im〈TMixΩ1,Ω2ϕ,ϕ〉 ≥ 0 for all ϕ ∈ H
−1/2(∂Ω1)×H
1/2(∂Ω2).
Thirdly, we consider the far field operator FMixΩ1q,Ω2 for the problem (1.6)–
(1.8). Here, Ω1 is a penetrable medium modeled by a contrast function
q ∈ L∞(Ω1), and Ω2 is an impenetrable obstacle with Dirichlet boundary
condition. We define GMixΩ1q,Ω2 : L
2(Ω1)×H
1/2(∂Ω2)→ L
2(S2) by
GMixΩ1q,Ω2
(
f
g
)
:= v∞, (2.14)
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where v∞ is the far field pattern of a radiating solution v such that
∆v + k2(1 + q)v = −k2
q√
|q|
f in R3 \ Ω2, (2.15)
v = −g on ∂Ω2. (2.16)
The following properties of FMixΩ1q,Ω2 are given by previous works in [10]:
Lemma 2.3 (Theorem 3.2 and Theorem 3.3 in [10]). (a) The far field op-
erator FMixΩ1q,Ω2 has a factorization of the form
FMixΩ1q,Ω2 = G
Mix
Ω1q,Ω2M
Mix ∗
Ω1q,Ω2G
Mix ∗
Ω1q,Ω2 . (2.17)
(b) The middle operator MMixΩ1q,Ω2 : L
2(Ω1) × H
−1/2(∂Ω2) → L
2(Ω1) ×
H1/2(∂Ω2) is of the form
MMixΩ1q,Ω2 =
(
|q|
k2q
0
0 −SΩ2,i
)
+K, (2.18)
where K is some compact operator.
(c) Im〈ϕ,MMixΩ1q,Ω2ϕ〉 ≥ 0 for all ϕ ∈ L
2(Ω1)×H
−1/2(∂Ω2).
(d) If MMixΩ1q,Ω2ϕ = 0 , ϕ =
(
ϕ1
ϕ2
)
∈ L2(Ω1)×H
−1/2(∂Ω2), then ϕ1 = 0.
Finally, we give the following functional analytic theorem behind the
factorization method. The proof is completely analogous to previous works,
e.g., Theorem 2.15 in [7], Theorem 2.1 in [12], and Theorem 2.1 in [13].
Theorem 2.4. Let X ⊂ U ⊂ X∗ be a Gelfand triple with a Hilbert space
U and a reflexive Banach space X such that the imbedding is dense. Fur-
thermore, let Y be a second Hilbert space and let F : Y → Y , G : X → Y ,
T : X∗ → X be linear bounded operators such that
F = GTG∗. (2.19)
We make the following assumptions:
(1) G is compact with dense range in Y.
(2) There exists t ∈ [0, 2pi] such that Re(eitT ) has the form Re(eitT ) = C+
K with some compact operator K and some self-adjoint and positive
coercive operator C, i.e., there exists c > 0 such that
〈ϕ,Cϕ〉 ≥ c ‖ϕ‖2 for all ϕ ∈ X∗. (2.20)
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(3) Im〈ϕ, Tϕ〉 ≥ 0 or Im〈ϕ, Tϕ〉 ≤ 0 for all ϕ ∈ X∗.
Furthermore, we assume that one of the following assumptions:
(4) T is injective.
(5) Im〈ϕ, Tϕ〉 > 0 or Im〈ϕ, Tϕ〉 < 0 for all ϕ ∈ Ran(G∗) with ϕ 6= 0.
Then, the operator F# :=
∣∣Re(eitF )∣∣ + ∣∣ImF ∣∣ is positive, and the ranges of
G : X → Y and F
1/2
# : Y → Y coincide with each other.
Remark that, in this paper, the real part and the imaginary part of an
operator A are self-adjoint operators given by
Re(A) =
A+A∗
2
and Im(A) =
A−A∗
2i
. (2.21)
3 The first case
In section 3, we prove Theorem 1.2. Let Assumption 1.1 hold. We define
R1 : H
1/2(∂Ω1)×H
−1/2(∂Ω2)→ H
1/2(∂Ω1)×H
1/2(∂B2) by
R1
(
f1
g1
)
:=
(
f1
v1
∣∣
∂B2
)
, (3.1)
where v1 is a radiating solution such that
∆v1 + k
2v1 = 0 in R
3 \ Ω, (3.2)
v1 = f1 on ∂Ω1,
∂v1
∂νΩ2
= g1 on ∂Ω2. (3.3)
Then, from the definition of R1, we obtain
GMixΩ1,Ω2 = G
Dir
Ω1,B2R1, (3.4)
where GDirΩ1,B2 : H
1/2(∂Ω1)×H
1/2(∂B2)→ L
2(S2) is also defined for the pure
Dirichlet boundary condition on Ω1 and B2 in the same way as G
Mix
Ω1,Ω2
. (See
(2.9).)
Next, we define R2 : H
1/2(∂B2)→ H
1/2(∂Ω1)×H
1/2(∂B2) by
R2f2 :=
(
v2
∣∣
∂Ω1
f2
)
, (3.5)
where v2 is a radiating solution such that
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∆v2 + k
2v2 = 0 in R
3 \B2, (3.6)
v2 = f2 on ∂B2, (3.7)
Then, from the definition of R2, we obtain
GDirB2 = G
Dir
Ω1,B2R2. (3.8)
Here, take a positive number λ0 > 0, and a bounded domain B3 with B3 ⊂
B2. We define R3 : H
−1/2(∂B1 ∪ ∂B3)→ H
1/2(∂Ω1)×H
1/2(∂B2) by
R3f3 :=
(
v3
∣∣
∂Ω1
v3
∣∣
∂B2
)
, (3.9)
where v3 is a radiating solution such that
∆v3 + k
2v3 = 0 in R
3 \B1 ∪B3, (3.10)
∂v3
∂νB1∪B3
+ iλ0v3 = f3 on ∂B1 ∪ ∂B3. (3.11)
Then, from the definition of R3, we obtain
GImpB1∪B3,iλ0 = G
Dir
Ω1,B2R3. (3.12)
By (3.4), (3.8), (3.12), and the factorization of the far field operator in
Section 2, we have
FMixΩ1,Ω2 + F
Dir
B2 + F
Imp
B1∪B3,iλ0
= GDirΩ1,B2TG
Dir ∗
Ω1,B2 , (3.13)
where T :=
[
−R1T
Mix ∗
Ω1,Ω2
R∗1 −R2S
∗
B2
R∗2 −R3T
Imp ∗
B1∪B3,iλ0
R∗3
]
.
The following properties of GDirΩ1,B2 are given by the same argument in
Theorem 1.12 and Lemma 1.13 in [7]:
Lemma 3.1. (a) The operator GDirΩ1,B2 : H
1/2(∂Ω1)×H
1/2(∂B2)→ L
2(S2)
is compact with dense range in L2(S2).
(b) For z ∈ R3 \B2
z ∈ Ω1 ⇐⇒ φz ∈ Ran(G
Dir
Ω1,B2), (3.14)
where the function φz is given by (1.11).
To prove Theorem 1.2, we apply Theorem 2.4 to this case. First of all,
we show the following lemma:
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Lemma 3.2. (a) R1 −
(
I 0
0 0
)
, R2 − P2, R3 are compact. Here, P2 :
H1/2(∂B2)→ H
1/2(∂Ω1)×H
1/2(∂B2) is defined by
P2h :=
(
0
h
)
. (3.15)
(b) R∗3 is injective.
Proof. (a) The mappings R1 −
(
I 0
0 0
)
: H1/2(∂Ω1) × H
−1/2(∂Ω2) →
H1(∂Ω1) × H
1(∂B2), R2 − P2 : H
1/2(∂B2) → H
1(∂Ω1) × H
1(∂B2), and
R3 : H
−1/2(∂B1 ∪ ∂B3)→ H
1(∂Ω1)×H
1(∂B2) are bounded since they are
given by
(
f1
g1
)
7→
(
0
v1
∣∣
∂B2
)
, f2 7→
(
v2
∣∣
∂Ω1
0
)
, and f3 7→
(
v3
∣∣
∂Ω1
v3
∣∣
∂B2
)
,
respectively. By Rellich theorem, they are compact.
(b) Let φ ∈ H−1/2(∂Ω1) and ψ ∈ H
−1/2(∂B2). Assume that R
∗
3
(
φ
ψ
)
=
0. Using the same argument as done in Theorem 2.5 in [14], one knows the
existence of a radiating solution w such that
∆w + k2w = 0 in R3 \ Ω1 ∪B2, (3.16)
∆w + k2w = 0 in Ω1 \B1, in B2 \B3, (3.17)
w+ − w− = 0,
∂w+
∂νΩ1
−
∂w−
∂νΩ1
= φ on ∂Ω1, (3.18)
w+ − w− = 0,
∂w+
∂νB2
−
∂w−
∂νB2
= ψ on ∂B2, (3.19)
∂w
∂νB1
+ iλ0w = 0 on ∂B1,
∂w
∂νB3
+ iλ0w = 0 on ∂B3, (3.20)
where the subscripts + and – denote the trace from the exterior and interior,
respectively. (See Figure 3).
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Ω1 B2
B1 B3
Figure 3:
By using the boundary conditions (3.11), (3.18), (3.19), (3.20), and
Green’s theorem, we have
0 =
〈
f3, R
∗
3
(
φ
ψ
)〉
=
〈( v3∣∣∂Ω1
v3
∣∣
∂B2
)
,
(
φ
ψ
)〉
=
∫
∂Ω1
v3φds +
∫
∂B2
v3ψds
=
∫
∂Ω1∪∂B2
v3
(∂w+
∂ν
−
∂w−
∂ν
)
ds−
∫
∂Ω1∪∂B2
∂v3
∂ν
(w+ − w−)ds
=
∫
∂Ω1∪∂B2
[
∂v3
∂ν
w− − v3
∂w−
∂ν
]
ds−
∫
∂Ω1∪∂B2
[
∂v3
∂ν
w+ − v3
∂w+
∂ν
]
ds
=
∫
∂B1
[
∂v3
∂νB1
w − v3
∂w
∂νB1
]
ds+
∫
∂B3
[
∂v3
∂νB3
w − v3
∂w
∂νB3
]
ds
=
∫
∂B1∪∂B3
f3wds, (3.21)
which proves that w = 0 in ∂B1∪∂B3. Holmgren’s uniqueness theorem (See
e.g., Theorem 2.3 in [4]) implies that w vanishes in Ω1 \ B1 and B2 \ B3.
Equations (3.18) and (3.19) yield w+ = 0 on ∂Ω1∪∂B2 which implies that w
vanishes also outside of Ω1 and B2 by the uniqueness of the exterior Dirichlet
problem. Therefore, equations (3.18) and (3.19) yield φ = 0 and ψ = 0.
By Lemma 3.2, the middle operator T of (3.13) has the following prop-
erties:
Lemma 3.3. (a) Re
(
eipiT
)
has the form Re
(
eipiT
)
= C+K with some self-
adjoint and positive coercive operator C and some compact operator
K.
(b) Im〈ϕ, Tϕ〉 < 0 for all ϕ ∈ H−1/2(∂Ω1)×H
−1/2(∂B2) with ϕ 6= 0.
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Proof. (a) By Lemma 2.1 (b), Lemma 2.2 (b), and Lemma 3.2 (a),
Re
(
eipiT
)
= Re
(
R1T
Mix ∗
Ω1,Ω2 R
∗
1 +R2S
∗
B2R
∗
2 +R3T
Imp ∗
B1∪B3,iλ0
R∗3
)
= R1
(
SΩ1,i 0
0 NΩ2,i
)
R∗1 +R2SB2,iR
∗
2 +K
=
(
I 0
0 0
)(
SΩ1,i 0
0 NΩ2,i
)(
I 0
0 0
)
+ P2SB2,iP
∗
2 +K
′
=
(
SΩ1,i 0
0 SB2,i
)
+K ′, (3.22)
where K and K ′ are some compact operators. Since the boundary integral
operators SΩ1,i and SB2,i are self-adjoint and positive coercive, (a) holds.
(b) By Lemma 2.1 (c) (d), Lemma 2.2 (c), and Lemma 3.2 (b), especially,
by the strictly positivity of the operator ImT ImpB1∪B3,iλ0 , and the injectivity of
R∗3, for all ϕ ∈ H
−1/2(∂Ω1)×H
−1/2(∂B2) with ϕ 6= 0, we have
Im〈ϕ, Tϕ〉 = −Im〈TMixΩ1,Ω2R
∗
1ϕ,R
∗
1ϕ〉+ Im〈R
∗
2ϕ, SB2R
∗
2ϕ〉
−Im〈T ImpB1∪B3,iλ0R
∗
3ϕ,R
∗
3ϕ〉 < 0. (3.23)
Therefore, by Lemma 3.3, we can apply Theorem 2.4 to this case. From
Lemma 3.1 (b), and applying Theorem 2.4, we obtain Theorem 1.2.
Remark 3.4. Unknown obstacle Ω2 may consist of finitely many connected
components whose closures are mutually disjoint. Furthermore, the bound-
ary condition on Ω2 can not be only Neumann but also Dirichlet, impedance,
and not only impenetrable obstacles but also penetrable mediums, and their
mixed situations by the same argument in Theorem 1.2. In all cases, we can
choose arbitrary wave numbers k > 0.
Remark 3.5. If we assume that k2 is not a Dirichlet eigenvalue of −∆ in
artificial domains B1, B2, then we do not need to take an additional domain
B3. In such a case, we only use F
Dir
B1∪B2
as artificial far field operators since
FDirB1∪B2 has a role to keep the strictly positivity of the imaginary part of
the middle operator of F . (See Lemma 2.1 (c).) That is, we can give the
following characterization by the same argument in Theorem 1.2:
Theorem 3.6. In addition to Assumption 1.1, we assume that k2 is not
a Dirichlet eigenvalue of −∆ in B1, B2. Take a positive number λ0 > 0.
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Then, for z ∈ R3 \B2
z ∈ Ω1 ⇐⇒
∞∑
n=1
|(φz, ϕn)L2(S2)|
2
λn
<∞, (3.24)
where (λn, ϕn) is a complete eigensystem of F# given by
F# :=
∣∣ReF ∣∣+ ∣∣ImF ∣∣, (3.25)
where F := FMixΩ1,Ω2 + F
Dir
B1∪B2
. Here, the function φz is given by (1.11).
Remark 3.7. We can also give the characterization of the Neumann part
Ω2 if we assume Ω1 ⊂ B1, B2 ⊂ Ω2, B1 ∩ Ω2 = ∅ by the same argument in
Theorem 1.2 (See Figure 4).
Ω1
Ω2
B2
Neumann
Dirichlet
B1
Figure 4:
4 The second case
In Section 4, we prove Theorem 1.4. Let Assumption 1.3 hold. We define
GMixΩ10,B2 : L
2(Ω1)×H
1/2(∂B2)→ L
2(S2) by
GMixΩ10,B2
(
f
g
)
:= v∞, (4.1)
where v∞ is the far field pattern of a radiating solution v such that
∆v + k2v = −k2
q√
|q|
f in R3 \B2, (4.2)
v = g on ∂B2. (4.3)
Note that we extend q by zero outside Ω1. Next, we define R1 : L
2(Ω1) ×
H1/2(∂Ω2)→ L
2(Ω1)×H
1/2(∂B2) by
R1
(
f1
g1
)
:=
(
f1 +
√
|q|v1
v1
∣∣
∂B2
)
, (4.4)
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where v1 is a radiating solution such that
∆v1 + k
2(1 + q)v1 = −k
2 q√
|q|
f1 in R
3 \ Ω2, (4.5)
v1 = −g1 on ∂Ω2. (4.6)
Then, from the definition of R1, we obtain
GMixΩ1q,Ω2 = G
Mix
Ω10,B2R1. (4.7)
We define R2 : H
1/2(∂B2)→ L
2(Ω1)×H
1/2(∂B2) by
R2f2 :=
(
0
f2
)
. (4.8)
Then, from the definition of R2, we obtain
GDirB2 = G
Mix
Ω10,B2R2. (4.9)
Here, take a positive number λ0 > 0, and a bounded domain B3 with B3 ⊂
B2. We define R3 : H
−1/2(∂B3)→ H
1/2(∂B2) by
R3f3 := v3
∣∣
∂B2
, (4.10)
where v3 is a radiating solution such that
∆v3 + k
2v3 = 0 in R
3 \B3, (4.11)
∂v3
∂νB3
+ iλ0v3 = f3 on ∂B3. (4.12)
Then, from the definition of R3, and (4.9), we obtain
GImpB3,iλ0 = G
Dir
B2 R3 = G
Mix
Ω10,B2R2R3. (4.13)
By (4.7), (4.9), (4.13), and the factorization of the far field operator in
Section 2, we have
FMixΩ1q,Ω2 + F
Dir
B2 + F
Imp
B3,iλ0
= GMixΩ10,B2MG
Mix ∗
Ω10,B2 , (4.14)
where M :=
[
R1M
Mix ∗
Ω1q,Ω2
R∗1 −R2S
∗
B2
R∗2 −R2R3T
Imp ∗
B3,iλ0
R∗3R
∗
2
]
.
The following properties are given by the same argument in Theorem
3.2 (c) in [10]:
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Lemma 4.1. (a) The operator GMixΩ10,B2 : L
2(Ω1)×H
1/2(∂B2)→ L
2(S2) is
compact with dense range in L2(S2).
(b) For z ∈ R3 \B2
z ∈ Ω1 ⇐⇒ φz ∈ Ran(G
Mix
Ω10,B2), (4.15)
where the function φz is given by (1.11).
To prove Theorem 1.4, we apply Theorem 2.4 to this case with F =
FMix ∗Ω1q,Ω2 + F
Dir ∗
B2
+ F Imp ∗B3,iλ0 . First, we show the following lemma:
Lemma 4.2. (a) R1 −
(
I 0
0 0
)
, R3 are compact.
(b) R1 is injective.
(c) R∗3 is injective.
Proof. (a) The mappings R1−
(
I 0
0 0
)
: L2(Ω1)×H
1/2(∂Ω2)→ H
1(Ω1)×
H1(∂B2), and R3 : H
−1/2(∂B3) → H
1(∂B2) are bounded since they are
given by
(
f1
g1
)
7→
( √
|q|v1
v1
∣∣
∂B2
)
, and f3 7→ v3
∣∣
∂B2
, respectively. By Rellich
theorem, they are compact.
(b) Assume that
R1
(
f1
g1
)
=
(
f1 +
√
|q|v1
v1
∣∣
∂B2
)
= 0. (4.16)
Equation (4.5) yields that
∆v1 + k
2v1 = 0 in R
3 \B2, (4.17)
v1 = 0 on ∂B2. (4.18)
By the uniqueness of the exterior Dirichlet problem, v1 vanishes outside of
B2. Therefore, f1 = 0. Furthermore, the analyticity of v1 yields that v1 also
vanishes in B2 \ Ω2, which implies that g1 = 0.
(c) The injectivity of R∗3 follows from the same argument as done in the
proof of Lemma 3.2 in [9].
By Lemma 4.2, the middle operator M of (4.14) has the following prop-
erties:
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Lemma 4.3. (a) Re
(
eitM∗
)
has the form Re
(
eitM∗
)
= C +K with some
self-adjoint and positive coercive operator C, and some compact oper-
ator K.
(b) Im〈ϕ,M∗ϕ〉 ≥ 0 for all ϕ ∈ L2(Ω1)×H
−1/2(∂B2).
(c) M∗ is injective.
Proof. (a) By Lemma 2.1 (b), Lemma 2.3 (b), and Lemma 4.2 (a),
Re
(
eitM∗
)
= Re
(
eitR1M
Mix
Ω1q,Ω2R
∗
1 − e
itR2SB2R
∗
2 − e
itR2R3T
Imp
B3,iλ0
R∗3R
∗
2
)
= R1
(
Re( e
it|q|
k2q
) 0
0 −(cos t)SΩ2,i
)
R∗1 −R2(cos t)SB2,iR
∗
2 +K
=
(
I 0
0 0
)(
Re( e
it|q|
k2q
) 0
0 −(cos t)SΩ2,i
)(
I 0
0 0
)
−R2(cos t)SB2,iR
∗
2 +K
′
=
(
Re( e
it|q|
k2q ) 0
0 (−cos t)SB2,i
)
+K ′, (4.19)
where K and K ′ are some compact operators. The first term of the right
hand side in (4.19) is self-adjoint and positive coercive since (−cos t) > 0
when t ∈ (pi/2, 3pi/2), and Assumption 1.3 (iv) yields
〈
ϕ,Re
(eit|q|
k2q
)
ϕ
〉
=
∫
Ω1
|ϕ|2
Re(e−itq)
k2|q|
dx
≥
∫
Ω1
|ϕ|2
C|q|
k2|q|
dx
=
C
k2
‖ϕ‖2L2(Ω1) . (4.20)
(b) By Lemma 2.1 (c), Lemma 2.3 (c) (d), for all ϕ ∈ L2(Ω1)×H
−1/2(∂B2)
Im〈ϕ,M∗ϕ〉 = Im〈R∗1ϕ,M
Mix
Ω1q,Ω2R
∗
1ϕ〉 − Im〈R
∗
2ϕ, SB2R
∗
2ϕ〉
+Im〈T ImpB3,iλ0R
∗
3R
∗
2ϕ,R
∗
3R
∗
2ϕ〉 ≥ 0. (4.21)
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(c) Let φ ∈ L2(Ω1) and ψ ∈ H
−1/2(∂B2). Assume that M
∗
(
φ
ψ
)
= 0.
Inequality (4.21) yields that
Im
〈
T ImpB3,iλ0R
∗
3R
∗
2
(
φ
ψ
)
, R∗3R
∗
2
(
φ
ψ
)〉
= 0, (4.22)
which implies that R∗3R
∗
2
(
φ
ψ
)
= 0 from Lemma 2.1 (d). By Lemma 4.2
(c), and the definition of R2, we have ψ = 0. Therefore,
M∗
(
φ
0
)
= R1M
Mix
Ω1q,Ω2R
∗
1
(
φ
0
)
= 0. (4.23)
From Lemma 4.2 (b) and Lemma 2.3 (d), we obtain
R∗1
(
φ
0
)
=
(
0
∗
)
. (4.24)
Finally, we will show φ = 0. Let f1 ∈ L
2(Ω1). Take radiating solutions v1
and w such that
∆v1 + k
2(1 + q)v1 = −k
2 q√
|q|
f1 in R
3 \ Ω2, (4.25)
v1 = 0 on ∂Ω2, (4.26)
∆w + k2(1 + q)w =
√
|q|φ in R3 \ Ω2, (4.27)
w = 0 on ∂Ω2. (4.28)
By (4.24),
0 =
〈( f1
0
)
, R∗1
(
φ
0
)〉
=
〈( f1 +√|q|v1
v1
∣∣
∂B2
)
,
(
φ
0
)〉
=
∫
Ω1
f1φdx+
∫
Ω1
v1
√
|q|φdx. (4.29)
By (4.25) and (4.27),∫
Ω1
v1
√
|q|φdx =
∫
Ω1
v1
(
∆w + k2(1 + q)w
)
dx
−
∫
Ω1
(
∆v1 + k
2(1 + q)v1 + k
2 q√
|q|
f1
)
wdx
= −
∫
Ω1
k2
q√
|q|
f1wdx
+
∫
Ω1
(∆w)v1 − w(∆v1)dx. (4.30)
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By using Green’s theorem, (4.26), and (4.28),∫
Ω1
(∆w)v1 − w(∆v1)dx =
∫
R3\Ω2
(∆w)v1 − w(∆v1)dx
= −
∫
∂Ω2
[
∂w
∂νΩ2
v1 − w
∂v
∂νΩ2
]
ds
= 0. (4.31)
By (4.29)–(4.31),
φ = k2
q√
|q|
w in Ω1. (4.32)
From (4.32), (4.27), and (4.28), we obtain
∆w + k2w = 0 in R3 \Ω2, (4.33)
w = 0 on ∂Ω2, (4.34)
which proves that w vanishes in R3 \ Ω2 by the uniqueness of the exterior
Dirichlet problem. Therefore, equation (4.32) yields that φ = 0.
Therefore, by Lemma 4.3, we can apply Theorem 2.4 to this case with
F = FMix ∗Ω1q,Ω2+F
Dir ∗
B2
+F Imp ∗B3,iλ0 . From Lemma 4.1 (b), and applying Theorem
2.4, we obtain Theorem 1.4.
Remark 4.4. We can also consider various situations on Ω2 like Remark
3.4, and replace the assumption of taking B3 with that k
2 is not a Dirichlet
eigenvalue of −∆ in an artificial domain B2 like Remark 3.5.
We can also give the characterization by replacing (iv) in Assumption
1.3 with
(iv’) There exists t ∈ [0, pi/2) ∪ (3pi/2, 2pi] and C > 0 such that Re(e−itq)
≥ C|q| a.e. in Ω1.
by the same argument in Theorem 1.4:
Assumption 4.5. Let a bounded domain B2 be a priori known. Assume
the following assumptions:
(i) q ∈ L∞(Ω1) with Imq ≥ 0 in Ω1.
(ii) |q| is locally bounded below in Ω1, i.e., for every compact subsetM ⊂ Ω1,
there exists c > 0 (depend on M) such that |q| ≥ c in M .
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(iii) Ω2 ⊂ B2, Ω1 ∩B2 = ∅.
(iv’) There exists t ∈ [0, pi/2) ∪ (3pi/2, 2pi] and C > 0 such that Re(e−itq)
≥ C|q| a.e. in Ω1.
Theorem 4.6. Let Assumption 4.5 hold. Take a positive number λ0 > 0.
Then, for z ∈ R3 \B2
z ∈ Ω1 ⇐⇒
∞∑
n=1
|(φz, ϕn)L2(S2)|
2
λn
<∞, (4.35)
where (λn, ϕn) is a complete eigensystem of F# given by
F# :=
∣∣Re(e−itF )∣∣+ ∣∣ImF ∣∣, (4.36)
where F := FMixΩ1q,Ω2 + F
Imp
B2,iλ0
. Here, the function φz is given by (1.11).
Conclusion
In this paper, we give the characterization of the unknown domain Ω1 in a
scatterer consisting of two objects with different physical properties without
the assumption of the wave number k > 0. To realize it, we modify the orig-
inal far field operator F by adding artificial far field operators corresponding
to an inner domain B1, an outer domain B2, and an additional domain B3.
This idea is mainly based on [9], which treats only a scattering by an obsta-
cle with the pure Dirichlet or Neumann boundary condition. In Section 4 of
[9], numerical examples are given to compare modification method (which
use the artificial far field operator corresponding to an inner domain) with
previous method numerically, where we find that the modification method
provides numerically a better reconstruction than previous one. Therefore,
we expect that even in a scatterer consisting of two objects with different
physical properties, our modification method (which use several artificial
far field operators) would also provide a better reconstruction than previous
ones such as [10, 13].
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