The variability of trihalomethane (THM) levels in drinking water raises the question of whether or not short-term variations (within-day) should be accounted for when assessing exposure to contaminants suspected of being carcinogenic and reprotoxic agents. The purpose of this study was to determine the magnitude of the impact on predicted biological levels of THMs (internal doses) exerted by within-day variations of THMs in drinking water. A database extracted from a campaign in the Qué bec City distribution system served to produce 81, 79 and 64 concentration profiles for the three most abundant THMs, namely chloroform (TCM), dichlorobromomethane (DCBM) and chlorodibromomethane (CDBM), respectively. Using a physiologically based toxicokinetic modeling approach, we simulated exposures (1.5 l water per day and a 10-min shower) based on each of these profiles and predicted, for 2000 individuals (Monte-Carlo simulations), maximum blood concentrations (Cmax), areas under the time versus blood concentrations curve (24 h-AUCcv) and total absorbed doses (ADs). Three different hypotheses were tested: [A] assuming a constant THM concentration in water (e.g., mean value of a day); [B] accounting for within-day variations in THM levels; and [C] a worst-case scenario assuming within-day variations and showering while THM levels were maximal. For each exposure profile, exposure indicator and individual, we calculated the ratios of values obtained according to each hypothesis (e.g., CmaxB/CmaxA and CmaxC/CmaxA) and the values corresponding to the 5th and 95th percentiles of these ratios. The closer these percentiles are to the value of 1, the smaller the error associated with assuming constant THM concentrations rather than their actual variability. Results showed that the minimal gap between these percentiles was TCM-AD(B)/TCM-AD(A) (5th ¼ 0.91; 95th ¼ 1.09), whereas the maximal gap was CDBM-Cmax(C)/CDBM-Cmax(A) (5th ¼ 0.50; 95th ¼ 3.40). Overall, TCM and ADs were the less affected (TCMoDCBMoCDBM and ADoAUCcvoCmax) when accounting for within-day variations in water levels.
INTRODUCTION
Trihalomethanes (THMs), including chloroform (TCM), dichlorobromomethane (DCBM), chlorodibromomethane (CDBM) and bromoform (TBM), are the most abundant drinking water disinfection by-products (DBPs) that arise from chemical disinfection of source waters. Exposure assessment remains a challenge for epidemiological studies investigating the potential health impacts of these DBPs (i.e., mainly adverse reproductive outcomes and cancer), as they can be absorbed through ingestion, inhalation and/or dermal absorption. [1] [2] [3] [4] [5] [6] [7] [8] [9] In addition, the spatial and temporal variation of THM levels in drinking water is another especially problematic issue. Seasonal variations in particular have been studied at great length. [10] [11] [12] [13] [14] [15] Although developing an integrated three-tiered strategy to improve exposure assessment of THMs by combining environmental occurrence models (Tier 1) with physiologically based toxicokinetic (PBTK) models (Tier 3), the short-term (day-to-day and within day) variations of THM concentrations in water were identified as a critical and poorly documented aspect of the intermediate step (Tier 2). 16 In a companion paper, 17 we illustrated the magnitudes of such variations and pointed out the difficulty of modeling them in a practical manner for epidemiological investigations. Efforts to define typical profiles of within-day variations in THM water levels, which would have allowed us to consider the variations, continue to remain inconclusive. As a result, and given that no other practical alternatives are available, the issue then consisted of determining the error associated with failing to account for these variations in assessing exposure to THMs.
In this context and for the first time, this study attempted to estimate the impacts of actual within-day environmental variations on internal exposure biomarkers (e.g., absorbed doses (ADs), blood levels), using PBTK modeling as recommended in the final step (Tier 3). More precisely, the objective of this study was to determine the magnitude of the differences between the predicted biological levels taking into account within-day variations and levels calculated, whereas ignoring within-day variations. For this purpose, PBTK modeling appeared as an extremely powerful and appropriate tool. 18 Modeling can describe 1 the absorption, distribution, metabolism and elimination of a contaminant within an organism, thereby serving to estimate biological exposure indicators or assess the effect of various factors on their levels. 19 The relevance and usefulness of such assessments have been investigated several times in recent years. 6, [20] [21] [22] [23] 
METHODS

Database
The same database of THM water concentrations extracted from an intensive campaign conducted in 2001 in the distribution system of Qué bec City (water source: Lake Saint-Charles; conventional treatment: pre-chlorination, coagulation, flocculation, decantation, ozonation, post-chlorination) and previously described in the companion paper was used for this study. Briefly, this database comprised the results of the analyses for THM levels of six samples per day (one sample every 4 h) during seven consecutive days for four successive months, and at the same four sites each time. From this database, actual profiles of within-day variations in THM water concentrations were produced for each sampling day and each site. Each profile describes the evolution of THM levels during 24 h from midnight on a specific sampling day and at a specific site. These profiles were produced for each THM. Each comprised six reported data per day, that is, measured THM concentrations at 0100 h, 0500 h, 0900 h, 1300 h, 1700 h and 2100 h, respectively. Only complete profiles of within-day variations were considered for this study. Days presenting one (or more) unavailable measurement (i.e., lacking or below the limit of detection) were excluded.
MC-PBTK Simulations
Materials. PBTK models were previously developed by our team for each THM using Advanced Continuous Simulation Language Xtreme software (ACSLXtreme). 2 The models are based on mathematical equations describing the fate of a chemical in a living organism characterized by physiological parameters (e.g., body weight (BW) and body surface area) and represented by various compartments linked together by blood circulation. Actually, these equations express mass balances between inputs and outputs of the studied chemical at each compartment. In addition to the lungs, the developed models comprise five compartments: skin; richly perfused tissue; poorly perfused tissue; adipose tissue and the liver. The amount of chemical accumulated in each compartment (At, mg) is calculated from the following equations:
where Qt: blood flow through compartment t (l/min); Ca: arterial blood concentration (mg/l); Ct: concentration in the compartment t (mg/l); and Pt: tissue:blood partition coefficient (unitless). The models assume that elimination occurs either by exhalation, or mainly through biotransformation in the liver, assuming a saturable process described as follows:
where Amt: the amount of metabolized chemical (mg); VMAX: maximal metabolic rate (mg/min); Cvl: concentration in the venous blood from liver (mg/l); and KM: Michaelis-Menten affinity constant (mg/l). The models consider multi-route absorption (i.e., ingestion, dermal absorption, and inhalation). Pulmonary exchanges describing inhalation are modeled with the following steadystate equation:
where Ca: arterial blood concentration (mg/l); Qc: cardiac output (l/min); Cv: venous concentration (mg/l); Qalv: pulmonary ventilation (l/min); PRB: blood:air partition coefficient (unitless); and Ci: concentration in inhaled air (mg/l; Cair). The two terms of this equation represent the portion of arterial blood from the systemic circulation (actually absorbed; Ca a ) and the portion from inhaled air (unabsorbed; Ca na ), respectively. The latter allows the calculation of the actual dose absorbed through inhalation (Di, mg) using a mass balance equation similar to equation 1:
Cv is the result of the mixture of venous blood from each compartments and is calculated as follows:
where Cvt: concentration in the venous blood from compartment t (mg/l). The amount of dermally absorbed chemical (Dder, mg) is calculated with the following equation:
where Kp: permeability constant (cm/min); SURF: body surface (cm 2 ); Cwat: concentration in the water (mg/l); Csk: concentration in the skin (mg/l); and Psw: skin:water partition coefficient (unitless).
The models also integrate volatilization modules (VTM), which can serve to predict THM ambient air concentrations from water concentrations. The VTM model assumes, under steadystate conditions, that the concentration in the air of a room depends primarily on the ventilation rate of the room and the chemical input into the room, the latter depending on the concentration of the chemical in the water, the volume of water used and the duration of water use. For each THM, efficiency factors were used to quantify the water-to-air transfer. For this study, we used the by-default parameterizations of the VTM models as originally assumed by Haddad et al. 2 to predict the THM concentrations into the air of the shower room and of the remainder of the house.
Eventually, the integrated PBTK models allow the prediction of concentrations of the contaminant versus time in each compartment, as well as in the systemic circulation. They can also be used to estimate the amount of a given contaminant that has been absorbed, metabolized and eliminated, as well as the residual amount of its metabolites in the human body. The choice of the exposure indicator depends on the kind of effects associated with a given contaminant (or of its metabolite) considered. For instance, whereas peak concentrations would concern cases of contaminants that exert effects, such as central nervous effects, following acute exposure, the area under the curve of the concentration of a contaminant in a compartment is an indicator that accounts not only for the quantities of this contaminant, but also for the time it spends in the human body (i.e., it considers the quantity that has been eliminated and the quantity still remaining in systemic circulation).
Parameterization and simulations. Three series of simulations of a single typical 24-h exposure scenario were performed for each day when a complete profile of within-day variations was available. The scenario included the consumption of five glasses of water (one glass contains 300 ml) at 0700 h, 1000 h, 1300 h, 1600 h and 1900 h, respectively, a 10-min shower at 0800 h, and a 24-h inhalation of THM levels in ambient air (estimated from the THM water concentration using the integrated VTM).
The first case (reference case [A]) assumed a constant THM concentration in water during the 24-h exposure. More precisely, the average of the six measured concentrations available for one day was used. The second case (studied case [B] ) considered the particular observed profiles of within-day variations in THM concentration. The value measured at sampling time t (i.e., 0100 h, 0500 h, 0900 h, 1300 h, 1700 h and 2100 h) was used and assumed constant between t À 2 h and t þ 2 h. The last case (worst case [C]) also accounted for these within-day variations in THM water concentrations, but with a slight modification to the exposure scenario; in this case, showering was assumed to occur during the period when THM water concentration reached its peak each day, rather than at 0800 h as presumed by default in [A] and [B] . , simulations were run for the same 2000 virtual individuals using a Monte-Carlo process on the ''key parameters'' of the PBTK model. These ''key parameters'', for which any change in their initial values produce a significant change on the model's outputs, were identified by a previous sensitivity analysis, as described by Tardif et al. 21 The changes in the area under the curve of the blood concentrations of each THM were evaluated after increasing each initial PBTK parameter by 10%. These changes are mathematically described with normalized sensitivity coefficients (NCS). As shown in Figure 2 , the ''key parameters'' (i.e., those with the higher NCS) included BW, cardiac outflow (KQCR), alveolar ventilation (KQALV), PRB and the metabolic constants (i.e., maximal velocity (VMAX) and affinity constant (KM)). Table 1 shows the characteristics of the distributions and the coefficients of variation used to generate specific data for each individual. Apart from BW, all distributions were truncated ( ± 1.96 SD or ± 1.96 GSD according to the type of the distribution) to reduce the chance of considering individuals with unrealistic characteristics in the simulation process. SURF was extrapolated from BW, expressed in kilogram, using the following empirical formula proposed by Costeff:
Likewise, the same random values generated for cardiac output were attributed to the alveolar ventilation. . The 5th and 95th percentiles of these ratios were determined for each IEI and each compound i. Table 2 indicates the numbers (N) of complete actual profiles of within-day variations produced for each THM from the available database, as well the corresponding number (n) of related samples. When expressed as a percentage of all possible profiles, values are 72%, 70% and 57% for TCM, DCBM and CDBM, respectively. Table 2 also presents the geometric mean of the THM levels considering all the selected data. As mentioned in a companion paper, 17 where further analyses of these data were carried out, TCM was by far the most abundant of all THMs but its level of contamination was not particularly high in this database. No TBM was detected. Therefore, it was excluded from the present investigation. The ranges (min-max) of air concentrations estimated in the air of the shower room are (4.6-843), (0.4-68) and (0.36-65) in mg/m 3 for TCM, DCBM and CDBM, respectively.
RESULTS
Profiles of Within-Day Variations
Conditions of each simulation Exposure events Exposure concentrations
Water ( Estimated from Cwater using VTM
Scenario [B]
Variable (Cwater of the sample taken at t assumed to be constant between t-2h and t+2h)
Scenario [C]
Idem but showering time is assumed to be equal to time when Cwater is maximal Figure 1 . Description of the three scenarios of 24 h-exposure investigated to predict three internal exposure indicators (IEIs; i.e., Cmax, absorbed doses (AD), areas under the time versus blood concentrations curve (24 h-AUCcv)) among 2000 virtual individuals for each trihalomethane (THM) and for each available within-day profile of variation.
They are (0.45-83), (0.004-0.5) and (5 Â 10 À 4 -0.1) in mg/m 3 in the air of the remainder of the house. Figure 3 illustrates the great variability of day-to-day and within-day variations of TCM.
This aspect is more detailed in the companion paper. The selected profiles of Figure 3 were arbitrarily chosen among profiles showing a maximum or minimum concentration at one sampling time or another, as well as among profiles presenting the highest and lowest amplitudes of variations.
Internal Exposure Indicators A total of 1,344,000 simulations were run. Tables 3-5 . The closer these percentiles are to the value of 1, the smaller the error associated with assuming constant THM concentrations rather than considering their actual variability.
DISCUSSION AND CONCLUSION
This study presents an original and useful approach that, for the first time, allows short-term variations in THM environmental levels (i.e., within-day variations of concentrations in water) to be investigated on the basis of their predicted impacts on the assessment of internal exposure using a PBPK approach and risk assessment. This is an issue that may have tremendous implications for an appropriate DBP exposure assessment but which, to our knowledge, has never actually been documented or considered in epidemiological studies. In the companion paper, we address the practically unfeasibility of modeling these daily variations for epidemiological purposes, because no typical pattern or any specific tendencies might be detected despite the importance of a large variability. Therefore, it is crucial to raise the question of the relevancy of accounting for these variations or not. In this perspective, the main strength of this study is certainly to have accounted for both actual environmental and biological variability, thanks to the combined use of a huge (and perhaps unique) database of environmental occurrence data and a robust MC-PBTK modeling, approach. Results show that the minimal gap between these percentiles was TCM-AD[B]/TCM-AD[A] (5th ¼ 0.91; 95th ¼ 1.09), whereas the maximal gap was CDBM-Cmax[C]/ CDBM-Cmax[A] (5th ¼ 0.50; 95th ¼ 3.40). Overall, TCM and ADs appear respectively as the compound and the IEI least affected when not accounting for THM within-day variations, and therefore as the compound and the IEI most reliable (i.e., to prefer) for estimating internal exposure. Likewise, and unsurprisingly, the deviations increase while comparing simulation [C] to the simulation [A] .
The fact that the deviations between the predictions appear to be lower with TCM than with DCBM and CDBM may be explained by their lower levels compared with TCM. Indeed, given the really low levels of DCBM and CDBM, even small differences between the IEIs estimated with and without consideration of the withinday variations would result in apparently high deviations.
Among IEI, AD is clearly the least affected when not accounting for within-day variations. AUCcv appears to be less affected than Cmax. It may be linked to the very nature of these different IEIs; each corresponds to a higher degree of precision in estimating internal exposure. AUCcv is a more precise indicator than ADs from a toxicological point of view, as it reflects not only absorption, but also the accumulation and elimination of the compound during the day. The increasing imprecision noted for Cmax is obviously linked to the fact that the peak of the concentrations depends greatly on the timing of exposure events. Table 2 . Number of selected profiles (N) of within-day variations and number of samples (n), GM and GSD and range (min-max) of levels (mg/l) of each THM in water. . Naturally, matching shower times with times when water concentrations of THM are maximal during a day results in much greater differences between the IEIs accounting for THM variations and the IEIs not accounting for them. Nevertheless, these differences remain quite moderate for the best predicted compound, namely the TCM. Likewise, maximal water concentration times are not necessarily realistic or usual shower times for most people. In fact, 35% of the selected profiles of TCM within-day variations present their peak concentrations during nocturnal hours (i.e., 0100 h, 0500 h). However, we should keep in mind that some of important differences we pointed out probably correspond to exposure conditions that may never occur (or at least only occasionally).
Obviously, the exposure scenario was arbitrarily defined and some other scenarios may be considered for further investigations. However, we did assume, and do believe, that the scenario we used is quite representative of a typical exposure encountered in epidemiological investigations. Further investigations should be directed at modifying the reference value adopted for the reference simulations [A] (e.g., value of THM concentration at a precise time a day, or a monthly average, rather than the mean daily concentration). Such investigations will contribute to identify the best trade-offs associated with THM sampling efforts for improving precision in exposure assessment of epidemiological studies. In this perspective, the present works point out the impact on exposure assessment of considering a constant exposure concentration all along a day (instead of the actual variation) seems to be limited. So, it does not invalidate the usual and hardly avoidable, practice which consists of ignoring these within-day environmental variations. Nevertheless, although our analyses involved an important database, the limited number of profiles available for simulations does not allow the external validity to be totally ensured. Although it is not possible to confirm it, we believe this database gives a good idea and may be quite well representative of typical within-day variations, at least in the studied distribution system and periods of time. Another limitation of this study regards the THM air concentrations estimated from THM water concentrations using a VTM module, the reliability of which might be improved. No air measurements were available to check the estimates of this study However, given the current state of knowledge, other alternatives would possibly have introduced many more uncertainties. The use of empirical data of THMs in the air reported in the literature would have introduced a bias in the prediction of the IEIs, as they would have not been necessarily linked to the actual and fluctuating levels in the water. Besides, no attempt was made to adjust the VTM model accounting for various conditions of ventilation associated with particular household characteristics. To conclude, accounting for within-day variations in THM water levels does not necessarily appear to be relevant or absolutely crucial, when considering their rather weak impacts on predicted internal exposure levels, particularly on ADs. Nevertheless, it is important to remember that these impacts can quickly increase in importance, particularly with respect to the kind of IEIs to estimate. Overall, this study presents a relevant illustration of how integrating environmental data and PBTK modeling can improve exposure assessment practices.
