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Abstract
We find an explicit expression for the cross-covariance between stochas-
tic integral processes with respect to a d-dimensional fractional Brownian
motion (fBm) Bt with Hurst parameter H > 1/2, where the integrands
are vector fields applied to Bt. It provides, for example, a direct alter-
native proof of Y. Hu and D. Nualart’s result that the stochastic integral
component in the fractional Bessel process decomposition is not itself a
fractional Brownian motion.
1 Introduction
Fractional Brownian motion is a family of zero mean stationary Gaussian pro-
cesses Bt=B
H
t indexed by H∈(0, 1) which was mathematically introduced by
B.B Mandelbrot and J.W. Van Ness in [8] (cf. [7] as well). It generalizes Brow-
nian motion (H = 1/2) in that EB2t = t
2H , and can be used to model various
phenomena, in finance as well as in other fields. This is primarily due to the
fact that its self-similarity depends on the parameter H , which allows for phe-
nomena exhibiting different kinds of self-similarity to be modeled by fractional
Brownian motion with an appropriate H .
Since fractional Brownian motion is not a semimartingale (unless H = 1/2),
the ordinary stochastic calculus for semimartingales (such as the Itoˆ integral)
does not apply. Instead, there are several approaches for defining a stochastic
integral with respect to fractional Brownian motion. The divergence integral
is one possible approach, the one discussed in this paper, using the Malliavin
divergence operator as the basis for integration, a survey of which can be found
in D. Nualart’s book [9]. One other approach for example was developed by
Za¨hle in [11], which involves a pathwise definition of the stochastic integral.
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This requires a generalization of the Young-Stieltjes integral, introduced in the
same paper.
Given a suitable process u, the divergence integral t 7→ ∫ t
0
uτ dBτ yields a
new process Xt. While the general theory of Malliavin calculus provides an ab-
stract formula for the covariance function of Xt (c.f. [9]), in many concrete cases
it is not straightforward to write it explicitly. In this paper such an expression
is provided for the correlation between
∫ t
0 F (Bτ ) dBτ and
∫ s
0 G (Bσ) dBσ.
In [5] Y. Hu and D. Nualart showed that if H 6= 1/2 the process Xt =∫ t
0 sgn(Bs) dBs is not a fractional Brownian motion (and similarly in the multi-
dimensional case). This is different than the case H = 12 , where these processes
(in any dimension) are also Brownian motions. In the absence of a formula
for the covariance of this process, a detailed analysis of its chaos expansion
was necessary to reach that conclusion, and this was one of the motivations
to obtain such a formula which, moreover, would indeed have to accommodate
non-smooth functions F such as sgn(x). This is addressed in Section 4.
Section 2 includes some preliminaries and an auxiliary result (Proposition 2.4).
The main covariance formula is presented in Section 3. It is first stated for
relatively regular F and G as Theorem 3.1, and then in its full generality as
Theorem 3.2.
2 Preliminaries: Fractional Brownian Motion
The following introduction to fractional Brownian motion and its analysis is
taken mostly from Chapter 5 in [9].
Definition 2.1. A fractional Brownian motion with Hurst parameter H∈(0, 1)
is a centered Gaussian process {Bt, t ∈ [0, T ]} defined on a complete probability
space (Ω,F ,P) with covariance function
RH (t, s) =
1
2
(
t2H + s2H − |t−s|2H
)
. (1)
A vector process Bt=
(
B1t , . . . , B
d
t , t ∈ [0, T ]
)
with independent fractional Brow-
nian motion components will be referred to as a d-dimensional fractional Brow-
nian motion.
The parameter H will not be explicitly indicated in the notation Bt. It follows
that
E |Bt −Bs|2 = |t−s|2H (2)
and, by Kolmogorov’s continuity criterion, we may assume that {Bt | t ∈ [0, T ]}
has α-Ho¨lder continuous trajectories for any α < H . When H = 1/2, Bt is a
standard Brownian motion.
From this point on, it will be assumed that H > 12 . The discussion takes a
different turn when H < 12 (more about that in Section 5). It will be convenient
to write
RH (t, s) = αH
∫ t
0
∫ s
0
|τ−σ|2H−2 dτ dσ, (3)
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with
αH = H (2H − 1) , (4)
as can be easily verified. Denote by E the space of step functions (that is, the
space spanned by all indicators of subintervals of [0, T ]), and on it define
〈f, g〉 = αH
∫∫
[0,T ]2
f (τ) g (σ) |τ − σ|2H−2 dτ dσ , f, g ∈ E . (5)
In particular,
〈
1[0,t],1[0,s]
〉
= RH (t, s). The completion H of E with respect
to 〈·, ·〉 is the “deterministic integrands space” associated with Bt (or with
RH(s, t)).
The linear isometry 1[0,t] ∈ E 7−→ δ1[0,t] := Bt ∈ L2(P) extends to H. The
Malliavin derivative D is then defined as an unbounded operator from L2 (P) to
L2 (P;H) by setting Dδh = h and extending it, by the chain rule
f (δh1, . . . , δhn) 7−→
n∑
i=1
∂if (δh1, . . . , δhn)hi
and closure, to its domain D1,2 (the same can be done for any p ≥ 1 instead
of p = 2). The Malliavin derivative of F ∈ L2 (P;K), for a separable Hilbert
space K, is defined similarly as an element of L2(P;H⊗K), its domain denoted
D
1,2(K) accordingly. We shall identify H⊗K with the space of Hilbert-Schmidt
operators from K to H.
The dual operator δu of D : L2(P)→ L2(P;H) , commonly referred to as
the stochastic integral
∫ T
0
ut dBt, satisfies by definition
E 〈DF, u〉 = EFδu ∀F ∈ D1,2.
Its domain Dom (δ) contains D1,2 (H) and moreover
Eδuδv = E 〈u, v〉+ E trace (DuDv) , u, v ∈ D1,2 (H) (6)
(cf. [9, Proposition 1.3.1]). If u ≡ h ∈ H the notation δu is consistent with
the previous usage of δh, and the term “integral” reflects the fact that when
H=1/2, δu coincides with the Skorohod integral of ut with respect to Brownian
motion .
Remark 2.2. For the sake of simplicity, H, D and δ were defined only for a
scalar fractional Brownian motion. The integrands space Hd associated with a
d-dimensional fractional Brownian motion is the Hilbert direct sum of d copies of
the one-dimensional integrands spaces H. For appropriate F and u (respectively
scalar and Hd-valued), DF =
(
D1F, · · · , DdF ) , δu = δ1u1 + · · · + δdud and
Duh=
(
(D1u1)h1, . . . , (Ddud)hd
)
, h∈Hd.
Note that H contains not only proper functions but distributions as well.
The function space
|H| =
{
f : [0, T ]→ R
∣∣∣ ∫∫
[0,T ]2
|f (t)| |f (s)| |t− s|2H−2 ds dt <∞
}
(7)
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is a (strict, [10]) dense subspace of H, on which the inner product is still given
by (5).
Similarly it will be convenient to single out the following subclass of elements
of H⊗H whose inner product can be expressed explicitly.
Definition 2.3. Let K ∈ H⊗H. If K(H) ⊂ |H| and there exists k(s, t) ∈
L∞([0, T ]2) such that for almost all t∈ [0, T ]
Kh(t) = 〈k(· , t) , h〉H , h∈H, (8)
(in particular Kh(t) = αH
∫∫
[0, T ]2
k(s, t)h(u) |s−u|2H−2 ds du for all h∈|H|)
we shall say that K is represented by the kernel k or simply representable.
Proposition 2.4. Assume that K1,K2 ∈ H⊗H are respectively represented by
kernels k1, k2∈L∞([0, T ]2). Then
〈K1,K2〉H⊗H = α2H
∫
[0, T ]4
k1 (s, t) k2 (u, v) |s− u|2H−2 |t− v|2H−2 ds dt du dv.
(9)
Moreover, the trace-class operator K=K2K1 is represented by the kernel
k (s, t) = αH
∫∫
[0, T ]2
k1 (s, u) , k2 (v, t) |u− v|2H−2 du dv (10)
and its trace is given by
trace (K) = αH
∫∫
[0, T ]2
k (s, t) |s− t|2H−2 ds dt. (11)
Proof. When Ki = h
i
1 ⊗ hi2 where hij ∈ |H| and i, j = 1, 2, (9) is a simple
calculation. This clearly carries over to sums of such operators. For general k1
and k2, let {kni }∞n=1 be a sequence of kernels of the type above which converges
almost everywhere to ki and is uniformly bounded (this sequence exists since
ki itself is bounded). Then each kernel defines a Hilbert Schmidt operator
Kni , and (9) is known for K
n
i . It remains to prove that the sequence {Kni }∞n=1
converges in the Hilbert Schmidt norm to Ki, and that the right hand side of (9)
converges accordingly.
To see thatKni
n→∞−→ Ki, note that {Kni }∞n=1 is a Cauchy sequence, as implied
by dominated convergence with the already established formula in (9) for the
Hilbert Schmidt norm ‖Kmi −Kni ‖. For any h ∈ |H|,
Kni h (t) = αH
∫∫
[0,T ]2
h (s) kni (τ, t) |s− τ |2H−2 ds dτ
which converges in H to Kih by dominated convergence. Thus Kni n→∞−→ Ki and
lim
n→∞
〈Kn1 ,Kn2 〉 = 〈K1,K2) .
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To see that
lim
n→∞
αH
∫
[0,T ]4
kn1 (s1, t1) k
n
2 (s2, t2) |s1 − s2|2H−2 |t1 − t2|2H−2ds1ds2dt1dt2
= αH
∫
[0,T ]4
k1 (s1, t1) k2 (s2, t2) |s1 − s2|2H−2 |t1 − t2|2H−2ds1ds2dt1dt2,
note that the integrand on the left hand side is bounded by some constant
multiple of the integrable function |s1 − s2|2H−2 |t1 − t2|2H−2. An additional
application of dominated convergence concludes the proof of (9). For any h∈H
K1h(u) = 〈k1(·, u) , h〉H and thus
K2(K1h)(t) = αH
∫∫
[0, T ]2
k2(v, t) 〈k1(·, u)h〉H |u− v|2H−2 du dv
=
〈
αH
∫∫
[0, T ]2
k2(v, t)k1(·, u)|u − v|2H−2 du dv , h
〉
H
which proves the second assertion.
For the trace, note that K1’s adjoint K
∗
1 is represented by k
∗
1(s, t) := k1(t, s).
From (9)
trace (K) = 〈K∗1 ,K2〉 = α2H
∫∫∫∫
[0, T ]4
k1(t, s) k2(u, v) |s−u|2H−2 |t−v|2H−2 ds dt du dv
= αH
∫∫
[0, T ]2
k(t, v) |t−v|2H−2 dt dv .
This completes the proof.
3 The Covariance Formula
We recall from Section 2 that a process u in D1,2 belongs to the domain of δ
and that for any u, v∈D1,2, formula (6) holds, namely
E
∫ T
0
uτ dBτ
∫ T
0
vτ dBτ = E 〈u, v〉+ E trace (DuDv) , (12)
whereDu is viewed as a Hilbert-Schmidt operator–valued random variable. Our
aim is to find a concrete expression for the right hand side of (12) when the
integrands are respectively of the form
u=F (B·) 1[0,t](·) and v=G(B·) 1[0,s](·). (13)
In fact, we will do this for the multi-dimensional case, in which case formula (12)
amounts to (see Remark 2.2)
E
∫ T
0
uτ · dBτ
∫ T
0
vτ · dBτ =
d∑
i=1
E 〈ui, vi〉+
d∑
i,j=1
E trace
(
DiujD
jvi
)
. (14)
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Our main result if Theorem 3.2 below, of which we first state a particular case
as Theorem 3.1 which makes easier reading.
Recall the constant αH=H (2H−1) . Let
γ(t, s) = HαH
(
(s ∨ t)2H−1 − |t−s|2H−1) ((s ∧ t)2H−1 + |t−s|2H−1) s, t>0
(15)
which is positive, symmetric and for all t > 0 satisfies γ(t, s) ≈ α2Ht4H−3s as
s→0.
Theorem 3.1. Let Bt, t≥0 be a fractional Brownian motion with H>1/2 and
let F,G : Rd→Rd be locally integrable functions with first order distributional
derivatives that are functions, and such that for some constants M,β > 0,
|DF (x)| , |DG (x)| ≤Meβ|x|, i, j = 1, . . . , d. (16)
Then for t, s∈ [0, T ] the processes F (Br)1[0,t] and G (Br) 1[0,s] are |H|d-valued
and belong to Dom δ, and moreover
E
(∫ t
0
F (Br)dBr
∫ s
0
G (Br)dBr
)
= αH
∫ t
0
∫ s
0
E (F (Bτ ) ·G (Bσ)) |τ−σ|2H−2 dσdτ
+
d∑
i,j=1
∫ t
0
∫ s
0
γ (τ, σ)E (∂iFj (Bτ ) ∂jGi (Bσ)) dσ dτ.
(17)
To state this result in full generality (where the derivatives of F and G could
be measures), denote
Lt,s (x, y) =
∫ t
0
∫ s
0
fτ,σ (x, y) γ (τ, σ) dτ dσ, x, y ∈ Rd, t, s ∈ [0, T ] (18)
where ft,s is the joint density of (Bt, Bs). Then:
Theorem 3.2. Let Bt, t≥0 be a fractional Brownian motion with H>1/2 and
assume
1. F,G : Rd→Rd are measurable and have exponential growth at most: there
are some C, β>0 such that
|F (x)| , |G (x)| ≤ Ceβ|x| , x∈Rd. (19)
2. The first order distributional derivatives of F and G are measures and for
0 ≤ t, s ≤ 1, letting H =
(
F
G
)
, Lt,s ∗ (DH ⊗DH) is well defined in a
neighbourhood of the origin and continuous at the origin.
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Then for t, s∈ [0, T ] the processes F (Br)1[0,t] and G (Br) 1[0,s] are |H|d-valued
and belong to Dom δ, and moreover
E
(∫ t
0
F (Br)dBr
∫ s
0
G (Br)dBr
)
= αH
∫ t
0
∫ s
0
E (F (Bτ ) ·G (Bσ)) |τ−σ|2H−2 dσdτ
+
d∑
i,j=1
∫
R2d
Lt,s (x, y) ∂iFj ( dx) ∂jGi ( dy) .
(17’)
Before proving Theorem 3.2, we show in Proposition 3.3 below that The-
orem 3.1 is in fact a particular case of Theorem 3.2. It should be noted that
this is not simply an exercise in generalisation. Section 4 deals with the natural
case F (x) = G (x) = sgn (x) (and its multidimensional counterpart) which is
not covered by the assumptions of Theorem 3.1. In this case F ′ = 2δ0 and
Condition 2 in Theorem 3.2 is really that L (x, y) be continuous at the origin.
Since ∫ T
0
∫ T
0
γ (τ, σ)
τHσH
√
1− ρ2 (τ, σ) dτ dσ <∞, (20)
(ρ (τ, σ) is the correlation between Bτ and Bσ) which follows from a standard
asymptotic analysis near the singularity lines, the continuity of L (x, y) can now
be deduced in d = 1 from dominated convergence.
Proposition 3.3. If p, q : Rd → R have exponential growth at most:
|p (x)| , |q (x)| ≤ Ceα|x|,
then the convolution L ∗ (p⊗ q) exists and is everywhere continuous.
Proof. First, for any u, v ∈ Rd,∫∫
R2d
L (x, y) |p (u− x)| |q (v − y)| dxdy ≤ C2
∫∫
R2d
L (x, y) eα|u−x|+|v−y| dxdy
= C2
∫∫
[0,1]2
γ (s, t)E
(
eα|u−Bs|+α|v−Bt|
)
ds dt. (21)
Since (thinking of the ℓ1-norm on Rd for simplicity)
E
(
eα|u−Bs|+α|v−Bt|
)
≤ eα(|u|+|v|)
(
E
(
eα|B1s |+α|B1t |
))d
≤ eα(|u|+|v|)
(
E
(
eαmax0≤t≤1|B1t |
))d
<∞
(see for example [1, Theorem 3.2]), the right-hand-side of (21) is finite. Thus
g := L ∗ (p⊗ q) is well defined. Note that
g (u, v) =
∫∫
[0,1]2
γ (s, t)E (p (u−Bs) q (v −Bt)) ds dt. (22)
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Since the estimates above provide a domination for the s-t integration, it will
suffice to show that
E (p (u−Bs) q (v −Bt)) −→
(u,v)→(u0,v0)
E (p (u0 −Bs) q (v0 −Bt))
for almost all (s, t) ∈ [0, 1]2. This is fact holds true for
(s, t) /∈ S0 := {s = 0} ∪ {t = 0} ∪ {s = t} .
Indeed, we have
E (p (u−Bs) q (v −Bt)) =
∫∫
R2d
p (x) q (y) fs,t (x− u, y − v) dxdy. (23)
The function fs,t (x− u, y − v) is continuous in (x, y, u, v) for each fixed (s, t) /∈
S0. In addition, if |u| , |v| ≤ M , then for some suitable constant M˜ (which
depends only on M),
fs,t (x− u, y − v) ≤ fs,t (x, y) eM˜‖Σ
−1
s,t‖(1+|x|+|y|)
(Σs,t here denotes the covariance matrix of (Bs, Bt)). This provides dominated
convergence in (23) since then for all (s, t) /∈ S0,
|p (x)| |q (y)| fs,t (x− u, y − v) ≤ C2fs,t (x, y) eα(|x|+|y|)+M˜‖Σ
−1
s,t‖(1+|x|+|y|)
which is in L1
(
R
2d
)
.
We now proceed to the proof of the Theorem.
Proof of Theorem 3.2. Note that since F and G are locally bounded by assump-
tion (16), the processes utr := F (Br)1[0,t] and v
s
r := G (Br)1[0,s] belong a.s. to
|H|d.
We will work our way from regular F,G’s to the general case.
1. F,G∈C∞c (Rd;Rd).
Fix s, t ∈ [0, T ]. The following Lemma identifies the random Hilbert-Schmidt
operators appearing in (12).
Lemma 3.4. Assume that ϕ∈C2 (Rd) has bounded first and second derivatives,
and for some r ∈ [0, T ] denote us = ϕ (Bs)1[0,r](s), 0 ≤ s ≤ T . Then u ∈
D
1,2 (H) (in particular u∈Dom δ) and Diu is represented by the following kernel
in the sense of (8):
k (s, t) = ∂iϕ (Bs) 1[t,r] (s) , t ≤ r (and zero otherwise). (24)
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Note that the assertion of the Lemma can be written explicitly as (assuming
t ≤ r)
(Diu)h(t) = αH
∫ T
0
dτ
∫ r
t
h (τ) |τ − σ|2H−2 ∂iϕ (Bσ) dσ, h ∈ |H| .
By Lemma 3.4 (with ϕ = F,G and r = t, s respectively) Di
(
uj1[0,t]
)
and
Dj
(
vi1[0,s]
)
are represented in the sense of (8) by the kernel (24) . We use
these kernels for the derivatives in (14), and Proposition 2.4 to evaluate the
trace:
E
(∫ t
0
F (Bτ ) · dBτ
∫ s
0
G (Bσ) · dBσ
)
=
d∑
i=1
E
〈
Fi (B·)1[0,t], Gi (B·)1[0,s]
〉
H
+
+ α2H
∫ t
0
dτ1
∫ s
0
dσ1
∫ t
τ1
dτ2
∫ s
σ1
d∑
i,j=1
E (∂iFj (Bτ2) ∂jGi (Bσ2)) ·
· |τ2 − σ1|2H−2 |τ1 − σ2|2H−2 dσ2.
The expression in the Theorem now follows by changing the order of integration
(by where the integrals according to τ1 and σ1 are carried out first, resulting in
γ(τ2, σ2)).
2. F,G∈C∞(Rd;Rd) satisfy Assumption (19) and in addition∫
R2d
L (x, y) |DF (y)| |DF (x)| dxdy <∞ (and the same for G).
We begin with F . Let ψn be a C
∞ bump function on |x| ≤ n: ψn = 1 on |x| ≤ n,
ψn = 0 outside of |x| ≤ n+1 and 0 ≤ ψn ≤ 1 in-between. Set Fn = Fψn. Define
utn = Fn (B·)1[0,t]. To see that (u
t
n)
∞
n=1 converges to u
t in L2
(
P;Hd), note that
utn → ut almost everywhere as n→∞. Now by Assumption (19),∣∣∣(utn (τ) − ut (τ)) (utn (σ)− ut (σ)) |σ − τ |2H−2∣∣∣≤C2eβ(|Bτ |+|Bσ|) |σ − τ |2H−2 .
The right-hand-side is integrable in [0, T ]2; thus, by the dominated convergence
theorem, limn→∞ ‖utn − ut‖2H = 0. Since∥∥utn − ut∥∥2H ≤ αHM2 ∫
[0,T ]2
C2eβ(|Bτ |+|Bσ |) |τ − σ|2H−2 dτ dσ ∈ L1 (P) ,
it follows (from dominated convergence) that limn→∞E ‖utn − ut‖2H = 0.
The next step is to show that (δutn)
∞
n=1 is a Cauchy sequence in L
2 (P). By
Remark 2.2,
E
∣∣δutn − δutm∣∣ ≤ d∑
i=1
E
∣∣δiui,tn − δiui,tm ∣∣ .
We can now deduce from Formula (17), seeing as the Fn’s are C
∞
c , that
E
∣∣δiui,tn − δiui,tm ∣∣2 =E ∥∥ui,tn − ui,tm∥∥2H+
+ αH
∫
[0,t]2
γ (τ, σ)E
[(
∂iF
i
n (Bτ )− ∂iF im (Bτ )
) (
∂iF
i
n (Bσ)− ∂iF im (Bσ)
)]
dτ dσ.
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By Fubini (and recalling L (x, y)’s definition in (18)), it remains to prove that
lim
n,m→∞
∫
R2d
(
∂iF
i
n (x) − ∂iF im (x)
) (
∂iF
i
n (y)− ∂iF im (y)
)
L (x, y) dxdy = 0.
(25)
(To be precise, this is required for t instead of T in (18), but this is of course
inconsequent.) This would follow from
lim
n,m→∞
∫
R2d
∂iF
i
n (x) ∂iF
i
m (y)L (x, y) dxdy =
∫
R2d
∂iF
i (x) ∂iF
i (y)L (x, y) dxdy.
(26)
Since ∂iF
i
m = ∂iψmF
i + ψm∂iF
i, there are four terms on the left-hand-side
of (26). Three of them tend to zero, and the fourth to the right-hand-side.
Indeed, these all follow easily from dominated convergence considering the as-
sumptions on F .
Therefore (δutn)
∞
n=1 is a Cauchy sequence in L
2 (P). Since δ is a closed
operator, it follows that ut ∈ Dom(δ) and that
δut = lim
n→∞
δutn in L
2 (P) .
All of the above holds for vsn = (Gψn) (B·)1[0,s] as well, and
Eδutδvs = lim
n→∞
Eδutnδv
s
n
(17)
=
∫ t
0
∫ s
0
M (τ, σ) |τ − σ|2H−2 dτ dσ
+ αH lim
n→∞
∫
R2d
d∑
i,j=1
∂iF
j
n (x) ∂jG
i
n (y)L
t,s (x, y) dxdy,
where
Lt,s (x, y) =
∫ t
0
∫ s
0
γ (τ, σ) fτ,σ (x, y) dτ dσ.
Finally, just like Equation (26), we have
lim
n→∞
∫∫
R2d
∂iF
j
n (x) ∂jG
i
n (y)L
t,s (x, y) dxdy =
∫
R2d
Lt,s (x, y) ∂iF
j ( dx) ∂jG
i ( dy) .
(27)
3. F,G satisfying the assumptions of the Theorem.
All that is now required is the following Lemma:
Lemma 3.5. Let ϕn : R
d → R be an approximation of the identity: ϕn (x) =
nϕ (nx) where ϕ is a non-negative C∞c function, supported in the closed unit
ball, such that
∫
Rd
ϕ (x) dx = 1. Set Fn = F ∗ ϕn (similarly for Gn). Then
lim
m,n→∞
∫∫
R2d
∂iF
j
m (x) ∂jG
i
n (y)L (x, y) dxdy =
∫
R2d
L (x, y) ∂iF
j⊗∂jGi ( dx, dy) .
(28)
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As in the previous step, set utn = Fn (B·)1[0,t], and basically repeat the
same pattern; first, note that Fn satisfies the assumptions in the previous step
by Lemma 3.5 and since the Fn’s inherit from F the same exponential growth
assumption (19), with (possibly different) constants C and β (which do not
depend on n). Now, utn → ut almost everywhere as n → ∞ - this follows for
example from [3, Theorem 8.15]. The remaining equations hold true for the
same reasons, with the exception of Equations (26) and (27) which now follow
from Lemma 3.5.
This concludes the proof of Theorem 3.2.
We end this section with the proofs of Lemmas 3.4 and 3.5.
Proof of Lemma 3.4. To simplify the proof, essentially without affecting it oth-
erwise, we let r=T .
Recall that u ∈ |H| almost surely. We shall approximate u (in L2 (P,H)) by
smooth random elements in such a way that the resulting sequence of derivatives
converges (in L2 (P,H⊗H)). For each n ∈ N, denote tk = tnk = kT2n , k =
0, . . . , 2n and
un =
2n∑
k=1
ϕ
(
Btk−1
)
1[tk−1,tk] ∈ L2 (P;H) .
By definition Diun=
2n∑
k=1
∂iϕ
(
Btk−1
)
1[0,tk−1] ⊗ 1[tk−1,tk] , so that for any
h ∈ |H|
Diun (h) (x) = αH
2n∑
k=1
∫ T
0
H (t)1[tk−1,tk] (t) ∂iϕ
(
Btk−1
)
1[x,T ] (tk−1) dt, (29)
with H (t)=
∫ T
0
h (s) |s−t|2H−2 ds . The lemma will thus follow once we show
that un→u in L2 (P,H) and that
{
Diun
}∞
n=1
is a Cauchy sequence in L2 (P;H⊗H);
indeed, this implies that u ∈ D1,2 (H) , un → u in D1,2 and in particular
Dun → Du. The equality (24) will then follow directly from (29).
Concerning the first assertion
ut − unt =
2n∑
k=1
[
ϕ (Bt)− ϕ
(
Btk−1
)]
1[tk−1,tk] :=
2n∑
k=1
vn,kt ;
whence, by the Ho¨lder inequality,
E ‖u− un‖2H ≤ 2n
2n∑
k=1
E
∥∥vn,k∥∥2
H
≤ 22nd ‖∇ϕ‖2∞
∣∣∣∣ T2n
∣∣∣∣4H n→∞−→ 0.
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As for the sequence of derivatives, denote si = t
n+1
i =
Ti
2n+1 , and then
un − un+1 =
2n∑
i=1
[
ϕ
(
Bs
2i−2
)
− ϕ
(
Bs
2i−1
)]
1[s2i−1 ,s2i ]
,
and∥∥Diun −Diun+1∥∥2 ≤
≤ 2n
(
T
2n+1
)2H 2n∑
i=1
∥∥∥∂iϕ(Bs
2i−2
)
1[0,s2i−2 ]
− ∂iϕ
(
Bs
2i−1
)
1[0,s2i−1 ]
∥∥∥2 .
Since
[
0, s
2i−1
]
=
[
0, s
2i−2
] ∪ [s
2i−2
, s
2i−1
]
is a non-overlapping union,∥∥∥∂iϕ(Bs
2i−2
)
1[0,s2i−2 ]
− ∂iϕ
(
Bs
2i−1
)
1[0,s2i−1 ]
∥∥∥2
≤ 2
([
∂iϕ
(
Bs
2i−2
)
− ∂iϕ
(
Bs
2i−1
)]2 ∣∣s
2i−2
∣∣2H + ∂iϕ(Bs
2i−1
)2( T
2n+1
)2H )
≤ T 2H
(
2‖∇∂iϕ‖2∞
(
Bs
2i−2
−Bs
2i−1
)2
+ ‖∂iϕ‖2∞ 2−2Hn
)
.
It follows that E
∥∥Dun −Dun+1∥∥2 ≤ C1 2(2−4H)n for some constant C1 which
depends on H, d, T and ϕ but not on n. Thus for any n0 and all n>m≥n0∥∥Diun −Dium∥∥
L2(P;H⊗H)
≤
n−1∑
k=m
∥∥Diuk −Diuk+1∥∥
L2(P;H⊗H)
≤ C2
n−1∑
k=m
2(1−2H)k ≤ C3 2(1−2H)n0
(for suitable C2, C3) so that
{
Diun
}∞
n=1
is a Cauchy sequence in L2 (P,H⊗H).
Proof of Lemma 3.5. The fact that ∂iF
j
m (x) ∂jG
i
n (y)L (x, y) ∈ L1
(
R
2d
)
fol-
lows in essentially the same way as the calculation below.
Recall that L ∗ (∂iF j ⊗ ∂jGi) is continuous at the origin. Now compute∫
R2d
∂iF
j
m (x) ∂jG
i
n (y)L (x, y) dxdy
=
∫
R2d
∂iF
j ∗ ϕm (x) ∂jGi ∗ ϕn (y)L (x, y) dxdy
=
∫
R4d
ϕm (x− x′)ϕn (y − y′)L (x, y) ∂iF j ⊗ ∂jGi ( dx′, dy′) dxdy
=
∫
R4d
ϕm (x˜)ϕn (y˜)L (x˜+ x
′, y˜ + y′) ∂iF
j ⊗ ∂jGi ( dx′, dy′) dx˜dy˜
=
∫
R2d
L ∗ (∂iF j ⊗ ∂jGi) (−x,−y)ϕm (x)ϕn (y) dxdy,
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since L (−x,−y) = L (x, y). Assume without loss of generality that m ≥ n.
Then in the last integral above, |x| , |y| ≤ 1n ; by choosing n large enough such
that ∣∣L ∗ (∂iF j ⊗ ∂jGi) (−x,−y)− L ∗ (∂iF j ⊗ ∂jGi) (0, 0)∣∣ < ǫ,
we now conclude the proof, since the second term above is equal to the right-
hand-side of (28) and by the properties of the ϕ’s.
4 An Application to the Fractional Bessel Pro-
cess
When d>1 the d-dimensional fractional Bessel process Rt = |Bt| satisfies
Rt =
∫ t
0
Bs
Rs
· dBs +H (d− 1)
∫ t
0
s2H−1
Rs
ds. (30)
This follows from the Itoˆ formula for fractional Brownian motion (see for exam-
ple [4]). For d=1 one has an analogue of Tanaka’s formula (see [6]):
Rt =
∫ t
0
sgn (Bs) dBs + local time process. (31)
In [5] Y. Hu and D. Nualart asked whether, by analogy with Brownian motion,
the d-dimensional stochastic integralXt=
∫ t
0
Bs
Rs
· dBs appearing in (30) and (31)
is itself a d-dimensional fractional Brownian motion, and subsequently provided
a negative answer using Wiener chaos expansions. We now show (when H>1/2)
how this conclusion can be arrived at directly from the covariance function of
Xt obtained in Theorem 3.1.
Let then F (x) = G (x) = xˆ := x
|x|
in Theorem 3.1, whose conditions indeed
hold for d = 1, as already observed in the discussion following its statement,
in particular (20). The case d ≥ 2 follows shortly. For d = 1, and since
F ′=G′=2δ0, the terms in (17’) are given by
4
∫
R2
Lt,s (x, y) δ0 ( dx) δ0 ( dy) =
∫ t
0
∫ s
0
γ (τ, σ)
πτHσH
√
1− ρ2 (τ, σ) dτ dσ,(32)
E (sgn (Bτ ) sgn (Bσ)) =
2
π
arccos
(√
1− ρ2 (τ, σ)
)
. (33)
where
ρ (τ, σ) =
RH (τ, σ)
τHσH
. (34)
(The standard formula for the first quadrant Gaussian measure was used to
obtain (33).) It doesn’t seem possible to explicitly compute the resulting ex-
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pression for E
(∫ t
0
sgnBτ dBτ
∫ s
0
sgnBσ dBσ
)
(recall γ(t, s)′s definition in (15)):
1
π
∫ t
0
∫ s
0
(
αH
2
π
arccos
(√
1− ρ2 (τ, σ)
)
|τ−σ|2H−2+ γ (τ, σ)
τHσH
√
1− ρ2 (τ, σ)
)
dσdτ,
(35)
however it is easy to see by substitution that its mixed second derivative does
not coincide with
∂2RH(t, s)
∂t∂s
= αH |t− s|2H−2 .
Thus, unlike the case H = 1/2, Xt =
∫ t
0
sgnBτ dBτ is not itself a fractional
Brownian motion with parameter H or in fact with any other parameter H˜ .
For d ≥ 2, assuming for the moment that Condition 2 in Theorem 3.2 holds
true (see below), we obtain:
EXtXs − αH
∫ t
0
∫ s
0
|τ − σ|2H−2 EB̂τ ·B̂σ dσdτ
= αH γ(τ, σ)
∫ t
0
∫ s
0
d∑
i,j=1
E
(
‖Bτ‖2 δij −BiτBjτ
‖Bτ‖3
)(
‖Bσ‖2 δij −BiσBjσ
‖Bσ‖3
)
dσdτ
= αH γ(τ, σ)
∫ t
0
∫ s
0
E
(
(d−2) + (B̂τ · B̂σ)2
‖Bτ‖ ‖Bσ‖
)
dσdτ (36)
If X were a fBm with parameter H (by self-similarity arguments it cannot be a
fBM with any other parameter), by taking the mixed second derivative of (36)
and dividing both its sides by αH |t−s|2H−2 we obtain
1−EB̂t·B̂s = γ(τ, σ)|t−s|2H−2 E
(
(d−2) + (B̂t · B̂s)2
‖Bt‖ ‖Bs‖
)
≤ (d−1)γ(τ, σ)|t−s|2H−2 E
(
1
‖Bt‖ ‖Bs‖
)
(37)
Fix s>0. From (15) , γ(t, s) = O(t4H−3) as t→∞. We moreover claim that
E
(
1
‖Bt‖ ‖Bs‖
)
= O(t−H) as t→∞ (38)
from which it would follow that lim
t→∞
EB̂t·B̂s = 1 and thus EB̂s ·B̂s′ = 1 for any
s, s′ (as can be seen from the estimate 1−xˆ·yˆ ≤ 2 ((1−xˆ·zˆ) + (1−yˆ·zˆ)) for all
x, y, z ∈ Rd) . However (Bs, Bs′) is clearly non-degenerate for s 6= s′ and this
contradiction will show, once (38) is verified, that Xt cannot be a fBM.
For d≥3, (38) follows just by the Cauchy Schwartz inequality and self-similarity:
E
(
1
‖Bt‖ ‖Bs‖
)
≤ t−HE
(
1
‖B1‖2
)1/2
E
(
1
‖Bs‖2
)1/2
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whereas for d=2 (in which case E 1
‖Bs‖
2 =∞) we denote (Bt, Bs) ∼ N(0,Σ(2))
where Σ(2)=
(
t2HI2 RH(t, s)I2
RH(t, s)I2 s
2HI2
)
, namely the Kroeneker product Σ ⊗ I2
of the scalar covariance matrix and the 2×2 identity matrix. Note that |Σ(2)|=
|Σ|2 (here | · | = det) and that (Σ(2))−1 = (Σ−1)(2). Then, passing to polar
coordinates (r, θ, r′, θ′),
E
1
‖Bt‖ ‖Bs‖ =
1
4π2|Σ|
∫
[0,2pi]2
dθdθ′
∫
[0,∞)2
exp
Σ−111 r
2+2Σ−112 cos(θ−θ′)rr′+Σ−122 r′2
2
drdr′
=
1
4π2|Σ|
∫
[0,2pi]2
2π|Σθ,θ′|1/2 Pθ,θ′(R≥0, R′≥0) dθdθ′
≤ 2π|Σ|1/2 (39)
where Pθ,θ′ ∼ N(0,Σθ,θ′) with (Σθ,θ′)−1=
(
Σ−111 Σ
−1
12 cos(θ−θ′)
Σ−121 cos(θ−θ′) Σ−122
)
and the last inequality follows from
∣∣∣(Σθ,θ′)−1∣∣∣≥ ∣∣Σ−1∣∣. The obvious asymptotic
estimate |Σ| = (s2H+o(1)) t2H as t→∞ , applied to (39), proves (38) for d=2.
It remains to be seen that Condition (2) in Theorem 3.2 indeed holds true
for d ≥ 2. For d ≥ 3 we denote pt,s (u, v) = E∂iF j (Bs − u) ∂kF l (Bt − v). Then
L ∗ ∂iF j ⊗ ∂kF l (u, v) =
∫ τ
0
∫ σ
0
pt,s (u, v) γ (t, s) dt ds. (40)
Evaluating:
|pt,s (u, v)| ≤ E
(
1
|Bs − u|
1
|Bt − v|
)
≤
√√√√E( 1|Bs − u|2
)
E
(
1
|Bt − v|2
)
Anderson’s Lemma ≤
√√√√E( 1|Bs|2
)
E
(
1
|Bt|2
)
Self-similarity
=
C
sHtH
,
it follows that we have dominated convergence in (40). For d = 2, dominated
convergence in (40) already follows from (39) and (20). Finally, it remains to
check for the continuity of pt,s at the origin (for almost all s, t). We can write,
denoting h = ∂iF
j ⊗ ∂kF l,
pt,s (u, v) = Ct,s
∫
R2d
h (x− u, y − v) e− 12 (At,s|x|2+Bt,sx·y+Dt,s|y|2) dxdy.
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By a simple change of variables, we now have
|pt,s (u, v)− pt,s (0, 0)| (41)
≤
∫
R2d
h (x, y) ft,s (x, y)
∣∣∣e− 12 (At,s(2x·u+|u|2)+Bt,s(x·v+u·y+u·v)+Dt,s(2y·v+|v|2)) − 1∣∣∣ dxdy
For |u| , |v| ≤ 1,∣∣∣e− 12 (At,s(2x·u+|u|2)+Bt,s(x·v+u·y+u·v)+Dt,s(2y·v+|v|2)) − 1∣∣∣ ≤ eAt,s|x|+Bt,s(|x|+|y|+1)+Dt,s|y|
and ∫
R2d
h (x, y) ft,s (x, y) e
At,s|x|+Bt,s(|x|+|y|+1)+Dt,s|y| dxdy <∞.
We therefore have dominated convergence in (41), which completes the argu-
ment.
5 Concluding Remarks
We first provide an intuitive explanation of why the restriction H>1/2 was nec-
essary. As H decreases, both the integrand and the integrator in
∫ t
0
F (Bτ ) dBτ
become rougher, whereas the stochastic integral’s existence requires a minimal
amount of “cumulative” regularity among both terms (this can be best seen
in Za¨hle’s definition [11] of the integral). The threshold turns out to occur at
H = 1/2 (Brownian motion). When H < 1/2 the process Bt itself does not
necessarily belong to the domain of the divergence operator δ, nor is it even
an H-valued random variable. In [2] Cheridito and Nualart have extended the
divergence operator to a larger domain, which includes Bt itself and some func-
tions of it. However, many of the formulae and theorems don’t carry through,
and those which do take a different form. The case H < 12 is therefore signifi-
cantly different.
Secondly, and as H decreases to 1/2, one expects the covariance of the frac-
tional stochastic integrals to converge to that of the Brownian stochastic in-
tegrals, and we now proceed to check, skipping some details, that this indeed
turns out to be the case, namely, that the right hand side of (17) converges to∫ s∧t
0 E1/2F (Bτ )G(Bτ ) dτ . (Here and henceforth in this section, we add the un-
derlying Hurst parameter as a subscript wherever relevant.) Consider first the
case F (x)=G(x)=sgn x (for d=1) studied in Section 4, for which we now show
that the expression in (35) -whose terms are defined in (4), (15) and (32)-(34)
- indeed converges to s ∧ t as H→ 1/2+.
i) lim
H→1/2+
PH |τ−σ|2H−2 = δ(τ−σ) in the sense of distributions, and it fol-
lows that the first term in the right hand side of (35) converges to s ∧ t.
ii) lim
H→1/2+
PHγH(τ, σ) = 0 a.e.
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iii) lim
H→1/2+
PH(τ, σ) =
1
π
√
τ ∧ σ(τ ∨ σ−τ ∧ σ) .
The last two limits imply that the second integrand in (35) converges to 0 a.e.
It remains to find an integrable upper bound for 1
τHσH
√
1−ρ2
H
(τ,σ)
, uniformly
for all H ∈ [1/2, 3/4], in order to conclude, by dominated convergence, that the
integral of the second term converges to 0.
iv) Note that PHγH(τ, σ) is globally bounded. Passing from (τ, σ) to polar
coordinates (r, θ), and splitting the domain τ >σ>0 into the two regions
{θ∈(0, pi6 )} and {θ∈ [pi6 , pi4 )}, one obtains the estimate
1
τHσH
√
1− ρ2H (τ, σ)
≤ C
(
r−1∨r− 32
) 
θ−
3
8 if θ∈(0, pi6 )(
pi
4 − θ
)− 34 if θ∈(pi6 , pi4 ) .
Multiplied by the Jacobian r, this bound is in L1
(
(0, R)×(0, pi4 )
)
for any
R.
The general case, when F and G are arbitrary functions which satisfy the as-
sumptions of Theorem 3.1, follows from this particular example after realizing
that there exist two positive constants C1 and C2 such that
|F ′ ( dx) ⊗G′ ( dy) (fτ,σ)| ≤ C1 ‖fτ,σ‖∞ + C2
=
C1
4πτHσH
√
1− ρ2H (τ, σ)
+ C2 .
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