Energy extraction from ocean waves by heaving and flexing mechanical systems by Thiam, Amadou Gallo
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2014
Energy extraction from ocean
waves by heaving and flexing
mechanical systems
https://hdl.handle.net/2144/11063
Boston University
BOSTON UNIVERSITY 
COLLEGE OF ENGINEERING 
Dissertation 
ENERGY EXTRACTION FROM OCEAN WAVES BY 
HEAVING AND FLEXING MECHANICAL SYSTEMS 
by 
AMADOU GALLO THIAM 
C.A.E.-C.E.M. , Dakar University, 1991 
B.A., Cambridge College , 2004 
B.S. , Wentworth Institute of Technology, 2005 
M.S. , Boston University, 2007 
Submitted in partial fulfillment of the 
requirements for the degree of 
Doctor of Philosophy 
2014 
© 2014 by 
AMADOU GALLO THIAM 
All rights reserved 
Approved by 
First Reader 
Allan D. Pierce, PhD 
Professor Emeritus of Mechanical Engineering 
Second Reader 
Third Reader 
Fourth Reader 
Fifth Reader 
J. Gregory McDaniel, PhD 
Associate Professor of Mechanical Engineering 
Raymond J. N agem, PhD 
Associate Professor of Mechanical Engineering 
Ch. ng C. Mei, Ph 
rofessor Emeritu of Civil and Environmental Engineering 
Massachusetts Institute of Technology 
Michael Howe, PhD 
Professor of Mechanical Engineering 
ACKNOWLEDGMENTS 
I would like to express my sincere gratitude to all members of my committee Prof. 
Allan D. Pierce, Prof. J. Gregory McDaniel, Prof. Raymond J. Nagem, and Prof. 
Chiang C. Mei whom through the years have provided me constructive critics and 
guidance that lead to the actual final version of this thesis. I appreciate very much 
their taking on their own time to review and participate in the committee meetings 
and the final presentation of this thesis. Appreciations go also to Prof. Howe who has 
accepted to chair the committee during this thesis defense. This achievement would 
not have been possible without their help. 
A special attention is given here to late Prof. William (Bill) Carey, who graciously 
offered me the possibility to work with him when I was unsure what would be the 
best option for me to complete the program. I am indebted to him and Prof. Allan 
D. Pierce for their guidance that led to my acceptance to this program. This work is 
sponsored by the Aviation branch of General Electric Company through their Edison 
Engineering Development Program. 
Throughout all these years at Boston University, I have had many wonderful 
teachers , colleagues, and friends who have helped me deepen my knowledge in a way 
or another and have been pivotal in my learning. To all of them, I am very thankful. 
I would like to thanks my company, General Electric, for their financial support. 
Thanks also go to my family for their patience and support . 
Lastly, I would like to specially thank and express my profound gratitude to Prof. 
Allan D. Pierce, who throughout these many years and in a one-on-one basis, has 
continuously taken lot of his own time, always armed with lot of patience, to give 
in-depth explanations of several fundamental concepts far beyond the scope of this 
IV 
thesis to make of me a better scientist and to help upsurge critical thinking and 
logical mind. He meticulously pointed out all aspects of importance in engineering 
from judicious choice of parameters, great attention to details, to best formulation 
and English writing. To him, I will be indefinitely in obligation. 
v 
ENERGY EXTRACTION FROM OCEAN WAVES BY 
HEAVING AND FLEXING MECHANICAL SYSTEMS 
AMADOU GALLO THIAM 
Boston University College of Engineering, 2014 
Major Professor: Allan D. Pierce, Ph.D., Professor Emeritus of Mechanical 
Engineering 
ABSTRACT 
This thesis is concerned with devices that convert ocean wave energy to electrical 
energy, and specifically with devices that are composed of a sequence of linked cylin-
ders that nominally float half-submerged on the surface of the ocean. An example is 
the Pelamis Wave Energy Converter , which is manufactured by Pelamis Wave Power, 
a company headquartered in Scotland. The thesis is broader in scope, and the results 
should be applicable to a wide variety of devices with the same general features. Ar-
guments are given in support of using a constant frequency wave excitation model, 
given that ocean waves in coastal regions are relatively narrow-band and that the 
analytical predictions are not too sensi~ive to frequency. Arguments are also given to 
the effect that a deep water approximation is justified for incident ocean waves under 
the circumstances of typical deployment. Analysis in the thesis also supports the 
modeling of the electromechanical converters at the joints between linked cylinders 
as mechanical dashpots , where the rate of energy converted is the power dissipated 
by the dashpots. An analytical model for the dynamics of the structural response to 
incident waves is developed using basic principles of mechanics and fluid dynamics. 
Principal results include the prediction of the heaving of the individual links as a 
Vl 
function of the amplitude of the incident wave, the geometrical parameters of the 
cylindrical elements , the number of elements , the effective dashpot constant , and the 
frequency (the only devices considered in this thesis are those without intrinsic reso-
nances built into them). It is shown that there is an optimal choice for the dash pot 
constant so that the power conversion is a maximum. A measure of the effectiveness 
of power conversion is the capture width, which is the ratio of power converted to 
incident wave power per unit crest length. It is shown that , when the number of links 
is moderately large, a model of a continuous limp beam is a good approximation, and 
the model yields relatively simple analytical predictions, which include the prediction 
that the greatest possible capture width is of the order of 2(ka)L, where k is the 
wavenumber, a is the cylinder radius , and L is the total length of the device. 
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verted, versus the dimensionless quantity f.Lred, which is a measure of the 
damping in the multi-linked cylinder device. The plots are for the num-
ber N = 5 of links and for three values (3.757r, 47r, and 4.257r) of kwLtot· 
The plots demonstrate that there is no exceptional sensitively too small 
variations of the wavenumber of the incident wave and that there is no 
discernible resonance effect . The value of 47r corresponds to the case when 
the total length of the device is exactly two wavelengths. 
Figure 37: ... . . ........... . .... . ............ . ...... .. ........ ... .. . .. . ... p. 152 
Plots of the dimensionless quantity <I>power, proportional to the power con-
verted, versus the dimensionless quantity J.Lred , which is a measure of the 
damping in the multi-linked cylinder device. The plots are for the num-
ber N = 4 of links and for three values (3.757r, 47r, and 4.257r) of kwLtot · 
The plots demonstrate that there is no exceptional sensitively to small 
variations of the wavenumber of the incident wave and that there is no 
discernible resonance effect. The value of 47r corresponds to the case when 
the total length of the device is exactly two wavelengths. 
Figure 38: ... ....... .. .... . .. ... . ... ...... ... . ... . . .......... . ...... ..... p. 153 
Plots of the dimensionless quantity <I>powen proportional to the power con-
verted, versus the dimensionless quantity J.Lred , which is a measure of 
the damping in the multi-linked cylinder device. The plots are all for 
kwLtot = 47r and for various choices (N = 4, N = 5, and N = 30) of 
the number of links in the device. The plots support the supposition that 
the graphs, for fixed kwLtot , approach a definite asymptotic form in the 
limit of large N. It also suggests that this asymptotic limit is very nearly 
realized for values of N as small as 5. 
Figure 39: . . ... . ..... .... . . .. . . . . . .. . . .. ... .. . ....... . .. ... . . .. . ... . ..... p. 166 
Graphs depicting upward displacements for a sequence of times, with time 
intervals between successive graphs taken as a quarter of a wave period. 
The graphs in the column at the left correspond to the upward surface 
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displacement associated with the incoming water wave. Those in the col-
umn on the right correspond to the response of the device when modeled 
as a "limp beam." The horizontal axis corresponds to distance along 
the cylinder in units of the overall length. For this particular set of cal-
culations, kwLtot = 3. 75n and eeL - 500, so the dimensionless damping 
parameter /-Llimp is 3 x 10-7 .The circumstances correspond to negligibly 
small damping. 
Figure 40: ........................ .. .. .. .... ........ . . ........ .. ...... .. . p. 167 
Graphs depicting upward displacements for a sequence of times, with time 
intervals between successive graphs taken as a quarter of a wave period. 
The graphs in the column at the left correspond to the upward surface dis-
placement associated with the incoming water wave. Those in the column 
on the right correspond to the response of the device when modeled as a 
"limp beam." The horizontal axis corresponds to distance along the cylin-
der in units of the overall length. For this particular set of calculations, 
kwLtot = 4n and eeL- 500, so the dimensionless damping parameter J.Liimp 
is 4 x 10-7 .The circumstances correspond to negligibly small damping. 
Figure 41 .......... .. ............... . ..... ... .............. . ............ . . p. 168 
Graphs depicting upward displacements for a sequence of times, with time 
intervals between successive graphs taken as a quarter of a wave period. 
The graphs in the column at the left correspond to the upward surface 
displacement associated with the incoming water wave. Those in the col-
umn on the right correspond to the response of the device when modeled 
as a "limp beam." The horizontal axis corresponds to distance along 
the cylinder in units of the overall length. For this particular set of cal-
culations, kwLtot = 4.25n and eeL- 500, so the dimensionless damping 
parameter J.Ltimp is 5 x 10-7 .The circumstances correspond to negligibly 
small damping. 
Figure 42: .......... . . . .. . .. . ..... . .... . ................. . ... . . . ... ... .. . p. 170 
Graphs depicting upward displacements for a sequence of times, with time 
intervals between successive graphs taken as a quarter of a wave period. 
The graphs in the column at the left correspond to the upward surface 
displacement associated with the incoming water wave. Those in the col-
umn on the right correspond to the response of the device when modeled 
as a "limp beam." The horizontal axis corresponds to distance along the 
cylinder in units of the overall length. For this particular set of calcula-
tions, kwLtot = 4n and eeL= 5, so the dimensionless damping parameter 
J.Ltimp is 39.9.The circumstances correspond to very high damping, so that 
the response is nearly that of a rigid body. 
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Figure 43: ....................... , ....... .. .. .. ...... . ................ ... p. 171 
Graphs depicting upward displacements for a sequence of times, with time 
intervals between successive graphs taken as a quarter of a wave period. 
The graphs in the column at the left correspond to the upward surface dis-
placement associated with the incoming water wave. Those in the column 
on the right correspond to the response of the device when modeled as a 
"limp beam." The horizontal axis corresponds to distance along the cylin-
der in units of the overall length. For this particular set of calculations, 
kwLtot = 411' and QL = 11.9, so the dimensionless damping parameter 
Jl-Iimp is 1.23. The circumstances correspond to optimal damping, so that 
a maximum amount of power is converted. 
Figure 44: . . ........ . ...... . ... .... . .. . ... .. . . .... ... . ...... ... .. .... .. .. p. 177 
<I> limp versus Jl-Iimp for kL = 411'. 
Figure 45: . .. ..... . . .... .. . . ...... . ... . .. . .... .................... ... .... p . 178 
<I>limp versus Jl-Iimp for various values of kL 
Figure 46: .. . .. .. . . .. . . ........................ . . .... . .... .. ........ .... . p . 182 
<I>limp versus Jl-iimp in the limiting case of kL ~ oo. 
Figure 47: . . .. . . .. . . .. . . . .. . . .. . . ................... ... . . ............. . .. p. 183 
The function 1/J plotted versus Jl-Iimp. This corresponds to a coeficient of 
1/kL in the expansion of <I>limp in terms of 1/ kL. 
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Chapter 1 
Introduction 
1.1 Ocean waves and energy conversion technology 
The waves that propagate on the surface of the oceans in coastal regions are of 
possible practical use as a source of energy. This possibility is currently a topic of 
wide-spread discussion, and a casual browsing of the Internet reveals a large number of 
news articles. Perhaps the most widely available introductory account of the present 
status of this energy conversion technology can be found at the Wikipedia site for 
Wave Power [1], which at the time of this writing listed 19 commercially available 
energy conversion devices, cited four patents, and cited 90 external references. The 
Wikipedia article also describes wave farms that are apparently still existing and in 
use in Portugal, the United Kingdom, Australia, and the United States. Another 
Internet site of interest is that hosted by Pure Energy Systems in association with 
the New Energy Systems Trust [2], which includes many recent news items concerning 
the ocean wave energy conversion industry. 
The general topic of ocean wave energy conversion is a fairly old one and dates 
at least as far back as an article published by Stahl [3] in 1892. The engineering 
and scientific literature is extensive and includes two major monographs , one by 
McCormick [4], and the other by Falnes [5]. 
There are a broad class of devices that involve mechanical systems in which parts 
of the system move relative to other parts because of the action of ocean waves. While 
the design and use of all such types of devices could possibly benefit from additional 
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intensive study, the present thesis concentrates on a restricted class of devices, where 
the general overall structure consists of a sequence of long cylinders, linked together , 
and which float half-submerged on the surface of the ocean. A principal objective 
of the present thesis is, for the considered class of devices, to derive general design 
principles, the use of which will allow the operator to extract the maximum amount 
of power from ocean waves having a given range of frequencies. 
1. 2 Ocean waves in coastal regions 
The general subject of ocean waves, of course, has a vast literature, and it is 
difficult to summarize the subject succinctly. The relevant physics and mathematics 
are summarized in the books by McCormick [6], Kinsman [7], and by Komen et al. 
[8]. 
One distinct feature of waves near beaches, and in coastal regions , in general, 
is that they tend to be unidirectional and propagating toward the coast. This is not 
universally true, but the types of devices considered in this thesis require that this 
be very nearly the case. 
One notes, for example, that a definitive 2011 report by the US Electric Power 
Research Institute (EPRI) [9] has the statement (unfortunately including the gram-
matical error of a dangling participle) 
Considering the mooring depth range now being considered by most off-
shore wave energy developers, refraction of long-traveled swell will align 
most of the directional wave energy flux normal to the long dimension of 
a buoy array. 
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While ocean waves in coastal regions are not necessarily of constant frequency, 
the frequency spectrum of such waves is sufficiently narrow that , at least for the 
purposes of the present thesis, a constant frequency analysis can be used. For example, 
a standard model (see Fig. 1) for the frequency spectrum is the Pierson-Moskowitz 
[10] spectrum (units of wave height squared divided by angular frequency) , 
ag2 
S(w) = - 5 exp[- ,8 (gjUw) 4], w (1.1) 
where w is the angular frequency, U is the wind speed at 19.4 m above the water 
surface, and g is the acceleration associated with gravity. The quantities a = 0.0081 
and ,B = 0.74 are empirical constants. This spectrum peaks at 
= (4{3) 1/4 .!!_ 
Wma.x 5 U' (1.2) 
and the spectral width is 
6 = ,81/4.!!._ [x-1/4 _ x-1/4] w u 1 2 ' (1.3) 
where x1 and x2 are the two roots of 
(1.4) 
These two roots are X1 = 0.3492 and X2 = 3.064. One consequently has 
6w = (5/4)1/4 [x;1/4- x;-1/4] = 0.576, 
Wma.x 
(1.5) 
which is independent of the choice for the empirical parameter ,B. 
Thus, while the Pierson-Moskowitz spectrum is certainly not a "narrow-band" 
spectrum, most of the excited frequencies are within ±30% of the spectrum's center 
frequency. Providing the general results are not especially sensitive to frequency (the 
only devices considered in this thesis are those without intrinsic resonances built into 
them), this justifies the limiting of the analysis to the case of constant frequency. 
3 
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Figure 1: Plot of the Pierson-Moskowitz frequency spectrum (relative units) for 
ocean waves. The horizontal axis is D = w/wmax, where Wmax is the angular frequency 
at which the spectrum has its maximum. The vertical axis is F(D) = (1/D5)e- (5/ 4)/l14 . 
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This turns out to be the case for the linked multi-cylinder devices analyzed 
in the present thesis, as is demonstrated in the latter part of the thesis. However , 
it is expected that the use of a constant frequency model might not be nearly as 
appropriate for devices that depend on vibrational resonance. This would be the 
case, for example, for the point resonant absorber originally proposed by Budal and 
Falnes [11]. 
1.3 Available power from wave energy in coastal regions 
Because the direction of ocean wave propagation in coastal regions is relatively 
constant, it is natural to characterize ocean waves to a major extent by the power 
they transport per unit length of wave crest . The previously cited EPRI report [9] 
defines a quantity called wave power density in general terms. If the wave is traveling 
in a fixed direction, then the wave power density is the time-averaged "rate at which 
the combined kinetic and potential energy of the wave is transferred through a ver-
tical plane of unit width, oriented perpendicular to the direction of wave travel and 
extending downward from the water surface." If the waves on the surface are com-
prised of several waves traveling in different directions, then the definition is modified 
to be the amount of energy crossing a circle one meter in diameter in one second. 
It is evidently the latter general definition that is used in the actual measurement 
system, and the intricacies of making such measurements are discussed in detail in 
the subject report. However, for a rough understanding of just how much wave power 
is available, it is probably sufficient, at last in coastal regions, to think in terms of 
waves propagating in a single direction. The report assesses the percentages of the 
"unit circle" wave power densities that can be associated with "normally-directed 
flux" (that directed in toward the coast), and it is of the order of 75 . 
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The abstract of this report, issued in 2011, contains the following paragraph: 
The total available wave energy resource along the U.S. continental shelf 
edge, based on accumulating unit circle wave power densities , is estimated 
to be 2,640 TWh/yr [teraWatt-hours per year, where a teraWatt is 1012 
Watts], broken down as follows: 590 TWh/yr for the West Coast , 240 
TWh/yr for the East Coast, 80 TWh/yr for the Gulf of Mexico, 1570 . 
TWh/yr for Alaska, 130 TWh/yr for Hawaii, and 30 TWh/yr for Puerto 
Rico. The total recoverable wave energy resource, as constrained by an 
array capacity packing density of 15 megawatts per kilometer of coastline, 
with a 100-fold operating range between threshold and maximum oper-
ating conditions in terms of input wave power density available to such 
arrays, yields a total recoverable resource along the U.S . continental shelf 
edge of 1,170 TWh/yr , broken down as follows: 250 TWh/yr for the West 
Coast, 160 TWh/yr for the East Coast, 60 TWh/yr for the Gulf of Mex-
ico, 620 TWh/yr for Alaska, 80 TWh/yr for Hawaii, and 20 TWh/yr for 
Puerto Rico. 
The units in this summary can alternately be expressed in time averages of 
power, or simply as Watts: 
1012 X 60 X 60 
1 TWh/yr = Watts= 144 x 106 Watts. (1.6) 365 X 24 X 60 X 60 
If the length of the coastline is estimated as 6000 miles, then the average power per 
unit length of coastline is 
2640 X 144 X 106 
------- = 12000 Watts per foot. 
6000 X 5280 
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(1. 7) 
Since 1 foot is (12)(2.54)/100 = 0.305 meters , this gives one an average power per 
length of coastline of 39 kW j m. Although this is a rough calculation, it is in the 
general ball park of what is typically measured at various points along the coast. 
Global maps depicting wave power intensity can be found on the Internet and 
in various informational reports. The recent ASME conference paper from 2010 by 
M0rk, Barstow, Kabuth, and Pontes [12] describes broadly how such maps are com-
posed and gives several references. The maps in this paper are all in color and are 
not appropriate for reproduction in the present thesis. Consequently, the author 
has chosen to include a map [13] taken from the Internet site of the Global Energy 
Network Institute (GENI), and this map appears here as Figure 2. According to 
the corresponding site posted on Wikipedia [14], GENI "is a research and education 
organization founded by Peter Meisen in 1986 and registered as a 501(c) non-profit 
organization in 1991." Its "goal is to educate world leaders and policy makers on the 
benefits of t he global strategy" of having a renewal energy interconnected global grid. 
Perhaps, because of this , the information on the site is not extensively supported by 
references to original sources, and the source of the data shown in Fig. 2 is not given. 
However , the various numbers shown in t he figure appear to be consistent with the 
calculated results in the paper by M0rk et al. 
According to what is shown in this figure, the waters off the northeast coast of 
the United States have waves that on the average have a power content of 30 to 60 
kW per unit length in meters of wave crest. The numbers are somewhat higher off 
the US northwest coast and near Haw~ii. Areas where the ocean waves have a higher 
content are off the coast of Scot land and off the coast of Portugal where the power 
varies between 70- 100 kW per unit length in meters of wave crest. 
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20 
Figure 2: Global map giving wave power density in coastal regions. Numbers 
correspond to wave power density in kilowatts per meter. Taken from Internet site of 
the Global Energy Network Institute (GENI). 
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1.4 The Pelamis wave energy converter 
The present thesis was inspired in major part by the publicity that has been given 
to a specific commercial device, currently termed the Pelamis wave energy converter, 
which is manufactured by Pelamis Wave Power , a firm based in Edinburgh, Scotland, 
"with further operations in Orkney." Extensive information about this device (see 
Fig. 3), the company, and its successes can be currently be found on the Internet site 
for Pelamis Wave Power [15] . 
The historical perspective provided at the Internet site includes the statement: 
"Founded in 1998 by Pelamis inventor Dr. Richard Yemm, alongside Dr. David Pizer 
and Dr. Chris Retzler , Pelamis Wave Power designs, manufactures , and operates the 
Pelamis wave energy converter." 
The current model, the Pelamis P2, has a total length of 180 m and consists of 
5 cylindrical segments that are linked together. The cylindrical segments are 4 rri in 
diameter, and have lengths varying between 33 and 38 m. 
The general design of the Pelamis P2 is such that the relative rotations of succes-
sive segments are resisted by hydraulic rams that pump high pressure fluids though 
hydraulic motors. The motors drive electric generators to produce electricity. In 
operation, the complete machine is moored so as to swing head-on into the incoming 
waves. 
There are, of course several major competing devices that have different modes 
of operation, and the industry is probably too young for a realistic prediction of which 
type of device will eventually garner the major share of the market. 
9 
Figure 3: Photograph, taken form the Internet, of a Pelamis wave energy converter 
moving under the influence of an incident water wave. 
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However, the present author found it somewhat intriguing that an EPRI (Electric 
Power Research Institute) report [16] in 2004 explicitly chose the Pelamis in its study 
of the feasibility of a commercial size offshore plant to be deployed off the coast of 
Cape Cod, to the east of Wellfleet. The Pelamis was also selected for a potential site 
off the coast of San Francisco [17]. 
1. 5 Analysis in ocean wave energy conversion research 
Although the literature on ocean wave energy conversion is extensive, the present 
author observes that the basic problem of a system of linked cylinders as an energy 
conversion device has not been discussed to any extend on the basis of fundamental 
mechanics (A notable exception is a 1982 paper by Farley [22] which is discussed fur-
ther below). The reported studies dealing with this type of systems are either largely 
of the nature of reports on the performance of systems that have been constructed or 
numerical studies that make use of large generic computer programs, with no especial 
effort for the explanation of the results in terms of basic physical principles. 
While analytical studies of the "science" of ocean wave energy conversion are 
not necessarily needed, one can at least argue that they may be of some help in future 
design of devices and systems. 
1.6 Scope of this thesis 
This dissertation is concerned with how t he magnitudes of parameters involved 
in the design of a general class of energy conversion devices affect t he amount of power 
that can be extracted in general circumstances. The primary emphasis is on devices 
that consist of a sequence of linked cylinders t hat float, half-submerged, on the ocean 
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surface. An example is the Pelamis wave energy converter, but the analysis is of a 
general nature. One principal reason for the focus on linked floating cylinder devices 
is that relatively little analysis directly related to basic physics has been published to 
date regarding the energy conversion capabilities of this type of device. 
1. 7 Survey of previous literature 
Although the possibility of extracting energy from ocean waves dates back at 
least as far as to the papers published in 1892 by Stahl [3], the train of work most 
relevant to the present thesis dates back principally to a paper published in 1974 in 
Nature by Salter [18]. The device introduced in that paper was subsequently called 
the floating duck and attracted a great deal of interest in the engineering community. 
His paper, for example, is listed by Google Scholar as having been cited 205 times. 
About the same time as the publication of the Salter paper, a British firm, Wavepower 
Limited, was created to develop a somewhat similar device that was to become known 
as the Hagen-Cockerell train of rafts. A paper published in The New Scientist in 
1975 by Woolley and Platts [19] discussed the history of the formation of Wavepower 
Limited and briefly described a device, presumably due to Christopher Cockerell, 
that was called a "wave-contouring raft." A United States patent for a similar device 
was granted to Glenn E. Hagen in early 1978. An extract of Hagen's patent can be 
found in the survey book by McCormick [4]. The Ragen-Cockerell train of rafts can 
be regarded as the predecessor of the Pelamis device. The Ragen-Cockerell device 
can be viewed as a train of rectangular objects, without appreciable thicknesses, that 
float on the surface of the ocean, while the Pelamis device can be viewed as a train 
of elongated cylinders, each with nearly circular cross-section. 
The advent of the Ragen-Cockerell device attracted a great amount of interest 
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among researchers skilled in the theory of ocean dynamics and of wave-structure 
interaction. Especially prominent in the group of papers that emerged on this general 
topic are those by C. C. Mei and his students, especially, P. Haren [20], [21 J. A primary 
difference of the approach in the present thesis and those that discuss devices similar 
to the Ragen-Cockerell train of rafts , is that the focus here is on the dynamics of the 
device, rather than on the hydrodynamics of the incoming wave and the resulting 
ocean disturbance. The fact that the bottom sides of the individual rafts were nearly 
fiat made it possible to view the raft segments as imposing a boundary condition on 
the surface of the water immediately below the raft. In the present thesis , the interest 
is in whatever forces cause the motion of the individual cylinders, and the fact that 
the cylinder diameters are small compared to a wavelength is heavily exploited. In the 
comparable analyses of the raft devices, the width of the raft segments are generally 
regarded as comparable to a wavelength or much larger than a wavelength. 
In what follows, the author attempts to summarize the salient features of some 
of the relevant papers which are recommended as collateral or prior reading. 
The paper cited above by Salter [18] discusses the feasibility of the "nodding 
duck," evaluates the amount of energy one can expect to extract, and stresses that 
the use of wave energy could be another alternative for the production of electricity. 
For Salter 's device (or, more properly, an extended row of such devices), the overall 
width was presumed to be comparable to a wavelength or larger , and one could 
describe efficiency as the fraction of the total wave power carried at all depths across 
a segment equal to the device width (a vertical slice of the ocean). Salter argued 
that the efficiency, given such a definition , could be comparable to unity. (In the 
present thesis, this definition of efficiency is irrelevant because the device is much 
narrower than a wavelength. Instead, the concept of "capture width" is used, as is 
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discussed further on in the text.) It is suspected that Salter's concept did not lead 
to a widely-used and commercially viable device because of the high cost associated 
with the mooring of the device. 
Haren [20], [21 J, under the supervision of Prof. Mei, investigated several raft 
models in the course of his thesis work at MIT. He analyzed the motion of a single 
raft hinged at a wall under the influence of incident ocean waves , multiple rafts of 
varying length in shallow water, and a three-raft model in both shallow and deep 
water. The analysis of the three-raft model as described in a conference paper by 
Haren and Mei has some similarities to the work presented in the current thesis. 
Farley [22], in a 1982 paper published in Applied Ocean Research, investigated the 
conversion of energy for a model of a flexible resonant raft (a continuum structure) . 
This paper is especially relevant to the present thesis because Farley's continuum 
model is mathematically similar to the "limp-beam" model introduced in the latter 
part of the thesis. 
A different category or papers that is related to the general topic of this thesis 
is concerned with the propagation of ocean waves past rigid cylinders at the water 
surface. For the case when the cylinder was semi-infinite, with a diameter comparable 
to a wavelength, and not moving, and when the incident wave was a head-wave, Ursell 
in an important paper in 1968, [23], showed that there was no asymptotic limit to 
the disturbance in the vicinity of the cylinder, no matter how far behind the "nose" 
of the cylinder. The analysis was carried out for a linearized theory. A possible 
interpretation of his results is that the transition region between the cylinder and the 
incident wave at distances from the cylinder is analogous to the border between an 
illumina,ted region and a shadow zone, which, in the usual theory of diffraction, tends 
to increase with distance along the shadow-zone boundary. In a subsequent paper, 
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published in 1977 [24], Ursell examined the case when the wavelength was much larger 
than the cylinder radius, and found that the diffracted disturbance near the cylinder 
became significant only when the distance along the cylinder became substantially 
large compared to a wavelength. The analysis given is highly mathematical, but the 
results seem to affirm the assertion in the present thesis that the disturbance in the 
vicinity of a cylinder is unaffected by the presence of the cylinder providing that the 
diameter of the cylinder is small compared to a wavelength and providing that one 
is not too far back from the .nose of the cylinder. Ursell 's remarks are comparable to 
those in the present thesis that conclude that scattered and re-radiated waves can be 
; 
neglected provided that ( ka) ( kL) 112 is small compared to unity. Here a is the radius 
of the cylinder and L is the overall length. 
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Chapter 2 
Fundamentals of Water Waves 
Water waves are extensively discussed in various undergraduate textbooks on 
fluid mechanics and their scientific understanding dates back to Isaac Newton, and 
reached close to its modern form with the publication of a paper in 1776 by Laplace 
[25]. The topic is rarely included in undergraduate courses in fluid mechanics, at 
least those intended for mechanical and aeronautical engineers, so it is anticipated 
that much of the intended readership of this thesis will be unfamiliar with the under-
lying mathematical concepts. In the present chapter, the subject is briefly reviewed 
and presented in a form that seems most nearly applicable to the discussion of the 
mechanics of ocean wave energy conversion devices. The discussion of the basic prin-
ciples here is similar to what can be found in the archival literature,such as in the 
books by Mei[26], Lindsay[27], Lamb [28], and Stoker [29]. In the initial portion of 
this chapter, the emphasis is on the pressure fluctuations associated with water waves 
rather than on the fluctuations of a velocity potential. One reason for this emphasis 
is that t he subsequent analysis requires an understanding of the forces exerted on 
partially submerged objects because of such pressure fluctuations. Also, the use of 
a velocity potential is not justifiable when one takes the viscosity of the water into 
account , and subsequent portions of the thesis are concerned with the effects of vis-
cosity on the dissipation of the vibrations of components of energy conversion devices . 
Viscosity, however , is neglected in t he discussions in the present chapter. 
2.1 Coordinate system and principal physical variables 
Throughout the present thesis, they coordinate (see Fig. 4) is taken as extending 
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vertically downwards from the nominal water surface (sometimes referred to as the 
standing water level, abbreviated SWL). This choice of y (rather than z ) as the 
downward direction has some advantages when one restricts the analysis to two-
dimensions, where the natural choice of Cartesian coordinates is x andy. Taking the 
y axis as extending downwards , rather than upwards, is done so that the dying out 
of disturbances with increasing depth is more evident in the mathematical analysis. 
The choice does have some disadvantages , as it seems more natural that one think 
of upward motion of a heaving body as being positive. At the risk of confusion, any 
upward displacement of the water surface is here considered to be positive. Thus, the 
variable TJ(X, z , t) describes the upward displacement of the water surface at time t 
at a point having the Cartesian coordinates: x , -TJ, and zAn effort is made in what 
follows to minimize any confusion that may be introduced by these choices of sense 
of direction. 
The x and z coordinates are horizontal coordinates. If an incident wave is 
propagat ing on the surface in a given direction, then the x direction is chosen to be 
that of the direction of propagation. The z direction would then be the horizontal 
direction making a right angle with the direction of propagation. 
The water in the ocean is subject to the downward force of gravity, and the 
acceleration of gravity is denoted by g, whose value can be taken as 9.8 m/s2 to 
sufficient accuracy for the present purposes. The water is assumed incompressible, 
and the density (mass per unit volume) is denoted as Pw, whose value can be taken 
as 1000 kg/m3 . Also, for the purposes of this thesis , it is sufficient to consider the 
density (or ambient density) as independent of position. 
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Figure 4: 
Direction of 
wave travel. 
> 
Parameters and coordinates used in this thesis. The y axis points 
downward, 'TJ is height of water wave above nominal surface level, the x axis points in 
the direction the wave is traveling, and H is the local water depth. 
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where Po is the pressure in the absence of a wave disturbance and p' is the 
perturbation introduced by the water wave. The subscript "T" is an abbreviation for 
"total. " No such decomposition is needed for the fluid velocity, as it is assumed that 
the water is at rest in the absence of a disturbance. Thus, the symbol v is used for 
what might otherwise be denoted as v' . 
These two field variables, strictly speaking, have meaning only at points below 
the actual moving water surface (air-water interface) , because an Eulerian description 
of the fluid motion is being used here, where the independent coordinates are taken 
to be the actual Cartesian coordinates, rather than to be descriptors of where the 
fluid part icles happened to be at some given reference time. 
The two principal field variables of interest here are the pressure p(x, y, z, t) and 
the (vector) fluid velocity v(x, y , z, t). The pressure is decomposed into a static part 
and a fluctuating part, so that one writes 
I PT =Po+ P , 
2.2 Equations of fluid dynamics 
(2.1) 
The governing equations are taken here as the basic equations of fluid dynamics 
for an incompressible fluid . Also, viscosity, thermal conduction, and other dissipative 
effects are ignored. The principal reason that viscosity can be ignored is because 
the viscous term in the Navier-Stokes equation is typically much smaller than the 
i 
pressure--gradient term for circumstances associated with water waves. This assertion 
depends , of course, on the magnitudes of characteristic wavelengths and frequencies. 
Here , in terms of general order of magnitudes, the wavelengths of interest are of the 
order of 100 m, and the frequencies of interest are of the order of less than a Hertz. A 
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suitable dimensionless number characterizing the relative unimportance of viscosity 
is the apparent water wave Reynolds number 
2 
(Re) = Pw9 
wv w3J.-l (2.2) 
where J.-l is the water viscosity (typically of the order of 0.001 kg/(m s)), and w = 2n f 
is a representative angular frequency of the water wave. The reciprocal of this number 
characterizes the relative magnitude of the viscosity term compared to the pressure 
gradient term. If one takes w = 1 rad/s, one arrives at a value of (Re)wv ~ 108 , so 
the neglect of viscosity seems amply justified. However, as discussed in a subsequent 
chapter, it becomes important just outside solid surfaces. 
With the assumptions just described, the relevant fluid dynamic equations ([30], 
[31] [32]) are 
'\7. v = 0, (2.3) 
Pw [ ~~ + (v • '\7) V] =- '\7pT + Pw9ey. (2.4) 
The first equation corresponds to the conservation of mass for an incompressible fluid 
and the second is Euler 's equation of motion for a fluid under the influence of gravity. 
As described above, the quantities Pw , PT , and v are the density, total pressure, and 
total fluid velocity, respectively. The vector ey is the unit vector in the y-direction 
(pointing downwards). 
In the absence of a disturbance (so that v = 0), the Euler equation reduces to 
(2.5) 
The x and z components of this hydrostatic equation guarantee that Po depends only 
on y. The y-component of the above equation is 
(2 .6) 
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which integrates to 
Po= C + Pw9Y, (2. 7) 
where C is the constant of integration. The pressure above the interface is the atmo-
spheric pressure Patm, and the pressure is continuous at the interface, so one has 
Po = Patm + Pw9Y· (2.8) 
During a wave disturbance, the atmospheric pressure does change, but it is ar-
gued here that , just above the moving interface, it remains very close to its ambient 
value. The underlying reason is associated with the relatively low density of air com-
pared to water (1.2 compared to 1000). The inertia term in the corresponding Euler 
equation governing the air motion is much less than that in the equation governing 
the water motion. The flow velocities are comparable, so the pressure gradient in 
air is much less than that in water. Consequently, throughout this thesis, the atmo-
spheric pressure is taken to be constant at the interface, with a value of the order of 
105 N/m2 . 
Another simplification is the elimination of the fluid convection term PwV • Vv 
on the left side of Euler 's equation. This relative importance of this term can be 
estimated, after the fact, by consideration of a water wave of amplitude TJ0 , with 
angular frequency w and wave number k, propagating over the surface of the ocean. 
The comparison yields the dimensionless number 
(2.9) 
where A is the wavelength of the water wave. (The subscript "nl" here is an abbre-
viation for "nonlinear. " ) At a representative location [16], the maximum significant 
wave height is 8 m and a representative wave length is 200 m, so the dimensionless 
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. number above is predicted to be of the order of 0.25. While this is certainly not 
tiny, it seems sufficiently small to justify the use of the linearization approximation. 
A casual reader may possibly think in terms of past observations of incoming waves 
breaking at a beach. However, the waves of interest here are in fairly deep water 
(depth circa 150 feet) and the ocean bottom is relatively fiat , so the amplification of 
amplitudes associated with a wave propagating upslope in shallow water near beaches 
does not occur. 
The insertion of Pr = Patm + Pw9Y + p' into the Euler equation, along with the 
neglect of the convective derivative term, leads to 
av I 
Pw at= -Vp' (2.10) 
which can be termed the linearized Euler equation. This has the same form as the 
linearized Euler equation that is generally used in acoustics [33]. 
Since the divergence of the fluid velocity is zero (because of the assumption that 
water is incompressible) , taking the divergence of both sides of the above equation 
yields 
(2.11) 
which is recognized as Laplace's equation [34]. 
2.3 Velocity potential formulation 
The more typical presentation in fluid dynamics of Laplace's equation as an 
equation governing the dynamics of an incompressible fluid is in terms of a velocity 
potential. For the case when the linearization approximation is valid, a simple for-
mulation can be obtained from the linearized. equations given above. Since the curl 
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of a gradient is zero and since the density is constant in the current formulation, it 
follows from the linearized Euler equat,ion that the time derivative of the curl of the 
velocity is zero. Since the disturbance was presumably zero at some remote time in 
the past, one can argue that the curl is zero for all times, so that 
V X v = 0. (2.12) 
Since the curl of a gradient is zero , this equation is satisfied if one can define a velocity 
potential <P so that 
v = V<P. (2.13) 
The linearized Euler equation suggests in turn that one can further define the velocity 
potential so that 
(2.14) 
The velocity potential would consequently also satisfy Laplace 's equation, 
(2.15) 
The implied analytical scheme would be to assume at the outset that a suitably 
defined velocity potential exists, and then to solve Laplace 's equation with appropriate 
boundary conditions for the velocity potential. Any analytical ambiguities that might 
remain would be pinned down so that the equations above lead to sensible predictions 
of the fluid velocity and the pressure perturbation. 
The derivation outlined above is based somewhat on the linearization approxi-
mation. However , with some broad assumptions, the validity of Laplace's equation 
for the velocity potential holds even for nonlinear disturbances. After the substitution 
of Pr = Patm + Pw9Y + p' , what results, after the use of a vector identity, for the Euler 
equation is 
av ( p' 1 2 ) 
- + v X (V X v) = - V - - -v . 
8t Pw 2 
(2.16) 
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Taking the curl of this equation yields an equation which is satisfied identically if the 
curl of the velocity field is zero. An examination [31] of this equation suggests that 
the equation actually rigorously requires that 
'\7 X v = 0, (2.17) 
providing this is so initially through the spatial region of interest. One then argues 
that a velocity potential should exist, for which 
v = V<I>. (2.18) 
The requirement that the fluid be incompressible then yields 
(2.19) 
One should note that his derivation implies no assumptions of small amplitude dis-
turbances. No linearization approximations have been made. 
With the inclusion of nonlinear terms, the relation between the pressure per-
turbation and the velocity potential is somewhat different from the simple form that 
results from the linearization approximation. With the replacement of v = V<I> , the 
Euler equation in its nonlinear form yields 
'\7 - =-V ---V<I>·'\71> . ( a<I> ) ( p' 1 ) at Pw 2 (2.20) 
One subsequently argues that there is some remote region where (with a suitable 
definition) the velocity potential, as well as the pressure perturbation, is identically 
zero, so that p' is related to the velocity potential by the relation 
, a<I> 1 
P = -p - + - p V<I> · V<I> . w at 2 w (2.21) 
This equation can be recognized as a generalization of the Bernoulli equation, often in-
troduced in undergraduate fluid-mechanics courses, to time-dependent circumstances. 
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This differs from the previously stated linear relation between pressure perturbation 
and velocity potential by the addition of a nonlinear term of (1/2)pwv2 on the right 
side. With this nonlinear term included, the pressure perturbation no longer satisfies 
Laplace's equation. 
2.4 Boundary conditions at the upper surface 
Boundary conditions at the upper surface of the water, which is a moving in-
terface, follow from the two basic requirements: (1) the pressure must be continuous 
at the interface, and (2) any fluid particle at the surface must remain at the surface. 
The first requirement yields 
PT (x , - 'T] [X, z, t], z) = P atm , (2.22) 
and the second requirement yields 
(2.23) 
where xP(t), yP(t) , and zP(t) denote the coordinates of any fluid particle that happens 
to be at the water surface. Taking the total time derivative of the latter relation yields 
(2.24) 
where the fluid velocity components are those associated with the point with coordi-
nates x, -ry (x, z, t) , and z 
Because these boundary conditions apply at the actual moving surface, rather 
than at a fixed surface, they are difficult to use in the mathematical solution of 
problems. One way of circumventing this difficulty is to first choose some fixed surface 
at a depth sufficiently great that there is always water at that depth during a time-
varying wave disturbance. This depth is here denoted as y = c:, and it is assumed 
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that this choice of reference depth is still sufficiently small that an expansion of the 
field variables in a power series in y - c converges up to the local height of the water 
wave. Such an expansion takes the form 
(2.25) 
( Ovy ) ( vy( -TJ) ~ vy(t) + f) - t - TJ) + ... . y y=~ . (2.26) 
Here, for simplicity, the dependences on the coordinates x and z, and on timet, have 
been suppressed. 
In regard to the first of these two expressions, the choice of t as guaranteeing 
that the point is in the water allows one to set 
Pr(c) = Patm + Pw9f. + p'(t), (2.27) 
( t) Y~' ~ Pwg + ( ~) y~' · (2.28) 
Thus, the first boundary condition takes the form 
1 (Op') p (t) = Pw9TJ + 7) (TJ + c) + .. .. 
y y=~ 
(2.29) 
In t he classification of terms in regard to relative magnit udes, one regards TJ and 
p' as first order, and their products as second order. The parameter c is selected to be 
of the same order as the maximum of the absolute value of TJ so it is also first order. 
Thus, to first order, the above becomes 
p'(t) = Pw9'TJ· (2.30) 
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Figure 5: Sketch depicting parameters used in the derivation of boundary condi-
tions at the upper surface. The y axis point downwards and Patm is the atmospheric 
pressure, which is argued to change negligibly under the influence of the water wave. 
The boundary conditions are first derived to apply at a small hypothetical distance 
e: below the ambient surface, but which is presumed to be larger than the greatest 
amplitude of the water wave. 
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As an approximate boundary condition, this equation is not entirely satisfactory, 
because of the inherent arbitrariness in the choice of the parameter c. However, as 
argued more extensively further below, the pressure perturbation is not expected 
to change appreciably over distances of the order of the wave height TJ. Thus, any 
predictions made with the use of this approximate boundary condition are expected 
to be insensitive to the choice of the parameter E. 
In the same spirit of approximation, the second requirement leads to the approx-
imate boundary condition 
(2.31) 
Here the minus sign results because the coordinate choice is to take the y axiS as 
extending downward, while TJ was defined as the height of the interface above the 
nominal (SWL) water surface. 
The insensitivity of the above derived approximate boundary conditions to the 
choice of E seems assured as long as the dimensionless quantity Nn1 in Eq. (2.9) is 
substantially less than unity. The y derivative of p' is expected to be of the order of 
2np' j A where A is a characteristic wavelength and one expects A to be substantially 
greater than ITJI· Thus, one is tempte~ to set E = 0 in the arguments of p' and vy 
in the two above equations, However, this is not quite allowed because, if TJ < 0, 
there will actually be no water at the considered point , and the proffered boundary 
conditions would then be either grossly wrong or meaningless. What seems to be the 
appropriate attitude is that these boundary conditions are to be used in the solution 
of boundary problems and that these solutions should be used only for the prediction 
of disturbances at depths greater than ITJimax· With this understanding, and given 
that the solution at such depths is insensitive to the choice of E, one can set E = 0 in 
the above boundary conditions. Doing this is analogous to the philosophy adopted in 
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linear acoustics [33] for prediction of the acoustic field in the vicinity of the surface 
of a moving piston mounted in a wall. 
In regard to using the approximate boundary conditions in the solution of bound-
ary value problems, one should note that the wave height TJ(x , z, t) does not explicitly 
appear in the fluid dynamic equations of motion. Because of this , the two derived 
boundary conditions have meaning only after the elimination of 'TJ. Doing this yields 
the single boundary condition 
8p' 
Pw9Vy =- fJt ' at y =E. (2.32) 
Alternately, one can take a time derivative of this relation, make use of they compo-
nent of the linearized Euler equation, and thereby derive the boundary condition 
at y =E. (2.33) 
Once the boundary value problem is solyed, one can obtain the wave height 'TJ from 
the relation 
p' 
TJ= - , 
Pw9 
where the pressure perturbation is evaluated at y = c. 
(2.34) 
In the use of these boundary conditions in the remainder of this thesis, the 
parameter E is taken as zero, and it is hoped that the above discussion will contribute 
to the understanding of the spirit in which the boundary conditions are used. 
2.5 Traveling waves on the ocean surface 
An adequate introduction, for the purposes of the present thesis , to the topic 
of wave waves propagating over the surface of the water, would seem to result from 
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consideration of a constant-frequency wave propagating in the x-direction. The dis-
turbance in such a circumstance is independent of the coordinate z , but does depend 
on the depth y. The Euler equation guarantees that there is no fluid velocity compo-
nent Vz, but one expects nonzero components, Vx and vy. 
Because the ocean properties are independent of the coordinate z , and because 
the wave is of fixed frequency, one can assume that the wave height function TJ(x, t) 
is described in terms of complex quantities by 
'Tl = Re { i]e-iwteikx} , (2.35) 
where i] is a complex number that gives the complex amplitude of the propagating 
wave. The quantity w is the angular frequency (rad/s) of the wave, and k is a number 
that depends on w and which remains to be determined. This number is here termed 
the wavenumber and is equal to 21r /A, where A is the wavelength of the disturbance. 
This use of complex numbers in wave propagation is very common in studies of 
acoustic wave propagation and of electromagnetic wave propagation. The choice of 
e-iwt, rather than eiwt, is the convention commonly used in the physics literature, and 
is what is assumed, for example, in typical textbook derivations of the Schroedinger 
equation [35]. 
For analogous reasons , one takes the various field variables associated with the 
traveling wave to be given by expressions of the form 
Vx = Re { Vx(y)e-iwteikx} ' 
Vy = Re { vy(y)e- iwteikx}' 
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(2.36) 
(2.37) 
(2.38) 
where the complex amplitudes p(y), vx(y), and vx(Y) are all functions of the depth 
coordinate y, rather than constants. 
When these quantities are inserted into the various field relations, various sim-
plified relations among the depth dependent complex amplitudes result because of 
the general theorem [33]: 
for all time t, 
then A= B. 
Consistent use of this theorem allows one to write the conservation of mass 
equation as 
·k~ dvy _ 
'1, Vx + dy - 0, (2.39) 
and to write the two nontrivial components of the linearized Euler equation as 
while Laplace's equation yields 
, A dp 
-'1-WPwVy =- dy' 
d2 ~ 
k2 ~ p 
- p + d 2 = 0. 
. y 
(2.40) 
(2.41) 
(2.42) 
While the bulk of the present thesis concentrates on the idealized case when the 
ocean is of infinite depth, it is expedient here to first consider the case when the ocean 
has finite depth H . The ocean bottom is idealized as rigid, so that Vy = 0 at y = H 
and, from the second component of Euler's equation, dpjdy = 0 at y =H. With the 
latter boundary condition, the solution of the ordinary differential equation above is 
p = K cosh[k(H- y)], (2.43) 
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where K is a constant and cosh denotes the hyperbolic cosine function. The boundary 
condition of Eq. (2.34) subsequently yields (with c: set to 0) 
so one has 
K = Pw9TJ 
coshkH ' 
~ _ ~ [cosh[k(H- y)J] 
p - Pwg'T) cosh kH ' 
~ _ ~ ~ [cosh[k(H- y)Jl 
V x - 9'TJ hkH ' w cos 
~ _ - ~ ~ [sinh[k(H- y)Jl 
Vy - 'l 9'TJ kH . 
w cosh 
(2.44) 
(2.45) 
(2.46) 
(2.47) 
The wave number k is determined with the boundary condition of Eq. (2.33) , 
which yields 
w2 
gk = tanhkH, (2.48) 
where tanh denotes the hyperbolic tangent. This dispersion relation indicates that 
the angular · frequency is a monotonically increasing function of k, or that k is a 
monotonically increasing function of w. 
Two limiting cases can be distinguished from the above analysis. 
2.5.1 Shallow water case 
In the limiting case corresponding to shallow water, the quantity kH is small, 
so that 
kH « 1; tanhkH ~ kH, (2.49) 
and one finds that the dispersion relation reduces to 
(2 .50) 
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This implies a constant phase speed of vph = [gH] 112 . 
The field variables in this limit are described by 
(2.51) 
A ( g ) 1/ 2 A 
Vx = H 'T] , (2 .52) 
A • A [1 y ] Vy = 2W'rJ - H . (2.53) 
Note that in this limit, both p and Vx are independent of the depth y. The vertical 
component Vy of the fluid velocity varies linearly with depth, starting with -OTJ I ot 
near y = 0 and going to 0 at y =H. Both of these limiting values are in accord with 
the imposed boundary conditions. 
One feature of this limiting case is that , near the top of the ocean (and for all 
depths), the motion of the water is predominantly back and forth, rather than up 
and down. This is evident since 
(2.54) 
and the presumption here is that kH « 1. This has major implications in the choice 
of where one should deploy wave energy conversion devices that depend on the wave-
induced heaving (up and down motion) of the device for the capture of energy. 
2. 5. 2 Deep water case 
In this limiting case, the quantity kH is large, so that, for finite depths y, 
1 
cosh [k(H- y)] ~sinh [k(H - y)] ~ - ek(H -y) 
2 
(2.55) 
Consequently, the dispersion relation reduces to 
(2 .56) 
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and the field variables are such that 
Vx = wi}e -ky. vy = iwi}e -ky. (2.57) 
All of these quantities decrease exponentially with depth, so the wave disturbance is 
confined to a fraction of a wavelength from the surface. 
In this limit , the fluid velocity components associated with the wave motion 
have the same magnitudes. Because these components have the same magnitude and 
differ in phases by 7r /2 , the fluid particles undergo a circular motion, where the radius 
of each circle is liJie-kY. When the wave is at its highest amplitude, the particle is 
at the highest point of the circle, and it is moving in the +x direction. When the 
wave has passed by to the extent that the height has returned to its neutral position, 
the particle has reached the point which is the furthest in the x-direction, and has 
a velocity that is directed downward. When the wave has progressed further so that 
the particle is below a wave trough, the particle has moved back so that it is now at 
the lowest point on its circular path, and it is now moving in the -x direction. The 
motion appears to be in a clock-wise sense to someone who sees they axis as pointing 
down and the x axis as pointing to the right. 
For waves in shallow water, the particles at the surface move in elliptical orbits. 
The sense of "rotation" is the same as described above, but the horizontal extent of 
the ellipse is greater than the vertical extent. 
2.6 Power transported by ocean waves 
One measure of the possible power that is potentially available for conversion 
to useful power by wave energy conversion devices is the power that is carried by a 
traveling wave. If such a wave is traveling over the surface, the pressure perturbation 
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p' exerts a force per unit area on fluid particles in the water below the wave. This 
force per unit area times the fluid velocity component in the direction of propagation 
gives the power per unit area transported by the wave, which corresponds to an 
instantaneous intensity of 
I(x , y, t) = p'(x, y , t)vx(x, y, t). (2.58) 
Here, as in the previous section, it is assumed that there is no z-dependence and that 
the wave is propagating in the +x direction. 
For a wave of constant frequency, with wavenumber k, it follows from Eq. (2.40) 
that 
(2 .59) 
so that 
0 w 2 1 k 12 I(x , y, t) = Pw -kVx = --p. 
~ PwW 
(2.60) 
This quantity is consequently always positive but fluctuates between zero and some 
maximum with a period of 1r jw. An appropriate measure of the intensity from the 
standpoint of long-term capturing of energy is the time average, which is just half 
of the maximum value. Given the representation of the field quantities in terms of 
complex numbers, as in Eq. (2.36), the maximum is just the absolute value of the 
complex amplitude. Thus, one has 
(I) = Pw kg2 li7l 2 [cosh(k[H- y])] 2 
2w coshkH (2.61) 
for the time average of the intensity associated with maximum height liJI of a wave 
propagating on the surface of an ocean of depth H. The brackets here denote a time 
average. 
35 
The power transported per unit length of wave crest is the integral of the above 
expression over depth y, which can be expressed as 
1H g2 1 lkH (J) dy = Pw-liJI 2 2 cosh2 f, df,, 0 2w cosh kH 0 (2.62) 
where f, = k(H- y) is a dummy variable of integration. The indicated integration 
can be performed in a standard manner and yields 
l kH 1 cosh2 f, df, = - [sinh kH cosh kH + kH] . 0 2 (2.63) 
Then, with the expression from Eq. (2.50) for the dispersion relation inserted, one 
finds 
(I) dy = -pw2.__ liJI 2 F(kH) , .1H 1 2 
0 4 w 
(2.64) 
where 
F(kH) = kH +sinh kH cosh kH 
cosh2 kH (2.65) 
This function is plotted in Fig. 6 and one may note that it is nearly equal to unity 
for kH > 1. 
2.6.1 Alternate expression in terms of group velocity 
The group velocity of a pulse of waves of nearly constant frequency can be 
expressed as [32] 
dw 
Vg = dk. (2.66) 
For water waves on water of depth H , the requisite differentiation using the general 
relation between w and k derived above yields 
2wv9 = gF(kH) , (2.67) 
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Figure 6: Graph of the function F(kH) that describes the depth dependence of 
the average power transported by a water wave per unit length of wave crest. The 
function attains a maximum value of 1.2 at kH ~ 1.2. The limiting cases of shallow 
water and deep water are evident in the figure. 
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where F(kH) is the function defined above. With this identification, the power 
transported per unit length of wave crest can be alternately expressed 
(2.68) 
which is a remarkably simple-appearing expression. The same expression is given, 
albeit without a derivation, in the monograph by McCormick [4], so it is presumably 
well-known. 
There is a general theorem due to Rayleigh [36] that relates time-averaged energy 
density to time-averaged power transport, where the latter is equal to the group 
velocity times the former. In the present context, this would give 
1H (J) dy = Vg (£) (2.69) 
where (£) is the average energy associated with the wave per unit area of ocean 
surface. This formula yields the identification 
(£) = ~Pw liJI 2 (2.70) 
This simple-appearing expression for average energy density can be explained in 
terms of a theorem, also due to Rayleigh, that the average potential energy density 
in a wave is equal to the average kinetic energy density, consequently equal to one 
half of the total energy (potential plus kinetic) density. Consider a area patch 6.A 
where half of the water on the surface in a depth interval 'TJ is moved above the 
other half. Thus, a mass 6.m = (1/2)(6.A)Pw'TJ is raised a distance TJ and the work 
done is (1/2)(6.A)Pw9TJ2 . The time average of this per unit area is (1/2)Pw9(TJ2), or 
(1/4)Pw9liJI 2 . Multiplying this by 2 yields the above expression for(£) . 
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2.6.2 Shallow water case 
In what follows, the various formulas derived above are considered in the limits 
corresponding to shallow water and to deep water . 
In the shallow water limit, sinh 2K H ~ 2kH and cosh kH ~ 1, so 
F(kH) ~ 2kH, "" kH "" (kH)l/2 Vg "-' g- rv 
w 
and 
1H 1 g2 (J) dy ~ -pw-liJI2 kH. 0 2 w 
However, in this limit, wjk ~ (gH) 112 , so one arrives at the expression 
1H 1 (J) dy ~ -pwg3/2 Hl/21iJI2. 0 2 
2.6.3 Deep water case 
so 
In the opposite limit, when kH » 1, one has 
. 1 
smh 2kH ~ - e2kH · 
2 ' 
F (kH) ~ 1, 
1 
cosh2 kH ~ - e2kH 4 . 
g 
Vg= -. 2w 
The power transported per unit wave crest length consequently reduces to 
(I) dy = Pw9 liJI2 . 1H 2 o 4w 
Since w ~ (gk )112 in this limit , the above can equivalently be written 
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(2. 71) 
(2.72) 
(2. 73) 
(2 .74) 
(2. 75) 
(2. 76) 
(2. 77) 
2. 7 Rationale for using deep water idealization 
In the remaining portions of this thesis, the deep water approximation will gen-
erally be used. The reason for this is because the thesis is primarily concerned with 
energy conversion devices where principal components heave up and down under the 
influence of incident ocean waves. For a given wave amplitude, the wave energy per 
unit area of ocean surface is suggested l;>y the preceding derivations to be independent 
of the the depth of the water. However the power transported by the wave goes up 
with the depth. Thus, if one wishes to deploy such a device it would seem appropriate 
to place it so that the depth regime is more representative of deep water. However , 
one would also, for practical reasons, want to deploy the device close to the coast. 
Thus the question arises of how deep must water be before one considers it to be deep 
water. 
If one equates the two limiting expressions, shallow water and deep water, one 
estimates that the transition occurs at a value of kH where the two approximate 
values for F(kH) are equal, so that 
4kH = 2; 
Since k = 27T / ,\ this would imply that one desires 
,\ 
H > - . 
47T 
(2.78) 
(2.79) 
A more stringent condition results from asking for the value of kH for which F(kH) 
is within 10% of its asymptotic value of 1. The function F(kH) does not increase 
monotonically but has a maximum value of approximately 1.2 at kH ~ 1.2 and 
decreases thereafter and reaches 1.1 at kH ~ 2, so on this basis one would want to 
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reqmre 
A H> -. 
7r 
(2.80) 
A rough statement of this requirement is that the depth should be greater than 1/3 
of a wavelength. 
A representative wavelength is of the order of the order of 100m, so one would 
desire the depth to be greater than 30 m. For the Pelamis device, for example, the 
manufacturer has specified that the water depth be greater than 50 m, so the deep 
water idealization should be applicable. In the hypothetical system suggested by 
EPRI [16] for deployment to the east of Wellfleet , MA, the site depth was stated to 
be between 50 and 60 m. 
What should be emphasized at this point is that the use of the deep water 
idealization does not place much of a restriction on the water depths at which the 
devices are placed. There are, of course, many coastal regions where water depths are 
less than 30 m for some distance away from the shore. However , it is unlikely that 
anyone would place a heaving-type wave energy conversion device in such a coastal 
region. 
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Chapter 3 
Green's Function for a Point Source 
The present chapter gives a fresh derivation of an analytical expression for the 
Green's function corresponding to waves radiated by a small oscillating volume in an 
ocean of infinite depth. (See Fig. 7.) This Green's function is, in a sense, well-known, 
and one will find a derivation, for example, in the Handbuch der Physik article by 
Wehausen and Laitone [37]. The derivation here differs in form from that of those 
authors . A principal difference is that the present derivation makes extensive use of 
the theory of complex variables, but it is shown further in this chapter that the two 
results agree. Including a fresh derivation here is done for the convenience of referral 
in subsequent sections of the thesis. A primary emphasis is on determining the form 
of the waves that emerge on the ocean surface at great distances from the source. 
This analytical prediction is used in the analysis of the loss of potentially available 
convertible energy because of re-radiation of waves by the energy conversion device. 
The present author believes that the derivation given here is arguably simpler, but 
the reader should decide whether that is the case. 
3.1 Formal definition of the Green's function 
While t he detailed physical interpretation of the Green's function is certainly of 
interest, such is deferred to a subsequent section of the chapter. It is expedient to 
begin the chapter by giving a formal definition of the Green's function in terms of 
mathematical equations. 
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\ 
Source 
y 
.I (0, Yo, 0) 
Figure 7: Sketch illustrating the concept of a Green's function. A hypothetical 
point source of "unit strength" is located at a point r 0 and one asks for the "dis-
turbance" at a distant point r. The above figure takes X 0 = 0 and z0 = 0, but the 
horizontal symmetry of the hypothetical ocean implies that the Green 's function will 
depend on X 0 , x, Z 0 , and z only in the combinations lx- xal and lz- zo l· As indi-
cated in the sketch, one consequence of the point source excitation is a water wave 
propagating on the surface radially outward from the vertical line passing through 
the source. 
43 
The Green's function G(TITo ) corresponds to a "pressure-like" disturbance that 
is oscillating at angular frequency w. The time-dependent disturbance can be consid-
ered to be of the form 
(3.1) 
where A is a (possibly complex) constant. Here the vector T0 corresponds to the 
location of the source and the vector T corresponds to the location of the observer 
(listener). In accordance with the emergence of Laplace 's equation as being the 
principal partial differential equation governing water waves, as is evident in Eqs. 
(2.11) and (2.15) in the preceding chapter, the Green's function satisfies the Poisson 
equation 
2 A V' G = -47f6 (T- To) , (3.2) 
where 
6 (T- T 0 ) = 6(x- X 0 )6(y - Yo)6( z - Z0 ) (3.3) 
is a product of three Dirac delta functions, each defined to be such that they are zero 
except near where their arguments are zero and to be such that 
(3.4) 
where ,0. is any small finite number. For the most part, the mathematical interpreta-
tion here of such functions follows that of Lighthill [38] . The presence of the factor 
of -47f on the right side of the partial differential equation is in accord with the 
convention set by Morse and Feshbach [39] . 
At the nominal location of the ocean surface (here taken as y = 0), the Green's 
function satisfies the same boundary condition (in the linear approximation) as does 
the pressure perturbation for a disturbance, as is discussed in the previous chapter. 
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Given that the disturbance is of constant frequency, the Eq. (2.33) derived in the 
previous chapter leads to 
at y = 0. (3.5) 
Here the direction of increasing y is downward into the ocean. Since the deep ocean 
idealization is being used here, the function G is expected to go to zero at large y. 
It should also go to zero at large horizontal distances r from the vertical line passing 
through the source. 
The partial differential equation, plus the boundary conditions just stated, are 
insufficient to uniquely determine G. The ambiguity is in principle removed if onere-
quires that G, when considered as a function of the angular frequency w. corresponds 
to the Fourier transform of a causal function. A causal function is a function that 
vanishes for all times before some arbitrary stipulated start time. This is discussed 
in a recent paper by Pierce and Thiam [40]. 
One aspect of the lack of uniqueness is that there is an ambiguity as to whether 
waves excited on the surface will appear to be propagating radially outwards or ra-
dially inwards. A possible way of resolving this ambiguity is to impose a counterpart 
of the Sommerfeld radiation condition [41], which for the case at hand, would be 
(ac A) lim vr ~ - ikwG = 0 r--+oo uT (3.6) 
for all finite values of the depth y. Here [see Eq. (2.56)] 
(3.7) 
is the wavenumber for water waves on deep water. This Sommerfeld radiation condi-
tion requirement, however, requires a prior knowledge of the details of the solution, 
so it is awkward to apply it in a systematic solution. 
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What appears to be the most straightforward way of guaranteeing a unique 
solution is to "insert a little damping" into the formulation. This is a mathematical 
trick first used by Rayleigh [42]. One does this by first solving for a function GE, which 
satisfies the boundary condition [replacing the boundary condition of Eq. (3.5)] 
at y = 0, (3.8) 
where c: is a small positive real number. One requires, for nonzero c:, that Ge ----+ 0 as 
r ----+ oo, where r is the horizontal distance from the source. Once one has found an 
appropriate Ge, the desired Green's function is found as the limit · 
(3.9) 
Given the formal definition of the Green's function outlined above, the expression 
that is derived in subsequent sections of this chapter is 
(3.10) 
where the integration contour C proceeds (see Fig. 8) along the real k axis from 0 to 
oo, but makes a small downward detour near kw so that it passes below the pole at 
kw. Here ]0 ( kT) is the Bessel function of zeroth order, and the distances r and R are 
defined as 
r = [(x- X0 ) 2 + (z- Z0 ) 2] 112 , 
R = [r2 + (y - Ya)2J 1/ 2. 
(3.11) . 
(3.12) 
The first of these is the horizontal distance from the vertical line passing through the 
source, and the second is the direct distance from source to observer. 
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h11{k) . 
Figure 8: Contour of integration in the complex k plane used in evaluation of 
the Green's function for a point source. The horizontal axis is the real axis and the 
vertical axis is the imaginary axis. The contour passes below the pole at k = kw on 
the real axis. 
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As is discussed further below, the first term in this solution given above satisfies 
the Poisson 's equation (3.2) identically. The second term satisfies Laplace's equation 
because the Bessel function is such that 
(3.13) 
so that 
(3.14) 
That the solution satisfies the upper boundary condition and the radiation condition is 
less obvious, but that this is the case is established during the course of the derivation. 
The expression in Eq. (3.10), while formally correct, is not the preferred expres-
sion for the Green's function from the perspective of the present thesis. The preferred 
expression, also derived further below, is 
(3.15) 
where 
(3.16) 
The quantity H~1)(kwr) is the Hankel function of the first kind, and Ko(~kwr) is the 
modified Bessel function of the second kind and zeroth order, which may be regarded 
as being defined by the integral 
(3 .17) 
when its argument is real and positive. 
48 
3.2 Small sources of fluctuating volume 
Th physical significance of the Green's function is here explained in terms of pre-
dicting the disturbance excited by a small immersed object whose volume is oscillating 
with time. 
The radiating object is nominally located at the point T 0 and its volume 1s 
presumed to be given by 
Vsource = Vo + (6V) cos(wt), (3.18) 
where V0 is the average volume, and ( 6 V) represents the amplitude of the volume 
fluctuation. No restriction is placed on the relative values of (6V) and V0 , other than 
that Vsource should always be positive. 
The net volume of water flowing per unit time flowing out of a surface S enclosing 
. the source (see Fig. 9) equals the rate of volume change of the source, so that 
1 ds dVsource v·n =---s dt ' (3. 19) 
where n is the local unit normal vector to the (arbitrary) surface S and v is the local 
fluid velocity. One notes that this equation is consistent with the equation 
(3.20) 
That this is so follows from integration of both sides over the volume V enclosed by 
the surface S. Gauss 's theorem requires 
l V · v dV = is v · n dS, (3.21) 
while the integration property of the Dirac delta function requires that 
lb'(T- T0 ) dV = 1. (3.22) 
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v '"~ ••  
Figure 9: Sketch of a hypothetical small volume of nominal volume V0 , which is 
fluctuating in total volume. The unit vector n is normal to the surface enclosing the 
volume. The surface integral of the surface velocity dotted with the unit normal gives 
the time derivative of the actual volume enclosed by the surface. 
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The observed consistency does not guarantee that the change of formulations will 
necessarily result in the answer, but one expects such to be so at distances R from 
the center of the source that are sufficiently large compared to some representative 
length a characterizing the source. This assertion can be verified using the method 
of matched asymptotic expansions [33]. 
The above Eq. (3.20) , which replaces the conservation of mass equation by 
an equation with a source term, can be used to derive a Poisson's equation for the 
pressure perturbation. Taking the divergence of the linearized Euler's equation, Eq. 
(2.10) , yields 
a 2 1 Pw Ot V • V = -\7 p . (3 .23) 
Then, insertion of the expression for the divergence of the velocity from Eq. (3.20) 
yields 
n 2 1 = _ ( d2"Vsource) s:( _ ) 
V P Pw dt2 U T T 0 . (3.24) 
The constant frequency counterpart of the above equation results from the ob-
servation that 
(3 .25) 
Consequently, one has 
(3.26) 
as the Poisson's equation for the complex amplitude of the pressure perturbation. 
The relation between the quantity p for the problem just described to the Green's 
function G is obtained from comparison of Eq. (3.26) to Eq. (3.2). Such a comparison 
yields the identification 
1 A p = --w2 pw(flV)G. 
47!' 
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(3.27) 
Since the boundary conditions on both p and G are homogenous and linear , the 
proportionality constant is irrelevant to the satisfaction of the boundary conditions. 
Thus, the above expression for p is the appropriate solution for the complex amplitude 
of the pressure perturbation caused by a small source with oscillating volume. 
3.3 Surface boundary condition incorporating damping 
As discussed in an earlier section [see Eq. (3.8)], it is convenient to incorporate 
a fictitious damping term in the boundary condition at the water surface, and to take 
the limit as the damping constant goes to zero. Here a brief derivation is given for 
the modified boundary condit ion. The two approximate condit ions, Eqs. ( 2.30) and 
(2.31), that involve the wave height are 
at y = 0, (3 .28) 
and these, on elimination of ij, yield 
at y -:- 0. (3.29) 
In the derivation of the upper boundary condition in the preceding chapter , the 
quantity vy was expressed in terms of t he y derivative of p with use of the y-component 
of the linearized Euler equation, 
av I 
Pw at= -Vp . (3.30) 
Here, instead of using this equation, one uses a modification suggested by Rayleigh 
[42], where one adds a dashpot term to the right side, so that one has 
(3.31) 
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where E is a small positive parameter. One can show that this term leads to a 
dissipation of energy. It is not a realistic damping mechanism, but insofar as one 
only wants the solution in the absence of damping, one argues that "any damping 
mechanism will do," providing that one eventually takes the limit . 
They-component of this modified Euler equation, expressed in terms of complex 
amplitudes, is 
( 
• ) A oft Pw - zw + E Vy = - oy ) (3.32) 
so the boundary condition of Eq. (3.29), after elimination of vy, becomes 
( ) 
A oft 
w w + iE P + oy = o at y = 0. (3.33) 
Since the Green's function should satisfy the same boundary condition as does 
p, one now has 
A act 
w (w + ic) G€ + g oy = 0 at y = 0. (3.34) 
The presence of the subscript E here is to indicate that the Green's function depends 
on the choice of the fictitious damping factor E. 
3.4 Mathematical derivation of the Green's function 
An appropriate preliminary step in the derivation of the Green's function as 
defined in a preceding section is to first find the Green's function for the special 
. case when there are no boundaries. One calls this the free-space Green's function, 
abbreviated here as Grs · Symmetry requires that Grs should depend on only the 
radial distance R representing distance from the source. Integration of the Poisson's 
equation of Eq. (3.2) over a sphere of arbitrary radius R, with subsequent use of 
Gauss 's theorem, yields 
(41f R2) dGrs = _ 41f dR ' 
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(3.35) 
where the quantity 47r R2 is the surface area of the sphere and the indicated first 
derivative on the left side is the normal component of the gradient. 
The above equation is recognized as a first order differential equation and its 
solution is 
~ ' 1 
Grs = R +K, (3.36) 
where K is a constant of integration. The requirement that Grs should go to zero at 
large distances leads to K = 0, so that 
~ 1 
Grs = R. (3.37) 
The absence of a multiplicative constant in front of the 1/ R is because of the use of 
Morse and Feshbach's convention of multiplying the delta function on the right side 
of the Poisson 's equation for the Green 's function by -47r. 
Knowing that one has a particular solution of the Poisson equation, one can take 
the Green's function that conforms to the imposed boundary conditions to be of the 
form 
A 1 
G = R +u, (3.38) 
where the function u remains to be determined. It is known, however, at the outset 
that it satisfies Laplace 's equation 
(3 .39) 
Because of the anticipated difficulty in having the overall solution satisfy causal-
ity, one begins by first finding the function u€ so that the sum of the two terms satisfy 
the dashpot-augmented boundary condition of Eq. (3.34). The technique that is 
used for the further development of the solution is to express the solution as a double 
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Fourier integral in x and z . To make doubly certain that the integrations converge, 
one inserts a Gaussian factor into the integrand. With this insertion, one has 
u =lim lim uE E8 , E--t0 E8--t0 ' (3.40) 
where 
U = ;·oo ;·oo . 1, (y Y k k ) eikx[x-xo]eik, [z -zo] e- E8 [k~+kildk dk E,E8 'f'E l . Ol Xl Z X z· 
-00 -()() 
(3.41) 
Here c15 is a small positive number that is, as indicated above, eventually allowed to 
go to zero. The integrand factor 'lj;E remains to be determined. The integration paths 
extend along the real axes of the integration variables kx and kz. 
In a similar manner one writes 
! ( 1) 
R = H~o R E
8
' 
(3.42) 
where 
(3.43) 
There is no c-dependence here because the free-space Green's function is not subject 
to any boundary condition at the upper surface. 
To find the function ¢>, one first replaces t he delta function t5(x- xa) on the right 
side of the Poisson equation, Eq. (3.2), by 
(3.44) 
This can be integrated and yields the expression 
(3.45) 
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This, in the limit of very small c6 , has all the properties of the Dirac function. Its 
area integral is unity, and its graph resembles a sharp spike centered at the point 
where x = X 0 . A similar replacement is used for 6(y- Yo)· 
With the various substitutions just discussed, one finds the Poisson 's equation 
is satisfied provided the integrand factor ¢ satisfies the inhomogeneous ordinary dif-
ferential equation 
(3.46) 
where 
(3.47) 
The solution of this equation which goes to zero at large IYI and which is con-
tinuous at y =Yo· is 
(3.48) 
where A is a constant to be determined. This is found from a "jump-condition" 
derived from integration of both sides of Eq. (3.46) over a short interval centered at 
Yo· The derived jump-condition is 
1 (3.49) 
Here the + and - superscripts denote the derivatives on the two sides of the point 
where the argument of the delta function is zero. 
Insertion of Eq. (3.48) into this jump condition yields 
so one arrives at the solution 
1 
-2kA = -- , 
1r 
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(3.50) 
(3.51) 
Because the function u satisfies Laplace's equation, rather than Poisson's equa-
tion, the function '1/;E in Eq. (3.41) satisfies a homogeneous differential equation, which 
lS 
(3.52) 
Since this must go to zero as y -t oo, the appropriate solution is 
(3.53) 
where BE possibly depends on Yo, kx, ky, and E. 
To determine the quantity BE, one notes that the boundary condition of Eq. 
(3.34) is satisfied if 
( w[w + ic:] + g!) { ¢ + '1/;E} = 0 at y = 0. (3.54) 
It is presumed here, without loss of generality, that Yo > 0. Thus the imposed 
boundary condition yields 
1 (w[w + ic:] + gk) - ke- kYo + (w [w + ic:]- gk) BE= 0, 
27r 
and this in turn yields the result 
with the definition 
kwE=w[w+ic:]_ 
' g 
(3.55) 
(3.56) 
(3 .57) 
This latter quantity reduces to the water-wave wavenumber kw = w2 / g in the limit 
as c: -t 0. 
Because the quantity '1/;E depends on kx and kz only through the parameter k , 
it is appropriate to transform the double integration kx and ky in Eq. (3.41) to one 
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over cylindrical coordinates, k and ek, so that 
(3.58) 
(3.59) 
with appropriate definitions for the angles e and ek. The quantity T is the horizontal 
radial distance given by Eq. (3.11). 
The resulting integral over (h results in a Bessel function, since 
(3.60) 
regardless of the horizontal direction from the source to the observer. 
At this point, the convergence of the integration over k does not require the 
inclusion of a convergence factor, so one can take the limit of E8 ---+ 0. The resulting 
expression for uE is 
j·oo k k h = J (k ·) + w,E - k(y+yo) dk uE o 1 k- k e . 
0 W , f 
(3.61) 
Here the integrand is finite all along the path of integration, and one can prove that 
the result is finite providing the parameter E is positive. (The proof is trivial if y +Yo 
is positive and nonzero.) 
The process of taking the limit as the dashpot damping constant E goes to zero is 
facilitated by regarding the integration variable k as being a complex variable. Given 
this viewpoint ,the integral in Eq. (3 .61) can be regarded as an integration along a 
path in the complex k-plane, where the integrand is, for the most part, an analytic 
function of the complex variable k = kR + ikr . There, however, is a pole at k = kw,E, 
and one one will note, from Eq. (3.57), that this pole is in the first quadrant , slightly 
above the real axis . In Eq. (3.61), the path is along the positive real axis, but one 
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can deform this path without changing the value of the integral (in accordance with 
Cauchy's theorem) providing the process of contour deformation does not cause the 
contour to pass over the pole. If the original contour passes below the pole, then the 
deformed contour must also. After the contour is deformed to a new contour C that 
passes below the real axis in the vicinity of the pole, one can let E --+ 0, so that the 
pole falls on the real axis . In this manner, one achieves the result, previously stated 
in Eq. (3.10) , of 
G = I_ + 1 J (kr) k + kw e-k(y+yo) dk 
R c 0 k-kw . (3 .62) 
3.5 Comparison with result of Wehausen and Laitone 
The corresponding result that Wehausen and Laitone derived in their Encyclo-
pedia article of 1960 [37] appears as their Eq. (13.17"). In the notation of this thesis, 
their result is 
(3.63) 
where PV abbreviates principal value. The subscript WL is an abbreviation for 
Wehausen and Laitone. 
The equivalence of the two expressions follows (see Fig. 8) if one splits the inte-
gration along the contour C in Eq (3.62) into three contributions: (1) an integration 
along the real axis from 0 to kw - E,and (2) a contour integration along a semicircle 
of radius E, and (3) an integration along the real axis from kw + E to oo. Here E is 
an arbitrarily small number, and the understanding is that one is to take the limit as 
E --+ 0. For the first and third portions of the split , one has 
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(3.64) 
and one recognizes this as the second term in Wehausen and Laitone 's expression. 
The integration along the semicircle can be rewritten, using a change of integra-
tion variable to ¢, where k = kw + cei<f> and given that E is small, as 
(3.65) 
This is recognized as the third term in Wehausen and Laitone's expression. Thus, it 
is established that 
GwL =G. (3.66) 
Neither result agrees with what is stated in a more recent article by Newman 
[43], and it is suggested here that Newman made a transcription mistake when writing 
his Eq. (7.9) . 
3.6 Water waves and the Green's function 
The Green's function described by Eq. (3.62) does not explicitly exhibit the 
water waves traveling over the water surface. However, some analytical manipulations 
brings out this feature of the solution. To this purpose, one makes the substitution 
(3.67) 
where H61) (kr) and H62 ) (kr) are the Hankel functions of the first and second kinds , 
respectively. The equation given above is an identity resulting from the definition of 
the Hankel functions. 
The Hankel functions are not analytic throughout the complex k-plane because, 
for both of them, the origin is a branch point. However, one can choose appropriate 
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branch cuts for each of them so that H~1)(kr) is .analytic in the upper right quadrant 
and so that H~2)(kr) is analytic in the lower right quadrant. One notes that , with 
this placing of the branch cuts, 
(3.68) 
H~2) ( kr) ---+ 0 as k ---+ -ioo. (3.69) 
Furthermore, the manner in which the limit is approached in both cases is an expo-
nential decay. Thus one can deform (Fig. 10) the contour C for the H~1 ) term so 
that the integration proceeds up the positive imaginary axis and one can deform the 
contour C for the H~2) term to go down the negative imaginary axis. However, the 
first so-mentioned contour deformation causes the contour to pass over the pole on 
the real axis at k = kw. This, however, can be taken into account by an additional 
contour integral contribution taken as a closed circle which proceeds around the pole 
in the counter-clockwise sense. 
With the substitutions and contour deformations just described, one has 
f k + kw Jo(kr)e-k(y+yo)dk = UPTERM + DOWNTERM + POLETERM, (3.70) Jc k- kw 
where 
UPTERM = ~ ;·ioo k + kw H(1)(kr)e-k(y+yo)dk 
2 k-k 0 ' 0 w 
(3.71) 
DOWNTERM = ~ ; -ioo k + kw H(2 ) (kr) e-k(v+vo)dk 
2 k-k 0 ' 0 w 
(3. 72) 
POLETERM = ~ f k + kw H(1)(kr)e- k(y+yo)dk. 
2 k-kw 0 
(3.73) 
In the latter case, the contour is a small circle that circles the pole at kw in the 
counter-clockwise sense. 
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POLETERM 
Re(k) 
Figure 10: Sketch indicating the contours for the evaluation of the three terms 
that contribute to the evaluation of the Green's function for a point source. One term 
corresponds to integration along the positive imaginary axis. Another corresponds to 
integration along the imaginary axis, and a third circles the pole on the real axis. 
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For the first term in the above indicated sum, one changes the variable of inte-
gration to s, where k =is. One also recognizes that 
(1) 2i H0 (isT) = --K0 (sr), 7r (3.74) 
where K 0 (sr) is a modified Bessel function. Thus one has 
(3.75) 
A further change of integration variable that reduces the complexity somewhat is that 
where one integrates over~' where s = kw~· Doing such yields 
(3.76) 
For the second term, one changes the variable to s, where k = -is, and one 
recognizes that 
(2) 2i H 0 ( -isr) = -K0 (sr). 7r 
Consequently one has 
DOWNTERM = ~ 100 -is+ kw K
0
(sr)eis(y+yo)ds , 
7r o -'lS- kw 
or, with a change of integration variable to ~, 
(3.77) 
(3.78) 
(3 .79) 
One notes that the two expressions in Eqs. (3. 76) and (3. 79) differ only in that 
their integrands are complex conjugates of each other. 
The remaining term, the pole term, is evaluated by the residue theorem, so that 
one has 
(3.80) 
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One should note that this term, when regarded as a function of T has the form 
associated with cylindrical wave spreading out from the vertical line where r = 0. 
With the various identifications just described, one arrives at the following al-
ternate expression for the Green's function 
(3.81) 
where 
(3.82) 
One notes that the first and third terms in Eq. (3.81) are real, so the only term 
that can correspond to wave propagation is the second term, which is complex. (The 
derivation here is motivated somewhat by the analysis in the paper by Magliula et 
al. [44].) 
For large values of kwT and moderate values of kwY and kwYo both the first and 
third terms in the Eq. (3.81) decrease as 1/T and they become insignificant compared 
to the second term, which decreases as 1/ y'r. Thus, with the Hankel function in the 
second term replaced by its asymptotic limit, one has 
(3.83) 
' 
Apart from the factor 1/ y'T, which accounts for cylindrical spreading, t his expression 
has the same dependence on propagation distance and depth as does the previous 
expression in Eq. (2.57) for surface waves propagating over the surface, for the case 
when the wave crests are straight lines . Here, however, the crests are circles. 
3. 7 Green's function at small horizontal distances 
The third term in the expression of Eq. (3.81) for the Green's function will 
ordinarily require some numerical integration, but it can be suitably approximated 
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in various limiting cases. One method for deriving such approximations begins with 
the replacement of the modified Bessel function of the second kind and zeroth order 
by the integral, 
Ka(s) = 1oo e-scoshtdt. (3 .84) 
When this is inserted into the third term of Eq. (3.81) and the order of integrations 
is interchanged, one obtains 
(3.85) 
where 
(3.86) 
The approximation of interest here is for the case when both source and observer 
are near the surface, so that 
(3.87) 
and where kwT is either small or comparable to unity. In these circumstances 
R~-2 re- 1] 
7r e+1 · (3.88) 
A change of integration variable to s = ~ kw T cosh t subsequently yields 
M w -sd 2 100 [s2 - (k rcosht) 2 ] 
= 7rT cosh t o s2 + (kwr cosh t) 2 e 8 ' (3.89) 
The magnitude of the integral that appears above is less than 1, and it does have the 
value of 1 in the limit as kwT ~ 0. Consequently, it is a "reasonable" approximation 
for small kwT that one set 
M~ 2 
1rr cosh t 
(3.90) 
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The integral over the reciprocal of the hyperbolic cosine function is a standard 
integral and has the value 
100 1 100 d sinh t 17r /2 sec2 e 7f 0 cosh t dt = 0 1 + sinh 2 t = 0 1 + tan 2 e de = 2 
Consequently, one has the approximate result 
(3.91) 
(3.92) 
While the Hankel function term in Eq. (3.81) is singular in the limit of small r, 
the singularity is a logarithmic singularity and weaker than a 1/ r singularity. Thus, 
to leading order, the Green's function of Eq. (3.81) when both source and observer 
are near the surface, given the approximate result derived above, is 
A 2 
G------t - , 
r 
(3.93) 
where r is the horizontal distance separating the source and observer. This presumes 
kwr is small . Any correction /j.Q to this result is expected to be such that 
lim {r/j.G} = 0. 
r---+0 
(3.94) 
The factor of 2 in the expression on the right side of Eq. (3.93) may at first glance 
seem somewhat surprising, but is apparently an artifact of the surface boundary 
condition. This is analogous to the case in acoustics, where a point source near a 
rigid boundary produces an acoustic pressure that is double that of what is expected 
when the source is in an open space. 
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Chapter 4 
Electromechanical Components 
The customary means of energy capture by ocean wave energy conversion de-
vices is to convert some of the available power incident on the device, or incident 
on an extended region surrounding the device, into electrical power. The electrical 
energy that results from the conversion is typically converted into a form amenable to 
transport over moderately large distances and the energy in this form is transported 
to the shore. For the most part , the details of this process are not discussed in the 
open literature, and they are presumably regarded as proprietary by t he organizations 
that manufacture the devices. This is, of course, a very broad topic, and the present 
thesis does not address this topic to any appreciable extent. 
The concern in the present chapter is just how does one model an electrome-
chanical component of the overall syste~ from the standpoint of its effect on the 
mechanical portions of the system. The general premise adopted is that, to a reason-
able approximation, an appropriate model is that of one or more mechanical dashpots. 
Granted that such a model is appropriate, then the question that remains is that of 
what is the most appropriate choice for the dashpot constant. Knowing what the 
choice should be guides the detailed design of the device. 
4.1 Elementary mechanical example 
To explain how a dashpot model of a electromechanical component might be 
used in the analysis of an energy conversion system, the simple mechanical system 
shown in Fig. 11 is considered here. There are two massless objects, designated as 
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A and B whose displacement variables are YA and YB, These are connected by a 
spring with spring constant kw Also, B is connected to the ground by a dashpot 
with dashpot constant Cconv· Here the dashpot is intended to correspond to some 
electromechanical device that converts mechanical energy to electrical energy. The 
object A is caused to oscillate with fixed frequency at a given angular frequency w, 
so that 
( 4.1) 
YA is a complex amplitude that is independent of time. Here the use of ejwt for 
describing the time dependence is what is customary in vibration analysis, in contrast 
to the use of e-iwt for wave propagation analysis. (If desired , one can define j to be 
the same as -i.) 
The "equation of motion" for the point B follows from the requirement that the 
net force on the object B be zero, so that 
dYE 
ksp (YA- YB) = Cconvdt · ( 4.2) 
This equation, with the use of the theorem that complex amplitudes must be equal 
if the corresponding oscillating quantities are equal for all times, can be expressed in 
terms of complex amplitudes as 
and the solution for YB is 
A kYA YB=-----
k + JWCconv 
( 4.3) 
(4.4) 
The energy dissipated per unit time in the dashpot is taken to be the same as 
the power converted, and its time average is 
( 4.5) 
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cconv 
Figure 11: Simple mechanical mech1anical system of a spring and dashpot and no 
masses. The point A is caused to oscillate at a fixed frequency and amplitude and 
one asks for the value of the dashpot constant that would cause the energy dissipated 
the dashpot to be a maximum. 
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With an insertion of the expression in Eq. (4.4), this becomes 
. 2 2 
W Cconvksp 2 ((Power)conv) = k2 2 2 (YA)· 
sp + W Cconv 
( 4.6) 
The "design problem" that presents itself at this stage is how does one best 
choose the dashpot constant so as to maximize the power conversion. It is assumed 
that all the other parameters in Eq. ( 4.6) are preset. One notes that the power 
converted is zero when the dashpot constant is zero and that it goes to zero when 
the dashpot constant goes to infinity. The problem so posed is the same as that of 
seeking the value of :r for which the quantity 
X F(x) = --
1 + x 2 
(4.7) 
is a maximum. While the general graphical form of this function may be obvious 
to many readers, a graph of this is shown in Fig. 12, in the interests of clarity. 
Understanding this graph and understanding the analytical process that led to its 
appearance for this simple example is essential for the understanding of this thesis. 
The appropriate value of x at which F(x) is a maximum is found by the usual 
process of setting the derivative to zero and then solving for x. The result is x = 1 
and the maximum value of F(x) is 1/2. For the current example, the analogous value 
of xis 
so the maximum power converted is 
W Cconv 
X= 
ksp ' 
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( 4.8) 
(4.9) 
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Figure 12: Plot of the function F(x) = x/(1 + x2 ) . The function has a max1mum 
value of (1/2) and obtains this maximum at x = 1. 
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One may also note that (see Fig. 13) , when the dashpot constant is selected in 
this manner, the quantity Ys is 45° out of phase with YA , since 
(4.10) 
One therefore has 
(4.11) 
4.2 Force on a moving coil 
A prototype electromagnetic energy conversion component consists principally 
of a movable coil that is placed around a permanent magnet, shaped as a bar (i.e. , 
a bar magnet). (See Fig. 14.) The bar may possibly be segmented with successive 
segments of opposite polarity, and with non-magnetic materials between the segments. 
A sketch of the magnetic field lines outside the bar magnet is given in Fig. 15. The bar 
is centered on the z axis and its magnetic field is denoted, in cylindrical coordinates, 
by 
( 4.12) 
where er and e z are the unit vectors in the radial and "vertical" directions, 
The Lorentz force law (MKS units) states [45] that the force on a particle of 
charge q moving with velocity v in a magnetic field is 
F=qv X B. (4. 13) 
[This follows from the relativistic generalization [46] of Newton's second law to allow 
for the covariant expressing of the forces exerted by a tensor field on a point charge.] 
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Figure 13: Graphs of the time dependences of the displacements YA(t) and Ys(t) 
for the circumstances when there is maximum energy dissipation in the dashpot . The 
horizontal scale is is wt, where w is the angular frequency. 
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B 
B 
Figure 14: Sketch illustrating t he linear induction model discussed in the t ext. The 
north and south poles of the permanent magnet are specified with the letters N and 
8, respectively. The coil is assumed to be a perfect conductor. When the magnet is 
moving in the vertical direction , equal and opposite charges form at the two ends, A 
and B , of the wire comprising the coil, so that , in the external region, there appears 
to be a potential difference between the two ends. If a resistive conductor is placed 
across the two points a current will flow. 
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Figure 15: Sketch of t he magnetic field lines outside a segmented magnet . The 
overall magnet is idealized as being composed of a sequence of several small magnets 
oriented as shown in the figure. The letters S and N are for South and North , 
respectively. 
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For an element ds of wire carrying a current icur, the appropriate identification 
of qv is icur ds, so the force on this element of wire is 
dF = icur ds X B. (4.14) 
Here the direction of ds is the direction in which the current is flowing, and its 
magnitude is the differential length of the wire. If the sense of the current flow is 
counterclockwise around the z-ax:is when the quantity icur is positive, the differential 
ds becomes ds e9 , where ee is the unit vector in the azimuthal direction. With these 
identifications, one finds the net force in the z-direction on a coil with N turns out 
to be 
(4.15) 
where R is the radius of the coil. (The minus sign results because of the right-hand 
rule. The unit vectors er, ee , and ez are oriented in a right-handed manner , so that 
4.3 Voltage drop caused by a moving coil 
Another ingredient needed for the analysis of the electromechanical component 
being considered here is the apparent voltage drop caused by the motion of the coil. 
To this purpose, one considers the closed "path" indicated in Fig. 16 that 
encircles the magnet and which lies in a plane that is perpendicular to the z-ax:is. 
The radius of the path is denoted by R. 
One makes use of one of Maxwell's equations [47], that which has the form (MKS 
units) 
8B V X E= --
ot' 
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(4.16) 
Figure 16: Sketch illustrating the line-integral in the Maxwell-Faraday equation. 
The equation relates the line integral of the electric field E around a closed curve to 
the time rate of change of magnetic flux in the region enclosed by the curve. 
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where E is the electric field vector. This equation is sometimes referred to as 
the Maxwell-Faraday equation. Taking the dot product of both sides of this equation 
with ez and then integrating over the area enclosed by the path described above, and 
then applying Stokes's theorem, yields 
f ! 8Bz E · d£ = - atdA. ( 4.17) 
If the plane of the path is not moving, the magnetic field at any given point ap-
pears to be constant in time, so the right side of the above equation is zero. However, 
if the coil of wire is moving, then it is appropriate to consider a coordinate system in 
which the coil appears to be stationary and the magnetic field is changing with time. 
When one moves with velocity Vz in the z-direction, the local z coordinate increases 
with time, so that the apparent rate of change of Bz with time is 
( 4.18) 
One also notes that , since V' · B = 0, one can make the replacement 
( 4.19) 
Thus, one has 
( 4.20) 
Thus, one arrives at the relation 
(4.21) 
where Vz is the velocity in the z-direction with which the plane of the loop is moving. 
With a coil of N turns, one can consider a different circular path for each turn, 
so that LiE ·dl = 271" NvzRBr, 
n 
( 4.22) 
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One next considers that the coil is an open circuit, and considers the wire in the coil 
to be a perfect conductor. This means that, providing the coil is not a closed circuit, 
E = 0 along any portion of the path that lies entirely within the wire of the coil. 
However, the first and last turns are terminated. Let point A be the point that marks 
the beginning of the coil at the first turn and let point B be the point that marks the 
end of the N-th turn. If the circuit is t.ruly an open circuit , then no current can flow 
through the coil, but, to keep the electric field zero within the wire, charges of equal 
and opposite magnitude must form at the two ends of the coil, so that the coil acts 
as a capacitor with a stored charge. (See Fig. 17.) 
In the region external to the coil , the magnetic field is presumed negligible, so 
the Maxwell-Faraday equation implies 
V'xE=O ( 4.23) 
This leads to the conclusion that path integrals of E from A to B along different 
paths will lead to the same values , providing that the area enclosed by the two paths 
does not include any region where the magnetic field is nonzero. Thus, one can assign 
a voltage to point A and deduce a voltage for point B, so that 
lB E . df. = VA - VB (4.24) 
describes the voltage drop, along an external path, in going from point A to point B. 
To allow for the fact that the first and N-th loops are not closed, Eq. ( 4.22) 
should be modified to 
N-1 A j E. df. + L 1 E. df. + r E. df. + r E. df. = 27rNvzRBr. 
l,part . n=2 h } N,part } B ( 4.25) 
Here, the last term on the left corresponds to a path that proceeds from point B to 
point A along any path that does not encircle the magnet. 
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Figure 17: Sketch illustrating a principal prediction of the theory of electromagnetic 
induction. The magnetic field is in the z-direction which passes out of the page. A 
partly-open loop of wire encircles the magnet. Given that the loop of wire is a perfect 
conductor and that no current flows through the wire, the total electric field in the 
wire is zero. The equal and opposite charges at the ends of the loop set up a reaction 
electric field in the wire which cancels the field induced by the time varying magnetic 
field. 
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Because the electric field is zero within a conducting wire, all of the terms on 
the right of the preceding equation vanish, so one is left with the result 
(4.26) 
for the voltage drop between the two ends of the coil. 
4.4 Current flowing externally from the moving coil 
The induced voltage drop across the moving coil is a potential source of electrical 
power. If one neglects the internal electrical resistance within the coil, the voltage drop 
will be unaffected by the current that flows externally. To account for the drawing 
of current, it is convenient to regard the two ends of the coil as being attached to 
a resistor with resistance R elect· The electric current that flows from B to A is then 
(Ohm's law) 
( 4.27) 
This current, however, is the same as the current flowing though the coil , and 
it is the same as what appears in Eq. (4.15). Consequently, the upward force on the 
coil is given by 
( 4.28) 
This indicates a negative proportionality between the upward force on the coil and 
the upward velocity of the coil. 
The instantaneous electrical power that is being drawn is 
(v V ) . _ (Vs - VA)
2 
_ (27rNRBr) 2 2 
B - A ~cur - R - R Vz ' 
elec elec 
( 4.29) 
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and this is seen to be the same as rate of loss of energy from the mechanical system 
causing the coil to move, 
( 4.30) 
4.5 Equivalent dashpot con~tant 
What the preceding analysis indicates is that a linear induction system can be 
modeled, insofar as the mechanical motion is concerned, as a mechanical dashpot . 
The dashpot relation is 
( 4.31) 
where the dashpot constant is given by 
1 2 
Cdash = -R [27rNRBr] 
elec 
( 4.32) 
This shows how one might in principle calculate the effective dashpot constant. 
A principal premise in the remainder of this thesis is that this dashpot constant 
and those associated with other electromechanical conversion systems can be con-
trolled in the design of ocean wave energy devices, so that the power extraction is a 
maximum. 
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Chapter 5 
Dynamical systems of linked cylinders 
This chapter introduces a general dynamical model of a system of linked cylinders 
which float on the surface of the ocean and which convert ocean wave energy to 
electrical energy. One example of such a system is the Pelamis Wave Energy Converter 
(which is discussed briefly in Chapter 1 of this thesis and which is also discussed in 
a subsequent chapter). However, the discussion here is of some generality and is not 
specifically concerned with any commercial device. 
5.1 Choice of generalized coordinates 
The overall system consists of N cylinders (see Fig. 18), each of length Lseg 
and radius a, with Lseg substantially greater than a, so that the cylinders can be 
idealized as thin. These are linked together so that the right end of the n-th cylinder 
has the same position as the left end of the (n + 1)-th cylinder. Each cylinder is 
regarded as a rigid body and is presumed to move so that its center line stays in 
the same vertical plane. (This follows from the assumption that the excitation is a 
water wave whose propagation direction is aligned with the nominal common axis of 
the cylindrical segments.) Horizontal motion of the cylindrical segments is neglected. 
This is approximately justified if the displacement of any end point is presumed small 
compared to Lseg and if the overall length, 
Ltot = N Lseg, (5.1) 
is comparable to or larger than the wavelength of an incident water wave. (The 
incident water wave would tend to move some portions of the overall chain to the left 
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and some portions to the right, but the cylinders are presumed rigid, so the overall 
tendency averages out.) 
With the restrictions just described, the position of any part of the overall linked 
system is completely described in term of (N + 1) generalized coordinates. These 
coordinates are here chosen to be Y1 , Y2 , ... , YN+l, with Yn, for n . 1, ... , N, being 
the vertical displacement of the center point on the left end of the n-th cylinder, and 
with Yn+l for n = 1, .. . , N, being the vertical displacement of the right end of the 
n-th cylinder. Thus, the N-th cylinder (which is the last of the chain) has vertical 
displacements of YN and YN+l at its two ends. 
The definition of the generalized coordinates is taken to be so that each describes · 
the upward displacement of the corresponding point relative to the nominal surface of 
the ocean. Since the convention followed in the present thesis is to take the Cartesian 
coordinate y as the distance downward from the nominal ocean surface, the positive 
sense for these generalized coordinates is opposite to that of y, but the same as that of 
the wave height TJ. The rationale for doing this is discussed in Chapter 2 of the thesis 
and is not repeated here . Thus, a point described by a given generalized coordinate 
Yn is at y = - Yn. 
Because only N + 1 coordinates are needed to fully specify the position of any 
part of the system, it is said to have N + 1 degrees of freedom. 
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Figure 18: Idealized sketch of a multi-linked energy conversion device. The device 
. is nominally oriented along the x-direction, and the chosen coordinate system is such 
that the y-axis points downward. The upward displacement of the n-th node is de-
noted by Yn. As discussed in the text, the energy conversion process can be simulated 
by two dashpots, equally spaced from the cylinder centers, at each joint. 
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5.2 Lagrange's equations 
The general framework for the formulation of a dynamical model follows that 
invented by Lagrange [48], which is embodied by N + 1 coupled equations, given in 
general by 
d { ar } { ar } dt 8(8Yn/8t) - OYn = Fgen,n- (5.2) 
The use of this framework for the dynamics requires that the kinetic energy T 
be written as a function of the generalized coordinates and the generalized velocities. 
The quantities Fgen,n are the generalized forces associated with the various degrees of 
freedom, and these are discussed more fully further below. 
The generalized forces are identified by means of an analysis that expresses the 
differential of virtual work done by all forces (and torques) on the cylinders as 
N + l 
b"W = L Fgen,nb"Yn- (5.3) 
n=l 
The identification is done so that each force on the cylinders, regardless of whether 
distributed or discrete and regardless of where applied, be held fixed with the value 
appropriate to the current time of application. It is not necessary that these forces be 
determined uniquely by the generalized coordinates and velocities. They can be asso-
ciated with external causes or with the interaction with other bodies. Consequently, 
this set of N + 1 equations should not be regarded as a closed set of equations. They 
are just part of possibly a more extensive formulation. 
The derivation of this version of Lagrange 's equations follows in a straightforward 
manner (49] from Newton 's laws for a point particle. One regards the system of linked 
cylinders as being made up of a large number of small masses mj , where Tj is the 
position of mass mj. If the position of m 1 changes by a small amount 6rj, then a dot 
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product with the two sides of Newton's second law, followed by a sum over j, yields 
d2r · 
""m ·8r · · - 3 = "" F · · 8r ·. L J J dt2 L J J 
j j 
(5.4) 
Each of the r j is presumed to be a unique function of the set of generalized coordinates 
Yn, so that one can write 
dr j ="" ar j Y. 
dt L 8Y. n J 
n n 
(5 .5) 
(5.6) 
When these are substituted into Eq. (5.4), one obtains, after some manipulations, 
the relation, 
(5 .7) 
where 
"" 8r · F gen,n = L Fj · 8-.j . j n (5.8) 
The independence of the 8Yn t hen leads to the set of differential equat ions in Eq. 
(5 .2). 
5. 3 Expression for kinetic energy 
To work out the details of the formulation , one first derives an appropriate 
expression for the kinetic energy. 
A general theorem in rigid body dynamics [51] [52] states that the kinetic energy 
of a rigid body is the sum of the translational kinetic energy, calculated as if the entire 
body were moving with the velocity of its center of mass, plus the kinetic energy of 
87 
rotation about the center of mass. If the system is made up of N similar bodies, each 
moving in a vertical plane, the kinetic energy of the n-th body is given by 
1 2 1 2 Tn = -mvcn + -I wn, 2 ' 2 (5.9) 
where m is the mass of the body, I is the moment of inertia for rotation about its 
center of mass, Vc,n is the velocity of the center of mass, and Wn is the angular velocity 
in the counter-clockwise direction. 
For the system under consideration here, the separate elements are thin rigid 
cylinders , and it is assumed for simplicity that the mass is uniformly distributed 
along the cylinder. Thus, the upward displacements of the end points of the n-th 
cylinder are described by the coordinates Yn and Yn+l· The upward displacement of 
the center of mass is consequently given by 
1 
Yc,n = 2 (Yn + Yn+l) . (5.10) 
The velocity of the center of mass is the time derivative of this . 
The (small) counter-clockwise angle of rotation of the n-th cylinder is approxi-
mately given by (see Fig. 19) 
(5.11) 
where Lseg is the length of each segment. The angular velocity is the time derivative 
of the rotation angle. 
Also, for a thin homogeneous rod of length Lseg, the moment of inertia for 
rotation about the rod's center is given by 
(5.12) 
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Consequently, the kinetic energy of the n-th cylinder is given by 
(5.13) 
which can be equivalently written as 
(5.14) 
Also, for a thin homogeneous rod of length Lseg , the moment of inertia for 
rotation about the rod 's center is given by 
(5.15) 
Consequently, the kinetic energy of the n-th cylinder is given by 
(5.16) 
which can be equivalently written as 
(5.17) 
The above gives the kinetic energy of the n-th cylinder. For the entire system 
of N cylinders, the kinetic energy is the sum over n. This sum reduces to 
(5.18) 
so that 
aT 1 [ . . ] . 
-. = -m 2Yl + Y2 ; 
8Y1 6 
aT. 1 [. . . ] 
-. = -m Y1 + 4Y2 + Y3 , 8Y2 6 
(5.19) 
aT 1 [. . ] 
. = -m YN + 2YN+l . 
oYN+l 6 
(5.20) 
In the second of these expressions, it is assumed that N ~ 2. 
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Figure 19: Sketch showing the nomenclature used in the description of the multi-
linked cylinder device. The node numbered n is at the left end of the n-th link and 
the node numbered n + 1 is at its right end. The counterclockwise rotational angle of 
the n-th link is denoted by en. The angle of flexing between the n-th and (n + 1)-th 
links is given by en+l - en· In the present thesis, all such angles are assumed to be 
sufficiently small so that sine ~ e. The magnitude of the angles is exaggerated in the . 
present figure , so that the definitions rhay be clear. 
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Further below, the design of the device is assumed to be such that, in the absence 
of a disturbance, the cylinders float half-submerged on the surface of the water. Thus 
(from Archimedes's principle), the mass m of a cylindrical segment is given by 
(5.21) 
where Pw (approximately 1000 kg/ m3 ) is the density of water and A cyl = 1ra2 is the 
cross-sectional area of the cylindrical segments. 
5.4 Matrix formulation for kinetic energy 
As described in the previous section, the kinetic energy of the system of linked 
cylinders can be written 
(5.22) 
For the numerical calculations that are carried out further below, a matrix formulation 
of the equations of motion is convenient. A step toward achieving such a formulation 
is to rewrite the above in a matrix form, so that 
T = ~ { Y} T [M] { Y} , (5.23) 
where 
1 [M] = 6m[Z] . (5.24) 
The vector { Y} is the column vector , with (N + 1) elements, of upward velocities, 
and { Y} Tis its transpose, and it is a row vector. The matrix [M] is the (symmetric) 
(N + 1) by (N + 1) mass-matrix, which is written here as being proportional to a 
dimensionless matrix [Z], all of whose elements are integers. Both [M] and [Z] are 
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triadiagonal matrices, so that zij 0 unless j i - 1, i, or i + 1. The nonzero 
elements of [ Z] are given by 
Zn = ZN+l,N+l = 2; z i,i+l = zi+l,i = 1 1 ::::; i::::; N; z ii = 4, 2::::; n::::; N. 
(5.25) 
In a more explicit notation, one has for, say, N = 4, 
yl 
y2 
{Y} = Ys (5.26) 
Y4 
Ys 
{Y}T = { Y1 y2 y3 y4 Ys } , (5.27) 
2 1 0 0 0 
1 4 1 0 0 
[Z]= 0 1 4 1 0 (5 .28) 
0 0 1 4 1 
0 0 0 1 2 
One can easily generalize from the latter example to larger values of N. For 
example, for N=5, one would have 
2 1 0 0 0 0 
1 4 1 0 0 0 
[Z]= 0 1 4 1 0 0 (5.29) 0 0 1 4 1 0 
0 0 0 1 4 1 
0 0 0 0 1 2 
The rule is that the two displaced diagonals consist of a sequence of 1 's, while the 
elements of the diagonal are all 4's, except for the first and the last , both of which 
are 2's. 
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5.5 Generalized forces associated with energy conversion 
The generalized forces which enter: into the Lagrange's equations fall into several 
categories. In this section, those associated with the energy conversion system are 
derived. 
The devices for energy conversion are located inside t~e cylinders and are at one 
or the other of the ends of the cylinders. The conversion is driven by the relative 
flexing of each consecutive pair of cylinders, so one associates the conversion with 
the existence of the joints, of which there are N- 1 in all. The first joint connects 
cylinders 1 and 2, and the n-th joint connects cylinders n and n + 1. The counter-
clockwise torque (see Fig. 20) exerted on the right end of cylinder n is here denoted 
Tn. This torque is caused by whatever devices are located in the right end of cylinder 
n and in the left end of cylinder n + 1. (One can think of the torque as resulting from 
two off-center axial forces, which are equal and opposite. This is illustrated in Fig. 
21.) 
The virtual work done by the torque Tn on the cylinder n when its tilt angle ()n 
increases by 6()n is 
(5.30) 
Because of Newton 's third law, the torque exerted on the left end of cylinder n + 1 is 
- Tn, so the virtual work done on the left end of cylinder n + 1 is 
(5.31) 
The total virtual work done on the linked system of cylinders at joint n is consequently 
(5.32) 
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with the abbreviation 
(5.33) 
The angle ~ejoint ,n is the angle by which cylinder n + 1 has rotated (counter-clockwise) 
relative to cylinder n. 
The total virtual work is the sum of such over n, so that 
N-1 
bT-VJoints =- LTnb{~ejoint ,n}· (5 .34) 
n=l 
The tilt angles en can be expressed in terms of the generalized coordinates Yn as 
(approximately) 
(5.35) 
so this virtual work can be expressed 
(5.36) 
This can be alternately arranged so that it has the form 
(5 .37) 
From this , in turn, one identifies the generalized forces associated with the flexing of 
the joints as 
1 
.FJoint s,n = -L [Tn- 2 +. Tn - 2Tn- l], 
seg 
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(5.38) 
(5.39) 
3 ::; n ::; N - 1, (5.40) 
Figure 20: Parameters characterizing the dynamics of adjacent cylindrical links 
in a multi-linked cylinder device. The counterclockwise rotation of the n-th link is 
denoted by Bn, and the counterclockwise torque on the right end of the n-th link is 
denoted by Tn· This is equal and opposite, in accord with Newton 's third law, with 
the torque exerted on the left end of the ( n + 1 )-st link. 
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>x 
Figure 21: Sketch illustrating the representation of a torque caused by two dashpots 
as being associated with equal and opposite forces that are exerted at point that are 
at equal distances from the cylinder a.JP.s . 
I 
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1 
J]oints,N = -L [7N-2- 27N-1], 
seg 
1 
J]oints,N+l = -y;-7N- 1· 
seg 
These relations can be written in matrix form as 
1 
{J]oints} = -L [SJ {7} 
seg 
(5 .41) 
(5.42) 
(5.43) 
where [SJ is aN+ 1 by N- 1 matrix whose elements are integers. For the case of, 
say, N = 4, this matrix relation has the explicit form 
J]oints,l 1 0 0 
J]oints ,2 1 -2 1 0 { 71 } J]oints,3 Lseg 1 - 2 1 72 (5.44) 
J]oints ,4 0 1 -2 73 
J]oints,5 0 0 1 
Generalization to different values of N should be evident. 
A more nearly explicit model for subsequent analysis results if one assumes that 
the actual conversion process can be modeled by equivalent dashpots. (This type of 
modeling assumption is discussed in Chapter 4.) The energy conversion process at 
the n-th joint is modeled as an effective (torsional) dashpot, so that 
(5.45) 
where C conv is a (torsional) dashpot constant. The subscript "conv" is an abbreviation 
for conversion, and it is intended to remind one that this accounts for the energy 
conversion in the model. This relation can be written explicitly in terms of the 
generalized velocities as 
T = Cconv [dYn dYn+2 _ 2 dYn+l ] 
n L dt + dt dt ' seg 
(5 .46) 
where n ranges from 1 to N - 1. 
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The above relation may be written, in turn, as a matrix relation, where 
(5.47) 
Here [S]T is the transpose of the matrix [S] and is itself an N- 1 by N + 1 matrix 
whose elements are all integers. 
If one combines Eqs. (5.43) and (5.47), one obtains the relation 
{ } Cconv [ ] { dY } 
.lJoints = - ----v- D dt , 
seg 
(5.48) 
where 
[D] = [S] [Sf (5.49) 
is an N + 1 by N + 1 matrix, all of whose elements are integers. This matrix for the 
case of N =4 is readily found, by explicit matrix multiplication, to be 
1 -2 1 0 0 
-2 5 -4 1 0 
[D]= 1 ~4 6 -4 1 (5.50) 
0 1 - 4 5 - 2 
0 0 1 -2 1 
while that for N =5 is found to be 
1 -2 1 0 0 0 
-2 5 -4 1 0 0 
[D]= 1 -4 6 -4 1 0 0 1 -4 6 -4 1 (5.51) 
0 0 1 -4 5 -2 
0 0 0 1 -2 1 
Generalization to other values of N should be evident. 
One should note that the matrix [D] is symmetric and that the sum of elements 
in any given row (or any given column) is zero. There are five nonzero diagonals, and 
the rest of the diagonals have all zeros. The two outermost diagonals have all 1's. 
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The central diagonal has all 6's, except that the first and the last elements are 1 's 
and the second and the next-to-last elements are 5's. Also, as is shown further below, 
the matrix [D] is positive definite. 
5.6 Rayleigh dissipation function for energy conversion 
A theorem derived by Rayleigh [50] in a somewhat different context suggests 
that one should be able to express the generalized forces associated with the energy 
conversion, given the idealizations described in the previous section, as 
anconv 
Fconv,n = - 8(dYnjdt) ' (5.52) 
where the Rayleigh dissipation function, R conv, associated with energy conversion is 
1/ 2 of the instantaneous rate of energy conversion, given the assumption that the 
conversion process can be modeled in terms of dashpots. Thus, one should have 
1"""' dYn Rconv = -2 LFconv,ndt· (5.53) 
n 
A substitution from Eq. (5.48) subsequently yields 
R = ~ Cconv { dY} T [D] { dY} . 
conv 2 L2 dt dt 
seg 
(5.54) 
Because the matrix [D] is symmetric, it follows that Eq. (5.52) is equivalent to Eq. 
(5.48). 
The Rayleigh dissipation function is non-negative. This follows from the fact 
that [DJ = [SJ [Sf. Substitution of this into Eq. (5.54), followed by some matrix 
algebra yields 
(5.55) 
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The quantity on the right side is seen to be a sum of squares (N-1 terms), so it cannot 
be negative. This, coincidentally, proves that the matrix [D] is non-negative definite. 
5. 7 Quasi-static pressure and weight forces 
The assumption is made here that the individual cylindrical links are constructed 
so that their average density is half that of water. This implies that, when undis-
turbed, the cylinders will lie horizontally on the surface of the water, with half of 
their volumes below the surface level. 
The generalized forces associated with water pressure and the cylinder weights 
can be separated into (1) a part that is quasi-static, and (2) a part that is frequency 
dependent. The part that is quasi-static is considered here, and is conveniently con-
sidered in terms of a net buoyancy force. If one takes the cross-sectional area to be 
Acyl = 1ra2 , then the downward weight force per unit length is (1/2)Pw9Acyl, where 
Pw is the density of water and g is the acceleration due to gravity. The upward 
force per unit length due to buoyancy (Archimedes's principle, and derivable from 
the fluid dynamical equations and Gauss's theorem) is Pw9Asubm, where Asubm is the 
cross-sectional area that is submerged. The net upward force per unit length is the 
difference of these two, so the virtual work associated with these two categories is 
(5.56) 
where the integration extends over the entire length of the multi-linked cylinder. 
Here the variable ~ is the x-dependent upward displacement of the local portion of 
the multi-linked cylinder, and J~ is the differential increment of this displacement. 
The area this is submerged is nominally (1/2)Acyh but if the local portion of the 
segment rises up a distance~ and the water rises up a distance T), then the submerged 
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area increases approximately by an amount 
.6.Asubm = [Chord]ave ('TJ- () , (5.57) 
where [Chord]ave is the average local chord length at the water line. Given that the 
difference of the two upward displacements is small, one has 
[Chord]ave;::::;:; 2a, (5.58) 
where a is the radius of the cylinder. Thus, the virtual work becomes 
c5Wbuoy = Pw9[2a] j ['TJ- (] c5( dx. (5.59) 
For the convenience of the discussion that follows (see Fig. 22) , the x-ax:is is taken 
along the nominal center line of the multi-linked cylinder and the origin is taken at 
the left end of the first segment. The upward displacement ((x) over the n-th segment 
varies linearly with x, ranging from Yn to Yn+l• so that 
(n- 1)Lseg :::; X :::; nLseg, (5.60) 
with the abbreviation 
(.6.x)n = X - (n- 1)Lseg; (5.61) 
for the increment of x over the interval. 
One consequently can identify the virtual work as 
N 
6Wbuoy = Pw9[2a] I:= 6Yn 1 ['Tl - (] dx 
n=l n 
N 1 1 + Pw9[2a] ~ [6Yn+1- 6Yn] Lseg n ['Tl- (] (.6.x)ndX. (5.62) 
Here the subscript n on the integral sign indicates that the range of integration is 
from ( n - 1) Lseg to nLseg . 
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< L SAn·· .. · ,. ~~ 
I 
I . 
I Yn+1 
I 
' ><x 
Figure 22: Sketch illustrating t he definition of the parameter f;, as the upward 
displacement of a point on the cylinder centerline at a point at a distance (~x)n from 
the left end of the n-th link.The upward displacements at the two ends of this link 
are Yn and Yn+ 1 
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This expression for the virtual work allows one, in turn, to identify the general-
ized forces associated with buoyancy forces as 
Fbuoy,n = Pw9[2a] L l 1 [7J- ~] [Lseg- (~x)n] dx; n = 1, 
seg n 
(5.63) 
.[ J {j' [ J [ (~x)n ] j' [ J (~x)n-1 } Fbuoy,n = Pw9 2a 7]- ~ 1- L dx + 7J- ~ L dx 
n seg n-1 seg 
(5.64) 
for 2 ::; n ::; N, and 
1 j' F buoy,N+1 = Pw9[2a]L [77- ~] (~x)N dx. 
seg N 
(5.65) 
As should be evident in what follows, it is convenient to break these generalized 
forces into three parts. One writes 
Fbuoy,n = Fpot,n + F drive,n + F scat,n· (5.66) 
The first of these is associated with the ~ term in [7Jinc + 7Jscat - ~], the second with 
the incident wave term 7Jinc, and the third with the scattered wave term 7Jscat· Here 
the upward surface displacement has been decomposed into displacements associated 
with an incident wave and with a scattered wave. The incident wave is the wave that 
would exist at the device's location were the device not present. The scattered wave 
is whatever perturbation is caused by the presence of the device. 
The subscript "pot" on the generalized forces Fpot,n is intended to indicate that 
these generalized forces can be derived from a potential energy function V, so that 
av 
Fpot ,n = - 8Yn . (5.67) 
This potential energy function is derived explicitly further below. 
The subscript "drive" on the generalized forces Fdrive,n is intended to indicate 
that these are the generalized forces that drive the motion of the device. The incident 
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water wave sets the multi-linked cylinder device into motion, and nonzero values of 
all the other generalized forces result . 
5.8 Forces associated with potential energy function 
The equations derived above yield the following expressions for the generalized 
forces associated with a potential energy function 
F pot,1 = -~pwg [2a]L;eg [J1Y1 + l2Y2] , (5.68) 
Fpot,n = -~pwg[2a]L;eg [13Yn + fzYn-1 + J2Yn+1J; 2 ~ n ~ N , (5.69) 
1 . 
Fpot,N+1 = -6pwg[2a]L;eg [I2YN + 11YN+1]. (5.70) 
The various integrals that appear here are independent of the segment integration 
intervals and are given by 
6 1Lseg 2 6 1Lseg 2 
!1 = - 2 - (Lseg - x) dx = L2 X dx = 2, Lseg 0 seg 0 (5.71) 
6 1Lseg 
12 = L2 X ( Lseg - X) dx = 1, 
seg 0 
(5.72) 
6 1Lseg 
!3 = - 2- [(Lseg- x) 2 + x2) dx = 4. Lseg 0 (5.73) 
The equations above indicate that the generalized forces associated with the 
potential energy function are linearly related to the generalized coordinates. This 
allows one to rewrite the relations in the matrix form 
{Fpot} =- [KJ {Y} , (5.74) 
where the stiffness matrix [K] is identified as 
(5.75) 
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Here the matrix [Z] is the same matrix that appears in Eq. (5.24), and which is 
associated with the kinetic energy function. 
Since the stiffness matrix is symmetric, the potential energy function is identified 
as 
V= ~{Y}r[K]{Y}. (5.76) 
5.9 Driving forces associated with the incident wave 
According to the analysis that led to Eqs. (5.63), (5.64), and (5.65), the gener-
alized forces (driving forces) associated with the incident wave are given by 
Fdrive,n = Pw9[2a] L1 1(7Jinc) [Lseg - (~x)n] dx; n = 1, 
seg n 
(5.77) 
[ l {1 [ (~x)n] 1 (~x)n-1 } Fdrive,n = Pw9 2a 7Jinc 1 - L dx + ( 7Jinc) L dx , n seg n- 1 seg (5.78) 
for 2 ::::; n ::::; N, and 
Fdrive,N+1 = Pw9[2a] L1 r (1Jinc)(~x)Ndx. 
seg JN (5.79) 
It is anticipated that, for cases of practical interest, the incident water wave 
can be idealized as one of constant frequency w propagating in the x direction with 
wavenumber kw. This idealization allows one to write 
n _ Re {71 eikwxe-iwt} 
·nne - •to , (5.80) 
where w is the angular frequency of the wave and 1]0 is its amplitude. The quantity 
kw is the wavenumber assoCiated with water waves on the surface. As discussed in 
Chapter 2, it can be assumed that the water is sufficiently deep that one can assume 
that 
(5.81) 
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where g is the acceleration due to gravity (approximately 9.8 m/s2 ). Also, without 
any loss of generality, one can assume the phase of the wave is 0 at t = 0 and x = O, 
so that the amplitude 'flo can be regarded as real and positive. 
Given that the excitation is of constant frequency, it can be assumed that all the 
vibrations and vibration-driven forces will eventually oscillate at the same frequency, 
so that one can write, for example, 
Fdrive,n = Re { F drive,ne-iwt}, (5.82) 
where the quantities Fdrive,n are complex numbers. 
The resultant integrals over x needed for the evaluation of the complex ampli-
tudes of the driving forces can be reduced to a common form using the substitution 
of 
X----+ (n- l)Lseg + (Llx)n (5.83) 
and subsequently changing the variable of integration to 
~=(Llx)n 
L seg 
(5.84) 
in integrations over the n-th segment. After one does this, two integrals arise natu-
rally, these being 
J1(kwLseq) = 11 ~eikwLseg~ d~, (5.85) 
J2(kwLseg) = 11 (1- ~)eikwLseg€ d~ = eikwLsegJl( -kwLseg)· (5.86) 
With the substitutions just described one has 
(5.87) 
T- _ [2 ]£ · [ i(n-1)kLseg J (kL ) + i(n-2)kLsegj (kL )] 
.r drive,n - Pw9 a seg'f/o e 2 seg e 1 seg , (5.88) 
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for 2 :::; n :::; N, and 
r _ [2 JL i(N-1)kLseg j (kL ) Fclrive,N+l - Pw9 a segrJoe 1 seg . (5.89) 
The two integrals are readily done, using integration by parts, and one finds 
J - 1 [1 - (1 - ok L ) ikLseg] 1 - ( · k L )2 " w seg e 
'l w seg 
(5.90) 
(5.91) 
Consequently, the expressions for the generalized forces associated with the incident 
wave can be summarized as 
(5.92) 
with the abbreviations 
(5.93) 
A 2ei(n-1)kwLseg 
Gn(kwLseg) = (k L )2 [1- cos(kwLseg)]; 
w seg 
2 :::; n :::; N, (5.94) 
A eikwLsegN . 
GN+1(kwLseg) = (k L )2 [(1- ikwLseg)- e-~kwLseg J. 
w seg . 
(5.95) 
Note t hat each of these quantities are finite (as they should be) in the limit as kLseg----+ 
0. In particular, the first and the last of these approach 1/2 in t his limit , while the 
rest approach 1. The reason for including the overcarats on the G's is to stress 
that these quantities are complex amplitudes and frequency dependent. In what 
follows the column vector { G} is referred to as the excitation vector so that it can be 
distinguished from the Green's function discussed in Chapter 3 of this thesis. 
107 
5.10 Generalized forces associated with the scattered wave 
In accordance with the assertion that all quantities should be oscillating with 
angular frequency w when the incident wave is oscillating with this frequency, one 
can write the scattered wave in complex amplitude form, so that 
R { A -iwt } 'TJscat = e 'TJscat e (5.96) 
For the present derivation, the complex amplitudes iJscat can be regarded as a function 
of only x. 
In terms of complex amplitudes, and in accordance with Eqs. (5.63) , (5.64), and 
(5.65), the complex amplitudes of the generalized forces associated with the scattered 
wave are given by 
A 1 1 F scat,1 = Pw9[2a]L iJscat(x) [Lseg- (~x)I] dx , 
seg n = 1 
(5.97) 
A {1 A [ (~x)n] 1 A (~x)n- 1 } Fscat ,n = Pw9[2a] 'TJscat(x) 1- L dx + 'TJscat(x) L dx 
n seg n-1 seg 
(5.98) 
for 2 ::;; n ::;; N , and 
A 1 1 F scat,N+1 = Pw9 [2a]L iJscat(x)(~x)N dx. 
seg N 
(5.99) 
The upward and downward oscillations of the multi-linked cylinder drive the 
excitation of the scattered wave, and the principle of superposition applies, so one 
can write 
(5.100) 
Here g(l x- xo l) (derived further below) is an influence function and i(xo) is the com-
plex amplitude of the upward displacement of the multi-linked cylinder at a distance 
X 0 to the right of the left end of the overall device. 
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In accordance with Eq. (5.60), one can write the complex amplitude of the local 
upward displacement as 
(n- 1)Lseg ~ X ~ nLseg , (5.101) 
so the complex amplitude of the scattered wave becomes 
(5.102) 
For notational convenience, this is here rewritten 
N 
r7scat(x) = L [un(x)Yn + Vn(x)Yn+I ] dx0 , (5.103) 
n=l 
with the abbreviations 
(5.104) 
(5.105) 
When the expression above for the scattered wave is inserted into Eqs. (5.97), 
(5.98) , and (5.99), what results can be written in the form 
N 
Fscat,l = Pw9[2a] L [Pl ,n'Yn' + Ql,n'Yn'+l], (5.106) 
n 1= 1 
N 
Fscat,n = Pw9[2a] L [Pn,n'Yn' + Qn,n1Yn'+l + Rn-l,n1Yn' + Sn- l ,n1Yn'+I], (5.107) 
n'=l 
for 2 ~ n ~ N, and 
N 
Fscat,N+l = Pw9[2a] L [RN,n'Yn' + SN,n'Yn'+I], (5.108) 
n'=l 
with the abbreviations 
(5.109) 
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Qn,n' = L 1 1[Lseg- (b.x)n]Vn'(x)dx, 
seg n 
(5.110) 
Rn-1,n' = L
1 1 (b.x)n-1Un'(x)dx, 
seg n-1 
(5.111) 
Sn-1 ,n' = L
1 1 (b.x)n-1Vn'(x)dx . 
seg n-1 
(5.112) 
These can be equivalently written as double integrals over the influence function 
(5.113) 
(5.114) 
Rn-1 ,n1 = L; 1 1 (b.x)n-dLseg- (b.xa)n']g(lx- Xal) dx 0 dx 
seg n-1 n' 
(5.115) 
(5.116) 
The results just derived, which relate the complex amplitudes of generalized 
forces the complex amplitudes of the generalized coordinates, and be written in a 
matrix form 
(5.117) 
The matrix [Kscat] is analogous to a stiffness matrix, only its elements are complex 
numbers which depend on frequency. The explicit identification of these matrix ele-
ments in terms of quantities defined above is as follows: 
(5.118) 
(5.119) 
(5.120) 
(5.121) 
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(5.122) 
Kscat ,n,n' = -2pwga [Pn,n' + Qn,n'-1 + fln-1 ,n' + Sn-1 ,n1-1] , (5.123) 
for 2 :::;; n :::;; N and 2 :::;; n' :::;; N, and 
(5.124) 
(5.125) 
There are possibly some symmetries among the values of these elements, but the 
general question is not addressed in this thesis. 
The influence function g(jx- Xa i) which appears in the various double integrals 
can be expressed using the Green's function derived in Chapter 3. When an length 
element, length ~x, of the multi-linked cylinder moves up a distance~~' the volume 
input to the water is 
~V = -2a~x ~~' (5 .126) 
where the minus sign is because the cylinder volume below the interface decreases 
when the cylinder moves up. The incremental pressure deviation [see Eq. (3.27)], at 
a point different from the point where the volume is added, is 
1 2 A ~P = --w PwG~V 
47f (5.127) 
where G is the Green's function. However, the pressure deviation extrapolated to the 
y = 0 plane is 
(5.128) 
where ~i] is the increment in the wave height. Consequently, one has 
1 A 
~+! = --k G~V 
'I 47f W ' 
(5 .129) 
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where kw = w2 / g is the water wave wavenumber. 
Given the analysis above, the identification for the influence function is tenta-
tively 
(5.130) 
An initial choice for the Green's function that is to be used here is conceivably the 
Green's function of Eq. (3.81) withy= 0 and Yo = 0, and with 
r--+ lx- Xol· (5.131) 
This choice, however, leads to integration difficulties , as the Green 's function would 
then [see Eq. (3.93)] approach 
A 2 
G --+ I I + [less singular] 
X- X 0 
(5.132) 
in the limit of small lx - X 0 I· This would cause, for example, the double integration 
required [see Eq. (5.113)] for the evaluation of Pn,n to lead to an infinite value. The 
"fix" suggested here is to use instead, in the evaluation of the Green 's function , 
(5.133) 
The rationale for using the substitution just described is that the selected hor-
izontal distance r should ideally be regarded as some sort of average of the distance 
between points on the water-line chords of two circular cross-sections of the cylinder. 
(See Fig. 23.) Even though one cross-section may be at X 0 and the other at x, the 
average distance does not go to zero as x- X 0 --+ 0 because of the finite diameter of 
the cylinder. Thus, one might instead use 
(5.134) 
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where the brackets imply an average, with both z and Z0 ranging from -a to +a. 
The nature of the average that should be used is not immediately obvious, but the 
simplest average is where one takes the average of (z - z0 ) 2 , this being 
(5.135) 
5.11 Oscillating pressure on cylinder bottom half 
To proceed with consideration of other generalized forces , it is first appropriate 
to discuss what is generally known about the fluctuating pressure on the bottom 
half of the oscillating cylinders. The problem of an infinite rigid cylinder, nominally 
half-submerged, oscillating at fixed frequency, was analyzed in some detail in a recent 
paper by Pierce and Thiam [40] and the result is summarized below. 
To leading order in kwa , the complex amplitude of the fluctuating pressure at 
the surface of the submerged cylinder, which is moving up and down uniformly, 1s 
given by 
2 { f-, cos 2n(J } A p =; ln(kwa) + 1 - i1r + ~ n[(2n)2 _ 1] ( -iwpwa)( -iw~) , (5.136) 
where the latter quantity in parentheses is the complex amplitude of the local upward 
velocity of the cylinder. The coordinate system that is used here is as indicated in 
Fig. 24. The angle e is reckoned from the water-line at the left edge of the cylinder 
and is 1r /2 at the bottom of the cylinder. The quantity 1 = 0.5772157 ... is the 
Euler-Mascheroni constant. The derived expression implicitly takes into account any 
radiated water waves generated by the oscillating cylinder. This radiation is taken 
into account by the term -i1r within the braces. 
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Figure 23: Sketch illustrating the considerations used in determining an effective 
root mean square (rms) distance between representative points on successive cross-
sections, at x and X 0 , and on the surface y = 0, of a cylinder of radius a. The desire 
is to find the rms value of r taking all possible values of z and Z0 into account. 
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water line 
z 
r 
y 
Figure 24: Coordinate system used in the specification of the pressure field on the 
surface of a nominally half-submerged cylinder, radius a, heaving up and down as a 
rigid body. The circle corresponds to the cross-section of the cylinder , the y-axis is 
vertically downwards, and the x-axis points out of the page. The e axis is reckoned 
counterclockwise from the water line at the left side of the cylinder. 
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The use of this expression to estimate the fluctuating pressure on the bottom 
half of a finite cylindrical segment that is not moving up and down uniformly is 
problematic. One principal reason is that the derivation, which was via the method 
of matched asymptotic expansions, made use of the far field properties to derive some 
of the terms that within the braces in the above expression. In particular, as is 
discussed in the cited paper, the imaginary term, -in, is associated with the loss 
of energy carried away from the oscillating infinite cylinder by water waves at large 
horizontal distances. In the present case, one anticipates that the radiation away 
from the multi-linked cylindrical device will be strongly affected by the facts that (1) 
the device is of finite length, and (2) different portions of the device are moving with 
different phases. However , it is anticipated that the real part of the quantity in braces 
is unaffected by the length cif the individual link provided that the link length is large 
compared to the radius of the cylinder. for the purpose of determining an entrained 
mass, only the real part is needed. 
With the deletion of the -in term just described, Eq. ( 5.136) is replaced by 
2 { . ~ cos 2nB } A p =; ln(kwa) + 1 + ~ n[(2n) 2 _ l] ( -iwpwa)( -iw~). (5.137) 
The complex amplitude of the net upward force per unit cylinder length associ-
ated with this pressure is 
(5.138) 
In performing this integration, one makes use of the integrals 
1-rr sinO dB= 2, (5.139) 
17r 2 o cos nB sin e dB = - [ ( 2n) 2 _ 1] , (5.140) 
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and of the sum 
00 1 3 
S = ~ n[(2n)2- 1]2 = 2- 2ln2. (5.141) 
[The latter two are explicitly derived in the above-cited paper by Pierce and Thiam.J 
Thus, one has 
A 2 A 
Fpres = W /-Lent~ (5 .142) 
where 
(5.143) 
For reasons discussed further below, f.L ent is identified as the entrained mass per unit 
length of cylinder This is frequency dependent, and f.Lent has meaning only if the 
frequency is sufficiently low that it is positive. 
The virtual work associated with t he oscillating pressure forces is identified as 
1L tot 5 Wpres = 0 Fpresb~ dx , (5 .144) 
so the generalized forces associated with the oscillating pressure forces are 
1Ltot d~ Fpres ,n = Fpres dY. dx · o n (5.145) 
Since the derivatives d~/dYn are all real quantities, the complex amplitudes of the 
generalized forces associated with pressure oscillations are 
A JLtot A d~ 2 JLtot A d~ 
F pres,n = Fpres dY. dx = W /-Lent ~ dY. dx. 
o n o n 
(5.146) 
To reduce the above expression to a matrix form, one makes use of the relations 
(n- 1)Lseg :s X :s nLseg , (5.147) 
with the abbreviation 
(~x)n = X - (n- 1)Lseg; (5 .148) 
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for t he increment of x over the interval. One subsequently rewrites Eq.(5 .146) as 
N ~ """' 1 { ~ ( .6x )n~ [ ~ ~ ] } d~ Fpres,n = Epres L.....J 1 Yn1 + L Yn1+1- Yn1 dY. dx , nl=1 n . seg n (5.149) 
or, equivalently, 
~ · ~ ~ 1 ( (.6 x)n1 ) d~ 
Fpres,n = Epres L.....J Yn1 1 1 - L dY. dx n1=1 n seg n 
N+1 
_ E """'Y.~ 1 (.6x)n1-1 d~ d 
pres L.....J n 1 X. 
n1 =2 n1 - 1 Lseg dYn 
(5.150) 
Here use has been made of the abbreviation 
(5.151) 
The derivatives dU dYn are non-zero in only at most two integration intervals. 
For n = 1, there is only one interval, this being the first interval. For 2 ~ n ~ N , 
there are two intervals, these corresponding to n - 1 and n. For n = N + 1 there is 
only one interval. Thus one has 
Consequently, one has 
j{_ = [1 _ (.6x)n1] 
dYn L seg ' 
n' =n ) 
d~ (.6x)nl 
L seg ' 
n' = n - 1. 
~ ~ 1 ( ( .6x h ) 2 Fpres,1 = EpresYl 1- -L-- dx , 
{1} seg 
(5.152) 
(5.153) 
(5.154) 
~ . ~ 1 ( (.6x )n) 2 ~ 1 ( ( .6x)n-l ) (.6x)n 
F pres,n = EpresYn 1- L dx + Epres Yn- 1 1- L L dx 
n seg n - 1 seg seg 
~ 1 ((.6x)n-1) 2 ~ 1 (.6x)n ( (.6x)n ) 
+EpresYn L dx + EpresYn+l L 1- L dx, 
n - l seg n seg seg 
(5.155) 
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for 2 :::::; n :::::; N, and 
~ ~ j' ( (~X) N ) 2 
Fpres,N+l = EpresYN+l L dx. 
N seg 
(5.156) 
Here all of the indicated integrals are independent of the choice of integration interval, 
so considerable simplification results . (See Eqs. (5.71), (5.72), and (5.73).) 
The derived relations, between generalized forces and generalized velocities, can 
be written in matrix form as 
(5 .157) 
where 
(5 .158) 
with 
(5.159) 
Here, the subscript "ent" is used instead of "pres" to remind one that this generalized 
force is associated with an entrained mass. The matrix [ Ment] is an apparent entrained 
mass matrix. Its elements are all real numbers, but they are frequency dependent. 
The matrix [Z] that appears here is the same as appears in Eqs. (5.24) and (5.75). 
One should note that the real constant Kent has the units of mass, as it should. 
5.12 Generalized forces associated with viscosity 
When a segment of the multi-linked cylinder moves up and down relative to the 
surrounding water, a thin oscillating viscous boundary layer forms at the surface of the 
cylinder. This causes an oscillating tangential shear stress with complex amplitude 
T. In what follows, it is presumed the viscosity and oscillation frequency are such 
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that the boundary layer thickness is much less than the radius a of the cylinder. 
(Sample numerical values are given further below to justify this assumption.) With 
this assumption, it is appropriate to derive the shear stress from the model of a 
transversely oscillating fiat plate below an extended fluid body. 
When a large fiat plate is oscillating parallel to its surface, in a nominally sta-
tionary fluid , there is a thin viscous boundary layer immediately above the surface if 
the oscillation amplitude is sufficiently small and if the oscillation frequency is suffi-
ciently high. This phenomenon was first predicted by Stokes [53] and is of common 
occurrence in acoustic situations, such as the propagation of higher frequency sound 
in tubes. Let the velocity of the plate parallel to its face (Fig. 25) in the x be given 
by 
Urei,x(O, t) = Re { Ure!(O)e-iwt}, (5.160) 
and let Urei,x ( (, t) be the analogous tangential velocity of the adjoining fluid in the 
same direction at a distance ( from the plate. Then the rudimentary theory (derived 
from the Navier-Stokes equations) predicts that (see Fig. 25) 
UA (~") _ UA (O)e- (1-i)(wpw / 2J.Lvis) 112 ( = UA (O)e- (1-i)((/fvis) rel,x ':, - rel rel,x (5.161) 
where f-Lvis is the viscosity (approximately equal to 10- 3 in MKS units for water). 
Associated with this "shear flow" near the plate surface is a shear rate of strain, 
with complex amplitude 
d~tx = -(1- i)(wpw/2J-Lvis)l / 2zjrel(O)e-(1-i)(wpw / 2J.Lvis)l / \ (5.162) 
and a shear stress with complex amplitude 
A dUrel x 
Tx,( = /-Lvis d(' (5.163) 
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Figure 25: Sketch illustrating the oscillating fluid field caused by viscosity above a 
flat plate moving back and forth as a rigid body. The motion is in the ±x direction, 
and the coordinate ( is normal to the plate surface. The fluid remains motionless at 
a great distance above the plate, but has the same velocity as the plate at the plate 
surface. 
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The complex amplitude of the shear stress at the surface of the plate is conse-
quently 
(5.164) 
This is the complex amplitude of the force per unit area on the surface in the same 
direction as the velocity of the surface. This is the force per unit area exerted by the 
adjacent fluid on the plate. 
Above the plate surface, there is an oscillating boundary layer whose thickness 
is given by 
( ) 
1/2 
0 . _ 2P,vis 
{..VlSC --; 
WPw 
(5.165) 
This thickness , with (MKS units) representative numbers f-tvis = 10-3 , Pw = 1000, and 
w = 1, is of the order of 2 mm. This is much less than any radius a of any envisioned 
energy conversion device comprised of multi-linked cylinders. 
For the application of this result , derived for an oscillating plate, to an oscillating 
cylinder, an appropriate simplifying assumption is to take the tangential velocity of 
the fluid just outside the surface of the cylinder as corresponding to potential flow in 
the limit of low frequencies. Given the coordinate system used in the previous section 
[see Fig. 24] and, given Eq. (5.137) for the pressure fluctuation at the surface, the 
tangential component of the fluctuating fluid velocity just outside the lower half of 
the cylinder is given by 
4 ~ sin 2nB ( A) 
Vo,fluid = ; ~ [(2n)2 _ 1] -iw~ (5.166) 
In the same coordinate system, the corresponding velocity of the cylinder is 
VO ,cyl = -cos e ( -iwt) (5.167) 
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Consequently, the tangential velocity of the surface of the cylinder relative to that of 
the fluid becomes 
~ { 4 ~ · sin 2ne } ( ~) Urel,e(O) =- ; ~ [(2n) 2 _ 1] + cos e -iw~ (5.168) 
Then, with use of Eq. (5.164), one obtains 
(5. 169) 
or 
~ _ . 1; 2 { 4 ~ sin 2ne } ( . ~) 
Tr ,e- (1- z)(wpwJ-ivis/2) ; ~ [(2n) 2 _ 1] + Cose -'lW~ . (5.170) 
With the definition of the stress tensor , t his is recognized as the force per unit area in 
the direction of increasing () on a surface with outward normal in the radial (cylindrical 
coordinates) direction. 
The complex amplitude of the force per unit cylinder length in the upward 
direction can be calculated from the surface shear stress; the geometric analysis yields 
j·n Fvis = - a 0 Tr,e cos e de' (5. 171) 
or 
{ 
4 
00 
1 r7r 11r } Fvis=-Kvis ;~[(2n) 2 _ 1]Jo sin2necosede + 0 cos2 ede (-iwt) , 
(5.172) 
with the abbreviation 
(5.173) 
For the first of the requisite integrations, one has 
1n 11·n sin 2ne cos e de= - [sin(2n- 1)e + sin(2n + 1)e] de 0 2 0 
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= 2n ~ 1 + 2n ~ 1 = [ ( 2n ~:- 1]. (5.174) 
The value of the second integral is 1r /2, so one obtains 
A { 4 ~ 4n 7r } ( A) Fvis = -Kvis ;: ~ [(2n) 2 _ 1]2 + 2 -iw~ · (5.175) 
The sum that appears here can be evaluated by techniques used in the previous 
paper by Pierce and Thiam [40] and is also appears in the compendium by Gradshteyn 
and Ryzhik [54], and the value is 
00 4n 1 ~ [(2n)2- 1]2 = 2· (5.176) 
[The result is easily checked numerically, as the series is rapidly convergent. ] 
Consequently, the complex amplitude of the force per unit length becomes 
Fvis = -Kvis { ~ + ~} ( -iw~). (5.177) 
Given the above result, the derivation of the complex amplitudes of generalized 
forces associated with viscosity parallels those that appear in the preceding section 
for those associated with entrained mass and radiation resistance. The result , when 
written in matrix form is 
{Fvis} = iw [Cvis] { Y}, (5.178) 
where 
[ Cvis] = Rvis [ Z] , (5.179) 
with 
1 { 2 7r } 1 . 1/2 { 2 7r } 
Rvis = 6Kvis ;: + 2 Lseg = 6(1- z)(wpwJ-lvis/2) ; + 2 aLseg (5.180) 
As before, the matrix [Z] that appears here is the same as appears in Eqs. (5 .24) and 
(5.75). Note that the constant Rvis is complex and is frequency dependent. Its real 
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part is positive, and this is consistent with the notion that viscosity must dissipate 
energy. 
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Chapter 6 
Analysis of Multi-linked Systems 
6.1 Matrix formulation for equations of motion 
For convenience of referral, the various results derived in the preceding chapter 
are summarized, and somewhat rearranged, here. 
The previous chapter gives the equations of motions for a multi-linked system 
in the Lagrange equation form, 
d { 8T } { 8T} dt 8(8Yn/8t) - 8Yn = Fgen,n, (6.1) 
and these were also rendered into a matrix form as 
d2 
[1\I] dt2 {Y} = {Fgen}. (6.2) 
For steady-state excitation by incident water waves of constant frequency, these take 
the form 
- w
2 [M] { Y} = { F gen} , (6.3) 
where the over-carats denote complex amplitudes. Here, in this equation, the derived 
expression for the mass matrix is 
1 [M] = 6m[Z]; (6.4) 
The quantity m is the mass of a cylindrical segment of radius a and length Lseg, which 
nominally floats half-submerged on the water surface. The matrix [Z] is an (N+1) 
by (N + 1) symmetric tridiagonal matrix whose elements are all integers. (This was 
defined in the preceding chapter.) 
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In the preceding chapter, various contributions to the generalized forces are 
identified, and the total such identifications can be written 
{ F gen} = { F conv } + { Fpot} + { Fdrive} + { Fscat} + { F ent} + { Fvis}. (6.5) 
Explicit expressions given for the various terms that appear on the right side are 
{ Fscat} = - [kscat ] { Y} ; 
{ Fent} = W2 ( ~MentLseg) [Z] { Y} 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
Ment = 
4
p;a
2 
( -ln(kwa) - 'Y + ~ - 2ln 2) ; (6.10) 
{ Fvis} = iwRvis [Z] { y} ; Rvis = ~(1-i)(wpwf1vis/2) 112 {~+~}a Lseg· (6 .11) 
All of the quantities that appear in these equations are defined in the preceding 
chapter. 
Many of the terms in the above-given matrix formulation of Lagrange 's equations 
have similar matrix factors, so one can lump such terms together. Doing such gives 
the equation 
Pwa2 L,g ( -w2 A- iw3/ 2 (:;;,) 
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B +H) [Z[ { Y} 
-iw i;nv [D] { Y} + [Kscat] {Y} = 2pwa9rJoLseg { G (kwLseg)} (6.12) 
seg . 
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with the abbreviations 
A = - + - -ln( k a) - 1 + - - 2ln 2 - 7f 2 [ 3 l 12 37f w 2 (6.13) 
(6.14) 
Note that both of these quantities are dimensionless. The column vector { G} is the 
excitation vector that is defined above by the equations following Eq. (5.92). 
6.2 Simplifications and approximations 
The bulk of the remaining portion of this thesis is concerned with what might be 
the most appropriate choice of the parameter Cconv from the standpoint of maximizing 
the energy conversion. This parameter, as is discussed in the preceding chapter, is 
the apparent effective "torsional" dashpot constant for the electromechanical devices 
that respond to the relative flexing of adjacent segments at their joints. To do this 
without an undue amount of computational effort and analytical complications, it is 
expedient to simplify the equation that appears at the end of the preceding section 
and to discard all terms that are of little importance for cases of practical interest. 
To assign art explicit value to the parameter A, it is necessary to have some 
estimate of the product kwa = w2a/ g = 21raj >... For the water waves of interest, the 
wavelengths are of the order of 100m, and the devices of interest, taking the Pelamis 
as representative, have the cylinder radius a to be of the order of 2m, which is small 
compared to a wavelength. Thus kwa ~ 0.126 and 
(6.15) 
which is of an unexceptional magnitude. This logarithm is relatively insensitive to 
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changes of frequency and changes of radius,and the With this insertion, one obtains 
- 7r 2 A~ - +- (2- 0.5772157 + 1.5- 1.3863) = 0.2618 + 0.3261 ~ 0.59 
12 37r 
(6.16) 
Note that the entrained mass contribution is slightly higher than the actual mass 
contribution. In what follows, the approximation is used of 
A=0.6 ( 6.17) 
Another simplification is to discard the viscosity term. The viscosity I-Lvis is of 
the order of 0.001 in MKS units and the density Pw is of the order of 1000 in MKS 
units. One also calculates 
I.BI = o.37, (6.18) 
so,with a= 2 meters, one has 
( ) 
1/2 ~v:2 I.BI ~ 1.85 X w-4 (6.19) 
where the units are in s-112 . Thus it appears that the viscosity term can be neglected 
relative to the inertial term in the matrix equation provided 
(6.20) 
where w has units of radians per second. This is certainly well satisfied for any water 
wave of interest, since the angular frequencies are of the general order of unity. 
The other term that is neglected is the "scattered wave" term. The detailed 
influence of this term is difficult to explicitly show, but an indication of just when it 
has no appreciable effect for practical circumstances results from an estimate of the 
total (time-averaged) wave power that is scattered (re-radiated) to the far field. Such 
is done in a recent paper by Thiam and Pierce [55]. An improved analysis is included 
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in Section 7.9 of the present thesis. The analysis there suggests that the neglect of 
the scattered wave is a "reasonable first approximation" provided 
L 3/ 2 
- > 2(kwLtot) · 
a 
(6.21) 
The present thesis makes no distinction between scattering and re-radiation. Con-
ceivably, one can define scattered waves as what results when the system of linked 
cylinder is motionless. For the current Pelamis design, the criterion given above is 
just barely satisfied, but for other designs it would be quite reasonably well satisfied. 
The re-radiated wave would be any wave that results from the underlying motion of 
the system of linked cylinders relative to an undisturbed water surface. For small 
amplitude, it is anticipated that these two types of disturbances are additive. Given 
these observations and given that the inclusion of the scatter wave term would con-
siderably complicate the analysis, the development that follows neglects this term, 
but its effect is revisited in Sec. 7.9. 
With the various simplifications just described, the approximate equations of 
motion in matrix form become 
Pwa2 Lseg (~~- 0.6w2) [Z] { Y} - iw i;nv [D] { Y} = 2pwa917aLseg { G (kwLseg)} 
3 a seg 
(6.22) 
One might be tempted to discard the 0.6w2 term in relation to the larger (1/3)(gja) 
term, but for frequencies of interest, the former, while smaller, is nevertheless com-
parable in value, being about 1/3 of the former. 
6.3 Study of dynamical response 
With an appropriate division by a factor, the matrix equation given at the end 
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of the last section take the form 
where 
{[Z]- i;Lconv [D]} {Y} = Kexcite {G} , 
3wCconv 
/Lconv = L3 [1 ( I )2] Pwga seg - W Wres 
6rJo 
K excite = 1 _ ( I )2 W Wres 
2 g 
w = --,----,--
res 3(0.6)a 
(6.23) 
(6.24) 
(6.25) 
(6.26) 
Note that Kexcite is proportional to the incident wave's amplitude. The denominator 
factor involving the frequency is close to unity and has no especial significance here , as 
the excitation frequency is substantially below the bobbing-resonance frequency. The 
quantity fLconv is dimensionless and is proportional to the torsional dashpot constant. 
It is a quantity that a designer should be able to control. 
The formal solution of the above matrix equation is readily written 
{Y} = K excite [Rr1 { G}. (6.27) 
with the abbreviation 
[R] = [Z]- itLconv [D] , (6.28) 
The various elements of the column vector { G} are given in the preceding chapter. 
At this point, one can study the resulting solution for the vibrations of the multi-
linked cylinder device and see how it evolves in time. To this purpose, one defines 
a reduced amplitude function which is made up of straight line segments between 
points. One lets ( = si Ltot arid lets T = wtl(21f). The incident wave is taken as 
7J( X, t) = 7]0 cos(21fT- kwLtot() (6.29) 
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and one consider five particular values of 7: 0, 1/4, 1/2, 3/4, and 1, so that 
'T/1 ( () = 'TJo COS ( kwL() (6.30) 
'T/2 ( () = 'T!o sin( kwL() (6.31) 
'T/3(() = -rJo cos(kwL() (6.32) 
'T/4(() = -rJ0 Sin(kwL() (6.33) 
'T/4(() = -rJosin(kwL() (6.34) 
'T/5 ( () = 'TJo cos( kwL() = 'TJI ( () (6 .35) 
The corresponding functions that describe the position of the endpoints of the multi-
linked cylinder are 
Yi((n) = YnomRe { 6 ([Rt 1 { G} )n} 
Y2(n) = YnomRe { - i6 ([Rt1 { G}) n} 
Y3((n) = YnomRe { - 6 ([Rt1 { G}) n} 
Y4((n) = YnomRe { i6 ([Rt1 { G}) n} 
Y5((n) = YnomRe { 6 ([Rt 1 { G}) n} = YI((n) 
(6 .36) 
(6.37) 
(6.38) 
(6.39) 
(6.40) 
where the designated values of ( are (n = ( n - 1) / N with n ranging from 1 to N + 1. 
The plots are straight lines in between the nodal points. 
In what follows , a sequence of figures , produced in the manner described above, 
are included here that indicates how the response depends on the number N of links , 
(n the dimensionless damping variable, Jlconv, and on the parameter kwLtot, where kw 
is the wavenumber of the incoming water wave, and Ltot is the total length of the 
device. 
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In each such figure , the five graphs on the left correspond to the upward dis-
placement of the water surface associated with the incoming wave. The five graphs on 
the right correspond to the upward displacement of the multi-linked cylinder device. 
The separate graphs in each of the two columns correspond to different times. The 
uppermost graph corresponds to the time when a wave crest is at the front end of the 
device (x = 0). The subsequent graphs on a given column correspond to Llt = (1/4)T, 
Llt = (2/4)T, Llt = (3/4)T. and Llt = (4/4)T, where Tis a wave period. In all cases, 
the horizontal axis corresponds to distance along the device from the front. Distance 
is expressed in units of the total length Ltot, or equivalently in terms of the parameter 
( defined above. 
The first five in the sequence of figures correspond to the case when the number 
of links is N = 5, the second five are for when the number of links is N = 4. 
These two values of N are selected because they correspond to what was used for the 
two early models of the Pelamis wave energy conversion device. Also, as explained 
in detail further below in the thesis, there is relatively little practical advantage in 
having a larger number of links , in terms of energy conversion, given that the cost 
will presumably increase with the number of links. 
The first three figures in each sequence of five figures correspond to values of 
3. 751f , 41r, and 4. 251f for the parameter kwLtot. The reason for this restriction is 
because it is anticipated that any such device might be originally designed for the 
case when the incident wave and a wavelength equal to half of the total length of the 
device, so that kwLtot = 41f. However, once designed and built, the device should 
be serviceable for a range of incoming wavelengths, and one might , at first thought , 
think that there might be some sort of resonance effect, where the response changes 
dramatically when the incoming wavelength deviates slightly from an integral fraction 
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of the length of the device . As is evident in the figures , this is not the case. 
It should be possible to visualize the progression in time of the wave and of 
the response by simply glancing at successive plots within a given column. Thus the 
incident wave should be seen as moving to the right with the wave moving a quarter 
of wavelength between successive plots. The set of plots in Figure 26 was made with 
kwLtot = 3.757f , so that the device is somewhat less than two wavelengths long. In a 
quarter period, the wave moves a distance of [(2/3.75)/4)Ltot = 0.13Ltot· During a 
full cycle, it moves a distance of0.53Ltot· 
In this .particular case, there are N = 5 links of equal length. Note that the 
graphs of the response are straight lines between successive values of ( that are integral 
multiples of (1 / 5)Ltot· There is no simple explanation of the form of these response 
graphs. One should note however, that the response changes sign after a time interval 
of a half period, and repeats after a time interval of a full period. In this particular 
set of graphs it is difficult to discern any semblance of a wave propagating to the 
right, and this can possibly be attributed to the relatively small number of links, and 
to the requirement that each link moves as a rigid body. 
The response also depends on the dimensionless parameter Jlconv· In Figures 26, 
27 and 28, such is taken to be Jlconv = 0, so that there is no damping at all. As is 
discussed further below this situation corresponds to no energy conversion. 
The graphs in Fig. 27 correspond to a similar situation (Mc~nv = 0, N = 5) 
except that the length of the device is longer relative to a wavelength, and is such 
that its length is exactly 2 wavelengths (kwLtot = 47r). 
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Figure 26: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set of 
calculations, the number of links is N = 5, the dimensionless dissipation parameter 
I-Lconv is 0, and kwLtot is 3.751r. 
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Figure 27: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set 
of calculations, the number of links isN = 5, the dimensionless dissipation parameter 
P conv is 0, and k w Ltot is 47r. 
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In this case, the graphs describing the time progression of the water wave on 
the surface appear slightly difFerent because of the changes in length scale. When the 
parameter ( = 1, the distance from the front end of the device equals the total length 
With this new length scale, the graphs on the left, corresponding to the incident 
wave, have an evident symmetry about the center point, ( = 112, of the device. 
When 6.t = 0, there is even symmetry. When 6.t = T I 4 or 6.t ·_ 3T I 4, there is odd 
symmetry. The feature, that the the shape changes sign at intervals of a half period, 
continues to be evident. 
Figure 28 corresponds to a similar situation (Pconv = 0, N = 5), except that the 
length ofthe device is somewhat longer than 2 wavelengths, and is such that its length 
is 2.125 wavelengths (kwLtot = 4.257r). The periodic even and odd symmetries are no 
longer present, in contrast to the situation when the device is an integral number of 
wavelengths. Also, there is no easily discernible resemblance of the response graphs 
to those for the situation when kwLtot = 3.751f. 
The previous . three plots are for situations when the dimensionless damping 
parameter J.-lconv is zero. In this situation, it appears to be the case that the device 
flexes as much as it can, subject to the constraint that the individual links move as 
rigid bodies. Figure 29 examines the opposite extreme, when the damping parameter 
J-lconv is large. The graphs in this figure correspond to a device with length equal 
to exactly 2 wavelengths (kwLtot = 47r) and there are N = 5 links. Here, however, 
J-lconv = 10, and the net effect of the relatively large value of this dimensionless 
parameter is to hinder the flexing at the joints. Because the device length is an 
integer number of wavelengths, the influence of the forces distributed over the length 
tends to average out, and the device hardly moves up and down under the influence 
of the incident wave. 
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Figure 28: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set of 
calculations, the number of links is N = 5, the dimensionless dissipation parameter 
f-tconv is 0, and kwLtot is 4.257r. 
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As is discussed further below in the thesis, there is, for any given N and any 
given kwLtot, an optimal choice for the parameter f-Lconv· The response for N = 5 and 
kwLtot = 47r and for which f-Lconv has its optimal value is shown in Figure 30. 
The next three figures (Figs. 31, 32, and 33) are similar to Figures 26, 27, and 
28, except that here the number of links is 4 instead of 5. In the graphs for all of 
these figures the dimensionless damping parameter f-Lconv is set to 0. The value of 
kwLtot is 3. 757!' for Figure 31; it is 47r for Figure 32; and it is 4.257!' for Figure 33. The 
graphs of the responses show a little more regularity, but there is not a great amount 
of qualitative difference between these and the graphs for N = 5. 
Figure 34 is similar to Figure 29, but here the number of links is also 4. The 
damping is high so that the response is nearly the same as if the multi-linked cylinder 
moved as a rigid body. 
Figure 35 is similar to Figure 30, but here the number of links is also 4. The 
damping here is set to its optimal value. The device moves under the influence of 
the incoming wave, but the amplitude is lowered by the resistance of the joints to the 
flexing of the various links. 
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Figure 29: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set of 
calculations, the number of links is N = 5, the dimensionless dissipation parameter 
f-Lconv is 10, and kwLtot is 4.07r. (For these choices of parameters, the parameter 
f-Lreduced , defined further below in the text , has the value of 162.) 
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Figure 30: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. J.-L = 0.25885, kL = 47r, 
N = 5, J.-Lred = 1. 72135 
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Figure 31: Graphs depicting upward displacements for a sequence of times , with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set 
of calculations, the number of links isN = 4, the dimensionless dissipation parameter 
P conv is 0 and kwLtot is 3.757!' . p = 0, kL = 3.757r, N = 4 
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Figure 32: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set 
of calculations, the number of links isN = 4, the dimensionless dissipation parameter 
/-Lconv is 0, and kwLtot is 47f. 
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Figure 33: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set of 
calculations, the number of links is N = 4, the dimensionless dissipation parameter 
f-tconv is 0, and kw L tat is 4. 25?T. 
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Figure 34: Graphs depicting upward displacements for a sequence of times , with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set of 
calculations, the number of links is N = 4, the dimensionless dissipation parameter 
f-tconv is 10 (J-tred = 162) , and kwLtot is 47r. This is for relatively high damping. so the 
response is nearly flat . 
145 
1J{()/"7o Y (C)/Ynom 
1 R_:·_::_·:·~' ··:_· _;_·_·_:A 
~ ~1 
0 0,5 1 
1 - ......... , ...  ,., ...... ..... , .... ... ~. 
0 .• ~ ... ·. ·· ·:· -~ · ' .. ,;i'···· · ... -.... ... , .. . 
-1~···· · · ·-? 
0 0.5 I 
·.1 -· · __ .. _· _ •___ -_· _  ._. _ • __._ .. _._ ... __ ·-_·_· __ : _~-_ ·· __ ....... _ .•__ ·.·.·_·_ · _  ._·.·_·_·_.· .o· ·· :· ........ .. :. .;_- -.- - - -~ ·" .- .•• .' .. .. 
·1 .•.... _;..· . .... ....... ;;. .... , ... ......... . 
0 (),5 1 
... ' . . . ' 
1~_ ..... .-._., ... ..... ... y ... ...... . ... .. ... J 
-~~·:.:::.·:.-.~ 
o : o:~ 1 
0.5. 
bistanc.e 
Figure 35: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the multi-linked cylinder device. The horizontal axis corresponds 
to distance along the cylinder in units of the overall length. For this particular set of 
calculations, the number of links is N = 4, the dimensionless dissipation parameter 
f.Lconv is 0.180 (J-Lred = 2.925), and kwLtot is 47r . The parameters correspond to optimal 
damping, so a maximum or power conversion results. 
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6.4 Expression for average converted power 
The Rayleigh dissipation function given by Eq. (5.54) is rewritten here for 
convenience of referral: 
1 Cconv { dY } T [ J { dY } 
Rconv = 2 L~eg , dt D dt . (6.41) 
This, as discussed previously, is half of the (idealized) instantaneous rate at which 
energy is being converted to electricity. If the excitation is (as assumed here) of 
constant frequency, then the time average of the power conversion is 
P = ~ 2 Cconv {Y* }T [DJ {f'} conv 2W L2 . 
seg 
(6.42) 
For the evaluation of this expression in terms of the solution given in the previous 
section, one notes that 
{ Y* } T = Kexcite { G*} T [R*t1 , (6.43) 
with the recognition that the matrix [R] is symmetric. It is not, however, real valued. 
Thus, one has 
P = ~ 2Ccanv K2 . {c* }T [R*]-1 [D] [R]-1 {6} conv 2 W L2 excite seg (6.44) 
For the convenience of the ensuing analysis, the above is here rewritten as 
(6.45) 
where 
(6.46) 
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12 { A*}T *-1 -l{ A} ci>power(JLconv, kwLseg, N) = NJLconv G [R] [DJ [RJ G . (6.47) 
The function ci>pawer is dimensionless and depends on only the three dimensionless 
parameters JLconv, kwLseg, and N. The factors Of 12 and 1/N have been inserted here 
from hindsight , and as seen further below, cause the maximum values of ci>power to be 
of the order of unity. For a similar reason, one regards it as a function of 
(6.48) 
and 
(6.49) 
and the number N of links. Thus one writes 
(6.50) 
As is explained further below, the power converted is typically largest when JLreduced 
is of the order of unity. 
The above general expression for power converted can be expressed as a constant 
times the average power that is incident per unit crest length. This is given above, for 
the deep water case, as Eq. (2. 76) , which is repeated here for convenience of referral: 
(I) dy = Pw9 lf71 2 . JH -+oo 2 a · 4w (6.51) 
and which is here rewritten as 
(6.52) 
The quantity Www is understood to represent power per unit crest length and the 
subscript "ww" abbreviates "water wave." 
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With this substitution, one has 
(6.53) 
and 
P conv = [CW]www, (6.54) 
where 
2kwLa 
[1- (w/wres)2J<'Ppower· (6.55) 
The latter quantity, which gives the ratio of the converted power to the incident power 
per unit length of wave crest, is the capture width [56], [57] . 
. The capture width has the units of length . Apart from the frequency dependent 
factor that is nominally close to unity, this capture width is equal to the radius a 
of the cylinder times a dimensionless quantity that d epends on the dimensionless 
parameters Mconv, kwLseg, and N. 
6.5 Optimal choice of energy conversion parameter 
The function <Ppower(f.Lreduced , kwL , N), when kwL and N are held fixed , has a 
characteristic single-peak dependence on the parameter f.Lreduced · When f.Lreduced is 
0, <Ppower is zero, and the function initially increases monotonically until a maxi-
mum is reached at some nonzero value of f.Lreduced · Thereafter , the function decreases 
monotonically with increasing f.Lreduced, eventually going back to zero in the limit as 
f.Lreduced ~ oo. This behavior should be manifestly plausible as there can be no energy 
absorption when the damping parameter is identically zero. Also, as was shown in 
the previous section, the multi-linked cylinder behaves as a rigid body in the limit 
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when the damping parameter is very large. This type of dependence is similar to that 
exhibited by the simple mechanical example discussed in Chapter 4. 
The next three figures explore the dependence of the function <I>power on f.Lreduced 
for fixed N and fixed kwL. Figure 36 is for the number N = 5 of links and for 
three values (3.75n, 4n, and 4.25n) of kwLtot· The plots demonstrate that there is 
no exceptional sensitively to small variations of the wavenumber of the incident wave 
and that there is no discernible resonance effect. It also demonstrates the general 
principle that the fraction of power conversion is insensitive to the frequency of the 
incoming wave provided that the number of wavelengths in a segment is less than 1/2. 
If the number of wavelengths in a segment is as large as 1, then one would expect 
that the excitation forces associated with the distributed pressure forces would tend 
to average out over a segment. 
Figure 37 is similar, except that the number of links is N = 4. Note, however, 
that the vertical scale here is different from that of Figure 36. The maximum power 
converted for the N = 4 case is distinctly less than is that for the N = 5 case. 
Numerical experimentation with the computer program producing the graphs 
shown in Figures 36 and 37 led to the tentative conclusion that the graphs of <I>power 
for f.Lreduced for fixed kwLtot, and for . various integral values of N, should approach a 
limit as the number N of links becomes large. This is demonstrated by the sequence 
of graphs in Figure 37. The inferred principle is independent of the choice of kwLtot, 
and the graphs in Figure 37 are for kwLtot = 4n. The limit is essentially reached when 
N = 30, and one may note that there sis relatively little departure from the limit for 
a value of N as small as 5. However , the departure is substantial when N = 4. 
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Figure 36: Plots of the dimensionless quantity <Ppowen proportional to the power 
converted, versus the dimensionless quantity J-lred, which is a measure of the damping 
in the multi-linked cylinder device. The plots are for the number N = 5 of links and 
for three values (3.75n, 4n, and 4.25n) of kwLtot· The plots demonstrate that there 
is no exceptional sensitively too small variations of the wavenumber of the incident 
wave and that there is no discernible resonance effect. The value of 47r corresponds 
to the case when the total length of the device is exactly two wavelengths. 
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Figure 37: Plots of the dimensionless quantity <I>power, proportional to the power 
converted, versus the dimensionless quantity Mred, which is a measure of the damping 
in the multi-linked cylinder device. The plots are for the number N = 4 of links and 
for three values (3.757r , 47r, and 4.257r) of kwLtot· The plots demonstrate that there is 
no exceptional sensitively to small variations of the wavenumber of the incident wave 
and that there is no discernible resonance effect. The value of 47r corresponds to the 
case when the total length of the device is exactly two wavelengths. 
152 
<~!power 
... . ~ -· • ~- .... 4 • ~ ~ •• 
' 
0.5 ···:··- ..... ) ....... . ] ....... +····~-- : ~~ 
. . 
: : 
. . 
0.4 
. .. 
:«A 0 K 40 -: ~·· < ..... ~:~ .... 0 0. ...... f,._.. .... .... > ~ 0!"0~ V 0 A.; A 0 - ~ ~ ~0 0 • ~0 .. ... ... .0 • 0 V .f. 0 00 0 00 · • • ; 0 00. 0>.0 
.. ' . .. . ,; .. 
. : ~ : ; ~- ~ 
... ·j·· ·-·'····r···'-·r······L ..... : ...... ! .. ·-r·· ·····:···· 
' ... : ''"' ' 't··. ··· ···j" •••: · ·~··· .. ·--:······"'t····•l»••••\····· .. =······· 
: ·-r· .. ··t ... · .. :·······': ....... t ...... ·1···-.... l ..... r ··  :······· 
0.3 
0.2 
0.1 . 
0 L., _ ......... _---",___ ....__ _ _,__ ......... __ ...___ _ _._ _ _.... _ __,J_....--J 
0 0.5 1.5: 2 2.5 3 3;5 4 4:5 5 
f.tred 
Figure 38: Plots of the dimensionless quantity <I>power, proportional to the power 
converted, versus the dimensionless quantity f-Lred, which is a measure of the damping 
in the multi-linked cylinder device. The plots are all for kwLtot = 47r and for various 
choices (N = 4, N = 5, and N = 30) of the number of links in the device. The 
plots support the supposition that the graphs, for fixed kwLtot, approach a definite 
asymptotic form in the limit of large N. It also suggests that this asymptotic limit 
is very nearly realized for values of N as small as 5. 
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Chapter 7 
Limiting Model of a Limp Beam 
The results in the previous chapter suggest that useful approximate predictions 
for multi-linked cylinder models when the number of links N is moderately large 
can be derived with reference to the limit ing case when N ---+ oo, but with kwLtot 
held fixed. In this limit, the overall multi-linked cylinder behaves as what might be 
characterized as a limp beam. The analogy with the theory of beams in the mechanics 
of materials [58] is suggested because the multi-linked cylinder system has a physical 
resemblance to a cylindrical beam, both of whose ends are "free. " The driving of 
the oscillations by an incident water wave leads to an analogy of a vibrating beam 
driven by a distributed transverse load. However, the mathematical description that 
emerges here suggests a "limp" beam, which is a beam without any bending modulus. 
The limp beam model here, however , resists bending, but this is because of t he 
internal damping forces that impede time-dependent flexure. The limp beam model 
introduced here is somewhat similar to the slender flexible raft model discussed by 
Farley [22]. 
7.1 Differences approximated by derivatives 
The appropriate continuum model involving derivatives with respect to x can 
be derived from the equations in Eq. (6.23) . One lets x be the distance from the left 
end of the first cylinder , so that 
Yi---+ Y(O); (7.1) 
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Here, for notational convenience, the symbol 6 abbreviates Lseg· Differences of the 
Yn can be approximated in terms of derivatives, so that 
x = (n- 1/2) .6, 
X= (n- 1)Lseg, 
62 [{d2Y} + {d2Y} _2{d2Y} l dx2 dx2 dx2 
n+l n-1 n 
The third of the above relations, with the use of the second, reduces to 
Consequently, with the definitions of the matrices [ Z] and D], one can identify 
( [ Z] { Y}) n ---+ 6Y, 
([D] {Y}) n---+ _t.4~~. 
(7.2) 
(7.3) 
(7.4) 
(7.5) 
(7.6) 
(7.7) 
In regard to the elements Gn ofthe excitation vector, one should regard kwLseg = 
kw.t. as small compared to unity, so that 
(7.8) 
Then, with reference to Eq. (5.94), one has 
(7.9) 
With the use of the various limiting relations just derived, the matrix equation, 
Eq. (6.23), rewritten here for convenience of referral, 
{[Z] - iP,conv [D]} {Y} = Kexcite { G}, (7.10) 
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transforms to the differential equation 
4 A 
A 4d y "k 
6Y - iP,conv !::l dx4 = Kexciteet wX. (7.11) 
For convenience of referral in what follows , the above differential equation is 
rewritten in the form 
(7.1 2) 
where one abbreviates 
a= ( 
6 ) 1/ 4 
f-tconv f::l 4 
(7.13) 
(7.14) 
One might note, at this point , that the solution of the above differential equation 
in the limit a ---+ oo as 
Y = (1- (w1/Wres)2) rJo eikwx. (7.15) 
In this limit , the limp beam simply "rides the waves," but with a slight increase in 
amplitude due to the existence of a resonance frequency, which, for cases of interest , 
is appreciably above the driving frequency. 
In a similar spirit to that with which the limp beam differential equation is 
derived, one can rewrite the expression, Eq. (6.42), for the power converted, repeated 
here for convenience of referral, 
p =! 2Cconv {Y*}T [D] {¥} 
conv 2w £ 2 , seg 
(7.16) 
in the continuum approximation as 
(7.17) 
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Further below, it is argued that appropriate boundary conditions on the function 
Y(x) are that the second and third derivatives vanish at the two ends. Assuming this 
to be the case, the above integral expression, after two successive integrations by 
parts, transforms to 
(7.18) 
The upper limit L on the integration here is the total length Ltot = N Lseg of the 
multi-linked system. 
7.2 Boundary conditions at the beam ends 
To derive approximate boundary conditions that are to be imposed at the right 
end of t he beam, one considers t he first few equations of the set of N + 1 linear 
algebraic equations represented by Eq. (6.23) . One recalls that 
Z11 = 2; Z12 = 1; D11 = 1; D12 = - 2; D13 = 1; 
Z22 = 4; Z23 = 1; D22 = 5; D23 = - 4; D24 = 1; 
Z33 = 4; Z34 = 1; D33 = 6; D34 = - 4; D35 = 1. 
Thus) the first three of the set of algebraic equations become 
Y1 + 4Y2 + Ys- iP,conv ( -2Yl + 5Y2- 4Y3 + Y4) = KexciteG2 , 
Y2 + 4Y3 + Y4 - iP,conv ( Y1 - 4Y2 + 6Y3 - 4Y4 + Y5) = KexciteG3. 
In the above equations, one makes use of the Taylor's series expansions 
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(7.19) 
(7.20) 
(7.21) 
(7.22) 
(7.23) 
(7.24) 
(7.25) 
(7.26) 
(7.27) 
(7.28) 
Here all the derivatives are understood to be evaluated at x = 0. 
With the insertions just described, the algebraic equations, keeping only the 
leading terms, become 
(7.29) 
(7.30) 
(7.31) 
To order the terms on the left side, one may presume from the analysis leading 
to Eq. (7.11) that fl4Pconv is finite. One can also expand the terms on the right side 
of the equations in a power series in fl. Each equation should be satisfied identically 
to all powers in fl. This leads to the conclusions 
(7.32) 
(7.33) 
(7.34) 
(7.35) 
~ . ( 4 d4 y ) ( ~ ) 
6Y1 - ZJ-lconv fl dx4 = Kexcite G3 t.. --+O · (7.36) 
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The latter three of these can be simplified by use of the differential equation, 
Eq. (7.11), so that 
(7.37) 
The three equations then yield 
(7.38) 
( 11) A 11 6 - 2 Y1 + 12 K excite = K excite· (7.39) 
K excite = Kexcite, (7.40) 
with the insertion of 
(
A ) 1 Gl = -· 
Do-+0 2' (7.41) 
Either of the first two of the above equations yields 
(7.42) 
and the third equation is a tautology. 
Thus, one arrives unambiguously at the conclusion that the boundary conditions 
at the left end of the limp beam are 
(7.43) 
A similar proof can be given for these same boundary conditions holding at the right 
end (x = Ltot) of the beam. In the theory of elastic beams, these two conditions 
correspond to (1) the bending moment vanishing, and (2) the shear force vanishing, 
at the two ends of the beam. 
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7.3 General solution of the limp beam equation 
The derived differential equation, Eq. (7.12), for a limp beam is a linear inhomo-
geneous differential equation, and its general solution can be given as any particular 
solution plus the general solution of the homogeneous equation, 
4 A d Yhom . 4 A 
dx4 + 20: Yhom = 0. (7.44) 
The homogeneous equation has solutions of the form 
[constant] eqx, (7.45) 
where q is any of the four roots of 
(7.46) 
These four roots are found to be 
-ae-i1f/8. 
' 
-iae-in/8 
' 
(7.47) 
where 
e-in/8 = cos(1rj 8) - isin(1r j 8) = 0.92388 - i0.38268. (7.48) 
Consequently, the four roots may be taken as ±')'1a and ±')'2a, with 
The nomenclature has here been selected so that the real part of either ')'1 and ')'2 is 
positive. The general solution of the homogeneous equation can be written as a linear 
combination of these four solutions , and an appropriate form is 
(7.50) 
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where the constants A1 , A2 , B1 and B2 remain to be determined. The mathematical 
expressing of the last two terms, have been chosen so that, over the length of the 
beam, 0 < x < L, the magnitude of the various terms are less than the magnitudes 
of the coefficients. 
An appropriate particular solution of the inhomogeneous differential equation 
results if one assumes that Y varies with x as exp( ikwx), in the same manner as does 
the source term. Doing this yields 
A iBeikwx 
Ypart= k4 +. 4 
w 'U:Y 
(7.51) 
The general solution of the inhomogeneous equation is consequently 
(7.52) 
7.4 Determination of coefficients 
Imposition of the boundary conditions on the general solution of Eq. (7.52) 
yields the algebraic equations 
2A 2A 2B - "(1aL + 2B - "(2aL _ 1 ik;B 
'h 1 + 'Y2 2 + 'Y1 1e 'Y2 2e - 2 k4 · 4' 
a w+1.et 
(7.53) 
(7.54) 
(7.55) 
(7.56) 
For analytical convenience in what follows, each pair of these equations is here 
written in a matrix form, with the resulting matrix equations being 
i(kw/et) 2 B { 1 } [P] {A}+ [Q] [R] {B} = k! + ia4 i(kw/a) ' (7.57) 
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i(kw/a)2 B eikw L { 1 } 
[P] [R] {A}+ [Q] {B} = k! + ia4 i(kw/a) ' (7.58) 
where 
[P] = [ 'Yf 'Y~ l 
-ryr -ry~ , (7.59) 
(7.60) 
These two matrix equations can be formally solved using matrix notation, so 
that 
{A}= i~~w~~~~ [[I]- [MAJrl [Prl [[I]- eikwL [NAl] { i(k:j a) } ' (7.61) 
{B} = i~~~aj~~ [[I]- [Mslrl [Qrl [eikwL [I]- [Nsl] { i(k:/a) } ' (7.62) 
where 
[MA] = [Pr1 [Q] [R] [Qr 1 [P] [R] , 
[Ms] = [Qr1 [P] [R] [Pr 1 [Q] [R] , 
[NA] = [Q] [R] [Qr1 , 
[Ns] = [P] [R] [Pr1 . 
(7.63) 
(7.64) 
(7.65) 
(7.66) 
With a further defining of symbols, the appropriate solution of the differential 
equation, Eq. (7.12) , which satisfies the boundary conditions becomes 
. 4 
YA _ 'r}o 'iCi 
- ( I ) 2 4 . 4 X 1- W Wres kw + 'iCi 
(7.67) 
where 
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(7.69) 
T hese latter two column vectors are independent of the coordinate x. 
For subsequent ease of mathematical analysis, the above formula for Y is here 
rewritten as a sum over an index n ranging from 1 to 5, 
. 4 5 
-v = 'TJo za 2..:::: c e4>nx (7.70) 1 - ( w / w ) 2 k4 + ia4 n ' 
res w n=1 
where 
c1 = 1; rP1 = ikw, (7.71) 
k2 -
C2 = ~A1; rP2 = -11a, (7.72) 
a 
k2 -
c3 = ~A2; ¢3 = -12a, (7.73) 
a 
k2 -C = _3!_B e-·naL . ¢4 = 'Y1a, (7.74) 4 2 1 ' a 
k2 -C = _3!_B e-r2aL . ¢s = 'Y2a. (7. 75) 5 2 2 ' a 
Then= 1 term corresponds to the solution of the homogeneous equation, while the 
n = 2 and n = 3 terms are primarily associated with the boundary conditions at 
x = 0. The n = 4 and n = 5 terms are primarily associated with the boundary 
conditions at x = L. 
7.5 Graphical display of response of limp beam 
At this point, one can study the resulting solution for t he vibrations of the limp 
beam and see how it evolves in time. The incident wave is taken as 
rJ(X , t) = 'TJa cos(27rT- kwLtot(), (7.76) 
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and one considers five particular values ofT: 0, 1/4, 1/2, 3/4, and 1, so that 
'TJI(() = 'T}0 COs(kwL() , (7. 77) 
'T/2(() = 'TJoSin(kwL() , (7.78) 
173(() = -'T}0 cos(kwL(), (7.79) 
'T]4(() = -'T}0 Sin(kwL() , (7.80) 
174(() = -'T}oSin(kwL(), (7.81) 
'T/5(() = 'TJoCos(kwL() = 'T/1((). (7.82) 
The corresponding graphs for the response of the limp beam to the incident water 
wave are given by 
(7.83) 
(7.84) 
(7.85) 
(7.86) 
(7.87) 
The next five figures give response plots for the limp beam model under a variety 
of circumstances. These are analogous to the response plots given in Chapter 6 for the 
multi-linked beam model. In each such figure, the five graphs on the left correspond 
to the upward displacement of the water surface associated with the incoming wave. 
The five graphs on the right correspond to the upward displacement of the device 
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when modeled as a limp beam. The separate graphs in each of the two columns 
correspond to different times. The uppermost graph corresponds to the time when a 
wave crest is at the front end of the device (x = 0). The subsequent graphs on a given 
column correspond to !::J.t = (1/4)T, !::J.t = (2/4)T, !::J.t = (3/4)T. and !::J.t = (4/4)T, 
where T is a wave period. In all cases, the horizontal axis corresponds to distance 
along the device from the front. Distance is expressed in units of the total length 
Ltot, or equivalently in terms of the parameter ( defined above. 
The first three figures , Figures 39, 40, and 41, correspond to values of 3. 757r, 47r, 
and 4.257r for the parameter kwLtot· The reason for this restriction is because it is 
anticipated that any such device might be originally designed for the case when the 
incident wave and a wavelength equal to half of the total length of the device, so that 
kwLtot = 47r. However, once designed and built , the device should be serviceable for 
a range of incoming wavelengths, and one might, at first thought , think that there 
might be some sort of resonance effect, where the response changes dramatically when 
the incoming wavelength deviates slightly from an integral fraction of the length of 
the device . As is evident in the figures , this is not the case. 
All of these three figures are for small damping (large ka), and one may note 
that, for this low damping case, the response plots are similar to those of the water 
waves. However, the influence of the boundary conditions, including that where the 
curvature at the ends must vanish, is evident in the response plots near the two end 
points. 
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Figure 39: Graphs depicting upward displacements for a sequence of times , with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the device when modeled as a "limp beam." The horizontal axis 
corresponds to distance along the cylinder in units of the overall length. For this 
particular set of calculations, kwLtot = 3. 75n and aL = 500, so the dimensionless 
damping parameter J.Liimp is 3 x 10-7 .The circumstances correspond to negligibly small 
damping. 
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rJ(()/'fJo Y(()/Ynalri 
Figure 40: Graphs depicting upward displacements for a sequence of times, with 
time intervals between -successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement asso-
ciated with the incoming water wave. Those in the column on the right correspond 
to the response of the device when modeled as a "limp beam." The horizontal axis 
corresponds to distance along the cylinder in units of the overall length. For this par-
ticular set of calculations, kwLtot = 4n and aL = 500, so the dimensionless damping 
parameter /-Ltimp is 4x 10- 7 .The circumstances correspond to negligibly small damping. 
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Figure 41: Graphs depicting upward displacements for a sequence of times, with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the device when modeled as a "limp beam." The horizontal axis 
corresponds to distance along the cylinder in units of the overall length. For this 
particular set of calculations, kwLtot = 4.25n and aL = 500, so the dimensionless 
damping parameter J..ilimp is 5 x 10- 7 . The circumstances correspond to negligibly small 
damping. 
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The previous three plots are for situations when the dimensionless parameter 
ka is large. In this situation, it appears to be the case that the device flexes as 
much as it can, subject to the constraints imposed by the boundary conditions at 
the two ends. Figure 42 examines the opposite extreme, when the parameter ko. is 
small. The graphs in this figure correspond to a device with length equal to exactly 
2 wavelengths (kwLtat = 4n). Here , however, the net effect of the relatively small 
value of this dimensionless parameter is to hinder the flexing at the joints. Because 
the device length is an integer number of wavelengths, the influence of the forces 
distributed over the length tends to average out, and the device hardly moves up and 
down under the influence of the incident wave. 
As is discussed further below in the thesis , there is , for any given kwLtat, an 
optimal choice for the parameter o.L. The response for kwLtat = 4n and for which 
o.L has its optimal value is shown in Figure 43. 
7.6 Approximate response for long limp beams 
The above formula in Eq. (7.70). for Y(x) is somewhat complicated, so it is of 
interest to see if one can devise a suitable approximate expression that suffices for 
cases of ordinary interest. To this purpose, one can anticipate that, again for cases 
of ordinary interest, that o. is comparable in value to kw and that kwL is of the order 
of 10 or greater. If this is all so, then one can assume 
(7.88) 
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Figure 42: Graphs depicting upward displacements for a sequence of times , with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the device when modeled as a "limp beam." The horizontal axis 
corresponds to distance along the cylinder in units of the overall length. For this 
particular set of calculations, kwLtot = 41f and aL = 5, so the dimensionless damping 
parameter J.ltimp is 39.9.The circumstances correspond to very high damping, so that 
the response is nearly that of a rigid body. 
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Figure 43: Graphs depicting upward displacements for a sequence of times , with 
time intervals between successive graphs taken as a quarter of a wave period. The 
graphs in the column at the left correspond to the upward surface displacement 
associated with the incoming water wave. Those in the column on the right correspond 
to the response of the device when modeled as a "limp beam." The horizontal axis 
corresponds to distance along the cylinder in units of the overall length. For this 
particular set of calculations, kwLtot = 47r and aL = 11.9, so the dimensionless 
damping parameter J.blimp is 1.23. The circumstances correspond to optimal damping, 
so that a maximum amount of power is converted. 
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This assumption allows one to approximate Eqs. (7.68) and (7.69) by 
{A}~ [Pr1 { i(k:/a) } = ;2 [ ~i =~:::~: ] { i(~/a) } ' (7.89) 
{ E} ~ eikwL [Qrl { i(~/a) } = J2eikwL [ =~ :::~:] { i(k:ja) } , (7.90) 
or, equivalently, 
A1 = ;
2 
(1 + ei1f/8 (kw/a)); 
Bl = ;2 (1- ei1f/8(kw/a)) eikwL; 
A2 = ;
2 
( -i + ei1f/8(kw/a)); (7.91) 
B2 = ;
2 
( -i- ei1f/8(kw / a)) eikwL _ (7.92) 
Consequently, one has 
(7.93) 
One may note that terms varying with x as e-·nax and as e- -y2ax are significant 
near the left end of the beam and terms varying as e- -y1a [L- x] and as e--y2 a[L-x] are 
significant near the right end of the beam. 
For example, for the second derivative to vanish at the left end ( x = 0) , the 
above expression would require 
(7.94) 
The definitions of 'Yl and 'Y2 insure that this is satisfied identically: 
'Y~ - h~ = (1 + i)e-i1r/4 = J2. . (7.95) 
In the middle of the beam, one would expect the term eikwx to dominate so that 
. 4 
rJo '/,(X ik x y ~ r w. 
1- (w/wres) 2 k! + ia4 (7.96) 
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One should note that this can be written equivalently as 
(7.97) 
where 
(7.98) 
The angle ¢ is between 0 and 1r 12. This angle can be interpreted as a phase lag. If 
at any given time t 0 , the incident wave has a pea~ at a given value of x, equal to X 0 , 
then the limp beam will have the same peak at X 0 at time t 0 + ¢1w. The peaks in the 
limp beam arrive later than the peaks in the incident wave. The situation is similar 
to that shown in Figure 13. (In that figure, ¢ is 1r I 4.) 
7. 7 Power converted for limp beam model 
The expression for the power converted by the energy conversion device , when 
modeled as a a limp beam, is given above by Eq. (7.18), which is here reproduced 
for convenience of referral, 
(7.99) 
If the expression in Eq. (7. 70) for Y is inserted into this, one obtains 
(7.100) 
The above is next rewritten, by analogy with Eq. (6.45), as 
wpwgaL 2 ( ) 
P conv = [ - ( I )2] 'TJo <I>limp aL, kwL , 2 1 W Wres (7.101) 
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with the identification of 
The latter can be rewritten in a manifestly dimensionless form as 
( (a/kw)
4 ) { *}T[ 
<I>timp = 2 1 + (a/kw)B X D]{x } , 
or as 
( (a/kw)
4 ) { -* }T [ - ] { - } 
<I>ump = 2 1 + (a/kw)B X D X , 
with the new definitions 
11L D = - e(¢';,_+¢m)xdx = D * 
nm L mn · 
0 
(7.102) 
(7.103) 
(7.104) 
(7.105) 
(7.106) 
These latter defined quantities can be re-expressed, using the definitions given above, 
as 
XI= -1 ; 
D 11 = 1, 
D = 1 [ (e(¢';,_+¢m)L - 1] if A..* + A. ...J. 0 
nm ( ¢~ + cPm) L 'f'n 'f'm r , 
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(7.107) 
(7. 108) 
(7.109) 
(7.110) 
(7.111) 
(7.112) 
(7.113) 
(7. 114) 
(7.115) 
(7.116) 
{x} = Pt1 {x} ; [n] = P*f [DJ [JJ. 
Here the transformation matrix [ J] is the diagonal matrix 
with 
1 0 0 0 0 
0 1 0 0 0 
[J] = 0 0 1 0 0 
0 0 0 u 0 
0 0 0 0 v 
u = e - -y1 CiL = e -¢4e<L. , 
The transformation is such that 
h = -1; 
(7.117) 
(7.118) 
(7.119) 
(7.120) 
(7.121) 
(7.122) 
so that the latter two of t hese are not exponentially small when aL is large. The 
transformed central matrix has the elements 
Dn D12 D 13 u D 14 vD15 
[n] = D21 D22 D23 uD24 vD2s D31 D32 D33 uD34 vD35 (7.123) 
u*D41 u*D42 u*D43 u*uD44 u*vD45 
v* Dsi v*Ds2 v*Ds3 v*uD54 v*vD55 
This also creates a matrix where none of the elements are exponentially growing with 
increasing large aL. One should note that [D] is also a Hermitian matrix. 
To allow a correspondence with the corresponding mult i-segmented cylinder re-
sults, it is convenient to regard ~limp as a function of kL and JL!imp, where 
(kL)4 
/Llimp = ( aL )4 ' 
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(7.124) 
so that 
(7.125) 
<I>Iimp(f.liimp' kL) = 2( 1 :Jim: ) {x*} T [ D J {x}. f.lhmp (7.126) 
In computations using the formulas given above, one would use the replacement 
(kL) 
aL -t ( . )1/4. 
f.lhmp 
This leads to the identification of the capture width as 
(7.127) 
(7.128) 
Graphs of the effective power conversion function <I> limp (t-£Iimp, kL) versus J.Liimp 
for fixed kL are given in Figures 44 and 45 . The single graph in Figure 44 is for 
kL = 4n and compares favorably with theN= 30 curve in Figure 38. 
The plots in Figure 45 are for kL = 4n, kL = 61r, and kL = lOOn. The first 
of these is the same as the plot in Figure 45. The other two suggest a trend with 
increasing kL , so that the curve approaches an limiting asymptotic form as kL -too. 
The peak in this limiting case is at f.llimp = 1 and the peak value is <I>limp = 1 . 
7.8 Approximation for larger kL 
Although the expression derived in the previous section for the power converted 
is satisfactory for numerical computations, it is not too satisfactory for analytical 
examination. To this purpose, one can take an approximation analogous to that used 
in Eq. (7.93) and discard all terms which are exponentially small, In this regard, one 
notes that 
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(7.129) 
(7.130) 
(7. 131) 
(7.132) 
(7.133) 
(7.134) 
(7.135) 
One also uses the approximations of Eqs. (7.89) and (7.90) for the elements of the ele-
ments of {A} and { B}. In the above, one further pair of abbreviations is introduced 
so that 
(7.136) 
Doing this eliminates any dependence of the various terms on cos kwL and sin kwL. 
When the substitutions thus described are inserted into Eq. (7.126), one finds 
that the result can be written 
<P . = 2 ( Jl.timp ) [1 + 1/J (~';:p) ] . hmp 1 + 2 Jl.iimp (7.137) 
See Fig. 46 for case when kL ---+ oo. The curve in this case is the same as 2F(x), 
where F(x) is the function plotted in Fig. 12. Here 1/J(Jl.timp) is a real function only 
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of the variable J-liimp· This function is a little messy to describe analytically, but it is 
nevertheless given explicitly below 
"''( . ) = 2R 1-liimp 'h 1 2R P!imp 'Y2 2 { 
1/4 2 A } { 1/4 2 A } 
'P J-lhmp e . 1/ 4 + e . 1/ 4 ( -'lP!imp - 'Y1) ( -2plimp - 'Y2) 
(7.138) 
where 
(7.139) 
- - 1 ( i7r/8 1/ 4 ) . A1 - J 2 1 + e P!imp , 
- - ~ (-. i7r/ 8 1/ 4 ) . A2 - J 2 2 + e P!imp , (7.140) 
A - 1 ( i1f /8 1/ 4 ) 0 B1 - J 2 1 - e P!imp , B
A __ 1_ (-'- i1r j 8 1/ 4 ) 
2 - I 2 e P!imp . 
. y2 (7.141) 
To study this function 1/; (Plimp) , it is convenient to first look at limiting cases. If 
/-liimp is small, the function is directly proportion to p~i~p ' and what results is 
1/4 { 8 1 1 1 } 1/J -+ J-l . -- cos 7f 8 + + + hmp J2 ( /) 2 cos(7r/ 8) 2sin(7r/ 8) cos(7r/8)+sin(7r/ 8) 
1/4 
= -2.6131plimp· 
In the opposite limit, the function is proportional to p~~P' and one obtains 
1/J 3/4 { 1 1 . 1 } 
-+ P!imp 2 cos( 7f / 8) + 2 sin( 7f /8) - -co_s_( 7f----,/ ----,8)_+_s-in-(,----7f--,-/8--,--) 
3/ 4 
= 1.0824plimp· 
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(7.142) 
(7.143) 
One can next look at the actual numerical values and determine just how these 
limits are achieved. When J.Ltimp = 0.0001 , numerical computations yield '1/Jtimp = 
-0.2624 and when f.Llimp = 10000, numerical computations yield '1/Jlimp = 1080, so 
the derived asymptotic limits are consistent with the overall expression. One finds 
that the function has a maximum negative value of '1/Jiimp = -3.915 which occurs at 
f.Llimp = 0. 733. The graph passes through zero at J.Ltimp = 2.824, and the graph near 
this zero is approximated by 
'1/Jiimp ~ 0.9123 X (J.Ltimp- 2.824). (7.144) 
The point where f.Llimp = 1 has some significance in the discussion that follows , and 
near this point the graph has the form 
'1/Jtimp = -3.6955 + 1.4647(J.Ltimp- 1). (7.145) 
A graph of <Ptimp versus limp for the limiting case kL --too is given in Fig. 47. 
The general behavior of the function <Ptimp near J,ttimp = 1 in this large kL ap-
proximation is approximately given by 
3.6955 1 2 1.4647 
<Plimp ~ 1 - kL - 2 (J.Llimp - 1) + kL (J.Ltimp - 1) · 
This function achieves its maximum value at 
and the maximum value is 
"-' 1 (2)(1.4647) 
f.Llimp ""' + kL ' 
3.6955 ( <Plimp)max ~ 1 - kL · 
(7.146) 
(7.147) 
(7.148) 
For kL = 47r, these approximations yield f.Llimp = 1.23 and ( <Plimp)max = 0. 71. 
These numbers compare favorably with what can be inferred from Figure 44. 
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7.9 Discussion the neglect of the scattered wave 
In Section 6.2, it was asserted that the power re-radiated by the oscillating 
multi-linked device was substantially smaller than the power converted to electricity 
for circumstances of interest. This was used to (temporarily) justify the neglect of 
the generalized forces associated with the scattered wave. The assertion at that point 
in this thesis could not be supported because the necessary analysis leading to the 
estimation of the power converted had not been developed. This analysis is given in 
the preceding sections, so the assertion can now be examined. 
An initial step in the defense of the assertion is to obtain an estimation of the 
power that is reradiated. To this purpose, one uses the physical interpretation of the 
Green's function for a point source that appears in Eq. (3.27), which is here rewritten 
as 
[;p = -~; { -w2 [(2a)6x0 ] [-(t-il)]} G(x, y, z[x0 , 0, 0) . (7.149) 
Here the quantity within braces is the complex amplitude of the second time derivative 
of the volume displaced by the portion of the cylinder within an interval of length 6xo 
along the the length of the cylinder. The quantity 2a is the diameter of the cylinder 
and (t- i]) is the complex amplitude of the upward displacement of the segment 
relative to the local water surface displacement. The quantity (2a)bx 0 is the cross-
sectional area at the nominal water line of the segment of length 6x0 • The expression 
uses the assumption that the wavelength of the wave is substantially larger than the 
diameter of the cylinder. 
To obtain an expression for the complex pressure amplitude m the radiated 
wave, one integrates over X 0 from 0 to L. The disturbance in the far field near the 
water surface is obtained when one replaces the Green's function by its asymptotic 
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expression of Eq. (3.83), so that one obtains 
fJ = - ~; e - kwyei7r/4 (81rkw)l/2 ( -w2) (2a) 1L (-(t- il) J r~!i2eikwrloc dxo, (7.150) 
where 
[( )2 2] 1/2 T)oc = X - X 0 + Z (7.151) 
is the cylindrical radial distance from the local point along the length of the cylinder. 
In a further limit , when the radial distance is much larger than L, this reduces to 
(7.152) 
with the abbreviation 
(7.153) 
Here r is the radial distance from the nose of the device, and one abbreviates cos ()= 
xjr . The quantity Pis dimensionless. 
The time average of the total power radiated can be derived from the above 
expression with the integration 
11271" 
00 
k Prad = 2 ~ lfJI 2 dyrd() , 
o o WPw 
(7.154) 
which yields 
(7.155) 
This can be alternately written as 
(7.156) 
Here Www is the power per unit wave crest length associated with the incoming wave. 
The later is given in Eq. (6.52), and one has here used the deep-water dispersion 
relation, w2 = gkw . 
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At this point, it is necessary to estimate the quantity 
12n ~ 2 1 1L 1L IFI dB= 2L 2 Q(x , x 0 )dxdx0 , o 'TJo o o (7.157) 
where 
(7.158) 
with the recognition that 
1 2n eikw[x- xo ]cosOd{) = 27rJo(kwiX- Xo l). (7.159) 
Here ]0 ( '1/J) is the Bessel fmiction of zeroth order. 
In the estimation of the double integral that appears on the right side of Eq. 
(7.157) , it is here assumed that the device is "tuned" so that the power conversion 
is a maximum. One also estimates, with reference to Eq. (7.97) that the complex 
amplitude of the local response can be taken as 
(7.160) 
and that the complex amplitude of the local water wave height can be taken as that 
of the incident water wave, 
Consequently one sets 
The integral consequently has the value 
The symmetry on interchange of x and x 0 allows this to be replaced by 
12n !Pf d() = ; 2 1L 1L Jo(kw lx- Xo l) cos(kw lx - xol)dx dxo. 
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(7.161) 
(7.162) 
(7.163) 
(7.164) 
Then, because the integrand depends on x0 and x only in the combination x- Xo, 
this can be rewritten as the single integral 
1
2n 2 21f 1L 
0 
IPI de= L 2 o (L- ()Jo(kw() cos(kw() d( (7.165) 
A further change of integration variable reduces this to 
1211' I 12 21f 1kwL 0 F d() = (kwL)2 · 0 _ (kwL- z )Jo(z ) cos(z ) dz (7.166) 
The latter is a function of only the single parameter kwL and is amenable to numerical 
integration. Its value in the limit kwL ------t 0 is 1r , and a brief tabulation of its values 
yields the asymptotic relation 
(7.167) 
The actual computed value for kwL = 41f is 0.69 while the above approximation yields 
0.67, also to the same number of significant figures. Consequently, one concludes that 
one can use this approximation for cases of normal interest. 
Thus, one arrives at the estimate 
~ 2 3 2 2 2.37 ~ ( )3/2( Prad ~ ;kwL a (kwL)l/2 Www ~ 1.5 kwL kwa)awww (7.168) 
The assertion made at the beginning of this section consequently reduces to the 
question of how does the coefficient of Www in the above expression compare with the 
capture width [CW]. For ease of comparison, this coefficient is referred to here as the 
"scattering width" [SW] . The approximate identification is 
(7.169) 
The analysis presented in this chapter and in the previous chapter suggests that, 
for optimal tuning, the capture width is of the order of 
[CW] ~ 1.6kwaL. (7.170) 
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If this is compared with the above approximate expression for the scattering width, 
one finds that the assertion is valid provided 
[SWJ ~ (k L)lf2(k a) ·= (k £)3/2!!:... [CW] w w w L (7.171) 
For the representative design categories considered in the present thesis, the value of 
kwL has been of the general order of 47r . Also, one may refer to the Pelamis designs 
mentioned in Section 1.4, where L =180m and a= 2m, so that Lja = 90. For these 
circumstances, one has 
[SW] 
[CW] ~ 0.50. [Pelamis] (7.172) 
For the Pelamis design, the value just estimated is certainly not much less than 
unity, but is definitely "substantially" less than unity. In retrospect, one can state 
that the scattered power is not necessarily negligible, but it becomes less important 
with smaller radii of the devices. ·The neglect in the analysis , even for less slender 
cylinders, is justified if one wants a reasonable "first estimate" of the maximum power 
that can be produced. To include the effect of the generalized forces due to scattering 
(or re-radiation) is somewhat formidable and including it at the outset would have 
lengthened the present thesis considerably. Also, this would not have immediately 
led to any convenient rules of thumb, such as has been obtained in the development 
here. It might be added here that, should the loss of power because of scattering be 
deemed significant , one method of reducing its proportion is to reduce the radius of 
the cylinders. The scattered power tends to vary with the radius as the square of 
the radius, while the power converted tends to be directly proportional to the radius. 
This possibility is indicated by the factor aj Lon the right side of Eq. (7.171). 
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Chapter 8 
Conclusions 
8.1 P rincipal result of this thesis 
This is a long thesis, and there are many results that the author feels are sig-
nificant. However, it may be appropriate to begin this concluding chapter with a 
succinct statement of the result that the author feels is the most important. 
A recurring question that one may ask in regard to ocean wave energy conversion 
devices is: how well do they do in regard to energy conversion? One of course would 
have to fully know the nature of the incident ocean wave before the power converted 
can be predicted. Otherwise, one might ask questions about "efficiency." However, 
as is described at length in the current thesis. efficiency is not the appropriate term 
in this context. The most appropriate term is the capture width. The incident wave 
is characterized by the total power transported, integrated over the ocean depth, per 
unit length of wave crest . This quantity, as discussed in Chapter 1 of the thesis, is 
termed the wave power density, and one knows its typical values over most of the 
world's coastal regions . The ratio of power converted to the wave power density is 
the capture width and is denoted in this thesis by the symbol combination [CWJ. It 
has the units of length. So the relevant question is: just how large is the capture 
width? 
Many approximations are made in the analysis presented in this thesis, but for 
the most part they have been defended, at least to what the author regards as a 
reasonable extent, for the circumstances that seem of greater practical interest . The 
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discussion in the thesis has focused on multi-linked cylinder devices that nominally 
float half-submerged on the surface of the ocean and which are aligned so that they 
face into the direction from which the incident wave is arriving. 
There are several important factors associated with the overall design that affect 
the capture width. The three most important are: the overall length L of the device, 
the radius a of the cylindrical links, and the wavelength A of the incident wave. 
For the latter, the primary descriptor is the wavenumber k, equal to 21r /A. Other 
parameters that would be considered in the design are the total number N of links in 
the device and the apparent dashpot constant associated with the electro-mechanical 
energy conversion mechanisms attached to the individual joints between the links. 
The latter is described by a succession of separately defined dimensionless parameters 
that have lesser or greater use in the analytical formalism. 
However, the one striking general result is that there is always an optimum 
value of the apparent dashpot constant, for which the capture width is a maximum. 
The capture width is not especially sensitive to just how close the apparent dashpot 
constant is to its optimal value, but the maximum capture width is certainly of 
intrinsic interest . This maximum capture width, of course, varies with the other 
design parameters, including the frequency of the incoming water wave, but not 
dramatically so. A principal premise in the thesis is that the designer can alway 
make (1) a good initial choice for the apparent damping constant, or (2) incorporate 
a control system within the device that continually readjusts the apparent damping 
constant to its optimal value. The question that remains is: just how big is the 
capture width when the apparent dashpot constant has been adjusted to its optimal 
value? 
Answering the latter question has taken up the major part of the thesis, and it 
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was a pleasant surprise to discover that the question has a relatively simple answer, 
albeit an approximate one. However, the extent of the approximation is such that 
the simple answer is all right for a good first-cut at the design. This answer is 
[CW] ~ 2kaL. (8.1) 
The initial factor of 2 is somewhat of an upper limit and the realized value in practice 
may differ from this by as much as a factor of 3. There is also an important caveat 
that the length of the individual links should be somewhat less than half a wavelength. 
The latter restriction, in retrospect, is obvious since the individual links move as rigid 
bodies, and to achieve flexing, the length-averaged forces on successive lengths should 
be substantially different. 
Nevertheless, the simple result just stated is recommended as a potentially useful 
tool for device designers and for wave energy conversion system planners. 
8.2 Experimental confirmation 
No actual experiments were carried out during the progress of this thesis work, 
so a casual reader may rightfully ask whether there is any relevance of the results to 
what might be achieved in the field. This is, of course, difficult to answer at this time, 
but there is an indication in what was at one time stated in the online specifications 
for the Pelamis Wave Energy Converter. The site is no longer viewable, but the 
information downloaded from the Internet for the device implies that the capture 
width achieved was 
750kW 
[CW] = 55 kW /m = 13.6 m. (8.2) 
The stated length of the device was L = 150m and the stated diameter was 2a = 
3.5 m. The wave frequency at the time of the measurement was not explicitly given, 
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but the online picture of the Pelamis during wave excitation implies that the wave-
length was of the order of half the device length. Consequently, one would calculate 
2kaL = 2 X (2n/75) X (3.5/2) X 150 = 44m. (8.3) 
This latter number is of course appreciably larger than 14m, but this is an 
upper limit. If one corrects for the finite value of kL and uses Eq. (7.148), then the 
appropriate upper limit for the capture length should be 
[CW] = 2kaL (1- ~~). (8.4) 
This equation, with the numerical values stated above yields 
[CW] = 44 x (1- 0.27) =31m. (8 .5) 
Also, the device for which the numbers were reported had only N = 4 links. The 
formulas given here are for the limiting case of an infinite number of links. With 
reference to Fig. 38, one anticipates that the use of 4 links will reduce the capture 
width by an additional factor of 0.54/0.7 = 0.77. This correction leads to a prediction 
of the maximum possible capture width of 
[CW] = 31 x 0.77 =24m (8.6) 
This value of 24m is still somewhat larger than 14m, but this overestimate is consis-
tent with the possibility that the specific model of the Pelamis for which the numbers 
are taken may not have used a design where the power extraction (represented in this 
thesis by an effective damping constant) is optimally tuned. There is also the possibil-
ity that the over-prediction is partly due to the neglect of the scattered (re-radiated) 
wave. 
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8.3 Discussion of approximations and idealizations 
The idealizations and approximations made throughout this thesis have, of 
course, been discussed and justified to whatever extent was possible at the time 
of the writing throughout the development of the text of this thesis. However, for the 
convenience of the reader, an attempt is made here to systematically list them, with 
an attempt to add some concluding thoughts. 
1. The linear approximation. Some casual readers may think that water waves are 
intrinsically nonlinear . However, as discussed in Chapter 2, a linear approx-
imation should be sufficient as long as the wave amplitudes are substantially 
less than a wavelength. Except for the circumstances of severe storms, this is 
typically the case, and the energy conversion devices will ordinarily be driven 
by waves of moderate amplitude. They could possibly be operated during sever 
storms, but severe storms are not all that frequent. One could, of course, revisit 
this assumption in a subsequent study, but it seems quite appropriate for an 
initial study. 
2. Waves of fixed frequency. The limitation of the analysis to waves and vibrations 
of constant frequency is, of course, open to crit icism, but is justified (again, for 
an initial study) in part because ocean waves near coasts are not extremely 
broad band. They are not necessarily narrow band, either, but the band width 
is sufficiently narrow that one might be content with predictions made for a rep-
resentative central frequency. This is discussed in Chapter 1. Also, at least for 
' 
the devices being studied in the present thesis, the results are not especially sen-
sitive to small changes in frequen,cy, because the devices are not being operated 
under resonant conditions. It should be noted, however , that the analysis in 
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the present thesis assumed that there is no springiness (as in torsional springs) 
. between adjacent links in the device. Conceivably, such torsional springs could 
be chosen such that the overall device has a resonance frequency close to the 
frequency of the incoming wave. In such a case, the energy conversion perfor-
mance of the device would be sensitive to frequency. At the time of this thesis 
writing, the author is not convinced that incorporating such a springiness in 
the design is economically feasible. It is noted, however, that several authors 
have proposed systems that incorporated such springiness [22]. 
3. Unidirectional wave motion. The notion that the waves are propagating in a 
single direction is another idealization, but is supported by measurements of 
the directional distributions of waves near the coasts. Possibly this is because 
of the accumulative effects of a very weak refraction caused by the decrease of 
wave speed as a wave approaches the coast. This causes the waves to directed 
toward the coast, with approximately a normal incidence. 
4. Deep water approximation. The analysis in Chapter 2 indicates that the water 
does not have to be extremely deel? before one can reasonably assume that, 
from the standpoint of energy conversion, the depth is effectively infinite. This 
was found to be the case when the water depth was greater than a third of a 
wavelength. 
5. Links of equal length. At the outset, there is no special reason to expect that 
an improved power conversion might result if the links are not of equal length, 
and the assumption imparted a certain simplification in to the analysis. Also, 
if one is looking for an optimal design, it seems prudent at the outset to limit 
the number of variable design parameters. 
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6. Electro-mechanical energy converswn modeled by effective dashpot constants. 
This is discussed at some length in Chapter 4 of the thesis. What is being done 
is analogous to what electrical engineers often do in the design of loud-speakers 
and transducers, where the mechanical elements of the system are modeled as 
circuit elements. Here, a reciprocal type of idealization is being made. 
7. Same dashpot constant at each joint. This, again, is an idealization made in the 
interests of simplicity. There is no reason at the outset to imagine a markedly 
greater power conversion to result from allowing the effective dashpot constant 
to vary from joint to joint. For an initial study, the idealization seems appro-
priate. 
8. Idealization of ineTtial effects. In the present thesis, the frequency-dependent 
inertia of the water surrounding the device was idealized in terms of an entrained 
mass, also frequency-dependent, and the latter was derived from the problem 
of a infinite cylinder moving up and down at the water surface. This entrained 
mass turned out to be comparable to the actual mass of the device, but it turned 
out that both masses played a minor role in the eventual derived results. Both 
were formally taken into account by the incorporation of a factor 
(8.7) 
where Wres was a imprecisely defined resonant frequency, possibly a slowly vary-
ing function of the driving frequency. The justification for doing all this is that 
the operation of the device is typically appreciably less than any such reso-
nance frequency, so the correction is not especially significant. The proximity 
to resonance, even if somewhat distant, enhances the response of the device, 
but nevertheless does not appreciably the amount of power converted. This is 
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discussed in Chapters 5 and 6 of the thesis. 
9. Tunabitity of effective dashpot contsants. One major premise is that the designer 
of the operator of the device can tune the electro-mechanical conversion compo-
nents so that the power conversion to electricity is a maximum. This is possibly 
not easily done, and a detailed consideration of the method by which this is 
done would have considerably lengthened the present thesis. It is undoubtedly 
something that the designers should carefully consider. 
10. Neglect of viscosity effects.When this thesis work was begun, it was suspected 
that effects of viscosity would be appreciable. However, the analysis in the the 
thesis , based on a boundary layer model due to Stokes, suggests that , for circum-
stances of practical interest, viscosity is a minor consideration. Consequently, 
the bulk of the analysis, in Chapters 6 and 7, neglected viscosity entirely. 
11. Neglect of forces associated with re-radiation. The view adopted in the thesis 
is that the proper way to take effects of wave scattering or re-radiation into 
account is to develop a model that yield the local generalized forces acting on 
the device that are associated with re-radiation. This was done in Sec. 5.10 of 
the thesis. The principal result for the generalized forces, albeit approximate, 
is given by Eq. (5.117), rewritten here for convenience of referral, 
(8.8) 
The principal implementation difficulty is that the elements of [ Kscat J are intri-
cate functions that require inultiple integrations, and it is clear that including 
this forces at the outset will inhibit the development of simple analytical ex-
pressions that would be of immediate help to designers. Short of doing some 
196 
rather lengthy calculations, the actual influence of these forces is difficult to 
predict. One premise that was adopted was that this influence would not be 
substantial if the scattered power that results from these forces is substantially 
less than the power converted. The ratio of these two powers was examined in 
Section 7.9 and the approximate result was derived, Eq. (7.171) that 
[SW] ~ (k L)lf2(k a) = (k L)3f2!!.. [CW] w w w L (8.9) 
It does seem plausible that if the quantity on the right side of this equation 
is substantially less than unity, then the scattered wave can be neglected in 
the prediction of the maximum capture width. Nevertheless, it can be safely 
assumed that device designers will "push the envelope" and consider designs 
(typically by increasing the radius of the cylinders) where the ratio becomes 
comparable to unity. The qualitative validity of the results derived here may 
still be valid, as the influence of the scattered wave on power conversion is not 
fully understood, at least for the present writer. There is no general conservation 
of energy theorem that one can cite to this purpose. A device can scatter power 
and convert power, and there is no a priori reason to expect the sum of the 
two to be nearly constant. So, at least for a first cut , the analytical results 
developed in the present thesis, with the neglect of the scattered wave, seem 
worth considering as a good, possibly rough, guide to what might be expected 
for the power conversion. 
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