Regional vulnerability assessment, or ReVA, is an approach to place-based ecological risk assessment that is currently under development by the Office of Research
INTRODUCTION
Suppose you are an EPA administrator for a region of the United States and have $5 million to spend on environmental problems in that region. How do you spend it? Since resources for addressing problems are generally scarce relative to the problems themselves, the question quickly becomes: How do you spend it to get the most environmental benefit per unit of expenditure? A good approach is to focus on the most apparent problems with the most apparent causes, such as large point-sources of pollution. Three decades of success with this approach have left a set of unresolved environmental problems that are subtle, cumulative, and widespread. In part this is a matter of scale: problems are often overlooked because they do not occur at the spatial and temporal scale of individual human beings. For example, on the global scale the evidence for human-caused changes in climate is strong enough to produce an international scientific consensus (Houghton et al. 1990; . However, on the local scale the changes are within the range of past variability in climate, so that people tend to be unaware of or incredulous about climate change. Another problem is that causes of these problems are not apparent because they occur at a scale where scientific experiments are impossible. Complex interactions between multiple causes compound the problem. These issues of scale and complexity mean that large-scale, complex problems ai c often overlooked (Levins 1995) . More fundamentally, however, they mean that risk assessment is impossible without a frame of reference. To aid the EPA administrator in setting priorities, how do we choose a frame that is comprehensive and as unbiased as possible for prioritizing risk?
In this article we describe a conceptual frame for regional vulnerability assessment (ReVA), which is a proactive assessment currently being developed to estimate ecological risks over the next 20 years. The study area for the pilot is the mid-Atlantic region of the USA, shown in Figure 1 . By predicting future environmental conditions at the regional scale. ReVA is intended to build on the results of EPA's Environmental Monitoring and Assessment Program (EMAP), which monitors current conditions. Thus, whereas EMAP's emphasis is on environmental sampling and measurement, ReVA's emphasis is on analysis and risk assessment. Many of the concepts and tools for this sort of analysis will need to be developed. We also describe an operational concept for ecosystem vulnerability and discuss ways to think about the cenu al problem of conceptually integrating diverse risks to ecological goods and services.
ReVA follows the EPA's general approach to ecological risk assessment, which is laid out schematically in Figure 2 . The emphasis in this approach is on characterizing exposure of ecological entities (receptors) to particular environmental problems (stressors), and estimating the negative effects of that exposure. Then the effects of different stressors are compared via ecological response analysis, and the results are used to set priorities. Ecological risk assessment tells what to do, but not how to do it. Here, we describe the challenges involved in applying the risk-assessment paradigm to a regional-scale integrated assessment of ecological health. The goal is to compare diverse ecological risks in a way that is as comprehensive and unbiased as possible. An integrated assessment should also include the possibility that multiple stressors act in concert, producing cumulative and synergistic ef- fects on ecosystem function. Because in many cases these more complex effects are unknown, an integrated assessment should include, not only the state of the environment, but also the state of the science describing it. Such an assessment will highlight not only the biggest developing risks, but also the most serious scientific gaps. Development of a regional assessment will involve four interacting functions. First, data on stressors and effects from many sources must be placed into the spatial context and then synthesized using the capabilities of geographic information systems (GIS) (e.g., Whitford et al. 1996) . Second, a core research component must fill critical gaps in our ability to apply the data at the landscape and regional scale. Third, an assessment component must keep the project grounded in the real world by actually applying the data and risk analysis techniques to specific regions. Finally, the data and analytical tools must be communicated to the regional administrators. This final step is critical to assuring that the results of the research can be applied to continuing regional assessments.
Much of the research effort will focus on the landscape scale. All environmental risk occurs within a finite bounded space-the landscape-and satellite imagery gives comprehensive data on the properties of this space. Landscape indicators have been developed to make use of this fact in order to assess environmental condition at broad spatial scales . Satellite images provide direct information on some aspects of environmental condition, for example, the proportion of land covered by natural vegetation. Other aspects must be inferred from images and other sorts of data on landscape structure, for example, nitrogen contamination of rivers, which can partly be explained by agricultural land use in the watershed (Omernick 1977) . Still other aspects have unknown links to landscape structure. These must be measured at ground-based sampling points, and models must be used to extrapolate condition to the rest of the landscape. An example is atmospheric deposition of nitrogen and sulfur compounds. The challenge of ReVA is to develop an operational concept of ecosystem vulnerability that places these diverse data sets into a common framework.
ECOLOGICAL RISK ASSESSMENT AND REGIONAL VULNERABILITY
Ecological risk assessment is devoted to characterizing the action and probable effects of stressors. A stressor is any physical, chemical, or biological entity that can induce an adverse response in some part of the world (EPA 1998). Stressors involve a value judgment, because the term "adverse response" implies a desired state as a benchmark (Gaudet et al. 1997; Molak 1997) . A stressor also implies a receptor, the part of the world that can show the adverse response, or 'effect'. The degree to which a stressor comes into contact with a receptor is known as exposure. To predict the overall risk of adverse effects, exposures are combined with knowledge about the effects of exposure.
These four concepts-stressor, receptor, exposure, and effects-are borrowed from disciplines having to do with human health and are central to the EPA's risk assessment paradigm (Figure 2) . However, the concepts are not as straightforward when applied to ecological systems for three primary reasons. First, human health studies have a natural frame of reference: one person for one lifetime. Unlike organisms, ecosystems have no natural frame of reference. In consequence, units of analysis are not suggested by the system itself until the analyst has chosen a spatial and temporal scale of observation, and an observation set (O'Neill et al. 1986 ). Second, organisms generally have a higher degree of homeostasis than ecosystems. Homeostasis is the ability of a biological entity to regulate and maintain a constant internal equilibrium. Last, stressors themselves function within an ecosystem at some scale; they cannot be considered simpl y as external perturbations.
Homeostasis can be thought of as a tightly organized system of negative feedback loops, and this tight organization maintains the organism's essential features that make one organism and one lifetime apparent to an observer. Ecosystems are more loosely regulated. The modern conception of ecology sees ecosystems as nonequilibrium systems that show dynamic behavior at all spatial and temporal scales (Wu & Loucks 1995; Meffe & Carroll 1997) . For example, plant communities dynamically respond to fire at the scale of hours; to succession at the scale of decades; to climate change at the scale of centuries; and to evolutionan-adaptive innovation at the scale of millennia or longer. In part, the nonequilibrium concept is a reaction to earlier concepts that stressed equilibrium and stasis in ecological systems (Pimm 1991; Ehrenfeld 1991; . Equilibrium theories emphasized the tendency of ecosystems to move toward states that were self-maintaining, stable "climaxes." The classic example is plant succession (Clements 1916; 1936) . The regularity of plant succession suggested a sort of development and homeostasis analogous to what was observed in organisms. This implied to some workers that climax communities were healthy communities that could persist indefinitely. The 1988 fires in Yellowstone National Park illustrate the danger of this analogy. In the arid west fires are inevitable, and many plants are adapted to periodic burning of the landscape. Eighty years of fire repression maintained a climax plant community that was temporarily stable, but ultimately unstable. When fire finally did hit because of rare climatic conditions, the accumulated fuel load gave it an intensity that was unprecedented in the history of the region. However, a detailed look into the prehistory of the region showed that fires of similar intensity had occurred around 1700 (Christensen et al. 1989; Romme & Despain 1989) . Indeed, the serotinous cones of some species of pine require burning in order to disperse seeds. Disturbance is ubiquitous in ecological systems at a wide variety of spatial scales and temporal frequencies (Picket & White 1985) , but the example shows that some disturbances that seem destructive are normal when viewed from a more extensive temporal scale. We can hypothesize that other disturbances that truly are unprecedented pose a greater risk of changing the ecosystem qualitatively. Thus a historical context is important for understanding the behavior of systems.
l'he example of plant succession provides two insights. The first insight is that change and stasis depend on the spatial and temporal scale of observation. Once a particular temporal scale is chosen, dynamic change can be divided into three categories: (1) slow change, approximated as stasis within the frame of reference (2) moderate change, which is explicitly addressed within the frame of reference, and (3) fast change, which can be treated as stochastic "noise" or underlying rates in the system. Hierarchy theory adopts this framework and then argues that the framework is not merely a convenience for organizing observations, but that indeed ecosystems will tend to self-organize into distinct levels (O'Neill et al. 1986 ). The levels reflect underlying discontinuities in rate of change. At the intermediate level, the theory also predicts that rate-discontinuities (boundaries) will tend to delineate discrete entities that interact with each other, and these interactions provide the focus for scientific explanation. Examples of such entities are populations, lakes, individual organisms, habitat patches, etc. The point is that hierarchy theory predicts that once an observer selects a spatial and temporal scale, natural entities will suggest themselves. These entities form a natural subject for ecological risk assessment, analogous to human organisms in healthrelated risk assessment.
As an example, consider managed forests. When viewed from a landscape-scale, trees tend to occur in small (or large) even-aged patches. These patches arise from both the activity of natural agents like fire and soil, and from human harvesting (e.g., Romme & Despain 1989) . In consequence, one of the basic units of foresters is the "stand," a unit of trees that is relatively homogeneous in age, structure, composition, and physical environment (Spies 1997) . Recent research has emphasized that a stand is much more than the sum of its trees. In particular, comparisons of old-growth stands with managed stands have highlighted the ways in which modern forests are moving outside their historical range of variation. In many regions, the floor of old-growth stands is littered with large logs and other pieces of dead wood, whereas the floor of tree farms is "wellswept" by comparison. It turns out that coarse woody debris performs myriad ecosystem functions (Harmon et al. 1986 ). For example, during a major disturbance such as fire or clear-cutting, it serves as a refugium for many species of animals, plants, and fungi, and thus carries a biological legacy through to the next generation of forest trees (Perry & Amaranthus 1997) . Or, it is conceived as "storage," waiting to be washed into streams and rivers during the next flood, at which point it will become a key component of fish habitat (e.g., Benda et al. 1995) . Research of this type has allowed the development of a forestry science that balances tree production with other ecosystem functions (Kohm & Franklin 1997) . Moreover, it has allowed the U.S. Forest Service in the Pacific Northwest to characterize old growth in terms of structure, composition, and function, so as to manage for a future of "new" old growth.
The second insight is that species in a given locality tend to be adapted to past patterns of change and stasis. For time-scales comparable to a species' generation time, this will be expressed as a generalist strategy or specialization to some spatio-temporal niche (such as pioneer species in succession). Over longer time-scales, the adaptations themselves will evolve to track the changes in conditions. Thus the complex set of adaptations held by a biotic community has a sort of "memory" for past conditions. The big question is whether changes in conditions lead to evolution of new adaptations, or are drastic enough to cause extinction or a diminished role in ecosystem function. Without knowing anything else about an ecosystem's dynamic properties, one can predict that the less that the future is like the past the higher the risk of species extinctions and of complex unpredictable changes in ecosystem function. A risk assessment should be designed to highlight such changes.
How can we apply these insights? The ways in which ecosystems support human life can be thought of as a set of ecological goods and services (Daily 1997; Rapport et al. 1998) . These are things produced by the environment that are valuable to humans. By definition, stressors have their adverse effects on ecosystem goods and services. The first step of a comprehensive assessment is to adopt a spatial scale that captures all the ecosystem goods and services in the region. At this scale, the fundamental entities are landscape features: watersheds, forest patches, streams, cities, road systems, and so forth. The appropriate temporal scale is one at which directional change in these features can be assessed-the scale of decades. The goal of the assessment is to use variance in landscape features to explain variance in undesirable effects of stress. Then regional-scale models are developed from these associations to identify the parts of the landscape that are most ecologically vulnerable over the next few decades.
We define ecosystem vulnerability as (1) the likelihood that stressors to ecosystems will cause ecological processes and functions to vary beyond the range of natural variability, with (2) subsequent adverse effects on the ability of that ecosystem to provide the ecological goods and services that the public has come to expect and desire. The underlying assumption is that unstressed ecosystems are dynamic and variable through time, but the variation occurs around a stable equilibrium. Thus, ecosystems are assumed to be inherently sustainable, providing ecological goods and services indefinitely, albeit subject to a natural variation.
According to nonequilibrium theory, this assumption is clearly not valid. However, given that we cannot comprehensively describe and predict the behavior of every part of the landscape, the assumption is strategic in that it focuses attention on the part of the landscape where condition is changing the most. This is where the sustainable flow of ecological goods and services is most at risk. The more that stressors push an ecosystem outside its range of natural variation, the less relevant the adaptive "memory" is of the component organisms. The system enters unknown territory and we risk destabilizing the whole system, or at least compromising some subset of ecological goods and services. Thus, vulnerability is a rough early warning system to prioritizing ecological risk.
It is tempting to argue that a regional assessment should begin with a detailed case study of some part of the region. For example, characterize one watershed in detail, and then generalize by "scaling-up" to the entire region. The essence of hierarchy theory is that scaling-up is not a matter of generalizing results, but of asking different questions. The fundamental issue is explaining variance, or pattern, in terms of mechanisms. When increasing the spatial scale at which an entity is considered, by default one tends to start including new sources of variation, and these sources compete with the original chosen mechanism. These other predictors may swamp the chosen mechanism (so that it looks like noise), or covary with it (so that the two cannot be disentangled), or magnify it via an interaction, or even cancel it out. Disentangling all these possibilities by experimental manipulation is usually impractical.
A more expedient approach is to choose a spatial scale first and then look for variance at that scale, search for predictors of that variance, and perform experiments to show that the two are causally linked. This may or may not explain variance at another scale. For a regional-scale analysis, an ideal place to start is with satellite data and other data sets that are regionally comprehensive: U.S. census data, maps of roads, and so forth. To use satellite data for projecting longterm environmental risk, the results of such an analysis would be used to "re-conceptualize" our ideas of ecosystem function in terms of landscape entities, and use the new concepts to predict vulnerability.
The last step, the experimental test, is necessary to establish causality as a basis for making predictions. Unfortunately, at the regional scale, controlled experiments are impossible. One possible alternative is to treat as an "experiment" the existing regional-scale manipulations of the environment by the humans who live there, using regional variation in landscape indicators as the starting point. Unfortunately, since the "experiment" is uncontrolled, correlation and causation may still be confounded, but the problem could be minimized by carefully supported conceptual models and by cross-validating "experimental" conclusions on independent data sets.
A FRAMEWORK FOR COMPARATIVE REGIONAL VULNERABILITY
Vulnerability uses natural variation of ecosystems in the past as a benchmark for predictability of their future behavior. However, an operational concept of "natural" is difficult, both because human activities have been widespread for quite some time, and because the necessary data may not have been collected. There are several alternative types of benchmarks. One method is substituting space for time by measuring the current condition of pristine reference sites. National Parks and the National Science Foundation's sites for Long-Term Ecological Research (LTER sites) are examples of reference sites. Another method is to use sustainabilitv as a criterion for a given resource. For example, if the rate of soil loss exceeds the rate of soil formation in a region, then the goods and services provided by soil are vulnerable. Finally, it will sometimes be possible to use scientific knowledge about the system to predict thresholds at which ecological goods and services are reduced, or at which they are lost beyond recovery. An obvious example of this is species extinction, which cannot be reversed once it occurs.
Assessing vulnerability is difficult because even when a given stressor and its direct effects are well understood, the way those effects propagate through the ecosystem and interact with effects of other stressors is often not. Yet ecological science tells us to expect many of these synergistic effects to be large and nonlinear, with feedback loops of causality and other forms of complexity. Ideally, the results of a vulnerability assessment should reflect the complexity, but realistically much of the required science is a long way off. Thus, a comprehensive assessment of vulnerability must also include an assessment of the state of the science behind it, and a flexible method for deploying the existing science in the best way possible. This will naturally involve a tension between the need to analyze stressors one at a time to make them scientifically tractable (the traditional approach of EPA), and the need to conceptually integrate them so as to model the synergistic effects mentioned above. The possibility of synergistic effects poses a very big problem for assessing vulnerability. Figure 3 is a schematic of various approaches to the problem, arranged by increasing complexity. The comparative risk approach is the simplest. It assumes (1) a one-to-one relationship between stressors and receptors, and (2) all receptors are independent of each other. Prioritizing environmental problems in this scenario is simply a matter of human values assigned to the natural states of each receptor. Synergistic effects are assumed to be absent or implicit. The connection between direct effects and ecosystem goods and services is often implicit. The multistressor-multireceptor approach is similar, but recognizes that stressors can affect several receptors and several stressors can affect receptors. In the latter case, effects may be assumed to be additive or synergistic. Synergistic effects are considerably more complex to model. The ecosystem approach recognizes that another term for receptors is "ecosystem components," and that these components interact with each other irregardless of the stressors. Direct effects of stressors on receptors may propagate through the ecosystem and emerge elsewhere as indirect effects. Finally, the ecological economics approach attempts to link the ecosystem with the economic system embedded within it. In particular, at the input side it recognizes that different stressors may be produced by the same socioeconomic phenomenon. At the output side, it recognizes that people do not so much value ecosystem processes themselves, as they value the goods and services that ecosystems provide. In the context of
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ecological risk assessment this provides a theoretical framework for linking endpoints directly to human values with a minimum of implicit assumptions. These ecological goods and services are not necessarily valuable in a monetary sense. In fact, assigning monetary value would frequently be a mistake because it would imply that ecological goods and services could be exchanged for equivalent economic goods and services (in economic jargon, that they are substitutable). This will rarely be true. The simpler approaches are more tractable but less realistic and often hide many subjective, implicit assumptions. They risk missing important problems. The complex approaches are difficult to develop, require a lot of research, and may not be necessary when direct effects or synergistic effects are weak. They risk wasting time and money, and in any case often do not yet exist. The operational concept of vulnerability defined above gives guidance about how complex an analysis should be for any given part of the landscape. By highlighting the suite of stressor-effect pathways that are pushing a system outside its historical pattern, vulnerability will tend to identify the possible synergistic effects that are most important. Thus, it will serve to guide the development of a new generation of models by focusing attention on the biggest developing risks and the biggest unknowns. A pragmatic approach to integrating diverse stressor-effect pathways is required. In the remainder of this article, we describe a preliminary integration via landscape indicators, and a final top-level integration via identification of suites of "major effects." These are pragmatic ways to systematically pare down the number of possible synergistic effects that need to be considered.
LANDSCAPE INDICATORS
A landscape indicator is a characteristic of the environment that is measured to provide evidence of biological condition at the scale of ecosystem or landscape ( Jones et al. 1997) . Landscape indicators have been used to assess the condition of features such as biotic diversity, watershed integrity, and landscape stability .
As implied by these examples, landscape indicators tend to integrate the effects of stressors at sinallei scales, because in man y cases vai ious su essors may have a common cause and a similar spatial domain. For example, the road network of a region produces multiple stresses-roads are barriers to animals dispersing between habitat patches, are sources of ozone pollution, and where roads cross streams they may be a source of polluted run-off. The presence of a road network also indicates that surrounding land is more likely to become urbanized, leading to the loss of such ecological goods and services as watershed integrity and biotic diversity. Thus, the roads themselves are a stressor that captures several chains of cause and effect at a variety of temporal scales.
In Table 1 are some examples of landscape indicators that have been measured in the mid-Atlantic region (see Jones et al. 1997) . Some of these indicators are highly correlated with each other. For exam- ple, human population density by county, humanuse index by pixel. and the road network are all highly correlated in space. Although this is not surprising, other associations may be less obvious. For example, in a cluster analysis of these data at the watershed level, one cluster of similar watersheds was characterized by high scores for roads near streams, agriculture on steep slopes, sulfate deposition, and a low score for riparian forest cover. These watersheds were scattered throughout the ridge-and-valley and the Appalachian valley physiographic provinces of the mid-Atlantic. Something about these provinces probably caused the suite of indicators to co-occur. Thus, one level of integration is among landscape indicators that are associated with each other. These associations are likely to arise because humans interact with the landscape in a way that is geographically specialized. In the example above, the ridge-valley topography probably caused some of the associations: ridges provided the possibility of agriculture on steep slopes and tended to focus road-building into the river valleys, this in turn meant roads tended to cross streams more frequently than in other regions, and tended to encourage settlement and landclearing along riparian zones. Thus the data capture a sort of "regional syndrome" in the way humans have related to the regional ecosystem. A syndrome is a distinctive or characteristic pattern of behavior, expressed here at the regional scale by one of the dominant species, human beings.
These ideas of spatial co-occurrence and regional syndrome could be exploited to simplify the task of assessing risk for the following reason. When multiple stressors are considered together, the number of possible synergistic effects increases factorially with the number of stressors considered. It is clearly impractical to address all the possibilities via scientific analysis. Spatial association of indicators helps to set priorities in this combinatorial jungle, helping to focus further data collection and model building on the areas where it is most needed-where future change is least predictable. Furthermore, to the extent that landscape-level indicators capture an array of more detailed stressorreceptor relationships, they may simplify the task of model building by reconceptualizing these processes at the regional level.
An example of how such a reconceptualization would work is the analysis of population viability for a particular species. The classic approach is to measure demographically important parameters such as vital rates or variation in population size. These data are combined with a model of population dynamics to predict the risk of extinction over some time frame (Burgman et al. 1993) . To be useful for predicting population risk under various scenarios (continued urban development, pollution control, etc.) , it is necessary to collect further data on how vital rates are affected by the scenarios. The method is often labor intensive and time-consuming, and usually it can only be applied to one population at a time. Thus, extrapolating viability to other populations in the landscape either requires new data or an argument based on similar conditions of habitat. Hanski (1994; reconceptualized the problem of viability to the landscape scale by considering metapopulations-sets of populations that interact via dispersal-and by emphasizing the layout of habitat patches rather than the dynamics of populations per se. He emphasized, not the extinction of each population, but the balance of extinctions and recolonizations in the whole set of habitat patches potentially used by the species; that is, viability at a regional scale. The reconceptualization was made by noting that under certain assumptions, each population's risk of extinction is negatively related to population size, which in turn is proportional to the size of the habitat patch. He developed an "incidence function" that described extinction risk as a function of habitat patch size and two other parameters. Likewise, he developed another incidence function that predicted colonization probability as a function of distance between habitat patches, patch sizes, and two other parameters. Under certain assumptions, the unknown parameters can be estimated from data on patch area, location, and data on presence/absence of the species in each patch. The point is that some parameters (patch area and location) can be estimated from remote imagery, and colleagues (field data on species presence/absence) are much easier to gather than data on vital rates or population size. The fitted model can then be used to examine the risk of regional extinction as an effect of habitat loss.
This sort of reconceptualization should be possible for a diverse set of risks. A good example that is quite different from population viability is the hierarchical approach to assessing water quality, described by Hunsaker & Levine (1995) . In summary, the goal is to develop a simple approach for projecting future conditions of the region from data about current conditions. The most straightforward model is based on statistical associations (e.g., multiple regression), but such models generally assume linear relationships between the variables. When such models are used to project future conditions, they extrapolate and in essence assume no threshold effects or other nonlinear responses in the future. The more that the projection can incorporate landscape-level mechanisms rather than statistical associations, the less likely that important thresholds will be overlooked.
Reconceptualizing environmental condition and risk at the regional scale will normally only capture a small proportion of the variation. For example, McCormick et al. (unpublished) developed an index of biotic integrity (IBI) for fish communities in the mid-Atlantic. Variation in the index was explained by landscape condition, local habitat condition, and water chemistry; the landscape-level condition captured only a small proportion of the total variance. To develop projections of future IBI from these data, it would be necessary to make assumptions about how degraded local habitat condition and water chemistry will be distributed over the landscape in the future.
ISSUES FOR TOP-LEVEL INTEGRATION
To analyze ecological response for a given ecosystem (forests, streams, high altitude forests, etc.), we want to translate the effects of stressors into effects on ecological goods and services, including any significant synergistic effects. This requires integration, and we have suggested that some of this integration is a matter of identifying regional syndromes. Insight from the syndromes and from smaller-scale models is then used to develop predictions at the regional scale. No doubt this will be an insufficient level of integration. There will still be parts of the landscape exposed to independent multiple stressors, and a framework is necessary to predict their combined effects on ecological goods and services. This raises the problem of whether combined effects are cumulative (additive) or synergistic (mutually reinforcing, or greater than additive).
One way to simplify the problem is to disregard stressors that only have a minor direct effect on a particular ecosystem. But what separates minor effects from major effects? Especially if we do not yet have a good predictive model of how the system works? The definition of vulnerability given earlier in this article suggests a good working definition: Minor effects have a magnitude small enough to lie within the range of natural variation in the ecosystem. Major effects, in contrast, push a system outside its natural range of variation. Thus, a good strategy is to first ask the cumulative/synergism question for major effects and their interactions. This strategy suggests having two different sets of endpoints (Figure 4) . The first set contains measures of the direct effects caused by stressors, categorized as minor or major effects. The second set of endpoints are ecological goods and services that are valued by the public. Models are used to link the major effects to these endpoints via pathways of cause and effect through the ecosystem. The optimal model would allow for synergistic interactions between all major effects based on the best science currently available. It would make realistic assumptions and include quantitative estimates of the uncertainty of its predictions. In practice, many useful, measurable endpoints will be intermediate, lying between direct effects and final goods and services. To integrate these endpoints into the final assessment, they must somehow be related to ecosystem goods and services.
CONCLUSION
ReVA seeks to identify ecosystems that are most vulnerable due to current and future patterns of stress. Its goal is to provide an objective means for risk managers to prioritize environmental problems in order to sustain the valuable goods and services that ecosystems provide to people. To achieve this goal, ReVA must assemble spatially explicit data and models for a comprehensive array of stressor-effect relationships. Then it must adopt a pragmatic method to integrate this information conceptually, using models to predict synergistic effects, ecosystem function, and uncer- taints for a variety of future scenarios. This is a form of "ecological response analysis" in EPA's risk assessment paradigm. The challenge of integrating stressors and predicting responses at the regional scale is considerable. We have discussed an operational concept of ecosystem vulnerability and some of the issues of applying it at the regional scale. The key assumptions of the concept are that ecosystems have nonequilibrium dynamics, and that historical patterns of variation are the basis for assessing current vulnerability. Since history is the basis for ranking vulnerability, we hypothesize that receptors that are being pushed the furthest outside their historical range have the greatest vulnerability. This amounts to a null hypothesis, but a useful one since it simultaneously highlights the biggest risks and the biggest unknowns. Reconceptualizing stress and effect at the regional level should be useful but challenging. One avenue is to identify regional syndromes in the way communities of people interact to their regional ecosystem. Unfortunately, regional models cannot be verified by experiment and may confound correlation and causation. The future behavior of environmental systems is very difficult to predict in any case, so the regional vulnerability assessment should be viewed as a rough, early warning system. The concept described here tends to highlight the parts of the landscape that are "predicted to be unpredictable." This is one approach to identifying the parts of the landscape that are most vulnerable, and gaps in scientific knowledge that most need to be filled.
