We give elementary semi-decision procedures for the ground word problem of variable preserving term equation systems and term equation systems.
Introduction
Knuth-Bendix procedure provides a semi-decision procedure for the word problem of a term equation system. Among a vast literature on its variations, see, for example, [1, 2, 3, 6, 8, 9, 11, 13] .
A term equation l ≈ r is called variable preserving if the same variables occur in the left-hand side l as in the right-hand side r. A term equation system (TES) S is called variable preserving if all of its equations are variable preserving. Example 4.1.4 on page 60 in [1] shows a variable preserving TES with undecidable ground word problem.
First we give an elementary semi-decision procedure for the ground word problem of variable preserving TESs. Second we generalize our semidecision procedure to TESs. We give an elementary semi-decision procedure for the ground word problem of TESs. We apply the results of Fülöp and Vágvölgyi [4, 5, 12] on ground TESs (GTESs) and tree automata.
In Section 2, we present three trivial semi-decision procedures for the ground word problem of variable preserving TESs and TESs. In Section 3, we intuitively describe our elementary semi-decision procedures for the ground word problem of variable preserving TESs and TESs. In Section 4, we present a brief review of the notions, notations, and preliminary results used in the paper. In section 5, we recall some results of Fülöp and Vágvölgyi [4, 5, 12] on the connections between GTESs and tree automata. In Section 6, we present our elementary semi-decision procedure for the ground word problem of a variable preserving TES. In Section 7, we present our elementary semi-decision procedure for the ground word problem of a TES.
Three Trivial Procedures
In this section we present three trivial semi-decision procedures. The first one is for the ground word problem of variable preserving TESs. The second and the third ones are for the ground word problem of TESs. The third one is a direct improvement of the first one.
Our elementary semi-decision procedure for the ground word problem of variable preserving TESs is a straightforward improvement of the first trivial procedure. Our elementary semi-decision procedure for the ground word problem of TESs is a natural improvement of the second and third trivial procedures.
First trivial semi-decision procedure
Input: A variable preserving TES S, ground terms p, q. Output: 'yes' if p ↔ * S q, 'no' or undefined otherwise. Let U 0 = { p }, V 0 = { q }, i = 0. repeat i := i + 1; U i := U i−1 ∪ { s| there is u ∈ U i−1 such that u ↔ R s }; V i := V i−1 ∪ { s| there is u ∈ V i−1 such that u ↔ R s }; if (U i = U i−1 or V i = V i−1 ) and U i ∩ V i is empty then begin output 'no'; halt end until U i ∩ V i is not empty; output 'yes'; halt
For any variable preserving TES S and ground term u, the set { s|u ↔ R s } is finite and then effectively computable. Thus, U i and V i , i ≥ 0 are finite and can be computed effectively. Hence the above procedure can be implemented. Observe that U i , i ≥ 0 does not depend on q.
Assume that • we have run our procedure for the TES S and ground terms p, q, that • during the run of the proceedure we found that U i+1 = U i for some i ≥ 0. Then U i = U i+k for k ≥ 1. Furthermore, suppose that for an arbitrary q ′ ∈ T Σ , we want to decide whether p ↔ * R q ′ . Then p ↔ * R q ′ if and only if q ′ ∈ U i . Thus we need not run the above procedure for the TES S and ground terms p, q ′ . We simply check whether q ′ ∈ U i .
Second trivial semi-decision procedure
Let S be a TES. We now define the GTESs W i for i ≥ 1. GTES W 1 consists of all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, obtained by substituting ground trees of height 0 for all variables appearing in l or r. For each i ≥ 2, GTES W i consists of
• all elements of W i−1 and • all ground instances l ′ ≈ r ′ of the equations l ≈ r in S obtained by substituting ground trees of height i − 1 for all variables appearing in l or r such that (l ′ , r ′ ) ∈ ↔ * W i−1 . Our trivial semi-decision procedure is as follows.
Input: A TES S, ground terms p, q. Output: 'yes' if p ↔ * S q, 'no' or undefined otherwise. i := 0; repeat i := i + 1; compute W i ; if p ↔ * W i q then begin output 'yes'; halt end until W i = W i+k for k ≥ 1; output 'no'; halt Observe that W i , i ≥ 0 can be computed effectively. Furthermore, W i , i ≥ 0 does not depend on p and q. If we could decide for each i ≥ 1, whether P i = P i+k for k ≥ 1, whether Q i = Q i+k for k ≥ 1, and whether W i = W i+k for k ≥ 1, then the above procedure could be implemented. For each i ≥ 1, let h P i , h Q i , and h W i be the maximum of the heights of the trees appearing in S ∪ P i , S ∪ Q i , and S ∪ W i , respectively. We conjecture that -P i = P i+k for 1 ≤ k ≤ h P i if and only if P i = P i+k for k ≥ 1, -Q i = Q i+k for 1 ≤ k ≤ h Q i if and only if Q i = Q i+k for k ≥ 1, and -W i = W i+k for 1 ≤ k ≤ h W i if and only if W i = W i+k for k ≥ 1. Assume that our conjecture is right. Then for an arbitrary TES S and integer i ≥ 0, it is decidable whether P i = P i+k for k ≥ 1, whether Q i = Q i+k for k ≥ 1, and whether W i = W i+k for k ≥ 1. Hence the above procedure could be implemented.
Third trivial semi-decision procedure
Input: A TES S, ground terms p, q. Output: 'yes' if p ↔ * S q, 'no' or undefined otherwise. Let U 0 = { p }, V 0 = { q }, i = 0. repeat i := i + 1 U i := U i−1 ∪ { s| there is u ∈ U i−1 such that u ↔ S s, where we substitute ground trees of height less than or equal to i − 1 for all variables that do not appear on that side of the applied equation which is matched with a subtree of u }; V i := V i−1 ∪ { s| there is u ∈ V i−1 such that u ↔ S s, where we substitute ground trees of height less than or equal to i − 1 for all variables that do not appear on that side of the applied equation which is matched with a subtree of u }, if (U i = U i+k for k ≥ 1 or V i = V i+k for k ≥ 1) and U i ∩ V i is empty then begin output 'no'; halt end until U i ∩ V i is not empty output 'yes'; halt
For every TES S, ground term u, and integer j ≥ 0, consider the set Z of all ground terms s ∈ T Σ such that u ↔ S s, where we substitute ground trees of height less than or equal to j for all variables that do not appear on that side of the applied equation which is matched with a subtree of u. Set Z is finite and then effectively computable. Thus, U i and V i , i ≥ 0 are finite and can be computed effectively. If we could decide for each i ≥ 1, whether (U i+k = U i for k ≥ 1 or V i+k = V i for k ≥ 1) then the above procedure could be implemented. For each i ≥ 1, let h U i , h V i be the maximum of the heights of the trees appearing in (S and U i ), in (S and V i ), respectively. We conjecture that -
Assume that our conjecture is right. Then for an arbitrary TES S and integer i ≥ 0, it is decidable whether U i = U i+k for k ≥ 1, and whether V i = V i+k for k ≥ 1. Hence the above procedure can be implemented.
Assume that • we have run our procedure for the TES S and ground terms p, q, that • during the run of the proceedure we found that U i+k = U i , k ≥ 1, for some i ≥ 0, and that • we want to decide whether p ↔ * S q ′ for some q ′ ∈ T Σ . Then we need not run the above procedure for the TES S and ground terms p, q ′ . We simply check whether q ′ ∈ U i . Because p ↔ * S q ′ if and only if q ′ ∈ U i .
Intuitive Descripition of the Semi-Decision Procedures
First we intuitively describe our elementary semi-decision procedure for the ground word problem of variable preserving TESs. Second we intuitively describe our elementary semi-decision procedure for the ground word problem of TESs. We base our procedures on the trivial semi-decision procedures presented in Section 2. We apply the results of Fülöp and Vágvölgyi [4, 5, 12] on GTESs and tree automata.
We now intuitively describe our elementary semi-decision procedure for the ground word problem of variable preserving TESs. Let S be an arbitrary TES. We define the GTESs P i , Q i , W i for i ≥ 1.
• GTES P 1 consists of all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where the left-hand side l ′ is a subtree of p or the right-hand side r ′ is a subtree of p.
• Symmetrically, GTES Q 1 consists of all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where the left-hand side l ′ is a subtree of q or the right-hand side r ′ is a subtree of q.
• Finally,
For each i ≥ 2, we define GTESs P i , Q i , and W i by adding finitely many ground instances of the equations in S, to P i−1 , Q i−1 , and W i−1 , respectively.
• For each i ≥ 2, GTES P i consists of all elements of P i−1 and all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where -the left-hand side l ′ is a subtree of a ↔ *
descendant of p or the right-hand side r ′ is a subtree of a ↔ * P i−1 descendant of p, and -(l ′ , r ′ ) ∈ ↔ * P i−1 .
• Symmetrically, for each i ≥ 2, GTES Q i consists of all elements of Q i−1 and all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where -the left-hand side l ′ is a subtree of a ↔ *
descendant of q or the right-hand side r ′ is a subtree of a ↔ *
• For each i ≥ 2, GTES W i consists of all elements of W i−1 and all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where -the left-hand side l ′ is a subtree of a ↔ *
descendant of p or q, or the right-hand side r ′ is a subtree of a ↔ * W i−1 descendant of p or q, and -(l ′ , r ′ ) ∈ ↔ * W i−1 . We show that GTESs P i , Q i , W i , i ≥ 1, have the following properties.
(a) For each i ≥ 1, P i , Q i , W i are finite sets of ground instances of the equations in S.
, and
For each i ≥ 1, P i simulates all computations of S with length less than or equal to i starting from p. That is, for any 1 ≤ n ≤ i, t 1 , . . . , t n ∈ T Σ , if
t n . (e) Symmetrically, for each i ≥ 1, Q i simulates all computations of S with length less than or equal to i starting from q. That is, for any 1 ≤ n ≤ i, t 1 , . . . , t n ∈ T Σ , if
simulates all computations of S with length less than or equal to i starting from p or q. That is, for any 1
t n . Our semidecision procedure computes GTESs P i , Q i , W i for i ≥ 1, step by step. In the ith step for
q, then our semidecision procedure halts and outputs 'yes'; otherwise if
, then our semidecision procedure halts and outputs 'no'.
By Statements (a)-(f) we have the following.
• If p ↔ * S q, then there is an integer i ≥ 1 such that p ↔ * W i q. Let i be the smallest such integer. Then in the ith step our semidecision procedure halts and outputs 'yes'.
•
, then (p, q) ∈ ↔ * S . Hence in the ith step our semidecision procedure halts and outputs 'no'.
We now intuitively describe our elementary semi-decision procedure for the ground word problem of TESs. Let S be an arbitrary TES. We define the GTESs P i , Q i , W i for i ≥ 1.
GTES P 1 consists of all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where -the left-hand side l ′ is a subtree of p and we obtain the right-hand side r ′ from r by substituting ground trees of height 0 for all variables that do not appear in l, or -the right-hand side r ′ is a subtree of p and we obtain the left-hand side l ′ from l by substituting ground trees of height 0 for all variables that do not appear in r.
• Symmetrically, GTES Q 1 consists of all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where -the left-hand side l ′ is a subtree of q and we obtain the right-hand side r ′ from r by substituting ground trees of height 0 for all variables that do not appear in l, or -the right-hand side r ′ is a subtree of q and we obtain the left-hand side l ′ from l by substituting ground trees of height 0 for all variables that do not appear in r.
Finally,
For each i ≥ 2, we define P i , Q i , and W i by adding finitely many ground instances of the equations in S, to P i−1 , Q i−1 , and W i−1 , respectively.
For each i ≥ 2, GTES P i consists of all elements of P i−1 and all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where (l ′ , r ′ ) ∈ ↔ * P i−1
, and -the left-hand side l ′ is a subtree of a ↔ * P i−1 descendant of p and we obtain the right-hand side r ′ from r by substituting ground trees of height i − 1 for all variables that do not appear in l, or -the right-hand side r ′ is a subtree of a ↔ *
descendant of p and we obtain the left-hand side l ′ from l by substituting ground trees of height i − 1 for all variables that do not appear in r.
Symmetrically, for each i ≥ 2, GTES Q i consists of all elements of Q i−1 and all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where (l ′ , r ′ ) ∈ ↔ * Q i−1 and -the left-hand side l ′ is a subtree of a ↔ *
descendant of q and we obtain the right-hand side r ′ from r by substituting ground trees of height i − 1 for all variables that do not appear in l or -the right-hand side r ′ is a subtree of a ↔ *
descendant of q and we obtain the left-hand side l ′ from l by substituting ground trees of height i − 1 for all variables that do not appear in r.
• For each i ≥ 2, GTES W i consists of all elements of W i−1 and all ground instances l ′ ≈ r ′ of the equations l ≈ r in S, where (l ′ , r ′ ) ∈ ↔ * W i−1
, and -the left-hand side l ′ is a subtree of a ↔ * W i−1 descendant of p or q, and we obtain the right-hand side r ′ from r by substituting ground trees of height i − 1 for all variables that do not appear in l, or -the right-hand side r ′ is a subtree of a ↔ *
descendant of p or q, and we obtain the left-hand side l ′ from l by substituting ground trees of height i − 1 for all variables that do not appear in r.
We show that GTESs P i , Q i , W i , i ≥ 1, have the following properties. (a) For each i ≥ 1, P i , Q i , W i are finite sets of ground instances of the equations in S.
t n . That is, P i simulates the above computation of S.
(d) Symmetrically, each computation of S starting from q is simulated by some Q i . For any n ≥ 1,
t n . That is, Q i simulates the above computation of S.
(e) Each computation of S starting from p or q is simulated by some W i . For any n ≥ 1,
t n . Our semidecision procedure computes GTESs P i , Q i , W i for i ≥ 1, step by step. In the ith step for i ≥ 1, if p ↔ * W i q, then our semidecision procedure halts and outputs 'yes'; otherwise if P i = P i+k for k ≥ 1 or Q i = Q i+k for k ≥ 1 or W i = W i+k for k ≥ 1, then our semidecision procedure halts and outputs 'no'.
By Statements (a)-(e) we have the following.
• If there is i ≥ 1 such that
Hence in the ith step our semidecision procedure halts and outputs 'no'.
If we could decide for each i ≥ 1, whether P i = P i+k for k ≥ 1, whether Q i = Q i+k for k ≥ 1, and whether W i = W i+k for k ≥ 1, then the above procedure could be implemented. For each i ≥ 1, let h P i , h Q i , and h W i be the maximum of the heights of the trees appearing in S ∪ P i , S ∪ Q i , and S ∪ W i , respectively. We conjecture that -
Assume that our conjecture is right. Then for an arbitrary TES S and integer i ≥ 0, it is decidable whether P i = P i+k for k ≥ 1, whether Q i = Q i+k for k ≥ 1, and whether W i = W i+k for k ≥ 1. Hence the above procedure could be implemented. However, it is still open how to prove our conjecture. Hence we modify our algorithm. We replace the condition there is i ≥ 1 such that P i = P i+k for k ≥ 1 or Q i = Q i+k for k ≥ 1 or W i = W i+k for k ≥ 1 by a stronger condition, which is decidable.
Preliminaries
In this section we present a brief review of the notions, notation and preliminary results used in the paper.
Relations. A partial order ≺⊆ A × A is an irreflexive and transitive relation. A total order ≺ is a partial order where for any elements a,
Let ρ be an equivalence relation on A. Then for every a ∈ A, we denote by [a] ρ the ρ-class containing
Terms. A ranked alphabet Σ is a finite set of symbols in which every element has a unique rank in the set of nonnegative integers. For each integer m ≥ 0, Σ m denotes the elements of Σ which have rank m. We assume that there is a total oder ≺ Σ on Σ.
Let Y be a set of variables. The set of terms over Σ with variables in Y is the smallest set U for which
(ii) f (t 1 , . . . , t m ) ∈ U whenever f ∈ Σ m with m ≥ 1 and t 1 , . . . , t m ∈ U .
For each f ∈ Σ 0 , we mean f by f (). Terms are also called trees. The set T Σ (∅) is written simply as T Σ and called the set of ground trees over Σ. We define the alphabetical order ≺ alph on T Σ as follows. We say that
We specify a countably infinite set X = { x 1 , x 2 , . . . } of variables which will be kept fixed in this paper. Moreover, we put X n = { x 1 , . . . , x n }, for n ≥ 0. Hence X 0 = ∅. A context is a tree u ∈ T Σ (X 1 ), where x 1 appears exactly once in u. We denote the set of all contexts over Σ by C Σ .
The tree substitution operation is defined in the following way. Given a tree t ∈ T Σ (X n ), n ≥ 0, and trees t 1 , . . . , t n , we denote by t[t 1 , . . . , t n ] the tree which can be obtained from t by replacing each occurrence of x i in t by t i , for 1 ≤ i ≤ n.
For a ground term t ∈ T Σ , the set sub(t) of subtrees of t is defined by recursion as follows:
is the algebra of ground terms over Σ, where for any f ∈ Σ m with m ≥ 0 and
Term equation systems. Let Σ be a ranked alphabet. Then a term equation system (TES for short) S over Σ is a finite subset of T Σ (X) × T Σ (X). Elements (l, r) of S are called equations and are denoted by l ≈ r. Here we may assume without loss of generality that l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), and k, m, ℓ ≥ 0.
The word problem for S is the problem of deciding for arbitrary s, t ∈ T Σ (X) whether s ↔ * S t. The ground word problem for S is the word problem restricted to ground terms s and t.
Ground term rewriting systems and equation systems. A ground term rewriting system (GTRS) over a ranked alphabet Σ is a finite subset S of T Σ × T Σ . A GTRS S is reduced if for every rule u → v in S, u is irreducible with respect to S − { u → v } and v is irreducible with respect to S.
We recall the following important result.
Proposition 4.2 [10] Any reduced GTRS S is convergent.
A ground term equation system (GTES) E over a ranked alphabet Σ is also a finite binary relation on T Σ . Elements (l, r) of E are called equations and are denoted by l ≈ r. In case of a GTES E we consider only the congruence closure of E on TA, which is equal to ↔ * E . We say that a GTRS R over Σ is equivalent to E if ↔ * R = ↔ * E .
Proposition 4.3 [10]
For a GTES E over a ranked alphabet Σ one can effectively construct an equivalent reduced GTRS R over Σ.
Next, we cite the following results appearing as comments after Theorem 2.21 in Section 2 in [10] .
Proposition 4.4 [10] For a GTES E there exists an equivalent, reduced GTRS with no more rules than E has equations.

Proposition 4.5 [10] Any two equivalent reduced GTRS have the same number of rules.
We immediately have the following result.
Lemma 4.6 Let E be a GTES and R be a reduced GTRS equivalent to E. Then the number of rules in R is less than or equal to the number of equations in E.
Proof. By Proposition 4.4 there exists a reduced GTRS
By Propositions 4.2 and 4.3, we have the following result.
Proposition 4.7 [10]
For a GTES E over a ranked alphabet Σ and ground terms s, t ∈ T Σ , we can decide whether s ↔ * E t.
Tree automata. Let Σ be a ranked alphabet, a tree automaton over Σ is a quadruple A = (A, Σ, R), where A is the finite set of states of rank 0, Σ ∩ A = ∅. There is a total order ≺ A on A. We define the ranked alphabet Σ ∪ A, where the elements of A are viewed as symbols with rank 0. Recall that Σ is totally ordered by ≺ Σ . We define the total order ≺ on Σ ∪ A by extending the union ≺ Σ ∪ ≺ A to Σ ∪ A. We require that for any f ∈ Σ and a ∈ A, f ≺ a. R is a GTRS over the ranked alphabet Σ ∪ A. Moreover, each rule in R is of the form
where
We say that A is totally defined if for each f ∈ Σ m , m ≥ 0, and states a 1 , . . . , a m ∈ A, there is a rule with left-hand side f (a 1 , . . . , a m ) in A.
We say that A is deterministic if for any f ∈ Σ m , m ≥ 0, a 1 , . . . , a m ∈ A, there is at most one rule with left-hand side f (a 1 , . . . , a m ) in A.
A state a ∈ A is reachable if there is a tree t ∈ T Σ such that t → * A a. The following can be shown by applying well-known techniques of tree automaton theory, see [7] . Proposition 4.8 Let A = (A, Σ, R) be a tree automaton and let a ∈ A. It is decidable whether the state a is reachable. Moreover, if a is reachable, then one can effectively construct a tree s ∈ T Σ such that s → * A a.
We say that a tree automaton A over Σ is connected if each state in A is reachable.
Let REACH(c) denotes the set of all states b which are reachable by A starting from c.
Proposition 4.9
Let A = (A, Σ, R) be a tree automaton and let c ∈ A. We can effectively compute REACH(c).
We compute the sets REACH i for 0 ≤ i ≤ j + 1. In this way we get REACH(c).
By Proposition 4.9, we have the following result. 
Definition 4.11
Let A = (A, Σ, R) be a deterministic tree automaton. We define the rule order ≺ rul on R as follows. Proof. By Statement 4.1, the alphabetical order ≺ alph is a total order on T Σ∪A . Hence ≺ rul is a total order on R. .
Proposition 4.13
Let A = (A, Σ, R) be a tree automaton. Then A is deterministic if and only if A is a reduced GTRS over the ranked alphabet Σ ∪ A.
Proof. By direct inspection of the rules of A.
Ground term equation systems and tree automata
We recall some results of Fülöp and Vágvölgyi [4, 5, 12] on the connections between GTESs and tree automata. Fülöp and Vágvölgyi [4] gave a simple and efficient algorithm which, given a GTES E over a ranked alphabet Σ, produces a connected deterministic tree automaton A = (A, Σ, R) with the property that
Their algorithm calls a congruence closure procedure over the subterm graph of E and runs in O(n log n) time, where n is the size of E. Vágvölgyi [12] adopted and slightly generalized this algorithm.
Let E be a GTES, and let p 1 , . . . , p k , k ≥ 1, be ground terms over a ranked alphabet Σ. Let
be the set of subterms occurring in E or some p i and let Θ(E) = ↔ * E ∩T × T . When E is understood from the context, we simply write Θ for Θ(E). It should be clear that Θ is an equivalence relation on Fülöp and Vágvölgyi [4, 12] introduced the GTRS R over Σ ∪ A as follows. Let R be the set of rules of the form
where f (t 1 , . . . , t m ) ∈ T . Fülöp and Vágvölgyi [4, 12] showed the following properties of R.
Consider the tree automaton A = (A, Σ, R). We call A the congruence class computing tree automaton associated with the GTES E and the ground terms p 1 , . . . , p k , k ≥ 1, over the ranked alphabet Σ. Vágvölgyi [12] showed that A recognizes the congruential tree language [
The proof of Theorem 3.6 in [12] shows the following result. [4, 12] presented an algorithm that produces the tree automaton A.
Proposition 5.9 For every t ∈ T Σ and every
1 ≤ j ≤ k, t → * R [p j ] θ if
Proposition 5.10 [4, 12]
We have an algorithm which, given a GTES E and ground terms p 1 , . . . , p k , k ≥ 1, over a ranked alphabet Σ, produces the congruence class computing tree automaton A associated with the GTES E and the ground terms p 1 , . . . , p k . Proposition 5.11 [5] We have an algorithm which, given a connected deterministic tree automaton A = (A, Σ, R), outputs for every a ∈ A, a ground term tree(a) ∈ T Σ such that tree(a) → * R a.
Proof. Consider the following algorithm.
Algorithm 5.12
Input: A connected deterministic tree automaton A.
Output: For every a ∈ A, a tree tree(a) ∈ T Σ such that tree(a) → * R a. Auxiliary variables: For every a ∈ A, a boolean flag f lag(a), which indicates whether or not tree(a) has been defined.
for every a ∈ A, let f lag(a) = f alse; while there is an a ∈ A with f lag(a) = f alse do begin consider the rules of R, one by one, in the order ≺ rul ; for every rule f (a 1 , . . . , a m ) → a in R do if f lag(a 1 ) = . . . = f lag(a m ) = true and f lag(a) = f alse, then begin tree(a) := f (tree(a 1 ), . . . , tree(a m )); f lag(a) := true end end
As A is connected, Algorithm 5.12 terminates with f lag(a) = true, for all a ∈ A. By direct inspection of Algorithm 5.12, we get that for every a ∈ A, tree(a) → * R a.
6 Elementary semi-decision procedure for the ground word problem of variable preserving TESs
Let S be a variable preserving TES over Σ, and let p, q ∈ T Σ . We now define the GTESs W i , i ≥ 1, over Σ. We define the GTES W 1 as follows. For each equation l ≈ r of S with l, r ∈ T Σ (X m ), m ≥ 0, and
For each i ≥ 1, we define W i+1 from W i in the following way. Let A i = (A i , Σ, R i ) be the congruence class computing tree automaton associated with the GTES W i and the ground terms p, q over the ranked alphabet Σ.
(1) We put each equation of W i into W i+1 .
(2) Applying the algorithm of Proposition 5.11, for every a ∈ A i , we compute the ground term tree(a) ∈ T Σ such that tree(a) → *
We shall illustrate our concepts and results by our first running example, which is presented as a series of examples.
− R 1 consists of the following rules:
− R 2 consists of the following rules:
We get the following result by direct inspection of the definition of GTES W i , i ≥ 1. 
Lemma 6.4 (a) For any
if and only if there are states a 1 , . . . , a m , a ∈ A i such that
Proof. First we show (a). (⇒) Let i ≥ 1, l ∈ T Σ (X m ), m ≥ 0, and u 1 , . . . , u m ∈ T Σ be arbitray.
Hence there are states a 1 , . . . , a m , a ∈ A i such that
, m ≥ 0, and u 1 , . . . , u m ∈ T Σ be arbitray. Assume that there are states a 1 , . . . , a m , a ∈ A i such that
The proof of (b) is symmetric to the proof of (a).
We
For each i ≥ 1, we define P i+1 from P i in the following way. Let A i be the congruence class computing tree automaton associated with the GTES P i , and the ground terms p, q over the ranked alphabet Σ. Then
(1) We put each equation of P i into P i+1 .
(2) Applying the algorithm of Proposition 5.11, for every a ∈ A i , we compute the ground term tree(a) ∈ T Σ such that tree(a) → * Example 6.5 We continue our running example.
• P 4 = P 3 and A 4 = A 3 .
We get the following result by direct inspection of the definition of the GTES P i , i ≥ 1.
We can show the following result in the same way as Lemma 6.3.
Lemma 6.7 For each i ≥ 1, we can effectively construct the GTES P i .
We can show the following result in the same way as Lemma 6.4.
Lemma 6.8 For any
The definition of the GTESs Q i , i ≥ 1, over Σ is symmetric to the definition of the GTESs P i , i ≥ 1. That is, we obtain the definition of the GTESs Q i , i ≥ 1, from the definition of the GTESs P i , i ≥ 1, by substituting p for q.
By Lemma 6.6 we have the following.
Lemma 6.9 For each
By Lemma 6.7 we have the following.
Lemma 6.10 For each i ≥ 1, we can effectively construct the GTES Q i .
By Lemma 6.8 we have the following. 
Lemma 6.11 For any
i ≥ 1, u ∈ C Σ , l ∈ T Σ (X m ), m ≥ 0, u ∈ C Σ , and u 1 , . . . , u m ∈ T Σ , p ↔ * Q i u[l[u 1 ,, a ∈ A i such that • u j → * A i a j for 1 ≤ j ≤ m, • l[a 1 , . . . , a m ] → * A i a, and • u[a] → * A i [p] Θ(Q i ) .
Statement 6.12 For each
Proof. By direct inspection of the definition of the GTESs W i , P i , and Q i , i ≥ 1.
Statement 6.13 If
We now present our semi-decision procedure.
Procedure 6.14 Input: A variable preserving TES S over the ranked alphabet Σ and ground terms p, q ∈ T Σ . Output: • 'yes' and the procedure halts if p ↔ * S q, • 'no' if the procedure halts and (p, q) ∈ ↔ * S q, • undefined if the procedure does not halt. 
begin output 'no'; halt end; goto 1 Example 6.15 As for our running example, Procedure 6.14 halts and outputs 'yes' in the second step because p ↔ * W 2 q.
Lemma 6.16 For any
Proof. We proceed by induction on i.
Base Case: i = 1. Then by the definition of P 1 , we have p ↔ P 1 t 1 .
Induction
Step: Let i ≥ 1, and assume that the satement holds for 1, 2, . . . , i. We now show that the satement holds for i + 1. To this end, assume that
By the induction hypothesis, p ↔ *
By Statement 6.12,
Let A i = (A i , Σ, R i ) be the congruence class computing tree automaton associated with the GTES P i , and the ground terms p, q over the ranked alphabet Σ. By Proposition 5.2
Hence by (3) and Proposition 5.6
By (2), there is an equation l ≈ r in S with l, r ∈ T Σ (X m ), m ≥ 0 and there are u ∈ C Σ , u 1 , . . . , u m ∈ T Σ such that
or
First, assume that (7) holds. Then by (6) and (7) 
By (10) and Statement 6.12,
Second, assume that (8) holds. This case is similar to the first case.
By Lemma 6.6, Statement 6.13, and Lemma 6.16 we have the following result.
Lemma 6.17
Assume that P i = P i+1 for some i ≥ 1. Then p ↔ * P i q if and only if p ↔ * S q.
Lemma 6.18 For any
Proof. Symmetric to the proof of Lemma 6.16.
By Lemma 6.17, we have the following.
Lemma 6.19 Assume that
q if and only if p ↔ * S q.
Theorem 6.20 For each
Proof. First we show that P i ⊆ ↔ * W i for i ≥ 1. We proceed by induction on i. Base Case: i = 1. Then by the definition of P 1 and W 1 , we have P 1 ⊆ W 1 .
Induction
Step: Let i ≥ 1, and assume that the satement holds for 1, 2, . . . , i. We now show that the satement holds for i + 1.
Let A i = (A i , Σ, R i ) be the congruence class computing tree automaton associated with the GTES P i , and the ground terms p, q over the ranked alphabet Σ. Let l ′ ≈ r ′ be an arbitrary equation in P i+1 . Then, by the definition of P i+1 , there is an equation l ≈ r of S with l, r ∈ T Σ (X m ), m ≥ 0, and there are states a 1 , . . . , a m , a ∈ A i such that
• l ′ ≈ r ′ is of the form
• 
Let A W i = (A W i , Σ, R W i ) be the congruence class computing tree automaton associated with the GTES W i , and the ground terms p, q over the ranked alphabet Σ. By (12) and Lemma 6.4, there are states
Recall that for the trees tree
By (a) and (e) and Proposition 5.3, tree
Hence by (d) and Statement 6.12 , the equation (11) 
. Recall that (11) is an arbitrary equation in P i+1 . Hence 
Lemma 6.21 For any
By Lemma 6.2, Statement 6.13, and Lemma 6.21 we have the following result. 
q. Assume that p ↔ S t 1 ↔ S t 2 ↔ S · · · ↔ S t n = q for some n ≥ 1 and t 1 , . . . , t n ∈ T Σ . By Lemma 6.21, p ↔ * Wn q. Let k be the least integer such that such that p ↔ * Proof. Assume that Procedure 6.14 halts and outputs 'yes' in the kth step. Then p ↔ * W k q. By Lemma 6.2, p ↔ * S q. Assume that Procedure 6.14 halts and outputs 'no' in the kth step. Then (a) (p, q) ∈ ↔ *
We now distinguish three cases.
Case 1:
By (a) and by Lemma 6.22, (p, q) ∈ ↔ * S . Case 2: P k = P k−1 . By (a) and Lemma 6.17, (p, q) ∈ ↔ * S . Case 3: Q k = Q k−1 . This case is symmetric to Case 2.
Note that we can speed up Procedure 6.14 in the following way. For each i ≥ 1, at the end of the ith step, we construct the reduced GTRSs
are equivalent to the GTESs W i , P i , Q i , respectively see Proposition 4.3. By Proposition 4.6, the number of equations in W ′ i , P ′ i , Q ′ i is less than or equal to the number of equations in W i , P i , Q i , respectively. Then we let
This change does not affect the partial function computed by the procedure.
Elementary semi-decision procedure for the ground word problem of TESs
Let S be a TES over Σ, and let p, q ∈ T Σ . We now define the GTESs W i , i ≥ 1, over Σ. We define the GTES W 1 as follows. For each equation l ≈ r of S with l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), k, m, ℓ ≥ 0, and
For each i ≥ 1, we define W i+1 from W i in the following way.
• Let A i = (A i , Σ, R i ) be the congruence class computing tree automaton associated with the GTES W i and the ground terms p, q over the ranked alphabet Σ.
• Let N ORM • Applying the algorithm of Proposition 5.11, for every a ∈ A i , we compute a ground term tree i (a) ∈ T Σ such that tree i (a) → * R i a. For each z ∈ T Σ∪A i , we define tree i (z) by replacing all occurrences of each state a ∈ A i with tree i (a).
• We shall illustrate our concepts and results by our running example, which is presented as a series of examples.
Example 7.1 Let Σ = Σ 0 ∪Σ 1 , Σ 0 = { 0, 1 }, and Σ 2 = { f }, and 0 ≺ 1 ≺ f . Let p = 0 and q = f (0, 1). Let t ∈ T Σ be a ground term. If the symbol 1 appears an even number of times in t, then we say that t is even, Otherwise, we say that t is odd. Let TES S consist of the following equations:
. By direct inspection of S, we get that for all ground terms s, t ∈ T Σ , if s ↔ S t, then s and t are both even or both odd. GTES W 1 consists of the following rules:
We obtain the GTRS Z by directing the equations of W 1 . GTRS Z consists of the following equations:
Observe that Z = W 1 and Z is reduced. By Proposition 4.2, Z is convergent. For each tree t ∈ T Σ , t → * Z 0 if and only if t is an even tree. For each t ∈ T Σ , t → * Z 1 if and only if t is an odd tree.
is the set of all even trees, and
is the set of all odd trees. Since Z = W 1 , we have ↔ *
Then A 1 is totally defined. N ORM 
The proof for Part (iii) of the definition of the GTES W i+1 is similar to the proof for Part (ii).
Statement 7.4 For all
j is the set of the A i normal forms of all terms of height less than or equal to j.
Proof. Let i ≥ 1 be arbitrary. We proceed by induction on j = 0, . . . , i.
Base Case: j = 0. Then by the definition of N ORM 
Statement 7.5 For all
Proof. Let i ≥ 1 and assume that W i = W i+1 and that A i is totally defined. Then
Hence by the definition of W i+1 and W i+2 , we get that W i+1 = W i+2 . By Statement 7.5, we have the following.
Example 7.7 We continue our running example. Recall that A 1 is totally defined. It is not hard to see that W 1 = W 2 . By Statement 7.6, W 1 = W k for k ≥ 2. and only if there are states a 1 , . . . , a m , a ∈ A i such that and only if there are states a 1 , . . . , a m , a ∈ 
Lemma 7.8 (a) For any
i ≥ 1, u ∈ C Σ , l ∈ T Σ (X m ), m ≥ 0, u ∈ C Σ , and u 1 , . . . , u m ∈ T Σ , p ↔ * W i u[l[u 1 , . . . , u m ]] if• u j → * R i a j for 1 ≤ j ≤ m. • l[a 1 , . . . , a m ] → * R i a, and • u[a] → * R i [p] Θ(W i ) . (b) For any i ≥ 1, u ∈ C Σ , l ∈ T Σ (X m ), m ≥ 0, and u 1 , . . . , u m ∈ T Σ , i ≥ 1, q ↔ * W i u[l[u 1 , . . . , u m ]] ifA i such that • u j → * R i a j for 1 ≤ j ≤ m. • l[a 1 , . . . , a m ] → * R i a, and • u[a] → * R i [q] Θ(W i ) .
Proof. First we show (a). (⇒) Let
When misunderstanding may arise, we denote
, and REP i as REP W i , respectively.
We now define the GTESs P i , i ≥ 1, over Σ. We define the GTES P 1 as follows.
• For each equation l ≈ r of S with l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), k, m, ℓ ≥ 0, and for any u ∈ C Σ ,
For each i ≥ 1, we define P i+1 from P i in the following way.
• Let A i = (A i , Σ, R i ) be the congruence class computing tree automaton associated with the GTES P i and the ground terms p, q over the ranked alphabet Σ.
• Example 7.9 We continue our running example.
Then A P 1 is totally defined. N ORM We get the following result by direct inspection of the definition of GTES P i , i ≥ 1.
Statement 7.10 For each i ≥ 1, P i is a finite set of ground instances of the equations in S.
We can show the following result in the same way as Lemma 7.3.
Lemma 7.11
For each i ≥ 1, we can effectively construct the GTES P i .
The proof of the following result is similar to that of Statement 7.4.
j is the set of the A i normal forms of all terms of height less than or equal to j. Proof. By Proposition 5.11 and by direct inspection of the definitions. Statement 7.14 For all i ≥ 1, if P i = P i+1 and A i is totally defined, then P i+1 = P i+2 and A i = A i+1 .
Proof. Similar to the proof of Statement 7.5.
Statement 7.15
For all i ≥ 1, if P i = P i+1 and A i is totally defined, then P i = P i+k and A i = A i+k for k ≥ 1.
Proof. Similar to the proof of Statement 7.6. Example 7.16 We continue our running example. Recall that N ORM
We can show the following result in the same way as Lemma 7.8.
Lemma 7.17 For any
When misunderstanding may arise, we denote A i as
, and REP i as REP P i , respectively.
The definition of the GTESs Q i , i ≥ 1, over Σ is symmetric to the definition of the GTESs P i , i ≥ 1. That is, we obtain the definition of the GTESs Q i , i ≥ 1, from the definition of the GTESs P i , i ≥ 1, by substituting q for p.
By Statement 7.10 we have the following. By Statement 7.17 we have the following. 
Lemma 7.22 For any
, and REP i as REP Q i , respectively.
Statement 7.23 For each
Procedure 7.24
Input: A TES S over the ranked alphabet Σ and ground terms p, q ∈ T Σ . Output:
• 'yes' and the procedure halts if p ↔ * S q, • 'no' if the procedure halts and (p, q) ∈ ↔ * S q, • undefined if the procedure does not halt. . W 2 = W 1 and A W i−1 is totally defined. Hence Procedure 7.24 halts and outputs 'no' in the second step.
Lemma 7.26 For any
Proof. We proceed by induction on n.
Base Case: n = 1. Assume that p ↔ S t 1 . there is an equation l ≈ r of S with l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), k, m, ℓ ≥ 0, and there are u ∈ C Σ , such that (i) there are u 1 , . . . , u k+m , v k+1 , . . . , v k+ℓ ∈ T Σ such that
or (ii) there are u 1 , . . . , u k+ℓ , v k+1 , . . . , v k+m ∈ T Σ such that
First, assume that (i) holds. Let i = max{ height(v k+1 ), . . . , height(v k+ℓ ) }. Let A P i = (A P i , Σ, R P i ) be the congruence class computing tree automaton associated with the GTES P i , and the ground term p over the ranked alphabet Σ.
Let v k+1 ↓, . . . , v k+ℓ ↓ denote the A i normal forms of v k+1 , . . . , v k+ℓ , respectively. By Statement 7.12,
Hence by (23) and Proposition 5.6
Then by (13) and (16)
a for some state a ∈ A i , where
Moreover, 
By (18), (19), and (20)
Second assume that (ii) holds. This case is similar to the first case. Induction Step: Let n ≥ 1, and assume that the satement holds for 1, 2, . . . , n. We now show that the satement holds for n + 1. To this end, assume that there are t 1 , . . . , t n+1 ∈ T Σ such that
By the induction hypothesis, there is an integer j ≥ 1 such that
Hence
By (21), there is an equation l ≈ r of S with l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), k, m, ℓ ≥ 0, and there are u ∈ C Σ , such that (i) there are u 1 , . . . , u k+m , v k+1 , . . . , v k+ℓ ∈ T Σ such that
First, assume that (i) holds. Let i = max{ j + 1, height(v k+1 ), . . . , height(v k+ℓ ) }. Let A P i = (A P i , Σ, R P i ) be the congruence class computing tree automaton associated with the GTES P i , and the ground term p over the ranked alphabet Σ. Let v k+1 ↓, . . . , v k+ℓ ↓ denote the A i normal forms of v k+1 , . . . , v k+ℓ , respectively. By Statement 7.12,
Then by (24) and (27),
a for some state a ∈ A i , where 
By (29), (30), and (31)
Second assume that (ii) holds. This case is similar to the first case. By Lemma 7.10 and Lemma 7.26 we have the following result.
Lemma 7.27 For each
By Lemma 7.26 we have the following.
By Lemma 7.27 we have the following.
Proof. We show that
. We proceed by induction on i. Base Case: i = 1. Then by the definition of P 1 and W 1 , we have P 1 ⊆ W 1 .
Induction
Step: Let i ≥ 1, and assume that the satement holds for 1, 2, . . . , i. We now show that the satement holds for i + 1. By the induction hypothesis, ↔ *
. Let A i = (A i , Σ, R i ) be the congruence class computing tree automaton associated with the GTES P i , and the ground terms p, q over the ranked alphabet Σ. Let l ′ ≈ r ′ be an arbitrary equation in P i+1 − P i . Then, by the definition of P i+1 , we distinguish two cases.
Case 1: there is an equation l ≈ r of S with l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), k, m, ℓ ≥ 0, and states a 1 , . . . , a k+m , a ∈ A i , and ground trees v k+1 , . . . , v k+ℓ ∈ REP i such that . Recall that (32) is an arbitrary equation in P i+1 − P i . Hence P i+1 ⊆ ↔ * W i+1 . Case 2: there is an equation l ≈ r of S with l ∈ T Σ (X k+m ), r ∈ T Σ (X k+ℓ ), k, m, ℓ ≥ 0, and states a 1 , . . . , a k+ℓ , a ∈ A i , and ground trees v k+1 , . . . , v k+m ∈ REP i such that Proof. Assume that p ↔ * S q. By Lemma 7.26, there is a least integer k ≥ 1 such that p ↔ * P k q. By Lemma 7.28, there is a least integer ℓ ≥ 1 such that q ↔ * Hence by the definition of the integers k and ℓ, j ≤ k and j ≤ ℓ. Thus for i = 1, 2, . . . , j, the condition P i = P i+k for k ≥ 1, and Q i = Q i+k for k ≥ 1, does not hold. Thus, by Statements 7.15 and 7.21, for i = 2, . . . , j − 1, the condition (P i = P i−1 and A P i−1 is totally defined) or (Q i = Q i−1 and A Q i−1 is totally defined) does not hold. Hence Procedure 7.24 does not halt in the first j − 1 steps. By the definition of the integer j, in the jth step Procedure 7.24 halts and outputs 'yes'. 
