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Abstract
In this paper, we consider a kind of neutral functional differential equation as follows:(
x(t) − cx(t − τ))′ = g(t, x(t −µ(t)))+ e(t)
in the critical case |c| = 1. By employing the topological degree theory and some analysis techniques,
we obtain some new results on the existence of periodic solutions.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, we noticed that some results on the existence of periodic solutions for
functional differential equation, especially for neutral functional differential equation, were
obtained by several authors [1–7]. For example, in [5], by using the Fourier expansions
theory, Zhang discussed the existence of periodic solutions for a kind of scalar equation
d
dt
(
x(t)− bx(t − τ ))= −ax(t − r + γ h(t, x(t + ·)))+ f (t), (1.1)
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S. Lu et al. / J. Math. Anal. Appl. 293 (2004) 462–475 463where a, b, τ, r are nonzero constants and γ is a small parameter. By employing Mawhin’s
continuation theorem, we studied a kind of second order neutral functional differential
equation with multiple deviating arguments in [6] as follows:
(
u(t)− ku(t − τ ))′′ + f (u(t))u′(t) + n∑
j=1
βj (t)g
(
u
(
t − γj (t)
))= p(t), (1.2)
where k, τ are constants, and a kind of first order neutral equation in [7] in the following
form:
d
dt
(
u(t)− ku(t − τ ))= g1(u(t))+ g2(u(t − τ1))+p(t), (1.3)
where τ, τ1, k are constants. However, it was assumed that |b| = 1 in [5] and |k| = 1
in [6,7]. The study of periodic solutions for neutral functional differential equations in the
critical case by Mawhin’s continuation theorem, as far as we know, has appeared rarely.
The reason for it is that the methods to estimate a priori bounds of periodic solutions in
the noncritical case cannot be adapted directly to the critical case. For example, under the
assumption |b| = 1, Zhang in [5] obtained that A :C2π → C2π , [Ax](t)= x(t)−bx(t − τ )
has a unique inverse A−1 :C2π → C2π defined by
[A−1f ](t) =
{∑
j0 b
jf (t − jτ ), |b| < 1,
−∑j1 b−j f (t + jτ ), |b| > 1, (1.4)
which was important to get estimation of a priori bounds of periodic solutions in the non-
critical case. Clearly, (1.4) does not hold in the critical case |b| = 1. In [8], Serra studied a
kind of neutral functional differential as follows:
x ′(t)+ ax ′(t − τ ) = f (t, x(t)) (1.5)
in the critical case |a| = 1. Under the growth condition imposed on f ,
lim|x|→∞
|f (t, x)|
|x| = 0, uniformly for t ∈ R, (1.6)
and some other conditions, he obtained some results [8, Theorems 4.1 and 4.2] on the
existence of periodic solutions to (1.5).
In this paper, we study a kind of first order neutral functional differential equation as
follows:(
x(t)− cx(t − τ ))′ = g(t, x(t − µ(t)))+ e(t), (1.7)
where g ∈ C(R × R,R) with g(t + 2π,x) ≡ g(t, x), ∀x ∈ R, e and µ are continuous
periodic functions with period 2π , c, τ ∈ R are two constants. Such equation form is used
for the study of distributed net works containing lossless transmissions lines [9,10].
The purpose of this paper is to investigate the existence of periodic solutions to Eq. (1.7)
under the critical case |c| = 1. By employing Mawhin’s continuation theorem and topolog-
ical degree theory, we obtain some new results on the existence of 2π -periodic solutions.
Our methods to estimate a priori bound of periodic solutions and the growth condition
imposed on g(t, x) are different from corresponding ones of paper [8].
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integers, Z2 the set of even integers, N the set of positive integers, N1 the set of odd
positive integers and N2 the set of even positive integers. Let C12π = {x: x ∈ C1(R,R),
x(t + 2π) ≡ x(t)} with the norm |ϕ|C12π = max{maxt∈[0,2π] |ϕ(t)|, maxt∈[0,2π] |ϕ
′(t)|},
C2π = {x: x ∈ C(R,R), x(t + 2π) ≡ x(t)} with the norm |ϕ|0 = maxt∈[0,2π] |ϕ(t)|,
C02π = {x: x ∈ C2π ,
∫ 2π
0 x(s) ds = 0}, C−2π = {x: x ∈ C2π , x(t + π) ≡ −x(t)}, C+2π =
{x: x ∈ C2π , x(t + π) ≡ x(t)} and C+,02π = {x: x ∈ C+2π ,
∫ 2π
0 x(s) ds = 0} equipped with
the norm | · |0, L2 = {x: R → R is 2π periodic and its restriction to [0,2π] belongs to
L2([0,2π])}, under the norm |ϕ|2 = (
∫ 2π
0 |ϕ(t)|2 dt)1/2, L2− = {x: x ∈ L2, x(t + π) ≡
−x(t)} and L2+ = {x: x ∈ L2, x(t + π) ≡ x(t)} with the norm | · |2. Clearly, C12π ,
C2π , C
−
2π , C
+
2π , C
0
2π , C
+,0
2π , L
2
, L2− and L2+ are all Banach spaces. We also denote
h¯ = 12π
∫ 2π
0 h(s) ds, ∀h ∈ L2.
2. Main lemmas
The main aim of this section is to analysis the structure of the linear difference operator
A : [Ax](t) = x(t) − cx(t − τ ) in order to determine some fundamental properties which
we are going to use throughout this paper. Meanwhile, we also prove some inequalities
which will be used to estimate a priori bounds of periodic solutions in Section 3.
Lemma 2.1. The following propositions are true:
(1) If c = −1, |τ | = q
p
π with p,q coprime positive integers and q even, then
σ1 := inf
k∈N |1 − ce
−ikτ | = inf
k∈N
[
2(1 + coskτ)]1/2 > 0. (2.1)
(2) If c = −1, |τ | = q
p
π , where p,q are coprime positive integers with q odd and p even,
then
σ2 := inf
k∈N1
|1 − ce−ikτ | = inf
k∈N1
[
2(1 + cos kτ)]1/2 > 0. (2.2)
(3) If c = −1, |τ | = q
p
π , where p,q are coprime positive odd integers, then
σ3 := inf
k∈N2
|1 − ce−ikτ | = inf
k∈N2
[
2(1 + cos kτ)]1/2 > 0. (2.3)
(4) If c = 1, |τ | = q
p
π , where p,q are coprime positive integers with q odd, then
σ4 := inf
k∈N1
|1 − ce−ikτ | = inf
k∈N1
[
2(1 − cos kτ)]1/2 > 0. (2.4)
(5) If c = 1, |τ | = π , then
σ5 := inf
k∈N1
|1 − ce−ikτ | = inf
k∈N1
[
2(1 − cos kτ)]1/2 = 2 > 0. (2.5)
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p
π with p,q coprime positive integers and q even, then for
all k ∈ N we can set k = np + r , where n ∈ N ∪ {0}, r ∈ Λp := {0,1, . . . , p − 1}. Thus
k|τ | = nqπ + rq
p
π . As p,q are coprime positive integers with q even, the finite set ∆ ={ rqπ
p
: r ∈ Λp} does not contain any number of set {(2k − 1)π : k ∈ N}. So
δ = min
k∈N
{
cosk|τ |}= min
r∈Λp
{
cos
rqπ
p
}
> −1.
Therefore
σ1 = inf
k∈N
[
2(1 + coskτ)]1/2 = inf
k∈N
[
2
(
1 + cosk|τ |)]1/2
= min
r∈Λp
[
2
(
1 + cos rqπ
p
)]1/2
= [2(1 + δ)]1/2 > 0.
(2) If c = −1, |τ | = q
p
π , where p,q are coprime positive integers with q odd and p
even, then for all k ∈ N1, we can prove in the same way as in the proof of case (1) that
k = np + r , where n ∈ N ∪ {0}, r ∈ Λp := {0,1, . . . , p − 1}. So
coskτ = cos |k||τ | =
{
− cos rqπ
p
, n ∈ N1,
cos rqπ
p
, n ∈ N2 ∪ {0}, (2.6)
where r ∈ Λp . From k ∈ N1 and p is even, it is easy to see that if n is odd, then r = 0. So
for all k ∈ Z1, it follows from (2.6) that
coskτ  δ2 := min
{
min
r∈Λp−{0}− cos
rqπ
p
, min
r∈Λp cos
rqπ
p
}
> −1.
Cases (3)–(5) can be proved in the same way as in the proof of cases (1) and (2). 
In what follows, we will discuss the invertibility of the difference operator A: [Ax](t)=
x(t)−cx(t−τ ). Obviously, C−2π ,L2− ⊂ spank∈Z1{sinkt, coskt}, C+2π ,L2+ ⊂ spank∈Z2{1,
sinkt, coskt} and C2π ,L2 ⊂ spank∈Z{1, sinkt, coskt}. So we have the following results.
Lemma 2.2. Suppose c = −1, |τ | = q
p
π , where p,q are coprime positive integers with
q even, then A :D(A) ⊂ C2π → C12π , where D(A) = {x: x ∈ C2π and Ax ∈ C12π }, has a
unique inverse A−1 :C12π → C2π satisfying
|A−1y − A−1y|0 
√
π |y ′|2√
6σ1
,
∣∣(A−1y)′∣∣2  1σ1 |y ′|2.
Proof. Consider y = Ax , x ∈ D(A), then y ′ ∈ C2π . So
y ′(t) =
∑
k∈Z
y ′keikt , y(t) =
∑
k∈Z
yke
ikt ,
where
y ′k =
1
2π
2π∫
y ′(s)e−iks ds, yk = 12π
2π∫
y(s)e−iks ds.0 0
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y ′k =
1
2π
2π∫
0
y ′(s)e−iks ds = 1
2π
2π∫
0
e−iks dy(s)= ik
2π
2π∫
0
y(s)e−iks ds = ikyk. (2.7)
From y = Ax , we can easily get the Fourier series of x and x ′ as follows:
y0
2
+
∑
k =0
yk
1 + e−kiτ e
ikt and
∑
k =0
kiyk
1 + e−kiτ e
ikt ,
respectively. It follows from (2.7) and Lemma 2.1 that
∑
k =0
∣∣∣∣ yk1 + e−kiτ
∣∣∣∣ 1σ1
∑
k =0
|yk| = 1
σ1
∑
k =0
∣∣∣∣y ′kki
∣∣∣∣ 1σ1
(∑
k =0
|y ′k|2
)1/2
·
(∑
k =0
1
|k|2
)1/2
= 1√
2πσ1
|y ′|2 π√
3
=
√
π√
6σ1
|y ′|2
and (∑
k =0
∣∣∣∣ kiyk1 + e−kiτ
∣∣∣∣
2)1/2
 1
σ1
(∑
k =0
|y ′k|2
)1/2
= |y
′|2√
2πσ1
< +∞.
So x = A−1y ∈ C2π and x ′ = (A−1y)′ ∈ L2 with |x − x¯|0 = |x − y0/2|0 
√
π |y ′|2√
6σ1
and by
using Parseval’s inequality,
|x ′|2 =
√
2π
(∑
k∈Z1
∣∣∣∣ kiyk1 + e−kiτ
∣∣∣∣
2)1/2
 1
σ1
∣∣(Ax)′∣∣2,
i.e.,
|A−1y − A−1y|0 
√
π |y ′|2√
6σ1
,
∣∣(A−1y)′∣∣2  1σ1 |y ′|2. 
Remark 2.1. Under the conditions of Lemma 2.2, we see from the proof of Lemma 2.2
that if y0 = y¯ = 0, then A−1y = y0/2 = 0. So A−1 :C12π ∩C02π → C02π satisfies
‖A−1‖ = sup
|y|
C12π
=1
|A−1y|0 
√
π√
6σ1
sup
|y|
C12π
=1
|y ′|2 
√
2π√
6σ1
sup
|y|
C12π
=1
|y ′|0 =
√
2π√
6σ1
,
which yields that A−1 :C12π ∩C02π → C02π is continuous.
Lemma 2.3. Suppose c = −1, |τ | = q
p
π , where p,q are coprime positive odd integers,
then A :D(A) ⊂ C+2π → C+2π , where D(A) = {x: x ∈ C+2π and Ax ∈ C12π }, has a unique
inverse A−1 :C12π ∩ C+2π → C+2π satisfying
|A−1y − A−1y|0 
√
π |y ′|2
2
√
6σ3
,
∣∣(A−1y)′∣∣2  1σ3 |y ′|2.
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here.
Remark 2.2. Under the condition of Lemma 2.3, we see in the similarly way as Remark 2.1
that if y0 = y¯ = 0, then A−1y = y0/2 = 0. So A−1 :C12π ∩C+02π → C+,02π satisfies
‖A−1‖ = sup
|y|
C12π
=1
|A−1y|0 
√
π
2
√
6σ3
sup
|y|
C12π
=1
|y ′|2 
√
2π
2
√
6σ1
sup
|y|
C12π
=1
|y ′|0 =
√
2π
2
√
6σ3
,
which yields that A−1 :C12π ∩C+02π → C+,02π is continuous.
Lemma 2.4. The following propositions are true:
(1) Suppose c = −1, |τ | = q
p
π , where p,q are coprime positive integers with q odd and p
even, then A :D(A) ⊂ C−2π → C12π , where D(A) = {x: x ∈ C−2π and Ax ∈ C12π }, has
a unique continuous inverse A−1 :C12π → C−2π satisfying
|A−1y|0 
√
π |y ′|2
2
√
2σ2
,
∣∣(A−1y)′∣∣2  1σ2 |y ′|2, ‖A−1‖
π
2σ2
.
(2) c = 1, |τ | = q
p
π , where p,q are coprime positive integers with q odd, then A :D(A)⊂
C−2π → C12π , where D(A) = {x: x ∈ C−2π and Ax ∈ C12π }, has a unique continuous
inverse A−1 :C12π ∩ C−2π → C−2π satisfying
|A−1y|0 
√
π |y ′|2
2
√
2σ4
,
∣∣(A−1y)′∣∣2  1σ4 |y ′|2, ‖A−1‖
π
2σ4
.
(3) c = 1, |τ | = π , then A :D(A) ⊂ C−2π → C12π , where D(A) = {x: x ∈ C−2π and Ax ∈
C12π }, has a unique continuous inverse A−1 :C12π → C−2π satisfying
|A−1y|0 
√
π |y ′|2
2
√
2σ5
,
∣∣(A−1y)′∣∣2  1σ5 |y ′|2, ‖A−1‖
π
2σ5
.
Lemma 2.5 [11]. Let X and Y be two Banach spaces, L :D(L) ⊂ X → Y be a Fredholm
operator with index zero. Ω ⊂ X is an open bounded set, and N : Ω¯ → Y is L-compact
on Ω¯ . If all the following conditions hold:
(1) Lx = λNx , ∀(x,λ) ∈ [(D(L) \ KerL)∩ ∂Ω] × (0,1),
(2) Nx /∈ ImL, ∀x ∈ ∂Ω ∩ KerL,
(3) deg{QN,Ω ∩ KerL,0} = 0.
Then equation Lx = Nx has a solution on Ω¯ ∩ D(L).
In order to use Lemma 2.5, now we define
X = Y =
{
C2π , if the condition of Lemma 2.2 holds,
C+ , if the condition of Lemma 2.3 holds,2π
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g(t + π,x) ≡ g(t, x), µ(t + π) ≡ µ(t), e(t + π) ≡ e(t), (2.8)
L :D(L) ⊂ X → ImL ⊂ Y, Lx = (Ax)′, (2.9)
where D(L) = {x: x ∈ X, (Ax)′ ∈ Y }. We can easily get form Lemmas 2.2 and 2.3
that KerL = R, ImL = {x: x ∈ X, ∫ 2π0 x(s) ds = 0} is closed in Y , and dim KerL =
codim ImL = 1. So L is a Fredholm operator with index zero. Let
P :X → KerL, Q :Y → Y/ ImL
be defined by
Px = 1
2π
2π∫
0
x(s) ds, Qy = 1
2π
2π∫
0
y(s) ds,
and let
LP = L|X∩KerP : X ∩ KerP → ImL.
Then by Lemmas 2.2 and 2.3 we see LP has its right inverse L−1P : ImL → X ∩ KerP
defined by
(
L−1P y
)
(t) = A−1
[
1
2π
2π∫
0
sy(s) ds +
t∫
0
y(s) ds
]
. (2.10)
Also we define N by
Nx = g(t, x(t − µ(t)))+ e(t). (2.11)
We can easily verify that if the condition of Lemma 2.3 holds or the condition of
Lemma 2.4 together with (2.8) holds, then N :X → Y maps bounded subset of X into
bounded set.
Lemma 2.6. If the condition of Lemma 2.2, or the condition of Lemma 2.3 together
with (2.8) holds, then L−1P , which is defined by (2.10), is compact on Ω¯ , where Ω is
an open, bounded subset of X.
Proof. Without loss of generality, we need only to prove the case that condition of
Lemma 2.2 holds. As Ω is an open, bounded subset of X, then there is a constant α > 0
such that |y|0  α, ∀y ∈ Ω¯ . Let {yn}∞1 be a sequence in Ω¯ , so {L−1P yn}∞1 is a sequence in
L−1P (Ω¯). Since
∫ 2π
0
[ 1
2π
∫ 2π
0 syn(s) ds +
∫ t
0 yn(s) ds
]
dt = 0, it follows from Remark 2.1
that
∣∣L−1P yn∣∣0  4πα‖A−1‖ 4
√
2π2√ α, ∀n ∈ N, (2.12)
6σ1
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∣∣(L−1P yn)′∣∣2  1σ1
∣∣∣∣∣
[
1
2π
2π∫
0
syn(s) ds +
t∫
0
yn(s) ds
]′∣∣∣∣∣
2
= 1
σ1
|yn|2, (2.13)
∀ε > 0, let t1, t2 ∈ [0,2π] with t1 < t2 and |t1 − t2| < σ
2
1 ε
2
2α2π . Then from (2.13), we have
∣∣L−1P yn(t1)− L−1P yn(t2)∣∣
t2∫
t1
∣∣(L−1P yn)′(s)∣∣ds

√
t2 − t1
( t2∫
t1
∣∣(L−1P yn)′(s)∣∣2 ds
)1/2

√
t2 − t1
( 2π∫
0
∣∣(L−1P yn)′(s)∣∣2 ds
)1/2

√
t2 − t1
σ1
|yn|2 
√
2π
√
t2 − t1
σ1
|yn|0 
√
2π
√
t2 − t1
σ1
α < ε,
which together with (2.12) deduces that L−1P (Ω¯) is relatively compact by using Arzela–
Ascoli theorem. So L−1P is compact on Ω¯ . 
Remark 2.3. By the definition N and Q, we easily see from Lemma 2.6 that N is L-
compact on Ω¯ , where Ω is an open, bounded subset of X.
3. Main results
In this section, we will study the existence of periodic solution for Eq. (1.7) in the
critical case |c| = 1.
Theorem 3.1. Suppose e¯ = 0 and there are constants r1  0 and K  0 such that
(A1) lim|x|→+∞
∣∣ g(t,x)
x
∣∣= r1, uniformly for t ∈ R, and
(A2) xg(t, x) > 0 or xg(t, x) < 0 for (t, x) ∈ R ×∆, where ∆ = (−∞,−K)∪ (K,+∞).
Then Eq. (1.7) has at least one 2π -periodic solution, if one of the following conditions
holds:
(1) c = −1, |τ | = q
p
π with p,q coprime positive integers and q even, and 2r1π√3σ1 < 1.
(2) Conditions (2.8) hold, c = −1, |τ | = q
p
π , where p,q are coprime positive odd inte-
gers, and 2r1π√
3σ3
< 1.
Proof. The proof of case (2) works almost exactly as the proof of case (1), so we need
only to prove case (1).
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Lx = λNx, λ ∈ (0,1), (3.1)
where L and N are defined by (2.9) and (2.11), respectively. Let x ∈ X be an arbitrary
2π -periodic solution of Eq. (3.1), then x(t) satisfies(
x(t)− cx(t − τ ))′ = λg(t, x(t − µ(t)))+ λe(t), λ ∈ (0,1). (3.2)
Integrating two sides of (3.2), we get
2π∫
0
g
(
t, x
(
t − µ(t)))dt = 0. (3.3)
We claim that there must be a point t1 ∈ [0,2π] such that∣∣x(t1)∣∣K. (3.4)
In fact, if |x(t − µ(t))| > K , ∀t ∈ [0,2π], then by assumption (A2) we see
2π∫
0
g
(
t, x
(
t − µ(t)))dt = 0,
which contradicts (3.3). So there is a point t0 ∈ [0,2π] such that |x(t0 − µ(t0))|  K .
Thus, there are an integer m and a constant t1 ∈ [0,2π] such that t0 − µ(t0) = 2mπ + t1.
Therefore, |x(t1)| = |x(t0 − µ(t0))|K . From condition 2r1π√3σ1 < 1, we know that there is
a small constant ε > 0 such that
2(r1 + ε)π√
3σ1
< 1. (3.5)
For such ε > 0, in view of assumption (A1), there must be a constant ρ > 0, which is
independent of λ and x , such that∣∣∣∣g(t, x)x
∣∣∣∣< r1 + ε for |x| > ρ, t ∈ [0,2π]. (3.6)
Take E1 = {t: t ∈ [0,2π], |x(t − µ(t))| > ρ}, E2 = {t : t ∈ [0,2π], |x(t − µ(t))|  ρ},
then we have from (3.2) and (3.6) that
∣∣(Ax)′∣∣2 
( 2π∫
0
∣∣g(t, x(t − µ(t)))∣∣2 dt
)1/2
+ |e|2

(∫
E1
∣∣g(t, x(t − µ(t)))∣∣2 dt
)1/2
+
(∫
E2
∣∣g(t, x(t − µ(t)))∣∣2dt
)1/2
+ |e|2

√
2πgρ +
√
2π(r1 + ε)|x|0 + |e|2, (3.7)
where gρ = maxt∈[0,2π],|x|ρ |g(t, x)|.
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|x − x¯|0 
√
π√
6σ1
∣∣(Ax)′∣∣2.
Substituting (3.7) into the above formula, we get
|x − x¯|0 
√
2π(r1 + ε)√
6σ1
|x − x¯|0 +
√
2π(r1 + ε)√
6σ1
|x¯| +
√
π√
6σ1
(|e|2 + √2πgρ),
i.e.,
|x − x¯|0 
√
2π(r1 + ε)√
6σ1 −
√
2π(r1 + ε)
|x¯| + c1, (3.8)
where
c1 =
√
π[|e|2 +
√
2πgρ ]√
6σ1 −
√
2π(r1 + ε)
.
Then because x(t) = x¯ + x(t) − x¯,∣∣x(t)∣∣ |x¯| − ∣∣x(t)− x¯∣∣ |x¯| − |x − x¯|0 = δ|x¯| − c1, ∀t ∈ [0,2π], (3.9)
where
δ =
√
6σ1 − 2
√
2π(r1 + ε)√
6σ1 −
√
2π(r1 + ε)
.
From (3.5), we see 0 < δ < 1. It follows from (3.4) and (3.9) that
|x¯| K + c1
δ
:= M0 (independent of λ and x).
So from (3.8), we obtain
|x|0  |x¯| + |x − x¯|0  c1 +
(
1 +
√
2π(r1 + ε)√
6σ1 −
√
2π(r1 + ε)
)
M0 := M1.
Furthermore, if Nx ∈ ImL and x ∈ KerL, then x is a constant with ∫ 2π0 g(t, x) dt = 0,
which yields from (A2) that |x|K < M1. Let Ω = {x: x ∈ X, |x|0 < M1} and
H(x, ν) :=


νx + 12π
∫ 2π
0 g(t, x(t − µ(t))) dt,
if ug(t, u) > 0, for (t, u) ∈ R ×∆,
−νx + 12π
∫ 2π
0 g(t, x(t − µ(t))) dt,
if ug(t, u) < 0, for (t, u) ∈ R ×∆.
It is easy to see that H is compact on (Ω¯ ∩ KerL) × [0,1], and in view of assumption
of (A1), we get
H(x, ν) = 0, ∀(x, ν) ∈ ∂(Ω ∩ KerL) × [0,1].
So
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= deg{H(x,0),Ω ∩ KerL,0} = 0.
By using Lemma 2.5, we obtain that Eq. (1.7) has at least one 2π -periodic solution. 
Remark 3.1. If e¯ = 0, the existence problem of 2π -periodic solution to Eq. (1.7) can be
converted to the one of following equation:(
x(t)− cx(t − τ ))′ = g1(t, x(t − µ(t)))+ e1(t),
where g1(t, x)= g(t, x)+ e¯, e1(t) = e(t)− e¯. As
∫ 2π
0 e1(s) ds = 0, the above equation can
be studied by Theorem 3.1.
In what follows, we will investigate the 2π -odd periodic solution x(t) (i.e., x(t + π) ≡
−x(t), see [12]) under the conditions of Lemma 2.4. In order to do it, we need to impose
some symmetric conditions to g(t, x), µ(t) and e(t) such as
g(t + π,−x)≡ −g(t, x), µ(t + π) ≡ µ(t), e(t + π) ≡ −e(t), (3.10)
and let
L :D(L) ⊂ C−2π → C−2π , Lx = (Ax)′, Nx = g
(
t, x
(
t − µ(t)))+ e(t), (3.11)
where D(L) = {x: x ∈ C−2π , (Ax)′ ∈ C−2π }. Clearly, if (3.10) holds, then N :C−2π → C−2π
is continuous and map bounded subset of C−2π bounded subset of C
−
2π , and also see that if
c, τ satisfy the conditions of case (2) or case (4) or case (5) in Lemma 2.1, we can verify
that L has its unique inverse L−1 :C−2π → C−2π defined by
(L−1y)(t) = A−1
[
−1
2
t+π∫
0
y(s) ds +
t∫
0
y(s) ds
]
. (3.12)
In fact, from
Lx = (Ax)′ = y, y ∈ C−2π , (3.13)
we see
Ax = 1
2π
2π∫
0
sy(s) ds +
t∫
0
y(s) ds ∈ C−2π .
So, it follows from Lemma 2.2 that
x = (L−1y)(t) = A−1
[
−1
2
t+π∫
0
y(s) ds + 1
2
t∫
0
y(s) ds
]
.
Again by using Lemma 2.4, we have x ∈ C−2π and x ′ ∈ L2−. That is
A−1
[
−1
2
t+π∫
y(s) ds + 1
2
t∫
y(s) ds
]
∈ C−2π .0 0
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x = Mx
and M is complete continuous on Ω¯ , where M :C−2π → C−2π , Mx = L−1Nx , Ω is any
open bounded subset of C−2π .
Theorem 3.2. Suppose (3.10) holds and there are constants r1  0 and K  0 such that
(A1) lim|x|→+∞
∣∣ g(t,x)
x
∣∣= r1, uniformly for t ∈ R,
(A2) xg(t, x) > 0 or xg(t, x) < 0 for (t, x) ∈ R ×∆, where ∆ = (−∞,−K)∪ (K,+∞).
Then Eq. (1.7) has at least one 2π -odd periodic solution, if one of the following conditions
holds:
(1) c = −1, |τ | = q
p
π , where p,q are coprime positive integers with q odd p even, and
r1π
2σ2 < 1.
(2) c = 1, |τ | = q
p
π , where p,q are coprime positive integers with q odd, and r1π2σ4 < 1.
(3) If c = 1, |τ | = π , and r1π2σ5 < 1, where σ2, σ4 and σ5 are constants defined by
Lemma 2.1.
Proof. Consider the operator equation as follows:
Lx = λNx, λ ∈ [0,1], (3.14)
where L and N are defined by (3.10) respectively. Let x ∈ X be an arbitrary 2π -periodic
solution of Eq. (3.14), then x(t) satisfies(
x(t)− cx(t − τ ))′ = λg(t, x(t − µ(t)))+ λe(t), λ ∈ [0,1]. (3.15)
By using Lemma 2.4, we have
|x|0 
√
π
2
√
2σ2
∣∣(Ax)′∣∣2. (3.16)
From condition r1π2σ2 < 1, we know that there is a small constant ε > 0 such that
(r1 + ε)π
2σ2
< 1. (3.17)
For such ε > 0, in view of assumption (A1), there must be a constant ρ > 0, which inde-
pendent of λ and x , such that∣∣∣∣g(t, x)x
∣∣∣∣< r1 + ε for |x| > ρ. (3.18)
Take E1 = {t: t ∈ [0,2π], |x(t − µ(t))| > ρ}, E2 = {t : t ∈ [0,2π], |x(t − µ(t))|  ρ},
then from (3.15) and (3.18), we get
474 S. Lu et al. / J. Math. Anal. Appl. 293 (2004) 462–475∣∣(Ax)′∣∣2 
( 2π∫
0
∣∣g(t, x(t − µ(t)))∣∣2 dt
)1/2
+ |e|2

(∫
E1
∣∣g(t, x(t − µ(t)))∣∣2 dt
)1/2
+
(∫
E2
∣∣g(t, x(t − µ(t)))∣∣2dt
)1/2
+ |e|2

√
2πgρ +
√
2π(r1 + ε)|x|0 + |e|2.
Substituting the above formula into (3.16), we get
|x|0  π[r1 + ε]2σ2 |x|0 +
√
π
2
√
2σ2
(|e|2 + √2πgρ),
i.e.,
|x|0 
√
π/2(|e|2 +
√
2πgρ)
2σ2 − π(r1 + ε) := M0. (3.19)
On the other hand, we can check that Eq. (3.14) is equivalent to
x = M(x,λ) := λL−1Nx
and M(x,λ) is complete continuous on Ω¯ . By (3.19), we see that x = M(x,λ), ∀(x,λ) ∈
∂Ω × [0,1]. Therefore,
deg{I − M,Ω,θ} = deg{I − M(x,1),Ω, θ}= deg{I − M(x,0),Ω, θ}
= deg{I,Ω, θ} = 1.
By [13], we know x = Mx has at least one 2π -odd periodic solution, that is (1.7) has at
least one 2π -odd periodic solution. 
Remark 3.2. It is easy to see that the growth condition (A1) imposed on g(t, x) is weaker
than the corresponding one of (1.6) in [8].
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