Abstract. We consider the problem of computing the Liapunov and the period constants for a smooth di erential equation with a non degenerate critical point. First, we i n vestigate the structure of both constants when they are regarded as polynomials on the coe cients of the di erential equation. Secondly, w e t a k e advantadge of this structure to derive a method to obtain the explicit expression of the above-mentioned constants. Although this method is based on the use of the Runge-KuttaFehlberg methods of orders 7 and 8 and the use of Richardson's extrapolation, it provides the real expression for these constants.
where P(x y) and Q(x y) are analytic functions in a neighbourhood of the origin, and begin, at least, with second order terms. These systems can be expressed in the complex plane using the following notation: _ z = i z+ F(z z) (1) where F(z z) = P k 2 F k (z z), F k (z z) = P k j=0 f k;j j z k;j z j f k;j j 2 C, and the dot indicates the derivative with respect to t, w i t h t 2 R.
The problem of determining whether (1) has a center or a focus at the origin can be solved by studying the Poincar e return map. This study can be done (using the power series of the return map) by means of the computation of in nitely many real 2 A. GASULL, A. GUILLAMON, V. MANOSA numbers, v 2m+1 m 1, called the Liapunov constants. In fact, we h a ve that if for some m, v 3 = v 5 = = v 2m;1 = 0 , a n d v 2m+1 6 = 0, then the origin is a focus of which the stability is determined by the sign of v 2m+1 , while if all v 2m+1 are zero, then the origin is a center, see for instance 1].
A closely related problem is the following: assume that (1) has a center at the origin and consider the period of all its periodic orbits. The origin of (1) is an isochronous center if and only if the period is independent of the orbit. When is the origin of (1) an isochronous center? It turns out that the solution to this problem can be obtained (using the power series of the period function) by computing in nitely many real numbers, P 2m m 1, called the period c onstants and by forcing them all vanish.
In the case that (1) is a family of polynomial di erential equations, the constants are functions in the coe cients of the system. Moreover, in the case that (1) is a polynomial family of di erential equations of xed degree, the Hilbert Basis Theorem implies that a nite number of Liapunov constants vanishing is enough to give t h e characterization of the centers of the family, j u s t a s a n i t e n umber of Liapunov and period constants vanishing is enough to characterize the isochronous centers of the family. 16] . All the approaches in order to calculate the constants involve a lot of computations. In order to have an a priori estimation of the complexity of the result, it is very useful to know properties of the Liapunov and period constants when they are considered as functions of the coe cients of (1).
Before stating our results we need some de nitions.
We s a y that M is a monomial of (1) when M = Q k l f m k l k l f k l n k l , with m k l n k l 2 N, where the product is nite, and f k l is any coe cient o f F k+l (z z).
Let v 2m+1 be the m th Liapunov constant (respectively, l e t P 2m be the m th period constant). We will also say that a monomial of (1), M, i s a monomial of v 2m+1 (or of P 2m ), if either Re(M) or Im(M) appear in the expression of the constant.
We de ne the degree, deg(M), the quasi-degree, qd(M), and the weight of M, In Theorem 1, it is given some information about the monomials that appear in the Liapunov and period constants. In our main result, we improve i t b y describing how these monomials are distributed according to their degrees. 
for some i i 2 R.
(ii) Let 
for some i i 2 R. On the other hand, when we w ant to compute some exact Liapunov or period constant, from the above results we k n o w that it is a polynomial in which the only unknowns are the coe cients of its monomials. It is also well-known that these coecients are rational multiples of and so, multiplying by an appropriate factor, they can 4 A. GASULL, A. GUILLAMON, V. MANOSA Table 1 Estimations of the number of monomials. be reduced to integer numbers. The way of computing these coe cients is a key point in our approach since we obtain them from numerical integrations of some particulars cases of the ordinary di erential equation. The process, based on a combination of the Runge-Kutta-Fehlberg method with variable step and the Richardson's extrapolation method, is developed in Section 3. In contrast to most of the other methods to compute the Liapunov and period constants, it does not require the use of computer algebra systems. In our method we only need to list all the monomials of v 2m+1 or P 2m , c hoose appropriate systems that can provide their coe cients and carry out the numerical process to obtain them e ectively. The last step consists only of solving a system of linear equations.
In Section 3.1, Theorem 3, we illustrate our approach b y computing the Liapunov constant v 5 for a general system of type (1). In Section 3.2, as an example of how t h e numerical method works and how the round-o errors increase if it is applied to the computation of v 7 , w e apply our method to compute v 7 for a particular system. These computations are obtained by using artihmetics of double precision. In general, to compute higher order Liapunov or period constants, one should work with quadruple or even higher precision.
Finally, observe that in order to apply our method to a given polynomial system of the form (1), we n e e d t o k n o w all their monomials of weight zero. To list them it would be useful to nd a kind of \ nite system of generators". In the Appendix we prove that those generators are the basic monomials de ned above. In our opinion, the use of basic monomials in systems with few coe cients provides an elegant and compact form to present the Liapunov (and the period) constants (see, for instance, Remark 4 in the Appendix).
tation.
Definitions. We will denote by (i) P 0 the set of functions of the form Re(P( )), where P( ) writes as
M l denotes any monomial of (1), and p l ( ) are trigonometric polynomials with real coe cients, that is, elements of R e i ].
(ii) P 1 the set of functions of the form Re(i P ( )), such that Re(P( )) 2 P 0 . When we h a ve an operation` ' b e t ween the elements of two sets A and B, w e denote A B = fa b : a 2 A b 2 Bg. Lemma 2. The following relations are satis ed.
(i) P 0 + P 0 P 0 , P 1 + P 1 P 1 .
(ii) P i P j P i+j , w h e r e i j 2 (Z 2 +). Proof. The proof of (i) is trivial. Here we proof for instance the case P 0 P 0 P 0 of (ii).
where M j N k denote monomials of (1), and p j ( ) q k ( ) 2 R e i ]. Then,
where we h a ve used that Re(z) R e ( w) = R e ( z (w + w))=2, for any z w2 C. So, the lemma follows.
Proof of Theorem A. First observe that to prove (i) is equivalent to prove that v 2m+1 2 P 1 (where the trigonometric polynomials involved are constants). To a c hieve this result we study to which s e t , P 0 or P 1 , belong the functions appearing in the algorithm of computation of the constants given in 1]. We brie y recall it here.
Equation (1) 
where S k ( ) = e ;i F k (e i e ;i ).
Observe that S k ( ) = k P j=0 f k;j j e i(k;2j;1) = k P j=0 e i(k;2j;1) (;f k;j j ) i deg(f k;j j )+1 , because deg(f k;j j ) = 1, for all j and k. Hence, it is clear that Re(S k ( )) 2 P 1 .
The functions R k ( ) can be computed using the recursive f o r m ula for the quotient 
We a l s o h a ve that Im(S j+1 ( )) = Re(;iS j+1 ( )) 2 P 0 . By using Lemma 2, it is easy to prove b y induction that R k ( ) 2 P 1 .
Let r( ) = + P j 2 u j ( ) j be the solution of (3) for which r(0 ) = . Consider the Poincar e map given by ( ) = r(2 ) = + P j 2 u j (2 ) j . It is well-known that if ( ) is not the identity, the rst non vanishing term in the power series corresponds to an odd order term. When u 2 (2 ) = u 3 (2 ) = : : : = u 2m (2 ) = 0 and u 2m+1 (2 ) 6 = 0 , t h e m th -Liapunov constant i s v 2m+1 = u 2m+1 (2 ) .
Recall also that when u 2 (2 ) = u 3 (2 ) = : : : = u n;1 (2 ) = 0, then the functions u j ( ) are trigonometric polynomials for j n ; 1, and
; X a2D k n k! a 1 !a 2 !a 3 ! a n;1 ! u a2 2 ( )u a3 3 ( ) u an;1 n;1 ( ) (4) where D k n is the following subset of indices (see 2] for more details): D k n = fa = ( a 1 a 2 a n;1 ) 2 N n;1 such that a 1 + + a n;1 = k a 1 + + j a j + + ( n ; 1)a n;1 = ng:
We claim that u n ( ) = Q n ( ) + P n ( ) where Q n ( ) 2 P 0 and P n ( ) 2 P 1 . F urthermore, P n ( ) = R e ( where M l denote monomials of (1), p l ( ) q l ( ) 2 R e i ], and have no constant terms.
Observe that if this claim is proved, then Theorem A follows because when n = 2m + 1, since v 2m+1 = u 2m+1 (2 ) = R 2 0 u 0 2m+1 ( ) d , w e obtain that v 2m+1 2 P 1 , a s we w anted to prove.
We n o w prove t h e c l a i m b y induction. We h a ve t h a t f o r n = 2 : Suppose that the claim is true for u j ( ) with j = 2 : : : n ;1. Since the functions u j , for j n ; 1, are trigonometric polynomials (that is, they do not contain terms with the factor ), applying the induction hypothesis we get that u j ( ) 2 P 0 , f o r 7 j n ; 1. Since u 0 n ( ) is obtained from (4), considering Lemma 2 and the structure of R k ( ), we obtain that u 0 n ( ) 2 P 1 .
We distinguish in u 0 n ( ) t wo t ypes of terms: those of the form Re(C M i deg(M)+1 ), and those of the form Re(C e i M i deg(M)+1 ), with C 2 R, 6 = 0, and M a monomial of (1).
By integrating between 0 and , the terms of the rst form are transformed into Re(C M i deg(M)+1 ) and so they are terms of the form p( ) , with p( ) 2 P 1 , a s w e w anted to prove.
The integration of the second form terms between 0 and leads to expressions like ) and so they belong to P 0 , a s w e w anted to prove. Hence, the claim is proved and, as a consequence, the proof of (i) is nished.
The proof of (ii) is similar and we just establish the di erences. Assume that (1) has a center at the origin. Consider (1) expressed in polar coordinates. The period function, which gives the period of the orbit of (2) It is well-known that the rst non vanishing term in the power series of P( ) corresponds to an even order term. So, if t 2 (2 ) = t 3 (2 ) = : : : = t 2m;1 (2 ) = 0 and t 2m (2 ) 6 = 0, the m th period constant i s P 2m = t 2m+1 (2 ).
In the above notation, the proof of (ii) follows from similar arguments than in (i), but considering the recursive f o r m ula (5) instead of (3), and (6) instead of (4). 
THE ANALYTIC-NUMERICAL METHOD WITH APPLICATIONS.
Here we present a method to compute the general formula of the constants. Let us suppose, for instance, that we w ant to nd the expression for v 2m+1 . W e proceed as follows:
Step 1. By using Theorems 1, A and the Appendix, we list all the monomials involved in v 2m+1 . That is, we write v 2m+1 as a linear function of products of basic monomials (see Remark 4 in the Appendix).
Step 2. Once the monomials are listed, we look for all the undeterminated coe cients by computing the constant for some particular systems. To do this, we use the RungeKutta-Fehlberg 7-8 method to calculate the Poincar e return map. Afterwards, we apply the Richardson's extrapolation method in order to reduce the error.
The above procedure will be followed in the next subsection to compute the expression of v 5 for a general system of type (1).
Step 2 can also be used to obtain numerically the m th Liapunov constant for a particular di erential equation of type (1) . This has already been done in 5], but here we also study the behaviour of the round-o errors. In subsection 3.2 we present h o w to compute the third Liapunov constant, v 7 , for a quadratic system. The constant v 5 could be approximated by a direct computation of F(x) f o r x small enough, but the factor x r i might not be small enough near x = 0 . W e can obtain a better precision by increasing the powers r i . This can be done by the Richardson's extrapolation method, next described. Then, it can be proved that:
Therefore, F k (x) is a better approximation for v 5 than F(x), for x small enough (see 11] for more details).
ANALYTIC-NUMERICAL METHOD FOR LIAPUNOV CONSTANTS 9 Table 2 Degree Monomials of quasi-degree 4 and weight 0 . By using the Appendix, we start listing the monomials satisfying Theorem 1. They are given in Table 2 .
By Theorem A, the real monomials of even degree (D D, F F , G G, E E, A 2 A 2 , AB A B, AC A C, B 2 B 2 , BC B C, C 2 C 2 ) do not appear in v 5 . M o r e o ver, imposing that v 3 = 0, i.e. ReE = I m ( AB), we can consider that Im(ABC C) = C CIm(AB) = Re(C CE) and so, the monomials ABE, AB E, A 2 AB, AB 2 We will use the next technical result to prove Proposition B. (1), where C 1 : : : C n , are the coe cients of the system and suppose that jw(C i )j = i, for all i. In fact, C i is a generic label representing any coe cient of (1) of weight i, while i is the number of coe cients taking into account the repetitions (in a basic monomial of degree greater than two, there cannot coexist coe cients of weight i and ;i). Then, Proposition B follows if we are able to prove that equation 1 + 2 2 + : : : + n n = 0 (7) has nitely many minimal solutions, where we s a y that a solution := ( 1 : : : n ) 2 Z n is a minimal solution of (7) if it does not exist any other solution ( 1 : : : n ) such that j i j j i j and sign( i ) = sign( i ), for all i = 1 : : : n .
In particular, the niteness of minimal solutions will be proved if we prove that any minimal solution of (7) satis es that j i j n, for all i = 1 : : : n .
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Suppose that k > n for some k 2 f 1 : : : n g. F i r s t , w e will see that this implies that j ; n for any j. Otherwise, if for some j we h a ve j < ;n, w e can write k = j + N k and j = ;k ; N j , where N k and N j are positive n umbers. Then, = ( 1 : : : j : : : k : : : n ) = ( 1 : : : ;N j : : : N k : : : n ) + (0 : : : 0 ;k ::: j 0 : : : 0) and this situation breaks the property of minimality o f . Now, we k eep the assumption that k > n for some k 2 f 1 : : : n g. Since must be a solution of (7) : : r g. O n t h e other hand, 0 < n < k . Then, is a solution which breaks again the minimality of and gives the contradiction we w ere searching for. So, the proposition is proved.
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