Abstract: For a fixed > 2, we study the set Λ of generalized idempotents, which are operators satisfying T +1 = T . Also the subsets Λ † , of operators such that T −1 is the Moore-Penrose pseudo-inverse of T , and Λ * , of operators such that T −1 = T * (known as generalized projections) are studied. The local smooth structure of these sets is examined.
Λ ∩ U(H) = Λ † ∩ Gl(H) = {T ∈ N(H)
are determined, where Q(H) denotes the idempotents, P(H) the orthogonal projectors, B h (H) the self-adjoint operators, B ah (H) the anti-self-adjoint operators, B + (H) the positive operators, N(H) the normals, QN(H) the quasi-nilpotents, C(H) the contractions and I(H) the partial isometries. Section 4 deals with the action of Gl(H) (resp. U(H)) over Λ (resp. Λ † and Λ * ), and a description of the submanifold structures. It is proved that for T ∈ Λ, T is an idempotent with the same range as T ; T is the orthogonal projection onto the range of T if and only if T ∈ Λ † . The map ν : Λ † → P(H) ν(T ) = T is called the range map. Section 5 is devoted to prove that the tangent map of ν is norm-decreasing. This result is applied to show the existence of curves of minimal length in Λ † . Finally, in Section 6 the geodesic metric and the norm metric in Λ * are shown to be equivalent. Clearly, if denotes the geodesic metric (computed as the infimum of the lengths of the curves joining the given points), then (T 0 T 1 ) ≥ T 0 − T 1 . We compute a constant for the reverse inequality, depending on .
Preliminary facts
If T ∈ Λ, T is a root of the polynomial ( ) = +1 − , therefore its spectrum is contained in the set Ω = {0}∪{ : = 1}. 
In this paper, if T ∈ B(H), R(T ) denotes the range of
T , and for a given subspace S ⊂ H, P S denotes the orthogonal projection onto S.
Characterizations of Λ Λ † Λ *
Let us prove first the following inclusions. Since T * T is a positive operator and a root of the polynomial
Let us collect in the next remark several elementary observations. Recall that an operator T has finite ascent if there exists ∈ N such that N(T ) = N(T +1 ). The smallest with this property is called a(T ), the ascent of T . An operator T has finite descent if there exists such that R(T ) = R(T +1 ), and the smallest such is called the descent d(T ) of T .
Remark 3.2.
As remarked above, (i) if T ∈ Λ, T and 1 − T are idempotents onto R(T ) and N(T ), respectively. It follows that R(T )+N(T ) = H.
(ii) If a(T ) and d(T ) denote the ascent and the descent of T respectively, then
Apparently Q(H) ⊂ Λ and P(H) ⊂ Λ * (in both cases, all the eigenspaces corrresponding to the eigenvalues for 1 ≤ ≤ − 1 are trivial). Moreover, Q(H) ∩ Λ † = P(H).
4. When the kernel is trivial, we have the following straightforward identities:
5. Recall that B h (H) denotes the set of self-adjoint operators, and B + (H) denotes the set of positive operators. Then
Since P(H) is a subset of all other sets involved, it suffices to show that Λ ∩ B h (H) ⊂ P(H). If T ∈ Λ is self-adjoint, then in particular it is normal, and thus all eigenspaces are orthogonal. Therefore, the fact that it is self-adjoint implies that the projections onto the eigenspaces (T ), 1 ≤ ≤ − 1, corresponding to the non-real eigenvalues, are trivial. Thus T = 1 (T ) ∈ P(H). 
Proposition 3.3.
Let T ∈ Λ. Then 
T ∈ Λ † if and only if R(T ) and N(T ) are orthogonal. In that case, T = P R(T ) .

T ∈ Λ
If T ∈ Λ * , then T is normal, and therefore all + 1 idempotents (T ), 0 ≤ ≤ , are normal, thus self-adjoint. Conversely, if the eigenspaces are orthogonal, these idempotents are self-adjoint. Then Proof. The elements of Λ * are clearly contractive (in fact, they are partial isometries). Conversely, if T ∈ Λ is contractive, then (T ) are contractive idempotents, thus self-adjoint projections. Indeed, for 1 ≤ ≤ ,
Let us examine how these sets are related to partial isometries. We denote by I the set of partial isometries. As noted above, Λ * ⊂ I. Then apparently Corollary 3.5.
Actions of the unitary and invertible groups
As remarked above, if T ∈ Λ, T can be diagonalized,
Fix T ∈ Λ, and consider
Let us recall some facts from [10] and [3] , concerning similarity orbits of operators. are orthogonal projections. This fact is well known. It was proved in [10] . In [2] it was proved by a procedure similar to the Gram-Schmidt orthogonalization process.
This implies that T ∈ Λ is similar to an element S ∈ Λ * . Indeed, consider the ( + 1)-tuple of idempotents ( 0 (T ) (T )) (which verifies the above hypothesis), and pick
Since S is normal and has finite spectrum, it is what Herrero [15] called a nice Jordan operator. In [3] it was proved that this implies several properties for the map π T .
1. The map π T has local cross sections: for each T 0 ∈ Λ there exists a neighbourhood V of T 0 in Λ and a continuous map
2. In particular, the action of Gl(H) is locally trivial (close elements in Λ are conjugate by the action). Therefore, the connected component of T in Λ coincides with the orbit {GTG −1 : G ∈ Gl(H)}.
Each connected component of Λ is an analytic submanifold of B(H)
, and the map π T onto the component containing T is an analytic submersion. 5. We remark that U(H) acts on Λ † , but the action is not locally transitive (as with Λ * ). Indeed, the unitary action fixes the angles between the eigenspaces, and this is not a local property of Λ †
In particular, the similarity orbit of a single idempotent Q ∈ Q(H), verifies these conditions. In this case the analytic cross sections can be explicitly computed [10] . Namely, if
is invertible, and verifies σ (R)Q = R σ (R), thus providing a local cross section for π Q on a neighborhood of Q. It is apparently analytic. A cross section near
which is clearly open in Q(H).
Recall that if T ∈ Λ, then T is an idempotent onto the range of T , and that T is the orthogonal projection onto the range of T if and only if T ∈ Λ † .
Proposition 4.2.
The map ν : Λ → Q(H), ν(T ) = T , is an analytic submersion.
Proof. It suffices to show that this map has analytic local cross sections. Fix T 0 ∈ Λ, and let W be a neighborhood of Q 0 = T 0 in Q(H) on which the cross section for π Q 0 is defined. Let V = {T ∈ Λ : T ∈ W}, and define
It is clearly well defined and analytic. Moreover,
it is a local cross section for the map T → T .
Corollary 4.3.
The set Λ † is a C ∞ submanifold of Λ (and of B(H)).
Proof. As seen in the previous section, T ∈ Λ belongs to Λ † if and only if the idempotent T is a self-adjoint
, is a submersion, it follows that continuous curves in Λ can be lifted to continuous curves in Gl(H). Let us describe a natural procedure to lift smooth curves, borrowed essentially from [10] . Suppose that T ( ) ∈ Λ varies smoothly for ∈ I, where smooth means C , 1 ≤ ≤ ∞. It follows that (T ( )), 0 ≤ ≤ , are smooth curves in Q(H). Then the curve
is continuous (in fact C −1 ). Consider the following linear differential equation in B(H), which we shall call the transport equation:
It is a standard fact that an operator linear equation as above, with invertible initial condition, remains invertible for all ∈ I. The solutions of this equation, which are smooth curves in Gl(H), lift the curve T ( ).
Proposition 4.4.
Fix 0 ∈ I and let Γ be the solution of (2) . Then
Proof. Fix Γ is constant, and thus
Indeed, is self-adjoint, and using again that˙ + ˙ =˙ , one has
. Therefore in this case the solution Γ consists of unitary operators.
The actions of the unitary and invertible groups allow an easy characterization of the connected components of these sets. The cases for Λ and Λ * are apparent. We state them in the following result. We use the following notation. If
Proposition 4.5. 
The range projections decrease distances
In this section we endow the tangent spaces of Λ Λ † Λ * with the metric induced by the usual norm of operators. First let us describe these tangent spaces. Since the maps π T and π u T are submersions, their differentials are onto. Therefore
, it follows thatṪ (0) = X T 0 − T 0 X . Analogously, reasoning with the action of the unitary group, if
Proposition 5.1.
Proof. Consider the smooth submersion
Note that (T S) 1 = {X ∈ B(H) : X T 0 − T 0 X ∈ B h (H)} and that ( π T 0 ) T 0 (X ) = X T 0 − T 0 X , and therefore our claim follows.
We shall need the following lemma, which states that the most efficient way to complete a co-diagonal 2 × 2 self-adjoint block matrix so that its norm remains minimal, is by putting zeros in the diagonal. We include the proof of this fact, known from [11] .
Lemma 5.2.
Let P be an orthogonal projection, and A ∈ B(H) self-adjoint. Then
PA(1 − P) − (1 − P)AP ≤ A
Proof. Given 
On the other hand, it is clear that
Theorem 5.3.
The differential of the map ν : Λ † → P(H), ν(T ) = T = P R(T ) , is norm-decreasing between the tangent spaces, i.e. for any Z ∈ (T Λ
and, analogously using that T 0 = =1 P ,
Also it is apparent that P 0 Z P 0 = P 0 Y P 0 = 0. Moreover, for ≥ 1, by similar computations,
Thus Y is self-adjoint and P 0 co-diagonal. Using these computations write Y and Z in matrix form in terms of the decomposition 
On the other hand, this last (self-adjoint) operator is a completion of the matrix Y (which as a 2 × 2 matrix in terms of P 0 , has zeros at the diagonal). It follows, by the above lemma, that 1 2
which completes the proof.
Corollary 5.4.
The tangent map of ρ 0 : Λ † → P(H), ρ 0 (T ) = P N(T ) = 1 − T , is norm-decreasing at any point.
Proof. The proof follows using the identity ρ 
If T ( ) ∈ Λ † is a smooth curve, then
In [20] it was shown that if X = −X * is co-diagonal with respect to a self-adjoint projection P, i.e. PX P = (1 − P)X (1 − P) = 0, then the curve X P − X in P(H) has minimal length along its path, in any interval such that | | X ≤ π/2 (by this we mean that this path has minimal length among all possible smooth curves joining any given pair of points in the path). A straightforward consequence of this fact is the following Proposition 5.6.
Let T ∈ Λ † and P = ν(T ) = P R(T ) . Let X ∈ B
ah (H) be such that PX P = (1 − P)X (1 − P) = 0. Then the curve τ( ) = X T − X has minimal length in Λ † along its path on any interval I such that |I| ≤ π/(2 X ).
Proof. Let γ( ) ∈ Λ † , be a smooth curve, which is parametrized in the interval I = [
. By the above corollary (measuring the lengths of both curves in the common interval I),
is a minimal geodesic in P(H). Then, by the result from [20] ,
We claim that (τ) = (ν(τ)), a fact which would conclude the proof. Indeed, note that
Similarly (τ) = X T − T X |I|. Thus we need to show that X P − PX = X T − T X . Recall from the proof of Theorem 5.3, the matrix forms (3) and (4) (in terms of P 0 P 1 P ) of the commutators X P − X P and X T − T X .
In the case of X T − T X , note that since P = =1 P , for 1 ≤ ≤ , P X P = P PX PP = 0. Therefore,
Using the unitary operator W as in the proof of Theorem 5.3, it is apparent that X P − PX = X T − T X .
If S ⊂ H is a closed subspace, denote by Λ S (resp. Λ S † Λ S * ) the set of elements T in Λ (resp. Λ † Λ * ) such that R(T ) = S.
In other words, Λ
Corollary 5.7. 
Proof. If P R(T
and P R(T 1 ) can be joined with a minimal geodesic of P(H), which is given by a P R(T 0 ) -co-diagonal anti-hermitic operator X with X < π/2. Then, by the above result, τ( ) = 
by the computation in the preceding proposition. By Corollary 5.5, (ν(γ)) ≤ (γ), and the result follows.
Remark 5.8.
1. Let us denote by (A B) the rectifiable distance, obtained as the infimum of the lengths of curves joining A and B (either in Λ or P(H)). Then P R(T 0 ) − P R(T 1 ) < 1 is equivalent to (P R(T 0 ) P R(T 1 ) ) < π/2, see [20] or [1] . By Corollary 5.5, if
Thus the hypothesis P R(T 0 ) − P R(T 1 ) < 1 of the above corollary, could be replaced by: there exists a smooth curve in Λ † joining T 0 and T 1 of length less than π/2.
Let
For the last equality, see for instance [1] . Pick X such that X * = −X , X < π/2 and X is P S 0 -co-diagonal, so that
and its length is
. This number does not depend on the choice of
, an easy approximation argument shows that
Comparison between the norm and geodesic metric in Λ *
In this section we examine the metric in Λ * , given by the infima of lengths of curves in Λ * . The metric at the tangent spaces is given by the usual operator norm, therefore any curve joining T 0 and T 1 in Λ * will be longer than the line segment. Therefore
In this section, we shall estimate a constant for the reverse inequality. We shall use the local cross section of the action of the unitary group in Λ * . First note that Lemma 6.1.
Let T 0 T 1 ∈ Λ, and (T ), = 0 1, = 0 , be the spectral projections given in Section 2.
In general,
Using this inequality in the formula
then the resolvent operators of T 0 and T 1 are normal. Using the Riesz integral form of the spectral projection,
where C is a circle centered at if = 0, with radius equal to the minimum between 1/2 and sin (π/ ) (which is half the distance between and the nearest eigenvalue). For = 0, C 0 is centered at 0, with radius 1/2. Therefore, for ≥ 1
Using the fact that the resolvents are normal,
, and therefore
Let us recall the formula for the local cross section of the unitary action on systems of self-adjoint projections [10] , which serves as the local cross sections for the unitary action on Λ * . Fix T 0 ∈ Λ * , and let T ∈ Λ * be such that
is invertible. Indeed, put P = (T 0 ) and Q = (T ). Then G * G = =0 P Q P . Note that each P Q P is an invertible operator acting in R(P ), because P Q P − P ≤ P − Q < 1. Therefore G * G is invertible in H, which is the direct sum of the ranges R(P ). Analogously, GG * is invertible and thus G is invertible.
Let G = U|G| be the polar decomposition of G, i.e. U T 0 (T ) = U = G|G| −1 . Then this unitary operator fulfils
We shall need the following elementary estimate.
Lemma 6.2.
Let T Z ∈ B(H). Then
Proof. Note that
On the other hand, for ≥ 1, Note that since P − Q < 1, P Q P is a positive invertible operator in B(R(P )) (we shall denote by (P Q P )
−1
its inverse there, note that also the square root can be computed there). In particular, note that Q P (P Q P ) The first term is bounded by . The second term is bounded by max Since P Q P − P ≤ Q − P < 1, it follows that (P Q P ) 
Corollary 6.5.
Let T T 0 ∈ Λ * be such that T − T 0 < /κ( ). Then
