This article is an empirical evaluation of the choice of fixed cutoff points in assessing the root mean square error of approximation (RMSEA) test statistic as a measure of goodness-of-fit in Structural Equation Models. Using simulation data, the authors first examine whether there is any empirical evidence for the use of a universal cutoff, and then compare the practice of using the point estimate of the RMSEA alone versus that of using it jointly with its related confidence interval. The results of the study demonstrate that there is little empirical support for the use of .05 or any other value as universal cutoff values to determine adequate model fit, regardless of whether the point estimate is used alone or jointly with the confidence interval. The authors' analyses suggest that to achieve a certain level of power or Type I error rate, the choice of cutoff values depends on model specifications, degrees of freedom, and sample size.
against empirical data. For researchers using SEM techniques, evaluation of the fit of a hypothesized model to sample data is crucial to the analysis. A key feature of SEM is the test of the null hypothesis of Σ = ΣðθÞ, also known as the test of exact fit, where Σ is the population covariance matrix, ΣðθÞ is the covariance matrix implied by a specific model, and θ is a vector of free parameters defined by the model. The model test statistic T enables an asymptotic test of the null hypothesis of H 0 : Σ = ΣðθÞ. A significant T , often reported as the model chi-square, would suggest misspecification of the model. However, such a test of exact fit of the proposed model is generally unrealistic, as hardly any model using real data is without error (e.g., Browne and Cudeck 1993) . A trivial misspecification, particularly with large sample sizes, can lead to rejection of the model even when it may otherwise adequately reproduce the population covariance matrix.
As a result, a variety of goodness-of-fit measures was developed to augment the T statistic. Steiger, Shapiro, and Browne (1985) demonstrated that the T statistic does not follow a central w 2 distribution under misspecification. Instead, it follows a noncentral w 2 distribution, with the noncentrality parameter l (estimated by T -df) denotes the degree of misfit in the model. Several baseline fit indices make use of the noncentrality parameter (e.g., Tucker-Lewis index [TLI] , relative noncentrality index [RNI] , comparative fit index [CFI] ) (Bentler 1990 , Goffin 1993 , which are essentially comparisons between l T and l B , with l T measuring the amount of misfit of the target model and l B that of the baseline model. However, such measures are heavily dependent on the baseline null model. In addition, these measures were found to be particularly susceptible to the influence of estimation methods (Sugawara and MacCallum 1993) and do not utilize the feature that the known distribution of the T statistics actually allows for hypothesis testing through construction of confidence intervals around l.
Originally presented by Steiger and Lind (1980) and popularized by Browne and Cudeck (1993) , the root mean square error of approximation (RMSEA) measure is closely tied to the noncentrality parameter l, which is estimated in a sample asl = T − df , reflecting the degree of misfit in the proposed model. If T -df is less than zero, thenl is set to zero. The estimate of RMSEA (êÞ usesl and is given as follows: It ranges from zero to positive infinity, with a value of zero indicating exact model fit, and larger values reflecting poorer model fit.
A key advantage of the RMSEA is that confidence intervals can be constructed around the point estimate because the RMSEA asymptotically follows a rescaled noncentral w 2 distribution for a given sample size, degrees of freedom, and noncentrality parameter l. The confidence interval is as follows:
wherel L andl U are the specific lower and upper values that define the limits of the desired interval (Browne and Cudeck 1993, Equation 14) .
Researchers can use the RMSEA in two ways to assess model fit. The first is simply to examine the point estimate and to compare it with an arbitrary fixed cutoff point. The second is to conduct a more formal hypothesis test, by jointly considering the point estimate and its associated confidence interval. There are three such types of hypothesis tests available (MacCallum, Browne, and Sugawara 1996) . The first type of test is the test of exact fit, with the null hypothesis as H 0 : e = 0, where e is the population value of the RMSEA. The null hypothesis is rejected if the lower CI (confidence interval) is greater than zero. This corresponds to the standard w 2 test given above. The second type of test is the test of close fit, with the null hypothesis being H 0 : e ≤ c, where c is an arbitrary constant. The null hypothesis is rejected if the test statistic exceeds a cutoff value c that defines an area a in the upper tail of the noncentral chi-square distribution (i.e., if the lower CI is greater than c). Retention of the null hypothesis supports the proposed model, while rejection of the null suggests a poor fit of the model. The test of close fit is sometimes considered more realistic than the test of exact fit (MacCallum et al. 1996) . MacCallum et al. (1996) proposed a third type of test, the test of not close fit, with the null hypothesis as H 0 : e ≥ c. They contended that it was not easy to argue for support of a model with either the test of exact fit or the test of close fit, because failure to reject the null hypothesis (indicating a good model fit) merely suggested the absence of strong evidence against it. In this test, the null hypothesis is rejected if the test statistic is below a value that cuts off an area a in the lower tail of the noncentral chi-square distribution (i.e., if the upper CI is less than or equal to the arbitrary constant c).
Whether the researcher uses the point estimate alone or adopts the hypothesis testing framework by jointly considering the point estimate and its related CI, choosing the optimal cutoff point (c) is of utmost importance in the success of the RMSEA as a measure for goodness-of-fit. Browne and Cudeck (1993:144) recommended that ''a value of the RMSEA of about 0.05 or less would indicate a close fit of the model in relation to the degrees of freedom,'' and that ''the value of about 0.08 or less for the RMSEA would indicate a reasonable error of approximation and would not want to employ a model with a RMSEA greater than 0.1.'' Similar guidelines were recommended by Steiger (1989) . However, both Browne and Cudeck (1993) and Steiger (1989) warned the researchers that these cutoff points were subjective measures based on their substantial amount of experience. Similarly, in their power analysis of different hypothesis tests using the RMSEA, MacCallum et al. (1996) used 0.01, 0.05, and 0.08 to indicate excellent, good, and mediocre fit respectively but clearly emphasized the arbitrariness in the choice of cutoff points. Hu and Bentler (1999) recommended the test of RMSEA > .05 (or .06) as one of the alternative tests for detecting model misspecification, although they noted the test tended to over-reject at small sample size. Marsh, Hau, and Wen (2004) further cautioned researchers about using the cutoff criteria provided by Hu and Bentler (1999) as ''golden rules of thumb,'' particularly due to their limited generalizability to mildly misspecified models. Other researchers echoed the point by suggesting that the use of precise numerical cutoff points for RMSEA should not be taken too seriously Glaser 2000, Steiger 2000) .
Nonetheless, the cutoff point of 0.05 has been widely adopted as the ''gold standard'' in applied research settings. Indeed, various SEM computer programs such as LISREL, AMOS, Mplus, and PROC CALIS (SAS) now offer a test of close fit on the probability of e ≤ 0:05. In addition, despite the known imprecision in using the point estimate alone, it is a popular measure of fit widely adopted by the researchers. How reasonable are these current practices? It is against this backdrop that we conduct the current study. We contend that an empirical evaluation of the choice of fixed cutoff points is essential in the assessment of the success of the RMSEA as a measure of goodness-of-fit. Using data from a large simulation experiment, we first examine whether there is any empirical evidence for the use of a universal cutoff, whether it be 0.05 or any other value. We want to stress that our goal is not to develop a new recommended cutoff point; instead, we wish to highlight ranges of values that can be consulted in practice and to provide empirically based information to applied research for the valid and thoughtful use of the RMSEA in practice.
We also examine whether the limitations of using a point estimate are overcome by considering the CI in addition to the fixed cutoff point.
While the theoretical imprecision in using a point estimate alone has been well argued by Browne and Cudeck (1993) and MacCallum et al. (1996) , the attraction for researchers can be easily understood because of its parsimony. Alternatively, using the point estimate and its CI is more complicated. For example, one almost always must consider the power of the test within the framework of hypothesis testing, thus making it necessary to take into account sample size, degrees of freedom and other model characteristics (see MacCallum et al. [1996] , Nevitt and Hancock [2000] , and Hancock and Freeman [2001] for discussions on the power assessment of different tests as well as recommendations for applied researchers). Hence, it is extremely useful for the applied researchers to know empirically the extent of difference between these two approaches in terms of their success in model fit assessment. By directly comparing these two practices, we hope to provide some practical guidance to applied SEM researchers for the optimal use of this fit statistic.
There are a number of well-designed Monte Carlo simulation studies examining the performance of SEM fit indices, including the RMSEA (Hu and Bentler 1998; Fan, Thompson, and Wang 1999; Kenny and McCoach 2003; Nasser and Wisenbaker 2003) . However, much attention was paid to finite sampling behavior of the point estimate but not to the corresponding CI or the use of RMSEA in hypothesis testing. An exception is a study by Nevitt and Hancock (2000) , which compared the rejection rates of tests of exact fit, close fit, and not close fit using the RMSEA for nonnormal conditions in SEM. While the study provided important information on comparisons of the three hypothesis tests using the RMSEA, our study departs from it in several major ways.
First, Nevitt and Hancock (2000) used the critical value of 0.05 throughout their hypothesis tests. As we argued earlier, we consider this specific cutoff value to be arbitrary and in need of further empirical investigation. In particular, we are interested in how the choice of the cutoff point c affects the performance of the RMSEA, whether it is used as a point estimate alone or used jointly with its related CI. Second, Nevitt and Hancock (2000) used an oblique confirmatory factor analysis model (CFA) as the base underlying population model in their Monte Carlo study. To expand on the external validity, we incorporate a range of general SEM model types that are commonly used in social science research in our simulation study. Third, Nevitt and Hancock (2000) considered one properly specified and one misspecified model. We are interested in how the degree of misspecification can affect the power of the tests. Thus, we studied three types of properly specified models and nine types of misspecified models. In addition, as Nevitt and Hancock (2000) acknowledged, it was difficult to evaluate the hypothesis tests for misspecified models under nonnormal conditions because the true lack of fit in the population for the misspecified models is due to both misspecification and nonnormality. To avoid the confounding effects of nonnormality, we generate our variables from a multivariate normal distribution. The violation of normality assumption is obviously an important question and occurs often in research, but this is beyond the scope of the current study.
Most important, it is not our goal to directly compare the performance of the test of close fit and not close fit. We are interested in comparing the practice of using the point estimate alone versus that of using the point estimate jointly with its related CI, when a fixed cutoff point is used in the test. We believe that it is unnecessarily confusing to compare the performance of the test of close fit and not close fit when we are considering both properly specified and misspecified models in the analysis. The meaning of model rejection is the opposite for the test of close fit and not close fit, with the former suggesting a good fit of the model and the latter indicating a poor fit of the model. In addition, the test of close fit is the one that is readily available through various SEM packages, thus making the investigation most relevant to practical researchers. So, in this article, we propose two tests that make use of the CI in a consistent way, using the criteria of lower bound of CI ≤ 0:05 and upper bound of CI ≤ 0:1 as two candidate cutoff values. Rejection of the model thus suggests a poor fit in both tests.
We also want to make a note that the focus of the article is exclusively on how well sample estimates of the RMSEA and its related CIs perform in applied social science research settings. Although the sampling distributions of the RMSEA are known asymptotically, the assumptions of no excess multivariate kurtosis, adequate sample size, and errors of approximations being not ''great'' relative to errors of estimation are often violated in applied research. Therefore, it is critical to understand the sampling characteristics of the RMSEA point estimates and CIs when the conditions are not met. Indeed, the success of the RMSEA as a measure for model fit also depends on whether the test statistic T indeed follows a noncentral chi-square distribution. Recent research shows that the noncentral w 2 approximation is conditioned on factors such as sample sizes, degrees of freedom, distribution of the variables, and the degree of misspecification (Olsson, Foss, and Breivik 2004, Yuan 2005; Yuan, Hayashi, and Bentler 2007) . Findings from our own research team have indicated that the noncentral chi-square distribution is generally well approximated and that the sample RMSEA values and CIs appear to be unbiased estimates of the corresponding population values, at least for models with small to moderate misspecification, and when the sample size is reasonably large (Curran et al. 2002; Curran et al. 2003) . Future Monte Carlo studies are needed to specifically investigate the conditions under which the noncentral chi-square distributions are not followed.
Method Model Types and Experimental Conditions
We reviewed five years of key journals within several areas of social science research to catalog prototypical model types of SEM applications (see Paxton et al. [2001] , Curran et al. [2002] , and Chen et al. [2001] , for further details for a comprehensive review of our research design). Using this information in combination with our own modeling experience, we carefully selected three general model types that represent features that are commonly encountered in social science research: Model 1 (see Figure 1 ) contains 9 measured variables and three latent factors with three to four indicators per factor, Model 2 (see Figure 2 ) has 15 measured variables and three latent factors with 4 to six indicators per factor, and Model 3 (see Figure 3 ) consists of 13 measured variables with the same form as Model 1 but with the addition of 4 observed and correlated exogenous variables.
1 Furthermore, for each model we use one correct and three incorrect specifications, resulting in a total of 12 individual models.
For Model 1, the model with the smallest misspecification omits the complex loading linking item 7 with Factor 2; the model with moderate misspecification additionally omits the complex loading linking item 6 with Factor 3; the model with the largest misspecification additionally removes the complex loading linking item 4 with Factor 1. For Model 2, we first omit the complex loading linking item 11 with Factor 2, then omit the complex loading linking item 10 with Factor 3, and finally remove the complex loading linking item 6 with Factor 1. For Model 3, the degree of misspecification changes in the following order: The model with the smallest misspecification jointly omits the set of three complex factor loadings (item 7 with Factor 2, item 6 with Factor 3, and item 4 with Factor 1); the model with moderate misspecification omits the set of four regression parameters (Factor 2 regressed on predictor 1, Factor 3 regressed on predictor 1, Factor 2 regressed on predictor 3, and Factor 3 regressed on predictor 3); the model with the largest misspecification omits the set of three factor loadings and the set of four regression parameters). .51 (.51)
.51 (.51)
. Model parameterization. For all three model types, parameter values were carefully selected to result in a range of effect sizes (e.g., communalities and R 2 values ranging from 49 percent to 72 percent), and for the misspecified conditions to lead to both a wide range of power to detect the misspecifications (e.g., power ranging from .07 to 1.0 across all sample sizes) and a range of bias in parameter estimates (e.g., absolute bias ranging from 0 percent to 37 percent). 2 We believe this parameterization reflects values commonly encountered in applied research and that the omission of one or more parameters would result in meaningful impacts on parameter estimation and overall model fit. Sample size. We chose seven sample sizes to represent those commonly encountered in applied research and these range from very small to large: 50, 75, 100, 200, 400, 800, and 1,000.
Data generation and estimation. We used the simulation feature in Version 5 of EQS (Bentler 1995) to generate the raw data and EQS's maximum likelihood estimation to fit the sample models. Population values for each parameter were used as initial start values, and a maximum of 100 iterations was allowed to achieve convergence.
Distribution. We generated data from a multivariate normal distribution.
Replications. There were a total of 84 experimental conditions (three models, four specifications, and seven sample sizes), and we generated up to 500 replications for each condition (see below discussion for exceptions).
Convergence. We eliminated any replication that failed to converge within 100 iterations or did converge but resulted in an out-of-bounds parameter estimate (e.g., ''Heywood Case'') or a linear dependency among parameters. We adopted this strategy because the research hypotheses were directly related to proper solutions in SEM, and the external validity of findings would be threatened with the inclusion of improper solutions (see Chen et al. [2001] for detailed discussion).
3 To maintain 500 replications per condition, we generated an initial set of up to 650 replications. We then fit the models to the generated data and selected the first 500 proper solutions, or selected as many proper solutions as existed when the total number of replications was reached. This resulted in 500 proper solutions for all properly specified and most misspecified experimental conditions, but there were several misspecified conditions that resulted in fewer than 500 proper solutions. 4 Outcome measures. The outcome measures studied here are the RMSEA point estimates and their associated 90 percent CIs. These values were computed in SAS Version 8 using the computational formulae presented in Browne and Cudeck (1993) based on the maximum likelihood fit function minima calculated by EQS.
Analytic Plan
The goal of the project is to empirically evaluate the performance of the RMSEA point estimate as well as its joint use with its related CI in assessing model fit. We address three specific research questions: (a) Is there any empirical evidence supporting the use of 0.05 or 0.10 as universal cutoff points? (b) Is there empirical evidence for the use of any universal cutoff values? (c) Does the joint use of the point estimate with its associated CI improve model assessment relative to the use of the point estimate alone? To empirically evaluate these questions, we start the analysis with a simple examination of the proportion of models rejected using 0.05 or 0.10 cutoff values of the RMSEA point estimate across different model types, sample sizes, and model specifications. We hypothesize that these cutoff points are arbitrary and expect that the performance of the test will vary by sample sizes, degrees of freedom, and model specifications. Next, we depart from the common approach by examining model rejection rates when the cutoff points used in the test range from 0 to 0.15 with an increment of 0.005. The purpose of this element of the analysis is not to propose a new set of cutoff points, but rather to systematically explore the sensitivity of the RMSEA test statistic to the choice of varying cutoff values. To maintain equal model rejection rates, we predict that varying ''correct'' cutoff points are necessary for models with different experimental characteristics.
Finally, we examine model rejection rates based on the RMSEA point estimate and its related CI by using the lower and upper bound of the CI in combination with 0.05 and 0.10 as the cutoff values. Although it is widely recognized that the joint use of the point estimate and the CIs provides a more informative view of the RMSEA statistic, we illustrate limitations of this approach when universal cutoff points are applied. Specifically, we utilize two tests: (a) a given model is rejected when the lower bound of the CI is greater than 0.05 and (b) a given model is rejected when the upper bound of the CI is greater than 0.10. The first test corresponds to a test of close fit. The second test does not correspond to a test of not close fit, which would have rejected a model if the upper bound of the CI is less than or equal to a cutoff point. However, the two tests we consider are consistent in that the rejection of a model indicates a poor fit.
Results
Throughout the analysis, we use the model rejection rate, or proportion of the models rejected when the point estimate or the lower/upper bound of its related CI is larger than the specified cutoff point, as an empirical Chen et 
gauge of the performance of the tests. However, it is worth noting that the meaning of the model rejection rate varies from one specification to the other. When a model is rejected, it implies that the model does not achieve acceptable RMSEA model fit. Thus, for a properly specified model, rejection of the model is incorrect and the empirical rejection rates reflect Type I error. For an improperly specified model, rejection of the model is correct and the empirical rejection rates reflect the power of the test. 
Test Using the Point Estimate and Fixed Cutoff Value
We begin our description of the analytical results with Table 1 , where we present the proportion of models rejected based on the RMSEA point estimate, using 0.05 and 0.10 as the cutoff point, respectively. As expected, the results clearly reflect that the performance of the tests vary tremendously by sample sizes and model specification. First, for correctly specified models (with a population RMSEA = 0), the test of whether the RMSEA point estimate is ≤0.05 only works well for larger samples (n ≥ 200), where the rejection rates are below 10 percent across different model types. The model rejection rate with this cutoff virtually approaches zero when n = 800 and n = 1,000. We also observe differences in rejection rates by model types. For example, for a correctly specified Model 1, with n = 200, the model rejection rate is 8 percent, while for a correctly specified Model 2, the model rejection rate is 0.8 percent, a tenfold difference. This is striking, considering that these two models are identical except that an extra indicator is added to each factor in Model 2. For smaller samples, the cutoff of 0.05 is too conservative. For example, for a correctly specified Model 3, with n = 50, almost half of the models are incorrectly rejected. As expected, the rejection rate declines as sample sizes increase. For example, for a correctly specified Model 2, the model rejection rate is as high as 29.4 percent with n = 75, but quickly declines to 16.6 percent with n = 100 and less than 1 percent with n = 200.
Similarly, for incorrectly specified models, using 0.05 as the cutoff does not work consistently well across different models and sample sizes. As we noted earlier, the rejection rates for misspecified models reflect the statistical power of the test. However, comparing results across models with different levels of misspecifications, it is clear that rejection rates are generally quite low except in the case of Model 3 with moderate and the largest misspecification, where the rejection rates are above 90 percent Table 1 Proportion of Models Rejected Based on RMSEA Point Estimate across all sample sizes. This is not surprising, given that the population RMSEA values for these two model specifications are 0.084 and 0.097, respectively. For all other misspecified models, particularly those where the population RMSEA are below 0.05, the rejection rates are expectedly and strikingly low, given that the RMSEA test in conjunction with nonzero cutoffs is designed to overlook some degrees of error in the model structure. For example, for Model 2, the population RMSEA for the model with the smallest misspecification is 0.02 and that for the model with moderate misspecification is 0.03. As a result, we observe higher rejection rates with decreasing sample sizes (e.g., rejection rates between 60 percent-70 percent with n = 50), and lower rejection rates with increasing sample sizes (rejection rates between 20 percent-40 percent at n = 100), and rejection rates converging to zero at sample sizes of 800 and above. Even in Model 2 with the largest misspecification, almost all models are incorrectly accepted, at n = 800 and 1,000. Although this finding is predictable (i.e., given that the population RMSEA is less than 0.05), the power is zero to detect the most misspecified version of Model 2 at the largest sample sizes. It is worth noting that the degrees of misspecification in these models are not trivial. For example, for Model 2 with moderate misspecification, the biases in many of the estimated parameters are as high as 35 percent, yet 100 percent of these models are deemed acceptable using the .05 criterion. The above findings also showed that 0.10 is too liberal to be used as the cutoff point in the test. For all the model specifications we examined in this study, the population RMSEA are all less than 0.1. As expected, all correctly specified models, regardless of sample size, have very low rejection rates (i.e., low Type I error rates). However, for the misspecified models, the rejection rates are also exceedingly low, suggesting low power of the test. For example, for the most misspecified condition of Model 1, the model rejection rate is 23.6 percent with n = 50 and quickly diminishes to a low 1.2 percent with n = 200: Even for a severely misspecified Model 4, where the population RMSEA = 0:097, the model rejection rate ranges from 25.2 percent to 66.6 percent across all sample sizes.
The above results clearly demonstrate that there is no empirical support for the use of 0.05 or 0.10 as universal cutoff values to determine adequate model fit. The means of the sampling distributions of the RMSEA are related to the size of the sample, the type of the model, and the degree of misspecification (see also Curran et al. 2003) . As such, maintaining a fixed cutoff for all models and all sample sizes will lead to different decisions regarding model fit that varies as a direct function of sample size and model type. We next examine model rejection rates across different model specifications and samples sizes, using RMSEA cutoff points ranging from 0 to 0.15, with an increment of 0.005. To facilitate presentation, these results are presented in a series of graphs in Figures 4 to 15 . Figure 4 shows that for a correctly specified Model 1, model rejection rates range from 46 percent to 54 percent across sample sizes when c = 0: Given that this is a properly specified model and that the rejection of the model is incorrect, this suggests a very high Type I error rate. As the value of the cutoff point increases, the model rejection rates decrease. The rate of decline is sharper for larger samples than smaller samples. For example, with n = 1,000, the model rejection rate declines below 10 percent when c reaches 0.02. For smaller samples, changes in model rejection rates are much slower with every increment in the cutoff value. With n = 100, the Population RMSEA = 0.000 model rejection rate does not reach below 10 percent until c is below 0.07. Overall, it seems that the test performs well (i.e., low Type I error rate) when c is reasonably large, at least for larger sample sizes.
When we move to a Model 1 with the smallest misspecification, as expected the model rejection rate declines as the cutoff increases (see Figure 5 ). However, the implication is different because the model is misspecified. Some researchers might find this level of misspecification as acceptable while others would not. For those in the latter group, the model rejection rate can be regarded as the power of the test. For larger sample sizes, the model rejection rate starts high at c = 0 but quickly diminishes with every small increment of the critical value, and the rate of decrease varies with sample size. For example, with c = 0, the model rejection rate for n = 1,000 is as high as 93 percent, but drops to a low 3 percent with c = 0:04, and almost approaches zero with c = 0:05. In contrast, for smaller samples, the power curve starts at a much lower level and declines gradually with increments of the cutoff. For example, the model rejection rate for n = 100 at c = 0 is 61 percent, and it declines to roughly 38 percent at c = 0:05. Interestingly, when c < 0:027 (the population RMSEA), the larger sample sizes have higher model rejection rates; but when c > 0:027, the smaller samples have higher model rejection rates, although the power is never as high as 60 percent at any sample size. This effect is predicted given that the sample estimates are converging on the population value at larger sample sizes. Because of the small population RMSEA, a cutoff value even much smaller than 0.05 does not yield high model rejection rates.
We observe a similar pattern for the moderate misspecification of Model 1. As in the other figures, the rejection rate curves decline quickly with increases in the critical cutoff (see Figure 6 ). With c = 0, the rejection rate is close to 100 percent for n = 800 and is 67 percent for n = 75, indicating high power of the test for large samples and lower power of the test for small samples. However, the gap disappears when larger critical values are used. Since larger samples have a steeper power curve, we observe a convergence of curves at c = 0:04 (population RMSEA), where rejection rates are around 50 percent for all sample sizes. When c < 0:04, the test performs relatively better for bigger samples (higher power of the test) than smaller samples. When c > 0:04, the power of the test is low across all sample sizes. For example, if we use the population cutoff of 0.05 (a value greater than the population RMSEA), the rejection rate is approximately 10 percent with n = 800, indicating very low power of the test at a rather large sample size. Similarly, for Model 1 with the largest misspecification, the model rejection rate is extremely sensitive to changes in the cutoff points, particularly for the larger samples (see Figure 7) . For example, with c ≤ 0:04, model rejection rates are almost 100 percent with n = 1,000, suggesting extremely high power of the test. Within the same range of c, the power of the test is lower for smaller samples but still higher than those in a Model 1 with moderate misspecification. For example, the model rejection rate is approximately 60 percent with c = 0:03 and with n = 100 for a moderately misspecified Model 1. For the most misspecified Model 1, the model rejection rate improves to 80 percent with the same cutoff point and sample size. Again we observe a convergence at around c = 0:061, the population RMSEA. Because it is larger than the typical cutoff of 0.05, we observe that the test performs quite well in Table 1 (also see Figure 7 ). Moving to the more complex model types, Models 2 and 3, we find the patterns described above are supported in general (see Figures 8 through 15 ). For the properly specified models, with large samples, there are virtually no differences among the three model types. For example, with n = 1,000, model rejection rates start at around 50 percent with c = 0 and quickly declines to zero when c > 0:02. For smaller samples, the rejection rates are slightly lower for Model 1 with a given cutoff value, suggesting even lower Type I error rate. For misspecified models, we observe a similar split between the bigger and smaller sample sizes. Again, we observe a convergence of the rejection rate curves around the population RMSEA value. The above analysis focuses on the use of the RMSEA point estimate alone in assessing model fit. We find that model rejection rates vary substantially by the choice of cutoff points, model specification, and sample size, and that there is no empirical support for the use of 0.05 or any other value as a universal cutoff. This then begs the question: Is the choice of 0.05 as a cutoff point better justified when the RMSEA point estimate is used jointly with its CI? 
Test Using the Point Estimate and CI
Certainly the use of CI requires the use of an arbitrary critical value, the use of which we just claimed was unsupported. However, because it is important to consider the empirical behavior of these CIs, we adopt the typical 0.05 and 0.10 values to focus our subsequent presentation. In Table 2 , we present the results of two tests, whether the lower bound of the CI is greater than 0.05, and whether the upper bound of the CI is greater than 0.1. The first test, a test of close fit, performs extremely well for properly specified models, reflected by similar and low model rejection rates across all sample sizes and different models. For example, with n = 50, the model rejection rate ranges from 4 percent to 7 percent from Model 1 to 3. With n ≥ 200, model rejection rates for all properly specified models approaches zero. This is an improvement over the test of using the point estimate alone, where we Note: RMSEA = root mean error of approximation.
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distribution.
observe higher model rejection rates (i.e., higher Type I error rate) and more variations across different models with n ≤ 200. However, for misspecified models, the test of lower CI of RMSEA ≤ 0.05 does not achieve higher power than the check of whether the RMSEA≤ 0:05. In contrast, model rejection rates for all the misspecified models are consistently lower than those numbers shown in Table 1 . For example, with n = 1,000, for Model 1 with the largest misspecification, the model rejection rate is 94 percent when evaluating models based on RMSEA ≤ 0.05 (see Table 1 ). In comparison, the model rejection rate is only 49 percent when the lower bound of the CI is considered. The difference is even more dramatic for mildly or moderately misspecified models. For example, with n = 100, for Model 1 with the smallest misspecification, the model rejection rate is 35 percent when we use the point estimate alone (see Table 1 ) but drops to 2 percent when we use the lower bound of the CI (see Table 2 ). Similarly, for Model 3 with moderate and the largest misspecification, when the point estimate is used in the test, model rejection rates are above 90 percent for all sample sizes. When the lower bound of the CI is used, model rejection rates are above 90 percent for n ≥ 200, but for the smaller samples, model rejection rates range from 51 percent to 85 percent. When we use upper CI of RMSEA ≤ 0:1 as the test of model fit, the performance of the test is generally worse than the test of lower CI of RMSEA ≤ 0:05. Unlike the previous test, which achieved low Type I error rates for properly specified models across all sample sizes, model rejection rates are still quite high for smaller samples when this test is used. For example, for the correctly specified Model 1, model rejection rate is as high as 71 percent with n = 50: For misspecified models, the test performs poorly. For example, for a moderately misspecified Model 3, with n = 1,000, the model rejection rate is a strikingly low 2 percent (i.e., very low power), compared with 100 percent when the test of lower CI of RMSEA ≤ 0:05 is used. Directly comparing Tables 1 and 2 , it is clear that evaluating model fit based on the joint use of the RMSEA estimate and CI suffers problems similar to using the RMSEA point estimate alone. The CI has the advantage of revealing the uncertainty in our estimates. But when it is combined with fixed cutoffs, it, like the cutoff for point estimates, can lead to incorrect decisions such as too frequently rejecting true models or too infrequently rejecting misspecified models. We believe that the problem does not lie with the logic of the test, but lies with the arbitrary choice of the fixed cutoff. If 0.05 does not work well as the cutoff in the test using the point estimate alone (which our earlier results unambiguously indicated), then using the CI in conjunction with the point estimate does not help to overcome this limitation.
Conclusions
Current popularity of the RMSEA is partially driven by the availability of easy-to-use cutoff values (e.g., 0.05) and the possibility of forming CIs for it. Our simulation results raise questions about the use of a universal cutoff of 0.05, or any other specific value, to evaluate model fit. This is true whether the point estimate is used alone or used with the CI. For properly specified models, a 0.05 cutoff value of the RMSEA rejects too many valid models in small sample sizes (n ≤ 100), albeit performing better in larger sample sizes (although it tends to overaccept at n ≥ 800). For example, with 0.05 as the cutoff for a point estimate and for a properly specified Model 1, 40 percent of the models are incorrectly rejected at n = 50 but virtually none at n = 400: On the other hand, in some models the same cutoff value for RMSEA (≤ 0:05) too frequently accepts misspecified models (particularly models with moderate and larger misspecifications) to be models of good fit. For example, for Model 1 with moderate misspecification, only 6 percent of the models are rejected at n = 1,000 and 49 percent of the models are rejected at n = 50: The power of the test using the RMSEA is generally low except in the cases of Model 3 with moderate and severe misspecification. This indeed suggests poor performance of the test, because the degrees of bias in some of the parameter estimates are quite noteworthy in these misspecified models. When the CI is used jointly with the RMSEA point estimate, there is again no justification to use 0.05 as the universal cutoff point. The test of the lower RMSEA CI ≤ 0:05 performs inconsistently across different model specifications and sample sizes. For properly specified models, the test generally performs well. For example, only 4 percent of the properly specified models are incorrectly rejected at n = 50 when the lower bound of the CI is larger than 0.05. However, this approach fails to reject enough misspecified models, where there is substantial bias in the parameter estimates. For example, the test rejects no models for Model 2 with greatest misspecification at n = 1,000. The power of the test is above 90 percent only for Model 3 with moderate and severest misspecification at n ≤ 200. Thus, our findings cast serious doubt on the utility of the test of close fit (lower RMSEA CI ≤ 0:05) offered by several major SEM packages. Though the CI is an attractive feature of the RMSEA, its use with a fixed cutoff value for the lower or upper bound does not work well in our simulations.
Our follow-up analyses evaluating the performance of the RMSEA varying the cut points indicated that to achieve a certain level of power or Type I error rate, the choice of cutoff point depends on model specifications, degrees of freedom, and sample size. When the cutoff value is larger than the population RMSEA, the test has very low power and would thus likely indicate that a misspecified model had achieved proper fit. A large critical value (larger than the population value) thus translates into a less stringent test. For example, at n = 1,000, for Model 1 with moderate misspecification (population RMSEA = 0:040), using 0.05 as the cutoff only rejects 6 percent of the models while the test rejects 85 percent of the models when the cutoff is 0.03.
Obviously, in practice, researchers never know the population RMSEA. Thus, any effort to identify universal cutoff points for the RMSEA is not supported and should not be pursued as a single way of assessing model fit. First, we argue that it is not optimal to strive for single-test accept/reject decisions, particularly because the nature of this test is very different from the conventional hypothesis test such as t test, for which the relationship between the critical value a and the power of the test is known. Hence, it is important to use other goodness-of-fit measures to inform global model fit and to attend to diagnostics for the sources of model misfit (Bentler 2007; Bollen and Long 1993; Hayduk et al. 2007; Tanaka 1993) . Second, it is difficult to justify a cutoff of 0.05 or any other cutoff value in that the relationship between this value and the degree of misspecification depends on the structure and size of the model in complex ways that are further confounded by sample size effects. We also do not attempt to come up with an well be tolerated. Therefore, it is arguable whether it is ''correct'' to reject some of the models with minor degrees of misspecification. We believe that the degrees of misspecification that we identify are severe enough for them to be considered misspecified models, but we acknowledge that it is a subjective call.
