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INVARIANT BASED QUARTET PUZZLING
JOE RUSINKO AND BRIAN HIPP
Abstract. Traditional Quartet Puzzling algorithms use maximum likelihood
methods to reconstruct quartet trees, and a puzzling algorithm to combine
these quartets into a tree for the full collection of n taxa. We propose a vari-
ation of Quartet Puzzling in which the quartet trees are reconstructed using
biologically symmetric invariants. We find that under certain conditions, in-
variant based quartet puzzling outperforms Quartet Puzzling using maximum
likelihood.
1. Introduction
Invariant based reconstruction of phylogenetic trees was introduced by Cavender
and Felsenstein [7], Lake [9] and Evans and Speed [14]. Invariants are relationships
which proportions of observed data should satisfy if they evolved under a given tree
and model of evolution. Invariant based reconstruction was originally found to be
less effective at reconstruction than more traditional methods. ( [6], [8]). These
shortcomings were to be expected given that initial efforts in this area did not use
all possible expected relations among observed data. Recent work by algebraic
geometers has led to the construction of complete lists of phylogenetic invariants
for certain models of evolution ( [19] , [4] , [3]).
Casanellas and Fernandez-Sanchez used a complete list of invariant equations to
analyze the performance of invariant based reconstruction on quartets and found
that they performed quite well, in some instances out performing traditional meth-
ods [10]. The direct use of invariants on larger data sets would require the con-
struction of a potentially enormous list of polynomial equations, which must then
be evaluated on the possible evolutionary trees. The computational power required
to complete these tasks makes the direct use of invariants impractical for large data
sets, and thus some modifications must be introduced. We propose using a varia-
tion of quartet puzzling which uses invariants to compute the individual quartets,
thus allowing the application of invariants to larger data sets.
Strimmer and von Haeseler introduced quartet puzzling as a way to use the theo-
retical power of maximum likelihood while limiting the computational costs involved
in a full maximum likelihood reconstruction [17]. Subsequently, the use of quar-
tet puzzling has become standard through programs such as TREE-PUZZLE [15].
Quartet puzzling computes the optimal four taxa trees for every subset of four taxa
from the data set. A puzzling algorithm is used to combine these quartet trees
into an overall tree for all of the taxa. Simulation studies of quartet puzzling re-
vealed that errors made in the choice of the individual quartets were propagated
throughout the puzzling process, which in some instances caused inaccurate tree
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reconstructions [12]. Attempts to reduce these errors include variations on quartet
puzzling which limit the quartets that are examined, provide different weights for
individual quartets, or modify the puzzling procedure ( [16], [21], [2]). Although
it was conjectured that quartet based methods of reconstruction could not com-
pete with neighbor joining algorithms for accuracy [21], the short quartet puzzling
method of Snir (et. al.) disproved this claim by outperforming the neighbor joining
algorithm [16].
In this paper we test a variation of quartet puzzling which is very similar to
the original method proposed in [17]. Instead of using maximum likelihood to
reconstruct the quartet trees, we use invariant based reconstruction. Our invari-
ant reconstruction method follows [10] with the following modifications. Instead
of using the equations from the Algebraic Kimura model of evolution, we use a
modification of the algebraic Jukes-Cantor equations for an unrooted quartet tree
without molecular clock restrictions constructed in [19] and available in [3]. We
made a modification to this list of equations by constructing a new set of equa-
tions we call biologically symmetric invariants or BSI. Following [10] we selected
the quartet for which the average of the absolute values of the BSI was the lowest.
As incorrect quartet propagation will still occur in the puzzling procedure, we
would not expect this method to compete with variations on quartet puzzling. Con-
sequently we are testing whether invariant based methods perform comparably to
maximum likelihood (ML) based quartet puzzling and would thus provide evidence
that further investigation of invariant based reconstruction, either in full or through
puzzling, might be fruitful.
2. Methods
Given a choice of model of evolution and a tree T , phylogenetic invariants are
relationships satisfied by expected pattern frequencies in sequences evolving along
T under the given evolutionary model. For our study we use the Jukes-Cantor
Model of evolution and the unrooted quartet tree topology (AB)(CD). We denote
the pattern frequencies ppattern . For example, in a particular four taxa data sample
we use pAAGC to denote the frequency at which one observes the pattern AAGC
in the aligned nucleotide sequences. Under the Jukes-Cantor model, the expected
frequency of many of these observations are the same, which allows one to group
pattern frequencies into classes p1, p2, · · · pn for which the expected frequencies are
the same (See [3] for explicit description). Sturmfels and Sullivant found that the
invariant equations are much easier to compute after a linear change of coordinates
based on a discrete Fourier Transformation [19]. After the change of coordinates,
they label the frequency classes q1, · · · , qn.
If the taxa have evolved under the Jukes-Cantor model along this tree, the
expected relationships among the qi are called the model invariants. One such
invariant is q1 ∗ q2 = q3 ∗ q4. Thus, if our data evolved under these hypotheses,
we would expect q1 ∗ q2 − q3 ∗ q4 to equal zero. Casanellas and Fernandez-Sanchez
used the sum of the absolute values of the evaluation of eact invariant equation as
a score for how well a particular tree fits the data, and they selected the tree with
the lowest score for phylogenetic reconstruction. They found this method to be
quite accurate in selecting the best quartet arrangement [10].
The minimal collection of invariant equations used by Casanellas and Fernandez-
Sanchez arises from a statistical framework, but because they were derived using
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algebraic geometry, this particular list has one drawback. Biologically speaking we
would like the trees (AB)(CD) and (BA)(CD) to have the same score since they
represent the exact same relationship among the data. This is not the case, how-
ever, because the invariant equations are non-symmetric. The fact that two trees
that represent the same relationship have different scores causes serious theoreti-
cal problems for phylogenetic inference, so we decided to address the asymmetric
nature of the collection of invariants which produce these scores.
To understand our solution to this problem we must first take a glimpse at the
algebraic geometry involved in constructing the invariants. Phylogenetic invariants
are a collection of equations whose solution set describes a particular shape known
as an algebraic variety. There are many different collections of equations whose
solution describes the same geometric shape. The invariants computed in [3] are a
minimal set of equations which define this variety.
To illustrate the theoretical difficulties involved with using this minimal set in-
variants we use an example with data drawn from the crab.meg file that comes
with the software MEGA [20]. We computed the minimal invariant scores for
each of the 24 orderings of the taxa A=Artemia salina ,B=Clibanarius vittatus,
C=Paralithodes camtschatica and D=Pagurus acadianus. Table 1 lists selected
scores from among these orderings. Notice that while the best two overall scores
Ranking Ordering Score Unrooted tree
1 DBCA .00625529 (AC)(BD)
2 CADB .00634515 (AC)(BD)
3 BCDA .00638956 (AD)(BC)
4 CBAD .00640981 (AD)(BC)
5 CBDA .00641121 (AD)(BC)
6 DABC .00659321 (AD)(BC)
7 ADCB .00661345 (AD)(BC)
8 DACB .00661486 (AD)(BC)
9 BDAC .00673539 (AC)(BD)
10 BCAD .00675968 (AD)(BC)
14 BDCA .00685342 (AC)(BD)
15 ADBC .00696333 (AD)(BC)
16 CABD .00699116 (AC)(BD)
19 DBAC .00719732 (AC)(BD)
20 ACDB .00733505 (AC)(BD)
Table 1. Minimal invariant scores for selected orderings of a four
species subset of crab data.
correspond to the pairing (AC)(BD), the following six best scores all point to
(AD)(BC) as the proper unrooted tree. To alleviate this problem we developed a
set of invariant equations whose score corresponds only to the tree topology and
does not depend on the underlying ordering of the data. We do this in a manner
which keeps the list of invariant equations as small as possible.
We used the following procedure to find a set of biologically symmetric invariants
or BSI. We began with the list of invariants in q-coordinates for the Jukes-Cantor
model of evolution on the unrooted tree (AB)(CD) as found on the small trees web-
site [3]. For each of the biologically equivalent tree topologies (example (BA)(CD))
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we identified the corresponding change in q-coordinates. We then made the change
of coordinates in each of the invariant equations. If any additional invariant equa-
tions appeared we added them to the list invariant equations. After repeating this
process for each equivalent tree, we ended up with 15 additional equations, bring-
ing the total number of biologically symmetric invariant equations to 48. When
choosing a tree for a quartet (A,B,C,D) we select the tree for which the average
of the absolute value of all of the biologically symmetric invariants is the smallest.
When these new invariants are evaluated on the example data we get the scores in
table 2. Using BSI we would select the quartet tree (AC)(BD).
Ranking Unrooted Tree Score
1 (AC)(BD) .005676
2 (AD)(BC) .005715
3 (AB)(CD) .006237
Table 2. Biologically symmetric scores for a four species subset
of crab data.
2.1. Invariant Based Quarter Puzzling Algorithm. Our method follows the
original quartet puzzling algorithm [18]. We begin by using biologically symmetric
invariants to select the appropriate tree for each of the
(
n
4
)
quartets of data from our
sample of n taxa. Due to the nature of the invariant scoring, it is highly unlikely
that there will be a tie between scores. Following the recommendations for the tree
puzzling algorithm as described in the simulation results of [12], we choose 1, 000
random orderings of the taxa. For each ordering, we use BSI to select the best
quartet tree for the first four taxa. Additional taxa are added to the tree following
the quartet puzzling algorithm [18]. When there is a tie among edges which are
candidates for adding the additional taxa, an edge is selected at random from those
tied as the most likely edge. For each of the 1000 orderings, the algorithm produces
an unrooted bifurcating tree with n taxa. In the final step of reconstruction, we
use the CONSENSE program, which is a part of the PHYLIP software package, to
compute an unrooted consensus tree [5]. Our reconstruction program is available
upon request.
2.2. Simulation Study. Since quartet puzzling is the most similar model of phy-
logenetic reconstruction to our model, we tested our model using the data sets of
Ranwez and Gascuel [12]. These data sets, which include 6 different tree topolo-
gies with 12 taxa, were used to analyze various quartet puzzling based algorithms
and improvements. For each tree we have data sets of length 300 and 600 base
pairs which were generated using the Seq-gen software [11] under the Kimura two-
parameter model with a transition/transversion rate of 2. Each tree and base pair
length is run under four different assumptions of evolutionary rate. The exact spec-
ifications appear in [12], but can be described in terms of the average maximum
pairwise distance (MD) . The four data sets of low MD ≈ 0.1, medium MD ≈ 0.3,
fast MD ≈ 1.0 and very fast MD ≈ 2.0 substitutions per site.
Three of the trees (AA, BB and AB) satisfied the molecular clock assumptions,
while three trees CC, DD and CD did not. Figure 1, taken from [12], summarizes
the trees.
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Figure 1. Each interior branch is one unit long, a for constant
and b for variable rate trees, and the lengths of external branches
are given in multiples of a and b. Exact rates a and b are chosen in
accordance to the evolutionary rate (see [12] for specific numbers).
Following [12] we compared the results using the accuracy with which the algo-
rithm reconstructed the exact tree, and the average Robinson-Foulds distance [13]
between the reconstructed tree and the actual tree [13].
3. Results
3.1. Comparison with Maximum Likelihood Based Quartet Puzzling. The
results of our study are recorded in the four tables below. Table 3 describes the
accuracy of the algorithm in reconstructing the correct tree for length 300 sequences,
while table 4 shows the average Robinson-Foulds distance between the correct tree
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and the reconstructed tree. Tables 5 and 6 list the results for sequences of length
600 base pairs. We list all data in relation to the results found on the same data
set for the quartet puzzling algorithm, listed as Q4.2 in [12].
AA BB AB AVG CC DD CD AVG
M=0.1 BSI 5 9 8 7 11 10 12 11
M=0.1 ML 1 3 2 2 3 3 3 4
M=0.3 BSI 13 25 17 18 33 34 36 34
M=0.3 ML 4 14 7 9 18 24 21 21
M=1.0 BSI 3 10 2 5 20 23 21 21
M=1.0 ML 0 3 1 2 17 26 22 22
M=2.0 BSI 0 0 0 .0 0 0 0 0
M=2.0 ML 0 0 0 .0 1 3 1 2
Table 3. Length 300 BSI vs ML accuracy percentages
AA BB AB AVG CC DD CD AVG
M=0.1 BSI 4.3 3.8 4.1 4.1 4.5 4.5 4.3 4.4
M=0.1 ML 4.3 3.8 4.1 4.1 3.6 3.7 3.6 3.6
M=0.3 BSI 3.3 2.7 3.3 3.1 2.1 2.1 2.1 2.1
M=0.3 ML 3.1 2.2 2.9 2.7 1.8 1.7 1.8 1.8
M=1.0 BSI 5.0 5.1 5.6 5.2 3.1 2.9 3.0 3.0
M=1.0 ML 4.3 3.6 4.1 4.0 1.9 1.7 1.8 1.8
M=2.0 BSI 9.0 11.7 10.5 10.4 11.0 11.5 11.1 11.2
M=2.0 ML 6.6 6.5 6.6 6.6 4.3 4.1 4.2 4.2
Table 4. Length 300 BSI vs ML average Robinson-Foulds distance
AA BB AB AVG CC DD CD AVG
M=0.1 BSI 35 39 35 36 49 45 49 48
M=0.1 ML 17 29 21 22 29 28 27 28
M=0.3 BSI 55 65 60 60 77 79 79 78
M=0.3 ML 48 61 54 54 74 79 78 77
M=1.0 BSI 15 38 22 25 67 70 66 68
M=1.0 ML 21 43 26 30 76 84 79 80
M=2.0 BSI 0 0 1 0 2 7 3 4
M=2.0 ML 0 1 0 1 24 36 30 30
Table 5. Length 600 BSI vs ML accuracy percentages
INVARIANT BASED QP 7
AA BB AB AVG CC DD CD AVG
M=0.1 BSI 1.9 1.8 1.9 1.9 1.4 1.6 1.5 1.5
M=0.1 ML 1.9 1.5 1.7 1.7 1.4 1.5 1.5 1.5
M=0.3 BSI 1.0 0.9 1.0 1.0 0.5 0.5 0.5 0.5
M=0.3 ML 0.8 0.6 0.7 0.7 0.4 0.3 0.3 0.3
M=1.0 BSI 2.7 1.9 2.6 2.4 0.8 0.8 0.8 0.8
M=1.0 ML 1.8 1.0 1.5 1.4 0.4 0.3 0.3 0.3
M=2.0 BSI 6.8 8.1 7.7 7.5 7.3 6.8 7.1 7.1
M=2.0 ML 4.4 3.8 4.3 4.2 1.7 1.4 1.6 1.6
Table 6. Length 600 BSI vs ML average Robinson-Foulds distance
3.2. Speed Calculations. To compare our method with traditional quartet puz-
zling, we ran the program with N = 1000 random orderings of the data. The
number of orderings was chosen to match the conditions of the study in [12]. We
also tested the effect of using a smaller number of orderings on both the speed and
reconstruction accuracy. The results are described in Table 7. We ran our program
on a Dell Optiplex 960 which has an Intel 2 Duo 3 GHz processor and 3.5 GB of
RAM.
Tree N=1000 N=500 N=100 N=50 N=10
CC M=0.1 11 10 11 11 10
CC M=0.3 33 33 34 32 27
CC M=1.0 20 19 18 18 14
CC M=2.0 0 0 0 0 0
CD M=0.1 12 13 13 12 11
CD M=0.3 36 33 34 33 27
CD M=1.0 21 22 20 19 14
CD M=2.0 0 0 0 0 0
DD M=0.1 10 10 10 10 9
DD M=0.3 34 34 34 33 28
DD M=1.0 23 24 22 22 18
DD M=2.0 0 0 0 0 0
Avg run time per tree(in seconds) 11.3 5.8 1.4 0.8 0.4
Table 7. Accuracy with N randomly generated orderings
(length=300 bp)
3.3. Effect of Using Biologically Symmetric Invariants in Comparison
to Minimal Invariants. On these same data sets we compared the accuracy of
quartet puzzling with BSI invariants to those using the minimal invariant equations.
Table 8 lists the comparison of these methods both in terms of accuracy and speed.
4. Conclusion
Based on our simulated data sets BSI quartet puzzling more frequently recon-
structs the correct evolutionary tree for trees constructed with low to medium
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Tree BSI Min. Inv.
CC M=0.1 11 10
CC M=0.3 33 32
CC M=1.0 20 15
CC M=2.0 0 0
CD M=0.1 12 10
CD M=0.3 36 32
CD M=1.0 21 17
CD M=2.0 0 0
DD M=0.1 10 9
DD M=0.3 34 32
DD M=1.0 23 20
DD M=2.0 0 0
Avg run time per tree 11.3 11.2
Table 8. Accuracy BSI invariants vs minimal invariants N
(length=300 bp)
evolutionary rates. Even in instances where BSI outperforms ML in reconstruction
accuracy, the average Robinson-Foulds distance [13] remains slightly larger. It is
unclear to us whether the failure to compete with ML puzzling for high rates of
evolutionary chance is due to the use of invariants, or to our underlying use of the
Jukes-Cantor model. When the average minimum pairwise distance was around 2.0
substitutions per site it seems more important to account for the differing transition
and transversion frequencies, as is allowed in the Kimura Models. Thus, the causes
of our method’s poor reconstruction performance in this setting remains unclear.
The fact that BSI-puzzling outperforms ML-puzzling under any circumstances is
somewhat surprising and encouraging, given that ML models are known to recon-
struct the correct quartet trees with very high accuracy. We see this as evidence that
invariant based models of reconstruction may play an important role in practical
phylogenetic reconstruction in addition to the role they currently play in helping to
understand the theoretical possibilities of phylogenetic reconstruction problems [1].
We believe variations on this algorithm along similar lines to those applied to
ML-puzzling should dramatically improve performance. The authors are currently
in the process of implementing some of these improvements.
The transition from invariants on the small trees website [3] to biologically sym-
metric invariants has a minor effect on improving reconstruction accuracy. The
extra time required to compute the more reasonable biologically symmetric invari-
ants is made up for by slightly improved accuracy and dramatically improved peace
of mind.
All comparisons with ML based quartet puzzling were made using consensus
trees based on 1000 random taxa orderings. This number was selected to match
the number of runs used in the puzzling in the simulation study under compari-
son. Our testing indicates that dramatic increases in speed could be gained with
little to no effect on accuracy by running only 50 data orderings. We assume that
the 1000 ordering suggestion in the TREE puzzle guidelines is there for working
with larger data sets and that similar savings in time would occur when running
traditional puzzling for fewer orderings on this data set. Given the tremendous
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increase in speed further investigation into the appropriate number of orderings
which maximize a combination of speed and accuracy may be of merit.
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