Abstract-This correspondence presents entropy analyses for dithered and undithered quantized sources. Two methods are discussed that reduce the increase in entropy caused by the dither. The first method supplies the dither to the lossless encoding-decoding scheme. It is argued that this increases the complexity of the encoding-decoding scheme. A method to reduce this complexity is proposed. The second method is the usage of a dead-zone quantizer. A procedure for determining the optimal dead-zone width in the mean-square sense is given.
I. INTRODUCTION
When a signal is quantized coarsely, signal dependent quantization errors are introduced that can be perceptually annoying. Roberts [1] first used dither in a simple PCM video system to remove false contouring. A survey of the dithering technique is provided in [2] . The objective of this correspondence is to investigate the effect of dithering on the entropy of the quantized source. Very little has been published in this area, but we wish to point out the work in [3] . We will show that the use of dither can cause an increase in both entropy and mean square error (MSE). Therefore, we will introduce methods to reduce both entropy and MSE.
This correspondence is organized as follows. First, in Section II, an introduction to the dithering technique is given. In Section III, the distortion and entropy are defined, and the source distribution is modeled. It is argued that both entropy and distortion can increase when dither is used. Two ways of reducing the entropy in a dithered scheme will be considered. In Section IV, it is shown that the entropy will increase by applying dither prior to quantization if the entropy coder has no knowledge of the dither values. The effect on the entropy when the dither values are known to the lossless encoding-decoding scheme is also discussed. Another way of reducing the increase in entropy using a dead-zone quantizer is discussed in Section V. Furthermore, a method for designing an optimal dead-zone quantizer is shown. Results of experiments with dither in subband coding and transform coding schemes are discussed in Section VI.
II. DITHERED QUANTIZERS
A subtractively dithered quantizer, as shown in Fig. 1 , is used throughout this correspondence. Its transfer function is given bỹ distributed in this interval and is independent of the quantizer input [2] . Note that typically the dither is not transmitted to the decoder but is regenerated there. If a nonsubtractively dithered quantizer were used, in which the dither is not subtracted from the quantizer output, this would result in the same entropy but in an increased distortion. Derivation of the distortion for a nonsubtractively dithered quantizer is straightforward and is not discussed here.
III. DISTORTION AND ENTROPY
The stochastic variables associated with the signals x;x; d; r; and z will be denoted X;X ; D; R; and Z throughout. In the sequel, the MSE will be used as the distortion measure and is calculated from The entropy represents the lower bound of the bit rate that can be achieved by losslessly coding the quantized data. The entropy, in bit per sample (bps), is defined by
where p z (i) is the probability that the quantizer output equals i1:
For a uniform quantizer, this probability is given by (4) with r = x +d: The probability density function (pdf) of R; pr (r) is equal to the convolution of the pdf's of X and D, which are given by px(x) and p d (d), respectively. In this case, the entropy of the continuous random variable R = X + D is greater than the entropy of X: Typically, the same holds for the entropy of quantizer output [4] , i.e., 1
The calculation of both entropy and distortion require a model for the source distribution. We use two pdf's-the uniform pdf and the generalized Gaussian pdf (GG-pdf) [5] -and model the source as a random variable. The pdf of a video signal in a simple PCM system roughly resembles the uniform pdf. The generalized Gaussian pdf is used to model the AC coefficients and differentially coded DC coefficients in a transform coding system, such as, for example, DCT and subband transforms [6] . The uniform pfd is given by px(x) = 5w(x) with 
where 0(x) is the Gamma function [5] , the GG-pdf is given by p x (x; ; 2 ; ) = ae 0[bjx0j]
where ; 2 ; are mean, variance, and shape parameter of the distribution, respectively.
IV. MINIMIZING THE ENTROPY-METHOD I
In [3] , it was shown that the entropy can be reduced by supplying the dither to the lossless encoding-decoding scheme. The effect of this method on the entropy is discussed in this section for uniform and generalized gaussian input distributions.
The input signal is first modeled by a uniform pdf. The entropy is plotted in Fig. 2 as a function of the pdf width w relative to the quantization stepsize 1: Note that the entropy only depends on this ratio. The entropy of the output of the quantizer in the undithered and dithered case are indicated with H(Q(X)) and H(Q(X + D)), respectively. The difference between these two curves, which is the increase of the entropy due to dithering, is also shown. Fig. 2 shows that this increase can amount up to 1.1 bps when the width of the pdf equals 1:
Using the current dither value in the lossless encoder and decoder can yield a reduction of the entropy. The entropy in case the current dither value is not used by the lossless coder equals H(Q(X + D)):
In case the dither value is used, the entropy is given by
where the entropy H(Q(X + )) defines the entropy of the output of the quantizer Q given the value of the dither : The entropy Fig. 3 . The increase in entropy due to dithering, given by H(Q(X + D)jD) 0 H(Q(X)), is also shown and amounts to 0.7 bps for a pdf width of 1: Note that the increase in entropy due to dither can now be either positive or negative, which implies that for some widths the coding efficiency can even improve when using dither. The problem in a practical implementation when using the dither D in the entropy coder is the complexity increases.
Usually, the dither is amplitude discrete, i. The entropy of the quantized signal now equals
The relative entropy loss caused by applying only a 2-, 4-, or 8-level quantized version of the dither to the coder instead of the full precision dither is shown in Fig. 5 for the uniform source distribution. In the legend of this figure, these levels are denoted as Note that the entropy only depends on the ratio =1: The entropy loss amounts up to 0.52 bits per sample. Again, applying the dither to the lossless encoder and decoder reduces this loss significantly (dashed curve). Even more important than the absolute loss is the relative entropy loss. This is the increase in entropy due to dithering relative to the undithered entropy, as is shown in Fig. 6(b) . This figure shows that the entropy increases excessively for 1 : When =1 < 0:3, this increase in entropy is more than 100%. When the dither is supplied to the encoder and the decoder, the relative entropy loss is decreased significantly, but it is still very large for =1 < 0:3: This is important when using dither in subband coding or in transform coding schemes since most of the transformed data is no longer quantized to zero. A method that reduces the entropy significantly for small =1 is discussed in the next section.
V. MINIMIZING THE ENTROPY-METHOD II
Another way of reducing the entropy is the usage of a dead-zone quantizer [7] instead of a uniform quantizer. The transfer function of the dead-zone quantizer is depicted in Fig. 7 . Note that the resulting quantization error will no longer be fully uncorrelated with the input signal.
In Fig. 8 , the entropy and MSE/ 2 are plotted as a function of =1 for a Laplacian input and for the dead-zone widths f1; 3 2 1; 21; 5 2 1; 31g: The relevant plots are indicated with "zero subtraction." The distortion increases monotonically with the deadzone width, and the entropy decreases monotonically with the dead-zone width. The entropy is also plotted for the case that the dither is supplied to the lossless coder. Fig. 8(b) shows that applying the dither to the coder only reduces the entropy significantly if a uniform quantizer is used. Fig. 8(a) shows that the MSE can become even larger than the signal power 2 for 1 > 3: The distortion can be limited by not subtracting the dither from the quantizer output in case the quantizer output equals zero. Signals with a small standard deviation with respect to the quantizer step size are then quantized to zero. The resulting noise power will approximately equal the signal power that is smaller than 1 2 =12: This is indicated with "no zero subtraction"
in Fig. 8(a) . The figure shows that the MSE no longer exceeds the signal power for the deadzone quantizers considered. The rate and distortion plots of Fig. 8 are combined to yield ratedistortion curves of Fig. 9(a) . In these rate-distortion plots, the dither is not supplied to the encoder and decoder, and the dither is not subtracted when the quantizer output equals zero. Curves for 31 dead zones widths in between 1 and 31 are shown in Fig. 9(a) .
In Fig. 9(b) , some of these curves are magnified. It follows from this figure that the curves corresponding with different dead zones cross each other. Therefore, the optimal dead-zone width depends on the entropy to be achieved. The dead-zone width that yields the lowest possible distortion at a given entropy was extracted from Fig. 9(a) .
This dependency is plotted in Fig. 10 The optimal quantizer step size and dead-zone width can now be obtained in the following way. First, the standard deviation () and the peakedness () of the source distribution are estimated [6] . Next, the optimal dead-zone width corresponding to the desired bit rate is read from Fig. 10 . Then, the ratio =1 is read from the solid curve in Fig. 8 (b) corresponding with this dead-zone width and for the desired bit rate. Since the standard deviation is readily estimated, the quantizer step size can now be calculated from this ratio.
VI. EXPERIMENTS
In [8] , experimental results were presented. In the first place, improvements are reported when dithering the first subband in a fourband audio subband system. In addition, noise shaping was used to shape the resulting flat noise floor conforming to a psychoacoustical hearing curve. Second, experiments have been done with the usage of dither in a video DCT system. Dead-zone quantizers were used to reduce the entropy, and the dither was not subtracted for zero 
VII. CONCLUSIONS
Dithering is a technique that renders the quantization error white, uniformly distributed, and independent of the input signal. Care must be taken, however, when dithering signals with a small standard deviation with respect to the quantizer step size. Both entropy and distortion can increase excessively in this case. This increase in entropy can be reduced by using the dither values in the lossless encoder and decoder. Furthermore, a dead-zone quantizer can be used. In this case, the resulting error will, however, no longer be fully uncorrelated with the input signal. The increase in distortion, which occurs for sources with a small standard deviation compared with the quantizer step size, can be reduced by not subtracting the dither when the quantizer output equals zero. A method for the calculation of the optimal quantizer step size and dead-zone width is presented for a dithered quantizer.
I. INTRODUCTION
In the signal processing literature, several estimators have been proposed for estimation of the frequency rate-of-change of complexvalued linear frequency-modulated signals from noisy discrete time observations. An early reference is [1] , and a comprehensive survey of instantaneous frequency estimators is given in [2] . Recent work includes FFT-based methods that utilize the polynomial phase transform [3] , [4] and methods that utilize the so-called Tretter approximation [5] , including the estimators in [6] - [8] and methods based on fourthorder sample moments, [9] .
There is a strong relationship between frequency rate estimation and the classical problem of estimating the frequency of a sinusoidal signal embedded in additive noise, and existing methods for the latter problem may often be modified in order to solve the former; see, for example, [7] , where the technique of [5] is employed for estimation of frequency rate. The aim of this correspondence is twofold. First, the linear predictor and weighted linear predictor frequency estimators in [10] are generalized to frequency rate estimation, and their performances are characterized. In addition, the generalization of the phase averager and the weighted phase averager [10] are considered. Second, it is shown that the weighted phase averager coincides with the Gauss-Markov estimator in [6] and (after a proper transformation) coincides with the estimator in [7] . Thus, a relationship with the estimators in [6] and [7] 
where f is the normalized frequency, and is the frequency rate of change. The parameters (A; f; ;
2 ) are all unknown, but here, the frequency rate is the only parameter of interest. For an unambiguous estimation of , it is required that 2 (00:5; 0:5):
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