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e satisfiability of propositional-logic formulas in conjunctive normal form (or
SAT for short) was the first decision problem shown to be NP-complete. Cook
() in his seminal paper proved that even aweaker problem, 3-SAT, SATwhere
we consider only formulas with clauses of length 3, is a complete problemwithin
the NP class. It is not difficult to generalize this result by concluding that k-SAT,
for k ≥ 3, is NP-complete as well. On the other hand, 2-SAT can be decided
in polynomial time by the resolution method, and 1-SAT is a very easy decision
problem. In further text, wewill refer to instances of k-SAT as to k-CNF formulas.
Tovey () investigated the properties of 3-SAT and imposed an additional
restriction on the formulas considered, namely the maximal number of occur-
rences each variable can have in the formula. By applying the classic Hall’s mar-
riage theorem, Tovey showed that every 3-CNF formula is satisfiable, provided
the number of occurrences of every variable is limited by three. Hence, the re-
lated decision problem is entirely trivial. However, he was able to reduce the
general 3-SAT problem to instances where every variable had at most only 4 oc-
currences. erefore, if the limit on the number of occurrences is greater than
three, 3-SAT remains NP-complete.
Kratochvíl, Savický and Tuza () further generalized Tovey’s results. ey
introduced the notion of (k, s)-SAT, which denotes the decision problem of sat-
isfiability of formulas in conjunctive normal form where every clause consists
of exactly k literals and every variable has at most s occurrences (positive or
negative). A related problem to this is (k,= s)-SAT, where every clause has to
have exactly s occurrences. In addition to this, we shall also use the symbol
(k, ∞)-SAT to refer to the decision problem for CNF formulas with clauses of
length k andwith no limit on the number of occurrences of variables. (k, ∞)-SAT
is essentially identical to k-SAT; we shall use this notation only occasionally to
emphasize the absence of restriction on the number of occurrences of variables.
In their paper, Kratochvíl et al. showed that a situation similar to the one ob-
served by Tovey in the case of 3-SAT occurs in k-SAT for any k ≥ 3. If k is
fixed, the problem of (k, s)-SAT is trivial (every instance is a YES instance) for
small values of s. However, if we gradually increment s, at some point we reach
a threshold, and the problem becomes NP-complete. ere is no transition stage:
the complexity suddenly jumps from complete triviality to the worst case pos-
sible within the class of SAT. Let us denote by f (k) the largest value of s such
that (k, s)-SAT is still trivial; f (k) + 1 is then the smallest value of parameter s

for which (k, s)-SAT is already NP-hard. is defines a function that we will
call the critical function f of (k, s)-SAT.
ere is no known analytic description of f ; only upper and lower bounds
have been found, and it is not even known whether f is computable. is paper
focuses on an algorithmic approach to obtaining upper bounds of f (k) for small
values of k, as described by Hoory and Szeider (). e basic idea of this ap-
proach is simple: We know that (k, f (k))-SAT contains only satisfiable formulas,
hence if we manage to find an unsatisfiable k-CNF formula with at most s occur-
rences of every variable, we can conclude that surely s > f (k), which represents
our upper bound. However, the search within the class of (k, s)-CNF formulas
cannot be exhaustive, and a suitable heuristic has to be employed instead. Details
on the heuristic will be given in chapter .
As a part of this project, an implementation of the heuristic conceived by
Hoory and Szeider has been developed, and by running the programme upper
bounds of f (k) for small values k have been obtained. Subsequently, the al-
gorithm has been further adjusted to look not only for unsatisfiable formulas,
but also for small enforcers in (k, s)-SAT. An enforcer for variable x is a formula
that is satisfiable, but all its satisfying truth-value assignments set x = 1; we
then say that such a formula enforces x to be true. Enforcers can be used to eas-
ily construct unsatisfiable formulas or to increase the size of an arbitrary clause
without influencing the satisfiability of the whole formula. In this case, a new
variable is added to the deficient clause, and this variable is then forced to be
false by appending a corresponding enforcer to the formula. e new variable
will then have one occurrence in the original part of the formula and also a cer-
tain number of occurrences in the enforcer. If the total number of occurrences
must not exceed s (as it is the case in (k, s)-SAT), we require that the enforcer
contain at most s − 1 occurrences of the variable being enforced, in addition to
the standard (k, s)-SAT requirement that every variable occur at most s times.
Among other things, this technique is very useful in inapproximability proofs.
As an example, the smallest possible (3, 4)-SAT enforcer will be presented in
this paper, and the current best factor of inapproximability of the maximization
variant of this decision problem will be improved upon.
e original heuristic did not work with formulas directly. Instead of an un-
satisfiable formula itself, it produced only a certificate of its existence. A routine
has been added to actually generate these formulas and also related enforcers.
Because of the nature of the search algorithm, the computation becomes ex-
tremely resource-intensive already for relatively small inputs. erefore, the al-

gorithmhas been additionally fully parallelized so that it could be run on high-per-
formance computing clusters.
Several theoretical results have also been obtained as part of this project.
A smaller (3, 4)-SAT enforcer has been found than the smallest one currently
known (which also happens to be of the same size as the one produced by our
enforcer search heuristic). is resulted in an improvement of the inapprox-
imability factor for MAX-(3, 4)-SAT. In order to show the minimality of this
enforcer, a general lower bound on the size of (k, s)-CNF enforcer is proved.
e present paper also touches upon the connection between (k, s)-SAT and
the problem of -colourability of hypergraphs and disproves some recent res-




e main focus of the present project is the critical function f of (k, s)-SAT and
its behaviour, mainly the bounds on its growth, both lower and upper, direct
and asymptotic. Basic bounds were already given in the primal paper by Kra-
tochvíl et al. By using classic techniques from hypergraph 2-colouring (mainly
the celebrated Lovász local lemma), they showed that f (k) ≥ b 2kek c, for every
k ≥ 1, which continues to be the best known lower bound until the present day.
A beer but erroneous bound was obtained recently, as it will be further dis-
cussed later. In addition, beer lower bounds are known for small values of k.
ese were obtained either by a direct application of Hall’s theorem (Kratochvíl
et al.; ), by a series of involved formula transformations (Dubois; ), or
by re-employing some more advanced ideas and techniques originally devised
for hypergraph 2-colouring (Berman, Karpinski and Sco; ).
Regarding the upper bound, Kratochvíl et al. showed by a very straightfor-
ward argument that f (k) = O(2k), which together with the lower bound con-
fines f into the region of exponential growth. is bound was later improved
by Savický and Sgall () to f (k) ≤ 2kkα − 1, where α = log3 4 − 1 ≈ 0.26.
e best upper bound known at the present moment was obtained by Hoory and
Szeider (), who showed that f (k) = O(2
k log k
k ), which is tight up to a log k
factor with the best lower bound.

A recent paper by Gong and Xu () introduced an erroneous lower bound





k ), which even turns out to be asymptotically larger than the




. is paper is yet again
based on a hypergraph colouring technique, and this relation in general together
with the result in particular certainly deserve further discussion.
. Relation to hypergraph 2-colourability
Many of the results on (k, s)-SAT were obtained using techniques and methods
originally developed in context of studying the 2-colourability of hypergraphs.
A hypergraph is an ordered pair H = (V, E), where V is a non-empty set (the
vertices) and E is a set of non-empty subsets of V (the edges). Hypergraph is
called k-uniform if all its edges have cardinality k. Based on this definition, we
may consider standard graphs as 2-uniform hypergraphs. Furthermore, H is said
to be c-colourable if there is a function V → {1, 2, . . . , c} such that no edge is
monochromatic, i.e., there exists no edge whose all vertices received the same
value. We can see that this directly generalizes the notion of chromatic num-
ber and colourability of (ordinary) graphs. However, in contrast with graphs,
deciding whether a given hypergraph is 2-colourable is an NP-complete prob-
lem, even if all edges have cardinality of at most 3. Hypergraph 2-colourability
is one of the most prominent problems in combinatorics, and it has been intens-
ively studied since the beginning of the past century (the term ‘property B’ for
2-colourability is also traditionally used; it was introduced by Miller () in
honour of Bernstein (), who first studied this problem). Fundamental pro-
gress on this issue was made by Erdős (), one of whose results being that any
k-uniform hypergraph with less than 2k−1 edges is 2-colourable. To prove this,
he used a probabilistic approach which later became a classic tool in combinat-
orics in general, and in satisfiability problems in particular. Erdős argued that if
we colour the vertices uniformly and independently at randomwith two colours,
then for hypergraphs with not too many edges the expected number of mono-
chromatic edges is less than 1, which implies that there has to be a 2-colouring.
A similar argument will be presented in the proof of a lemma in chapter . Future
contribution was made by Lovász (who in a co-authored paper with Erdős ()
introduced the celebrated Local lemma), Spencer and Beck.
From our standpoint, it is important that the question of 2-colourability of
k-uniformhypergraphs is very closely related to (k, s)-SAT.We can view a k-CNF
formula as a hypergraph where vertices are the variables appearing in the for-

mula, and the problem of satisfiability translates into the task to colour every
vertex with either TRUE or FALSE. At this point it is important to mention an-
other basic notion in the theory of hypergraphs, the overlap. e overlap of an
edge is the number of edges it intersects (including itsel). e overall overlap
of a hypergraph is then the maximum overlap of its edges. e relation between
the size of the overlap and 2-colourability has been intensely studied, and many
probabilistic colouring techniques exploiting the properties of the overlap have
been devised. e importance of overlap stems from the fact that the success
of colouring of certain edge under a random colour assignment is independent
of success of colouring of edges that it does not overlap. It was also one of the
original applications of the Lovász local lemma to show that any k-uniform hy-
pergraph with overlap less than 2
n−1
e is 2-colourable.
is consideration of overlap further translates into (k, s)-SAT: If we bound
the number of occurrences of variables in a k-CNF formula by s, we automatic-
ally bound the number of clauses each clause can overlap (i.e., contain a com-
mon variable) by k · (s − 1). Notice also the similarity between the just stated
lower bound for hypergraph 2-colourability and the lower bound for (k, s)-SAT
by Kratochvíl et al., the only difference being an extra factor of k in the denom-
inator. However, the overall correspondence between satisfiability of (k, s)-CNF
formulas and property B of k-uniform hypergraphs with bounded overlap is far
from perfect: Firstly, in k-SAT we want each clause to contain at least one true
literal, it does not maer if all of them are true, which is in sharp contrast to hy-
pergraph 2-colourability, where we want every edge to be non-monochromatic.
However, the main difference lies in the fact that variables in CNF formulas can
appear in two contexts (as positive or negative literals). A k-uniform hypergraph
on n vertices can have up to (nk) different edges, whereas a k-CNF formula with
n variables can have up to 2k(nk) clauses. And it is this difference which turns
out to be of crucial importance. Despite this, numerous techniques developed for
hypergraphs were subsequently adjusted for application in satisfiability theory.
And indeed, as we already mentioned, the majority of results on (k, s)-SAT were
obtained in this fashion.
A recent paper by Radhakrishnan and Srinivasan () significantly im-
proved on the random-colouring approach for hypergraphs. e authors define
themethod of alteration, which is an elaboration of the refined probabilisticmethod,
as developed mainly in the work of Beck and Spencer. In the alteration method,
one starts with a random colour assignment. Such a colouring is usually far
from perfect, and therefore the assignment is then reprocessed so that some of

its ‘glitches’ get corrected. e two most popular approaches are either to pro-
ceed completely deterministically, or to correct the glitches again by random
and mutually independent processes. Radhakrishnan and Srinivasan introduced
a synergic technique called the slow recolouring, which combines the best of both
these approaches. e vertices are processed separately one by one, and their
colours are changed only if the vertex lies in a monochromatic edge (this partic-
ular glitch thus gets rectified), but only if the vertex is in addition ‘qualified’ for
being altered. is qualification is based upon the value of another random vari-
able assigned uniformly and independently to every vertex. is method leads
to a significantly beer lower bound for 2-colourability of uniform hypergraphs
with bounded overlaps. e authors first show that for a sufficiently large k any




k edges is 2-colourable, and sub-
sequently they generalize the result to a ‘local’ version, using the Lovász local
lemma. By ‘localizing’ the result we mean that they prove a sufficient condition
for 2-colourability without referring to the total number of edges but only to the
overlap, which can be regarded as a local property of the hypergraph. e bound





k is 2-colourable. Indeed, this can be easily seen as a strengthening of
the bound related to the number of edges because it is always the case that the
overlap is at most the total number of edges.
ere has been a significant level of hope that this method could be adjusted
to the problem of (k, s)-SAT and that it could lead to an improvement of the
already somewhat venerable lower bound of Kratochvíl et al. is belief was
also expressed explicitly in the concluding remarks of Berman et al. ().
is challenge was taken up by Gong and Xu (), who in their conference
paper (which was subsequently published as the opening article of the first issue
of a new scientific journal, the Journal of Information and Computing Science)
literally repeated the procedure of Radhakrishnan and Srinivasanwith only a few
small alteration to accommodate the apparent differences of assigning a truth
value to a CNF formula from constructing a 2-colouring for a hypergraph, and
thereby they obtained a set of lower bounds for (k, s)-SAT, analogous to those
mentioned above for hypergraphs. e authors claim that every (k, ∞)-CNF




k clauses is satisfiable. Additionally, by loc-
alizing this result using the Lovász local lemma they obtained an asymptotic






is worth noticing that—exactly as in the case of the lower bound by Kratochvíl

et al.—this bound differs from the underlying bound for uniform hypergraph
by a factor of 1k .) However, as it was mentioned already, this lower bound is
not consistent with the current best upper bound by Hoory and Szeider, and it




ln k = ∞, we could conclude from the lower bound regarding
the number of clauses that for sufficiently large k, any k-CNF formula with less
than 2 · 2k clauses is satisfiable. However, it is very easy to see that if we take
k variables and all possible clauses containing these variables, we get a formula
of size 2k (usually called the complete formula) that does not admit any satisfying
truth-value assignment. e lower bound for the critical function was obtained
from a related proposition about satisfiability with respect to overlap, stating that





satisfiable. For any (k, s)-CNF formula the relation between its overlap d and s is
given by the inequality d ≤ k · (s− 1). From this we can obtain the lower bound
on f . However, the underlying bound regarding the overlap is again flawed: it
is asymptotically strictly greater than 2k, yet again the complete formulas on
k variables are unsatisfiable and have overlap of exactly 2k.
 Solution
. Algorithm
e algorithm used in the solution was published by Hoory and Szeider ().
e main idea behind the heuristic is to confine the search of an unsatisfiable
(k, s)-CNF formula only to a certain subclass of CNF formulas for which an ex-
haustive search can be performed in a finite number of steps.
A CNF formula is called minimal unsatisfiable if it is unsatisfiable and re-
moving any of its clauses makes it satisfiable. We will denote the class of such
formulas by MU. It is easy to see that when we search for an unsatisfiable for-
mula in (k, s)-SAT, we can look for a formula in (k, s)-CNF ∩ MU. e reason
is that once we have an unsatisfiable (k, s)-CNF formula, we can successively
try removing its clauses until we obtain an MU formula. Moreover, removing
clauses will not increase the maximal number of occurrences of variables, and
thus we will stay within the class of (k, s)-CNF. From this we can see that we
could redefine the critical function f as
f (k) = max{s; (k, s)-CNF∩ MU = ∅} .

For a formula with m clauses and n variables we define the deficiency as the
number m − n. It is known that minimal unsatisfiable formulas always contain
more clauses than variables, and thus have a positive deficiency. Hence, we can





where MU(d) is the class of minimal unsatisfiable formulas with deficiency d.
Davydov, Davydova andKleine Büning () showed that the formulas inMU(1)
have an interesting recursive structure: there exists a method such that every
nontrivial MU(1) formula can be decomposed into two smaller MU(1) formu-
las, and so on until one gets the trivial MU(1) formula, which consists simply
of one empty clause. is recursive structure is well suited for an exhaustive
search, and as it is shown in Hoory and Szeider (), it is actually decidable
whether (k, s)-CNF ∩ MU(1) = ∅, for any given k and s. erefore, we can
define a related critical function f1 such that
f1(k) = max{s; (k, s)-CNF∩ MU(1) = ∅} .
Moreover, if we assume that for each k there is a formula in k-CNF ∩ MU(1),
then this function is computable. It is also clear that for every k we have f (k) ≤
f1(k), and hence f1 is an upper bound for the critical function of (k, s)-SAT. e
goal of the main soware deliverable of this project was to compute the values of
f1 for small values of k. For increasing k the search space grows exponentially,
and the computation soon becomes intractable.
e saturation algorithm does not work directly with unsatisfiable formu-
las. Instead, it operates with specially devised integer sequences that represent
only the relevant structure of the corresponding formulas. We start with the
integer sequence representing the trivial MU(1) formula and combine it with
itself using the recursive property of MU(1) to obtain a new sequence. We then
proceed in stages. In each round we pick one newly inferred sequence, combine
it with all previously obtained sequences and add the new results into our set
of sequences inferred so far. If we infer the sequence corresponding to an un-
satisfiable (k, s)-CNF formula, we halt since we got a certificate for f1(k) < s.
Otherwise, at one moment it will happen that we exhaust all our new sequences
without inferring anything not yet present in our result set. In such case, the sat-
uration algorithm terminates, certifying that f1(k) ≥ s. erefore, in order to
obtain the exact value of f1(k), we first run the algorithm with parameter k and

s = s0, where s0 is chosen based on a lower bound for f , and if we do not find
an unsatisfiable formula in (k, s0)-CNF, we successively increment s and rerun
the saturation algorithm until we obtain one.
. Aritecture and design
e above outlined algorithm has been implemented in the Python programming
language. Python was chosen for its high level of abstraction and great expres-
sion power. It also allows programmers to employ functional-programming ap-
proach in addition to the standard procedural or object-oriented one. As a func-
tional language, Python is very strong at list manipulation, which was also the
most appealing feature with respect to the project because the core of the satur-
ation algorithm is about combining sequences of integers into other sequences,
reprocessing them, comparing the resulting sequences with the older ones and
finally storing them into standard or hashed arrays of results. In Python, all
these procedures can be defined at a considerably high level of abstraction, us-
ing the vast variety of built-in list functions and defining custom functions using
the lambda abstraction and other techniques from the functional-programming
framework. is—together with Python’s pseudocode-like syntax—resulted in
an extremely readable and transparent code, without the need to resort to pointer
manipulations and complex nested while-loop structures. On the other hand, the
price for the programmer’s comfort is lower performance compared to low-level
languages such as C, and also a larger memory consumption, caused by the auto-
matic memory management overhead.
e saturation in its nature is extremely resource-intensive. As a partial
remedy, the algorithm has been parallelized in order to exploit the potential
of high-performance computing, or HPC for short. e University of Durham
is running one HPC cluster, called Hamilton. e cluster consists of nearly
 high-performance AMD Opteron-based nodes, each running a customized
version of -bit OpenSUSE GNU/Linux distribution. For jobs submission and
management, theGrid Engine by SunMicrosystems is used. eHamilton cluster
offers a number of queues for different types of jobs. A part of the cluster is
dedicated to the ordinary serial computing. e jobs from this queue are as-
signed to one selected node, which is then dedicated to this single task. ese
jobs do not truly utilize the capabilities of the cluster as a whole as they run
on one single node, and the only benefit they get is the considerably high spe-
cification of the node assigned. For parallel computing, Hamilton offers two

basic approaches. e first one is the OpenMP (Open Multi-Processing) archi-
tecture, which is an application programming interface for shared-memory mul-
tiprocessing programming. ere is one dedicated node with eight double-core
processors and  GB of memory dedicated to these jobs. e second approach
is MPI, and it is the only one that actually utilizes multiple nodes in parallel. MPI
stands for Message Passing Interface, which is a language-independent commu-
nication protocol for parallel programming. e physical layer of communica-
tion among the nodes is facilitated by a local area networking system, usually by
ordinary Ethernet or by Myrinet, which has significantly less protocol overhead
and which was designed primarily for HPC clusters. Hamilton offers queues for
jobs using either of these communication systems. As of May , there are
 slots for MPI over Myrinet and  over Ethernet. It should be also stressed
out that one multiprocessor node can provide multiple computing slots at the
same time, which explains why there are actually more slots in total than nodes
themselves.
e MPI system was the one chosen for parallelization of the saturation al-
gorithm. MPI is primarily used in connection with the C programming language
and Fortran, but thanks to its language-independence it can be used in combin-
ation with virtually any programming language. ere are a number of imple-
mentations for Python, and in this case we chose module PyPar, which is under
steady development and boasts a low message-passing latency and a clean and
transparent interface.
Programming in the MPI framework is similar to multiprocessing program-
ming using forking or multithreading. Every instance is running the same piece
of code; however, it has access to a method returning the total number of in-
stances running the job and also the index of that particular instance. Based
on this index and a main switch in the code, every instance then takes on the
appropriate role in the computation. e inter-instance communication is fa-
cilitated by two straightforward functions: send(message, destination id) and re-
ceive(source id). Moreover, these calls are blocking, and thus they serve as syn-
chronization points for the computation as well.
e main design of the parallelized saturation algorithm is as follows: e
programme requires at least two nodes to run. Node 0 is the master, the others
act as slaves. As was outlined earlier, the saturation proceeds in stages, where
at each stage a new sequence is picked and combined with all the previously
obtained sequences. In the parallelized version every stage is further divided
into rounds. At the beginning of each stage, the master node determines which

new sequence will be picked and which other sequences it will be combined
with. en it splits the inferences to be performed into packets of predefined size
(this parameter can be adjusted to tune the performance of the algorithm) and
assigns one packet to each of the slave nodes. It is usually the case that there are
more packets than nodes, and that is also the reason why stages are divided into
rounds. Once the slaves are ready with the inferences, they submit their results
back to the master. e master combines the results, updates the master copy of
main data structures and in the messages with the assignment for the next round
it also distributes the update for slaves’ data-structure copies. However, at the
beginning of the computation, when we have only one sequence in our result
set, it is useless for the master to distribute the computation. erefore, the first
 stages are always performed uniformly and independently on all nodes and
only aer that moment, the nodes switch into the parallel, master–slave mode.
As it was said in the introduction chapter, the algorithm was subsequently
adjusted to search also for enforcers among (k, s)-CNF formulas. is required
only a slight modification: instead of halting once we find a sequence corres-
ponding to an MU(1) formula whose all clauses have length k, the search ter-
minates once we derive a sequence representing an unsatisfiable formula with
one to s − 1 clauses of length k − 1 and the rest of length k. We can then intro-
duce a new variable and append it to the clauses of deficient length. Since the
original formula was minimal unsatisfiable, it is easy to see that the amended
formula will be an enforcer for the newly introduced variable.
Another feature which was added to the original algorithm was the ability
to output an actual (k, s)-CNF unsatisfiable formula or enforcer instead of just
a certificate of its existence. is is achieved by calling a new method aer the
end of derivation, which takes the produced certificate and for each integer se-
quence appearing in the derivation it generates a corresponding formula. e
derivation is considerably memory-intensive since already the minimal unsatis-
fiable formula for k = 7 has millions of clauses.
. Testing
emaer of testing was not a complicated issue in this project. e more com-
plex functions were tested with small testing units containing a range of pos-
sible inputs and the corresponding expected outputs. e overall correctness
of the programme was partly checked by a small script verifying the derivation
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certificates produced and partly confirmed by comparing the results with those
published in Hoory and Szeider ().
e correctness of the unsatisfiable formulas and enforcers was checked by
examining their satisfiability with the programme PicoSAT, which is the winner
in the category of satisfiable industrial instances of the SAT’ SAT Solver com-
petition and which is also directly available in the standard Debian GNU/Linux
repositories.
 Results
e following table shows the values of f1 as computed by the saturation al-
gorithm. For comparison, it also includes the best upper bounds obtained by
purely theoreticalmeans. e fourth and fih columns show—where available—the
number of clauses in the (k, s)-SAT enforcer and the minimal unsatisfiable for-
mula generated by the algorithm.






3 3 3 6 26
4 4 4 307 767
5 7 8 946 5 196
6 11 17 39 643 172 708
7 17 35
8 29 71
In the following chapter we will focus on the inapproximability of MAX-
-(3, 4)-SAT using small enforcers. Hence, let us now focus more closely on the
(3, 4)-SAT enforcer produced by the saturation algorithm and compare it with
the enforcers obtained theoretically. When displaying a formula, we will repres-
ent a set of clauses as an array where each row lists literals of one of the clauses.
By aligning the occurrences of variables wemake it easy to count. is represent-
ation also helps us quickly perform resolution steps and verify that the formula
is unsatisfiable or an enforcer, respectively. e (3, 4)-CNF formula forcing x to
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To make our notation more clear, let us prove that this formula is indeed
an enforcer for x. First, the formula is clearly satisfiable: seing x = TRUE
satisfies the first three clauses, and seing c = FALSE satisfies the remaining
three. However, if we assume that x is false, we can delete all its occurrences,
because they are all positive. From the first two clauses we obtain b by resolution.
From the third clausewe then infer c, d from the fourth and e from the fih, which
leaves no way to satisfy the last clause.
From this enforcer of size six, we can easily construct an unsatisfiable (3, 4)-
-CNF formula of size 19, by simply taking three disjoint copies of this enforcer,
enforcing x1, x2 and x3, respectively, and adding clause (¬x1 ∨ ¬x2 ∨ ¬x3).
e presented enforcer is considerably smaller than the one produced by Tovey
(), which had size  and which was moreover suspected by its author to
be as small as possible. Dubois () later produced an enforcer consisting of
only  clauses. Berman et al. () showed the smallest (3, 4)-SAT enforcer
known at the present moment, which had length only  and which was then used
to prove the inapproximability of MAX-(3, 4)-SAT up to a certain small factor.
e enforcer generated by the saturation algorithm has also size  and thus it
is—though being different—on par with the best one obtained theoretically so
far.
It is an interesting question, whether size  is actually the smallest possible.
In order to prove this we will need a lower bound on the size of (k, s)-SAT enfor-
cers. One such bound was proved as part of this project using the classic Erdős’s
probabilistic argument.
Lemma. Every (k, s)-SAT enforcer consists of at least 2k − s + 1 clauses.





2 ∨ · · · ∨ l
(i)
k ), and let F be also an enforcer for x, i.e.,
c1, c2, . . . , cm 6|= ⊥ ;
c1, c2, . . . , cm |= x ,

and let F be as small as possible. Let us now assume that cm contains a negative
occurrence of x, i.e., cm = (¬x ∨ l(m)2 ∨ · · · ∨ l
(m)
k ). en we can infer
c1, c2, . . . , cm−1, (¬x ∨ l
(m)
2 ∨ · · · ∨ l
(m)
k ) |= x
c1, c2, . . . , cm−1 |= (¬x ∨ l
(m)
2 ∨ · · · ∨ l
(m)
k ) → x
c1, c2, . . . , cm−1 |= (x &¬l
(m)
2 & . . . &¬l
(m)
k ) ∨ x
c1, c2, . . . , cm−1 |= x
is means that we can delete from F each clause containing a negative occur-
rence of x and F will still be enforcing x to be true. Since we assume that F is
a minimal enforcer, it must be the case that x has no negative occurrence in F.
Similarly, if we assume that x occurs positively in cm, we get:
c1, c2, . . . , cm−1, (x ∨ l
(m)
2 ∨ · · · ∨ l
(m)
k ) |= x
c1, c2, . . . , cm−1 |= (x ∨ l
(m)
2 ∨ · · · ∨ l
(m)
k ) → x
c1, c2, . . . , cm−1 |= (¬x &¬l
(m)
2 & . . . &¬l
(m)
k ) ∨ x
c1, c2, . . . , cm−1 |= (¬l
(m)
2 & . . . &¬l
(m)
k ) ∨ x
c1, c2, . . . , cm−1 |= (l
(m)
2 ∨ · · · ∨ l
(m)
k ) → x
c1, c2, . . . , cm−1, (l
(m)
2 ∨ · · · ∨ l
(m)
k ) |= x
From this we can conclude that aer having deleted all clauses with negative oc-
currences of x we can also delete all positive occurrences of x from the remain-
ing clauses. is way we get a formula F′ which still implies x. However, since
F′ has no occurrence of x whatsoever, it is clear that F′ must be unsatisfiable.
F′ consists of at most s − 1 clauses of length k − 1 (these are the clauses which
previously contained a positive occurrence of x), and the remaining clauses have
length k.
Let us now examine the expected number of satisfied clauses of F′ under
a random truth-value assignment. Wewill consider a probability space (Ω,S , P),
where Ω consists of all possible truth-value assignments for the variables in
var(F′), the σ-algebra S is identical to the power set of Ω, and the probabil-
ity measure P is determined by the fact that every variable is assigned the value
TRUE with probability 12 independently of the values of other variables. us,
for every truth-value assignment e ∈ Ω we have P({e}) = 2−|var(F′)|. Let us
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define random variables Xi, i = 1, 2, . . . , m, by
Xi =
{
1 if c′i is satisfied by e;
0 otherwise.
en the total number of satisfied clauses c′i of F
′ under the random assignment



























erefore, if ∑mi=1 2
−size(c′i) < 1, the expected value is greater than m − 1,
whichmeans that theremust be a truth-value assignment satisfying allm clauses.
However, since we assume that F′ is not satisfiable, it must be the case that
∑mi=1 2
−size(c′i) ≥ 1. We want to establish what the minimal value of m is such
that this inequality can hold. e size of clauses c′i is either k or k − 1. Since
shorter clauses contribute by greater deal to the sum, we can assume that there
is the maximal possible number of these shorter clauses, i.e., s− 1 (this translates
into the assumption that our original enforcer F contains exactly s − 1 positive
occurrences of x). Now we can obtain the final inequality for m.
(s − 1) · 2−(k−1) + (m − (s − 1)) · 2−k ≥ 1
(s − 1) · 2 + (m − (s − 1)) ≥ 2k
m ≥ 2k − s + 1
For (3, 4)-SAT the lemma tells us that the minimum enforcer has at least
5 clauses. It turns out that in this case the bound is sharp and that the enforcers
proposed by Berman et al. () and generated by the saturation algorithm are
not minimum. Here we present the minimum (3, 4)-SAT enforcer, forcing x to







It is worth pointing out that it also happens to be the case that all variables have
the maximal possible number of occurrences: x occurs 3 times and the other
variables 4 times. is formula can thus serve as a (3,= 4)-SAT enforcer as
well. We will see one application of this enforcer in the following chapter.
 Evaluation
ere are several aspects of the soware to be evaluated. e soundness of the
implementation was established by thorough testing and by comparing the res-
ults to those found in the literature. However, the performance of the imple-
mentation is poor. We were not able to extend the range of computed bounds
beyond those already known. On the one hand, thanks to Python the code is
very transparent, elegant, easy to read and maintain. Still, the price for that
was a serious loss in performance. is problem was partially remedied by the
parallelization which speeded up the computation by a factor close to the total
number of nodes used. Yet a significant gain in performance could be achieved
by rewriting the whole programme in a low-level programming language, such
as C.
As a part of our investigation of small unsatisfiable formulas and enforcers,
we obtained a (3, 4)-SAT enforcer whichwe proved to be as small as possible. We
will now evaluate the significance of this result by improving the best currently
known factor for inapproximability of MAX-(3, 4)-SAT and MAX-(3,= 4)-SAT.
e result is based on the work of Berman et al., who by a very technically in-
volved construction proved the following proposition.
Proposition (Berman and Karpinski (); Berman et al. ()). ere exists
a family of sets of 2-clauses such that each, for some n, consists of 252n 2-clauses
and 4n 1-clauses, for which it is NP-hard to distinguish between the systems where
(252 − ε)n clauses can be satisfied and systems where at most (251 + ε)n can be
satisfied (for ε < 1/2). Moreover, 4n variables in this system occur 3 times, while
other variables have exactly 4 occurrences.
We can transform a system from this proposition into an instance of MAX-
-(3,= 4)-SAT in two stages. First, we increase the length of all clauses to 3
by inserting 260n variables that are forced to be false. Forcing them requires
260n enforcers, i.e., 260n · 5 = 1300n additional clauses. Second, we need to
increase the number of occurrences of 4n variables by one. is can be done in
the following fashion: For each pair x, y of deficient variables we introduce a new

variable z and add two clauses (x ∨ z ∨ ¬z) and (y ∨ z ∨ ¬z). In this way we
append 4n new clauses. Moreover, these clauses will always be satisfied, and the
auxiliary variables will have the right number of occurrences, namely 4. us
we increased the number of clauses in the system from 256n to 1560n, and we
can conclude.
eorem. ere exists a family of instances of MAX-(3,= 4)-SAT such that each,
for some n, consists of 1560n clauses, for which it is NP-hard to distinguish between
the systems where (1556 − ε)n clauses can be satisfied and systems where at most
(1555 + ε)n can be satisfied (for ε < 1/2).
From the NP-hardness of this gap-problem we can directly derive the con-
clusion about the inapproximability of the related maximization problem.
Corollary. It is NP-hard to approximate MAX-(3,= 4)-SAT to within any factor
below 1556/1555 ≈ 1.000643.
Please note that in the case of general MAX-(3, 4)-SAT, we do not need to
increase the number of occurrences of variables in the systems from the propos-
ition. erefore, we can save 4n additional clauses and obtain a slightly beer
inapproximability factor of 1552/1551 ≈ 1.000645.
 Conclusions
e focus of this project was the (k, s)-SAT problem, its critical function and re-
lated maers. We implemented an algorithm computing an upper bound for the
critical function based on the article by Hoory and Szeider. In addition to the
upper-bound computation, the algorithm was adjusted to also generate small
unsatisfiable formulas and enforcers. All this computation was later parallel-
ized. We then investigated a number of related theoretical issues. A recent lower
bound for the critical function based on a hypergraph-colouring technique was
disproved. Next, we focused on the structure of small enforcers. An enforcer
of length 5 for (3,= 4)-SAT was presented, and by means of a general lower
bound on the size of (k, s)-SAT enforcers it was proved that it was minimum.
is result was then used to improve on the current inapproximability factors
for MAX-(3,= 4)-SAT and MAX-(3, 4)-SAT.
e programming results presented in this work could be extended in part by
converting the code into the C programming language. e parallelized version
for high-performance cluster has a strong potential and a simple rewriting of the
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code in a language with less overhead would most probably lead to extending
the currently known bounds to larger values of k.
As regards the theoretical part, one very interesting question arising from
this paper is whether there is a way to adjust the results of Radhakrishnan and
Srinivasan to the question of (k, s)-SAT and to obtain a lower bound for the crit-
ical function based on these techniques, as it was aempted by Gong and Xu.
Another possible direction for further research may be the study of the struc-
ture of minimum (k, s)-SAT enforcers. If one managed to establish in addition
to the present lower bound an upper bound on the size of minimum enforcers, it
would lead directly to an algorithm computing exact values of the critical func-




Berman, P. and Karpinski, M. (). Improved approximation lower bounds on
small occurrence optimization, Electronic Colloquium on Computational Com-
plexity (ECCC) ().
Berman, P., Karpinski, M. and Sco, A. D. (). Approximation hardness and
satisfiability of bounded occurrence instances of SAT, Electronic Colloquium on
Computational Complexity (ECCC) ().
Bernstein, F. (). Zureorie der trigonometrischen Reihen, Bericht der König-
lichen Sachsischen Gesellscha der Wissenschaen zu Leipzig : –.
Cook, S. A. (). e complexity of theorem-proving procedures, STOC, ACM,
pp. –.
Davydov, G., Davydova, I. and Kleine Büning, H. (). An efficient algorithm
for the minimal unsatisfiability problem for a subclass of CNF, Annals of Math-
ematics and Artificial Intelligence (–): –.
Dubois, O. (). On the r, s-SAT satisfiability problem and a conjecture of
Tovey, Discrete Applied Mathematics (): –.
Erdős, P. (). On a combinatorial problem, Nordisk Matematisk Tidskri
: –.
Erdős, P. and Lovász, L. (). Problems and results on -chromatic hypergraphs
and some related questions, in A. Hajnal, R. Rado and V. T. Sós (eds), Infinite
and Finite Sets, Vol. , North-Holland, pp. –.
Gong, P. and Xu, D. (). New lower bound of critical function for (k, s)-SAT,
Journal of Information and Computing Science (): –.
Hoory, S. and Szeider, S. (). Computing unsatisfiable k-SAT instances with
few occurrences per variable, eor. Comput. Sci. (–): –.
Hoory, S. and Szeider, S. (). A note on unsatisfiable k-CNF formulas with
few occurrences per variable, SIAM J. Discrete Math. (): –.
Kratochvíl, J., Savický, P. and Tuza, Z. (). One more occurrence of vari-
ables makes satisfiability jump from trivial to NP-complete, SIAM J. Comput.
(): –.

Miller, E. W. (). On a property of families of sets, Comptes Rendus Varsovie
: –.
Radhakrishnan, J. and Srinivasan, A. (). Improved bounds and algorithms
for hypergraph -coloring, Random Struct. Algorithms (): –.
Savický, P. and Sgall, J. (). DNF tautologies with a limited number of occur-
rences of every variable, eor. Comput. Sci. (–): –.
Stříbrná, J. (). Between combinatorics and formal logic, Master’s thesis, Faculty
of Mathematics and Physics, Charles University in Prague.
Tovey, C. A. (). A simplified NP-complete satisfiability problem, Discrete
Applied Mathematics (): –.

