






















GENERAL WEAK LAWS OF LARGE NUMBERS FOR 
BOOTSTRAP SAMPLE MEANS 
 































For bootstrap sample means resulting from a sequence fXn;n ¸ 1g of random
variables, very general weak laws of large numbers are established. The random
variables fXn;n ¸ 1g do not need to be independent or identically distributed or
to be of any particular dependence structure. In general, no moment conditions are
imposed on the fXn;n ¸ 1g: Examples are provided which illustrate the sharpness
of the main results.
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gence in probability, almost certain convergence.1 Introduction
In this paper very general weak laws of large numbers are obtained for bootstrap sample
means. Bootstrap samples were introduced in Efron (1979) for a sequence of independent
and identically distributed (i.i.d.) random variables. More generally, bootstrap samples are
deﬁned as follows. Consider a sequence of random variables fXn;n ¸ 1g (not necessarily
independent or identically distributed) deﬁned on a probability space (Ω;F;P) and let
fm(n);n ¸ 1g be a sequence of positive integers. For ! 2 Ω and n ¸ 1; let the random
variables f ˆ X
(!)
nj ;1 · j · m(n)g result by sampling m(n) times with replacement from the
n observations X1(!);¢¢¢ ;Xn(!) such that for each of the m(n) selections, each Xi(!)
has probability n¡1 of being chosen. Hence for ! 2 Ω and n ¸ 1;f ˆ X
(!)
nj ;1 · j · m(n)g
are i.i.d. random variables uniformly distributed over fX1(!);¢¢¢ ;Xn(!)g: For ! 2 Ω




nj ;1 · j · m(n)
o
is the so-called bootstrap sample from X1(!);¢¢¢ ;Xn(!)
with bootstrap sample size m(n):
The main classes of limit theorems of classical probability for partial sums of i.i.d. ran-




nj ;n ¸ 1
o
.
References to these bootstrap counterparts of the various classes of classical limit theorems
are listed as follows:
² Weak Law of Large Numbers (Bickel and Freedman (1981), Athreya (1983), Athreya,
Ghosh, Low, and Sen (1984), Cs¨ org˝ o (1992), Arenal-Guti´ errez, Matr´ an, and Cuesta-
Albertos (1996a))
² Central Limit Theorem (Singh (1981), Bickel and Freedman (1981), Gin´ e and Zinn
(1989), Arcones and Gin´ e (1989), Arenal-Guti´ errez and Matr´ an (1996))
² Strong Law of Large Numbers (Athreya (1983), Athreya et al. (1984), Mikosch
(1994), Arenal-Guti´ errez, Matr´ an, and Cuesta-Albertos (1996b), Hu and Taylor
(1997), Bozorgnia, Patterson, and Taylor (1997), Cs¨ org˝ o and Wu (2000))
² Law of the Iterated Logarithm (Mikosch (1994), Ahmed, Li, Rosalsky, and Volodin
(2001))
² Complete Convergence Theorem (Li, Rosalsky, and Ahmed (1999), Cs¨ org˝ o and Wu
(2000), Ahmed, Hu, and Volodin (2001), Cs¨ org˝ o (2003), Cs¨ org˝ o (2004))
² Large Deviation Principle (Li, Rosalsky, and Al-Mutairi (2002))
² Erd˝ os-R´ enyi-Shepp Law (Li and Rosalsky (2002)).
In most of the above references, the fXn;n ¸ 1g are assumed to be i.i.d. Discussions
comparing the orders of convergence in the classical central limit theorem, strong law of
large numbers, complete convergence theorem, and law of the iterated logarithm with the
1orders of convergence in their bootstrap counterparts, respectively, are given in Li et al.
(1999) and in Ahmed, Li et al. (2001). A comprehensive survey of ﬁrst-order limit laws
for bootstrap sums was recently prepared by Cs¨ org˝ o and Rosalsky (2003).
In the current work, the main results, Theorems 1 and 2 will be presented in Section





nj =m(n);n ¸ 1
o
from a sequence of random variables fXn;n ¸ 1g:
An interesting and unusual feature of these theorems is that it is not assumed that the
random variables fXn;n ¸ 1g are independent or that they are identically distributed.
Furthermore, in general, no moment conditions are imposed on the fXn;n ¸ 1g: The only
other work on limit laws for bootstrap sample means that we are aware of without the
assumptions that the fXn;n ¸ 1g are identically distributed with a particular dependence
structure is that of Li et al. (1999) and Ahmed, Li et al. (2001).













These theorems diﬀer substantially from the other WLLNs for bootstrap sample partial
sums cited above. The WLLNs of Bickel and Freedman (1981), Athreya (1983), Athreya
et al. (1984), and Cs¨ org˝ o (1992) assume that the fXn;n ¸ 1g are i.i.d. with E jX1j < 1:
The WLLN of Arenal-Guti´ errez et al. (1996a) assumes that the fXn;n ¸ 1g are pairwise
i.i.d. with E jX1j < 1:
The preliminaries needed prior to presenting the main results are consolidated into
Section 2. In Section 4, examples are provided which illustrate the sharpness of the results.
2 Preliminaries
Some preliminaries are needed prior to presenting Theorems 1 and 2.
LEMMA 1. Let fXn;n ¸ 1g be a sequence of random variables and let fbn;n ¸ 1g be










2PROOF. Necessity is obvious. To prove suﬃciency, assume that Xn=bn ! 0 a.c. Then



































as ﬁrst n ! 1 and then k ! 1 since bn ! 1 and Xn=bn ! 0 a.c. ¤
The following two propositions provide WLLNs for double arrays of rowwise indepen-
dent random variables. Proposition 1 is well known and may be found in Chow and Teicher
(1997, p. 356). In Proposition 2, the random variables in each row of the array are iden-
tically distributed, but no such assumption is made concerning the random variables from
diﬀerent rows.
PROPOSITION 1. Let fYnj;1 · j · m(n) ! 1g be an array of rowwise independent
random variables, and suppose that
m(n) X
j=1














In Proposition 1, replacing Ynj by Ynj=m(n);1 · j · m(n);n ¸ 1 yields the following
special case.
PROPOSITION 2. Let fYnj;1 · j · m(n) ! 1g be an array of rowwise i.i.d. random
variables, and suppose that
m(n)PfjYn1j ¸ "m(n)g ! 0 for all " > 0
and












With the preliminaries accounted for, the theorems may now be established. Let fXn;n ¸
1g be a sequence of random variables and let fm(n);n ¸ 1g be a sequence of positive




! 0 almost certainly (a.c.).






m(n)g < 1 for all " > 0:
The conditions (1) and (2) are equivalent if the random variables fXn;n ¸ 1g are pairwise
independent, since the divergence half of the Borel-Cantelli lemma holds for a sequence of
pairwise independent events (see Chung (1974, p. 76) or for an elegant and simpler proof
based on the Schwarz inequality see Etemadi (1984)). No moment conditions in general are
imposed on the random variables fXn;n ¸ 1g. However, if the fXn;n ¸ 1g are pairwise






m(n)g < 1 for all " > 0
which is in eﬀect a moment type condition on X1: If the fXn;n ¸ 1g are identically
distributed Lp random variables for some p > 0 (but not necessarily pairwise independent)
and if n2=p = O(m(n)); then (3) holds and hence so does (1). Moreover, we are not
assuming that for almost every ! 2 Ω the bootstrap samples f ˆ X
(!)
nj ;1 · j · m(n)g;n ¸ 1
are independent.
THEOREM 1. Let fXn;n ¸ 1g be a sequence of random variables (which are not
necessarily independent or identically distributed) and let fm(n);n ¸ 1g be a sequence of
positive integers with m(n) " 1: If (1) holds, then for almost every ! 2 Ω the bootstrap
samples ff ˆ X
(!)














4REMARK. It is interesting to observe that the sequence f
Pn
i=1 Xi=n;n ¸ 1g does not
necessarily converge a.c. (see Example 3 below).
PROOF OF THEOREM 1. For almost every ! 2 Ω and all " > 0; it follows from (1)

























= m(n)P; = 0:








































! 0 (by (1) and Lemma 1).





































= E(0) = 0:























thereby proving (4). ¤
5COROLLARY 1. Let fXn;n ¸ 1g be a sequence of i.i.d. random variables and let
fm(n);n ¸ 1g be a sequence of positive integers satisfying m(n) " 1 and (3). Then there








P ¡! Y (!)
if and only if E jX1j < 1: In such a case, Y = EX1 a.c.
PROOF. Note at the outset that since (3) and (1) are equivalent, it follows from
Theorem 1 that (4) holds for almost every ! 2 Ω: Suppose there exists a random variable
Y such that (8) holds for almost every ! 2 Ω: Then by subtracting the expression in (4)






















and this is equivalent to E jX1j < 1:
Conversely, if E jX1j < 1; then by the Kolmogorov Strong Law of Large Numbers














and so (8) holds with Y (!) = EX1; ! 2 Ω: The last statement is now clear. ¤
REMARKS. (i) Even without the assumption (3), the suﬃciency half of Corollary 1
holds as was proved in Athreya (1983).
(ii) Corollary 1 is true if the i.i.d. hypothesis is replaced by pairwise i.i.d.
The following corollary is a direct application of Theorem 1 to ﬁnite population sam-
pling.
6COROLLARY 2. Let fxn;n ¸ 1g be a sequence of real numbers and let fm(n);n ¸ 1g
be a sequence of positive integers with m(n) " 1 and xn = o(
p
m(n)): For each n ¸
1; let Xn1;¢¢¢ ;Xnm(n) be i.i.d. random variables where Xn1 is uniformly distributed on












Next we present a modiﬁcation of Theorem 1. Here (1), the only condition of Theorem
1, is replaced by two conditions, which are weaker than (1), but the second of which is
more complicated. In particular the second of the two conditions deals via the sample
variance with the joint distribution of the fXn;n ¸ 1g, whereas (2), which implies (1), is










i=1(Xi ¡ ¯ Xn)2
m(n)
! 0 a.c.;
where ¯ Xn = 1
n
Pn
i=1 Xi; n ¸ 1: It is clear that (1) implies (9), and to see that (1) implies



















THEOREM 2. Let fXn;n ¸ 1g be a sequence of random variables (which are not
necessarily independent or identically distributed) and let fm(n);n ¸ 1g be a sequence of
positive integers with m(n) " 1. If (9) and (10) hold, then for almost every ! 2 Ω the
bootstrap samples ff ˆ X
(!)
nj ;1 · j · m(n)g;n ¸ 1g obey the WLLN (4).
PROOF. The proof is similar to that of Theorem 1. Condition (9) is suﬃcient for (5)
(without the symbols "
p
m(n) ·) and (7), and it also implies that for almost every ! 2 Ω

























i=1(Xi ¡ ¯ Xn)2
m(n)
! 0 (by (10)).
¤
COROLLARY 3. Let fXn;n ¸ 1g be a stationary sequence of random variables with
EX2
1 < 1 and let fm(n);n ¸ 1g be a sequence of positive integers with m(n) " 1. If (9)
holds, then for almost every ! 2 Ω the bootstrap samples ff ˆ X
(!)
nj ;1 · j · m(n)g;n ¸ 1g








P ¡! E(X1j I)(!);
where I denotes the ¾-algebra of invariant events for fXn;n ¸ 1g.
PROOF. To establish (4) it suﬃces to verify (10). Now fX2
n;n ¸ 1g is also a stationary









1j J) < 1 a.c.
where J denotes the ¾-algebra of invariant events for fX2




















! E(X1j I) a.c.
which in conjunction with (4) yields (11). ¤
The ﬁnal corollary is a further specialization of Corollary 3 to the celebrated autoregres-
sive conditional heteroscedastic (ARCH) process, introduced in Engle (1982), frequently





n¡1 ; n ¸ 1
where ¯ > 0 and 0 < ¸ < 1, for some initial random variable X0 independent of the i.i.d.
standard normal innovations f"n;n ¸ 1g. Furthermore let X0 be such that fXn;n ¸ 1g is a
stationary sequence. Clearly the Xn have mean zero and are uncorrelated. It is well-known
that for these values of the parameters EX2
1 < 1 and that, more precisely,
(12) PfjX1j ¸ xg » cx
¡® as x ! 1









Note that lim¸"1 ® = 2. For this and more on ARCH processes, see Embrechts, Kl¨ uppel-
berg, and Mikosch (2001), Chapter 8.
COROLLARY 4. Let fXn;n ¸ 1g be a stationary, ﬁrst order ARCH process as deﬁned
above and let fm(n);n ¸ 1g be a nondecreasing sequence of positive integers such that
n¯ = O(m(n)) for some ¯ > 1=®. Then for almost every ! 2 Ω the bootstrap samples
ff ˆ X
(!)









PROOF. The condition (9) follows immediately from (12) and the Borel-Cantelli lemma.
Hence (4) follows from Corollary 3. In order to show (13), note that, since the Xn are un-




P ! 0: This in conjunction
with the pointwise ergodic theorem applied to fXn;n ¸ 1g yields
Pn
i=1 Xi
n ! 0 a.c. Com-
bining this with (4) yields (13). ¤
4 Some Interesting Examples
In this section some examples are provided which illustrate the sharpness of the results.
The ﬁrst example shows that Theorem 1 can fail if the condition (1) is dispensed with.
EXAMPLE 1. Let fXn; n ¸ 1g be a sequence of random variables (not necessarily
independent), where Xn takes values in [n ¡ 1;n + 1]; n ¸ 1: Let fm(n); n ¸ 1g be a
9sequence of positive integers with m(n) " 1 and m(n) = O(n2): Then (1) fails. Now for
almost every ! 2 Ω and all n ¸ 1;
E ˆ X
(!)
n1 = ¯ Xn(!)
and


































n2 ¡ 24n ¡ 25
12
: (14)






nj ¡ ¯ Xn(!))
³











nj ¡ ¯ Xn(!)j3
³










nj ¡ ¯ Xn(!)j3
³











10proving (16) and hence (15). Then for almost every ! 2 Ω and arbitrary " > 0 we have
for all large n
P
8
> > > <
































> > > =
> > > ;
= P
8
> > > <



























> > > =
> > > ;
· P
8
> > > <





nj ¡ ¯ Xn(!))
³











> > > =
> > > ;
:
Since (14) and m(n) = O(n2) ensure that (m(n))1=2=(V ar ˆ X
(!)
n1 )1=2 is bounded above, it
follows from (15) that the latter probability is, for large n, bounded away from 1. Thus
for almost every ! 2 Ω; (4) fails.
Note, however, if m¤(n) = [n2bn], n ¸ 1 where 1 · bn " 1, then Xn=
p
m¤(n) ! 0 a.c.













The following example shows even for a sequence of i.i.d. random variables fXn; n ¸ 1g
that under the hypotheses of Theorem 1, convergence in probability in the conclusion (4)
of Theorem 1 cannot necessarily be replaced by a.c. convergence.




1g) < 1 for all c > 0;
and let m(n) = [logn] _ 1; n ¸ 1. Since (17) and the Borel-Cantelli lemma ensure (1),






! EX1 for almost every ! 2 Ω:








! EX1 a.c. for almost every ! 2 Ω:
However, assuming that the bootstrap samples f ˆ X
(!)
nj ; 1 · j · m(n)g; n ¸ 1 are inde-
pendent for almost every ! 2 Ω and recalling that the fXn;n ¸ 1g are nondegenerate, it
follows from Theorem 4.1 of Cs¨ org˝ o and Wu (2000) that (18) fails. (Actually, it follows
from that paper that an “unconditional” form of (18) fails. However, Cs¨ org˝ o and Wu
(2000) also proved that the “conditional” and “unconditional” bootstrap SLLN are indeed
one and the same in the sense that one of them holds if and only if the other holds.)
Consequently, convergence in probability in (4) cannot be replaced by a.c. convergence.
REMARK. Further discussion of the relationship between “conditional” and “uncon-
ditional” bootstrap limit laws is in Cs¨ org˝ o and Rosalsky (2003).
The next example shows that the hypotheses of Theorem 1 can be satisﬁed (hence (4)
prevails for almost every ! 2 Ω) even when























= 1 for almost every ! 2 Ω;
and








P ¡! Y (!) for almost every ! 2 Ω:
EXAMPLE 3. Let fXn; n ¸ 1g be a sequence of i.i.d. random variables with nPfjX1j >
ng 9 0: Then there does not exist a sequence of constants fCn;n ¸ 1g such that (19)
holds (see, Chow and Teicher (1997, p. 128)), and EjX1j = 1 which ensures (20). Let
fm(n);n ¸ 1g be a sequence of positive integers satisfying m(n) " 1 and (3). Then (1)
holds, and it then follows from Theorem 1 that (4) holds for almost every ! 2 Ω: Corollary
1 and EjX1j = 1 ensure that there does not exist a random variable Y satisfying (21).
12The next example is perhaps the simplest and it shows that condition (1) can prevail
without any moment conditions on the fXn;n ¸ 1g or conditions on the rate in which
m(n) " 1.
EXAMPLE 4. Let Xn = AnX;n ¸ 1 where X is any random variable and fAn;n ¸ 1g
is a sequence of uniformly bounded random variables. Let fm(n);n ¸ 1g be a sequence
of positive integers with m(n) " 1. Then (1) holds since the fAn;n ¸ 1g are uniformly
bounded whence by Theorem 1 the conclusion (4) prevails.
REMARK. In Example 4, if the fAn;n ¸ 1g are i.i.d. bounded random variables, then



















We note that by taking bootstrap samples from the sequence fAn;n ¸ 1g, (22) also follows
directly from the bootstrap WLLN of Athreya (1983).
The ﬁnal example pertains to Corollary 1. It shows that if (3) fails, then the “necessity”
half of Corollary 1 does not hold. In other words, we present an example where (3) fails,







P ¡! Y (!) for almost every ! 2 Ω;
and EjX1j = 1.
EXAMPLE 5. Let fXn;n ¸ 1g be a sequence of i.i.d. random variables from the




for x · ¡2:
Set m(n) = [
p









P ¡! 0 for almost every ! 2 Ω:


















¯ = 0 a.c.,
where Gn is the empirical distribution function of the ﬁrst n of a sequence of i.i.d. Uniform-


















¯ = 0 a.c.,
where Fn is the empirical distribution function of the ﬁrst n of a sequence of i.i.d. random








We now check the two conditions of Proposition 2. Let Yn1 denote a random variable with
distribution function Fn and let Fn¡ be the left-continuous version of Fn. First note that
for " > 0















n]); " · 1 and observe that in





n]) ! 0. For the second condition consider
1
m(n)

















































The right-hand side of this expression is in view of (25), for almost every ! 2 Ω and for















So in order to prove (23), it remains to show that





















xd(Fn(x) ¡ F(x)) ! 0 a.c.





































By the Glivenko-Cantelli theorem the ﬁrst term on the right tends to 0 a.c. The absolute





n]) ! 0. The absolute value of the third term is by (24) bounded for almost









Hence we showed (23).
REMARK. Observe that for this example, for almost every ! 2 Ω, the sample path
of sequential sample means shows “irregular” behavior due to EjX1j = 1, whereas the
distribution of bootstrap sample means is in the limit degenerate at 0.
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