Introduction
In typing systems, types are assigned to objects (in some context). This leads to typing statements of the form a : τ , where a is an object and τ a type. Traditionally, there are two views on typing: the computational and the logical one. They differ in the interpretation of typing statements.
In the computational setting, a is regarded as a program or algorithm, and τ as a specification of a (in some formalism). This gives a notion of partial correctness, namely well-typedness of programs.
From the logical point of view, τ is a formula, and a is considered to be a proof of τ . Various logical systems have a type theoretic interpretation. This branch of type theory is related to proof theory because the constructive or algorithmic content of proofs plays an important role. The result is a realizability interpretation: provability in the logical systems implies the existence of an 'inhabitant' in the corresponding type system.
Church versus Curry Typing
One can distinguish two different styles in typing, usually called after their inventors A. Church and H.B. Curry.
The approachà la Church assembles typed objects from typed components; i.e., the objects are constructed together with their types. We use type annotations to indicate the types of basic objects: if 0 denotes the type of natural numbers, then λx:0.x denotes the identity function on N, having type 0→0. Each typed term has exactly one type.
In the approachà la Curry, types are assigned to existing untyped objects, using typing rules that refer to the structure of the objects in question. In these systems, the typability problem (given an object, does it have a type?) becomes interesting. In the Curry systems, it is possible that an object has more than one type. The identity function λx.x, for example, has type 0→0, but also type (0→0)→(0→0).
In type systems with both a Church and a Curry version one usually has the following correspondence: If M is an annotated λ-term, then M : τ (à la Church) ⇒ |M | : τ (à la Curry),
where |M | denotes the untyped λ-term obtained from M by erasing all type annotations. The computational behaviour of (typed) terms is expressed by a reduction relation. In our λ-calculi the main computational rule is (λx.M )N → M [x := N ] (β).
Typical research questions concern the computational strength of the theory, and (especially in the case of Curry typing) the preservation of typing during computation.
Background: Lambda Calculus
We recapitulate the syntax and rewrite semantics of the untyped lambda calculus. See Barendregt (1984) for more information.
1.1. Definition. (i) Let V = {x, y, z, x 0 , x 1 , . . .} be an infinite set of term variables.
(ii) The set Λ of lambda terms is defined by the following abstract syntax.
Λ ::= V | ΛΛ | λV.Λ.
(iii) For M ∈ Λ, the set of free variables of M is denoted by FV(M ). We write Λ o for the set of closed λ-terms {M ∈ Λ | FV(M ) = ∅}.
Elements of Λ o are sometimes called combinators.
The principal reduction relation is β-reduction.
Definition. (i)
The 1-step reduction relation → β is generated by the contraction rule (λx.M )N → β M [x := N ].
(ii) The multistep reduction relation → → β is the reflexive transitive closure of → β . Moreover = β is the equivalence relation generated by → β . If M = β N then M and N are said to be β-convertible.
1.3. Definition. We use the following abbreviations for some frequently used combinators.
Natural numbers can be represented by λ-terms. The following method is due to A. Church.
(ii) Let n ∈ N. The n-th Church numeral (notation c n ) is defined by
It is well-known that the λ-calculus is complete with respect to computability: all computable functions can be represented in the λ-calculus.
1.5. Theorem (Kleene (1936) ). For each computable f : N k → N there exists a term F that λ-defines f : for all n 1 , . . . , n k
First-order Typed Lambda Calculus
In this section we describe the syntax of the so-called simply typed lambda calculus λ→ introduced by Church (1940) . The types of λ→ are built up from basic types (type variables) using the function space constructor →.
2.1. Definition. (i) Let V = {α, β, γ, . . .} be an infinite set of type variables.
(ii) The set T = T(λ→) of simple types is introduced as follows.
T ::= V | T→T.
Notation. If σ 1 , . . . , σ n ∈ T then σ 1 →σ 2 → · · · →σ n stands for
so we use association to the right.
The Curry style system
In this system we assign types from T to untyped lambda terms.
Definition. (i)
A typing statement is an expression of the form M : σ, where M ∈ Λ and σ ∈ T. Here M is called the subject and σ the predicate of the statement.
(ii) A basis is a set of statements with distinct variables as subjects.
Type derivations in the system λ→ are built up from assumptions x:σ using the following rules.
(or Γ λ→ M : σ if we wish to stress the typing system) if there is a derivation of M : σ in which all non-cancelled assumptions are in Γ.
(iii) We use M : σ as shorthand for ∅ M : σ.
2.4. Example. Let σ ∈ T. Then λf x.f (f x) : (σ→σ)→σ→σ, which is shown by the following derivation.
The indices (1) and (2) are bookkeeping devices that indicate at which application of a rule a particular assumption is being cancelled.
The administration of assumptions is a global matter. Therefore systems like the above are usually recast in a sequent style focussing on derivation of typing judgements rather than typing statements. This is done in the following. Below, Γ, x:σ is shorthand for Γ ∪ {x:σ}.
2.5. Definition. The sequent-style derivation system for λ→-Curry looks as follows.
From the shape of the deduction rules it can easily be seen that every subterm of a typable term is typable as well.
In order to show that typing is preserved during computation we need the following substitution property.
2.6. Lemma.
2.7. Subject Reduction Theorem.
There is no 'subject expansion' property for λ→-Curry: it might be the case that M → → M and Γ M : σ, but Γ M : σ. This can have a number of reasons; below we discuss some counterexamples.
2.8. Counterexample. (i) We can show that the term ω ≡ λx.xx is not typable, so neither is KIω (since this term contains an untypable subterm). On the other hand KIω → → β I and I : α→α.
(ii) Consider the reduction KIx → → β I. Note that I : α→α but KIx has no type in basis ∅.
(iii) The most interesting failure of subject expansion (on closed typable terms) has been observed by van Bakel (1992) : note that SK → → β λyz.z and λyz.z : β→α→α. The term SK is typable (with (α→β)→α→α) but not with β→α→α.
The types derived in λ→-Curry are generic: if Γ M : σ then any substitution of types for type variables in Γ, σ gives a valid judgement.
The above result suggests that we can consider types as generic type schemes by viewing the type variables as placeholders. Note that the type scheme α→α summarizes all types for I. It will turn out that every typable term has such a type scheme of which all valid types are substitution instances. See the section on type inference for details.
The Church style system
In the systemà la Church all terms are furnished with type information. This makes type inference and type verification easier. Each term will have at most one type. The identity function on type σ will be expressed by λx:σ.x.
We first introduce the set of T-annotated terms.
Definition. (i)
The set Λ T = Λ T(λ→) is defined by the following syntax.
(ii) The notion of reduction → β is extended to Λ T by setting
It is not hard to believe that → β is Church-Rosser on Λ T . We will not prove this fact.
2.11. Definition. A typing judgement in the Church system has the form Γ M : σ with M ∈ Λ T . Such a judgement is valid if it can be generated by the following axiom and rules.
Also for this system we have the subject reduction property. Moreover types are unique: if Γ M : σ and Γ M : σ then σ ≡ σ . Combining this with the Church-Rosser property for Λ T gives the following result, which contrasts the failure of subject expansion (Counterexample 2.8 (iii)) in the Curry case.
2.12. Theorem. Suppose
Then σ ≡ σ .
Definability
In λ→ we can represent natural numbers and functions on them by considering typed versions of the Church numerals.
2.13. Definition. Fix a type variable α. Define
and for each n ∈ N n ≡ λf :α→α λx:α.f n (x).
Then indeed n : N α for each n. The notion of definability has an obvious typed counterpart: a function f : N k → N is λ→-definable (w.r.t. the numerals n) if there exists a term F such that
From a computational point of view, the system λ→ is very weak. Schwichtenberg (1976) gives a precise characterization of the class of λ→-definable functions.
2.14. Definition. (i) A multivariate polynomial function is a map f such that
(ii) A conditional multivariate polynomial function is a function f such that (example: arity 2)
where k ∈ N and g 1 , g 2 , g 3 are multivariate polynomial functions.
2.15. Theorem. The λ→-definable functions (w.r.t. N α , n) are exactly the conditional multivariate polynomials.
Second-order Typed Lambda Calculus
The polymorphic lambda calculus λ2 is due to Girard (1972) and Reynolds (1974) . Polymorphism involves the internalization of genericity: rather than stating, for example, λx.x : σ→σ for all σ the quantification is put into the type of the λ-term:
λx.x : ∀α.α→α.
Allowing ∀-quantification in input types of functions (rather than just on the outermost level, like in the above example) leads to a system which is essentially more powerful than the simply typed λ-calculus. For example, in the type assignment λx.xx : (∀α.α→α)→(β→β) the genericity of the input parameter x is exploited by using it as an object of type (β→β)→(β→β) at the first occurrence and as an object of type β→β at the second.
Definition. (i) The set of polymorphic types T = T(λ2) is defined by
(ii) For each type σ ∈ T, the set of free type variables TV(σ) is defined in the obvious way.
The Curry style system 3.2. Definition. The derivation rules for λ2-Curry extend those for λ→ as follows.
The last rule only applies if the type variable α does not occur free in any type in Γ.
The system λ2-Curry has the subject reduction property.
The Church style system
Like in the first-order case we add type information to the lambda terms. Besides adding the types of function parameters we keep track of type instantiation (using type application expressions) and type quantification (by means of a type abstraction mechanism).
Definition. (i)
The set Λ T = Λ T (λ2) is defined by the following syntax.
(ii) There are two kinds of reduction → β on Λ T :
Now the polymorphic identity function can be expressed by the term Λα.λx:α.x of type ∀α.α→α.
is the identity function on type σ.
3.4. Definition. The derivation system for λ2-Church consists of annotated variants of the rules for λ2-Curry:
Again, the last rule is restricted to those cases where the type variable α does not occur free in any type in Γ.
Definability
The use of polymorphism in representations of natural numbers considerably enlarges the class of definable functions. Define
and for each n ∈ N n ≡ Λα λf :α→α λx:α.f n (x).
Then n : N.
The following result is due to Girard (1972) .
Theorem.
A numeric function is λ2-definable (w.r.t. N, n) iff it is provably total in second-order arithmetic.
There is a generic way for representing inductive data types and data objects in λ2. This method, described in Böhm and Berarducci (1985) and Leivant (1983) (see also Barendregt (1992) ), yields the above Church-numerals in the case of natural numbers.
Another interesting data type is that of lists (of natural numbers, in our case). Define the set L inductively by
We usually abbreviate nil by [ ] and
The object representations are constructed as follows.
[ ] ≡ Λα λc:N→α→α λn:α.n,
Strong Normalization
In this section we will show that every typable term in λ→ and λ2 is strongly normalizing: if Γ M : σ, then all reduction sequences starting with M are finite. The (weaker) result that all terms in λ→ have a normal form was first proved by A.M. Turing, see Gandy (1980) . Tait (1967) presented a method which can be used to prove strong normalization of λ→. The method has been adapted for λ2 by Girard (1972) . Our presentation has been inspired by Tait's (1975) formulation of Girard's proof.
The system λ→
We first focus on the Curry version of λ→. The idea is to associate with each type σ a set
, where SN is the set of strongly normalizing λ-terms.
Proof. By simultaneous induction on σ.
For the second step in the proof,
it will be necessary to consider, besides M itself, all substitution results
where each N i is taken from the set associated with the Γ-type of x i .
Definition. (i) A valuation is a map
This notion is extended to bases: ρ satisfies Γ (notation ρ |= Γ) if ρ |= x : σ for all declarations x:σ in Γ.
(ii) We say that Γ satisfies M :
In the proof we will need the following.
Proof. By induction on the structure of σ.
Proof of the Proposition. By induction on the derivation of Γ M : σ. The variable and application cases are easy. As to the abstraction (→-introduction) rule, assume Γ λx.M : σ 1 →σ 2 is a direct consequence of Γ, x:
Note that ρ(x → N ) |= Γ, x:σ 1 , so by the induction hypothesis we have ρ(x → N ) |= M : σ 2 , i.e. The strong normalization result can easily be translated to λ→-Church by observing that the type-erasing map |·| preserves infinite reduction sequences, since
4.9. Corollary. λ→-Church is strongly normalizing.
The system λ2
In order to extend the above proof to λ2-Curry one is tempted to try something like
but this fails: the type ∀α.σ itself appears among the τ in the intersection. Due to this impredicativity, the generalization to ∀-quantified types is non-trivial. The idea is to make the interpretation of types dependent on an assignment ξ of subsets of Λ to type variables, and replace the above by
where S is a suitable collection of subsets of Λ. In order to extend the proof for λ→, this S should be such that
(1) X ⊆ SN for each X ∈ S; (2) [[σ] ] ξ ∈ S for each σ and each ξ in S (this boils down to the requirement that S is closed under → and ); (3) S has the closure properties mentioned in the lemmas 4.3 (i) and 4.7. It turns out that we can take (1) and (3) as defining properties of S.
(ii) The collection of all saturated sets is denoted by SAT.
4.11. Lemma. SAT is closed under → and .
Definition. (i)
A type valuation is a map ξ : V → SAT.
(ii) For each σ ∈ T(λ2) and type valuation ξ, the set [[σ] ] ξ ⊆ Λ is defined inductively as follows.
Note that [[σ] ] ξ ∈ SAT for each σ, ξ. The notion of satisfaction is modified by adding the type valuation as an extra parameter.
Definition. (i) A pair of valuations
Similarly one defines ρ, ξ |= Γ.
(ii) A basis Γ satisfies M :
Proof. By induction on the derivation of Γ M : σ. The treatment of the variable, term application and term abstraction rules proceeds along the same lines as in the λ→ case.
4.15. Lemma. SN ∈ SAT.
4.16. Theorem. λ2-Curry is strongly normalizing.
Proof. Suppose Γ M : σ in λ2. Consider the type valuation ξ 0 with ξ 0 (α) = SN for all α ∈ V, and the valuation ρ 0 such that ρ 0 (x) ≡ x for all x ∈ V . Then ρ 0 , ξ 0 |= Γ and therefore
by Proposition 4.14. Now we are done since
It is not immediately clear that this result carries over to λ2-Church. In λ2-Church there are two kinds of reduction; we use → β1 for reductions involving λx:σ. · · · and → β2 for contraction of Λα. · · · redexes. Then |·| preserves → β1 but collapses → β2 reductions:
Corollary. λ2-Church is strongly normalizing.
Proof. Suppose Γ M : σ in λ2-Church and suppose, towards a contradiction, that M has an infinite reduction sequence. Observe that every → β2 -subsequence is finite (the number of Λ's decreases by 1 with every reduction step). Hence there is an infinite reduction sequence starting with |M | in the Curry case, which is impossible by Theorem 4.16.
Type inference
In this section we prove the decidability of typing in the simply typed lambda calculus and show how to adapt the typing algorithm for λ→ in order to compute types in 'polymorphic' functional programming languages.
Typing in λ→
We will show that the system λ→ is decidable, in the sense that it can be verified whether a certain term is typable. If so, a so-called principal type can be computed. As a consequence, type checking (verification of an assignment M : σ) is also decidable.
The presentation below roughly follows Barendregt (1992) ; see also Barendsen and Smetsers (1996) . The idea of strictly splitting type reconstruction into generation of equations and unification is due to Wand (1987) .
Definition. (i)
A type substitution is a function * : V → T. The result of applying * to a type σ is denoted by σ * .
(ii) A unifier of two types σ, τ is a substitution * such that σ * ≡ τ * . This * is a most general unifier if * is a unifier and for all substitutions * * is a unifier of σ, τ ⇒ ∃ * 1 [ * = * 1 • * ].
(iii) A system of type equations is a finite set E = {σ 1 = τ 1 , . . . , σ n = τ n } of equations between types. A solution for E is a substitution * such that * is a unifier of σ i , τ i for all i. In this case we write * |= E. This naturally gives rise to a notion of most general solution for E.
Note that a most general solution is unique up to renaming of type variables. Robinson (1965) showed that a most general solution (if it exists) can be computed effectively.
Unification Theorem. (i)
There exists a recursive function U having as input a pair of types and as output either a substitution or fail such that (σ, τ ) has a unifier ⇒ U(σ, τ ) is a most general unifier of σ, τ, (σ, τ ) has no unifier ⇒ U(σ, τ ) = fail.
(ii) There exists a recursive function U having as input systems of type equations ans as output either a substitution or fail such that E has a solution ⇒ U(E) is a most general solution of E, E has no unifier ⇒ U(E) = fail.
Proof. (i) Define U(σ, τ ) by recursion, as follows.
Define the measure (σ, τ ) by
where var (σ, τ ) denotes the number of variables in σ, τ and → the number of arrows. One can show that this measure of U-arguments decreases (w.r.t. the lexicographical ordering) with every recursive call. Hence U is a total function. Moreover U satisfies the requirements.
(ii) Let E be a system of type equations; say
The next step is to associate with each term M a set of type equations in such a way that typability of M can be formulated in terms of solvability of those equations.
5.3. Definition. Let * , * be substitutions.
(i) Let σ be a type. Then * , * are equivalent with respect to σ (notation * ∼ σ * ) if * (α) = * (α) for all α ∈ TV(σ).
(ii) This notion is extended sequences of bases and/or types: we write * ∼ Γ,σ * if * ∼ τ * for all types τ appearing in Γ, σ.
5.4. Definition. Let M ∈ Λ, σ ∈ T and let Γ be a basis. A set of type equations E is exact for Γ, M, σ if for each substitution * one has (1) * |= E ⇒ Γ * M : σ * (2) Γ * M : σ * ⇒ * |= E for some * with * ∼ Γ,σ * .
5.5. Proposition. For each Γ, M, σ there exists a system of type equations
Proof. Define E(Γ, M, σ) by induction on M :
(regard Γ as a partial function),
We can verify that E(Γ, M, σ) is indeed exact by induction on the structure of M .
5.7. Principal Typing Theorem. There exists a recursive function pt such that for all M M is typable ⇒ pt(M ) is a principal typing for M ;
M is not typable ⇒ pt(M ) = fail.
Proof. Let M ∈ Λ; say FV(M ) = {x 1 , . . . , x n }. Set Γ 0 = {x 1 :α 1 , . . . , x n :α n }, and σ 0 = α (all α's fresh). Define
The correctness of this procedure follows from Proposition 5.5 and Theorem 5.2.
Corollary. (i) Typability in λ→ is decidable.
(ii) Type checking is decidable.
Proof. (i) Immediately by Theorem 5.7. (ii) Given Γ, M, σ, check whether (Γ FV(M ), σ) is a substitution instance of pt(M ).
For the system λ2 the situation is radically different. The following result is due to Wells (1994) . 5.9. Theorem. Type checking ans typability in λ2-Curry are undecidable.
Type inference in functional programming languages
In view of Theorem 5.9, there is no hope for finding a programming language with polymorphic types (in the sense of λ2) that are automatically inferred by a compiler. Most functional languages, however, claim to have a polymorphic type system. The solution to this paradox is the observation that the polymorphism in these languages is very weak: it rather is an instantiation mechanism to handle the separation of function definitions from function applications.
If a functional program introduces the identity
then an expression of the form
only makes sense if I is regarded as a polymorphic function with type ∀α.α→α (which is consistent with I's expansion λx.x). By restricting the use of the ∀-introduction rule to function definitions and the ∀-elimination rule to applications of function symbols one obtains a decidable restriction of λ2. In the sequel we will describe a formal system based on this idea, and indicate a method for determining principal typings.
5.10. Definition. We extend Λ with explicit (non-recursive) definitions. The resulting term set (denoted by Λ + ) is defined inductively as follows.
Some hygiene is necessary: in let x = M in N , the variable x should not occur in M ; moreover the bound variables in N should be chosen differently from x.
5.11. Definition. By T we denote the set of λ→-types. The set of type schemes (notation T ∀ ) is introduced by setting
In the sequel, we let σ, τ, . . . range over T and S, T, . . . over T ∀ .
5.12. Definition. The rules of type assignment for Λ + -terms are the following.
An example of a correct type assignment is let I = λx.x in I(λz.I z) : α→α.
The presentation given here contrasts Barendsen and Smetsers (1993) , where types induced by function definitions and specifications of algebraic data types are collected into a separate environment. In order to show that the system is decidable we construct a syntax-directed variant by incorporating the ∀-instantiation and quantification rules in the other rules.
5.13. Definition. (i) Let σ ∈ T and let Γ be a context. Then the Γ-scheme of σ (notation ∀ Γ (σ)) is the type ∀ α.σ, where α consists of the elements of TV(σ) not occurring in Γ.
(ii) The new derivation rules are the following.
We denote derivability in the syntax directed system by sd .
The following shows that the two systems are equivalent with respect to simple types.
Proposition. For all
First observe that we cannot split type derivation into generation of equations and computation of a solution of these equations: typing a let-statement involves extending the context with a ∀-quantified type, which we have to infer first. The necessary unifications are therefore done on the fly. The unification techniques for λ→ will be sufficient for computation of our types.
Proposition.
There exists a recursive function T having as input triples Γ, M, σ and as output either a substitution or fail, such that for all *
moreover, if there does not exist * with Γ * M : σ * then T (Γ, M, σ) = fail.
Proof. We define T (Γ, M, σ) by induction on M :
where * = T (Γ, M, α→σ), α fresh,
where * = T (Γ ∪ {x:α}, M, β), α, β fresh,
where * = T (Γ, M, α), α fresh.
Here · denotes the generation of a 'fresh instance' of a type scheme:
, where β is fresh.
5.16. Corollary. Typability and type checking for Λ + -terms are decidable.
We will now discuss the extension of Λ + with recursion: function definitions in which the name of the function appears in the body. If one allows polymorphic type instantiation of function identifiers also in their own definitions, the system becomes undecidable. We therefore require that all recursive occurrences of the defined function symbol have the same type as the body of the function, cf. Milner (1978) .
Definition. (i)
The set Λ + is extended with recursive definitions:
In letrec x = M in N we allow x to occur in M .
(ii) The (syntax directed) typing rules for Λ ++ are those for Λ + , extended with
18. Proposition. Typability and type checking for Λ ++ are decidable.
Proof. We can extend T by putting
where * = T (Γ ∪ {x:α}, M, α), α fresh.
The extension of this system with mutually recursive function definitions is straightforward.
Resource conscious type systems
In these notes we will describe some type systems inspired by Linear Logic, introduced by Girard (1987) . These systems do not only regulate the internal structure of objects according to their types, but also their number of occurrences in a term. Objects (especially parameters of a function) are regarded as resources. Some resources can be used exactly once; others can be discarded or used more than once.
Linear Logic is an example of a 'resource sensitive' logic. In these systems one keeps track of the number of times a certain assumption is used. Resourse concious logics have received considerable attention from computer scientists.
One of the potential applications is the incorporation of assignments in functional programming. This is paradoxical, because the absense of side effects is one of the main reasons why functional languages are often praised. As a consequence of this absense, functional languages have the fundamental property of referential transparency: each (sub)expression denotes a fixed value, independently of the way this value is computed.
We regard assignments in a broad sense: these include direct mutation of memory cells but also more indirect I/O operations like file manipulations. Incorporation of these would allow more efficient memory management and a refined control of files. The common aspect of such operations is their destructive behaviour: they (irreversibly) change the state of their input objects. By admitting them without precaution one loses referential transparency. If two operations operate on the same file, for example, the result of the program depends on the order in which these operations are performed. On the other hand, if one restricts destructive operations to arguments that are accessed only once then referential transparency is preserved. Syntactically, this requirement boils down to restricting the number of occurrences of the arguments in question to one. This is the point where techniques from Linear Logic can be of use.
Our starting point will be Linear Typing. We will show how the necessary bookkeeping of resources can be done. The linear system will not be applicable to the problem of safe destructive update without modifications. We will discuss a proposal combining linear and conventional typing.
Linear Typing
For a proper introduction to Linear Logic, the reader is reffered to Troelstra (1992) or Girard et al. (1989) . We will briefly describe a type system with function types, product types and sum types.
We first consider pure linear typing. In this system, the number of variable occurrences (free or bound) is restricted to one. We adopt the traditional notational conventions for the linear type constructors.
6.1. Definition. The purely linear types are defined inductively by
The terms in our system are obtained by adding pairing, injections and pattern matching constructions to untyped λ-calculus. The syntax used in the derivation system below will be self-explanatory.
The necessary bookkeeping of variable occurrences is done by refining the treatment of bases in the typing rules. Below, the denotation Γ, ∆ stands for the disjoint union of bases Γ and ∆.
6.2. Definition. The type assignment system for linear types is defined by the following rules.
Note that this system can be extended to conventional typing (without restrictions on variable occurrences) by adding explicit rules for discarding and duplication of parameters:
It will be clear that the purely linear system is too restrictive for practical use. We therefore add unlimited resources, indicated by the type constructor ! (Girard's 'of course' modality) and extend the typing rules with weakening and contraction with respect to !-types, and with rules describing the relation between types σ and !σ.
6.3. Definition. (i) The set of linear types is introduced by the grammar
(ii) The additional derivation rules are the following.
Here !Γ denotes Γ in which each type is prefixed by !.
It turns out that conventional types (containing →, ×, +) can be translated faithfully into the linear system. The type constructor →, for example, can be mimicked in the linear system by translating σ→τ to !σ τ .
We have seen that the reference count of parameters can be regulated in the linear type system. Now it is tempting to specify the following types for reading characters from and writing characters to files:
Read : !File (!File ⊗ !Char), Write : File !Char File.
The problem is, however, that the system with ! permits 'locally linear' objects to occur more than once in the same term, due to the dereliction rule. One could say that a type !σ does not characterize objects with an unrestricted number of references to it, but rather specifies resources of which the contents can be copied (into duplicatewise linear values) as many times as necessary.
Thus it cannot be guaranteed that the argument of a Write application has reference count 1: it might be (a linear copy of) a !File object. We conclude that the linear system with ! does not provide a satisfactory type system for handling destructive updates.
This defect has been recognized by Wadler (1991) , who suggests to use an additional reference analysis in the style of Guzmán and Hudak (1990) .
Uniqueness typing
A totally different option is to get rid of the ! operator and divide the types into two layers: a linear layer (with occurrence limitations) and a non-linear one (with no reference restrictions) connected by a subtyping mechanism. Uniqueness Typing (see Barendsen and Smetsers (1993) and (1996) ) is such a mixture of linear and conventional typing. In fact, the resource conscious subsystem admits discarding of objects, so it corresponds to affine logic (with weakening but without contraction), see Blass (1992) .
Types in the affine layer are annotated by • (for 'unique'). Other types are labelled with × (for 'non-unique').
The subtyping relation makes it possible to apply a function with a nonunique argument type (thus indicating no reference requirements) to a unique object. Another way to move from the affine layer to the conventional one is a type correction mechanism, forcing 'locally unique' objects with reference count greater than 1 to be regarded as non-unique in any application.
Since every subexpression of a type is also annotated, the two layers have some internal structure: a • type can have parts marked with ×. Consider, for example, the type (σ • × τ × )
• . This fine structure, with the possibility of specifying unique or non-unique behaviour of substructures, is a useful feature of the system. Barendsen and Smetsers (1993) include arbitrary algebraic type constructors such as List.
Occurrence counting can be done in the same way as in linear logic. One can refine this mechanism, however, by trying to predict what the reference count of a function argument will be at the moment of evaluation. The extended uniqueness typing system (incorporated in the language Clean) includes a reference analysis inspired by Guzmán and Hudak (1990 Benton (1994) developed a logical system combining linear and intuitionistic logic, inspired by the concept of uniqueness typing. A related system (without subtyping, motivated by program transformations) appears in Turner et al. (1995) .
