A microscopic model of the time-resolved Stokes shift is developed. The model calculates the solvation dynamics by combining the atomic resolution of the solute structure with dipolar dynamics from the polarization structure factors of the homogeneous solvent. Calculations are made for coumarin 153 and quinoxaline optical dyes with atomic geometries and charge distributions taken from quantum calculations. Stokes shift dynamics is calculated and compared to experiment in high-temperature acetonitrile and methanol and in low-temperature 2-methyl-tetrahydrofurane using dielectric relaxation data from experiment.
I. INTRODUCTION
The progress of solvation of a suddenly created charge distribution is commonly monitored by the normalized Stokes shift correlation function 1 
S͑t ͒ϭ
E͑t ͒ϪE͑ ϱ ͒ E͑0 ͒ϪE͑ ϱ ͒ , ͑1͒
where E(t) is the time progression of the solute energy and
is the steady-state Stokes shift. In spectroscopic applications, the charge distribution is created by optical excitation of a spectroscopic dye dissolved in a molecular solvent with the subsequent evolution of the solute energy monitored by timeresolved spectroscopic techniques. 2 For many practically used chromophores the linear response approximation for the response of the solvent to the variation in the solute electric field is well justified. 3 The complete information about the Stokes shift dynamics is then incorporated in the inhomogeneous response function of the solvent in the presence of the solute. The first-principle calculation of this function is generally a complex problem, still mostly unresolved. A common theoretical approach is to simplify the problem by reducing it to finding a relation between the inhomogeneous response function and the homogeneous susceptibility of the pure solvent in the absence of the solute. 1, 4 This latter function can be obtained from independent computer simulations, [5] [6] [7] liquid-state calculations, 8, 9 or parametrized using the experimental input. 10, 11 Interaction of the solute charge distribution with the solvent dipolar polarization is the main time-dependent component of E(t) for solvation in polar solvents. Dielectric relaxation is then the relevant experimental input for modeling the homogeneous solvent susceptibility.
Even a formulation in terms of the homogeneous solvent susceptibility is a hard problem for an arbitrary molecular solute. The problem is reduced to the boundary Poisson equation when the solvent is modeled as a dielectric continuum. The frequency-dependent dielectric constant ⑀͑͒ then determines the solvation dynamics. The complexity of microscopic treatment of the solvent normally limits the choice of solute models to just a few simplified geometries and charge distributions ͑spherical ion, [10] [11] [12] [13] [14] spherical dipole, 14 -16 etc.͒. The theory by Raineri et al. 17, 18 casts the problem in terms of interaction site potentials. It incorporates complex solute geometries and, in addition, extends the formulation to nondipolar solvents. However, the inhomogeneous response function is connected to the solvent susceptibility through an effective medium approximation in which the actual solute-solvent potential is replaced by the solutesolvent direct correlation function ͑surrogate Hamiltonian according to Raineri et al. 18 ͒. The calculation of the solvation dynamics then requires solving a set of RISM equations with closures parametrized to fit dielectric properties of the solvent. 19 A more straightforward approach to express the inhomogeneous response function in terms of the homogeneous solvent susceptibility is suggested by the Li-Kardar-Chandler 20, 21 Gaussian model. This theory provides a reduced description of solvation in terms of a Gaussian fluctuating field of the solvent relevant to a given interaction potential. The theory was applied to polar solvation by Song and Chandler, 22, 23 Marcus and co-workers, 22, 24 and by Fleming's group. 25 The integral equation connecting the inhomogeneous response function to the solvent susceptibility was solved in Ref. 23 on a coarse-grained level equivalent to applying the dielectric continuum model for the solvent. The resulting solution leads, however, to a very good agreement of the predicted solvation dynamics to experiment in polar, high-temperature solvents when the atomic-resolution solute shape and charge distribution are combined with the solvent dielectric spectrum including fast polarization relaxation. 25, 26 The Li-Kardar-Chandler 20, 21 Gaussian model for polar solvation can be solved in the inverted k space of wave vectors. For the case of a spherical dipole the solution is exact 27 leading to the solvation free energy in a solvent with arbitrary microscopic properties of Gaussian polarization fluctuations. A closed-form analytical solution is also available for an arbitrary solute within a mean-field approach. 28 The 11 Section IV covers the qualitative comparison between the microscopic and continuum solutions followed by the comparison of the theory to experimental solvation dynamics in Sec. V. Concluding discussion is given in Sec. VI.
II. POLAR SOLVATION DYNAMICS
An optical excitation of a chromophore at tϭ0 changes its charge distribution and creates a change in its vacuum electric field ⌬E 0 (r). If the interaction of the solute with the solvent is dominated by the coupling of the solute electric field to the solvent dipolar polarization, the time-dependent change in the solute-solvent interaction energy is
͑3͒
Here, ⌬E 0 (t)ϭ⌬E 0 (r)(t), (t) is a step function, and P n (r,t) is the dipolar nuclear polarization induced in the solvent by the field ⌬E 0 (t). Further, the asterisk between two vectors in Eq. ͑1͒ denotes the space integral of their scalar product, F * Gϭ ͵ F͑r͒•G͑r͒dr.
͑4͒
According to the linear response theory, 29 the induced polarization is related to the external field by space and time convolution with the response function (r,rЈ,tϪtЈ)
͑5͒
where in this case is a rank-2 tensor and the asterisk in Eq. ͑5͒ refer to both the tensor contraction and space integration.
Taking the Laplace transform over the time variable and the Fourier transform over the space variables in Eqs. ͑1͒ and ͑5͒ leads to the relation in the wave vector-Laplace (k,s) space:
E͑s ͒ϭϪs Ϫ1 ⌬Ẽ 0* ͑s ͒ * ⌬Ẽ 0 .
͑6͒
Here, (kЈ,kЉ,s) is the polarization response function to a solute with a particular shape and charge distribution. The inhomogeneous nature of solvation is reflected by two wave vectors kЈ and kٞ in (kЈ,kЉ,s). The field ⌬Ẽ 0 (k) in Eq. ͑6͒ is the Fourier transform of the field difference ⌬E 0 (r) taken over the volume ⍀ occupied by the solvent
͓Tildas over functions refer to the spatial Fourier transform throughout below.͔ The space occupied by the solute is thus excluded from the space integral in Eq. ͑7͒. Finally, the asterisks between Fourier transformed fields in Eq. ͑6͒ denote tensor contraction and integration in the inverted space,
where ␣,␤ refer to the Cartesian components of tensors and vectors. The response function (kЈ,kЉ,s) in Eq. ͑6͒ depends on both the shape of the solute repulsive core and the symmetry of the charge distribution responsible for the field ⌬E 0 (r) ͑boundary conditions in continuum formulations͒. The major challenge of solvation theories is to derive a connection between (kЈ,kЉ,s) and the polarization susceptibility of the pure polar solvent s (k,s). Once this connection is established, the solvation dynamics can be calculated with s (k,s) provided from computer simulations or liquid state calculations. The approximation of the solvent polarization field by that of dielectric continuum means taking the kϭ0 limit in s (k,s). The connection between (kЈ,kЉ,s) and s (0,s) then follows from the Poisson equation with the boundaries set up by the dielectric cavity while s (0,s) is obtained from the frequency-dependent dielectric constant ⑀(s).
The axial symmetry of the wave vector k in an isotropic solvent makes the polarization field of the pure solvent
fully defined by its two scalar projections: longitudinal, parallel to k ϭk/k, and transverse, perpendicular to k . In Eq. ͑9͒ the sum runs over the N solvent molecules with permanent dipoles m j Ј(t) and coordinates r j (t). Correspondingly, the homogeneous susceptibility splits into longitudinal, s L (k,s) and transverse s T (k,s) components
where
The functions L,T (k,s) are bilinear in the solvent polarization and are, therefore, proportional to the squared dipole moment of the solvent molecule. This dependence is commonly separated from the polarization structure factors S L,T (k) which depend only on the spacial correlations of the unit vectors ê j ϭm j Ј/mЈ specifying orientations of molecular dipoles mЈ j with the magnitude mЈ. The two projections of the polarization response function s (k,s) are then commonly cast in the form
where ⌽ L,T (k,s) are the Laplace transforms of the normalized autocorrelation functions
Further, in Eq. ͑11͒, is the density of the permanent solvent dipoles, is the solvent number density, and ␤ϭ1/k B T. The magnitude mЈ of the condensed-phase dipole moment is enhanced compared to the gas-phase dipole moment m by the average induced dipole due to the internal electric field of the solvent. Finally, the static polarization structure factors in Eq. ͑11͒ are given as
The microscopic nature of the solvent response results in a finite correlation length of polarization fluctuations reflected by the dependence of the response function on the wave vector k. A convenient route to connect (kЈ,kЉ,s) to s (k,s) is provided by the Li-Kardar-Chandler Gaussian model. 20, 21 In this approach, the response function (kЈ,kЉ,s) is sought by imposing the restriction on the Gaussian field P n (r,t) that excludes it from the volume occupied by the solute. The general solution for E(s) ͓Eq. ͑6͔͒ can then be written as follows: 27, 28 E͑s ͒ϭE
In Eq. ͑16͒, the longitudinal and transverse components of E(s) are obtained by direct k integration of the longitudinal ⌬Ẽ 0 L (k) and transverse, ⌬Ẽ 0 T (k) components of the difference filed with the corresponding components of the polarization susceptibility
The correction term E corr (s) in Eq. ͑16͒ accounts for the alteration of the response function by solute's excluded volume. This term is most conveniently cast by a direct-space integral avoiding convolution in the inverted space,
where space integration is extended over the solute volume ⍀ 0 .
In Eq. ͑18͒, the fields ⌬E 0 Ј(r,s) and ⌬E 0 Љ(r,s) are in- 
͑20͒
In Eq. ͑20͒, the response function
with Ј L,T denoting, respectively, the longitudinal and transverse components of
Here, D r ϭ3rrϪ1 and the integration is performed over the volume ⍀Ј outside the region created by vectors rЈϪrЉ with both rЈ and rЉ belonging to the solute. Further,
is the s-dependent Pekar factor and ⑀(s) is the frequency-dependent dielectric constant. The tensor trace of s (0,s) is connected to the frequency-dependent Kirkwood factor g K (s) 4 by the relation
The calculation of the response function Ј(k,s) at arbitrary k according to Eq. ͑22͒ would be prohibitively complex for most solutes. Fortunately, only the value of Ј(k,s) at k ϭ0 comes into the final equations thus considerably simplifying the formalism. The formulation presented by Eqs. ͑16͒-͑22͒ is formally exact for an arbitrary solute coupled through its electric field to the Gaussian dipolar polarization of the solvent. However, a separate calculation of E T (s) and E corr (s) becomes increasingly unstable numerically with increasing solvent polarity since E T (s) and E corr (s) are two large numbers, almost canceling each other. The two terms can be combined together producing exact, numerically stable solutions only for the simplest cases of a spherical ion and a spherical dipole. The case of a spherical ion is trivial since the spherical symmetry of the solute electric field leaves only the longitudinal component E L (s) nonzero in Eq. ͑16͒. The calculation for a spherical dipole is more involved as it requires renormalization of the transverse solvent response in E T (s) by the correction factor E corr (s). Without E corr (s), the transverse response E T (s) grows linearly with the dielectric constant resulting in the ''transverse catastrophe'' of the response function. The analytical properties of the response function Љ allows one to obtain an exact connection between and s for a spherical dipole solute, 27 ͑kЈ,kЉ,s
. A mean-field solution for the field ⌬Ẽ 0 Љ eliminates the numerical instability for a solute of arbitrary shape and charge distribution. 28 In this approach, the actual nonuniform field ⌬Ẽ 0 Љ within the solute is replaced by a uniform dipolar projection of the difference filed ⌬E 0
where The mean-field constant a MF is chosen to insure that the correction term renormalizes 
As is seen, the response function in Eq. ͑28͒ does not depend on the magnitude of the solute field ⌬Ẽ 0 , but does depend on its symmetry through the mean-field correction of the longitudinal response. This correction is an analog of the boundary conditions of continuous Poisson equation calculations.
In polar solvents one has s
at small values of s responsible for the long-time dynamics. Equations ͑28͒ and ͑29͒ can then be simplified to
This form of the response function indicates that longitudinal polarization dynamics is the major contribution to the longtime Stokes shift dynamics. The role of the transverse response is reduced to renormalizing the electric field coupled to longitudinal polarization from the purely longitudinal field to a mixture of longitudinal and transverse fields defined by the term in the brackets in Eq. ͑30͒. For the predominantly dipolar solutes considered in this paper, there is a noticeable numerical difference between the results of Eqs. ͑28͒ and ͑30͒. Equation ͑28͒ is therefore used in the calculations below.
III. SOLVENT SUSCEPTIBILITY
The calculation of the homogeneous susceptibility s (k,s) is briefly reviewed here. The memory function approach is applied to the calculation of ⌽ L,T (k,s) ͓see Eq. ͑11͔͒ as proposed by Fried and Mukamel 11 followed by the discussion of the parametrization of the static structure fac-
For the memory functions M L,T (k,s), Fried and Mukamel 11 used the factorization approximation proposed by Munakata in application to monoatomic fluids
The factorization approximation was later shown to be accurate when tested on computer simulations of ion solvation. 33 Assuming the equipartition theorem to hold for molecular rotations and translations and substituting Eq. ͑9͒ into Eq. ͑33͒, one gets
is defined by the molecular moment of inertia I, mass M , and effective diameter of the solvent molecules. This parameter was first introduced by Bagchi and Chandra 1 and by van der Zwan and Hynes 34 in terms of translational D T and rotational D R diffusion coefficients:
The parameter pЈ quantifies the effect of translational diffusion on the dipolar polarization dynamics.
The function m L,T (s) can be retrieved from the known dielectric response at kϭ0. Using Eqs. ͑11͒, ͑23͒, ͑32͒, and ͑34͒, one gets
͑37͒
This is Eq. ͑9͒ from the Fried and Mukamel paper. 11 In order to obtain m T (s) in Eq. ͑32͒ one needs a relation for s T (0,s). It is often assumed that 4 s T (0,s)ϭ⑀(s)Ϫ⑀ ϱ . 11 A selfconsistent elimination of the electronic polarization contribution from the response results, however, in the condition 4 This latter equation then leads to
This result, combined with Eqs. ͑23͒ and ͑24͒, yields the Kirkwood-Fröhlich equation for the Kirkwood factor. 35 However, Eq. ͑38͒ is inaccurate as it allows S T (0)Ͻ1. In order to obtain a better estimate of s T (0,s) we will use Eq. ͑23͒ for the longitudinal response function combined with the exact relation for the Kirkwood factor
The Kirkwood factor is in turn related to s T (0,s) by Eq. ͑24͒. In Eq. ͑39͒, the effective density of dipoles in a polarizable solvent includes the density of liquid-state permanent dipoles y p ͓Eq. ͑13͔͒ and the density of induced dipoles y e ϭ(4/3)␣ y eff ϭy p ϩy e , ͑40͒ where ␣ is the molecular polarizability of the solvent. The transverse projection of the homogeneous susceptibility is then expressed in terms of s T (0,s) as follows:
.
͑41͒
The static polarization structure factors are calculated by using a parametrization scheme based on four input parameters, ⑀(s), ⑀ ϱ , y p , and y e . The analytical equations of the mean spherical approximation ͑MSA͒ for dipolar hard sphere fluids 37 are parametrized to give S L,T (0) expressed in term of dielectric constants and dipolar densities ͓Eqs. ͑23͒, ͑24͒, and ͑39͔͒. 28 The dipolar density y p is calculated using the 1-RPT theory of Wertheim. 38 This sequence of steps, termed parametrized polarization structure factors ͑PPST͒, gives equilibrium solvation energies of dipolar, 27 diatomic, 28 and molecular 39 solutes essentially indistinguishable from those obtained using structure factors produced by computer simulations. A complete testing of the present dynamic formulation will require a direct comparison with computer experiment. In the present paper, the model is compared to the experimental Stokes shift dynamics of two optical dyes after the discussion of some qualitative results of the present formulation given in the following section.
IV. QUALITATIVE RESULTS
The above two sections present an algorithm relating the inhomogeneous response function to homogeneous susceptibility of the pure solvent. Before proceeding to applications to real molecular chromophores, it is worth to rest on some qualitative features of the present solution and, in particular, on the comparison between the microscopic picture and the dielectric continuum approximation. The latter appears as the kϭ0 limit of the solvent susceptibility functions. The solvent dynamics comes into theory in terms of the frequencydependent dielectric constant, which is responsible for the s dependence in both (kЈ,kЉ,s) and s (k,s). Therefore, the qualitative distinctions between the microscopic and continuum solutions should be apparent from looking at the dependence of the Stokes shift on the solvent dielectric constant alone. Figure 1 shows the steady-state Stokes shift of coumarin 153 ͑C153͒ ͓Eq. ͑2͔͒ vs the dielectric constant of a fictitious solvent with parameters of methanol. The end of the dielectric constant scale, ⑀ s ϭ35.6, corresponds to methanol. The figure shows the results of the present microscopic theory ͑MT͒ compared to the same calculations in which kϭ0 is set in the solvent susceptibility ͑labeled as dielectric continuum, DC͒. This latter calculation is compared to the numerical solution of the Poisson equation 40 ͑labeled ''P'' in Fig. 1͒ with the dielectric cavity determined by the solvent accessible surface around the solute ͑solvent radius /2 is added to the solute atoms exposed to the solvent͒. The continuum Stokes shift P is calculated as the difference in free energies of solvation in dielectrics with the dielectric constants ⑀ s and ⑀ ϱ ϭ1.76 ͑methanol͒. The gap between P and ''DC'' results in Fig. 1 reflects the approximations made in the mean-field solution of the microscopic formulation and, in addition, different handling of the effect of electronic polarization ͑non-additive in the MT and DC and additive in the Poisson equation solution 41 ͒. Finally, the plot includes the result of the Lippert-Mataga ͑LM͒ equation also based on the additive approach of treating the polarizability effects. Here, the solute is replaced by a point dipole m 0 in the cavity of the radius equal to the distance of the closest solute-solvent approach, R 0 ϩ/2:
͑42͒
The radius R 0 ϭ4.4 Å is calculated from the van der Waals ͑vdW͒ volume of C153. The main qualitative distinction between the continuum results and the microscopic calculation is in the dependence of ⌬E st on the dielectric constant in the range ⑀ s ӷ1. All continuum calculations show saturation of the Stokes shift at ⑀ s ӷ1 whereas there is a pronounced, approximately linear, variation of the Stokes shift in the microscopic theory. 28, 42 Since ⑀(s) normally decays with increasing s ͑shown by arrow in Fig. 1͒ , the continuum E(s) changes slower with increasing s than the microscopic E(s). When transformed into the time space, this distinction implies consistently faster continuum dynamics as indeed predicted by the majority of microscopic solvation theories. 1, 18 Note that this outcome is purely a result of the dependence of the Stokes shift on the static dielectric constant. It is, therefore, quite general and is independent of a particular form of the dielectric relaxation function ⑀(s).
Another qualitative result arising from the present formulation concerns the splitting of the Stokes shift correlation function into its longitudinal and transverse components. Generally, as long as the symmetry of the difference electric field ⌬E 0 does not coincide with the symmetry of the volume excluded by the solute from the solvent ͑i.e., the cavity boundary does not coincide with an equipotential surface corresponding to ⌬E 0 ), the transverse part of the solvent response should be included in the calculation of the solute-
Since an optical excitation always involves redistribution of the electronic density within an essentially unchanged cavity, both the longitudinal and transverse polarization response must be parts of any realistic calculation of solvation dynamics and thermodynamics. The time scales of longitudinal and transverse polarization modes are, however, distinctly different. In the k→0 limit the ratio of longitudinal and transverse relaxation times scales as ⑀ ϱ /⑀ s . 4 The continuum theory predicts a significant portion of the transverse response in the Stokes shift ͑Fig. 2͒. This implies that every continuum calculation contains a slow relaxation component with the relative amplitude determined by the weight of ⌬Ẽ 0 T in ⌬Ẽ 0 . The microscopic picture is distinctly different. As is seen from both the exact solution for a point dipole 27 and the mean-field solution for a solute of arbitrary shape, 28 the relative impact of the transverse component of the solvent response becomes vanishingly small with increasing solvent polarity. The main portion of the solvent response to a solute field of essentially arbitrary symmetry is thus made by longitudinal relaxation of the solvent. The longitudinal relaxation time of the microscopic solvent response is significantly modified from the continuum prediction by the k dependence of the response function, but there is just a very small contribution from slower transverse relaxation ͑Fig. 3͒.
The qualitative comparison between the microscopic and continuum description poses several significant questions. First, the absence of dielectric saturation seen in Fig. 1 is supported by simulations of static polar solvation of model systems. 27, 28, 42 Therefore, the continuum calculation of S(t) should always give a too fast response unless some factors, not included in model calculations, result in fast saturation of the response function predicted by continuum calculations ͑Fig. 1͒. Second, continuum calculations always predict a bimodal response with a fast longitudinal component and slow transverse component. In contrast to this, the microscopic picture scales the transverse component down so much that it can be neglected in most cases. This latter notion is supported by computer simulations by Kumar and Maroncelli 3 
showing a predominantly longitudinal dielectric dynamics in S(t).
Below we present the comparison between the present theory and the experimental dynamics of two chromophores: C153 ͑Ref. 43͒ and quinoxaline ͑QX͒. 44 For the latter probe, the solvation dynamics is studied by monitoring the energy of the S 0 ←T 1 ͑0-0͒ transition. The calculated Stokes shift dynamics is compared to experiment in high-temperature, fast relaxing acetonitrile ͑ACN͒ and methanol ͑MeOH͒ ͑pi-cosecond time scale͒, and in slowly relaxing 2-methyltetrahydrofurane ͑MTHF͒ close to the temperature of its glass transition ͑time scale of seconds͒. The goal is twofold, to assess the accuracy of the present model and to give a qualitative comparison between the microscopic and continuum pictures of solvation dynamics.
V. COMPARISON TO EXPERIMENT

A. Calculation procedure
The calculation algorithm combines separate inputs from the solute and solvent. From the solute side, the coordinates and charges of the constituent atoms are obtained from quantum mechanical calculations as described in the Appendix. The OPLS parametrization developed for organic molecules of the type used in the calculations 45 is applied to assign the vdW radii to the atoms. This input is used to generate the difference of solute's electric fields ⌬E 0 (r) in the excited and ground states. The real-space field is then Fourier transformed outside the solute ͓Eq. ͑7͔͒ by splitting the integration region in a part inside a cutoff sphere and a part outside it. The inside part is obtained by fast Fourier transform on a cubic lattice of 256 3 points and the outside part is calculated analytically. 28 The vacuum field ⌬Ẽ 0 (k) is used in the inverted-space integration with the response function given by Eq. ͑28͒. The solvent susceptibility functions s L,T (k,s) ͓Eqs. ͑37͒ and ͑41͔͒ are obtained by combining the equilibrium structure factors of the pure solvent S L,T (k) from the PPSF as described above with the experimental dielectric relaxation ͑Appendix͒.
Since the function E(s) ͓Eq. ͑6͔͒ contains singularity at sϭ0, the calculations are set up to produce F(s)ϭϪsE(s) ͑Ref. 34͒ from which the normalized Stokes shift correlation function is obtained as Attempts to obtain the function F(t) numerically by standard numerical inverse Laplace algorithms have shown that its short-time behavior of is rather sensitive to the details of the slow decay of F(s) at large s values. In order to eliminate this uncertainty we used the analytical Laplace inversion. 46 The function F(s) was fit by a linear set of functions of the Cole-Davidson type
where a i are weights, i are relaxation times, and ␥ i are exponents determining the nonexponentiality of the response. The weights a i are normalized by the condition ͚ i a i ϭ1. From Eqs. ͑43͒ and ͑44͒ one gets
where ⌫(␥,t) is the incomplete gamma function 47 and ⌫(␥)ϭ⌫(␥,0). Figure 4 shows the comparison of the calculated to experimental Stokes shift dynamics of C153 in ACN and MeOH. The calculations are carried out with the atomic charge distribution and solvent parameters listed in the Appendix. The full microscopic response of the solvent is marked ''MT'' in Fig. 4 . Its continuum kϭ0 limit is marked DC in Fig. 4 . In the latter case the dynamics is faster as expected from the dependence of ⌬E st on ⑀ s shown in Fig. 1 . These calculations are compared to experimental Stokes shift dynamics 43 and the longitudinal ͑L͒ and transverse ͑T͒ dielectric dynamics obtained as inverse Laplace transforms of the following response functions:
B. Comparison to experimental Stokes shift dynamics
The transverse dielectric response decays with the characteristic Debye relaxation time ͑upper dashed curves in Fig. 4͒ , whereas the longitudinal response decays about ⑀ s /⑀ ϱ times faster ͑lower dashed curves in Fig. 4͒ . In both solvents, the experimental dynamics is characterized by a fast initial decay followed by slower relaxation. The microscopic theory seems to reproduce better the longtime behavior compared to the continuum limit. A part of the short-time dynamics of C153 may originate from the coupled-to-solvent relaxation of the vibrational Stokes shift 48 and the fast ballistic ͑Gaussian͒ relaxation, both not included in the present calculations. In any case, the distinction between various calculation schemes is too small to favor any particular formalism. This, however, does not happen for slow, low temperature dynamics where two approaches show distinctly different results. Figure 5 shows the Stokes shift dynamics of QX and C153 in MTHF at Tϭ92 K close to its glass transition temperature T g ϭ91 K. The MT is compared to experimental dynamics ͑expt.͒ ͑Refs. 44 and 50͒ and the DC. Similarly to the high-temperature dynamics, the continuum response is close to longitudinal dielectric relaxation ͑lower dashed curve͒, whereas the experimental dynamics first follows the transverse dielectric relaxation and then shows a much slower long-time tail. This latter outcome is the same for both chromophores and comes in contrast to the common 
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10,51,52
The frequency-dependent dielectric constant follows the Cole-Davidson law ͓Eq. ͑A2͔͒ close to the glass transition. This behavior differs from the multiple Debye relaxation ͓Eq. ͑A1͔͒ used for the calculations of C153 dynamics in ACN and MeOH. One may wonder if the slower microscopic dynamics for QX ͑Fig. 5͒ compared to C153 ͑Fig. 4͒ are related to the nonexponential dielectric relaxation. Figure  6 shows the solvation dynamics of QX calculated with the Debye dielectric relaxation ͓␥ϭ1 in Eq. ͑A2͒, marked ''D'' in Fig. 6͔ . The dynamics become even slower. A similar result was previously reported by Rips, Klafter, and Jortner 51 based on the solution of the dynamic MSA.
The use of the Cole-Davidson dielectric constant in the calculations shown in Fig. 5 assumes the dynamic origin of dielectric nonexponentiality. One may anticipate that, close to the glass transition temperature, each particular chromophore probes its local solvent environment which is not reflected by the macroscopic dielectric constant of the solvent. This is heterogeneous solvent dynamics. 53 In order to obtain the heterogeneous response the Stokes shift correlation obtained with the Debye solvent dynamics ͓␥ϭ1 in Eq. ͑A2͔͒ was averaged over the heterogeneous distribution of relaxation times consistent with the Cole-Davidson dielectric constant,
where the dielectric relaxation time in the Cole-Davidson dielectric function in Eq. ͑A2͒. The result of this heterogeneous calculation is marked ''het.'' in Fig. 6 . As is seen, heterogeneous dynamics makes the response even slower. The present calculations give therefore a better account of experiment when homogeneous solvent dynamics is adopted.
VI. DISCUSSION
The problem of the effect of molecular correlations in the solvent on the dynamics and thermodynamics of solvation has a long history in the physical chemistry literature. The dielectric continuum approximation assumes that the solvent dynamics is uniform around a solute. This view was put under question by Onsager's remark 55 suggesting heterogeneous dynamics which are slower ͑with Debye relaxation time D ) in the solute vicinity and faster ͑with the longitudinal relaxation time L ) in the outer solvation shells.
Early theories tried to introduce heterogeneous dynamics of solvation shells in two basic ways. The theories of Bagchi and Chandra 12, 15 and of Fried and Mukamel 11 incorporate the spatial, k-dependent correlation functions of the solvent polarization. The relaxation time then becomes a continuous function of k, 1 and the total solvent response is a cumulative effect of a distribution of relaxation times. This formulation, however, assumes that the solvent correlations are not perturbed by the solute, and the only consequence of solute's presence is the exclusion of the dipolar polarization from its volume ͑homogeneous approximation in Ref. 17 or, when dielectric continuum is applied for the solvent, the uniform dielectric approximation in Refs. 22 and 23͒. This approximation is in fact justified only for a spherical ion when the solvent response is represented by the longitudinal correlation function of the pure solvent. [11] [12] [13] 15, 56 For solutes of more complex shape and charge distribution one encounters the necessity to incorporate both the longitudinal and transverse functions, 16 as it is routinely done in the dielectric continuum calculations. 57 When this is done within the homogeneous model, 17 the result is the appearance of a large transverse component not compensated by boundary conditions. 58 The theory then breaks down because of the fast growth of the transverse part with solvent polarity ͑trans-verse catastrophe͒. 27 An extension of the early theories to include the static structural perturbation of the solvent by the solute can be found in the effective medium formulations by Raineri et al. 17, 18 and more recent work by Bagchi and co-workers. 14, 59 In both approaches, the solute-solvent interaction potential is replaced with the direct solute-solvent correlation function which contains information about the local static density profile of the solvent around the solute. The theory, however, does not incorporate the alteration of the solvent dynamics by the solute and is still limited in terms of its applicability to solutes of complex shape by the necessity to calculate the direct solute-solvent correlation function.
Another type of microscopic approaches dealing with the dispersion of solvent relaxation times is related to Wolynes' dynamic extension of the equilibrium MSA for spherical ions and dipoles in a fluid of dipolar hard spheres. 10, 51, 52 This formalism incorporates the alteration of the dipolar solvent density around an ionic or dipolar solute, and in fact confirms Onsager's prediction of the multiexponential relaxation spanning the range between D and L . The disadvantage of the approach is that the MSA solution fully relies on the spherical solvent and solute shapes and the particular form of the central ion-dipole and dipole-dipole interaction potentials used in solving the MSA closure relations. In view of substantial problems of the MSA in describing the dielectric 36 and thermodynamic 60 properties of polar liquids, it is hard to map the dynamic MSA on real molecular systems.
To summarize, the early formulations in terms of k-dependent polarization correlation functions and the dynamic MSA theories have very serious limitations when applied to real systems. However, this early development made a strong case for the notion that spatial correlations of dipolar polarization are responsible for the multiexponential solvation dynamics. A new twist to the problem has resulted from the development of the Gaussian field formulation of the dielectric continuum models. [22] [23] [24] [25] The model directly incorporates the alteration of the solvation response function by the solute and shows that the dynamics is faster than in the uniform dielectric approximation. Although the coarsegrained solution 22, 23 of the integral equations of the Gaussian model 21 offers some useful dynamical generalization, the solution appears to be equivalent to solving the Poisson equation at each s of the Laplace-variable dielectric constant ⑀(s). The formulation has, however, stressed the fact that the dielectric continuum approximation predicts single exponential dynamics only for spherical solutes. For solutes of complex molecular shape, there is a range of solvation times between D and L . 22 When applied to solvation dynamics of molecular optical dyes, the formulations has provided a very good agreement with experiment in high-temperature solvents. 23, 25 This fact naturally rises the following question: Are the multiexponential dynamics seen in experiment related to complex shapes of molecular optical dyes or indeed to intermolecular correlations in the solvent as predicted by microscopic theories even for spherical solutes?
In order to address the above question, one needs a microscopic formulation treating the solute with atomic resolution. The present theory provides such a formulation. It solves the integral equations of the Gaussian model 21 on the microscopic level allowing to account for the alteration of the solvent response function by the solute. 27, 28 The input of the theory is the charge distribution, coordinates, and radii of the solute atoms and the polarization structure factors of the solvent. Once the structure factors are provided, the theory can treat solvation dynamics in an arbitrary isotropic dielectric. The present calculations are based on the parametrization of structure factors for polar molecular liquids using the dielectric constant, refractive index, dipole moment, polarizability, and density as input parameters.
The solution leads to two significant results. First, it eliminates the transverse catastrophe of the homogeneous approximation. Second, it shows that the exclusion of dipolar polarization from the solute volume greatly diminishes the effect of transverse dynamics of the solvent. Therefore, in contrast to MSA-based microscopic formulations for dipole solvation, 14, 16, 59 the dynamics is predominantly longitudinal. However, this does not imply that dielectric continuum is applicable to describing polar solvation dynamics. We show that, based on the behavior of the solvation energy as a function of the solvent dielectric constant, continuum solvation dynamics is fundamentally faster than the microscopic dynamics. The difference is not very significant when applied to high-temperature solvation dynamics. Experimental solvation dynamics at high temperatures may be affected by ultrafast inertial relaxation 61 and, therefore, the observed differences do not allow us to draw a decisive distinction between the continuum and microscopic dynamics. On the other hand, the experimental data in low-temperature solvents are not affected by ultrafast relaxation, and the application of the present model shows a very substantial difference between the microscopic and continuum picture. The gap between the microscopic and continuum calculations in Fig. 5 comes from the spatial correlations (k dependence͒ of dipolar polarization. It is therefore the nonlocal character of the liquid polarization that is responsible for slow dynamics. The present theory thus confirms the prediction of early microscopic theories suggesting that dipolar correlations result in heterogeneous dynamics of solvation shells in agreement with Onsager's picture. The long-time tail of the Stokes correlation function is, however, much slower than transverse dielectric relaxation. Therefore, the average relaxation time does not necessarily fall between D and L .
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APPENDIX: SOLUTE AND SOLVENT PARAMETERS
Calculations at high temperatures are compared to experimental Stokes shift dynamics of C153 studied by Maroncelli and co-workers. 43, 62 The molecular geometries and charge distribution used in the calculations are listed in Table  I . 63 Slow solvation dynamics at low temperatures is monitored through the S 0 ←T 1 optical transition in QX. 44 Accordingly, the geometry optimization has been performed for the ground triplet state using density functional theory (B3LYP/6-31G(3d,3p)) from GAUSSIAN'03 . 64 This ground triplet state is the excited state for vertical phosphorescence to the ground singlet state. Its electronic structure was thus calculated at the geometry of the triplet state. The projections of the dipole moment on the C 2 symmetry axis of QX are m T ϭϪ0.47 D and m S ϭ0.71 D for the triplet and singlet states, respectively. The atomic charges in each state were obtained by fitting to the electrostatic potential. The difference of atomic charges in the excited and ground states along with atomic coordinates are listed in Table II .
The parametrization of the solvent is based on the following parameters taken from experiment: number density , frequency dependent static dielectric constant ⑀(s), the highfrequency dielectric constant ⑀ ϱ ϭn D 2 (n D is the refractive index͒, dipolar polarizability ␣, and the hard-sphere diameter of the solvent molecules. 65 The hard-sphere diameter and the number density are combined in the packing density ϭ(/6) 3 listed in Table III . In addition, the parameter pЈ ͓Eq. ͑35͔͒ in the solvent susceptibility ͓Eqs. ͑37͒ and ͑41͔͒ requires the moment of inertia which was obtained from ab initio calculations ͑Table III͒. The polarizability ␣ is used to calculate the solvent condensed-phase dipole moment mЈ from its gas-phase value m according to Wertheim's 1-RPT scheme. 38 Finally, the polarization dynamics comes from the experimental dielectric dispersion ⑀(s). At high temperatures, ⑀(s) is given by a multiple Debye relaxation form
The dielectric dispersion near the glass transition is distinctly nonexponential and the Cole-Davidson form 54 is more appropriate ⑀͑s͒ϭ⑀ ϱ ϩ ⑀ s Ϫ⑀ ϱ ͑ 1ϩs ͒ ␥ . ͑A2͒
The parameters for both forms of the dielectric constant are listed in Table III . 
