A Sensor Failure Detection, Identification and Accommodation (SFDIA) scheme for a flight control system with dual physical redundancy is proposed, with the focus on taking advantage of analytical redundancy for sensor failure purposes. The proposed scheme, based on a set of neural on-line approximators, has shown to be able to provide desirable SFDIA capabilities. The designed approximators are based on either static or recurrent Radial Basis Function Neural Networks featuring stable online learning capabilities. Embedded filters are also introduced in the approximator structure as an effective way of increasing the sensitivity to sensor failure while attenuating sensitivity to noise/disturbance. The schemes have been simulated on a non-linear Simulink model mathematical model of a high performance aircraft developed at West Virginia University from a simulation code distributed for the 1991 GNC Design Challenge.
Introduction
Since flight control systems need sensor information in the control laws, undetected sensor failures can lead to closed-loop instability. Modern high performance aircraft usually feature flight control systems with triple physical redundancy in the sensor capabilities to achieve fault-tolerant capabilities through a majority voting mechanism. However, for specific aircraft where weight optimization is of great concern (such as high altitude research aircraft and/or unmanned aircraft), a promising alternative is to use dual physical redundancy with an additional level of redundancy of analytical nature. It is expected that this alternative enables to achieve a comparable level of fault tolerant capabilities as those provided by a triple physical redundancy.
Analytical redundancy 1 is based on the fact that information from different sensors is related. It is thus possible to detect and isolate the faulty sensor based on generation of estimation residuals through some appropriate techniques. The main advantages are weight, space, and cost savings along with a reduction in the overall complexity of the flight control system.
Since the performance of the SFDIA scheme strongly depends on the quality of the model, one of the key issues in analytical redundancy-based fault tolerant systems is the quality of the model describing the relationship between the different sensors to be monitored. Most of the Fault Detection and Identification (FDI) theories and techniques described in the literature are based on linear models 2 . However, since aircraft systems can be non-linear and time-varying, the application of linear models for aircraft SFDIA purposes can be questionable 3 . Due to their approximation and online learning capabilities (adaptation), neural networks are viable candidates for modeling of non-linear systems where accurate model can hardly be obtained and/or the system is time varying (such as aircraft). There are two main classes of NNs: the Multi-Layer Perceptron (MLP) and the Radial Basis Function Neural Network (RBFNN). Both classes have shown to be capable of approximating non-linear functions using specific learning algorithms. The RBFNN has been used within this effort because of specific convergence and stability of their learning algorithm.
In this paper, only the longitudinal aircraft sensors are considered. This set of sensors includes the sensors for α (angle of attack), q (pitch angular rate), and z a (vertical accelerations 
Aircraft model
In this effort the attention is focused on sensors for the following variables: α , q and z a .
Toward exploiting the analytical redundancy for SFDIA purposes, models describing the functional relationship between the considered set of sensors are needed. In this study, it is assumed that variations of airspeed and altitude are small, and that the coupling between aircraft longitudinal dynamics and lateraldirectional dynamics can be neglected. Under these assumptions, the number of involved variables, which is a critical issue when applying RBFNNs, can be significantly reduced.
From basic flight dynamic relationships, under the above conditions the model of the aircraft longitudinal dynamics consists of a 3 rd order non-linear differential equations and a (static) algebraic equation. Thus, the model can be described by:
where θ is the pitch angle and e δ is the elevator deflection. The right hand sides of the above equations are generally non-linear functions. Based on the discrete time version of the aircraft model, the following set of equations can be derived to build approximators for SFDIA purposes:
where the subscript k represents the time instant, the ( ) a * are designed constants. Note that an effort has been made not to include θ in the above equations since it might not always be available as direct measurement. Also note that in deriving the equations the model invertibility is assumed.
Radial Basis Function Neural Networks
The RBFNNs are capable of approximating continuous non-linear functions and, thus, to model nonlinear systems 4, 5 . One of the advantages of using RBFNNs over the MLPNNs is their linear-in-parameter architecture, which allows the easy derivation of convergent learning algorithms 6 . Consider a continuous function
on a bounded rectangular region or a hypercube C , i.e.,
x ∈ C , to be approximated by a RBFNN. The output of a RBFNN is given by weight of the i th neuron, i denotes the Euclidean norm. In conventional problems the centers of the neurons are determined a priori by allocating the centers to evenly distributed grids over the entire hypercube space C , with all the width i σ s being identical. In this specific case, to approximate a given function f only the weights are to be adjusted. The fineness of the center grids is usually determined from the a priori knowledge on the smoothness of the function to be approximated. It is a well-recognized issue in implementations of RBFNNs that the number of basis functions exponentially increases with the dimension of the input space. This problem is referred to as the curse of dimensionality. In more detail, this implementation is highly resourcewasting for those applications where the complexity of the input function does not grow significantly with the input dimensions, i.e. when the input variables exhibit a strong correlation. For example, in a dynamic system, the current state of the system k x normally does not differ substantially from its previous value x − , the function representation will not fill the entire hypercube space C . This implies that if the neurons filled up the entire hypercube space, most of the neurons will never be used for the approximation of the function. It is then possible to alleviate these problems for such applications by dynamically allocating the centers of the neurons.
The basic principle is that a neuron is recruited only when it is needed. The dynamic allocation procedure starts without neurons. When an input data is received, a new neuron is added to the networks only if the distance, measured by Euclidean norm, between this input data and the centers of all the existing neurons is greater than a pre-specified threshold. The center of the newly added neuron is taken to be the current input data and the width is accordingly set to be a positive value proportional to the minimal distance to all other neurons. Since the RBFNN with fixed structure has the form of linear-in-parameters, most of the well-known parameter estimation methods can be applied with the guaranteed convergence and stability. The most used minimization algorithm is the Least Mean Square (LMS) 7 . In addition, to prevent the parameter-drifting problem that may occur when the approximation error is small, a dead zone mechanism is added to the algorithm. The complete learning rule is then described by:
where 0 γ > is the learning rate and is a complementary filter which will be used when an embedded filter structure is employed, as will be discussed in next section. The LMS with a dead zone mechanism has shown to provide desirable performance with a reasonable computational effort.
Non-linear approximators
From the set of derived equations (5) ~ (9), the following set of approximators can be implemented using RBFNN.
To best achieve the performance, three types of on-line approximators are employed:
• pure static approximator, • static approximator with embedded filter, • recurrent approximator.
The z a -estimator described by Equation (18) is implemented as a conventional RBFNN, or a pure static RBFNN, as shown in Figure 1 . The q -estimator represented by equation (16) is implemented by a recurrent RBFNN since the estimated q is feed back to the input of the network, as shown in Figure 2 . The α -estimator, α -predictor, and q -predictor, represented by equations (14), (15) and (17) respectively, are implemented by static RBFNNs with an embedded filter structure, as shown in Figure 3 . It can be seen from the corresponding equations ((14), (15) and (17)) that these approximators contain a delayed term of the same variable as the approximated output. These extra terms constitute a structure called embedded filter, shown in Figure 3 , and play an important role in the performance improvement for the SFDIA scheme. An analysis of the simulations reveals that without the proposed embedded filter these approximators are very sensitive to measurement noise and/or system disturbance. This problem is caused by the fact that the scheme implicitly uses the non-linear dynamic model inversion, which is known to be sensitive to noise /disturbance. The use of conventional pre-or post-filter in lieu of the embedded filter was found to have a negative impact on the SFDIA scheme since the filters were distorting the signals while attenuating the noise and/or disturbance on the signals. Furthermore, it is also found that without the embedded filter the α -predictor and q -predictor are less sensitive to the failures; therefore, the scheme would have limited detection capabilities. This specific effect is induced by the "direct feed-through" terms of the delayed inputs that will in some case make the estimated outputs somehow track its corresponding inputs (i.e., α tracks α and q tracks q ) even when these inputs are failure-corrupted signals. It is also noted from Figure 3 that to guarantee the learning stability/convergence as for the conventional RBFNN, a complementary filter (to the embedded filter) used to filter the error signal for training, is introduced. Overall the embedded filter structure has shown to be an effective tool in dealing with the noise/disturbance and failure-sensitivity issues.
On the other hand, from a functional point of view, the approximators can also be categorized as the following two types.
The first type, called estimator, is used to estimate a specific monitored variable by using system input and other related measured variables (α -estimator, qestimator, and z a -estimator represented by equations (14), (16), and (18) respectively). In the "2+1" scheme, the output of the estimator ("soft sensor") is used as a backup of sensor as well as a voter.
The other type, which takes the form of a NARMA model, is called a predictor (α -predictor and qpredictor represented by equations (15) and (17) respectively). The predictor uses system inputs and the past output of the monitored sensor to predict the current output of the monitored sensor. Thus the corresponding residual is only sensitive to the failures of the monitored sensors. The residuals can then be used for failure detection and identification.
The SFDIA scheme
In this effort, it is assumed that at any given time only one sensor can fail. For each of the individual variables, the relative sensors can be considered as working in one of the three modes: 1) Primary mode. In this case, both sensors are in normal operation. It can be assumed that one sensor is for normal use while the other is a backup and/or used for monitoring. 2) Backup mode. In this case, the primary on-line sensor has failed and has been disconnected. The secondary sensor is switched on for normal use and it replaces the primary sensor.
3) Estimation mode. In this case, both sensors fail and the value of the variable is obtained through estimation. The estimator may also be called a "soft sensor".
The "2+1" scheme thus essentially consists of two levels of SFDIA. 1 st level SFDIA The first level SFDIA refers to the situation where all sensors are working in the primary mode. In this case, SFDIA capabilities are achieved by a simple "majority voting" mechanism which resembles the conventional mechanism used for the triple physical redundancy, with the difference that the "third sensor" is a "soft sensor" (i.e., estimate from sensors of other variables estimate E S in case of detected discrepancy, since the inputs to the estimator could not be faulty by assumption and thus the estimate can be considered to be error-free within the modeling accuracy. If, however, one of the inputs to the estimator is also in the backup mode, then the above method is no longer valid since the failed input to the estimator can also lead to discrepancy. Therefore, in this case a more sophisticated SFDIA logic, outlined below, has to be implemented. As for most model based FDI schemes, FDI is performed on a set of residuals. This is also true for this effort. To this end, the following definitions are needed. For a given variable S , let us define the following filtered residual associated with output of approximator as: TH is basically a trade-off between the need of providing desirable detectability performance while minimizing false alarm rates. Finally, the SFDIA logic for longitudinal sensors is described below.
SFDIA logic for sensor set From the analysis of the approximator equations and the filtered residuals, a table of residual sensitivity to sensor failures can be obtained as shown in Table 1 . 
where 1 S SF = denotes a failure occurs for the sensor measuring variable S . Otherwise, the corresponding sensor is considered to be at nominal conditions.
It can be noticed that there is some redundancy in the above FDI logic in terms of fault detection and identification. Clearly, this redundancy can contribute to reduce the false alarm rate caused by the modeling discrepancy and/or measurement noise. However, excessive redundancy can also lead to missing detections due to the relatively low level of sensitivity of some approximators to certain sensor fault. For example, the ˆz a -residual is much less sensitive to the q -sensor failure than others. On the other hand, it is easy to see that the simplest FDI logic able to perform the desired FDI function in ideal situation can be given as: SF r 
However, it is obvious that the simplest logic is also sensitive to false alarm due to the modeling discrepancy and/or noise/disturbance. Thus, to achieve a better tradeoff between false alarm rate and missing detection rate, the following enhanced and more robust FDI logic is adopted: 
When a sensor failure is detected and identified by the above FDI logic, its corresponding estimate is switched to replace the failed sensor for systems feedback /monitoring purposes (Sensor Fault Accommodation). The on-line learning for the estimator is then disabled since the valid desired output of the approximator is no longer available.
Simulation results
The SFDIA scheme shown in Figure 5 is implemented on a non-linear model of a high performance military Consider a bias-type q -sensor failure with a small bias value 2.5° occurs at simulation time 50sec while the aircraft is undergoing a typical "multi-step" longitudinal maneuver. The presence of gust disturbance and measurement noise was also included in the simulation. Figure 6 shows the outputs of all the five approximators and their corresponding measurements, residuals, and thresholds. It is seen that all the approximators provide desirable performance and all the residuals are reasonably small (well below their corresponding thresholds) before the q -sensor failure occurs. After failure occurrence it is seen from Figure 6 that both qestimator residual and q -predictor residual increase and exceed the thresholds, while the α -predictor residual remain below its threshold. This implies that the sensor failure is properly detected and identified by the FDI logic.
Conclusion
A sensor validation scheme for a flight control system with dual physical redundancy has been presented. The resulting scheme has been named a "2+1" SFDIA scheme meaning that it features 2 physical sensors and a "virtual" sensor generated through analytical redundancy.
Two levels of SFDIA have been introduced. The first SFDIA level is similar to the conventional triple physical redundancy scheme except that a physical sensor is replaced by a "virtual" sensor, whose value is generated through the relationship with the other longitudinal parameters. The second SFDIA level is based on a set of specifically designed on-line approximators, derived from system model and implemented by dynamically allocated (static and/or recurrent) RBFNNs with on-line learning capabilities. Embedded filters are also introduced in the approximator structure to increase the sensitivity to sensor failure while attenuating sensitivity to noise/disturbance. The scheme has been simulated using a sensor failure with the non-linear mathematical of a high performance military aircraft.
