Two of the main frameworks used for modeling information diffusions in the online are epidemic models and Hawkes point processes. The former consider information as a viral contagion which spreads into a population of online users, and employ tools initially developed in the field of epidemiology. The latter view individual broadcasts of information as events in a point process and they modulate the event rate according to observed (or assumed) social principles; they have been broadly used in fields such as finance and geophysics. Here, we study for the first time the connection between these two mature frameworks, and we find them to be equivalent. More precisely, the rate of events in the Hawkes model is identical to the rate of new infections in the Susceptible-Infected-Recovered (SIR) model when taking the expectation over recovery events -which are unobserved in a Hawkes process. This paves the way to apply tools developed for one framework across the gap, to the other framework.
INTRODUCTION
The research community has long been aware of the importance of the word-of-mouth phenomenon in information dissemination and in shaping consumer behavior [14] . This is especially true nowadays, with the advent of the online environment and social media. In this paper, we study how information spreads online by modeling its underlying mechanism, i.e. how it passes from individual to individual. The aim is to link individual actions to collective-level measures, such as popularity or fame.
This work addresses three open questions concerning the classes of approaches mainly used for modeling online diffusions: epidemic models and Hawkes point processes. The first question is about designing more expressive diffusion models. Hawkes processes are the de facto modeling choice for social media processes, mainly because they can be easily customized to account for social factors such as the influence of users [15, 44] , the length of "social memory" [23, 30] and the inherent content quality [22] . Is it possible to use insights from both classes of approaches to design enhanced diffusion models? In particular, can we employ notions from epidemic models to design a Hawkes process more adept at describing online diffusions? The second open question regards the relationship between the two classes of models. Epidemic models emerged from the field of epidemiology, and consider information as a viral contagion which spreads within a population of online users; Hawkes models have been mainly used in finance and geophysics, and view individual broadcasts of information as events in a stochastic point process. Given the two classes of approaches emerged from very different research fields, can we draw a connection between them? The third question concerns the range of tools that can be employed with the two classes of models. Epidemic models and Hawkes processes emerged from different fields, and very different outcomes were prioritized for each: epidemiology was mainly interested in the likelihood and the size of viral outbreaks [2, 5, 39] , Hawkes processes were used for modeling and prediction [29] and designing interventions [28, 43] . But can we apply the tools and techniques developed for one class of models, across the gap to the other class?
In this work, we address all three questions above, by drawing for the first time the connection between epidemic models and point processes, validating it both theoretically and also empirically on three large publicly available datasets of retweet cascades.
To answer the first question, we propose HawkesN, an extension of the Hawkes model with a finite population. The basic Hawkes process [16] has no upper limit for the the number of events that may occur. This is hardly a realistic assumption for social media processes such as information diffusion, which relies on a finite underlying population of humans, each broadcasting a message a finite number of times. We introduce the parameter N , denoting the maximum number of events that can occur in the point process, and we modulate the event rate by the available population. We show that the HawkesN model generalizes better to unseen data than the basic Hawkes model for real live diffusion cascades.
We answer the second question by studying the previously unexplored link between the Susceptible-Infected-Recovered (SIR) epidemic model [19] and the HawkesN model. The key to the link is the way they model the word-of-mouth process: each new broadcast from one user to another constitutes an event in HawkesN, and a new infection in SIR. The key to linking HawkesN and SIR models is the equivalence between an event in HawkesN and a new infection in SIR. Starting from this observation, we show that the rate of events in the HawkesN model is identical to the rate of new infections in the SIR model, when taking the expectation over recovery events -which are unobserved in the HawkesN process. Furthermore, we show that two of their most important quantities (the basic reproduction number for SIR and the branching factor for HawkesN) are also equivalent. This is significant, as it indicates that tools developed for one approach can be applied to the other.
To address the third question, we study the problem of predicting final cascade sizes. Previous work [23, 29, 30, 44] predict a single value for the expected future popularity, however it has been theorized that popularity has a random component [22] which affects the variance in prediction quality. We reconcile these two views by producing a probability distribution over future cascade size, by applying a a Markov chain technique developed for SIR to a diffusion cascade which has been partially observed and fitted using HawkesN. Based on our observations on a large sample of real diffusion cascades, we also provide a nuanced explanation for the main-stream belief that popularity is unpredictable. For branching factor values around 2, shown by a large number of cascades in our real-life datasets, the distribution shows two peaks: the larger peak corresponds to the cascade extinguishing quickly after its beginning; the smaller peak corresponds to a large cascade size. At the beginning of the cascade it is impossible to distinguish between the two cases, however the posterior probability distribution after observing a prefix of the cascade can be be updated to account for the observed events.
The main contributions of this work include:
• We introduce HawkesN -a novel class of Hawkes processes which have a number of events -and we show it generalizes better to unseen data than the state-of-the-art modeling. • We show a previously unexplored connection between two different classes of approaches -epidemic models and Hawkes point processes -by showing that the proposed HawkesN model is mathematically equivalent in expectation to the SIR epidemic model; • We use a Markov chain tool from epidemic model theory to predict the distribution of the final size of a cascade. We provide a nuanced explanation for the main-stream belief that popularity is unpredictable. 
HAWKESN: A PROCESS IN FINITE POPULATION
In this section, we propose a novel model, HawkesN, in which the underlying population that can participate in a point process is finite.
To introduce notations and make the discussion self-contained, we begin with a brief review of point processes. In Sec. 2.3, we sketch the fitting procedures for HawkesN using maximum likelihood.
Poisson and Hawkes processes
A point process is a random process whose realizations consists of event times t 1 , t 2 , . . . falling along the non-negative line representing time [8] , where t j denotes the time of occurrence of the j-th event. The counting process N t associated with the point process is a random function defined on time t ≥ 0 which counts the number of events of the point process up to time t. One can see that the set of event times t j and the corresponding counting process N t are equivalent representations of the underlying point process [8] , with the event times being the time points where the (piece-wise constant) counting process increments in value.
The Poisson process and its intensity. A point process in which the inter-arrival times τ j = t j − t j−1 are i.i.d. exponential random variables with parameter λ is called a homogeneous Poisson point process. For non-homogeneous Poisson processes, λ is a function of time λ(t) and it is called the event rate of the Poisson process. It defines the probability of an event occurring in the infinitesimal interval around time t. Formally:
The Hawkes process [16] is a particular type of Poisson process, in which the occurrence of an event increases the likelihood of future events. The event rate for a Hawkes process is defined as:
which models the following process: immigrant events arrive in the system at the rate of µ(t); each previous event (immigrant or not) that occurred at time t j generates new events at the rate ϕ(t − t j ). Branching factor. One key quantity that described the Hawkes process is the branching factor n * , defined as the expected number of child events directly spawned by an event. In the Hawkes process, n * is indicative of the expected number of events. When n * < 1, the process in a subcritical regime: the number of events is bounded and the event rate λ(t) decays to zero over time. For n * > 1, the process is in a supercritical regime and the number of events is infinite.
The HawkesN process
In this section, we propose a generalization of the Hawkes model [16] which allows limiting the maximum number of events that can occur in the process. To the best of our knowledge, no prior work on modeling social processes using Hawkes models had accounted for a finite underlying population.
An extended Hawkes process. We extend the basic Hawkes model by introducing a parameter N -the maximum number of events that can occur in the point process. The effect of the finite population size is that event rate is modulated by the available population. The event rate function in HawkesN is defined as:
where ϕ(t − t j ) can be the same kernel function used with the basic Hawkes, and N t is the associated counting process. The maximum number of events that could still occur after time t is N − N t . The term 1 − N t N scales the event rate at time t with the proportion of the events which can still occur after time t.
When t = 0, we have E[N 0 ] = µ(0); when N t → N , we have 1 − N t N → 0 and the event rate λ(t) converges to zero. This translates in a null probability of observing an event. Practically, the process dies out when N t → N . Fig. 1 illustrates the HawkesN process for an information diffusion in a population of five users (N = 5). Each user takes an action at most once, represented as event time t j , j = 1..5. The corresponding counting process N t is shown in the middle plot. Events t 2 ..t 5 are considered to have been triggered by event t 1 . The bottom panel compares the rate of events generated by t 1 under a Hawkes model (= ϕ(t − t 1 )) and the rate of events under the HawkesN model (= 1 − N t N ϕ(t − t 1 )). In HawkesN, the population modulates the event rate by decreasing it after each new event. The event rate becomes zero after t 5 , since the maximum number of events has been reached. Visibly, in the basic Hawkes we have ϕ(t) > 0, for t ≥ t 5 , i.e. more events can potentially occur after t 5 .
Relation to the basic Hawkes. When the maximum number of events is infinite (N → ∞), Eq. (3) simplifies to Eq. (2) defining the basic Hawkes process. In other words, the basic Hawkes process is a special case of the extended HawkesN model, in which N → ∞.
Kernel functions for online diffusions. The exponential kernel ϕ(τ ) = θe −θ τ is a popular choice when modeling online social media [3, 9, 12, 23, 30, 43, 44] . Other kernel choices include powerlaw functions ϕ(τ ) = (τ + c) −(1+θ ) , used in geophysics [17] and social networks [7, 20, 23] and the Reyleigh functions e − 1 2 θ τ 2 , used in epidemiology [35] . Here, we choose to use the modified exponential kernel function proposed by Mishra et al. [23] , which captures the local influence of user in addition to the temporal decay:
where m is the local user influence, η introduces a warping effect for the local user influence, κ is a scaler and θ is the parameter of the exponential function. Note that for diffusion cascades the background intensity is zero µ(t) = 0, ∀t > 0 [23] .
Branching factor. We define the branching factor of HawkesN as the expected number of children events directly spawned by the first event of the process. For large values of N and fast decaying kernel functions ϕ(t), we can approximate N t N ≈ 0 and therefore the branching factor for HawkesN is:
where p(m) is the distribution of local influence that Mishra et al. [23] studied on a large sample of tweets, and found to be a powerlaw of exponent α = 2.016. In HawkesN, the branching factor is indicative of the speed at which the cascade unfolds and its final size distribution (as shown in Sec. 5.5).
Fitting HawkesN to observed data
The parameters of HawkesN can be estimated from observed data using a maximum likelihood procedure. The HawkesN process is completely defined by four parameters {κ, η, θ, N }. The loglikelihood of observing a set of events {(m j , t j ), j = 1, . . . , n} in a non-homogeneous Poisson process of event rate λ H (t) is (see the online supplement [1] or Daley and Vere-Jones [8] , Ch. 7.2):
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We detail further the integral term:
Eq. (6) is a non-linear objective that we maximize to find the set of parameters. There are a few natural constraints for each of the model parameters, namely: θ > 0, κ > 0, and 0 < η < α − 1 for the branching factor to be defined. We use the mathematical modeling language AMPL [11] , which offers a complete set of modeling tools, including automatic gradient computation and support for a large number of solvers. We choose as solver Ipopt [34] , the state of the art optimizer for non-linear objectives. More details can be found in the online supplement [1] .
LINKING HAWKESN AND SIR MODELS
We first establish a common language by reviewing a few key concepts in the SIR epidemic model. This allows us to link SIR models and Hawkes point processes -we show that the event rate of a HawkesN process is the same as the rate of new infections in the SIR model after averaging out unobserved recovery events.
Background: the SIR Model
The Susceptible-Infected-Recovered (SIR) model defines three classes of individuals: those susceptible to infection, those currently infected (and therefore infectious) and those recovered from the infection and no longer infective. In a population of size N , N = S(t) + I (t) + R(t).
Here S(t), I (t), and R(t) are deterministic functions over time, and denote the respective size of each class at time t. The SIR model assumes the following process: in a homogeneous population, individuals meet any other individual uniformly at random, at a rate ϵ; if during a meeting one of the individuals is infective and the other susceptible, then the latter will be infected with transmission probability ρ; individuals recover from the infection at a constant rate γ -i.e. the times to recovery are exponentially distributed following γe −γ t and infections last on average 1 γ units of time. We denote β = ϵρ. SIR is governed by the following ordinary differential equations [2] :
Model assumptions. First, the basic SIR model assumes that the population is homogeneous and completely susceptible -meaning that all individuals are initially either in the susceptible pool or infected (R(0) = 0). Second, it assumes that all rates are constant: the contact rate ϵ, the transmission rate ρ, and the recovery rate γ . Third, it assumes that the population has no births and no deaths. This assumption holds when the speed of the epidemic outpaces considerably the speed of change in the population -e.g., an average retweet diffusion only lasts minutes, compared to years of expected activity of a user on Twitter.
The basic reproduction number (denoted R 0 ) is the expected number of infections caused by a single infected individual at the start of the outbreak. Initially, almost all individuals in the population are susceptible S(0) ≈ N and an infectious individual infects others at the constant rate of β S (t ) N ≈ β for the duration of her infection (which lasts on average 1 γ ). Intuitively, R 0 = β/γ . R 0 > 1 is the necessary and sufficient condition to have a growing epidemic:
Stochastic SIR. The model described so far is also known as the deterministic SIR. It describes the evolution of population sizes of the three classes. Stochastic SIR models behaviors of independent and identically distributed agents, whose actions are described by the same set of holistic rules defined in Eq. (8)-(10) [4] . The connection between the two variants is: the mean behavior of the stochastic process asymptotically approaching that of the deterministic process [2, 39] . Our own results on simulations of the two variants are presented in an online supplement [1] . As will be elaborated next, stochastic SIR provides the link to Hawkes point processes.
SIR in expectation
First, we express stochastic SIR model as a bivariate Poisson process, and we derive the rate of new infections and the rate of new recoveries. Next, we compute the expected rate of new infections when the recovery events are unobserved. We show its connection with the event rate in a HawkesN process.
Intuition. When modeling information diffusion, both SIR and HawkesN model the same phenomenon: users come into contact with the diffused content, which they further broadcast to other users. Each new broadcast is modeled as a new event in HawkesN, and as a new infection in SIR. The key to linking HawkesN and SIR models is the equivalence between an event in HawkesN and a new infection in SIR. In HawkesN, past events generate new events at the rate ϕ(t), which is exponentially time-decaying in Eq. (4). In SIR, an infectious individual j infects susceptible individuals at a rate of β S (t ) N during its limited lifespan τ j -i.e. its time to recovery. As discussed in Sec. 3.1, τ j are exponentially distributed with the parameter γ . Intuitively, the expected rate of new infections in SIR (when taking expectation over the recovery times) is equal to the expected event rate in HawkesN with an exponential kernel.
Denote τ = {τ 1 , τ 2 , . . .} as times to recovery of infected individuals in SIR; m = {m 1 , m 2 , . . .} as user influences in HawkesN; α as the power-law exponent of user influence distribution (Eq. (5)). We now have Theorem 3.1. 
The rest of this section proves this theorem. Stochastic SIR as a bivariate Poison process. One classic view of the SIR model is that of a bivariate continuous time-homogeneous Markov chain {S(t), I (t)} [2] . S(t), I (t) : R → N are random functions that uniquely define the state of the process, since R(t) = N − S(t) − I (t) for a fixed population. Given the state {S(t) = s, I (t) = i}, in the infinitesimal interval δt, chosen small enough to guarantee that at most one event occurs between t and t + δt, one of the following three options can happen a new infection occurs and the system transitions to the state {S(t + δt) = s − 1, I (t + δt) = i + 1}; a new recovery occurs and the system transitions to the state {S(t + δt) = s, I (t + δt) = i − 1}; or none of the above happen and the system remains in the state
The SIR process can be represented as a bivariate point process, in which two types of events occur: infection events and recovery events [39] . The j-th infected individual in the SIR process gets infected at time t I j and recovers at time t R j . Her time to recovery is defined as: τ j = t R j − t I j . Let C t be the counting process of the infection process and R t the counting process of the recovery process. Given H t -the history of the epidemic process up to time tand under the time stationary Markov chain assumption, it can be shown that:
A similar result can be shown for the recovery process R t . Given Eq. (12) and the definition of a non-homogeneous Poisson process (Eq. (1)), the following holds:
2. An SIR process can be formulated as a bivariate nonhomogeneous Poisson process, in which the new infection rate λ I (t) and the new recovery rate λ R (t) are: Fig. 2 shows the new infection and new recovery rates for the SIR process with five individuals. Initially, λ I (t) is significantly higher than λ R (t). As the the number of susceptible individuals S(t) gets depleted, the
The new recovery rate also becomes zero after the last infected individual recovers (I (t) = 0, t ≥ t R 5 ). The expected new infections rate. S(t) and I (t) in Lemma 3.2 are random functions of the infection and recovery processes, alternatively expressed with indicator functions on the event times.
We examine a point process consisting only of the infection events {t I j }. The event rate in this process is obtained by marginalising
where r (τ ) is the exponential probability distribution function for the time to recovery (cf. Sec. 3.1). Knowing S(t) = N −C t , we obtain:
Expected event rate in HawkesN over user influence. In the stochastic SIR model, the actions of each individual are guided by the same set of global rules, i.e. the differences between individuals are not observed. The HawkesN model with the kernel defined in Eq. (4) accounts for different local user influences, which are averaged out in Theorem 3.1. We obtain:
Where p(m) is the distribution of local user influence of parameter
We can see that Eq. (15) and (16) are identical when N t = C t (i.e. we observed the same random process) and under the parameter equivalence in Theorem 3.1. That is to say, the new infection point process in an SIR model is equivalent in expectation with a HawkesN point-process with no background event rate. This completes the proof of Theorem 3.1. We also demonstrate the equivalence empirically, through simulation and subsequent parameter fitting, in the online supplement [1] . Proof:
Derived properties
Corollary 3.3 is significant because it links two of the most important quantities in the HawkesN and the SIR models, which have been used to address apparently unrelated problems. For example, the branching factor n * has been used as a threshold in seismology to differentiate between aftershock behavior [17, 18] , in social media analysis to predict information cascade sizes [23, 44] and to predict the virality and promotion potential of online content [28, 29] . The basic reproduction number R 0 has be used in epidimiology to quantify the probability of disease extinction, the final size distribution, and expected duration of an epidemic [2, 39] and in social media to measure the "quality" of retweet cascades [22] . The link shown in this section allows to bring mature techniques employed with SIR into the world of online diffusion modeling with Hawkes processes.
DIFFUSION SIZE DISTRIBUTION
We compute the distribution of the final size of an information diffusion cascade which has been partially observed and fitted using 
Epidemic size distributions in SIR
The final size of an infection is defined as the total number of individuals that have been infected (and recovered) during the epidemic. Estimating the final size while the epidemics in the early stages is a well-studied problem in epidemiology. In this section, we review solutions to this problem for the deterministic SIR model and the stochastic SIR model introduced in Sec. 3.1.
Final Size in the Deterministic SIR. Computing the final size in the deterministic model is straightforward, as it results directly from the differential equations in Eq. (8)- (10) . Allen [2] shows that dividing Eq. (9) by Eq. (8) and integrating, we obtain:
Eq (17) is has a root in [0, N ], which we find numerically. The prediction of final size for the deterministic SIR is R(∞) = N −S(∞). Distribution of final size in the stochastic SIR. We represent the stochastic SIR process using the bivariate continuoustime Markov chain formulation presented in Sec. 3.2. Each state is uniquely defined by the ordered pair {s, i}, denoting the sizes of the susceptible and infected populations. The space of states Σ is visually represented in Fig. 3 
This is of course true unless {s, i} is an absorbing state, in which case p({s, i}|{s, i}) = 1 and the probability for any other transition is zero. We denote by σ = {s, i} a state in the space of states Σ. We use Eq. (18) to compute the transition matrix T of size |Σ| × |Σ|, where T i, j is the probability of transitioning from state σ j to state σ i . Given p be a vector of size |Σ|, with p j being the probability of being in the state σ j at a given moment, the probability distribution over the states after the next event is p ′ = T × p. Starting from p = [0, .., 0, 1, 0, .., 0], where the 1 corresponds to the initial state σ 0 = {S(0), I (0)}, we obtain the final distribution over states by running the simulation forward 2N − 1 steps, after which it is guaranteed to converge [2] . At convergence, all states except the absorbing states have a probability of zero.
Cascade size distribution in HawkesN
For a HawkesN model of given parameters, we can obtain the probability distribution of its final size by obtaining the equivalent SIR model (using Theorem 3.1) and applying the method described in the previous section. This is the apriori probability distribution at time t = 0 -after observing the first event. If we have observed instead l events, we can compute the aposteriori probability distribution accounting for the observed events. We run forward the simulation algorithm described in Sec. 4 from the initial state {S(t l ), I (t l )}. Because recovery events are not observed in HawkesN, the exact size of the infected population is not known. We use instead the expected size of the infected population at time t l :
In our experiments in Sec. 5.5, we compute the aposteriori probability distribution by simulating forward the Markov chain from the Figure 4 : Robustness of estimating the population size N and the branching factor n * for HawkesN. One set of parameters for each model was simulated 100 times and fitted on increasingly longer prefixes of each simulation. One value for N and n * is obtained for each fit and the median and the 15%/85% percentile values are shown.
EXPERIMENTS AND RESULTS
In this section, we investigate the performances of HawkesN. First in Sec 5.1 we investigate on synthetic data the number of observations required to fit a HawkesN model. We then evaluate HawkesN on three diffusion datasets on Twitter. Sec. 5.2 describes the datasets. Sec. 5.3 evaluates the generalization performance of HawkesN. Sec. 5.4 analyzes the branching factor across different datasets. Sec. 5.5 profiles cascade size distributions, and has a new explanation for the perceived popularity unpredictability.
Robustness of fit for HawkesN
One key question regarding the HawkesN process in the context of modeling information diffusion is the number of events in each cascade that need to be observed for an accurate estimation of the parameters. This is particularly important when the maximum number of events N is not known in advance and needs to be estimated from data. Starting from a set of parameters, we simulate 100 realizations. We fit HawkesN on increasing prefixes of each realization. Fig. 4 shows the graphics for the branching factor and parameter N for HawkesN (the graphics for the other parameters are shown in the online supplement [1] ). For calibration, we perform the same exercise for the basic Hawkes Process and we presents the graphic for its branching factor in Fig. 10a . We chose to show these parameters as they are highly indicative for the unfolding of the rest of the cascade (as shown in Sec. 4). The basic Hawkes requires observing less the 30% of the length of the cascade to make reliable estimates. Our proposed HawkesN model is more sensitive to the amount of available information, and requires observing more than 40% of the cascade before the median n * and N estimates approach the true values. This is because we estimate the population size N from observed data. Alternatively, N could be estimated from past diffusions (discussed in Sec. 7).
Datasets
We use three datasets of retweet diffusion cascades in Twitter, used in previous work. For each tweet in each cascade, we have information about the time offset of the retweet and the number of followers of the user posting the retweet. The Active dataset was collected by Rizoiu et al. [29] 
Generalization to unobserved data
Setup. We empirically validate the fitness of HawkesN by studying how it generalizes to unseen data. We adopt the setup in [3, 9, 12, 29, 30, 44 ]: a diffusion is partially observed, i.e. HawkesN observes a set of l events events {m j , t j }, t = 1, .., l, and we measure the holdout likelihood, i.e. the likelihood of the events in the unobserved period (events {m j , t j }, t = l + 1, .., n), using Eq. 6. The higher the holdout likelihood, the better the model generalizes to unseen data. We report the average holdout likelihood per event, to render the results comparable across holdout sets containing different numbers of events. Given the results in Sec. 5.1, concerning the length of observed data required to make reliable estimates, we chose to observe in each cascade a given percentage of all events, to render the results comparable across cascades of different length. We compare HawkesN with the state-of-the-art Hawkes model for information diffusion, proposed by Mishra et al. [23] .
Results. Fig. 10b shows the generalization performances of HawkesN, when varying the percentage of observed events from 10% to 95%. Consistent with the results on the synthetic data in Sec. 5.1, we observe a high variance of performance when observing less than 40% of each cascade. The basic Hawkes model shows less variance at lower percentages (shown in the online supplement [1] ). Plots (c) to (e) in Fig. 5 show the generalization performance of Hawkes and HawkesN, on the three datasets, for the observed percentages of 40% and 80%. Visibly, HawkesN consistently outperforms the basic Hawkes. For both models, the generalization appears to slightly worsen for higher percentages, due to overfitting. In conclusion, the HawkesN model has a higher explanatory power for unobserved data, however it requires more training data when the population size N also needs to be estimated.
Branching factor
Here we study the branching factor n * . We fit HawkesN by observing 80% of each cascade, and we compute n * using Eq. 5. Fig. 6 (left) shows the density distribution of n * in the three datasets. For Seismic and News, there is a peak around 0.2, followed by a long tail. This is consistent with the findings of Martin et al. [22] . For Active however, the density shows a secondary peak around 1.5, which is probably related to the fact that this dataset contains diffusion about Youtube videos. We further investigate n * on Active, by tabulating cascades against the category of the video that the cascade relates to. Notably, cascades related to Sports, People & Blogs and Film & Animation tend to have higher values of n * than the dataset median. Similarly, cascade in Gaming, Howto & Style and Nonprofit & Activism have lower n * . When studying the population size N , Gaming stands out as particular category as it has relative high values of N . This is indicative of a large user reach for information relating to Gaming diffusions.
Explaining popularity unpredictability
In this section, we study the probability distribution of size for real-life cascades. For lower values of n * , the the probability distribution for the cascade size is skewed towards lower cascade sizes. Similarly, for high values of n * it is skewed towards the maximum population size N [2] . In Fig. 7 we chose a cascade from the News dataset with n * ≈ 2, because this value shows borderline behavior, and because of the secondary density maximum in Fig. 6 . Both left and right plots in Fig. 7 show the same cascade, with the HawkesN parameters fit on 27 and 47 events respectively (n = 80). The apriori probability size distribution -the distribution after observing only the first event -shows two maxima: one around very small values of cascade size, and one around ∼ 65. This provides the following explanation for the general perceived unpredictability of online popularity. A cascade of a given "potential" n * [22] can achieve any size with a given probability and for n * ∼ 2 there are two likely outcomes: either it dies out early or it reaches a large size compared to the maximum population N . At time t = 0 is it impossible to differentiate between the two outcomes. The situation is different after observing a number of events. The aposteriori probability distribution (shown in Fig. 7 with a blue line) reflects the information gained from the observed events and it shows a single maximum towards the higher size values. The more events we observe, the higher the likelihood of the observed cascade size. This provides another explanation to why autoregressive popularity prediction approaches [6, 27, 32] achieve higher results. The unpredictability of popularity has been previously theorized [22] , however as far as we know this is the first theoretically-grounded proof for it.
RELATED WORK
We structure related work into two broad categories, based on the used framework: point process approaches and epidemic models.
Point process approaches. Popularity modeling [7, 9, 40] and prediction [29, 30, 44] has been a particularly fertile field for pointprocess based generative models. In their seminal work, Crane and Sornette [7] showed how a Hawkes point-process can account for popularity bursts and decays. More sophisticated models have been proposed to model and simulate popularity in microblogs [40] and videos [9] . These approaches successfully account for the social phenomena which modulate online diffusion: the "rich-get-richer" phenomenon and social contagion. Certain models can output an estimate for the total size of a retweet cascade. Shen et al. [30] employ reinforced Poisson processes, modeling three phenomena: fitness of an item, a temporal relaxation function and a reinforcement mechanism; while SEISMIC [44] employs a double stochastic process, one accounting for infectiousness and the other one for the arrival time of events. Our work differs from the above in two aspects. First it proposes a generalization of the Hawkes model, which operates in a finite population -which is a more realistic assumption. Second, it outputs a size probability distribution and it explains the perceived unpredictability of online popularity [22] .
A recently emerging body of work employs Stochastic Differential Equations to formulate Hawkes point processes. RedQueen [43] and Cheshire [42] are two algorithms aimed at optimizing social influence, which they formulate as a stochastic optimal control problem. Wang et al. [36] use stochastic control and reinforcement learning to address the user activity guiding problem and feedback in social systems. Later, Wang et al. [37] use the stochastic differential equation model to link the microscopic event data and macroscopic inference, and to approximate its probability distribution. The similarity between the above and our work is at the level of tools, by using stochastic calculus to link the event-level to the event rate and compute expected quantities. However, none of the above links point processes to epidemic models. The advantage of our solution is that it enables to leverage the mature tools in epidemic models to the field of information diffusion.
Epidemic model approaches. Despite being developed for the field of epidemiology, epidemic models have been applied to information diffusion problems through the analogy of information spread as a disease. Classic epidemic models were early applied in the knowledge and scientific theory diffusion study [13] and latter employed in many areas, such as economic and finance time series analysis [31] . Pastor-Satorras and Vespignani [25] applied SIS (Susceptible-Infected-Susceptible) epidemic model to simulate computer virus transmission over the Internet. A series of studies analyzed the spread of rumors in complex networks based on an epidemic model [24, 33, 41] . More recently, Woo and Chen [38] modeled topic diffusion in web forums using an SIR model; Martin et al. [22] fitted an epidemic model to retweet cascades and used the computed basic reproduction number number to theorize the unpredictability of online popularity. However these work do not leverage tools specific to epidemic models (such as computing the probability distribution of size), nor do they link to point process models as our work does.
DISCUSSION
In this work, we present a previously unexplored connection between Hawkes point processes and SIR epidemic models. First we propose HawkesN, an extension of the Hawkes process with a finite number of events. Next we consider that events in Hawkes correspond to new infections in SIR, and we show that the two processes are equivalent in expectation. This paves the way to applying tools developed for one approach, across the gap, to the other approach. We present a novel method to compute the probability distribution of final size of a cascade after observing its initial unfolding using HawkesN, which is based on a Markov chain tool developed for SIR. We use the probability of cascade size on a large sample of real cascades to provide a nuanced explanation for the general unpredictability of popularity.
Assumptions, limitations and future work. This work assumes a fixed population (users don't enter, nor do they exit). A link could be drawn between evolving populations in SIR and µ(t) 0 in HawkesN. The current work assumes that the maximum population size N is estimated for each cascade, while observing i. Future work could use other observed similar cascades to infer the size of a "thematic neighborhood" before a cascade starts unfolding. Finally, allowing for user-specific behavior in the SIR model or kernel functions other than the exponential function requires more advanced SIR formulations, such as an agent-based formulation. 
CONTENTS (APPENDIX)

A INTER-EVENT TIME PROBABILITIES IN NON-HOMOGENEOUS POISSON PROCESSES
In this section, we revisit the Non-Homogeneous Poisson Process (NHPP) and we compute the formula for the probabilities of observing inter-arrival times. We also show that NHPP is a non-Markovian process and we derive a simple proof for the formula for the loglikelihood of a NHPP, which is widely used in CS literature, but an accessible proof of which is currently missing.
A.1 Inter-arrival times probabilities
Here we compute the probability of observing t i -the arrival of an event. We denote by τ i the inter-arrival time between event i − 1 and event i. It follows that τ i = t i − t i−1 and t i = j 1 τ j . We study in parallel the Homogeneous Poisson Process (HPP) and NHPP. For ease of understanding, we further consider the two cases when i = 1 and i > 1.
The arrival of the first event t 1 . In a HPP of intensity λ, the probability of having no events in the time interval [0, t) is:
This can be interpreted as the probability of waiting at least t units of time until the first event. Consequently, Eq. (19) is the CCDF (Complementary Cumulative Distribution Function) of the waiting time until the first event. The PDF is PDF = ∂ ∂t (1 − CCDF ) = − ∂ ∂t CCDF . Consequently the waiting time to the first event in a HPP is distributed exponentially, with parameter λ:
For a NHPP with the event rate λ(t), we first define the function Λ(t) = ∫ t 0 λ(τ )dτ . The inverse relation between λ(t) and Λ(t) is λ(t) = ∂ ∂t Λ(t). We have:
and we compute
Note that the waiting time to the first event is not exponentially distributed in the case of NHPP. An intuitive interpretation of Eq. (22) is that the probability of observing an event at time t is the product of the probability of observing an event in the infinitesimal time interval [t, t + ∂t] -equal to the event rate λ(t) -and the probability having observed no event in [0, t] -as defined in Eq. (21) . The arrival of t 2 , t 3 , . . . , t n . For a HPP of rate λ, the probability of not observing an event in the interval [t, t + s] -after having observed a first event at time t 1 = t -is:
does not depend of t. By denoting τ 2 = t 2 −t 1 and τ 1 = t 1 , we obtain
Inter-arrival times in a HPP are exponentially distributed with parameters λ, and the probability of observing a τ i does not depend on the previous inter-arrival times τ 1 , τ 2 , . . . , τ i−1 . This property is called memorylessness -and it is equivalent to the Markovian property [2] -as the next state of the process depends only on the current state and not on the past.
For the NHPP of rate λ(t), we have
Λ(t) − Λ(t + s) can be interpreted as the minus area under the curve of λ(t). We can further show that
where H i = {t 1 , t 2 , . . . , t i } is the history of the process up to event t i . Note that when λ(t) = λ -i.e. a HPP -we have Λ(t) = λt and Eq. 23 and 24 are identical. We can express Eq. (24) in terms of event times (rather than inter-event times):
A.2 Two follow-up conclusions
We study the Markovian property of NHPP and we derive its likelihood function. NHPP is not Markovian. One direct consequence of Eq (24) is that inter-arrival times in a NHPP are not exponentially distributed. We further study if the process is memoryless -i.e. if it has the Markovian property. For this, we compute the join probability of having an event in the interval [0, t] and a second event in [t, s].
which shows that t 2 is not independent of t 1 . The implication is that the next state of a NHPP -i.e. t i+1 -is dependent on all previous states -t j , j ∈ [1 . . . i]. This shows that NHPP is not Markovian. Note that this is a general results, for non-specific functions λ(t) Specific functions λ(t) can be constructed so that the NHPP becomes Markovian.
As a sanity check, we write Eq. (26) for a HPP. We obtain
therefore the inter-arrival times τ 1 and τ 2 are independent and exponentially distributed -as expected.
The likelihood function for NHPP. Given H i , which includes the parameter of the process θ and the history of the process up to event t i , the probability of an event at time t i+1 is defined (according to Eq. (25) as the probability of observing an event at time t i+1 -Λ(t i+1 ) -and the probability of not having observed any event in
We construct the likelihood function as
Finally, we derive the expression of the log-likelihood widely used in literature:
B FITTING HAWKESN WITH AMPL -IMPLEMENTATION
We fit the parameters of the HawkesN model to observed data by maximizing the log-likelihood function Eq. (28) . We use AMPL, an industry standard for modeling optimization problems and with a transparent interfaces to powerful solvers. We start with an introduction of AMPL (Sec. B.1), we describe our optimization setup and the employed solvers (Sec. B.2) and we finish with the R interface that we constructed for AMPL (Sec. B.3).
B.1 AMPL introduction
Since the first commercial release in 1993, AMPL -which stands for A Mathematical Programming Language -has provided a convenient interface between mathematic modelers and implemented solvers [11] . It now also offers a complete tool set including many solvers for modeling different optimization problems. Our optimization problem used to involve much more than just deducing log-likelihood functions before utilizing APML. Special effort had to be expanded to derive some components because of specific requirements from solving algorithms. For example, to apply IPOPT solver to our model estimation, we were required to sketch out all parameter derivatives of log-likelihood functions and Jacobian matrix. AMPL, however, allows us to solve the problem by only defining the problem and formulating the constraints.
To run AMPL on models, it needs two parts as input including model files and data files. Model files define the problem, while data files specify constants and initial values for variables. AMPL translator will read in those files and translate them into languages that solvers can understand. AMPL is particularly notable for its general syntax, including variable definitions and data structures.
B.2 Used solvers and optimization setup
AMPL supports a comprehensive set of solvers including solvers for linear programming, quadratic programming and non-linear programming [10] . This link 1 gives a full list of solvers for AMPL.
Solvers Applied in Implementation. We used two solvers in our fitting procedure:
• LGO: a global optimizer for non-linear problems, which is capable of finding approximate solutions when the problems have multiple local optimal solutions ( [26] ). This is also one of the default solvers provided by AMPL. • IPOPT: an open-source large-scale local optimizer for nonlinear programming, which is released in 2006 [34] .
Local solvers rely on improving an existing solution, employing complex techniques to avoid getting stuck in local minima. They require an initial point from which to start exploring the space of solutions. Global solvers attempt to search for the optimal solution in the entire space of solutions (one solution would be, for example, to divide the solution space into hyper-squares and apply local optimization in each one of them). Global solvers tend to find solutions which are not too far from the optimal, but they lack the precision of specialized local solvers In summary: local solvers achieve solutions very close to the optimal, but run the risk of getting stuck in horrible local optima; global solvers achieve imprecise solutions close to the optimal. Optimization implementation setup. Our optimization setup is constructed to account for the weaknesses of each class of solvers. A classical solution to the problem of local optima with local solvers is to repeat the function optimization multiple times, from different starting points. We generate 8 random sets of initial parameters, within the definition range of parameters, and we use the IPOPT solver using each of these as initial point. We also combine the global and the local solver: we use LGO to search in the space of solutions for an approximate solution, which we feed into IPOPT as initial point for further optimization. Lastly, we run IPOPT without any initial parameters, leveraging IPOPT's internal strategy for choosing the starting point based on the parameters' range of definition. After completing these 10 rounds of optimization, we select the solution with the maximum training log likelihood values. This tends to be the combination of global and local optimizer (LGO + IPOPT).
B.3 Interfacing AMPL with R
Our entire code base is using the R language, but AMPL has its own modeling language. Therefore, we need to interface between R and AMPL. Inspired by a blog post 2 , we implemented our own interface between AMPL and R language. The core ideas are described as follow:
• Generating model files and data files: one of the major components of this interface is to generate temporary model and data files, which express the problem to be solved and the used data into AMPL language. As our experiments involve a large amount of cascades, we prefixed all temporal files with process ids so that running AMPL in parallel becomes possible. • Interacting with AMPL: this is also implemented by file I/O in the disk. After model files and data files are generated, we call AMPL via system commands through R and AMPL will then start optimization. Selections of solvers can be specified in the system commands used for starting AMPL. Optimization results will be saved in result files and our interface will extract results and return them. • Exception handling: this is another important component of this interface as solvers are easily encountering errors during optimization process (such as computing loд (0)) when float number running out of precision.
C RELATION BETWEEN DETERMINISTIC SIR AND STOCHASTIC SIR
Allen [2] analyzes in details the relation between the deterministic SIR and the stochastic SIR and shows that the mean behavior of the stochastic version converges asymptotically to the deterministic version. She shows that the mean of the random function I (t) in the stochastic SIR epidemic process is less than the solution I (t) to the deterministic differential equation in Eq. (17) . We study the equivalence of the two flavors of SIR through simulation. We simulate 100 realizations of the stochastic SIR and the deterministic SIR from the same set of parameters. Fig. 8 shows the sizes of the population of Susceptible S(t), Infected I (t), Recovered R(t) and the cumulated infected C t . For the stochastic version, we show the median and the 2.5% / 97.5% percentiles. This result complements the analysis in Sec. 3.1.
D SIR-HAWKESN EQUIVALENCE THROUGH SIMULATION AND FITTING
In this section, we show through simulation the equivalence of HawkesN and SIR on synthetic data. In Sec. D.1, we sketch the fitting procedures for SIR using maximum likelihood. In Sec. D.2, we perform a set of experiments of synthetic data: we demonstrate empirically through simulation and subsequent parameter fitting the equivalence between HawkesN and SIR, and we study some of their key quantities.
D.1 Maximum likelihood estimates for SIR
The parameters of both of the flavors of SIR described in Sec. 3.1deterministic and stochastic -can be fitted from observed data using a maximum likelihood procedure. In the rest of this section, we describe the observed data and we derive the likelihood functions for each model. Likelihood function for stochastic SIR. The SIR process is defined by the three parameters {β, γ , N } and it can be seen as a marked point process observed a set of events {c j , t j , j = 1, . . . , n}, where c j is the class of event t j (infection or recovery). The likelihood of observing a particular event {c j , t j } has two components: Figure 8 : We simulate 100 stochastic SIR realizations using the parameters N = 1300, I (0) = 300, β = 1, γ = 0.2. We show the median and the 2.5% and 97.5% percentile and the deterministic evolution simulated with the same parameters. We also show an example of stochastic realization.
the likelihood of observing the inter-arrival time ∆t j = t j − t j−1 (note that ∆t j is different from τ j , the time to recovery defined in Sec. 3.1); the likelihood of observing an event of that particular class. The event rate of the point process is λ(t) = λ I (t)+λ R (t) (defined in Lemma 3.2), which is piece-wise constant between events (shown in Fig. 2) . Consequently, the likelihood of observing an inter-arrival time ∆t j is λ(t j−1 )e −λ(t j−1 )∆t j . Finally, the probability of observing the given class of event is given by Eq. 18. Formally, the likelihood function for the stochastic SIR is:
Nγ βS(t j−1 ) + Nγ 1(c j = "recovery") (29) We minimize the negative logarithm of the function in Eq. (29) using L-BFGS-B [21] with the parameter bounds β > 0, γ > 0, N > n.
Likelihood function for deterministic SIR. 
D.2 Equivalence on Synthetic Data
We study the equivalence of HawkesN and SIR on synthetic data, through simulation and fitting. We simulate 20 realizations of the stochastic SIR model using a fixed set of parameters. For each realization, we fit the new infection process t I j using HawkesN, following the procedure shown in Sec. D.1. The HawkesN parameters are mapped into SIR parameters using Theorem 3.1. We present in Table 2 the mean and standard deviation for each fitted parameter. We also perform the inverse operation: we simulate 20 realization of a HawkesN process using the same (equivalent) previous parameters. Because the recovery times are not observed, the likelihood corresponding to the inter-arrival times ∆t j (first term on the r.h.s. of Eq. 29) is not defined and we cannot fit a stochastic SIR process. However, we can fit a deterministic SIR by computing population sizes (S(t) and C(t) = I (t) + R(t)) at fixed intervals of time. Table 2 shows the mean and standard deviation of the fitted parameter. Visibly, the fitted parameters are very close to the simulation parameters, in accordance with the theoretical results in Sec. 3.2. Figure 10 : Robustness of estimating parameters κ, β and θ for Hawkes (a)-(c) and HawkesN (d)-(f). One set of parameters for each model was simulated 100 times and fitted on increasingly longer prefixes of each simulation. One value for parameter is obtained for each fit and the median and the 15%/85% percentile values are shown. 31 Figure 11 : Performances of Hawkes explaining unobserved data, using holdout negative log likelihood. The performance over 1000 randomly sampled cascades in News are summarized using boxplots, lower is better. The percentage of observed events in each cascade used to train Hawkes is varied between 10% and 95%.
