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2«J’e´tais assis, un peu vouˆte´, la teˆte basse,
seul en face de cette masse
noire et noueuse entie`rement brute
et qui me faisait peur.
Et puis j’ai eu cette illumination.»
Jean-Paul Sartre, La nause´e.
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0.1 Re´sume´
Dans la the´orie des repre´sentations modulaires des groupes finis, les modules
d’endo-permutation occupent une place importante. En effet, c’est le roˆle joue´
par ces modules dans l’analyse de la structure de certains modules simples pour
des groupes finis p-nilpotents, qui a amene´ E. Dade a` en introduire le concept, en
1978. Quelques anne´es plus tard, L. Puig a de´montre´ que la source de n’importe
quel module simple pour un groupe fini p-re´soluble quelconque est un module
d’endo-permutation. Plus re´cemment, on s’est rendu compte que ces modules
interviennent aussi dans l’analyse locale des cate´gories de´rive´es et dans l’e´tude
des syste`mes de fusion.
La situation que l’on conside`re est la suivante. On se donne un nombre pre-
mier p, un p-groupe fini P , un corps alge´briquement clos k de caracte´ristique p
et on veut de´terminer tous les kP -modules d’endo-permutation couverts inde´-
composables de type fini, c’est-a`-dire tous les kP -modules inde´composables de
type fini, tels que leur alge`bre d’endomorphismes est un kP -module de permu-
tation ayant un facteur direct trivial. On de´finit une relation d’e´quivalence sur
l’ensemble de ces kP -modules et le produit tensoriel des modules induit une
structure de groupe abe´lien sur l’ensemble des classes d’e´quivalence. On appelle
ce groupe, le groupe de Dade de P . Ainsi, classifier les modules d’endo-permu-
tation couverts revient a` de´terminer le groupe de Dade de P .
Le groupe de Dade d’un p-groupe fini arbitraire est encore inconnu, bien
qu’E. Dade, en 1978, e´tait de´ja` parvenu a` la classification dans le cas ou` P est
abe´lien. La premie`re partie de ce travail de the`se est consacre´e au proble`me
de la classification dans le cas ge´ne´ral et re´soud la question dans le cas de
deux familles de p-groupes finis, a` savoir celle des p-groupes me´tacycliques,
pour un nombre premier p impair, et celle des 2-groupes extraspe´ciaux, de la
forme D8 ∗ · · · ∗D8. Ces deux choix ont e´te´ motive´s par le fait que ces groupes
sont “presque” abe´liens. De plus, certains re´sultats sur la structure du groupe
de Dade d’un p-groupe fini quelconque rendent le groupe de Dade des groupes
de ces deux familles plus simple a` e´tudier.
Dans un deuxie`me temps, nous nous sommes inte´resse´s a` deux occurrences
de ces modules dans la the´orie de la repre´sentation des groupes finis, c’est-a`-dire
a` deux raisons qui motivent leur e´tude. Ainsi, nous avons re´alise´ des modules
d’endo-permutation comme sources de modules simples. En particulier, il s’ave`re
que, dans le cas d’un nombre premier p impair, tout module d’endo-permutation
inde´composable dont la classe est un e´le´ment de torsion dans le groupe de Dade
est la source d’un module simple. Finalement, nous avons de´termine´, parmi
tous les modules d’endo-permutation connus actuellement, lesquels posse`dent
une re´solution de permutation endo-scinde´e. Nous sommes arrive´s a` la conclu-
sion que les seuls modules d’endo-permutation qui n’ont pas de re´solution de
permutation endo-scinde´e sont les modules “exceptionnels” apparaissant pour
un 2-groupe de quaternions ge´ne´ralise´s.
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0.2 Abstract
This dissertation is concerned with the classification of endo-permutation
modules. These modules were first introduced by E. Dade, in 1978, and their
study is motivated by the important role they play in some areas of representa-
tion theory of finite groups.
For instance, they appear as sources of simple modules for finite p-solvable
groups, as it has been proved by L. Puig. They also occur in the local analysis
of splendid derived equivalences between blocks. Indeed, J. Rickard noticed that
some of them have an endo-split permutation resolution inducing this equiva-
lence. At present, it turns out that they are also of relevant importance in the
study of fusion systems, considered in topology, as well as in group theory. Let
us give an outline of the situation.
Given a prime number p, a finite p-group P and an algebraically closed
field k of characteristic p, we say that a finitely generated module M is an
endo-permutation module if its endomorphism algebra EndkM is a permutation
kP -module. We say that an endo-permutation module is capped if it has an
indecomposable direct summand with vertex P .
We can define an equivalence relation on the set of (isomorphism classes of)
capped endo-permutation kP -modules and the set of all equivalence classes is
a finitely generated abelian group for the associative law induced by the tensor
product. We call this group the Dade group of P .
Hence, the question of the classification of all endo-permutation kP -modules
reduces to the computation of the Dade group of P .
In 1978, Dade solved this problem in case P is an abelian p-group. More
than twenty years later, the general case is still open and we only have some
partial results on the group structure.
Our contribution to the classification of endo-permutation modules consists
in determining the Dade group of two families of finite p-groups, namely me-
tacyclic p-groups for an odd prime number p, and extraspecial 2-groups of the
shape D∗n8 , for an integer n ≥ 2.
We also consider some aspects of the theory where these modules occur. More
precisely, we give an explicit realization of “many” endo-permutation modules
as sources of simple modules and, following a recent result of J. Carlson, this
proves that all torsion endo-permutation modules effectively occur as sources of
simple modules, for an odd prime number p.
Finally, using work of S. Bouc and J. Rickard, we prove that among all endo-
permutation modules we know at present, the only ones which don’t have an
endo-split permutation resolution are the “exceptional” modules occuring for a
generalized quaternion 2-group.
0.3 Introduction
Le sujet de ce travail de the`se s’inscrit dans le cadre de la the´orie de la
repre´sentation des groupes finis. Cette branche des mathe´matiques de´rive de
l’e´tude des groupes finis et a pour objectif d’obtenir des informations sur la
structure d’un groupe fini a` partir de ses repre´sentations. Autrement dit, elle
a pour but de classifier les modules (a` isomorphisme pre`s) sur des alge`bres de
groupes finis.
Les de´buts de cette the´orie se situent vers la fin du XIXe`me sie`cle et on
les associe surtout aux travaux de Frobenius et de Burnside. Elle continue a` se
de´velopper dans la premie`re partie du XXe`me, graˆce notamment a` Schur et a`
Brauer. Ce dernier a re´volutionne´ l’approche des repre´sentations d’un groupe
fini, en quittant le corps des complexes, pour conside´rer des corps dont la ca-
racte´ristique divise l’ordre du groupe. Il est a` l’origine de ce que l’on appelle
aujourd’hui la the´orie des repre´sentations modulaires.
En ce de´but de XXIe`me sie`cle, cette ramification de la the´orie des groupes
finis continue a` occuper une place d’honneur dans le domaine de la recherche en
alge`bre. En fait, elle a pris tellement d’ampleur que depuis quelques anne´es elle
suscite e´galement l’inte´reˆt de nos confre`res topologues. En effet, de nos jours,
on utilise souvent des me´thodes cohomologiques (et donc issues de la topologie)
pour re´soudre des proble`mes concernant les groupes. Et re´ciproquement, les
topologues emploient des re´sultats purement alge´briques des repre´sentations
des groupes dans leurs travaux.
On connaˆıt depuis bien longtemps les repre´sentations ordinaires d’un groupe
fini G, c’est-a`-dire les CG-modules. En effet, par le the´ore`me de Maschke, on sait
que toute repre´sentation se de´compose comme somme directe de repre´sentations
irre´ductibles, et celles-ci sont en nombre fini et “re´sume´es” par leur table des
caracte`res. Celle-ci nous fournit d’ailleurs des informations fort inte´ressantes
concernant le groupe G, bien qu’elle ne le caracte´rise pas, car deux groupes
distincts peuvent avoir la meˆme table des caracte`res.
Ce re´sultat se ge´ne´ralise pour un corps K “assez gros” et dont la caracte´risti-
que ne divise pas l’ordre du groupe G. Par contre, la situation devient plus
chaotique lorsqu’on quitte ce cadre idyllique pour conside´rer un corps K dont
la caracte´ristique (ne´cessairement premie`re) divise l’ordre de G. Dans ce cas,
il n’est plus vrai que toute repre´sentation se de´compose comme somme directe
de repre´sentations irre´ductibles. Par le the´ore`me de Krull-Schmidt, on a alors
un certain controˆle de la situation si on remplace la notion d’irre´ductibilite´
par celle d’inde´composabilite´. Toutefois, on n’a pas un nombre fini de KG-
modules inde´composables, en ge´ne´ral, et leur classification comple`te se re´ve`le
passablement ardue, pour ne pas dire impossible. C’est la raison pour laquelle il
est pre´fe´rable de focaliser notre attention sur des familles de modules satisfaisant
certaines proprie´te´s.
C’est ce que nous avons fait, en conside´rant la famille des modules d’endo-
permutation, que l’on de´finit comme suit. Etant donne´ un nombre premier p,
un p-groupe fini P et un corps k “assez gros” et de caracte´ristique p, on dit
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qu’un kP -module M est d’endo-permutation si son alge`bre d’endomorphismes
EndkM est un kP -module de permutation.
Ces modules ont e´te´ introduits en 1978 par E. Dade et on lui doit leur clas-
sification dans le cas ou` P est abe´lien. La me´thode qu’il a utilise´e pour en faire
la classification est la suivante. Parmi tous les modules d’endo-permutation, il
suffit de regarder ceux qui ont un facteur direct inde´composable de vortex P .
On dit qu’ils sont couverts (“capped”, en anglais). Comme chaque kP -module
d’endo-permutation couvert posse`de un unique facteur direct inde´composable
de vortex P , appele´ chapeau (“cap”, en anglais), on peut de´finir une relation
d’e´quivalence sur l’ensemble de ces modules en conside´rant les classes d’isomor-
phismes des chapeaux. L’ensemble des classes d’e´quivalence est stable pour le
produit tensoriel (sur k) des modules, et en fait, cela induit une structure de
groupe sur cet ensemble. C’est le groupe de Dade de P . Ainsi, la classification
des kP -modules d’endo-permutation se rame`ne a` l’e´tude du groupe de Dade
de P .
Contrairement au cas abe´lien, re´solu aussitoˆt la notion de module d’endo-
permutation de´finie, on essaie de re´soudre le cas ge´ne´ral, depuis plus de vingt
ans, en vain. Seuls des re´sultats partiels ont e´te´ obtenus concernant la structure
du groupe de Dade. On sait, en particulier, que c’est un groupe abe´lien de type
fini.
De´crivons a` pre´sent comment nous avons organise´ la pre´sentation de notre
travail.
La premie`re partie de cet ouvrage est consacre´e a` l’e´tude du groupe de Dade.
Dans le premier chapitre, nous exposons les notions de base dont nous avons
besoin pour notre analyse. Dans le deuxie`me, nous trac¸ons un bref historique du
groupe de Dade. Ensuite, dans les deux chapitres suivants, nous de´terminons
le groupe de Dade des p-groupes me´tacycliques, pour un nombre premier p
impair, et le groupe de Dade des 2-groupes extraspe´ciaux de la forme D∗n8 , pour
un nombre entier n valant au moins 2.
La seconde partie de l’ouvrage est consacre´e aux occurrences des modules
d’endo-permutation dans la the´orie de la repre´sentation des groupes finis. Dans
le cinquie`me chapitre, nous re´alisons les modules d’endo-permutation comme
sources de modules simples. Cette application est motive´e par un re´sultat que L.
Puig a de´montre´ dans les anne´es 80, a` savoir que les sources de modules simples
pour des groupes finis p-re´solubles sont des modules d’endo-permutation d’une
certaine forme. Nous avons donc aborde´ cette question sous un autre angle,
en nous demandant si chacun des modules de cette forme donne´e apparaissaˆıt
effectivement comme source d’un module simple.
Graˆce aux re´cents re´sultats de J. Carlson et J. The´venaz, il s’ave`re en par-
ticulier que, pour p impair, tous les modules inde´composables dont la classe
est un e´le´ment de torsion dans le groupe de Dade sont des sources de modules
simples.
Finalement, nous avons fait un petit de´tour du coˆte´ des e´quivalences de´rive´es
et nous avons conside´re´ une remarque de J. Rickard. Il a constate´ que si un
module posse`de une re´solution de permutation endo-scinde´e, alors le module
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en question est d’endo-permutation. Comme pour la question pre´ce´dente, nous
avons regarde´ le proble`me d’un autre point de vue, en de´terminant, parmi tous
les modules d’endo-permutation connus actuellement, lesquels posse`dent une re´-
solution de permutation endo-scinde´e. En emboˆıtant, comme s’il s’agissait des
pie`ces d’un puzzle, les travaux de S. Bouc et de J. Rickard, nous sommes arrive´s
a` la conclusion que les seuls modules d’endo-permutation qui n’ont pas de re´solu-
tion de permutation endo-scinde´e sont les modules “exceptionnels” apparaissant
pour un groupe quaternionien.
Ce travail de the`se est loin de re´soudre toutes les questions concernant la
classification des modules d’endo-permutation. Les re´sultats qu’il contient ne
constituent en fait que quelques briques supple´mentaires pour l’e´dification de
cette classification. Relevons e´galement le fait que les re´sultats des chapitres 3
et 5 sont publie´s (cf. [Ma1] et [Ma2] respectivement).
Terminons ce paragraphe introductif avec la remarque suivante. Les diffe´-
rentes techniques de´veloppe´es dans les re´cents travaux de S. Bouc, d’une part,
et de J. Carlson et J. The´venaz, d’autre part, ont permis d’obtenir des re´sultats
tre`s prometteurs quant au succe`s de la classification des modules d’endo-permu-
tation. Les moyens mis en oeuvre par S. Bouc donnent une vision fonctorielle
du groupe de Dade, alors que ceux utilise´s par J. Carlson et J. The´venaz font
intervenir, entre autres, la cohomologie des groupes.
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Premie`re partie
Le groupe de Dade
11

Chapitre 1
Notions de base
1.1 Repre´sentations des groupes finis
L’objectif de ce premier chapitre est de de´finir et donner les principales
proprie´te´s des objets que nous allons utiliser par la suite. Sauf mention expresse,
les preuves des affirmations que nous avanc¸ons dans cette section se trouvent
dans [CR].
Convention. Si A est un anneau (par exemple A = R ou A = RG dans
la de´finition suivante), nous allons supposer que tous les A-modules sont des
A-modules a` gauche de type fini. De plus, nous allons toujours conside´rer les A-
modules a` isomorphisme pre`s. Autrement dit, lorsque nous dirons qu’un module
est unique, nous sous-entendrons qu’il est unique a` isomorphisme pre`s.
De´finition 1.1.1. Soient R un anneau commutatif et G un groupe fini.
1. L’alge`bre du groupe G est la R-alge`bre RG de´finie comme suit.
RG =
{∑
g∈G
agg | ag ∈ R, ∀ g ∈ G
}
, ou` on de´finit
(∑
g∈G
agg
)
+
(∑
g∈G
bgg
)
=
∑
g∈G
(ag + bg)g et
(∑
g∈G
agg
)
·
(∑
h∈G
bhh
)
=
∑
g∈G
∑
h∈G
(agbh)(gh) =
∑
g∈G
(∑
h∈G
agh−1bh
)
g,
pour tous
∑
g∈Gagg et
∑
g∈Gbgg ∈ RG.
En ge´ne´ral, RG est un anneau non commutatif.
2. Soit n un entier avec n ≥ 1. Une repre´sentation (line´aire) de G sur
R de degre´ n est un homomorphisme de groupes ρ : G −→ AutR(V ),
ou` V est un R-module libre de rang n et AutR(V ) est le groupe des auto-
morphismes R-line´aires de V . Rappelons qu’un R-module V est dit libre
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si V posse`de une R-base, i.e. s’il existe un sous-ensemble X de V tel que
tout e´le´ment de V s’e´crive de manie`re unique comme une combinaison
R-line´aire d’e´le´ments de X. Dans cette situation, on appelle rang de V
la cardinalite´ de X.
La donne´e d’une repre´sentation ρ de G sur R de degre´ n est e´quivalente a`
la donne´e d’un RG-module V libre comme R-module et de rang n sur R,
l’action de G sur V e´tant donne´e par g · v = ρ(g)(v), ∀ g ∈ G et ∀ v ∈ V .
Dore´navant, soit ρ : G −→ AutR(V ) une repre´sentation de G.
3. Le caracte`re de ρ est l’application R-line´aire χρ : G −→ R, de´finie
par χρ(g) = Tr(ρ(g)), ∀ g ∈ G, ou` Tr(ρ(g)) est la trace de l’homomor-
phisme ρ(g).
4. Une sous-repre´sentation de ρ est la donne´e d’un homomorphisme de
groupes ρ′ : G −→ AutR(W ), ou` W est un RG-sous-module de V , c’est-
a`-dire un R-sous-module de V tel que g · w ∈W, ∀ g ∈ G et ∀w ∈W .
5. On dit que ρ est irre´ductible si ρ ne posse`de pas de sous-repre´sentation
propre non triviale, c’est-a`-dire si V n’est pas nul et ne posse`de pas de sous-
module propre non nul. On dit alors que V est un RG-module simple.
6. On dit qu’une repre´sentation ρ de G est inde´composable si V est un
RG-module inde´composable, c’est-a`-dire si V n’est pas nul et ne peut
s’exprimer comme la somme directe de deux RG-sous-modules propres. En
particulier, une repre´sentation irre´ductible est inde´composable. Rappelons
qu’une somme M + N de deux modules est directe, et on note alors
M ⊕ N , si tout e´le´ment x de M + N s’e´crit de manie`re unique sous la
forme x = m+ n, avec m ∈M et n ∈ N .
De´finition et proposition 1.1.2. Soient K un corps et G un groupe fini.
1. On dit que K est suffisamment gros pour G si K posse`de une racine
n-ie`me de l’unite´, ou` n est l’exposant de G.
2. On dit que KG est semi-simple si toute repre´sentation se de´compose
comme somme directe de repre´sentations irre´ductibles. C’est le cas si et
seulement si la caracte´ristique de K ne divise pas l’ordre de G.
Si, de plus, K est suffisamment gros pour G, alors le nombre de repre´-
sentations irre´ductibles est e´gal au nombre de classes de conjugaison des
e´le´ments de G et donc on a un nombre fini de classes d’isomorphisme de
KG-modules simples.
C’est le cas, en particulier, si K = C et on parle alors de repre´sentations
ordinaires de G.
3. Soient p un nombre premier et O un anneau de valuation discre`te (et donc
O est un anneau local), complet, d’unique ide´al maximal ℘, tels que les
deux conditions suivantes soient satisfaites.
(a) Le corps re´siduel k = O/℘ est alge´briquement clos et de caracte´-
ristique p.
(b) Le corps des fractions K de O est de caracte´ristique 0 et suffisamment
gros pour tous les groupes que nous allons conside´rer.
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Un tel triple (K,O, k) existe pour tout nombre premier p et pour tout
groupe fini G. On l’appelle un syste`me p-modulaire suffisamment
gros. Comme tous les syste`mes p-modulaires que nous allons conside´rer
sont suppose´s suffisamment gros, nous allons simplement les appeler des
syste`mes p-modulaires.
4. On parle de repre´sentations modulaires de G, si on conside`re les RG-
modules avec R = O ou bien k, pour un syste`me p-modulaire (K,O, k).
Si la caracte´ristique p de k divise l’ordre de G, alors une repre´sentation
inde´composable n’est pas ne´cessairement irre´ductible. De plus, si un p-
sous-groupe de Sylow de G n’est pas cyclique, on a une infinite´ de repre´-
sentations (et donc de classes d’isomorphisme de RG-modules) inde´com-
posables.
Le the´ore`me de Krull-Schmidt (appele´ parfois le the´ore`me de Krull-Schmidt-
Azumaya ou encore le the´ore`me de Krull-Remak-Schmidt) rame`ne, dans notre
contexte, le proble`me de la classification de tous les RG-modules a` celle des
RG-modules inde´composables.
The´ore`me 1.1.3. [Krull-Schmidt] Soit A une R-alge`bre de type fini comme
R-module, ou` R est un anneau commutatif local, complet et noethe´rien (par
exemple R = O ou R = k), et soit M un A-module de type fini.
1. Il existe une de´composition M = ⊕ri=1Mi, ou` r est un entier positif et Mi
est un A-module inde´composable, pour tout 1 ≤ i ≤ r.
2. Si M = ⊕si=1Ni est une autre telle de´composition de M , alors r = s et il
existe une permutation σ ∈ Sr, telle que Mσ(i) ∼= Ni, ∀ 1 ≤ i ≤ r, ou` Sr
de´signe le groupe syme´trique de degre´ r.
Dore´navant, p de´signe un nombre premier et (K,O, k) un syste`me p-modu-
laire. L’inte´reˆt principal des syste`mes p-modulaires re´side dans le fait que, par
l’interme´diaire des OG-modules, on peut passer des repre´sentations modulaires
en caracte´ristique p, c’est-a`-dire des kG-modules, aux repre´sentations en ca-
racte´ristique 0, c’est-a`-dire aux KG-modules.
Convention. Comme la plupart des re´sultats que nous allons obtenir dans
ce chapitre sont valables aussi bien pour l’anneau O que pour k, nous allons
simplement noter R l’anneau commutatif O ou k. De plus, nous allons supposer
que tous les OG-modules sont libres sur O.
Terminons cette section en rappelant que pour tout groupe fini G, l’alge`bre
de groupe RG est syme´trique et donc les notions de RG-modules projectifs et
injectifs co¨ıncident, et si, de plus, G est un p-groupe, alors les RG-modules
projectifs (et donc injectifs) sont libres.
1.2 Modules d’endo-permutation et groupe de
Dade
De´finition 1.2.1. Soient P un p-groupe fini et M un RP -module.
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1. Un ensemble X est un P -ensemble s’il existe une application
P ×X → X, (u, x) 7→ u · x, ∀u ∈ P et ∀x ∈ X,
appele´e action de P sur X et satisfaisant
1 · x = x et (uv) · x = u · (v · x), ∀u, v ∈ P et ∀x ∈ X.
2. M est un RP -module de permutation si M posse`de une R-base P -
invariante, c’est-a`-dire, s’il existe un P -ensemble fini X ⊂M , tel que tout
e´le´ment de M s’e´crive de manie`re unique comme combinaison R-line´aire
d’e´le´ments de X (i.e. X est une R-base deM), et tel que g ·x ∈ X, ∀ g ∈ P
et ∀x ∈ X (i.e. X est P -invariant).
En particulier, RP est un RP -module de permutation de base P et donc
tout RP -module libre est un module de permutation.
3. M est un RP -module d’endo-permutation si EndRM est un RP -modu-
le de permutation pour l’action de P suivante.
(u · f)(x) = u · f(u−1 · x), ∀x ∈M, ∀u ∈ P et ∀ f ∈ EndRM.
4. M est un RP -module endo-trivial s’il existe un RP -module projectif (et
donc libre) L tel que EndRM ∼= R⊕ L comme RP -modules.
Exemples.
1. R est un RP -module de permutation, d’endo-permutation et endo-trivial.
2. RP est un RP -module d’endo-permutation qui n’est pas endo-trivial.
3. Tout module de permutation est d’endo-permutation.
4. Tout module endo-trivial est d’endo-permutation.
Lemme 1.2.2. Soient P un p-groupe fini et M et N deux RP -modules de
permutation.
1. On a un isomorphisme de RP -modules entre M et son dual HomR(M,R).
2. Les RP -modulesM⊕N ,M⊗N , HomR(M,N) et tout facteur direct deM
sont des modules de permutation.
Preuve. Si X est une R-base P -invariante de M , alors la base duale,
{xˆ | x ∈ X : xˆ(y) = δx,y, ∀ y ∈ X} , ou` δx,y =
{
1 , si x = y
0 , sinon
est une R-base P -invariante de HomR(M,R). D’ou` la premie`re assertion. La
seconde est prouve´e dans la section 1 de [Da2].
Pour des raisons qui seront motive´es par la suite, nous allons focaliser notre
attention sur une classe particulie`re de modules d’endo-permutation. Avant cela,
nous allons avoir besoin d’introduire quelques de´finitions supple´mentaires.
Notations. Soient G un groupe fini, H un sous-groupe de G et g, h ∈ G.
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1. On note gh l’e´le´ment ghg−1 de G, et gH le sous-groupe gHg−1 de G.
2. Si M est un RG-module, on note M∗ = HomR(M,R) son dual.
3. Le symbole “⊗” de´signe le produit tensoriel “⊗R”, s’il n’y a aucune am-
bigu¨ıte´ sur R.
Utilisons imme´diatement ces notations dans le lemme suivant.
Lemme 1.2.3. Soient G un groupe fini et M et N deux RG-modules. Alors,
les RG-modules HomR(M,N) et M∗ ⊗N sont isomorphes.
Preuve. Cf. proposition 10.30 de [CR].
De´finition 1.2.4. Soient G un groupe fini, H un sous-groupe de G, M un
RG-module et N un RH-module.
1. Pour tout g ∈ G, on de´finit le module conjugue´ gN de N par g.
C’est l’ensemble { gn | n ∈ N} et on le munit d’une structure de R[ gH]-
module pour l’action de gH donne´e par gh · gn = g(h · n), ∀h ∈ H et
∀n ∈ N . Parfois, il convient de noter ce module g ⊗ N , auquel cas on
note ses e´le´ments g ⊗ n, au lieu de gn, et l’action de gH s’e´crit alors
gh · g ⊗ n = g ⊗ (h · n).
2. Le module induit IndGH N de H a` G de N est le RG-module RG⊗RHN .
L’action de G est donne´e par g · h ⊗ n = gh ⊗ n, ∀ g, h ∈ G et ∀n ∈ N .
On note parfois N↑GH au lieu de IndGH N .
3. On dit que M est projectif relativement a` H s’il existe un RH-module
L tel que M est isomorphe a` un facteur direct de IndGH L.
Ouvrons une bre`ve parenthe`se historique, afin de mentionner que la the´orie
des vortex et sources, que nous abordons ci dessous, a e´te´ introduite et de´velop-
pe´e par J. A. Green, dans les anne´es 50.
De´finition et proposition 1.2.5. Soient G un groupe fini etM un RG-module
inde´composable.
1. Soit S un p-sous-groupe de Sylow de G. Alors M est projectif relativement
a` S.
2. Il existe un unique p-sous-groupe P de G, a` conjugaison pre`s, et un unique
RP -module inde´composable N , a` conjugaison pre`s, tels que M est iso-
morphe a` un facteur direct de IndGP N et M n’est projectif relativement a`
aucun p-sous-groupe ne contenant pas P ou un de ses conjugue´s. On dit
alors que P est un vortex de M et N est une source de M .
3. Si P est un vortex deM et S un p-sous-groupe de Sylow de G contenant P ,
alors le rang (sur R) de M est divisible par l’indice de P dans S.
Preuve. Cf. respectivement proposition 19.5 (alinea ix), the´ore`me 19.8 et
proposition 19.13, et the´ore`me 19.26 de [CR].
Revenons-en aux modules d’endo-permutation et exhibons leur principale
caracte´ristique concernant la the´orie des vortex et sources.
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De´finition et proposition 1.2.6. Soient P un p-groupe, M un RP -module
d’endo-permutation et M = ⊕ri=0Mi une de´composition de M en une somme
directe de RP -modules inde´composables.
S’il existe un facteur direct Mi de vortex P , alors tous les autres facteurs Mj
de vortex P sont isomorphes a` Mi. En d’autres termes, si M n’est pas somme
directe de modules projectifs relativement a` des sous-groupes propres de P , alors
M posse`de un unique facteur direct inde´composable de vortex P . Dans ce cas,
on dit que M est couvert (capped en anglais) et on appelle chapeau de M
(le cap, en anglais) l’unique facteur direct inde´composable de M de vortex P .
En particulier, tout RP -module endo-trivial est un RP -module d’endo-per-
mutation couvert.
De plus, si M et N sont deux RP -modules d’endo-permutation couverts, de
chapeaux M0 et N0 respectivement, on a les proprie´te´s suivantes :
1. M ⊕N est d’endo-permutation si et seulement si M0 est isomorphe a` N0.
Dans ce cas, M ⊕N est couvert, de chapeau M0.
2. M ⊗ N est un RP -module d’endo-permutation couvert, de chapeau e´gal
au chapeau de M0 ⊗N0.
3. M∗ est d’endo-permutation couvert, de chapeau M∗0 .
Preuve. Cf. section 3 de [Da2].
Ajoutons a` cette liste de proprie´te´s le the´ore`me de la classification des mo-
dules de permutation, afin de de´terminer quels sont les modules de permutation
qui sont des modules d’endo-permutation couverts.
The´ore`me 1.2.7. Soit P un p-groupe fini et M un RP -module de permutation.
Alors M est inde´composable si et seulement s’il existe un sous-groupe Q de P
tel que M est isomorphe a` IndPQR. De plus, dans ce cas, M est de vortex Q et
de source triviale R.
Par conse´quent, un RP -module de permutation est couvert si et seulement
s’il posse`de un facteur direct trivial.
Preuve. Cf. section 1 de [Da2].
Nous allons maintenant introduire des outils qui vont nous permettre de
construire des modules d’endo-permutation couverts a` partir des exemples sus-
mentionne´s.
Notations. Soit G un groupe fini.
1. Soient H et K deux sous-groupes de G.
On poseH ≤ K (respectivementH < K) siH est contenu (respectivement
contenu strictement) dans K.
On pose H ≤G K (respectivement H <G K), si H est contenu (respecti-
vement contenu strictement) dans un conjugue´ de K.
On pose H /K, si H est un sous-groupe normal de K.
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2. Soient X un G-ensemble, x ∈ X et H un sous-groupe de G. Alors X est
aussi un H-ensemble et on note :
|X| la cardinalite´ de X,
XH = {x ∈ X | h · x = x, ∀h ∈ H} les points fixes de X par H,
Hx = {h ∈ H | h · x = x} le stabilisateur de x dans H, pour tout x ∈ X.
De´finition 1.2.8. Soit G un groupe fini.
1. Un complexe de RG-modules est une suite de RG-modules et d’homo-
morphismes de RG-modules, appele´s diffe´rentielles,
(C., ∂.) =
(
. . .
∂n+2−→Cn+1∂n+1−→Cn ∂n−→Cn−1∂n−1−→ . . .
)
,
satisfaisant ∂n ◦ ∂n+1 = 0, ∀n ∈ Z. On pose simplement C. au lieu de
(C., ∂.), s’il n’y a aucune ambigu¨ıte´ sur les diffe´rentielles.
On dit que C. est borne´ si Cn = 0, sauf pour un nombre fini d’entiers n.
On dit que C. est exact, ou que C. est une suite exacte si on a l’e´galite´
Ker(∂n) = Im(∂n+1), ∀n ∈ Z.
On dit que C. est scinde´ s’il existe une section, c’est-a`-dire une famille
{sn | n ∈ Z} d’homomorphismes de RG-modules tels que
sn : Cn −→ Cn+1, et ∂n+1 ◦ sn ◦ ∂n+1 = ∂n+1, ∀n ∈ Z.
Pour tout entier n, on de´finit le n-ie`me groupe d’homologie de C.
comme le groupe quotient Hn(C.) = Ker(∂n)
/
Im(∂n+1).
Un complexe C. est une re´solution projective d’un RG-module M si
tous les termes de C. sont des RG-modules projectifs tels que
(a) Cn = 0, ∀n < 0 et
(b) Hn(C.) ∼=
{
M , si n = 0
0 , sinon .
2. Soient P un p-groupe fini et X un P -ensemble fini. Alors RX est un RP -
module de permutation, de meˆme que le RP -module trivial R. Le noyau
Ω1X(R) de l’homomorphisme RX → R, x 7→ 1, ∀x ∈ X est un RP -
module, appele´ syzygy relatif (de R, relativement a` X).
3. Les translate´s de Heller d’un RG-module M sont les RG-modules inde´-
composables Ω(M) et Ω−1(M) apparaissant dans les suites exactes courtes
suivantes, pour des RG-modules projectifs L et L′ de rang (sur R) mini-
mal.
0→ Ω(M)→ L→M → 0 et 0→M → L′ → Ω−1(M)→ 0.
En ite´rant le proce´de´ ci-dessus, on de´finit pour tout entier n le n-ie`me
syzygy de M par
Ωn(M) =
{
Ω(Ωn−1(M)) , si n ≥ 0
Ω−1(Ωn+1(M)), si n < 0.
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Par conse´quent, si
. . . −→ Pn ∂n−→ Pn−1 ∂n−1−→ . . . ∂1−→ P0 ∂0−→M −→ 0
est une re´solution projective minimale de M (i.e. les Pi sont projectifs et de
rang minimal pour tout i), alors Ωn(M) = Ker(∂n−1), ∀n > 0.
Si on supprime l’hypothe`se de minimalite´, alors il existe un RP -module
projectif L, tel que Ker(∂n−1) ∼= Ωn(M)⊕ L.
Par syme´trie, on obtient les n-ie`mes syzygies deM pour n ne´gatif en conside´-
rant une re´solution injective minimale de M .
Ainsi, si on de´compose M en une somme directe Ms⊕Ml, avec Ml projectif
et Ms sans facteur direct projectif, alors Ω0(M) est isomorphe a` Ms.
Proposition 1.2.9. Soit P un p-groupe fini.
1. Soit 0 −→ N −→ L −→ M −→ 0 une suite exacte courte de RP -modules
avec L projectif. Alors M est d’endo-permutation (resp. endo-permutation
couvert) si et seulement si N est d’endo-permutation (resp. endo-permu-
tation couvert).
En particulier, les syzygies d’un RP -module d’endo-permutation (couvert)
sont aussi d’endo-permutation (couverts).
2. Pour tout P -ensemble fini X, le syzygy relatif Ω1X(R) et ses syzygies sont
d’endo-permutation. De plus, Ω1X(R) est inde´composable si et seulement
si aucune orbite de P sur X n’est l’image, par un homomorphisme de
P -ensembles, d’une autre orbite de P sur X, et Ω1X(R) est couvert si et
seulement si |XP | 6= 1.
3. Si |XP | = 1, alors Ω1X(R) est un RP -module de permutation non couvert.
4. Pour tout RG-module M , il existe un RP -module projectif L tel que
Ωn(R)⊗M ∼= Ωn(M)⊕ L, ∀n ∈ Z.
Preuve.
1. Cf. proposition 28.2 [Th1].
2. Cf. the´ore`me 2 [Al3] et section 3.2 de [Bo1].
3. Si |XP | = 1, on peut e´crire X comme une re´union disjointe X = {∗}∐Y
de P -ensembles, avec |Y P | = 0. D’ou` un isomorphisme de RP -modules
entre RX et R⊕RY , et donc la suite exacte
0 −→ Ω1X(R) −→ RX −→ R −→ 0
est scinde´e. Par suite, Ω1X(R) est un module de permutation, car il est
isomorphe au facteur direct RY de RX. Mais RY n’a pas de facteur
direct trivial par hypothe`se, i.e. RY n’est pas couvert.
4. Si n = 0, on peut de´composer M en une somme directe Ω0(M)⊕Ml, avec
Ml projectif (cf. de´finition 1.2.8). On prend alors L =Ml.
Prouvons l’assertion pour n > 0. Soit
. . . −→ Pn ∂n−→ Pn−1 ∂n−1−→ . . . ∂1−→ P0 ∂0−→ R −→ 0
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une re´solution projective minimale de R et appliquons-lui le foncteur exact
covariant
( ⊗M). On obtient ainsi une re´solution projective de M (ou`
1M de´signe l’identite´ de M) :
. . .
∂n⊗1M−→ Pn−1 ⊗M ∂n−1⊗1M−→ . . . ∂1⊗1M−→ P0 ⊗M ∂0⊗1M−→ R⊗M︸ ︷︷ ︸
∼=M
−→ 0.
Mais cette dernie`re n’est pas minimale en ge´ne´ral. D’ou` l’existence d’un
RP -module projectif L satisfaisant :
Ωn(R)⊗M = Ker(∂n−1)⊗M = Ker(∂n−1 ⊗ Id) ∼= Ωn(M)⊕ L.
Pour n < 0, on applique le meˆme raisonnement a` une re´solution injective
de M .
Il re´sulte des deux dernie`res propositions que l’on peut obtenir beaucoup
de modules d’endo-permutation a` partir des exemples mentionne´s. Mais finale-
ment, par le the´ore`me de Krull-Schmidt, seuls les modules d’endo-permutation
couverts inde´composables nous inte´ressent vraiment.
On aboutit ainsi a` la de´finition du groupe abe´lien qu’E. Dade avait appele´
Cap(RP ) et qu’aujourd’hui on appelle groupe de Dade (cf. [Da1]).
De´finition et proposition 1.2.10 (Dade). Soient M et N deux RP -modules
d’endo-permutation couverts.
On dit que M et N sont e´quivalents si leurs chapeaux sont isomorphes et
on note DR(P ) l’ensemble des classes d’e´quivalence.
Le produit tensoriel induit une structure de groupe abe´lien sur DR(P ) en
posant
[M ] + [N ] = [M ⊗N ], ∀ [M ], [N ] ∈ DR(P ).
L’e´le´ment neutre est la classe du RP -module trivial R et l’oppose´ de la classe
[M ] de M est la classe du dual [M∗], ∀ [M ] ∈ DR(P ).
On appelle DR(P ) le groupe de Dade de P .
Soit T (P ) le sous-ensemble de D(P ) forme´ des classes d’e´quivalences conte-
nant un module endo-trivial. Alors T (P ) est un sous-groupe de DR(P ), appele´
le groupe des RP -modules endo-triviaux.
Preuve. Si M et N sont deux RP -modules d’endo-permutation couverts, de
chapeaux M0 et N0 respectivement, alors, par la proposition 1.2.5, la relation
binaire
(
M ∼ N ⇐⇒M0 ∼= N0
)
est une relation d’e´quivalence.
Par la proposition 1.2.6, le RP -module M ⊗ N est encore d’endo-permu-
tation couvert. Par suite, l’ensemble des classes d’e´quivalence des RP -modules
d’endo-permutation couverts est stable pour l’addition
[M ] + [N ] = [M ⊗N ], ∀ [M ], [N ] ∈ DR(P ).
Comme M ⊗ N ∼= N ⊗ M et (M ⊗ N) ⊗ L ∼= M ⊗ (N ⊗ L), pour tout
RP -module L, cette loi de composition est associative et commutative.
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On a R ⊗M ∼= M pour tout RP -module M , et donc [R] est un e´le´ment
neutre pour l’addition.
Or [R] est forme´e de tous lesRP -modules de permutation couverts (cf. lemme
2.5.1 [Ur]). Par conse´quent, siM est d’endo-permutation couvert, le RP -module
de permutation EndRM ∼= M∗ ⊗M est couvert (par la proposition 1.2.6), et
donc [M ] + [M∗] = [R], ∀ [M ] ∈ DR(P ). Ainsi, DR(P ) est un groupe abe´lien.
Si M et N sont deux RP -modules endo-triviaux, alors, par la proposi-
tion 1.2.6, M ⊗ N et M∗ sont aussi endo-triviaux et tous ces modules sont
d’endo-permutation couverts. De plus, comme R est endo-trivial, on en de´duit
que le sous-ensemble TR(P ) de DR(P ) est un sous-groupe de DR(P ).
Terminons cette section en donnant un crite`re fort utile pour savoir si un
module est endo-trivial.
Lemme 1.2.11. SoitM un kP -module. SiM↓PE est un kE-module endo-trivial,
pour tout sous-groupe abe´lien e´le´mentaire E de P , alors M est un kP -module
endo-trivial.
Preuve. Cf. lemme 2.9 de [CaTh1].
1.3 P -alge`bres de Dade et groupe de Dade
Reprenant les travaux d’E. Dade, L. Puig a donne´ une de´finition e´quivalente
du groupe de Dade qui fait intervenir des alge`bres au lieu de modules. C’est
l’approche que nous expliquons dans cette section. La the´orie concernant les
G-alge`bres me´riterait a` elle seule un chapitre entier, que nous n’allons pas lui
conce´der car nous n’avons qu’“eﬄeure´” ce point de vue pour notre travail per-
sonnel. Nous allons donc nous limiter a` de´finir les objets qui vont nous eˆtre utiles
par la suite, et nous allons en donner les proprie´te´s dont nous avons besoin pour
e´tablir le lien avec les modules d’endo-permutation et le groupe de Dade, ren-
voyant le lecteur inte´resse´ aux sections 7, 10, 11, 13, 21, 28 et 29 de [Th1] pour
plus de de´tails.
Soient G un groupe fini et A une R-alge`bre de type fini, ou` R = O ou k,
comme dans la section pre´ce´dente.
1. A est R-simple s’il existe un R-module libre V , tel que A ∼= EndR V .
Autrement dit, A est isomorphe a` l’alge`bre de matrices Mn(R), ou` n
est le rang de V (comme R-module libre). Par le lemme 7.1 de [Th1],
V est un A-module projectif inde´composable et c’est l’unique A-module
inde´composable (et libre comme R-module).
2. A est une G-alge`bre s’il existe ψ : G −→ Aut(A) un homomorphisme de
groupes. On note ga = ψ(g)(a) l’action de g sur a, ∀ g ∈ G et ∀ a ∈ A.
3. A est une G-alge`bre inte´rieure s’il existe un homomorphisme de groupes
φ : G −→ A∗, ou` A∗ est le groupe forme´ des e´le´ments inversibles de A. On
note g · a = φ(g)(a) l’action de g sur a, ∀ g ∈ G et ∀ a ∈ A.
4. A est une G-alge`bre de permutation si A est une G-alge`bre qui est
aussi un RG-module de permutation.
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5. Soient K ≤ H ≤ G et A une G-alge`bre (sur R). La trace relative de H
a` K est l’application R-line´aire
trHK : A
K −→ AH
a 7−→ ∑h∈[H/K] ha, ∀ a ∈ AH ,
ou` [H/K] est un syste`me de repre´sentants des classes a` gauche de H/K.
L’image AHK de A
K est un ide´al bilate`re de AH .
6. Soient P un p-sous-groupe de G et A une G-alge`bre (sur R).
Le quotient de Brauer A¯(P ) est la k-alge`bre quotient
AP
/( ∑
Q<P
APQ + ℘A
P
)
.
La surjection canonique brP : AP −→ A¯(P ) est appele´e homomor-
phisme de Brauer.
7. Si P est un p-groupe fini et A une P -alge`bre, on dit que A est une P -
alge`bre de Dade si A est une P -alge`bre R-simple de permutation telle
que A¯(P ) 6= 0.
La relation entre les P -alge`bres de Dade et les RP -modules d’endo-permu-
tation est la suivante.
Proposition 1.3.1. Soient P un p-groupe fini et R = O ou R = k.
1. EndRM est une P -alge`bre de Dade si et seulement siM est un RP -module
d’endo-permutation couvert.
2. Le produit tensoriel A ⊗ B de deux P -alge`bres de Dade A et B est une
P -alge`bre de Dade.
3. Si A est une P -alge`bre de Dade, alors A¯(Q) est une NP (Q)/Q-alge`bre
de Dade (sur k), ∀Q ≤ P , et il existe un unique k[NP (Q)/Q]-module
d’endo-permutation couvert M tel que A¯(Q) = EndkM .
4. Si A = EndRM est une P -alge`bre de Dade telle que AP = EndRP M
est un anneau local, alors M est un RP -module d’endo-permutation cou-
vert inde´composable et le rang de A sur R est congru a` 1 modulo p. Par
conse´quent, le rang de M sur R est congru a` ±1 modulo p.
Preuve. Cf. paragraphe 28 de [Th1] et proposition 2.5.5 de [Ur].
Qu’en est-il de la relation d’e´quivalence de´finie sur l’ensemble des RP -modu-
les d’endo-permutation couverts en termes de P -alge`bres ?
Afin de re´pondre a` cette question, nous introduisons les concepts suivants.
De´finition 1.3.2. Soit A une P -alge`bre de Dade.
1. On dit que A est neutre s’il existe un RP -module de permutation couvert
M tel que A = EndRM .
Autrement dit, A est neutre si A est l’alge`bre des endomorphismes d’un
RP -module e´quivalent au RP -module trivial.
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2. On dit que deux P -alge`bres de Dade A et B sont e´quivalentes, et on
le note A ∼ B, s’il existe deux P -alge`bres de Dade neutres S et T telles
qu’on ait un isomorphisme de P -alge`bres A⊗ S ∼= B ⊗ T .
Par le lemme 28.5 de [Th1], A ∼ B si et seulement si A⊗Bo est neutre, ou`
Bo est l’alge`bre oppose´e de B, i.e. le R-module B muni de la multiplication
oppose´e a · b = ba, ∀ a, b ∈ B.
3. On de´finit le groupe D′R(P ) des P -alge`bres de Dade comme l’en-
semble des classes d’e´quivalence des P -alge`bres de Dade, muni de la loi
de composition
[A] + [B] = [A⊗B], ∀ [A], [B] ∈ D′R(P ),
C’est un groupe abe´lien. L’e´le´ment neutre est la classe des P -alge`bres de
Dade neutres et l’oppose´ de [A] est la classe [Ao] de l’alge`bre oppose´e.
On a un homomorphisme surjectif de groupes abe´liens :
aR : DR(P ) −→ D′R(P )
[M ] −→ [EndRM ] .
L’homomorphisme ak est bijectif. Par contre, si R = O, alors il existe plu-
sieurs OP -modules correspondant a` la meˆme P -alge`bre. Plus pre´cise´ment, deux
OP -modules M et M ′ produisent la meˆme P -alge`bre si et seulement s’il existe
un OP -module N de rang 1 tel que M ′ ∼= N ⊗M (pour l’action diagonale de
P sur le membre de droite). Il s’ensuit qu’on a un isomorphisme entre le noyau
de aO et le groupe des OP-modules de rang 1 (cf. paragraphe 2.5 de [Ur]).
1.4 Changement de caracte´ristique
Inte´ressons-nous a` une question cruciale dans l’e´tude des repre´sentations mo-
dulaires, a` savoir le passage des repre´sentations en caracte´ristique premie`re p
(sur k) aux repre´sentations en caracte´ristique 0 (sur K). Autrement dit, exa-
minons les relations entre Dk(P ) et DO(P ), i.e. entre les kP - et OP -modules
d’endo-permutation couverts, et les relations entre D′k(P ) et D
′
O(P ), i.e. entre
les P -alge`bres de Dade sur k et sur O.
L’objectif de cette analyse est de de´terminer dans quelle mesure on peut
relever une repre´sentation en caracte´ristique premie`re p en une repre´sentation
en caracte´ristique 0, et, si un tel rele`vement existe, alors on peut se demander
s’il est unique.
Conside´rons en premier lieu le point de vue des modules et utilisons les
re´sultats de la section 16 de [CR] et ceux de la section 4 de [Da2]. Si M est un
OP -module, on note M =M/℘M son image par la re´duction modulo ℘. C’est
un kP -module isomorphe a` k⊗OM . Si, de plus, M est un OP -module d’endo-
permutation couvert, alors M est un kP -module d’endo-permutation couvert
et son chapeau est isomorphe a` k ⊗O M0, ou` M0 est le chapeau de M . Par
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conse´quent, on a un homomorphisme de groupes abe´liens
q : DO(P ) −→ Dk(P )
[M ] 7−→ [M ], ∀ [M ] ∈ DO(P ),
car M ⊗N ∼= M ⊗ N . Le noyau de q est isomorphe au groupe forme´ par les
OP -modules de rang 1. En d’autres termes, e´tant donne´ un kP -module d’endo-
permutation couvert M , s’il existe un OP -module MO (d’endo-permutation
couvert) tel que MO ∼= M , alors un OP -module M ′O rele`ve M si et seulement
s’il existe un OP -module NO de rang 1 sur O tel que M ′O ∼= NO ⊗O MO (cf.
corollaire 2.4.3 et proposition 2.4.4 de [Ur]).
Ayant ainsi re´pondu a` la question concernant l’unicite´ du rele`vement, pen-
chons-nous a` pre´sent sur le proble`me de l’existence de celui-ci. Etant donne´ un
kP -module d’endo-permutation couvert M , existe-t-il un OP -module (d’endo-
permutation couvert) MO qui rele`ve M , i.e. tel que MO ∼=M ? Autrement dit,
est-ce que l’homomorphisme q est surjectif ?
On ne connaˆıt pas la re´ponse en toute ge´ne´ralite´. Cependant, dans les cas que
nous allons traiter par la suite, nous allons pouvoir re´pondre par l’affirmative a`
cette question, et si l’on croit les conjectures actuelles, alors il s’ensuit que q est
toujours surjective.
Cessons de spe´culer et conside´rons le point de vue des P -alge`bres. Par le
the´ore`me 2.6 de [Ur], la re´duction modulo ℘ induit un homomorphisme de
groupes q′ : D′O(P ) −→ D′k(P ) injectif. En effet, on a un diagramme com-
mutatif de groupes abe´liens et homomorphismes de groupes abe´liens :
DO(P )
aO−→ D′O(P )
q ↓ ↓ q′
Dk(P )
ak−→ D′k(P ) .
L’injectivite´ de q′ est alors imme´diate, car ak est un isomorphisme, aO est
surjectif et les noyaux de q et de aO co¨ıncident tous deux avec le groupe des
OP -modules de rang 1.
1.5 Syzygies, morphismes et compositions
Dans les chapitres 3 et 4, nous allons de´terminer la structure de DR(P )
et D′R(P ) pour certains p-groupes finis P . Pour arriver a` nos fins, nous allons
commencer par analyser Dk(P ) en utilisant les homomorphismes de groupes
que nous de´finissons dans cette section.
Soit P un p-groupe fini. Commenc¸ons par une de´finition pre´liminaire.
De´finition 1.5.1. Soient Q un p-groupe fini, ϕ : Q −→ P un homomorphisme
de groupes,M un RP -module et A une P -alge`bre. On de´finit la restriction par
ϕ de M , respectivement de A, comme le RQ-module ResϕM , respectivement la
Q-alge`bre R˜esϕA comme suit.
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1. ResϕM est isomorphe a` M comme R-module et l’action de Q est donne´e
par
u · x = ϕ(u) · x, ∀u ∈ P et ∀x ∈M.
2. ResϕA est isomorphe a` A comme R-alge`bre et, si ψP : P −→ Aut(A) est
l’homomorphisme de groupes de´finissant la structure de P -alge`bre sur A,
alors on pose
ψQ : Q −→ Aut(R˜esϕA)
u 7−→ ψ(ϕ(u)), ∀u ∈ Q.
En conside´rant les trois homomorphismes de groupes que sont l’inclusion, le
passage au quotient par un sous-groupe normal et un isomorphisme, on obtient
par restriction les trois homomorphismes de groupes abe´liens suivants.
1. Restriction. Soient Q un sous-groupe de P , M un RP -module et A une
P -alge`bre. L’inclusion i : Q −→ P induit par restriction une structure de RQ-
module sur M , respectivement de Q-alge`bre sur A. On l’appelle la restriction
de P a` Q et on note ResPQM , ou M ↓PQ, respectivement R˜es
P
QA, ou A↓PQ, les
objets restreints correspondants.
En particulier, si M est d’endo-permutation couvert, alors M ↓PQ aussi. De
meˆme, si A = EndRM est une P -alge`bre de Dade, alors A↓PQ∼= EndR(M↓PQ) est
une Q-alge`bre de Dade.
Ainsi, comme les RQ-modules (M⊗N)↓PQ et (M↓PQ)⊗(N↓PQ) sont isomorphes,
de meˆme que les Q-alge`bres EndR(M ⊗ N) et EndRM ⊗ EndRN , pour tous
RP -modules M et N , on a des homomorphismes de groupes abe´liens :
ResPQ : DR(P ) → DR(Q) et R˜es
P
Q : D
′
R(P ) → D′R(Q)
[M ] 7→ [M↓PQ] [A] 7→ [A↓PQ].
2. Inflation. Soient Q un sous-groupe normal de P ,M un R[P/Q]-module et A
une P/Q-alge`bre. La restriction par le passage au quotient P → P/Q de´finit un
RP -module InfPP/QM , et une P -alge`bre I˜nf
P
P/QA. Cette ope´ration est appele´e
inflation de P/Q a` P .
Si M est d’endo-permutation couvert, alors InfPP/QM aussi. De meˆme, si
A = EndRM est une P/Q-alge`bre de Dade, alors I˜nf
P
P/QA
∼= EndR(InfPP/QM)
est une P -alge`bre de Dade. Comme, pour tous R[P/Q]-modules M et N , les
RP -modules InfPP/Q(M ⊗N) et (InfPP/QM) ⊗ (InfPP/QN) sont isomorphes, on
obtient des homomorphismes de groupes abe´liens :
InfPP/Q : DR(P/Q) → DR(P ) et I˜nf
P
P/Q : D
′
R(P/Q) → D′R(P )
[M ] 7→ [InfPP/QM ] [A] 7→ [I˜nf
P
P/QA].
3. Isomorphisme. Soient ϕ : Q −→ P un isomorphisme de groupes,M un RP -
module et A une P -alge`bre. Les restrictions ResϕM et R˜esϕA, note´es Iso
Q
P M
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et respectivement I˜so
Q
PA, de´finissent un RQ-module et respectivement une Q-
alge`bre. Cette ope´ration est appele´e isomorphisme de P a` Q.
SiM est d’endo-permutation couvert, alors IsoQP M aussi, et, si A = EndRM
est une P -alge`bre de Dade, alors I˜so
Q
PA
∼= EndR(IsoQP M) est une Q-alge`bre
de Dade. Comme pre´ce´demment, on obtient des homomorphismes de groupes
abe´liens, ne´cessairement bijectifs :
IsoQP : DR(P ) → DR(Q) et I˜so
Q
P : D
′
R(P ) → D′R(Q)
[M ] 7→ [IsoQP M ] [A] 7→ [I˜so
Q
PA].
Construisons a` pre´sent des homomorphismes de groupes allant dans le sens
oppose´ des restrictions et des inflations de´finies ci-dessus.
4. Induction tensorielle. Soient Q un sous-groupe de P , M un RQ-module
et A une Q-alge`bre.
Une ope´ration “naturelle” qui permet de passer d’un RQ-module a` un RP -
module est l’induction. Or, en ge´ne´ral, l’induction ordinaire d’un RQ-module
d’endo-permutation n’est pas un RP -module d’endo-permutation et donc ce
n’est pas la “bonne” construction a` conside´rer dans notre cas.
Par contre, l’induction tensorielle de Q a` P satisfait nos exigences. En
effet, l’induite tensorielle TenPQM de M est le R-module⊗
s∈[P/Q]
s⊗M,
ou` [P/Q] est un syste`me de repre´sentants des classes a` gauche de P/Q (et
s ⊗ M est le R[ sQ]-module conjugue´ de M , cf. de´finition 1.2.4). On munit
TenPQM d’une structure de RP -module comme suit. Pour tout u ∈ P , il existe
une unique permutation σ de [P/Q] (qui de´pend de u) et des e´le´ments uniques
vs ∈ Q tels que us = σ(s)vs, ∀ s ∈ [P/Q]. L’action de P sur TenPQM est alors
donne´e par
u ·
⊗
s∈[P/Q]
s⊗xs =
⊗
s∈[P/Q]
s⊗vσ−1(s) ·xσ−1(s), ∀u ∈ P, ∀
⊗
s∈[P/Q]
s⊗xs ∈ TenPQM.
De meˆme, A est un RQ-module et on peut donc lui appliquer cette construction
pour obtenir un RP -module, note´ TenPQA, qui est aussi une R-alge`bre.
Si M est un RQ-module d’endo-permutation couvert et A = EndRM la
P -alge`bre de Dade correspondante, alors TenPQM est un RP -module d’endo-
permutation couvert et TenPQA ∼= EndR(TenPQM) est une P -alge`bre de Dade
(cf. lemme 2.1 de [BoTh]).
De plus, pour tous RQ-modules M et N , par de´finition de l’action (diago-
nale) de P surM⊗N , on a un isomorphisme TenPQ(M⊗N) ∼= TenPQM⊗TenPQN
de RP -modules. Il s’ensuit des homomorphismes de groupes abe´liens :
TenPQ : DR(Q) → DR(P ) et T˜en
P
Q : D
′
R(Q) → D′R(P )
[M ] 7→ [TenPQM ] [A] 7→ [T˜en
P
QA].
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5. De´flation. Construisons maintenant une application allant dans le sens op-
pose´ de l’inflation. Contrairement aux quatre ope´rations pre´ce´dentes, de´finies
indiffe´remment pour les modules et pour les alge`bres, et aussi bien pour R = O
que pour R = k, l’homomorphisme que nous allons conside´rer n’est de´fini, a`
l’origine du moins, que pour les P -alge`bres et pour R = k, car il ne´cessite la
construction de quotients de Brauer.
Soient Q un sous-groupe normal de P et A une P -alge`bre. La de´flation de
P a` P/Q est la P/Q-alge`bre DefPP/Q(A) = A¯(Q). Comme R = k, on a ℘A
Q = 0
et donc A¯(Q) est le quotient AQ
/(∑
S<QA
Q
S
)
.
Par la proposition 1.3.1, si A est une P -alge`bre de Dade, alors A = EndkM
pour un kP -module d’endo-permutation couvert M et A¯(Q) est une P/Q-
alge`bre de Dade. De plus, il existe un unique k[P/Q]-module d’endo-permu-
tation couvert N , a` isomorphisme pre`s, tel que A¯(Q) = EndkN . On pose alors
[N ] = DefPP/Q[M ]. On de´finit ainsi deux applications :
DefPP/Q : DR(Q) → DR(P ) et D˜ef
P
P/Q : D
′
R(Q) → D′R(P )
[M ] 7→ [N ] [A] 7→ [A¯(Q)].
La proposition 28.3 de [Th1] prouve que (A⊗k B)(Q) ∼= A¯(Q) ⊗k B¯(Q),
pour toutes P -alge`bres de Dade A et B, et donc cela implique que ces deux
applications sont des homomorphismes de groupes.
Remarque 1.5.2. Dans la section 2 de [BoTh], S. Bouc et J. The´venaz de´fi-
nissent ces cinq homomorphismes comme cinq applications d’un unique proce´de´
fonctoriel.
Nous allons maintenant donner quelques proprie´te´s de ces morphismes. Etant
donne´ que dans les chapitres suivants nous allons nous concentrer sur la struc-
ture deDk(P ), nous n’e´nonc¸ons les re´sultats que pourDk(P ) (ou e´ventuellement
aussi pour DO(P )), laissant le soin au lecteur de les adapter a` D′k(P ) (respec-
tivement D′O(P )) s’il le souhaite. En effet, les divers re´sultats que nous allons
donner pour DR(P ) se traduisent plus ou moins aise´ment en termes d’alge`bres.
Lemme 1.5.3. Tous ces morphismes sont transitifs.
On a, par exemple, DefPP/Q = Def
P/S
P/Q ◦DefPP/S, pour tous sous-groupes nor-
maux S et Q de P , avec S ≤ Q.
Lemme 1.5.4. Soient S et Q deux sous-groupes normaux de P . Alors les ap-
plications
DefPP/S ◦ InfPP/Q et InfP/SP/QS ◦DefP/QP/QS
de Dk(P/Q) vers Dk(P/S) sont e´gales. Par suite, la de´flation est une re´traction
de l’inflation et donc la de´flation est surjective et l’inflation est injective.
Preuve. Soient M un k[P/Q]-module d’endo-permutation couvert et notons
A = EndkM la P/Q-alge`bre de Dade correspondante. Omettons d’e´crire les
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inflations, pour alle´ger les notations. Il suffit de montrer que les (P/QS)-alge`bres
A¯(S) et A¯(QS) sont isomorphes.
Remarquons tout d’abord que AS = AQS , car A = AQ. Ainsi, on a des
inclusions ∑
T<S
AST ⊆
∑
T<QS
AQST ⊆ AS .
Si T < QS, on a AT = AQT . De plus, trQTT est nulle si T < QT , i.e. si Q 6≤ T .
Dans ce cas, on a trQST = tr
QS
QT ◦ trQTT = 0.
Si Q ≤ T , alors T = QT . Par suite, on a trQST = trQSQT et pour calculer AQST
on peut prendre [QS/QT ] = [S/T ∩ S] comme syste`me de repre´sentants, car
QS = QTS = TS. Comme T < QS, il s’ensuit que T ∩ S < S et donc on a
AQST ⊆ AST∩S ⊆
∑
R<S A
S
R. Ainsi, on a l’e´galite´ cherche´e∑
T<S
AST =
∑
T<QS
AQST et donc A¯(QS) = A¯(S).
En particulier, si Q = S, on a DefPP/S ◦ InfPP/S = InfP/SP/S ◦DefP/SP/S = Id. D’ou` la
dernie`re affirmation du lemme.
La plupart des autres proprie´te´s que nous allons utiliser ne se de´montrent pas
aussi aise´ment. Nous allons donc nous contenter de les e´noncer en mentionnant
les re´fe´rences des articles ou` elles sont prouve´es. Afin de simplifier l’e´criture,
introduisons les notations suivantes.
Notations. Soient Q et S deux sous-groupes d’un p-groupe fini P avec S /Q et
X un P -ensemble fini. Rappelons que le quotient Q/S est appele´ une section
de P .
1. Pour tout entier n, on note ΩnX la classe de Ω
n
X(R) dans DR(P ), ou sim-
plement ΩX , si n = 1.
En particulier, on a nΩP = [Ωn(R)], ∀n ∈ Z.
2. On note DefresPQ/S la compose´e Def
Q
Q/S ◦ResPQ.
3. On note TeninfPQ/S la compose´e Ten
P
Q ◦ InfQQ/S .
4. On note DtR(P ) le sous-groupe de torsion de DR(P ).
The´ore`me 1.5.5. Soient p un nombre premier et P un p-groupe fini.
1. Le sous-groupe Tk(P ) de Dk(P ) co¨ıncide avec le sous-groupe⋂
1<Q≤P
Ker
(
DefresPNP (Q)/Q
)
.
Par suite, si M est un kP -module d’endo-permutation couvert inde´com-
posable, alors M est endo-trivial si et seulement si DefresPNP (Q)/Q[M ] = 0
dans Dk(NP (Q)/Q), pour tout sous-groupe non trivial Q de P .
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2. Si P n’est pas cyclique et A de´signe l’ensemble des sous-groupes de P qui
sont des p-groupes abe´liens e´le´mentaires de rang 2, ou aussi quaternioniens
d’ordre 8, si p = 2, alors l’application∏
E∈A
ResPE : Tk(P ) −→
∏
E∈A
Tk(E)
est injective.
3. Si n est le nombre de classes de conjugaison de sous-groupes abe´liens e´le´-
mentaires maximaux de rang 2 de P , alors la dimension du Q-espace vec-
toriel Q⊗Z T (P ) vaut :
(a) 0, si P est cyclique,
(b) n, si P n’est pas cyclique et si P ne contient aucun sous-groupe
abe´lien e´le´mentaire de rang 3,
(c) n+ 1, sinon.
4. Soit Y l’ensemble des sections de P qui sont des p-groupes abe´liens e´le´-
mentaires de rang 1 ou 2, ou aussi cycliques d’ordre 4 ou quaternioniens
d’ordre 8, si p = 2. L’application∏
Q/R∈[Y/P ]
DefresPQ/R : Dk(P ) −→
∏
Q/R∈[Y/P ]
Dk(Q/R) est injective.
5. Soit [S/P ] un syste`me de repre´sentants des classes de conjugaison des
sous-groupes non cycliques de P . Choisissons pour tout Q ∈ [S/P ] un
sous-groupe Q0 / Q tel que le p-groupe Q/Q0 soit abe´lien e´le´mentaire de
rang 2. Alors l’application∏
Q∈[S/P ]
Id⊗DefresPQ/Q0 : Q⊗Z Dk(P ) −→
∏
Q∈[S/P ]
Q⊗Z Dk(Q/Q0)
est un isomorphisme de groupes abe´liens.
6. Si p est impair et P est un p-groupe abe´lien e´le´mentaire de rang 2, alors∏
1<R<P
ResPR : D
t
k(P ) −→
∏
1<R<P
Dtk(R)
est une application injective.
7. Si p est impair et [C/P ] de´signe un syste`me de repre´sentants des classes
de conjugaison des sous-groupes cycliques non triviaux de P , alors l’ap-
plication ∏
C∈[C/P ]
DefresPC/Φ(C) : D
t
k(P ) −→
∏
C∈[C/P ]
Dk(C/Φ(C)) ,
ou` Φ(C) est le sous-groupe de Frattini de C, est un isomorphisme de
groupes. De plus, Dtk(P ) est un F2-espace vectoriel et on peut prendre
l’ensemble {TeninfPC/Φ(C) Ωc/Φ(c) | C ∈ [C/P ]} comme base.
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Preuve. La premie`re affirmation est la proposition 2.1.2 de [Pu2]. Les points
suivants sont obtenus en actualisant, selon le the´ore`me principal de [CaTh2],
respectivement, le the´ore`me 2.7 de [CaTh1], le the´ore`me 4 de [Al3], le the´ore`-
me 10.1 de [CaTh1], le the´ore`me 4.1 de [BoTh], le lemme 6.1 de [BoTh] et le
the´ore`me 6.2 de [BoTh].
Il convient de pre´ciser que dans l’e´nonce´ du the´ore`me, nous avons pris la li-
berte´ d’actualiser les re´sultats originaux, en tenant compte des progre`s effectue´s
depuis leur parution (cf. chapitre 2).
Comme la dernie`re assertion du the´ore`me le laisse entrevoir, les syzygies
(relatifs) jouent un roˆle pre´ponde´rant dans la structure du groupe de Dade.
Donnons-en alors les proprie´te´s qui vont nous eˆtre utiles.
Lemme 1.5.6. [Rele`vements.] Pour tout P -ensemble fini X et pour tout
entier n, on a ΩnX(k) ∼= k ⊗O ΩnX(O), i.e. ΩnX(O) rele`ve ΩnX(k).
Preuve. On a ΩnX(O) ∼= ΩnX(O¯) = ΩnX(k), ou` ·¯ de´signe le passage au quotient
modulo l’ide´al maximal ℘ de O.
Lemme 1.5.7. Soient P un p-groupe fini et X et Y deux P -ensembles finis
non vides. Si, pour tout sous-groupe Q de P , l’ensemble XQ n’est pas vide si et
seulement si l’ensemble Y Q n’est pas vide, alors ΩX = ΩY dans DR(P ).
En particulier, pour tout P -ensemble fini X, on a ΩX∐X = ΩX.
Preuve. Cf. Lemme 3.2.7 de [Bo1].
Lemme 1.5.8. [Lemme de The´venaz.] Soient P un p-groupe fini et X et Y
deux P -ensembles finis. On a
ΩX∐Y +ΩX×Y = ΩX +ΩY dans DR(P ).
Plus ge´ne´ralement, soient n ≥ 1, Xn = {Xi, 1 ≤ i ≤ n} une famille de P -
ensembles finis et Y =
∐n
i=1Xi. Alors on a dans DR(P )
ΩY =
n∑
s=1
(−1)s−1( ∑
1≤i1<···<is≤n
ΩYi1,...,is
)
, ou`
Yi1,...,is =
∏
1≤j≤s
Xij , ∀ 1 ≤ i1 < · · · < is ≤ n et ∀ 1 ≤ s ≤ n.
Preuve. Le cas n = 1 est banal et le cas n = 2 est le lemme de The´venaz,
de´montre´ dans [Bo1], dans la preuve du the´ore`me 5.1.2.
Soit n > 2 et supposons l’assertion prouve´e pour toute famille Xm de P -
ensembles finis, avec 1 ≤ m < n. Posons Z =∐n−1i=1 Xi et conside´rons les meˆmes
notations que dans la donne´e. Par le cas n = 2 et associativite´ de la re´union
disjointe, on a
ΩY = ΩZ +ΩXn − Ω(Z×Xn).
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Or, les P -ensembles Z ×Xn et
∐n−1
i=1 (Xi ×Xn) sont isomorphes (cf. sections 2
et 3 de [Bo2]) et, par hypothe`se de re´currence, on a
ΩZ =
n−1∑
s=1
(−1)s−1( ∑
1≤i1<···<is≤n−1
ΩYi1,...,is
)
et
Ω{Z×Xn} =
n−1∑
s=1
(−1)s−1( ∑
1≤i1<···<is≤n−1
ΩZi1,...,is
)
,
ou` Zi1,...,is =
∏
1≤j≤s
(Xij ×Xn).
Comme on a
(∏r−1
i=1 (Xi × Xr)
)Q 6= ∅ ⇐⇒ (∏ri=1Xi)Q 6= ∅, ∀Q ≤ P et
∀ 1 ≤ r ≤ n, le lemme 1.5.7 implique l’e´galite´
ΩZi1,...,is = Ω(Z′i1,...,is×Xn) , ou`
Z ′i1,...,is =
∏
1≤j≤s
Xij , ∀ 1 ≤ i1 < · · · < is ≤ n− 1 et ∀ 1 ≤ s ≤ n− 1.
Finalement on obtient
ΩY =
n−1∑
s=1
(−1)s−1( ∑
1≤i1<···<is≤n
ΩYi1,...,is
)
+
+ ΩXn −
n−1∑
s=1
(−1)s−1( ∑
1≤i1<···<is≤n−1
Ω(Z′i1,...,is×Xn)
)
=
=
n−1∑
s=1
(−1)s−1( ∑
1≤i1<···<is≤n
ΩYi1,...,is
)
+ΩXn +
n−1∑
s=1
(−1)s( ∑
1≤i1<···<is≤n−1
ΩZ′′i1,...,is
)
,
ou` Z ′′i1,...,is = (Z
′
i1,...,is
×Xn). En particulier, la parite´ de s n’est pas la parite´
du nombre de facteurs Xi dans Z ′′i1,...,is . D’ou` l’e´galite´ cherche´e.
Le lemme suivant de´crit le comportement des classes d’e´quivalence des syzy-
gies relatifs lorsqu’on leur applique un des morphismes de´finis pre´ce´demment.
Lemme 1.5.9. Soient ϕ : Q −→ P un homomorphisme de groupes et X
un P -ensemble fini. Notons Resϕ ΩX la classe de Resϕ Ω1X(k) et conside´rons
la convention Ω∅ = 0 dans DR(Q). La restriction par ϕ induit une structure de
Q-ensemble ResϕX sur X.
1. On a Resϕ ΩX = ΩResϕX dans DR(Q).
En particulier, on a ResPQΩP = ΩQ dans DR(Q).
2. Supposons Q / P . Alors DefPP/QΩX = ΩXQ dans Dk(P/Q).
En particulier, on a DefPP/QΩP = 0 dans Dk(P/Q).
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Preuve. Cf. section 4 de [Bo1].
Pre´cisons que pour les preuves des deux dernie`res e´galite´s, S. Bouc a utilise´
la convention de son article, qui consiste a` identifier la classe d’un syzygy avec
la classe de son alge`bre d’endomorphismes. En effet, on a un isomorphisme
entre TenPQ(EndRM) et EndR(Ten
P
QM), pour tout RQ-moduleM et pour tout
Q ≤ P (cf. lemme 2.1 de [BoTh]). Autrement dit, on peut identifier ΩX dans
DR(P ) avec EndR ΩX dans D′R(P ), car Ten
P
Q(EndR ΩX) = EndR(Ten
P
QΩX) est
alors identifie´ avec TenPQΩX .
Contrairement aux quatre autres ope´rations, l’induction tensorielle d’un sy-
zygy relatif ΩX ne s’exprime pas comme syzygy relatif d’un ensemble de´pendant
de X. Par contre, on a le re´sultat suivant, duˆ e´galement a` S. Bouc.
Lemme 1.5.10. [Formule de Bouc.] Soient Q un sous-groupe de P et X un
Q-ensemble fini. Alors,
TenPQΩX =
∑
U,V∈[sP ]
U≤PV
µP (U, V )|{a ∈ V \P/Q | XV a∩Q 6= ∅}| ΩP/U ,
ou` [sP ] est un ensemble de repre´sentants des classes de conjugaison des sous-
groupes de P et µP (U, V ) la fonction de Mo¨bius de l’ensemble partiellement
ordonne´ [sP ], de´finie re´cursivement comme suit. Pour tous sous-groupes U et S
dans [sP ], on pose :
µP (U,U) = 1 ; µP (U, S) = 0, si U P S et
µP (U, S) =
∑
T∈[sP ]
U≤PT<PS
−µP (U, T ), si U ≤P S.
Preuve. Cf. the´ore`me 5.1.2 de [Bo1].
Conside´rons a` pre´sent certaines compositions de ces diffe´rents morphismes.
Ce sujet est de´veloppe´ dans la section 3 de [BoTh] et ne´cessite une de´finition
pre´alable (que nous avons simplifie´e afin de l’adapter a` nos besoins).
De´finition 1.5.11. Soit p un nombre premier et P un p-groupe fini.
1. Soit Perm(P ) la cate´gorie dont les objets sont les P -ensembles finis et les
morphismes m entre deux objets Y et X sont des matrices a` coefficients
dans k, indexe´es par X×Y et telles que mgx,gy = mx,y, ∀ g ∈ P, ∀x ∈ X
et ∀ y ∈ Y .
2. Soit q une puissance de p. On de´finit le foncteur γq de Perm(P ) vers
Perm(P ) comme e´tant l’identite´ sur les objets de Perm(P ) et faisant
correspondre a` un morphisme m : Y → X de Perm(P ) le morphisme
γq(m) : Y → X, donne´ par
(
γq(m)
)
x,y
= (mx,y)q, ∀x ∈ X et ∀ y ∈ Y .
Ce foncteur induit un endomorphisme, toujours note´ γq, sur D′R(P ) (cf.
section 3 de [BoTh]) et celui-ci est un automorphisme si k est un corps parfait,
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puisque l’endomorphisme de k qui consiste a` e´lever a` la puissance p est bijectif
dans ce cas. Ce foncteur intervient lorsqu’on e´tudie la composition des ope´rations
D˜ef et T˜en. En effet, la proposition 3.10 de [BoTh] de´montre que si Q et R sont
des sous-groupes de P avec R normal dans P et q = |R : Q ∩ R|, alors les
applications
D˜ef
P
P/R ◦ T˜en
P
Q et γq ◦ T˜en
P/R
QR/R ◦ I˜so
QR/R
Q/Q∩R ◦ D˜ef
Q
Q/Q∩R
de D′k(Q) vers D
′
k(P/R) co¨ıncident.
Or, en ce qui nous concerne, nous nous inte´ressons uniquement a` la com-
position correspondante pour les syzygies relatifs, et ceux-ci sont de´finis sur le
corps Fp, qui est parfait. En fait, comme l’e´le´vation a` la puissance p est l’iden-
tite´ sur Fp, le morphisme induit par γq sur Dk(P ) est l’identite´ sur les syzygies
relatifs (cf. exemple 3.3 de [BoTh]). Ceci simplifie l’expression ci-dessus, comme
nous le mettons en e´vidence dans la seconde affirmation du lemme suivant, la
premie`re e´galite´ correspondant a` la formule de Mackey dans le cas de l’induction
tensorielle.
Lemme 1.5.12. Soient S et Q deux sous-groupes de P et X un Q-ensemble
fini. On a :
ResPS ◦TenPQ(ΩX) =
∑
u∈[S\P/Q]
TenSS∩ uQ ◦Res
uQ
S∩ uQ ◦ Iso
uQ
Q (ΩX) dans DR(S).
Si, de plus, S / P , alors on a, dans Dk(P/S),
DefPP/S ◦TenPQ(ΩX) = TenP/SQS/S ◦ IsoQS/SQ/Q∩S ◦DefQQ/Q∩S(ΩX),
Preuve. La premie`re e´galite´ est de´montre´e dans la proposition 3.15.2 de [Be],
et elle est valable pour tous les RP -modules. La seconde de´coule de la proposi-
tion 3.10 de [BoTh].
Nous allons clore ce premier chapitre en fixant quelques notations supple´-
mentaires. Nous allons noter DΩR(P ) le sous-groupe de DR(P ) engendre´ par les
syzygies relatifs, c’est-a`-dire le groupe constitue´ des combinaisons Z-line´aires
des e´le´ments ΩX , ou` X est un P -ensemble fini. De plus, dore´navant, nous al-
lons appeler Dk(P ) le groupe de Dade de P , respectivement Tk(P ) le groupe
des modules endo-triviaux et nous noterons ces groupes D(P ), respectivement
T (P ). On notera aussi DΩ(P ) au lieu de DΩk (P ). C’est en effet sur les classes
d’e´quivalence des kP -modules d’endo-permutation couverts que nous avons choi-
si de concentrer nos efforts.
Les deux raisons principales qui ont motive´ cette de´cision sont, en premier
lieu, la ne´cessite´ d’utiliser la de´flation comme outil d’analyse du groupe de Dade,
ce qui implique qu’il nous faut travailler sur k au lieu de O. D’ailleurs, il va se
re´ve´ler plus aise´ de travailler sur k, puis de relever les modules sur O, que
d’essayer de de´terminer directement DO(P ).
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En second lieu, nous avons fait le choix de conside´rer des modules au lieu
d’alge`bres pour satisfaire une question de gouˆt personnel. Soulignons, pour ter-
miner, que ce choix ne nous a pas pe´nalise´ dans notre e´tude du groupe de Dade,
comme nous allons le constater par la suite.
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Chapitre 2
1978-2002 : L’Odysse´e du
groupe de Dade
Ce chapitre ne pre´tend pas eˆtre un expose´ exhaustif de tous les re´sultats
concernant le groupe de Dade d’un p-groupe fini depuis ses premiers balbutie-
ments. Toutefois, nous avons voulu retracer son histoire dans les grandes lignes,
pour justifier l’inte´reˆt que nous lui avons porte´.
Commenc¸ons avec la premie`re apparition du terme endo-permutation dans
la litte´rature. Elle remonte a` 1978, lorsque E. Dade, motive´ par l’e´tude des
extensions de modules simples pour des groupes finis p-nilpotents, a introduit
le concept de module d’endo-permutation dans le domaine des repre´sentations
modulaires des groupes finis (cf. [Da2]). D’emble´e, il est parvenu a` la classifica-
tion des modules d’endo-permutation couverts (a` e´quivalence pre`s) dans le cas
d’un p-groupe fini abe´lien. Voici, dans les meˆmes notations qu’au chapitre 1, ce
qu’il a de´montre´.
The´ore`me 2.0.13. Soit P un p-groupe abe´lien fini.
1. TR(P ) est engendre´ par ΩP . Donc TR(P ) est trivial si |P | = 2, cyclique
d’ordre 2, si P est cyclique d’ordre ≥ 3, et cyclique infini sinon.
2. DR(P ) est isomorphe a` la somme directe des groupes TR(P/Q), ou` Q
parcourt l’ensemble des sous-groupes propres de P .
La premie`re assertion est le the´ore`me 10.1 de [Da2]. La seconde est le
the´ore`me 12.5 de ce meˆme article, ou` E. Dade prouve que si P est abe´lien,
alors tout RP -module d’endo-permutation couvert inde´composable est le cha-
peau d’un produit tensorielM de modules d’endo-permutation couverts obtenus
par inflation depuis des quotients de P et, si R = O, d’un unique OP -module
de rang 1. De plus, il montre que la multiplicite´ du chapeau dans M vaut 1.
A cette e´poque, E. Dade n’e´tait pas le seul a` s’inte´resser a` ces modules. En
effet, pratiquement en meˆme temps, et de manie`re totalement inde´pendante, J.
Alperin et aussi J. Carlson s’e´taient penche´s sur des proble`mes semblables. Plus
exactement, pre´ce´dant les travaux d’E. Dade, J. Alperin avait de´ja` conside´re´ les
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modules endo-triviaux, qu’il avait alors appele´modules inversibles (cf. [Al1]).
De son coˆte´, J. Carlson a de´crit les kP -modules endo-triviaux pour un p-groupe
abe´lien e´le´mentaire de rang 2, prouvant d’une autre manie`re le the´ore`me 2.0.13
dans ce cas particulier (cf. [Ca]), et son article est paru deux ans apre`s celui
d’E. Dade. Soulignons encore que J. Carlson et E. Dade e´taient au courant des
travaux de J. Alperin, comme ils le mentionnent dans leurs articles.
Au de´but des anne´es 1980, L. Puig a annonce´ des re´sultats concernant le
groupe de Dade d’un p-groupe fini arbitraire, ou` le proble`me majeur re´side dans
le fait que l’argument utilise´ par E. Dade ne s’applique pas, car en ge´ne´ral les
sous-groupes ne sont pas normaux. Mais ce n’est qu’en 1990 qu’il a publie´ une
partie de ses recherches sur le groupe de Dade (cf. [Pu2]), introduisant ainsi
“officiellement” la notion de P -alge`bre de Dade qu’il avait de´ja` utilise´e dans ses
notes non publie´es de 1988 (cf. [Pu1]).
De´taillons sa de´marche. Comme l’application de de´flation de P a` P/Q n’a
aucun sens pour un sous-groupe Q non normal dans P , L. Puig a conside´re´ la
composition de la restriction au normalisateurNP (Q) deQ, suivie de la de´flation
a` NP (Q)/Q. Finalement, il a e´tudie´ l’homomorphisme∏
1<Q≤P
DefresPNP (Q)/Q : D(Q) −→
∏
1<Q≤P
D(NP (Q)/Q).
Il a appele´ groupe des classes d’e´quivalences des P -alge`bres de source
quasi triviale le noyau de cette application et il a de´montre´ qu’il co¨ıncide avec
le groupe T (P ) des modules endo-triviaux. Il en a de´duit, en particulier, qu’un
kP -module d’endo-permutation couvert inde´composable est endo-trivial si et
seulement si sa classe est dans le noyau de
∏
1<Q≤P Defres
P
NP (Q)/Q (cf. [Pu1] ou
l’assertion 1 du the´ore`me 1.5.5).
Dans [Pu1], L. Puig a aussi montre´ que les sources de modules simples pour
des groupes finis p-re´solubles sont des modules d’endo-permutation d’une cer-
taine forme (utilisant le produit tensoriel, l’induction tensorielle et l’inflation de
translate´s de Heller). Comme on reviendra sur ce sujet dans la deuxie`me partie
de ce travail, nous n’allons pas donner plus de de´tails sur la structure de ces
modules dans ce chapitre.
Ce qui re´sulte des travaux pre´sente´s ci-dessus, c’est qu’on peut se´parer les
sujets d’e´tude du groupe de Dade en deux parties. D’une part, on s’inte´resse a`
la structure du groupe :
1. Est-il de type fini ?
2. Peut-on trouver des ge´ne´rateurs aussi simplement que dans le cas abe´lien ?
3. Que peut-on dire de son sous-groupe de torsion ? Du sous-groupe des mo-
dules endo-triviaux ?
4. Est-ce que tout kP -module d’endo-permutation se rele`ve en un OP -modu-
le d’endo-permutation ? Etc...
Et d’autre part, on peut se demander quelles en sont les applications :
1. Dans quelles circonstances, dans la the´orie des repre´sentations, voit-on
apparaˆıtre des modules d’endo-permutation ?
39
2. Et des modules endo-triviaux ?
Nous avons de´cide´ de suivre le meˆme principe pour pre´senter notre travail et
donc nous avons divise´ ce texte en deux : la premie`re partie est de´die´e a` l’e´tude
de la structure du groupe de Dade de certaines familles de p-groupes finis, et la
seconde se concentre sur certaines occurrences de ces modules dans la the´orie
des repre´sentations.
Pour l’instant, revenons-en a` l’exposition des principaux re´sultats connus,
avant le de´but de cette the`se.
Dans [Pu2], L. Puig de´montre que le noyau de la restriction∏
E∈A
ResPE : T (P ) −→
∏
E∈A
T (E)
est fini, ou` A est un syste`me de repre´sentants des classes de conjugaison des
sous-groupes abe´liens e´le´mentaires de P . En particulier, cela implique que le
groupe des classes d’e´quivalence des P -alge`bres de Dade d’un p-groupe fini P
quelconque est de type fini et donc D(P ) aussi.
Un an plus tard paraˆıt un nouvel article de L. Puig concernant les P -alge`bres
de Dade d’un p-groupe fini abe´lien, ou` il de´montre le fait suivant. Pour chaque
sous-groupe Q de P , il se donne une P/Q-alge`bre de Dade AQ satisfaisant
certaines conditions de compatibilite´. Il est alors en mesure de les “recoller”
en une P -alge`bre de Dade A, telle que la de´flation DefPP/Q(A) soit e´quivalente
a` AQ, pour tout sous-groupe Q (cf. [Pu3]).
Ce “petit jeu” de recollement, qui peut sembler anodin au premier abord,
se re´ve`le en fait d’une grande importance dans l’analyse locale des blocs. Et
aujourd’hui, cela inte´resse e´galement les topologues qui e´tudient les syste`mes de
fusion. Ceci constitue donc une motivation supple´mentaire pour parvenir a` une
classification comple`te des modules d’endo-permutation.
Les points de vue d’E. Dade et de L. Puig sont tre`s diffe´rents, et cela
peut preˆter a` confusion. C’est probablement une des raisons qui a convaincu
J. The´venaz de reprendre leurs travaux afin de les pre´senter en paralle`le dans
les paragraphes 28 a` 30 de son livre [Th1], cre´ant ainsi un dictionnaire entre les
terminologies des P -alge`bres de Dade et des RP -modules d’endo-permutation.
Il rede´montre, avec d’autres arguments, un certain nombre de re´sultats connus.
Entre autres, il donne une preuve du re´sultat (toujours non publie´) de L. Puig
affirmant que les sources de modules simples pour des groupes finis p-re´solubles
sont des modules d’endo-permutation.
Les faits que nous souhaitons relever a` pre´sent, sans entrer dans les de´tails,
concernent les occurrences des modules d’endo-permutation et endo-triviaux
dans les e´quivalences de cate´gories (stables et de´rive´es).
En 1986, paraˆıt un article de M. Linckelmann dans lequel il de´montre que les
modules endo-triviaux sont intimement lie´s aux e´quivalences stables induites par
une e´quivalence de´rive´e (cf. [Li]). Puis, en 1997, M. Harris et M. Linckelmann
publient un article commun (cf. [HL]), dont on retiendra essentiellement le roˆle
pre´ponde´rant joue´ par les modules d’endo-permutation dans l’analyse locale
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des blocs et dans les e´quivalences de´rive´es splendides introduites par J. Rickard
quelques anne´es auparavant.
En parlant de J. Rickard, il nous faut mentionner son article de 1996 trai-
tant des e´quivalences de´rive´es splendides (cf. [Ri]), puisqu’il est a` l’origine du
jeu auquel nous nous sommes preˆte´s au chapitre 6. Dans cet article, J. Rickard
remarque que certains modules d’endo-permutation ont une re´solution de per-
mutation endo-scinde´e et de´montre, en particulier, que si P est abe´lien, alors
tout module d’endo-permutation posse`de une telle re´solution. L’importance de
l’existence d’une re´solution de permutation endo-scinde´e re´side dans le fait qu’on
a alors un complexe basculant splendide qui induit une e´quivalence splendide
entre deux blocs donne´s (et donc ceux-ci ont la meˆme structure locale).
Beaucoup d’articles sont parus depuis, mettant en e´vidence l’importance des
modules d’endo-permutation et les e´quivalences stables et de´rive´es notamment.
Il serait pre´tentieux de vouloir tous les exposer ici. Nous allons donc conclure
cette parenthe`se cate´gorique en mentionnant encore le “bon comportement”
des modules endo-triviaux dans les e´quivalences stables. Si on a une e´quivalence
entre les sous-cate´gories e´paisses engendre´es par le module trivial des cate´gories
stables de deux groupes, alors cette e´quivalence fait correspondre un module
endo-trivial a` un module endo-trivial. Ce fait a e´te´ prouve´ par J. Carlson et R.
Rouquier dans [CaRo].
Venons-en, a` pre´sent, aux re´sultats publie´s apre`s le de´but de ce travail de
the`se, c’est-a`-dire parus (ou a` paraˆıtre) depuis septembre 1999.
L’anne´e 2000 a e´te´ riche en publications concernant les modules d’endo-per-
mutation. Commenc¸ons par citer deux articles de J. Alperin. Dans le premier
(cf. [Al3]), il de´montre que les syzygies relatifs sont des modules d’endo-permu-
tation, il calcule leur image par l’homomorphisme de de´flation et il donne un
crite`re d’inde´composabilite´ de ces modules. Il de´termine e´galement le rang “sans
torsion” du groupe des modules endo-triviaux, i.e. la dimension du Q-espace
vectoriel Q⊗ZTR(P ). Nous avons explicite´ celui-ci au point 3 du the´ore`me 1.5.5.
Dans l’article suivant (cf. [Al4]), J. Alperin de´montre que tout kP -module
endo-trivial se rele`ve sur O, pour tout p-groupe fini P .
Poursuivons avec les travaux de S. Bouc et J. The´venaz. Dans [BoTh], ils
de´montrent que le rang “sans torsion” du groupe de Dade d’un p-groupe fini
P est e´gal au nombre de classes de conjugaison de sous-groupes non cycliques
de P (the´ore`me 4.1 de [BoTh] et assertion 5 du the´ore`me 1.5.5).
Ils obtiennent aussi des re´sultats partiels concernant le sous-groupe de tor-
sion Dt(P ) de D(P ). Ils de´montrent que si p est un nombre premier impair,
alors un certain quotient Dt(P ) de Dt(P ) est un F2-espace vectoriel, de base{
TeninfP
C
ΩC | C = C/φ(C), C ∈ [C/P ]
}
,
ou` φ(C) est le sous-groupe de Frattini de C et [C/P ] un syste`me de repre´sentants
des classes de conjugaison de sous-groupes cycliques non triviaux de P . Par la
suite, il va s’ave´rer que Dt(P ) est e´gal a` Dt(P ) (cf. [CaTh2] ou assertion 7 du
the´ore`me 1.5.5).
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Finalement, ils de´veloppent une approche fonctorielle du proble`me concer-
nantD(P ), en conside´rant, d’une certaine manie`re,Q⊗ZD(·) etDt(·) comme des
foncteurs. Comme nous n’avons pas utilise´ ce point de vue, nous ne de´veloppons
pas plus cet aspect du groupe de Dade.
Encore en 2000, J. Carlson et J. The´venaz publient un article synonyme de
nouvelle avance´e dans l’analyse du groupe de Dade (cf. [CaTh1]). En effet, ils
parviennent a` re´duire la question concernant la structure du groupe des modules
endo-triviaux de n’importe quel p-groupe fini au groupe des modules endo-tri-
viaux de p-groupes finis appartenant a` une famille “de´tectrice”. C’est le l’asser-
tion 2 du the´ore`me 1.5.5, auquel il faut ajouter a` la famille de´tectrice les groupes
extraspe´ciaux d’exposant p, si p est impair, ou (quasi-)extraspe´ciaux sauf D8,
si p = 2 (cf. the´ore`me 2.7 [CaTh1]). En effet, l’assertion 2 du the´ore`me 1.5.5 est
la conjecture 2.6 de [CaTh1] et celle-ci a e´te´ de´montre´e depuis dans [CaTh2].
Dans [CaTh1], J. Carlson et J. The´venaz de´terminent aussi le groupe de
Dade des 2-groupes die´draux, quaternioniens et semi-die´draux, sur lesquels nous
reviendrons plus en de´tail dans le chapitre 5.
Toujours durant cette prolifique anne´e 2000, S. Bouc a travaille´ sur les sy-
zygies relatifs (cf. [Bo1]), et a obtenu, entre autres, les re´sultats que nous avons
de´ja` mentionne´s dans le chapitre pre´ce´dent.
Il a e´galement de´montre´ que le sous-groupe DΩO(P ) +KO(P ) du groupe de
Dade engendre´ par les syzygies relatifs (DΩO(P )) et le noyau des restrictions-
de´flations aux sections abe´liennes e´le´mentaires (KO(P )) est d’indice fini dans
DO(P ) et l’exposant du quotient divise l’ordre de P . Autrement dit, a` un mul-
tiple de p pre`s et a` un e´le´ment de KO(P ) pre`s, les classes des modules d’endo-
permutation sont des combinaisons line´aires des classes des syzygies relatifs. Par
ailleurs, graˆce aux re´sultats obtenus [CaTh2], il s’ave`re que KO(P ) est trivial si
p est impair (cf. assertion 4 du the´ore`me 1.5.5).
Finalement, il montre que si X est un P -ensemble fini, alors ΩX est un
e´le´ment de torsion dans DO(P ) si et seulement si ΩX = ΩP/Q pour un sous-
groupe Q de P tel que le quotient est cyclique ou quaternionien et tel que Q
contient le stabilisateur de tout x ∈ X, avec e´galite´ pour certains x ∈ X.
Actuellement, il est conjecture´ que les classes des syzygies relatifs engendrent
toujours le groupe de Dade d’un p-groupe fini P , excepte´ si p = 2 et P posse`de
une section qui est un groupe quaternionien (cf. [CaTh1]). Si cette conjecture est
vraie, alors cela implique, en particulier, que tout module d’endo-permutation
se rele`ve en caracte´ristique 0.
Maintenant, nous allons brie`vement exposer des re´sultats qui ne sont pas
encore publie´s. Commenc¸ons avec ceux de S. Bouc, qui a obtenu un re´sultat
d’injectivite´ concernant le sous-groupe de torsion T t(P ) du groupe des modules
endo-triviaux. Il a conside´re´ les sections isome´triques d’un p-groupe fini P , c’est-
a`-dire les sections U/V de P satisfaisant les conditions suivantes :
1. le groupe U/V est de p-rang normal 1, i.e. U/V est cyclique, die´dral d’ordre
au moins 16, quaternionien ou semi-die´dral ;
2. siM est l’unique Q[U/V ]-module simple fide`le, c’est-a`-dire tel que le sous-
groupe {u¯ ∈ U/V | u¯ · x = x, ∀x ∈ M} de U/V est trivial, alors le QP -
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module induit M˜ = IndPU Inf
U
U/V M ve´rifie un isomorphisme d’alge`bres
entre EndQP M˜ et EndQP M . On dit alors que le QP -module (a fortiori
simple) M˜ est de type U/V .
L’ensemble des sections isome´triques de P est muni d’une relation d’e´quivalence.
En conside´rant alors la somme directe F des groupes T t(U/V ), ou` U/V parcourt
un syste`me de repre´sentants des classes d’e´quivalences des sections isome´triques
de P , S. Bouc prouve que F s’injecte dans le sous-groupe de torsion Dt(P )
du groupe de Dade, et que cette injection (donne´e par TeninfPU/V ) admet une
re´traction. En d’autres termes, F est isomorphe a` un facteur direct de Dt(P ).
De plus, S. Bouc conjecture qu’en fait cette injection est un isomorphisme. C’est
en effet ve´rifie´ dans tous les cas connus, et, en particulier, c’est vrai pour tout
nombre premier p impair, en tenant compte du re´sultat suivant.
Comme nous l’avons de´ja` mentionne´, J. Carlson et J. The´venaz ont de´montre´
la conjecture 2.6 de [CaTh1]. Autrement dit, si P est un p-groupe fini alors
l’application
Res : T (P ) −→
∏
Q∈X
T (Q),
ou` X est l’ensemble des sous-groupes abe´liens e´le´mentaires de rang 2 ou aussi
quaternioniens d’ordre 8, si p = 2, est injective (cf. [CaTh2]).
En fait, comme tient a` le pre´ciser J. The´venaz, la conjecture 2.6 pour p
impair est due essentiellement a` J. Carlson, qui a analyse´ la varie´te´ d’un cer-
tain quotient d’un hypothe´tique module endo-trivial de torsion pour aboutir a`
une contradiction et montrer ainsi que le sous-groupe de torsion du groupe des
modules endo-triviaux pour un p-groupe extraspe´cial d’exposant p est trivial.
L’injectivite´ de l’application Res ci-dessus (i.e. l’e´limination des groupes ex-
traspe´ciaux de la famille de´tectrice) s’ave`re capitale dans l’e´tude du sous-groupe
de torsion du groupe de Dade d’un p-groupe fini quelconque. En effet, une des
conse´quences majeures de ceci est que le sous-groupe de torsion Dt(P ) de D(P )
se de´tecte a` l’aide de l’application
∏
1<Q≤P Defres
P
NP (Q)/Q pour les sections
NP (Q)/Q qui sont des groupes cycliques d’ordre au moins 3, quaternioniens ou
semi-die´draux.
Sans entrer dans les de´tails, et selon les notations pre´ce´dentes, l’injectivite´
de l’application Res entraˆıne aussi, pour p impair, Dt(P ) = Dt(P ) et donc
Dt(P ) est un F2-espace vectoriel de dimension e´gale au nombre de classes de
conjugaison de sous-groupes cycliques non triviaux de P , engendre´ par les classes
des syzygies relatifs.
Nous allons maintenant apporter notre contribution a` ce travail autour du
groupe de Dade en traitant deux exemples particuliers. Le premier concerne un
p-groupe me´tacyclique pour un nombre premier p impair et le second traite le
cas d’un 2-groupe extraspe´cial du type D∗n8 , pour un entier n ≥ 1.
La motivation d’e´tudier le groupe de Dade d’un p-groupe me´tacyclique pour
un nombre premier p impair est due au fait qu’un tel groupe ne posse`de pas de
section extraspe´ciale d’exposant p. En effet, au de´but de ce travail de the`se le
dernier re´sultat de´montre´ par J. Carlson et J. The´venaz n’e´tait encore qu’une
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conjecture, et donc, pour espe´rer pouvoir classifier tous les modules d’endo-per-
mutation pour un p-groupe fini P , il nous fallait choisir une famille de groupes
n’ayant pas de section extraspe´ciale d’exposant p.
L’ide´e pour le deuxie`me exemple a e´te´ motive´e par le fait que parmi les
2-groupes (quasi-)extraspe´ciaux, ce sont les seuls pour lesquels le sous-groupe
de torsion du groupe de Dade est trivial, puisqu’un tel 2-groupe P ne contient
aucun sous-groupe Q produisant une section de la forme NP (Q)/Q qui soit un
groupe cyclique d’ordre 4, quaternionien ou semi-die´dral. Ils apparaissent donc
parmi les groupes (quasi-)extraspe´ciaux les “plus faciles” a` aborder.
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Chapitre 3
Les p-groupes me´tacycliques
3.1 Structure des p-groupes me´tacycliques
De´finition 3.1.1. Un groupe G est dit me´tacyclique si G est une extension d’un
groupe cyclique par un groupe cyclique. En d’autres termes, on peut inse´rer G
dans une suite exacte courte
1 −→ Cn −→ G −→ Cm −→1,
ou` Cn et Cm sont des groupes cycliques d’ordre n ≥ 1 et m ≥ 1 respectivement.
Soient P un p-groupe me´tacyclique (pour un nombre premier p impair) et
deux entiers n et m, tels que la suite
1 −→ Cpn −→ P −→ Cpm −→ 1
est exacte. Autrement dit, selon les notations de [Di], on peut choisir u, v ∈ P
tels que up
n
= 1, vp
m ∈ <u> (avec m = 0 si P est cyclique) et vu = upl+1,
pour un certain 0 < l ≤ n (le groupe P est abe´lien si l = n).
En particulier, P est d’ordre pm+n, <u>∼= Cpn est un sous-groupe normal
dans P et tout e´le´ment de P s’e´crit de manie`re unique uavb, avec 0 ≤ a < pn
et 0 ≤ b < pm.
Remarquons aussi que les sous-groupes et les quotients de P sont eux aussi
me´tacycliques, et donc toute section de P est un p-groupe me´tacyclique.
De plus, on a <up
n−1
> ≤ Z(P ). En effet, l’action par conjugaison de v
sur up
n−1
est un automorphisme de <up
n−1
> d’ordre une puissance de p (car
vp
m ∈ < u >). Mais Aut(<upn−1>) est cyclique d’ordre p − 1. Donc v agit
trivialement sur up
n−1
, i.e. v et up
n−1
commutent.
D’autre part, si P n’est pas cyclique, alors P contient au moins un sous-
groupe abe´lien e´le´mentaire E de rang 2, car p est impair (cf. the´ore`me 4.10
de [Go]). Nous allons montrer qu’en fait, P posse`de au plus un sous-groupe
abe´lien e´le´mentaire de rang 2, mais avant cela, introduisons la convention et la
notation suivante.
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Convention. Dore´navant, p de´signe un nombre premier impair.
Notation. On note Φ(G) le sous-groupe de Frattini d’un groupe fini G. Par
de´finition, Φ(G) est l’intersection des sous-groupes maximaux de G (cf. sec-
tion 5.1 de [Go]).
Lemme 3.1.2. Soit P un p-groupe me´tacyclique non cyclique. Alors il existe
un unique sous-groupe abe´lien e´le´mentaire de rang 2.
A fortiori, celui-ci est normal dans P .
Preuve. Soit E un sous-groupe abe´lien e´le´mentaire de rang 2 d’un p-groupe
me´tacyclique non cyclique P = <u, v>. Alors E ∩ <u> 6= {1} car le quotient
E
/
(E ∩ <u>) est cyclique, isomorphe au sous-groupe non trivial E<u>/<u>
du groupe cyclique P/<u>. Donc E contient up
n−1
.
L’image de E dans P/<u> n’est pas triviale et donc E contient un e´le´ment
de la forme uavp
m−1
. En fait, E = <up
n−1
, uavp
m−1
>, car <up
n−1
> est un
sous-groupe propre du sous-groupe <up
n−1
, uavp
m−1
> de E.
Posons w = vp
m−1
. L’action de w sur <u> est donne´e par wu = ur, ou`
r = spn−1 + 1 pour un entier s > 0. En particulier, si w et u commutent, on
prend s = p. C’est le cas si n = 1, car cela force l = n = 1 (dans les notations
de de´but de section) et donc P est abe´lien.
Comme P est me´tacyclique, il existe un unique entier d tel que 0 ≤ d < pn
et wp = ud. On a p|d si et seulement si P n’est pas cyclique. En effet, p et d sont
premiers entre eux si et seulement s’il existe un entier e avec de ≡ 1 ( mod pn).
Mais alors on a u = ude = wpe ∈ <v>. Par hypothe`se, P n’est pas cyclique et
donc d est un multiple de p et on a
(ua w)p = ua(wu)a(w
2
u)a · · · (wp−1u)awp = ua(r+r2+···+rp−1)+d = ua r
p−1
r−1 +d.
Or,
rp − 1
r − 1 = (sp
n−1)p−1 +
(
p
1
)
(spn−1)p−2 + · · ·+
(
p
p− 2
)
spn−1 +
(
p
p− 1
)
.
Comme (spn−1)p−1 ≡ 0 ( mod pn) (meˆme si n = 1, car on a alors s = p), et
comme, pour p impair, les coefficients binomiaux sont tous des multiples de p,
on en de´duit que r
p−1
r−1 ≡ p ( mod pn).
Donc (uaw)p = uap+d et ceci est e´gal a` 1 si et seulement si ap + d est un
multiple de pn. Or, ap+ d ≡ 0 ( mod pn) si et seulement si a ≡ −dp ( mod pn−1)
et donc E = <up
n−1
, u−
d
p vp
m−1
>.
Re´ciproquement, l’argument pre´ce´dent prouve que le groupe E de´fini par
cette formule est abe´lien e´le´mentaire de rang 2. Donc P a un unique sous-groupe
abe´lien e´le´mentaire de rang 2.
Remarque 3.1.3. Le lemme ne se ge´ne´ralise pas pour p = 2. En effet, le groupe
die´dral d’ordre 8 est me´tacyclique non cyclique. Mais il posse`de 2 sous-groupes
abe´liens e´le´mentaires de rang 2.
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Du lemme 3.1.2 de´coule imme´diatement une conse´quence, fondamentale pour
la motivation de ce travail, comme nous l’avons mentionne´ au chapitre pre´ce´dent.
Corollaire 3.1.4. Soit P un p-groupe me´tacyclique. Alors P ne posse`de aucune
section extra-spe´ciale d’exposant p.
Preuve. Tout p-groupe (non trivial) extra-spe´cial d’exposant p posse`de plu-
sieurs p-sous-groupes abe´liens e´le´mentaires de rang 2. Or, toute section de P est
un p-groupe me´tacyclique et ne peut donc pas eˆtre extra-spe´ciale d’exposant p.
Par ailleurs, si P n’est pas cyclique, nous pouvons caracte´riser les sous-
groupes non cycliques de P par les proprie´te´s suivantes.
Lemme 3.1.5. Supposons P non cyclique et soit H un sous-groupe non cyclique
de P .
1. Alors H est de´termine´ de manie`re unique par Φ(H).
En d’autres termes, si H et K sont deux sous-groupes non cycliques de
P , avec Φ(K) = Φ(H), alors K = H.
2. On a NP (H) = NP (Φ(H)).
Preuve.
1. Conside´rons N = NP (Φ(H)). Le quotient N/Φ(H) est un p-groupe me´ta-
cyclique, car c’est une section d’un p-groupe me´tacyclique, et il est non
cyclique, car il contient H/Φ(H) qui est abe´lien e´le´mentaire de rang 2 (car
H n’est pas cyclique).
Donc, par le lemme 3.1.2, N/Φ(H) posse`de un unique sous-groupe abe´lien
e´le´mentaire de rang 2. Autrement dit, il existe un unique sous-groupe de
N contenant Φ(H) et dont le quotient par Φ(H) est abe´lien e´le´mentaire
de rang 2. A fortiori, H est cet unique sous-groupe. En effet, s’il existe un
sous-groupe K non cyclique de P , avec Φ(K) = Φ(H), alors, de Φ(H)/K,
il s’ensuit que K ≤ N et par unicite´, cela force K = H.
2. On a NP (H) ≤ NP (Φ(H)), car Φ(H) est un sous-groupe caracte´ristique
de H.
D’autre part, si u ∈ NP (Φ(H)), alors le sous-groupe de Frattini de uH est
Φ( uH) = u(Φ(H)) = Φ(H). On a donc H = uH, par le point pre´ce´dent.
Ainsi, on a u ∈ NP (H), pour tout u ∈ N . D’ou` NP (Φ(H)) = NP (H).
3.2 Groupe de Dade
Soient p un nombre premier impair et P un p-groupe me´tacyclique. Conside´-
rons l’homomorphisme de groupes abe´liens
ΨP =
∏
Q∈[X/P ]
DefresPQ/Φ(Q) : D(P )→
∏
Q∈[X/P ]
D(Q/Φ(Q)),
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ou` X est l’ensemble des sous-groupes non triviaux de P et [X/P ] un syste`me
de repre´sentants des classes de conjugaison par P des e´le´ments de X .
Notons S l’ensemble des sous-groupes non cycliques de P , C l’ensemble des
sous-groupes cycliques non triviaux de P , et [S/P ] et [C/P ] pour les syste`mes
de repre´sentants des classes de conjugaison par P correspondants.
Proposition 3.2.1. L’application ΨP , de´finie ci-dessus, est injective.
Preuve. Nous savons que tout Q ∈ [X/P ] est un p-groupe me´tacyclique.
Ainsi, on a Q/Φ(Q) ∼= Cp, si Q est cyclique, et Q/Φ(Q) ∼= Cp×Cp, sinon. D’ou`,
respectivement,
D(Q/Φ(Q)) = T (Q/Φ(Q)) ∼= Z/2Z , si Q est cyclique,
D(Q/Φ(Q)) ∼=
⊕
R<Q
T (Q/R) ∼= Z⊕ (Z/2Z)p+1, si Q n’est pas cyclique.
Par le the´ore`me 1.5.5, l’application∏
H/K∈[Y/P ]
DefresPH/K : D(P ) −→
∏
H/K∈[Y/P ]
D(H/K) est injective,
ou` [Y/P ] est un syste`me de repre´sentants des classes de conjugaison des sections
de P qui sont des p-groupes abe´liens e´le´mentaires de rang 1 ou 2.
Raisonnons par re´currence sur |P |.
Supposons |P | = p. On a alors S = ∅ et C = {P}, et donc ΨP = IdD(P ) est
injective.
Supposons maintenant |P | > p et ΨQ injective pour tout groupe Q d’ordre
strictement plus petit que celui de P . Soit a ∈ Ker(ΨP ). Par le the´ore`me 1.5.5,
il suffit de prouver que DefresPH/K(a) = 0 pour toute section H/K abe´lienne
e´le´mentaire de rang 1 ou 2. On distingue deux cas :
1. Si H < P , on a ResPH(a) ∈ Ker(ΨH), ou` ΨH =
∏
Q∈[XQ/H]Defres
H
Q/Φ(Q),
et ou` XQ est l’ensemble des sous-groupes non triviaux de Q. En effet, par
transitivite´ de la restriction, on a
DefresPQ/Φ(Q) = Defres
H
Q/Φ(Q) ◦ResPH , ∀Q ≤ H ≤ P.
De plus, si Q et gQ sont deux sous-groupes de H conjugue´s dans P , alors
on a DefresPgQ/Φ( gQ) = conj(g)◦DefresPQ/Φ(Q), ou` conj(g) est la conjugaison
par g. Par suite, Ker(DefresPgQ/Φ( gQ)) = Ker(Defres
P
Q/Φ(Q)).
Donc ResPH(a) = 0, car, par hypothe`se de re´currence, ΨH est injective.
Ainsi, pour toute section abe´lienne e´le´mentaire H/K de P de rang 1 ou 2,
avec H < P , on a DefresPH/K(a) = 0.
2. Si H = P , alors on a deux sous-cas a` traiter :
(a) Si K est un sous-groupe normal d’indice p2 dans P tel que le quotient
est abe´lien e´le´mentaire de rang 2, alors K = Φ(P ), puisque P/Φ(P )
est l’unique quotient abe´lien e´le´mentaire de rang 2 de P . Donc, par
hypothe`se, a ∈ Ker(DefPP/Φ(P )).
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(b) Si K est un sous-groupe normal d’indice p dans P , alors K est maxi-
mal dans P . Donc P/K est une section de P/Φ(P ), car K contient
Φ(P ) comme sous-groupe (a fortiori normal). D’ou`, par transitivite´
de la de´flation et par hypothe`se, on a
DefPP/K(a) = Def
P/Φ(P )
P/K
(
DefPP/Φ(P )(a)
)
= DefP/Φ(P )P/K (0) = 0.
Les deux lemmes suivants vont nous permettre d’ame´liorer ce re´sultat d’in-
jectivite´.
Lemme 3.2.2. Soient p un nombre premier impair et P un p-groupe me´tacycli-
que non cyclique. Alors, l’application∏
1<Q<P
ResPQ : D
t(P ) −→
∏
1<Q<P
Dt(Q) est injective.
Preuve. Par la proposition 3.2.1, nous savons que∏
1<Q≤P
DefresPQ/Φ(Q) : D
t(P ) −→
∏
1<Q≤P
Dt(Q/Φ(Q))
est injective (en fait nous savons meˆme que nous pouvons conside´rer les sous-
groupes Q a` conjugaison pre`s).
D’autre part, le the´ore`me 1.5.5 implique que si Q est un sous-groupe non
cyclique de P , alors la restriction∏
Φ(Q)<R<Q
ResQ/Φ(Q)R/Φ(Q) : D
t(Q/Φ(Q)) −→
∏
Φ(Q)<R<Q
Dt(R/Φ(Q))
est injective, pour tout sous-groupe non cyclique Q de P . En effet, Q/Φ(Q) est
abe´lien e´le´mentaire de rang 2 et les sous-groupes propres de Q/Φ(Q) sont de la
forme R/Φ(Q), pour des sous-groupes R de P , tels que Φ(Q) < R < Q.
On obtient ainsi un diagramme commutatif de groupes abe´liens et homo-
morphismes de groupes abe´liens
Dt(P )
ϕ1−→ ∏1<S<P Dt(S)
ϕ2 ↓ ↓∏
1<Q≤P D
t(Q/Φ(Q))
ϕ3−→ ∏Φ(Q)<R<QDt(R/Φ(Q)),
ou` les applications ϕ3 =
∏
Φ(Q)<R<QRes
Q/Φ(Q)
R/Φ(Q) et ϕ2 =
∏
1<Q≤P Defres
P
Q/Φ(Q)
sont injectives, par le the´ore`me 1.5.5 et, respectivement, par la proposition
pre´ce´dente. Par suite, l’application ϕ1 =
∏
1<S<P Res
P
S est injective.
Lemme 3.2.3. Soit P un p-groupe me´tacyclique. L’application∏
[C∈C/P ]
DefresPC/Φ(C) : D
t(P ) −→
∏
C∈[C/P ]
T (C/Φ(C))
est injective.
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Preuve. Cette application est bien de´finie, puisque C/Φ(C) est cyclique
d’ordre p et donc D(C/Φ(C)) = T (C/Φ(C)), ∀C ∈ C.
Prouvons l’assertion par re´currence sur |P | et commenc¸ons par supposer
|P | = p. Alors on a T (P ) = D(P ) et C = {P}. Par suite, on a∏
C∈[C/P ]
DefresPC/Φ(C) = IdT (P )
est injective.
Supposons maintenant |P | > p et le lemme ve´rifie´ pour tout p-groupe
me´tacyclique d’ordre strictement infe´rieur a` |P |. Distinguons deux cas.
1. Si P est cyclique, alors le lemme est la version cyclique de la proposi-
tion 3.2.1, et donc il n’y a rien a` de´montrer.
2. Si P n’est pas cyclique, alors, par le lemme 3.2.2 et par hypothe`se de
re´currence, la composition
Dt(P ) α−→
∏
1<Q<P
Dt(Q)
β−→
∏
1<Q<P
( ∏
C∈CQ
T (C/Φ(C))
)
est injective, ou` α =
∏
1<Q<P Res
P
Q, β =
∏
1<Q<P
(∏
C∈CQ Defres
Q
C/Φ(C)
)
et CQ est l’ensemble des sous-groupes cycliques non triviaux de Q, pour
tout sous-groupe Q de P .
Or, ∀C ∈ C et ∀Q,Q′ < P tels que C ∈ CQ ∩ CQ′ , on a
DefresQC/Φ(C) ◦ResPQ = DefresPC/Φ(C) = DefresQ
′
C/Φ(C) ◦ResPQ′ .
De plus, on a Ker
(
DefresPQ/Φ(Q)
)
= Ker
(
DefresPgQ/Φ( gQ)
)
, pour tout
sous-groupe Q de P (par un argument de´ja` vu).
Par suite, on peut se restreindre aux classes de conjugaison de sous-groupes
cycliques (non triviaux), sans perdre l’injectivite´ de l’application. Ainsi,∏
C∈[C/P ]Defres
P
C/Φ(C) : D
t(P ) −→∏C∈[C/P ] T (C/Φ(C)) est injective.
Ce dernier re´sultat nous donne une “borne supe´rieure” en ce qui concerne le
rang du sous-groupe de torsion du groupe de Dade d’un p-groupe me´tacyclique P
(pour p impair). En effet, nous savons de´sormais qu’il ne peut exce´der le nombre
de classes de conjugaison de sous-groupes cycliques non triviaux de P . Nous
allons a` pre´sent montrer que le rang en question est e´gal a` cette borne supe´rieure.
Remarquons que nous pouvons encore ame´liorer ce re´sultat d’injectivite´. En
effet, pour toute section abe´lienne e´le´mentaire H de P , de rang infe´rieur ou
e´gal a` 2, nous pouvons conside´rer l’application surjective ρH : D(H) → T (H),
de´finie comme la composition de l’isomorphisme⊕
1≤K<H
DefHH/K : D(H) −→
⊕
1≤K<H
T
(
H/K
)
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du the´ore`me 1.2.10 (dont l’inverse est ⊕K<H InfHH/K), avec la projection sur la
composante correspondant a` K = 1. En particulier, si H ∼= Cp, alors ρH = Id.
Conside´rons l’homomorphisme de groupes abe´liens
αP =
( ∏
Q∈[X/P ]
ρQ/Φ(Q)
)
◦ΨP .
The´ore`me 3.2.4. L’application
αP : D(P ) −→
∏
Q∈[S/P ]
T
(
Q/Φ(Q)
)× ∏
C∈[C/P ]
T
(
C/Φ(C)
)
est injective.
Preuve. L’homomorphisme injectif ΨP de la proposition 3.2.1, compose´ avec
l’isomorphisme du the´ore`me 2.0.13 donne un homomorphisme injectif
Ψ′P : D(P ) −→
∏
Q∈[S/P ]
(⊕Φ(Q)≤R<QT (Q/R))× ∏
C∈[C/P ]
T
(
C/Φ(C)
)
.
Soit x ∈ Ker(αP ). Alors Ψ′P (x) = (xQ)Q∈[X/P ] ve´rifie xQ = 0, si Q est
cyclique, ou xQ ∈ ⊕Φ(Q)<R<QT (Q/R), sinon. D’ou`, 2x ∈ Ker(Ψ′P ) = Ker(ΨP )
et donc x ∈ Dt(P ), par injectivite´ de ΨP .
Par le lemme pre´ce´dent, Dt(P ) s’injecte dans
∏
C∈[C/P ] T
(
C/Φ(C)
)
par le
produit des de´flations-restrictions, c’est-a`-dire par la restriction de αP a` Dt(P ).
Par hypothe`se, x ∈ Ker(αP ) et donc x = 0. Il s’ensuit que αP est injective.
Il nous reste a` prouver que cette injection est un isomorphisme. Pour y par-
venir, nous allons exhiber un sous-ensemble deD(P ) qui est envoye´ par αP sur le
syste`me de ge´ne´rateurs E = {ΩQ/Φ(Q) | Q ∈ [X/P ]} du groupe abe´lien d’arrive´e.
En fait, E est la re´union d’une base du Z-module libre ∏Q∈[S/P ] T (Q/Φ(Q)) et
d’une base du F2-espace vectoriel
∏
Q∈[C/P ] T
(
Q/Φ(Q)
)
. On fait de E une base
ordonne´e du groupe abe´lien d’arrive´e, pour l’ordre sur [X/P ] de´fini comme suit.
Conside´rons se´pare´ment les repre´sentants des classes de conjugaison des
sous-groupes cycliques non triviaux et celles des sous-groupes non cycliques,
respectivement [C/P ] et [S/P ]. On a S = ∅ si et seulement si P est cyclique et
C 6= ∅, ∀P 6= {1}.
Sur chacun de ces ensembles, il existe un ordre “naturel” induit par l’inclu-
sion ≤P , que nous pouvons prolonger en un ordre total  sur [C/P ], respecti-
vement sur [S/P ].
Soient maintenant H et K deux e´le´ments de [X/P ]. Nous posons H  K si
exactement une des conditions suivantes est re´alise´e.
1. H ∈ [C/P ] et K ∈ [S/P ].
2. H,K ∈ [C/P ] et H  K selon l’ordre total sur [C/P ].
3. H,K ∈ [S/P ] et H  K selon l’ordre total sur [S/P ].
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En d’autres termes, les sous-groupes cycliques sont “plus petits” que les non
cycliques et chaque cate´gorie de sous-groupes de P est elle-meˆme totalement
ordonne´e. On ve´rifie aise´ment que cette relation est une relation d’ordre total
sur [X/P ].
Posons maintenant
B =
{
TeninfPC/Φ(C) ΩC/Φ(C), C ∈ [C/P ]
}⋃{
ΩP/Φ(Q), Q ∈ [S/P ]
}
et ordonnons cet ensemble selon l’ordre  croissant des sous-groupes C, respec-
tivement Q, apparaissant dans les indices.
Remarquons, tout d’abord, que ces e´le´ments sont bien dans D(P ). En effet,
ceux du premier ensemble le sont par de´finition de l’application
TeninfPC/Φ(C) : D(C/Φ(C))→ D(P ),
et par le fait que ΩC/Φ(C) ∈ T (C/Φ(C)) = D(C/Φ(C)), pour tout C ∈ [C/P ].
Quant a` ceux du second, ce sont les classes d’e´quivalences des syzygies relatifs
des P -ensembles transitifs P/Φ(Q), ou`Q parcourt les sous-groupes non cycliques
de P (a` conjugaison pre`s). Donc, par la proposition 1.2.9 ces syzygies sont des
modules d’endo-permutation couverts inde´composables.
Montrons que B est une base du groupe de Dade D(P ), dans le sens suivant :
1.
{
TeninfPC/Φ(C) ΩC/Φ(C), C ∈ [C/P ]
}
forme une base du F2-espace vectoriel
Dt(P ), de dimension |[C/P ]|.
2.
{
ΩP/Φ(Q), Q ∈ [S/P ]
}
forme une base d’un sous-module Z-libre facteur
direct de D(P ), de rang |[S/P ]|.
De´terminons les images des e´le´ments de torsion. Soit C ∈ [C/P ] et calculons
les composantes de αP (TeninfPC/Φ(C) ΩC/Φ(C)) dans {ΩQ/Φ(Q) | Q ∈ [X/P ]}.
L’image sur chaque T (Q/Φ(Q)) pour Q ∈ [S/P ] est nulle puisque ceux-ci sont
des groupes sans torsion.
D’autre part, par le the´ore`me 1.5.5, nous savons que
DefresPC′/Φ(C′)(Teninf
P
C/Φ(C) ΩC/Φ(C)) = δC,C′ΩC/Φ(C),
ou` δ est le symbole de Kronecker. Autrement dit,
αP (TeninfPC/Φ(C) ΩC/Φ(C)) =
(
δC,XΩX/Φ(X)
)
X∈[X/P ], ∀C ∈ [C/P ].
Passons maintenant aux e´le´ments qui ne sont pas de torsion (et supposons
donc P non cyclique, sinon S = ∅) et prouvons que pour tous H,K ∈ [S/P ]
avec H  K on a DefresPK/Φ(K) ΩP/Φ(H) = δH,KΩH/Φ(H).
La condition H  K implique que K ∈ S, par de´finition de l’ordre. On veut
exprimer
DefresPK/Φ(K)
(
ΩP/Φ(H)
)
= DefKK/Φ(K)
(
ResPK
(
ΩP/Φ(H)
))
comme combinaison line´aire des ΩQ/Φ(Q), pour Q parcourant [X/P ]. Rappelons
d’abord les deux conse´quences du lemme 1.5.9 suivantes.
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1. Si X est un P -ensemble, K et N des sous-groupes de P , avec N / K, on
a ResPK ΩX = ΩZ ∈ D(K), ou` Z = ResPK X et
2. DefKK/N ΩX = ΩY ∈ D(K/N), ou` Y = XN est l’ensemble des points fixes
de X sous l’action de N .
Rappelons e´galement que, pour tout sous-groupe K de P , on a un isomorphisme
de P -ensembles IndPK{∗} ∼= P/K, ou` {∗} de´signe un singleton, i.e. un ensemble
constitue´ d’un point.
Conside´rons alors X = P/Φ(H) ∼= IndPΦ(H){∗} comme P -ensemble. On doit
calculer sa restriction a` K, puis de´terminer les points fixes de X sous l’action
de Φ(K). En appliquant la formule de Mackey, on obtient :
ResPK X =
∐
g∈[K\P/H]
IndKK∩ gΦ(H)Res
gΦ(H)
K∩ gΦ(H){∗} =
∐
g∈[K\P/H]
K/(K∩ gΦ(H)) =
=
 ∐
g∈[K\P/Φ(H)]
g∈N
K/(K ∩ Φ(H))︸ ︷︷ ︸
(I)
∐
 ∐
g∈[K\P/Φ(H)]
g 6∈N
K/(K ∩ gΦ(H))︸ ︷︷ ︸
(II)
 ,
ou` N = NP (Φ(H)) = NP (H), par le lemme 3.1.5. Distinguons les cas suivants.
1. Supposons H = K.
On veut montrer que DefresPH/Φ(H) ΩP/Φ(H) = ΩH/Φ(H).
Clairement, tous les e´le´ments de (I) sont fixes par Φ(H). Par contre, on
n’a aucun point fixe dans (II). En effet, on a(
H/H ∩ gΦ(H))Φ(H) 6= ∅ ⇐⇒ Φ(H) ≤ H ∩ gΦ(H)
⇐⇒ Φ(H) = gΦ(H) ⇐⇒ g ∈ N.
D’ou` DefresPH/Φ(H) ΩP/Φ(H) = ΩH/Φ(H) ∈ D(H/Φ(H)), car Ω1H/Φ(H)(k) est
un facteur direct du noyau de l’application
(⊕
g∈[N/H] k[H/Φ(H)]→ k
)
(par unicite´, c’est donc le chapeau du noyau).
2. Supposons |H| < |K|. Alors Φ(K)  Φ(H) et donc XΦ(K) = ∅. Par suite,
on a bien DefresPK/Φ(K) ΩP/Φ(K) = 0.
3. Il nous reste a` traiter le cas H  K et |H| = |K|. En d’autres termes, H
et K sont deux sous-groupes de P de meˆme ordre, non cycliques et non
conjugue´s dans P . On a |Φ(K)| = |Φ(H)| car ils sont tous deux d’indice
p2 dans K, respectivement H. Ainsi,
XΦ(K) 6= ∅ ⇐⇒ ∃ g ∈ P tel que Φ(K) = gΦ(H).
Mais, par le lemme 3.1.5, les sous-groupes de Frattini de deux sous-groupes
non cycliques et non conjugue´s de P sont eux aussi non conjugue´s dans P .
En effet, s’il existe g ∈ P tel que Φ(K) = gΦ(H), alors K = gH, puisque
Φ( gH) = gΦ(H). On en conclut donc, comme ci-dessus, que XΦ(K) = ∅.
Ainsi, DefresPK/Φ(K) ΩP/Φ(H) = 0 dans D(K/Φ(K)).
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En re´sume´, on a montre´ que DefresPK/Φ(K) ΩP/Φ(H) = δH,KΩK/Φ(K), pour tous
H,K ∈ [S/P ] avec H  K.
Par conse´quent, les images par αP des e´le´ments de B, exprime´s dans la base
E du groupe abe´lien d’arrive´e, forment une matrice triangulaire, a` coefficients
entiers et dont les e´le´ments diagonaux valent 1 (et donc une matrice inversible
dans Z).
Autrement dit, nous avons de´montre´ le the´ore`me suivant.
The´ore`me 3.2.5. Soient p un nombre premier impair et P un p-groupe me´ta-
cyclique. Alors,
αP =
∏
H∈[X/P ]
(
ρH/Φ(H) ◦DefresPH/Φ(H)
)
: D(P ) −→
∏
H∈[X/P ]
T (H/Φ(H))
est un isomorphisme de groupes abe´liens.
En particulier, tout e´le´ment de D(P ) s’e´crit de manie`re unique comme une
combinaison line´aire a` coefficients entiers d’e´le´ments de l’ensemble
{ΩP/Φ(H), H ∈ [S/P ]}
et une combinaison line´aire a` coefficients dans Z/2Z d’e´le´ments de l’ensemble
{TeninfPH/Φ(H) ΩH/Φ(H), H ∈ [C/P ]}.
Corollaire 3.2.6. Soient p un nombre premier impair et P un p-groupe me´ta-
cyclique. Alors,
D(P ) = DΩ(P ) et B′ = {ΩP/H | H ∈ [X/P ] \ {P}} ∪ {ΩP}
forme un syste`me de ge´ne´rateurs de cardinalite´ minimale du Z-module D(P ).
Preuve. Par le lemme 1.5.10, tous les TeninfPH/Φ(H) ΩH/Φ(H) apparaissant
dans B sont des combinaisons Z-line´aires des classes des syzygies relatifs ΩP/Q,
pour les sous-groupes (propres) Q de P .
SiM est un Z-module et X un sous-ensemble deM , notons vect(X) le sous-
module deM engendre´ par X. Par le the´ore`me 3.2.5 et par de´finition de DΩ(P )
on a ainsi
D(P ) = vect(B) ⊆ vect(B′) = DΩ(P ) ⊆ D(P ).
Par suite, DΩ(P ) = D(P ) et B′ est un syste`me de ge´ne´rateurs du Z-module
D(P ).
Par ailleurs, B et B′ ont le meˆme nombre d’e´le´ments et, par le the´ore`me 3.2.5,
B est un syste`me de ge´ne´rateurs deD(P ) de cardinalite´ minimale. Donc B′ aussi.
Nous avons ainsi de´termine´ la structure du groupe de Dade (sur k) d’un
p-groupe me´tacyclique, pour un nombre premier p impair. On va maintenant
re´pondre aux questions suivantes, avant de traiter un exemple.
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1. Qu’en est-il de T (P ) ?
2. Qu’en est-il de DO(P ) ?
Si P est abe´lien, les re´ponses a` ces questions sont connues depuis plus de
vingt ans et nous les avons de´ja` rappele´es (cf. [Da2] ou chapitre 1). Pour le cas
ge´ne´ral, le corollaire suivant re´pond a` ces questions.
Corollaire 3.2.7. Soient p un nombre premier impair et P un p-groupe me´ta-
cyclique.
1. T (P ) est cyclique, engendre´ par ΩP . On a donc
T (P ) ∼=
{
Z/2Z , si P est cyclique
Z , sinon .
2. Dans les notations de la section 1.4, la re´duction q′ : D′O(P ) ∼= D′k(P )
modulo l’ide´al ℘ est un isomorphisme.
Preuve.
1. Si P n’est pas cyclique, alors par le the´ore`me 1.5.5 et le lemme 3.1.2, on
a que T (P ) est cyclique infini, engendre´ par ΩP . En effet, il existe alors
un unique sous-groupe abe´lien e´le´mentaire de rang 2, a fortiori maximal,
car un groupe me´tacyclique ne peut pas avoir de sous-groupe abe´lien e´le´-
mentaire de rang supe´rieur.
2. Par le lemme 1.5.6, ΩnX(O) rele`ve ΩnX(k), ∀n ∈ Z et pour tout P -ensemble
fini X. Donc la re´duction modulo l’ide´al ℘ induit un isomorphisme entre
les groupes abe´liens DΩO(P ) et D
Ω
k (P ).
Par le corollaire 3.2.6, on a DΩk (P )=Dk(P ). Par suite, dans le diagramme
DO(P )
aO−→ D′O(P )
q ↓ ↓ q′
Dk(P )
ak−→ D′k(P ))
de la section 1.4, l’homomorphisme q : DO(P ) −→ Dk(P ) est surjectif. A
fortiori, q′ l’est aussi. Comme q′ est injectif, q′ est un isomorphisme.
3.3 Le plus petit exemple non abe´lien
Nous allons maintenant illustrer les re´sultats de la section pre´ce´dente avec
un exemple de p-groupe me´tacyclique, pour un nombre premier p impair. Le cas
que nous allons traiter est celui du plus petit de ces p-groupes qui ne soit pas
abe´lien. Autrement dit, nous allons de´terminer explicitement le groupe de Dade
d’un 3-groupe me´tacyclique non abe´lien, d’ordre 27.
Avant de commencer les calculs, remarquons que jusqu’a` pre´sent, nous avons
suppose´ que k e´tait alge´briquement clos. Or, le seul groupe de Dade connu
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actuellement qui de´pend de k concerne p = 2 et le groupe quaternion Q8
d’ordre 8. En effet, si k posse`de une racine cubique non triviale de l’unite´, alors
D(Q8) ∼= Z⊕Z/4Z⊕Z/2Z, et dans le cas contraire (par exemple si k = F2), alors
D(Q8) ∼= Z ⊕ Z/4Z (cf. the´ore`me 10.3 de [CaTh1]). En fait, par la remarque
pre´cedant le lemme 1.5.12, si on aDΩ(P ) = D(P ), alors on peut prendre k = Fp,
car les syzygies sont de´finis sur le corps Fp.
Posons alors p = 3, k = F3 et P = <u, v | u9 = v3 = 1, vu = u4>. Autrement
dit, P est un 3-groupe me´tacyclique d’ordre 27 non abe´lien et il s’inse`re dans
une suite exacte courte scinde´e
1 −→ <u> −→ P −→ <v¯> −→ 1,
ou` v¯ est l’image de v dans le quotient P/<u>.
Structure de P . Le groupe P posse`de 4 sous-groupes maximaux, d’ordre 9.
Plus pre´cise´ment, on a un unique sous-groupe abe´lien e´le´mentaire E = <u3, v>
de rang 2 et trois sous-groupes cycliques Ai = <uvi>, 0 ≤ i ≤ 2 d’ordre 9. On
a donc
A0 = {1, u, u2, . . . , u8};
A1 = {1, uv, u5v2, u3, u4v, u8v2, u6, u7v, u2v2};
A2 = {1, uv2, u8v, u3, u4v2, u2v, u6, u7v2, u5v}.
L’intersection de ces sous-groupes (maximaux) est le sous-groupe de Frattini
Φ = <u3> de P . Il est cyclique d’ordre 3 et co¨ıncide avec le centre de P et avec
le sous-groupe des commutateurs de P . De plus Φ est aussi le sous-groupe de
Frattini de Ai, 0 ≤ i ≤ 2.
Il y a trois autres sous-groupes cycliques <v>, <u3v> et <u6v> d’ordre 3
et ils sont tous conjugue´s. En effet, u<v> = <u6v> et u
2
<v> = <u3v>.
Notons Q l’image de Q dans le quotient P = P/Φ, pour tout sous-groupe Q
de P et identifions <v> avec <v> et E avec E. Posons V = <v>. On a
[S/P ] = {E,P} , [C/P ] = {A0, A1, A2, Φ, V },
B={TenPV ΩV , TenPΦ ΩΦ, TeninfPA0 ΩA0 , Teninf
P
A1
ΩA1 , Teninf
P
A2
ΩA2 , ΩP , ΩP},
et E = {ΩV , ΩΦ, ΩA0 , ΩA1 , ΩA2 , ΩE, ΩP},
selon un ordre choisi, satisfaisant les conditions de la section pre´ce´dente.
Groupe de Dade. De´terminons le groupe de Dade de P et commenc¸ons par le
sous-groupe des modules endo-triviaux. Par le corollaire 3.2.7, on sait que T (P )
est cyclique infini, engendre´ par ΩP , i.e. la classe du F3P -module de dimension
26 de´fini comme le noyau de l’homomorphisme
ε : F3P −→ F3
x 7−→ 1 , ∀x ∈ P.
3.3. LE PLUS PETIT EXEMPLE NON ABE´LIEN 57
L’isomorphisme αP de la section pre´ce´dente donne
αP : D(P )
∼=−→T (V )× T (Φ)×
2∏
i=0
T (Ai)× T (E)× T (P ) ∼=
(
Z/2Z
)5 × Z2,
et consiste en l’application
ResPV ×ResPΦ ×
2∏
i=0
DefresP
Ai
×ResPE ×DefPP .
Exprimons dans E les images des e´le´ments de B et e´crivons ces vecteurs en ligne
dans une matrice 7× 7 :
(αP )EB =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
1 1 0 0 0 1 0
1 0 1 1 1 0 1

.
En particulier, si l’on cherche un syste`me de ge´ne´rateurs deD(P ) qui soit envoye´
canoniquement sur E , alors on peut prendre l’ensemble
B˜ = {e1, e2, e3, e4, e5, e6 − e1 − e2, e7 − e1 − e3 − e4 − e5},
ou` ei de´signe le i-e`me e´le´ment de B, pour 1 ≤ i ≤ 7.
Par ailleurs, on ve´rifie aise´ment que :
DefresPNP (Q)/Q
(
2ΩP/V
)
= 2DefresPNP (Q)/Q
(
ΩP/V
)
= 0 , ∀ 1 < Q ≤ P .
D’ou` 2ΩP/V ∈ T (P ). Mais, Ω1P/V (F3)⊗Ω1P/V (F3) n’est pas endo-trivial. En effet,
il est de dimension ( 273 − 1)2 = 64 6≡ ±1( mod 27). On a donc un exemple d’un
module non endo-trivial, appartenant a` la classe d’un module endo-trivial.
Syzygies relatifs. Par le corollaire 3.2.6, on sait que
B′ = {ΩP/H | H ∈ [X/P ] \ {P}} ∪ {ΩP} =
= {ΩP , ΩP/V , ΩP , ΩP/A0 , ΩP/A1 , ΩP/A2 , ΩP/E}
forme un syste`me de ge´ne´rateurs de cardinalite´ minimale du Z-module D(P ).
Calculons alors dans E les images des e´le´ments de B′ :
(αP )EB′ =

1 1 0 0 0 1 0
0 1 0 0 0 −2 0
1 0 1 1 1 0 1
1 0 0 1 1 0 0
1 0 1 0 1 0 0
1 0 1 1 0 0 0
0 0 1 1 1 0 0

.
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Explicitons le calcul qui nous a donne´ αP (ΩP/V )E = −2.
On a ResPE ΩP/V = ΩX , ou`
X = ResPE P/V =
∐
g∈[E\P/V ]
{∗}↑PV ↓PE =
2∐
i=0
E/ u
i
V =
2∐
i=0
E/<u3iv>.
Par le lemme 1.5.8, on a
ΩX =
2∑
i=0
ΩE/<u3iv> −
∑
0≤i<j≤2
ΩYij +ΩY ,
ou` Yij = E/<u3iv>× E/<u3jv>, ∀ 0 ≤ i < j ≤ 2 et Y =
∏2
i=0E/<u
3iv>.
Ainsi, pour tous les indices i et j avec 0 ≤ i < j ≤ 2, le E-ensemble Yij est
isomorphe a`({∗}↑E
<u3iv>
)× ({∗}↑E
<u3jv>
) ∼= ({∗}↑E<u3iv>↓E<u3jv>×{∗})↑E<u3jv>∼= E,
par la proposition 2.2.1 de [Bo2] (commune´ment appele´e “formule de re´cipro-
cite´ de Frobenius”). De meˆme, on obtient Y ∼= E3. On en de´duit
ΩX =
2∑
i=0
ΩE/<u3iv> − 3ΩE +ΩE σ7−→ − 2ΩE,
ou` σ = ρE ◦ ResPE . Pour ce dernier calcul, on a utilise´ l’e´galite´ ΩX∐X = ΩX du
lemme 1.5.7.
Formule de Bouc et changement de base. Terminons cet exemple en ap-
pliquant la formule de Bouc (cf. lemme 1.5.10) aux e´le´ments de torsion de B,
afin de comparer les deux syste`mes de ge´ne´rateurs B et B′ de D(P ). On a pour
tout P -ensemble fini X et pour tout sous-groupe Q :
TenPQΩX =
∑
S,T∈[sP ]
S≤PT
µP (S, T )|{a ∈ T\P/Q | XTa∩Q 6= ∅}| ΩP/S,
ou` [sP ] est l’ensemble partiellement ordonne´ (pour l’inclusion ≤P ) des classes de
conjugaison des sous-groupes de P . Pour notre exemple, [sP ] contient 8 e´le´ments,
repre´sente´s par 1, V, Φ, A0, A1, A2, E et P , ou` 1 de´signe le groupe trivial.
Par suite, on a
µP (S, T ) =

1 , si S = T , ou si (S, T ) = (1, E);
−1 , si S / T et si T/S ∼= Cp;
3 , si (S, T ) = (Φ, P );
0 , sinon.
On calcule ainsi
TenPV ΩV = 4ΩP + 2ΩP/V +
∑2
i=0 ΩP/Ai ;
TenPΦ ΩΦ = 6ΩP + 3ΩP/<v>;
TeninfP
Ai
ΩAi =
∑
0≤j≤2
i 6=j
ΩP/Aj +ΩP/E , ∀ 0 ≤ i ≤ 2.
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On peut ve´rifier l’exactitude de ces calculs en appliquant αP des deux coˆte´s des
e´galite´s. Les re´sultats doivent co¨ıncider dans D(P ) (isomorphe a` (Z/2Z)5×Z2).
Ce calcul montre, par exemple, que les chapeaux de TenPΦ Ω
1
Φ(F3) et de
(Ω1P (F3))⊗6 ⊗ (Ω1P/V (F3))⊗3 sont isomorphes.
Exprimons ceci matriciellement, les lignes correspondant aux e´le´ments de B
exprime´s dans B′. 
4 2 0 1 1 1 0
6 3 0 0 0 0 0
0 0 0 0 1 1 1
0 0 0 1 0 1 1
0 0 0 1 1 0 1
1 0 0 0 0 0 0
0 0 1 0 0 0 0

.
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Chapitre 4
Groupes extraspe´ciaux
Les p-groupes extraspe´ciaux apparaissaient dans la famille de´tectrice de´ter-
mine´e par J. Carlson et J. The´venaz dans leur article [CaTh1]. De´sormais,
ils n’en font plus partie (cf. [CaTh2]). Ne´anmoins, de´terminer la structure du
groupe de Dade de ces groupes constitue une e´tape successive “naturelle” quant
a` la classification des modules d’endo-permutation. En effet, les p-groupes ex-
traspe´ciaux sont proches des p-groupes abe´liens, dans le sens que le quotient d’un
p-groupe extraspe´cial par son centre (cyclique d’ordre p) est un p-groupe abe´lien
(et meˆme abe´lien e´le´mentaire). Or, rappelons-le, la classification est connue pour
les p-groupes abe´liens depuis plus de vingt ans, et le but du jeu consiste a`
re´soudre la question pour un p-groupe fini arbitraire. Une fac¸on de parvenir
a` obtenir des re´sultats est de compliquer petit a` petit les groupes conside´re´s.
C’est ce que nous avons fait dans le chapitre pre´ce´dent, en traitant le cas des
p-groupes me´tacycliques. Dans ce chapitre, nous allons donner quelques pro-
prie´te´s des groupes de Dade des p-groupes extraspe´ciaux et nous allons ensuite
traiter en de´tail le cas d’un 2-groupe extraspe´cial du type D∗n8 , pour n ≥ 2.
4.1 Ge´ne´ralite´s sur les p-groupes extraspe´ciaux
Notation. Soit G un groupe. On note Z(G) son centre, Φ(G) son sous-groupe
de Frattini et G′ son sous-groupe des commutateurs.
De´finition 4.1.1. Soient p un nombre premier et P un p-groupe fini. On dit que
P est un p-groupe extraspe´cial si les conditions suivantes sont satisfaites :
1. Les sous-groupes Z(P ), Φ(P ) et P ′ co¨ıncident. Notons Z ce sous-groupe.
2. Le groupe Z est cyclique d’ordre p.
En particulier, si P est un p-groupe extraspe´cial, alors le groupe quotient
P/Z est abe´lien e´le´mentaire, car Z = Φ(P ).
On dispose d’un the´ore`me de classification des p-groupes extraspe´ciaux, qui
les de´crit en utilisant le produit central.
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De´finition 4.1.2. Soient H,K et M des groupes tels que M ≤ Z(H) et tel
qu’il existe un homomorphisme injectif θ : M −→ Z(K). Alors, si on identifie
M avec son image θ(M), il existe un groupe G de la forme G = HK avec
M = H ∩K ≤ Z(G) et tel que H centralise K.
Un groupe G satisfaisant ces proprie´te´s est appele´ le produit central de H
et K et on le note G = H ∗K. En particulier, si |M | = 1, alors on a un produit
direct de groupes (cf. the´ore`me 2.5.3 de [Go]).
Notation. Dans le cas particulier ou` on conside`re le produit central d’un
groupe G avec G lui-meˆme, on note simplement G∗2, au lieu de G ∗ G. Plus
ge´ne´ralement, on note G∗r le produit central de r copies du groupe G, pour
tout entier r ≥ 0, avec les conventions que G∗0 = Z(G) et que G∗1 = G.
The´ore`me 4.1.3. Soient p un nombre premier et P un p-groupe extraspe´cial.
1. Si p = 2 et |P | = 8, alors soit P est isomorphe au groupe die´dral D8, soit
P est isomorphe au groupe quaternionien Q8.
2. Si p est impair, et |P | = p3, alors P est isomorphe a` l’un des deux groupes
suivants :
M = <x, y, z | xp = yp = zp = 1, [x, z] = [y, z] = 1, [y, x] = z>;
N = <x, y | xp2 = yp = 1, yx = x1+p>.
Remarquons queM est d’exposant p et de centre <z>, et que N est d’expo-
sant p2 et de centre <xp> (en fait, N est aussi un p-groupe me´tacyclique).
3. Si p = 2 et |P | > 8, alors il existe un entier r > 1 tel que P est
d’ordre 22r+1 et isomorphe a` l’un des groupes Q8 ∗D∗(r−1)8 ou bien D∗r8 .
De plus, les groupes Q8 ∗ D∗(r−1)8 et D∗r8 ne sont pas isomorphes. Par
contre, si r est pair, alors D∗r8 ∼= Q∗r8 .
4. Si p est impair et |P | > p3, alors il existe un entier r > 1 tel que P est
d’ordre p2r+1 et isomorphe au groupe N ∗M∗(r−1), si P est d’exposant p2,
ou bien M∗r, si P est d’exposant p.
De plus, les groupes N ∗M∗(r−1) et M∗r ne sont pas isomorphes.
Preuve. Cf. the´ore`mes 5.5.1 et 5.5.2 de [Go].
Nous verrons certaines proprie´te´s du groupe des automorphismes de ces
groupes dans le chapitre 5. Pour l’instant, concentrons-nous sur leur structure
et donnons-nous, pour toute cette section, un nombre premier p, un entier n
avec n ≥ 1 et un p-groupe extraspe´cial P d’ordre p1+2n.
Lemme 4.1.4. Soit Q un sous-groupe de P . Les assertions suivantes sont
ve´rifie´es.
1. 1 < Q / P ⇐⇒ Z ≤ Q.
2. Q 6/ P =⇒ NP (Q) = CP (Q) et Q est abe´lien e´le´mentaire de rang au
plus n.
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3. NP (Q) / P .
Preuve. Par de´finition, on a [x, y] ∈ Z, ∀x, y ∈ P . Autrement dit,
∀x, y ∈ P , on a yx = x , ou bien ∃ z ∈ Z tel que yx = xz et <z> = Z. (4.1)
1. Supposons 1 < Q / P . Si Q = Z, l’assertion est ve´rifie´e. Si Q 6= Z, alors
il existe x ∈ Q et y ∈ P qui ne commutent pas. Or, par hypothe`se, on a
yx ∈ Q, ∀ y ∈ P et ∀x ∈ Q et donc, par 4.1, yx = xz, avec <z> = Z. Par
suite, z = x−1 yx ∈ Q car Q / P . D’ou` Z ≤ Q.
Re´ciproquement, supposons Z ≤ Q. Alors on a Q/Z / P/Z, car P/Z est
abe´lien et donc Q / P .
2. Si Q 6/ P , alors Z 6≤ Q. Soient x ∈ Q et y ∈ NP (Q). Supposons yx 6= x.
Alors, par 4.1, il existe un ge´ne´rateur z de Z tel que yx = xz. Mais alors,
z = x−1 yx ∈ Q, car y ∈ NP (Q). D’ou` Z ≤ Q. Par conse´quent, on a
ne´cessairement yx = x, ∀x ∈ Q et ∀ y ∈ NP (Q). D’ou` NP (Q) = CP (Q).
Si Q n’est pas abe´lien, alors il existe x et y dans Q tels que [x, y] en-
gendre Z et donc Z ≤ Q, ce qui contredit l’hypothe`se Q 6/ P . Or, si
Q est abe´lien, alors Q est abe´lien e´le´mentaire. En effet, si Q contient un
e´le´ment x d’ordre p2, alors on a 1 6= xp ∈ Φ(P ) et Φ(P ) = Z. Donc, xp
engendre Z.
3. On a Z ≤ NP (Q), ∀Q ≤ P et donc NP (Q) / P , par 1.
Ce lemme nous permet de re´partir les sous-groupes non triviaux d’un p-
groupe extraspe´cial P dans deux classes :
– Les sous-groupes non triviaux normaux de P . Autrement dit, ceux qui
contiennent Z.
– Les sous-groupes non normaux de P . Autrement dit, ceux non triviaux
qui ne contiennent pas Z.
Examinons les sous-groupes non normaux des deux types de p-groupes ex-
traspe´ciaux suivants.
Notations. Soient p un nombre premier et n un entier avec n ≥ 0.
1. Notons Pn, ou simplement P , un p-groupe extraspe´cial isomorphe a` M∗n,
si p est impair, ou isomorphe a` D∗n8 , si p = 2, ou` M et D8 sont de´finis
comme dans le the´ore`me pre´ce´dent.
2. On note Q(Pn), ou simplement Q, un syste`me de repre´sentants des classes
de conjugaison des sous-groupes non normaux de Pn.
3. Pour tout 1 ≤ i ≤ n, on note Qi(Pn), ou simplement Qi, le sous-ensemble
de Q forme´ des sous-groupes d’ordre pi.
Corollaire 4.1.5. Soient Q, R ∈ Q et P = Pn, pour un entier n ≥ 1. On a,
Q <P R ⇐⇒ Q <P R < NP (R) < NP (Q) < P (et NP (R), NP (Q) / P ).
De plus, si Q <P R, alors il existe un unique u ∈ [P/NP (Q)] tel que Q < uR,
pour tout choix d’un syste`me de repre´sentants [P/NP (Q)].
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Preuve. Soient Q, R ∈ Q et supposons Q <P R. Par le lemme 4.1.4, on
a CP (S) = NP (S) < P , et NP (S) / P , ∀S ∈ Q. Donc, on a les inclu-
sions NP (R) ≤ NP (Q) < P et on a aussi NP (R), NP (Q) / P .
Soient Q,R ∈ Q avec Q <P R, ou soient Q le groupe trivial et R ∈ Q.
Ve´rifions, par re´currence sur n, que l’inclusion NP (R) < NP (Q) est stricte. Si
n = 1, alors l’assertion est vraie carQ ne contient que des sous-groupes cycliques
non centraux d’ordre p et donc l’hypothe`se Q <P R n’est satisfaite que si Q est
le groupe trivial, auquel cas on a NP (Q) = P > NP (R), car R 6/ P .
Supposons n > 1 et l’assertion vraie pour les groupes Pm avec m < n.
Quitte a` remplacer R par un de ses conjugue´s, on peut supposer Q < R, car,
comme NP (R) / P , on a NP (R) = NP ( gR), ∀ g ∈ P . Si Q est le groupe trivial,
alors on a NP (Q) = P > NP (R), car R 6/ P , et donc l’assertion est ve´rifie´e
dans ce cas. Supposons Q,R ∈ Q avec Q <P R. Soit x ∈ Q tel que x 6= 1.
Dans la preuve du the´ore`me de la classification des p-groupes extraspe´ciaux
(cf. the´ore`me 4.18 de [Su]), M. Suzuki de´montre que si x′ ∈ P \ Z, alors il
existe y ∈ P tel que [x′, y] 6= 1 et tel que le sous-groupe E = <x′, y> est
extraspe´cial d’ordre p3. Il montre ensuite que P est e´gal au produit central
E ∗ CP (E) et que CP (E) est un p-groupe extraspe´cial, d’ordre |P |p2 . Il s’ensuit
que CP (<x′>) = <x′> × CP (E), car x′ 6∈ CP (E) et x′ est d’ordre p. En
particulier, ceci est vrai pour x′ = x et donc le groupe quotient CP (<x>)/<x>
est extraspe´cial d’ordre |P |p2 . De plus, les images Q¯ de Q et R¯ de R dans le
groupe quotient Pn−1 = CP (<x>)/<x> sont des sous-groupes ne contenant
pas le centre Z(Pn−1) de Pn−1, car Z(Pn−1) = (Z · <x>)/<x> et Q,R 6≥ Z.
Ainsi, par hypothe`se de re´currence, l’inclusion des images NP (R) < NP (Q) est
stricte. A fortiori, comme <x> ≤ NP (R) ≤ NP (Q), l’inclusion NP (R) < NP (Q)
est aussi stricte. D’ou` Q <P R =⇒ Q <P R < NP (R) < NP (Q) < P et
NP (R), NP (Q) / P . L’implication re´ciproque est e´vidente.
Prouvons a` pre´sent la seconde affirmation. Soient Q, R ∈ Q et [P/NP (Q)]
un syste`me de repre´sentants des classes P/NP (Q). Supposons Q <P R. Le
groupe P agit transitivement (par conjugaison) sur l’ensemble Conj(Q) des sous-
groupes conjugue´s de Q. Le stabilisateur d’un e´le´ment de Conj(Q) est NP (Q)
(et NP (Q) = CP (Q)), et donc on a,
Conj(Q) = { gQ | g ∈ [P/NP (Q)]} et |Conj(Q)| = |[P/NP (Q)]|.
Par hypothe`se, il existe au moins un g ∈ [P/NP (Q)] avec gQ < R. Soit alors
h ∈ [P/NP (Q)] satisfaisant hQ < R. Comme R est abe´lien et comme gQ et
hQ sont des sous-groupes de R, l’ensemble hQ · gQ est aussi un sous-groupe
de R. Montrons que si gQ 6= hQ, alors Z ≤ ( hQ · gQ). Quitte a` conjuguer le
tout par g−1, on peut supposer g = 1 et on veut donc montrer que si Q 6= hQ,
alors Z ≤ ( hQ ·Q). Comme Q et hQ ont meˆme ordre, il existe x ∈ Q tel que
x 6∈ hQ. Donc x 6= hx car hx ∈ hQ. Ainsi, hx = zx, i.e. z = hx · x−1 ∈ ( hQ ·Q),
pour un ge´ne´rateur z de Z, et donc Z < ( hQ ·Q). Par suite, si gQ < R pour
un g ∈ [P/NP (Q)], alors hQ 6< R, pour tout h ∈ [P/NP (Q)] avec h 6= g, car
Z 6≤ R. En re´sume´, si Q <P R, alors il existe un unique g ∈ [P/NP (Q)] tel
que gQ < R. De manie`re e´quivalente, on a ainsi montre´ que si Q <P R, alors
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il existe un unique u ∈ [P/NP (Q)] tel que Q < uR, car {g−1 | g ∈ [P/NP (Q)]}
est aussi un syste`me de repre´sentants des classes P/NP (Q), car NP (Q) / P .
La seconde affirmation du lemme prouve, en particulier, le fait suivant et
nous incite a` introduire une notation supple´mentaire.
Remarque 4.1.6. Soient Q,R ∈ Q avec Q <P R et [P/NP (Q)] un syste`me
de repre´sentants des classes P/NP (Q). Alors l’ensemble {u ∈ P | Q < uR} est
e´gal a` exactement une des classes de P/NP (Q). Ce fait nous permet de de´finir
la notation uQ,R pour l’unique e´le´ment uQ,R ∈ [P/NP (Q)] tel que Q < uQ,RR.
Remarque 4.1.7. Soit P = Pn et appliquons les re´sultats des sections II.9
et III.13 de [Hu1] a` notre situation.
Le groupe quotient P/Z est un Fp-espace symplectique non de´ge´ne´re´ si p est
impair, respectivement orthogonal non de´ge´ne´re´ si p = 2. L’image des e´le´ments
de Q par le passage au quotient pi : P → P/Z correspond a` l’ensemble des
sous-espaces totalement isotropes de P/Z si p est impair, i.e.
pi(Q) ⊆ (pi(Q))⊥ de´f= {xZ ∈ P/Z | [y, x] = 1, ∀ y ∈ Q}, ∀Q ∈ Q ,
respectivement totalement singuliers si p = 2 (i.e. x2 = 1, ∀x ∈ Q). En particu-
lier, il re´sulte que l’image du normalisateur NP (Q) d’un e´le´ment Q ∈ Q est l’or-
thogonal de pi(Q) car NP (Q) = CP (Q). Par suite, pour tout sous-groupe Q ∈ Q,
on a l’e´galite´ |Q| · |NP (Q)| = |P |, car Z ≤ NP (Q) et la forme symplectique si p
est impair, respectivement orthogonale si p = 2, est non de´ge´ne´re´e.
De plus, l’argument de la preuve du the´ore`me 4.18 de [Su] que nous avons
utilise´ dans la preuve du corollaire pre´ce´dent implique que si |Q| = pi, pour un
entier 1 ≤ i ≤ n, alors NP (Q) est de la forme Q×Pn−i (voir aussi la section 3
de [CaTh2]).
Le lemme suivant va nous eˆtre fort utile pour les calculs de la prochaine
section.
Lemme 4.1.8. Soient Q, R ∈ Q.
1. Si Q 6≤P R, alors DefresPNP (Q)/Q ΩP/R = 0.
2. Si Q ≤P R, alors DefresPNP (Q)/Q ΩP/R = ΩNP (Q)/ uR , ou` u = uQ,R.
Avant de prouver ce re´sultat, rappelons un fait ge´ne´ral concernant les en-
sembles munis d’une action de groupe.
Remarque 4.1.9. Soient G un groupe fini et H, K ≤ G. Conside´rons le G-
ensemble transitif G/H muni de l’action de G induite par la multiplication a`
gauche. Alors,
(
G/H
)K 6= ∅ ⇐⇒ K ≤G H.
En effet, on a
(
G/H
)K = {xH ∈ G/H | gxH = xH, ∀ g ∈ K}. Soient alors
xH ∈ G/H et g ∈ K. On a gxH = xH ⇐⇒ gx ∈ H ⇐⇒ g ∈ xH. Donc,(
G/H
)K = {xH ∈ G/H | K ≤ xH}.
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Nous pouvons a` pre´sent de´montrer le lemme 4.1.8.
Preuve. Par le lemme 1.5.9, on a DefresPNP (Q)/QΩP/R = ΩXQ , ou` X est le
NP (Q)-ensemble ResPNP (Q)(P/R) = {∗}↑PR↓PNP (Q). La formule de Mackey pour
les P -ensembles nous donne
X =
∐
g∈[NP (Q)\P/R]
{∗}↓ gRgR∩NP (Q)↑
NP (Q)
gR∩NP (Q)=
∐
g∈[P/RNP (Q)]
NP (Q)/( gR ∩NP (Q)),
car NP (Q) / P .
Par la remarque ci-dessus, on a(
NP (Q)
/(
gR ∩NP (Q)
))Q 6= ∅ ⇐⇒ Q ≤NP (Q) gR .
En particulier, il s’ensuit que DefresPNP (Q)/QΩP/R = 0, si Q 6≤P R .
Si Q ≤P R, alors X =
∐
g∈[P/NP (Q)]NP (Q)/
gR et uQ,R est l’unique e´le´-
ment g ∈ [P/NP (Q)] tel que Q ≤ gR, par le corollaire 4.1.5. Par suite,
XQ =
∐
g∈[P/NP (Q)]
(
NP (Q)/ gR
)Q = NP (Q)/ uQ,RR ,
ce qui de´montre le lemme.
Nous allons a` pre´sent e´tudier le groupe de Dade de Pn (avec n ≥ 1) en
conside´rant le sous-groupe E(Pn) de D(Pn) de´fini comme suit.
De´finition 4.1.10. Soient n un entier avec n ≥ 1 et P = Pn. On note E(P )
le sous-groupe Ker(DefPP/Z) de D(P ) et on pose E
Ω(P ) = E(P ) ∩DΩ(P ).
Le lemme 10.2 de [CaTh1] de´compose D(G) comme la somme directe de
E(G) et de D(G/Z(G)), pour un 2-groupe G die´dral, quaternionien ou semi-
die´dral. En fait, ce re´sultat est aussi valable dans notre situation.
Proposition 4.1.11. Soient n un entier avec n ≥ 1 et P = Pn. On a une suite
exacte courte scinde´e de groupes abe´liens :
0 −→ E(P ) i−→ D(P ) Def
P
P/Z−→ D(P/Z) −→ 0 ,
ou` i est l’inclusion et la section est l’homomorphisme InfPP/Z .
Autrement dit, on a un isomorphisme de groupes abe´liens :
ϕ : D(P ) −→ D(P/Z) ⊕ E(P )
x 7−→ (DefPP/Z(x) , x− InfPP/Z DefPP/Z(x)) .
Preuve. Par de´finition de E(P ), la suite est exacte en D(P ). De plus, par
le lemme 1.5.4, la de´flation est surjective et l’inflation est une section de la
de´flation. Donc la suite est exacte et scinde´e et ϕ est un isomorphisme.
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Remarque 4.1.12. Le groupe T (P ) des modules endo-triviaux est un sous-
groupe de E(P ). En effet, par l’assertion 1 du the´ore`me 1.5.5, on a
T (P ) =
⋂
1<Q≤P
(
Ker
(
DefresPNP (Q)/Q
)) ≤ Ker(DefPP/Z) = E(P ).
4.2 Un cas particulier
Soient p = 2, n ≥ 1 et posons P = Pn. Dans cette section, nous allons
de´terminer D(P ) et DO(P ).
Notation. Pour tous entiers m et i avec 1 ≤ i ≤ m, posons qm,i = |Qi(Pm)|.
Notons qm, ou simplement q, la cardinalite´ de Q(Pm).
Posons Z = <z> et remarquons le fait suivant.
Remarque 4.2.1. Le nombre de sous-groupes abe´liens e´le´mentaires de rang 2
contenant Z est e´gal a` qn,1.
Preuve. Soient u, v ∈ P , avec u d’ordre 2 et u 6= z. Alors, vu = u, ou
bien vu = uz. Par suite, tout sous-groupe <u> = Q ∈ Q1 posse`de un unique
conjugue´, a` savoir <uz>, et tous deux sont identifie´s a` <u¯> dans le quo-
tient P/Z. Or, <u¯> se rele`ve en <u, z>, lorsqu’on conside`re la bijection entre
les sous-groupes de P/Z et ceux de P contenant Z. Ainsi, on a une bijection
entre les classes de conjugaison des sous-groupes cycliques d’ordre 2 non cen-
traux (i.e. les e´le´ments deQ1) et les sous-groupes abe´liens e´le´mentaires de rang 2
contenant Z.
Continuons avec un petit exercice de comptage.
Lemme 4.2.2. On a qn,1 = (2n − 1)(2n−1 + 1) = 22n−1 + 2n−1 − 1.
Preuve. Prouvons le re´sultat par re´currence sur n. Si n = 1, alors P = D8
et Q = Q1 est de cardinalite´ 2. D’ou` l’assertion car 2 = (21 − 1)(21−1 + 1).
Supposons n > 1 et le re´sultat prouve´ pour tout entier m avec 1 ≤ m < n.
De´terminons le nombre qn,1 de sous-groupes non centraux d’ordre 2.
On conside`re le passage au quotient pi : P −→ P/Z. Comme P/Z est
abe´lien e´le´mentaire de rang 2n, c’est un F2-espace vectoriel de dimension 2n
et donc posse`de 22n − 1 droites. Celles-ci sont les images par pi de toutes les
classes de conjugaison des sous-groupes cycliques non centraux de P , c’est-a`-
dire les sous-groupes de Q1 et les sous-groupes cycliques d’ordre 4 (et normaux
dans P car contenant Z).
Par ailleurs, P s’e´crit comme un produit centralD8∗Pn−1. Donc ses e´le´ments
d’ordre 2 peuvent s’e´crire comme un produit xy, avec x ∈ D8 , y ∈ Pn−1 et x
et y sont des e´le´ments d’ordre au plus 2, ou bien tous deux d’ordre 4. En effet,
par de´finition du produit central, x et y commutent, et donc s’ils sont tous deux
d’ordre 4, alors (xy)2 = x2y2 = zz = 1, i.e. leur produit est d’ordre 2. Par
re´currence, on obtient ainsi
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– Si x = 1, alors, a` conjugaison pre`s, on a 1 possibilite´ pour x et qn−1,1
possibilite´s pour y .
– Si x est d’ordre 2, alors, a` conjugaison pre`s, on a q1,1 = 2 possibilite´s
pour x et qn−1,1 + 1 possibilite´s pour y .
– Si x est d’ordre 4, alors, a` conjugaison pre`s, on a 1 possibilite´ pour x
et (22(n−1) − 1)− qn−1,1 possibilite´s pour y. En effet, par de´finition, on a
Z = Z(Pn−1) et Pn−1/Z est un F2-espace vectoriel de dimension 2(n−1).
Par conse´quent, Pn−1/Z posse`de (22(n−1)−1) sous-groupes cycliques, avec
chaque fois deux releve´s conjugue´s, dont qn−1,1 se rele`vent dans Pn−1 en
sous-groupes d’ordre 2, par la remarque pre´ce´dente.
D’ou`, en tout,
qn,1= 1·qn−1,1+2·(qn−1,1+1)+1·
(
(22(n−1)−1)−qn−1,1
)
=2qn−1,1+22(n−1)+1 =
= 2(22n−3 + 2n−2 − 1) + 22n−2 + 1 = 22n−1 + 2n−1 − 1.
Poursuivons notre analyse du groupe de Dade et montrons que le sous-groupe
de torsion Dt(P ) de D(P ) est trivial, en utilisant le re´sultat suivant de la sec-
tion 12 de [CaTh2].
The´ore`me 4.2.3. Soit G un 2-groupe fini et notons Y un syste`me de repre´sen-
tants des classes de conjugaison des sous-groupes H de G tels que le quo-
tient NG(H)/H est un groupe cyclique d’ordre au moins 4, ou quaternionien,
ou semidie´dral.
Pour tout H ∈ Y, notons ρNG(H)/H : Dt(NG(H)/H) → T t(NG(H)/H) la
projection canonique. Alors l’application∏
H∈Y
ρNG(H)/H ◦DefresGNG(H)/H : Dt(G) −→
∏
H∈Y
T t(NG(H)/H)
est injective.
Rappelons que si N est un 2-groupe cyclique d’ordre 2n, avec n ≥ 2, alors
le the´ore`me 2.0.13 implique Dt(N) = ⊕1≤M<Φ(N)T t(N/M) ∼= (Z/2Z)n−2. Si N
est quaternionien ou semidie´dral, alors on a D(N) ∼= T (N)⊕D(N/Z(N)), par
le lemme 10.2 de [CaTh1], et T t(N) est isomorphe a` Z/4Z⊕ Z/2Z, respective-
ment Z/2Z, par les sections 6, respectivement 7, de [CaTh1].
Corollaire 4.2.4. Le sous-groupe de torsion Dt(P ) de D(P ) est trivial.
Preuve. Par le the´ore`me 4.2.3, il suffit de montrer que P ne posse`de aucun
sous-groupe Q tel que le quotient NP (Q)/Q soit un groupe cyclique d’ordre au
moins 4, quaternionien, ou semidie´dral. Soit 1 < Q ≤ P et distinguons les deux
cas suivants. Si Z ≤ Q, alors Q / P , par le lemme 4.1.4, et le quotient P/Q
est un 2-groupe abe´lien e´le´mentaire. Par la remarque 4.1.7, si Z 6≤ Q, alors
NP (Q) ∼= Q×Pn−i, ou` i est l’entier compris entre 1 et n et tel que |Q| = 2i (avec
la convention P0 = Z). Par suite, on a NP (Q)/Q ∼= Pn−i. D’ou` le corollaire.
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Remarque 4.2.5. Le corollaire ci-dessus constitue la raison principale qui nous
a incite´s a` e´tudier le groupe de Dade d’un 2-groupe extraspe´cial du type D∗n8 . En
effet, le fait que le groupe de Dade est sans torsion rend son analyse plus aise´e.
Signalons e´galement que ce re´sultat est de´montre´ dans la section 12 de [CaTh2].
Toutefois, nous avons tenu a` le rede´montrer ici, car il nous permet de mettre
en e´vidence d’autres caracte´ristiques de ces 2-groupes.
Par la proposition 4.1.11, pour de´terminer le groupe de Dade de P , il suffit
de de´terminer E(P ). En effet, P/Z est abe´lien et donc D(P/Z) est engendre´
par les syzygies relatifs ΩP/Q, ou` Q parcourt les sous-groupes de P contenant Z
et d’indice au moins 3 dans P (cf. the´ore`me 2.0.13). Afin de de´terminer E(P ),
on retiendra du corollaire 4.2.4 les deux conse´quences suivantes :
1. Le sous-groupe E(P ) de D(P ) est sans torsion.
2. T (P ) = <ΩP> ∼= Z, si n ≥ 2 (cf. assertions 2 et 3 du the´ore`me 1.5.5).
Comme le groupe de Dade D(D8) est connu (cf. the´ore`me 10.3 de [CaTh1]),
nous allons dore´navant supposer n ≥ 2.
Par le corollaire 4.2.4, E(P ) est un Z-module libre. Calculons son rang rE .
Par la proposition 4.1.11, on a rE = rP − rP/Z , ou` rP et rP/Z sont les rangs
de D(P ) et D(P/Z) respectivement.
Par l’assertion 5 du the´ore`me 1.5.5, on sait que rP et rP/Z sont e´gaux au
nombre de sous-groupes non cycliques de P et respectivement P/Z.
Conside´rons les notations introduites en de´but de section et notons c le
nombre de sous-groupes cycliques d’ordre 4 et d le nombre de sous-groupes
normaux d’ordre au moins 4. Le nombre de classes de conjugaisons des sous-
groupes non cycliques de P vaut
rP = (d− c) + (q − qn,1) .
Qu’en est-il de rP/Z ? L’ensemble des sous-groupes cycliques de P/Z est
en bijection avec l’ensemble constitue´ des sous-groupes cycliques d’ordre 4 et
des sous-groupes abe´liens e´le´mentaires de rang 2 contenant Z. Ainsi, par la
remarque du de´but de cette section, le nombre de sous-groupes non cycliques
de P/Z vaut :
rP/Z = d− (c+ qn,1) et donc rE = rP − rP/Z = q .
Autrement dit, on a montre´ le re´sultat suivant.
The´ore`me 4.2.6. E(P ) est un Z-module libre de rang q.
Remarque 4.2.7. Il re´sulte de la section 7 de [Bo1], que le groupe quotient
D(P )/DΩ(P ) est fini. Par suite, comme
D(P ) ∼= E(P )⊕D(P/Z) et comme D(P/Z) = DΩ(P/Z),
on obtient un isomorphisme de groupes
D(P )/DΩ(P ) ∼= E(P )/(E(P ) ∩DΩ(P )) = E(P )/EΩ(P ),
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en identifiant D(P/Z) a` un sous-groupe de DΩ(P ), par inflation. Il s’ensuit
que EΩ(P ) est un sous-module libre de E(P ) de meˆme rang. Toutefois, nous
pre´fe´rons donner ci-dessous une preuve directe du fait que EΩ(P ) est un sous-
module libre de E(P ) de meˆme rang, inde´pendamment des re´sultats subtils de
la section 7 de [Bo1].
Lemme 4.2.8. Soit Q ∈ Q. Alors, ΩP/Q ∈ E(P ).
Preuve. Soit Q ∈ Q. On a DefPP/Z ΩP/Q = ΩX , ou` X = (P/Q)Z , par le
lemme 1.5.9. Or, Z 6≤P Q implique (P/Q)Z = ∅, par la remarque 4.1.9. Par
suite, DefPP/Z ΩP/Q = Ω∅ = 0.
Ce lemme nous incite a` nous demander si l’ensemble
{ΩP/Q | Q ∈ Q} ∪ {ΩP}
peut former un syste`me de ge´ne´rateurs du Z-module libre E(P ), et si l’on peut
en extraire “facilement” une base. En effet, cet ensemble est contenu dans E(P )
et il est de cardinal q + 1.
Afin de re´pondre a` cette question, nous de´finissons l’application β ci-dessous.
Soit Q ∈ Q1. On a NP (Q)/Q ∼= Pn−1 et donc Z
(
NP (Q)/Q
)
= ZQ/Q ∼= Z.
En identifiant Z avec Z
(
NP (Q)/Q
)
, on peut aussi identifier NP (Q)/QZ avec(
NP (Q)/Q
) / (
Z(NP (Q)/Q)
)
et donc E
(
NP (Q)/Q
)
avec Ker
(
DefNP (Q)/QNP (Q)/QZ
)
.
Par conse´quent, on peut conside´rer l’application (bien de´finie)
drQ : E(P ) −→ E(NP (Q)/Q)
x 7−→ DefresPNP (Q)/Q(x) .
Notons dr′Q la restriction de drQ a` E
Ω(P ) et posons
β =
∏
Q∈Q1
drQ et β′ =
∏
Q∈Q1
dr′Q .
Proposition 4.2.9. On a Ker(β) = Ker(β′) = T (P ) = <ΩP>.
Preuve. Comme nous l’avons de´ja` remarque´ ci-dessus, on a T (P ) = <ΩP>,
par les assertions 2 et 3 du the´ore`me 1.5.5. De plus, par le lemme 1.5.9, on a :
DefresPNP (Q)/QΩP = Def
NP (Q)
NP (Q)/Q
ΩNP (Q) = Ω(NP (Q))Q = Ω∅ = 0, ∀ 1 < Q ≤ P .
Donc, on a T (P ) ≤ Ker(β) et T (P ) ≤ Ker(β′), car T (P ) = <ΩP> ≤ EΩ(P ) .
Comme EΩ(Pm) ≤ E(Pm), ∀m ≥ 1, on a Ker(β′) ≤ Ker(β) et donc il nous
reste a` prouver l’inclusion Ker(β) ≤ T (P ). On va utiliser l’e´galite´
T (P ) =
⋂
1<Q≤P
Ker
(
DefresPNP (Q)/Q
)
,
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donne´e par l’assertion 1 du the´ore`me 1.5.5, pour montrer cette inclusion. En
d’autres termes, on doit montrer que
DefresPNP (Q)/Q(x) = 0 , ∀x ∈ Ker(β) et ∀ 1 < Q ≤ P .
Par de´finition de E(P ), l’application DefPP/Q restreinte a` E(P ) est nulle pour
tout sous-groupe Q contenant Z, c’est-a`-dire pour tout sous-groupe normal non
trivial Q. Soit alors R ∈ Q un sous-groupe non normal de P . Comme, pour
tout 1 ≤ i ≤ n, on peut toujours choisir l’ensemble Qi de telle sorte que chacun
de ses e´le´ments contienne au moins un e´le´ment de Q1 comme sous-groupe, il
existe Q ∈ Q1 tel que Q ≤ R. D’ou`, Q ≤ R < NP (R) ≤ NP (Q), par le
corollaire 4.1.5, et donc
DefresPNP (R)/R = Defres
NP (Q)/Q
NP (R)/R
◦DefresPNP (Q)/Q .
En effet, si A est une NP (Q)-alge`bre de Dade (sur k) et si on note (. ↓) la
restriction ResNP (Q)NP (R)(.), on a
DefNP (R)NP (R)/Q(A↓) = (A↓)Q
/ ∑
S<Q
(A↓)QS ∼=
(
AQ
/ ∑
S<Q
AQS
)↓NP (Q)/QNP (R)/Q ,
car Q agit trivialement. Autrement dit, on a, dans D′k(NP (R)/Q),
DefNP (R)NP (R)/Q ◦Res
NP (Q)
NP (R)
= ResNP (Q)/QNP (R)/Q ◦Def
NP (Q)
NP (Q)/Q
.
Par conse´quent, l’application DefresPNP (R)/R se factorise comme la composi-
tion DefresNP (Q)/QNP (R)/R ◦drQ. Or, la restriction de drQ a` Ker(β) est nulle et donc
DefresPNP (R)/R restreinte a` Ker(β) est aussi nulle. D’ou` la proposition.
On en de´duit imme´diatement la conse´quence suivante.
Corollaire 4.2.10. Les suites de groupes abe´liens
0 −→ T (P ) i−→ E(P ) β−→
∏
Q∈Q1
E(NP (Q)/Q)
pi−→ Coker(β) −→ 0 et
0 −→ T (P ) i
′
−→ EΩ(P ) β
′
−→
∏
Q∈Q1
E(NP (Q)/Q)
pi′−→ Coker(β′) −→ 0 ,
ou` i et i′ sont les inclusions et pi et pi′ les passages aux quotients, sont exactes.
Comme Ker(β) = T (P ), le rang de β, c’est-a`-dire le rang du Z-module
Im(β), vaut au plus (q − 1), et de meˆme pour son sous-module Im(β′). Nous
allons montrer que cette borne maximale est atteinte, et qu’en fait, l’image de β′
est un facteur direct de rang (q − 1) de ∏Q∈Q1 E(NP (Q)/Q).
De´finition 4.2.11. Posons E = {ΩP/Q | Q ∈ Q} et E ′ = E ∪{ΩP}. Ce sont des
sous-ensembles de EΩ(P ) de cardinal q et (q + 1) respectivement.
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Nous allons a` pre´sent montrer que E ′ est un syste`me de ge´ne´rateurs du Z-
module libre E(P ) et on va en extraire une base. Rappelons que notre but est
de de´terminer D(P ). Pour y parvenir, on va proce´der par re´currence, selon le
plan suivant.
Plan
1. Soit P = P2. On montre que q = 15 et que Im(β) est un Z-module libre
facteur direct de rang 14 de
∏
Q∈Q1 E(NP (Q)/Q).
2. On en de´duit que E ′ engendre EΩ(P ) et que EΩ(P ) = E(P ). A fortiori,
cela implique DΩ(P ) = D(P ).
3. On exhibe l’unique relation non triviale (a` multiple entier pre`s) liant les
e´le´ments de E ′. On en de´duit une Z-base de E(P ).
4. On suppose n > 2 et on applique la re´currence, en commenc¸ant par
de´terminer l’unique relation non triviale (a` multiple entier pre`s) liant les
e´le´ments de E ′.
5. On prouve que Im(β) est un Z-module libre facteur direct de rang q−1 de∏
Q∈Q1 E(NP (Q)/Q), pour P = Pn et n > 2, par re´currence. On en de´duit
le re´sultat cherche´, a` savoir DΩ(P ) = D(P ), et en plus, on va expliciter
une base de ce Z-module libre.
Avant de nous lancer dans cette de´monstration, il convient de rappeler
quelques re´sultats des sections 5 et 10 de [CaTh1], concernant le groupe de
Dade d’un groupe die´dral d’ordre 8.
The´ore`me 4.2.12. Soit D8 = <s, t | s2 = t2 = (st)4 = 1> un groupe die´dral
d’ordre 8 et notons Z = <(st)2> son centre.
1. T (D8) = < ΩD8 , ΩD8/<s> > ∼= Z2. De plus, ΩD8/<t> = −ΩD8/<s> .
2. D(D8) ∼= T (D8)⊕D(D8/Z) ∼= Z3.
En particulier, ce the´ore`me implique T (D8) = E(D8).
Nous sommes maintenant preˆts pour montrer le premier point de notre plan.
Proposition 4.2.13. Supposons n = 2 et notons P = P2. Les assertions sui-
vantes sont ve´rifie´es :
1. q = 15 ;
2. Im(β′) = Im(β) ;
3. Im(β) est un Z-module libre facteur direct de
∏
Q∈Q1 E(NP (Q)/Q) de
rang 14.
Preuve. Ecrivons P = D ∗ D′ avec D = <s, t> et D′ = <u, v> die´draux
d’ordre 8, et notons z = (st)2 = (uv)2 le ge´ne´rateur de Z. Rappelons que nous
conside´rons toujours les sous-groupes et les e´le´ments de P a` conjugaison pre`s.
Par le lemme 4.2.2, on a qn,1 = (22 − 1)(21 + 1) = 9. Plus pre´cise´ment, on
peut choisir
Q1 = {<s>,<t>,<u>,<v>,<su>,<sv>,<tu>,<tv>,<stuv>}.
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De´terminons q2. Un sous-groupe de Q2 est engendre´ par deux e´le´ments non
centraux x et y, d’ordre 2. Or, x et y engendrent un groupe abe´lien e´le´mentaire
si et seulement si [x, y] = 1. Sinon <x, y> est die´dral d’ordre 8. Utilisons Q1
pour de´nombrer ces sous-groupes et commenc¸ons avec x = s. On a
<s, y> ∈ Q2 ⇐⇒ y ∈ {u, v, su, sv} et
<s, y> = D8 ⇐⇒ y ∈ {t, tu, tv, stuv}.
Ainsi, quatre e´le´ments engendrent avec s un groupe abe´lien e´le´mentaire de
rang 2 non normal dans P (et les quatre autres un groupe die´dral d’ordre 8).
Il en va de meˆme pour les huit autres e´le´ments non centraux d’ordre 2. D’ou`
9 · 4 = 36 possibilite´s.
Or, un sous-groupe E abe´lien e´le´mentaire de rang 2 posse`de 3 e´le´ments
d’ordre 2 et donc on a 3 · 2 = 6 syste`mes de ge´ne´rateurs possibles pour E.
Autrement dit, parmi les 36 sous-groupes recense´s, on en a 366 = 6 distincts.
D’ou` q2 = 6 et donc q = 9 + 6 = 15.
Pour tout Q ∈ Q1, le quotient NP (Q)/Q est un groupe die´dral d’ordre 8.
Ainsi, par le the´ore`me 4.2.12, on a
E(NP (Q)/Q) = T (NP (Q)/Q) = <ΩNP (Q)/Q,ΩNP (Q)/R> ∼= Z2,
pour un sous-groupe R abe´lien e´le´mentaire de rang 2 non normal dans NP (Q)
et tel que Q ≤ R.
Exprimons l’image de E par β′ matriciellement. Pour ce faire, on de´finit un
ordre total sur l’ensemble Q, afin d’en de´duire un ordre sur E et sur une base
du Z-module d’arrive´e.
Ordonnons les e´le´ments xi, 1 ≤ i ≤ 9 de Q1 selon l’ordre dans lequel nous
les avons e´crits plus haut et prolongeons cet ordre a` Q en posant :
x10 = <s, u> , x11 = <s, v> , x12 = <t, u> ,
x13 = <t, v> , x14 = <su, tv> et x15 = <sv, tu> .
On ordonne ainsi les “indices” des e´le´ments de E , ce qui induit un ordre sur E .
D’autre part, notons dr′i = dr
′
xi , Ni = NP (xi) et N¯i = Ni/xi, et prenons{ΩN¯i ,ΩNi/xji} comme Z-base de T (N¯i), ou` on choisit le plus petit indice ji avec
10 ≤ ji ≤ 15 et tel que xi < xji , ∀ 1 ≤ i ≤ 9. Remarquons que le choix des
xji ∈ Q est rendu possible par notre choix de Q. Explicitement, on obtient :
x10 = xj1 = xj3 = xj5 , x11 = xj4 = xj6 ,
x12 = xj2 = xj7 , x13 = xj8 et x14 = xj9 .
On conside`re la base ordonne´e
F = {ΩN¯1 , . . . ,ΩN¯9 ,ΩN1/xj1 , . . . ,ΩN9/xj9} de
9∏
i=1
T (N¯i).
Ecrivons la matrice B de l’image par β′ de l’ensemble E dans F et e´crivons ces
images en ligne. Autrement dit, B = (Be,f ) est une matrice 15×18 a` coefficients
entiers, ou` on de´finit Be,f comme suit. Soit 1 ≤ e ≤ 15 .
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– Si 1 ≤ f ≤ 9, alors Be,f est la composante selon ΩN¯f de dr′f (ΩP/xe).
– Si 10 ≤ f ≤ 18, alors Be,f est la composante selon ΩNf−9/xjf−9 de
dr′f−9(ΩP/xe).
Par le lemme 4.1.8, ∀ 1 ≤ f ≤ 9 et ∀ 1 ≤ e ≤ 15, on a (selon la notation
introduite apre`s le corollaire 4.1.5)
dr′f (ΩP/xe) =
{
ΩNf/uxe , si xf ≤P xe et ou` u = uxf ,xe
0 , sinon .
On en de´duit imme´diatement que Be,f = δe,f , ∀ 1 ≤ e, f ≤ 9 , et que Be,f = 0
si xe et xf n’ont pas le meˆme ordre (i.e. si 1 ≤ e ≤ 9 et 10 ≤ f ≤ 18 , ou bien
si 10 ≤ e ≤ 15 et 1 ≤ f ≤ 9).
Calculons les coefficients Be,f avec 10 ≤ e ≤ 15 et 10 ≤ f ≤ 18 . On
a Be,f 6= 0 si et seulement si xf−9 <P xe. Supposons alors xf−9 <P xe et
de´terminons la valeur de Be,f . Par le corollaire 4.1.5, on a xf−9 <P xe si et
seulement si xe < Nf−9. De plus, Nf−9 = xf−9 ×D8, avec D8 = <xjf−9 , x′>,
pour un unique sous-groupe x′ ∈ Q2 et ou` xjf−9 joue le roˆle du sous-groupe <s>
dans la premie`re assertion du the´ore`me 4.2.12. Ainsi, le the´ore`me 4.2.12 implique
les e´galite´s Be,f = 1, si xe = xjf−9 , et Be,f = −1, sinon. En effet, comme on a
choisi les xjf−9 dans Q et comme xe ∈ Q, on a soit xe = xjf−9 , soit xe et xjf−9
ne sont pas conjugue´s. Dans le premier cas, on a uxf ,xe = 1 et xe = xjf−9 . D’ou`,
DefresPN¯f−9 ΩP/xe = ΩNf−9/xjf−9 ∈ F . Dans le second cas, xe est conjugue´ au
sous-groupe x′ de Nf−9 et on a DefresPN¯f−9 Ωxe = ΩNf−9/xe = −ΩNf−9/xjf−9 .
Remarquons aussi que, pour tout 1 ≤ f ≤ 9, on a exactement deux sous-
groupes xe avec 10 ≤ e ≤ 15 et tels que xe < Nf . Donc on a exactement deux
termes non nuls, valant une fois 1 et une fois −1, dans chacune des colonnes 10
a` 18 de B. Il s’ensuit que la matrice B est diagonale par blocs :
B =
(
B1 0
0 B2
)
, avec B1 = Id9 , et on obtient, par choix de F ,
B2 =

1 0 1 0 1 0 0 0 0
−1 0 0 1 0 1 0 0 0
0 1 −1 0 0 0 1 0 0
0 −1 0 −1 0 0 0 1 0
0 0 0 0 −1 0 0 −1 1
0 0 0 0 0 −1 −1 0 −1
 .
En effectuant des ope´rations e´le´mentaires sur les lignes et les colonnes de B, on se
rame`ne a` la matrice
(
Id14 0
0 0
)
. Il s’ensuit que le rang de β′ est exactement 14
et que les diviseurs e´le´mentaires de B valent tous 1. Autrement dit, Im(β′)
est un facteur direct du Z-module libre A =
∏
Q∈Q1 E(NP (Q)/Q)
∼= Z18 de
rang 14. En effet, le fait que les diviseurs e´le´mentaires valent 1 implique qu’il
existe une Z-base {e1, . . . , e15} de EΩ(P ) et une Z-base {f1, . . . , f18} de A telles
que β′(ei) = fi, ∀ 1 ≤ i ≤ 14 et β′(e15) = 0 (voir aussi le the´ore`me des facteurs
invariants, cf. the´ore`me 4.14 de [CR]).
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Par conse´quent, l’inclusion Im(β′) ≤ Im(β) < A et le fait que le rang de
Im(β) est au plus 14 force l’e´galite´ Im(β′) = Im(β). D’ou` la proposition.
Comme nous l’avions annonce´, cette proposition entraˆıne le fait suivant.
The´ore`me 4.2.14. On a EΩ(P ) = E(P ), et donc, a fortiori, D(P ) = DΩ(P ).
Preuve. Par de´finition, on a l’inclusion EΩ(P ) ≤ E(P ) et β′ est la restriction
de β a` EΩ(P ). Re´ciproquement, si x ∈ E(P ), alors il existe y ∈ EΩ(P ) tel que
β(x) = β′(y) = β(y) car, par la proposition, on a Im(β) = Im(β′). Il s’ensuit qu’il
existe un entier n tel que x = y+nΩP , car on a x−y ∈ Ker(β) = T (P ) = <ΩP>.
Comme ΩP ∈ EΩ(P ), on a x ∈ EΩ(P ). D’ou` l’inclusion re´ciproque.
Par la proposition 4.1.11, on a D(P ) = E(P )⊕D(P/Z) et, comme P/Z est
abe´lien, on a D(P/Z) = DΩ(P/Z). D’ou` la seconde affirmation.
Avant d’exhiber une Z-base de D(P ), calculons son rang, e´gal au nombre de
classes de conjugaison des sous-groupes non cycliques de P (cf. the´ore`me 1.5.5).
De´terminons “a` la main” tous les sous-groupes de P (a` conjugaison pre`s). On
obtient :
– 1 sous-groupe d’ordre 32, a` savoir P ;
– 15 sous-groupes d’ordre 16 :
– les centralisateurs des 9 sous-groupes de Q1, isomorphes a` C2 ×D8 ;
– les centralisateurs des 15 − 9 = 6 sous-groupes cycliques d’ordre 4,
isomorphes a` C4 ∗Q8 ;
– 35 sous-groupes d’ordre 8, a` savoir 18 die´draux, 2 quaternions, 9 iso-
morphes a` C4 × C2 et 6 abe´liens e´le´mentaires de rang 3 ;
– 21 sous-groupes d’ordre 4, a` savoir 6 cycliques et 15 abe´liens e´le´mentaires
de rang 2 dont 9 contenant Z ;
– 10 sous-groupes d’ordre 2, a` savoir les 9 de Q1 et le centre ;
– 1 sous-groupe d’ordre 1.
Ainsi, P posse`de 1+15+35+15 = 66 classes de conjugaisons de sous-groupes
non cycliques, dont 51 contiennent Z. On en de´duit la conse´quence suivante.
The´ore`me 4.2.15. Le rang de D(P ) vaut 66, celui de D(P/Z) vaut 51 et celui
de E(P ) vaut 15.
Nous allons maintenant montrer le troisie`me point de notre plan, a` sa-
voir, de´terminer l’unique relation non triviale (a` multiple entier pre`s) liant les
e´le´ments de E ′, afin de pouvoir extraire de l’ensemble E ′ une Z-base de E(P ).
On pourra alors aussi exhiber une Z-base de D(P ), et clore ainsi le cas n = 2.
En effet, on sait de´ja` que l’ensemble{
ΩP/Q | Z ≤ Q < P et |P : Q| ≥ 4
}
est une Z-base de D(P/Z) (cf. the´ore`me 2.0.13).
Remarquons que la somme des lignes de la matrice B2 qui apparaˆıt dans la
preuve de la proposition 4.2.13 vaut 0. Autrement dit,∑
R∈Q2
ΩP/R ∈ Ker(β) = T (P ) et donc ∃ a ∈ Z avec
∑
R∈Q2
ΩP/R = a · ΩP .
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Proposition 4.2.16. On a
∑
R∈Q2 ΩP/R = 2 · ΩP .
Preuve. Comme T (P ) = <ΩP> ∼= Z, l’assertion 2 du the´ore`me 1.5.5 im-
plique que la restriction ResPS : T (P ) −→ T (S), ou` S est un sous-groupe
abe´lien e´le´mentaire de P de rang 2, est un isomorphisme. Supposons S ∈ Q2 et
calculons ResPS ΩP/R, pour un R ∈ Q2, a` l’aide du lemme 1.5.9 et de la formule
de Mackey :
ResPS ΩP/R = ΩX , avec X = Res
P
S (P/R) = {∗}↑PR↓PS∼=
∼=
∐
g∈[S\P/R]
{∗}↓ gRgR∩S↑SgR∩S =
∐
g∈[S\P/R]
S
/
gR ∩ S .
Distinguons les diffe´rents cas possibles pour les six sous-groupes de Q2.
1. Si S = R, alors on a X = {∗}∐Y , car on peut choisir [R\P/R] avec
1 ∈ [R\P/R]. Par conse´quent, ΩX = 0, par la proposition 1.2.9.
2. Si |S ∩ gR| = 1, ∀ g ∈ P , alors X ∼=∐|[S\P/R]| S et donc, ΩX = ΩS, par le
lemme 1.5.7.
3. Sinon, il existe un unique 1 < Q < S, a` conjugaison pre`s, tel que Q
est contenu dans un conjugue´ de R. En effet, si Q′ 6=P Q satisfait les
meˆmes conditions, alors on a ne´cessairement S = QQ′. De plus, par le
corollaire 4.1.5 et la description des sous-groupes de P , on a
R <
(
CP (Q) ∩ CP (Q′)
)
= S × Z .
En effet, on a CP (Q)∩CP (Q′) = CP (QQ′) = CP (S) = S×Z. Mais alors,
R < (S × Z) avec R, S ∈ Q2 et donc R = S, ce qui contredit notre
hypothe`se.
Ainsi, X =
(∐
S︸ ︷︷ ︸
A
)∐(∐
S/Q︸ ︷︷ ︸
B
)
et donc, par le lemme 1.5.8,
ΩX = ΩA +ΩB − ΩA×B = ΩS +ΩS/Q − ΩS×S/Q = 0.
En effet, S/Q est d’ordre 2 et donc ΩS/Q = 0. De la formule de Mackey et
de la re´ciprocite´ de Frobenius (cf. proposition 2.2.1 de [Bo2]), on tire
S × S/Q ∼= ({∗}↑S1 ×{∗}↑SQ ) ∼= ({∗} × {∗}↑SQ↓S1 )↑S1∼= ∐
|S:Q|
S.
Par suite, ΩS×S/Q = ΩS∐S = ΩS, par le lemme 1.5.7.
Re´sumons-nous. Pour un S ∈ Q2 fixe´, on veut calculer ResPS (
∑
R∈Q2 ΩP/R).
Vu les trois cas ci-dessus, on obtient :
ResPS (
∑
R∈Q2
ΩP/R) =
∑
R∈Q2
ResPS (ΩP/R) =
∑
R∈Q2|S∩ gR|=1, ∀ g∈P
ΩS = 2 · ΩS .
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En effet, on a |Q2| = 6 et chaque S ∈ Q2 contient trois sous-groupes d’ordre 2.
Autrement dit, il existe trois sous-groupes R dans Q2 pour lesquels il existe un
g dans P tel que |S ∩ gR| = 2. Ainsi, il reste deux sous-groupes T de Q2 pour
lesquels |S ∩ gT | = 1, ∀ g ∈ P .
On en de´duit que ResPS (
∑
R∈Q2 ΩP/R) = 2 · ΩS = ResPS (2 · ΩP ) et donc, par
injectivite´ de ResPS , on a
∑
R∈Q2 ΩP/R = 2 · ΩP .
Remarquons que si dans cette preuve on avait conside´re´ S avec Z < S, alors
on aurait obtenu le meˆme re´sultat (bien entendu), mais les calculs auraient e´te´
diffe´rents. En effet, si Z < S, alors S / P et donc on a, pour R ∈ Q2,
– Soit gR ∩ S = 1, ∀ g ∈ P . D’ou` ResPS (ΩP/R) = ΩS.
– Soit | gR ∩ S| = 2, ∀ g ∈ P et il existe un unique Q ∈ Q1 satisfaisant les
conditions S = <Q,Z> et Q ≤P R. On obtient alors ResPS (ΩP/R) = −ΩS,
en utilisant les meˆmes arguments que dans la preuve.
Or, pour un Q ∈ Q1 fixe´ parmi les neuf de Q1 (i.e. pour un S fixe´), il y
a exactement deux des six sous-groupes R ∈ Q2 avec Q ≤P R. En effet,
un tel R contient trois sous-groupes d’ordre 2 et donc on conclut par un
banal argument de comptage, que l’on peut sche´matiser comme suit.
6 ·R
3 ↓ ↑ 2
Q · 9
⇐⇒ 3 · 6 = 2 · 9 .
Ainsi, on obtient ResPS (
∑
R∈Q2 ΩP/R) = (4−2)·ΩS = 2·ΩS, comme souhaite´.
Introduisons quelques notations.
De´finition 4.2.17. Soient n ≥ 2 et E ∈ Q2(Pn).
1. On pose Q′(Pn) = Q(Pn)∪Q0, ou` Q0 = {1} et 1 de´signe le groupe trivial.
2. On pose IE,i(Pn) = {R ∈ Qn−i(Pn) | gR ∩ E = 1 , ∀ g ∈ Pn} .
3. On pose c0 = 1 , c1 = 0 et on de´finit re´cursivement
cn = −
n−1∑
i=0
ci · |IE,i(Pn)| .
4. On pose
ωn =
n∑
i=0
ci ·
( ∑
R∈Qn−i(Pn)
ΩPn/R
)
.
Remarquons que la valeur des cn est inde´pendante du choix de E ∈ Q2(Pn).
De plus, de la preuve de la proposition 4.2.16, on tire c2 = −2. En effet, pour
un E ∈ Q2(P2) fixe´, on a vu qu’il existe exactement deux sous-groupes R dans
Q2(P2) avec gR ∩ E = {1} , ∀ g ∈ P2 , et donc c2 = − c0 · |IE,0(P2)| = −2 .
Utilisons ces notations pour montrer la proposition suivante.
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Proposition 4.2.18. Soit n ≥ 2 et posons P = Pn. Alors, on a ωn = 0 .
De plus, si
∑
R∈Q′(P ) aR ·ΩP/R = 0 pour des entiers aR non tous nuls, alors
il existe un entier non nul b tel que aR = b · ci , ∀R ∈ Qn−i(P ) et ∀ 0 ≤ i ≤ n .
Preuve. Prouvons la proposition par re´currence sur n. Si n = 2, alors, par
la proposition 4.2.13, on sait que EΩ(P ) est un Z-module libre de rang 14,
engendre´ par l’ensemble E , de cardinal 15. C’est-a`-dire qu’il y a exactement une
combinaison Z-line´aire nulle non triviale liant les e´le´ments de E ′ (a` multiple
entier pre`s). Par ailleurs, la proposition 4.2.16 nous donne cette relation :∑
R∈Q2(P )
ΩP/R = 2·ΩP , i.e., par de´finition des ci , ω2 de´f=
∑
R∈Q2(P )
ΩP/R−2·ΩP = 0 .
Supposons n > 2 et les deux assertions de la proposition ve´rifie´es pour tout
groupe Pm avec 2 ≤ m < n. Soit Q ∈ Q1(P ) et posons Pn−1 = NP (Q)/Q.
Conside´rons la bijection entre les sous-groupes R de Qj(P ) contenant un conju-
gue´ de Q et les sous-groupes R¯ de Qj−1(Pn−1) , ∀ 1 ≤ j ≤ n, donne´e comme
suit. Si R ∈ Qj(P ) contient un conjugue´ de Q, alors, par le corollaire 4.1.5 et
par la remarque 4.1.6, l’ensemble {u ∈ P | Q ≤ uR} co¨ıncide avec exactement
une classe uNP (Q) ∈ P/NP (Q). Par suite, on a une bijection entre les classes
de conjugaison dans P des sous-groupes de P contenant un conjugue´ de Q et
les classes de conjugaison dans NP (Q) des sous-groupes contenant Q. De plus,
comme on peut choisir [P/NP (Q)] arbitrairement, on prend [P/NP (Q)] tel que
l’unique e´le´ment uQ,R ∈ [P/NP (Q)] ve´rifiant l’inclusion Q ≤ uQ,RR satisfasse
( uQ,RR)/Q ∈ Qj−1(Pn−1). On conside`re alors la bijection R 7→ uQ,RR 7→ R¯, ou`
on a pose´ R¯ = ( uQ,RR)/Q, pour alle´ger les notations.
Comme dr′Q(ΩP ) = Defres
P
Pn−1(ΩP ) = 0, on a
dr′Q(ωn) =
n−1∑
i=0
ci ·
( ∑
R∈Qn−i(P )
dr′Q (ΩP/R)
)
=
=
n−1∑
i=0
ci ·
( ∑
R¯∈Qn−1−i(Pn−1)
ΩPn−1/R¯
) de´f= ωn−1 = 0 ,
par le lemme 4.1.8 et par hypothe`se de re´currence.
Par conse´quent, on a ωn ∈ Ker(β) = T (P ) = <ΩP>. Comme dans le cas ou`
n = 2, on utilise l’isomorphisme ResPS : T (P ) −→ T (S), ou` S est un sous-groupe
abe´lien e´le´mentaire de P de rang 2, pour montrer que ωn = 0 . Choisissons
S ∈ Q2, et calculons
ResPS (ωn) =
n∑
i=0
ci ·
( ∑
R∈Qn−i(P )
ResPS ΩP/R
)
.
Par le lemme 1.5.7 et la formule de Mackey, on a ResPS ΩP/R = ΩX , ou`
X = {∗} ↑PR↓PS =
∐
g∈[S\P/R]
S
/
( gR ∩ S) .
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On a trois possibilite´s : soit S ≤P R, soit | gR ∩ S| ≤ 2, ∀ g ∈ P , avec e´galite´
pour certains g ∈ P , soit gR∩S = 1, ∀ g ∈ P . Donc, les arguments de la preuve
de la proposition 4.2.16, nous donnent :
ResPS ΩP/R =
{
ΩS , si R = P , ou si gR ∩ S = 1, ∀ g ∈ P
0 , sinon .
Finalement,
ResPS (ωn) =
n∑
i=0
ci ·
( ∑
R∈Qn−i(P )
ResPS ΩP/R
)
= cnΩS+
n−1∑
i=0
(
ci ·|IS,i(P )|
)
ΩS = 0 ,
par de´finition des ci. Ainsi, par injectivite´ de ResPS , on a ωn = 0 , ∀n ≥ 2.
Montrons la seconde assertion de la proposition dans le cas ou` n > 2. Suppo-
sons qu’il existe des entiers aR, non tous nuls, tels que
∑
R∈Q′(P ) aR ·ΩP/R = 0.
Alors, il existe Q ∈ Q1(P ), tel que {aR | Q ≤P R} 6= {0} et on a, a fortiori,
0 = dr′Q
( ∑
R∈Q′(P )
aR · ΩP/R
)
=
∑
R¯∈Q′(Pn−1)
aR · ΩPn−1/R¯ ,
selon les meˆmes notations que ci-dessus, et avec Q′(Pn−1) = Q(Pn−1) ∪ Q0.
Ainsi, par hypothe`se de re´currence, il existe un entier non nul bQ tel que
aR = bQ · ci , ∀R ∈ Qn−i(P ) tel que Q ≤P R et ∀ 0 ≤ i ≤ n− 1 .
Or, bQ ne de´pend pas de Q. En effet, soit Q′ ∈ Q1(P ) avec Q′ 6= Q et Q′ ≤P R.
Alors aR = bQci = bQ′ci et donc on peut poser b = bQ. Ainsi, on peut e´crire :
0 =
∑
R∈Q′(P )
aR · ΩP/R = a1 · ΩP + b ·
( n−1∑
i=0
ci ·
( ∑
R∈Qn−i(P )
ΩP/R
))
.
Or,
n−1∑
i=0
ci ·
( ∑
R∈Qn−i(P )
ΩP/R
)
= ωn − (cn · ΩP ) = −cn · ΩP ,
par de´finition de ωn et car ωn = 0. Par conse´quent,
0 =
∑
R∈Q′(P )
aR · ΩP/R = a1 · ΩP + b ·
(− cn · ΩP ) = (a1 − b · cn) · ΩP .
En particulier, cette e´galite´ est ve´rifie´e dans T (P ) et T (P ) = <ΩP> ∼= Z. Par
suite, a1 = b · cn, ce qui termine la de´monstration.
Remarque 4.2.19. S. Bouc a de´montre´ que pour tout sous-groupe Q d’un
p-groupe fini P , on a l’e´galite´∑
U,V∈[sP ]
U≤PV
µP (U, V )|V \P/Q| ΩP/U = 0 (cf. [Bo1] 6.1.1 et lemme 1.5.10).
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Ecrivant cette relation successivement pour Q = 1 et pour Q = Z, et faisant la
diffe´rence, les termes correspondant a` V ⊇ Z s’annulent, et il vient∑
U,V∈Q
U≤PV
µP (U, V )
1
2
|P/V | ΩP/U = 0 .
Comme D(P ) est sans torsion (cf. corollaire 4.2.4), on peut diviser cette ex-
pression par 12 |P : Q|, ou` Q est un e´le´ment maximal de Q. On obtient alors la
meˆme relation ωn que dans la proposition ci-dessus. En effet, dans les deux ex-
pressions, ΩP/R a comme coefficient 1, pour tout sous-groupe R maximal dans Q
et donc, par unicite´ de la relation ωn (a` multiple entier pre`s), ces deux expres-
sions co¨ıncident.
De plus, pour tous U, V ∈ Q, on a µP (U, V ) = µ(U, V ) et donc on peut
“facilement” expliciter les coefficients apparaissant dans la relation.
Nous avons ainsi prouve´ le quatrie`me point de notre plan. Remarquons la
conse´quence suivante de la proposition 4.2.18.
Corollaire 4.2.20. EΩ(P ) est un Z-sous-module libre de rang q de E(P ). A
fortiori, le Z-sous-module libre Im(β′) du Z-module libre Im(β) est de rang e´gal
a` (q − 1).
Preuve. Par la proposition 4.2.18, l’ensemble E ′, de cardinal (q + 1), en-
gendre un Z-module libre de rang q. Or, E ′ engendre EΩ(P ), par de´finition
de EΩ(P ). Ainsi, EΩ(P ) est un Z-sous-module libre de rang q de E(P ). De
plus, comme Ker(β) = Ker(β′) = T (P ) est un Z-module libre de rang 1 (cf.
proposition 4.2.9), on a des isomorphismes de Z-modules libres de rang q fini :
EΩ(P ) ∼= T (P )⊕ Im(β′) et E(P ) ∼= T (P )⊕ Im(β) .
Par suite, Im(β′)de´f=β(EΩ(P )) est un Z-sous-module libre de Im(β) de meˆme
rang (q − 1). D’ou` le corollaire.
Maintenant, comme annonce´, on va montrer le cinquie`me et dernier point
de notre plan, a` savoir que Im(β) est un facteur direct de
∏
Q∈Q1 E(NP (Q)/Q)
de rang (q − 1). Ceci impliquera DΩ(P ) = D(P ).
Comme dans le cas ou` n = 2, on va prolonger l’ordre ≤P (<P pour l’inclusion
stricte) en un ordre total  (resp. ≺ ) sur l’ensemble Q(P ).
Soyons me´thodique et de´finissons cet ordre pas a` pas, comme suit. Pour
simplifier les notations, posons t = qn,1 et Q = Q(P ), jusqu’a` la fin du chapitre.
1. Choisissons un ordre arbitraire R1 ≺ R2 ≺ . . . ≺ Rt sur Q1.
2. ∀ 1 ≤ i ≤ t et ∀ 1 ≤ j ≤ n, on de´finit les ensembles
ARi = {R ∈ Q | Ri ≤P R} et Ai,j = ARi ∩Qj .
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3. Soit j = 2 et choisissons un ordre Rt+1 ≺ . . . ≺ Rt+qn,2 sur les sous-
groupes de Q2 satisfaisant la condition suivante :
Soient Ri, Rj ∈ Q2 et d, e les plus petits entiers entre 1 et t tels que
Rd <P Ri et Re <P Rj . Si Rd ≺ Re, alors Ri ≺ Rj .
En d’autres termes, les plus petits sous-groupes abe´liens e´le´mentaires de
rang 2 de Q sont tous les sous-groupes de Q2 qui contiennent R1, or-
donne´s arbitrairement. Ensuite, on conside`re les sous-groupes de Q2 qui
contiennent R2, mais pas R1, et ainsi de suite : on comple`te pas a` pas la
liste ordonne´e des sous-groupes de Q en rajoutant les sous-groupes de Q2
qui contiennent Ri, mais aucun des Rj , ∀ 2 ≤ j < i ≤ t.
4. On continue ainsi. Soit 3 ≤ j ≤ n et notons aj =
∑j−1
l=1 qn,l. On choisit un
ordre Raj+1 ≺ . . . ≺ Raj+qn,j sur les sous-groupes de Qj satisfaisant la
condition suivante :
Soient Ri, Rj ∈ Qj et d, e les plus petits entiers entre 1 et t tels que
Rd <P Ri et Re <P Rj . Si Rd ≺ Re, alors Ri ≺ Rj .
Autrement dit, on proce`de exactement comme dans le cas ou` j = 2, en
comple´tant la liste ordonne´e des sous-groupes de Q, en rajoutant pas a` pas
les sous-groupes abe´liens e´le´mentaires de rang j de Qj qui contiennent R1,
puis ceux qui contiennent Ri, mais aucun des Rl , ∀ 1 ≤ l < i ≤ t.
Finalement, on a un ordre total R1 ≺ · · · ≺ Rq sur Q qui prolonge l’ordre
partiel ≤P induit par l’inclusion des sous-groupes a` conjugaison pre`s.
De plus, en posant
ΩP/Ri < ΩP/Rj si Ri ≺ Rj ,
l’ensemble E est totalement ordonne´.
On peut a` pre´sent de´montrer le re´sultat principal de ce chapitre.
The´ore`me 4.2.21. Soient n ≥ 2 et R ∈ Qn. Alors
E(P ) = EΩ(P ) et l’ensemble En = E ′ \ {ΩP/R} est une Z-base de E(P ) .
A fortiori, on a D(P ) = DΩ(P ) et l’ensemble
En ∪ {ΩP/S | Z ≤ S ≤ P : |P : S| ≥ 4} est une Z-base de D(P ) .
Preuve. Prouvons le re´sultat par re´currence sur n. Si n = 2, alors l’e´galite´
E(P ) = EΩ(P ) est ve´rifie´e par la proposition 4.2.13. Soit x ∈ Q2 et conside´rons
les meˆmes notations que dans la proposition 4.2.18. On a
ΩP/x = 2 · ΩP −
15∑
i=10
xi 6=x
ΩP/xi
et donc l’ensemble En = E ′ \ {ΩP/x} (de cardinal 15) est une Z-base de E(P ).
Remarquons, de plus, que l’ordre x1 ≺ · · · ≺ x15 satisfait la de´finition de ≺
donne´e ci-dessus.
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Soit n > 2 et supposons que les affirmations du the´ore`me soient vraies pour
les groupes Pm , ∀ 2 ≤ m < n. Pour exprimer l’image de β′, conside´rons la base
ordonne´e E de EΩ(P ) et choisissons judicieusement une base F de ∏ti=1E(Ni),
ou` Ni de´signe le quotient NP (Ri)/Ri , ∀ 1 ≤ i ≤ t. On sait que Ni est isomorphe
au groupe Pn−1 et on peut conside´rer la bijection R 7→ R entre les sous-groupes
de Ai,j et ceux de Qj−1(Ni) , ∀ 1 ≤ j ≤ n et ∀ 1 ≤ i ≤ t, comme dans la
preuve de la proposition 4.2.18. Par suite, ∀ 1 ≤ j ≤ n et ∀ 1 ≤ i ≤ t, on a
|ARi | = |Q(Ni)| = qn−1 et |Ai,j | = |Qj−1(Ni)| = qn−1,j−1 .
Notons ≺ l’ordre total sur ARi induit par l’ordre total ≺ de´fini sur Q et
appelons Ri,l les sous-groupes de ARi , ou` l’indice l parcourt les entiers entre 1
et qn−1, et tel que l’on ait Ri,l ≺ Ri,l′ si l < l′.
Par hypothe`se de re´currence, on peut choisir arbitrairement un sous-groupe
Ri,m ∈ Qn−1(Ni), tel que l’ensemble Fi = {ΩNi/Ri,l | l 6= m} soit une base
de E(Ni) , ∀ 1 ≤ i ≤ t . Autrement dit, on choisit un sous-groupe Ri,m
dans Ai,n , ∀ 1 ≤ i ≤ t . Prenons m = qn−1 − qn−1,n−1 + 1, afin que Ri,m
soit l’e´le´ment minimal min(Ai,n) de l’ensemble Ai,n , ∀ 1 ≤ i ≤ t . Ainsi,
F =
t∐
i=1
Fi est une Z-base de
t∏
i=1
E(Ni) , par hypothe`se de re´currence.
Posons r = (q−qn,n+1). On a Rr = min(Qn) et, par de´finition de l’ordre surQn,
cela force Rr ∈ A1,n (i.e. Rr ∈ AR1) car, ∀ 1 ≤ i ≤ t, l’ensemble Ai,n n’est pas
vide. De plus, comme l’ordre sur les ensembles ARi est induit par l’ordre sur Q,
on a ne´cessairement Rr = Ri,m, pour tout 1 ≤ i ≤ t avec Rr ∈ ARi . Montrons
que Rr est le seul sous-groupe de Q avec cette proprie´te´.
Soit 1 ≤ s ≤ q tel que Rs = Ri,m , ∀ 1 ≤ i ≤ t tel que Rs ∈ ARi .
Par choix des sous-groupes Ri,m, on a Rs ∈ Qn, ce qui implique r ≤ s ≤ q
car Rr = min(Qn). Supposons, par l’absurde, r < s. Soit e le plus petit entier
tel que 1 ≤ e ≤ t et tel que Re <P Rs. Autrement dit, e est tel que ∀ 1 ≤ d < e
et ∀R ∈ Qn avec Rd <P R, alors R ≺ Rs, par de´finition de l’ordre ≺ . On
a 1 < e, sinon Rs ∈ AR1 et donc Rs = R1,m = Rr, ce qui est impossible car
Rs 6= Rr, par hypothe`se. Conside´rons le sous-groupe CP (R1) ∩ Rs de P . Par
le meˆme re´sultat de [Su] que l’on a utilise´ dans la preuve du corollaire 4.1.5,
on a CP (R1) = R1 × Pn−1. En particulier, on en tire que |CP (R1)| = 22n et
donc |CP (R1) ∩ Rs| = 2n−1 > 1 (car R1 6<P Rs implique Rs 6< CP (R1)). Par
suite, il existe un entier 1 ≤ d ≤ t tel que Rd <P Rs et tel que Rd < CP (R1).
Ainsi, on a Rs ∈ ARd et RdR1 est un sous-groupe abe´lien e´le´mentaire de rang 2
de P et donc il est conjugue´ a` un e´le´ment de Q2, car RdR1 ne contient pas Z.
Par un argument de re´currence sur n, l’e´galite´ CP (R1) = R1 × Pn−1 implique
que chaque sous-groupe de Q est contenu dans un conjugue´ d’un sous-groupe
de Qn et donc il existe R ∈ Qn tel que RdR1 <P R. En particulier, on en tire
que R ≺ Rs, car 1 < e et R1 <P R. D’autre part, Rd <P R implique que
Rs  R, car comme Rs ∈ ARd , on a Rs = Rd,m, par hypothe`se sur Rs. On
aboutit ainsi a` une contradiction, ce qui prouve qu’un tel sous-groupe Rs ∈ Q
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avec r < s ne peut exister. En re´sume´, on a montre´ l’affirmation souhaite´e :
R = Ri,m pour tout 1 ≤ i ≤ t tel que R ∈ ARi ⇐⇒ R = Rr. (4.2)
Autrement dit, R = min(Ai,n), ∀ 1 ≤ i ≤ t tel que R ∈ ARi ⇐⇒ R = min(Qn).
Concentrons-nous a` pre´sent sur la matrice B = (Be,f ) de l’application β′
exprime´e selon les bases E et F . On de´finit Be,f comme suit. Soient 1 ≤ e ≤ q
et ΩNi/Ri,l le f -ie`me e´le´ment de F . Alors Be,f est la composante de dr′i(ΩP/Re)
selon ΩNi/Ri,l , ou`, rappelons-le,
dr′i = Defres
P
Ni : E
Ω(P ) −→ E(Ni) , ∀ 1 ≤ i ≤ t .
En d’autres termes, les images des e´le´ments de E par β′ sont exprime´es dans F
et range´es dans les lignes de B, qui est ainsi de taille q × |F|. Par ailleurs, on
peut identifier les indices des lignes de B avec les sous-groupes de Q dans le sens
suivant. La e-ie`me ligne de B est l’image de ΩP/Re et donc la e-ie`me ligne de B
correspond au sous-groupe Re ∈ Q. De meˆme, les indices des colonnes de B
correspondent aux e´le´ments ΩNi/Ri,l ∈ F , que l’on identifie aux paires (Ri, Ri,l)
avec Ri,l ∈ ARi et 1 ≤ i ≤ t. Par la suite, moyennant ces correspondances, on
utilisera des sous-groupes, respectivement des paires de sous-groupes, comme
indices des lignes, respectivement des colonnes de B, lorsque cela conviendra
mieux pour nos propos. Introduisons les notations suivantes, pour toute ma-
trice M ayant la meˆme taille que B :
– Si R ∈ Q, disons R = Rs, pour un 1 ≤ s ≤ q, on note M [R] la s-ie`me
ligne de M .
– Si 1 ≤ f ≤ |F|, on note M(f) la f -ie`me colonne de M .
Le choix de la bijection R 7→ R que nous avons fait (cf. proposition 4.2.18)
implique que si R ∈ ARi , alors on a R ∈ Q(Ni), ∀ 1 ≤ i ≤ t. Ainsi, par le
lemme 4.1.8, on a, ∀ 1 ≤ i ≤ t et ∀ 1 ≤ e ≤ q,
dr′i(ΩP/Re) =
{
ΩNi/Re , si Re ∈ ARi
0 , sinon .
Pour de´terminer les coefficients Be,f correspondant a` cette image, on doit e´crire
dr′i(ΩP/Re) dans la base F , i.e. dans Fi. Pour ce faire, on utilise la relation liant
les e´le´ments de E ′(Ni) (cf. de´finition 4.2.17 et proposition 4.2.18) :
0 =
n−1∑
j=0
cj ·
( ∑
R∈Qn−1−j(Ni)
ΩNi/R
)
, ou` les cj sont des entiers.
En particulier, c0 = 1 et R ∈ Qn−1−j(Ni)⇐⇒ R ∈ Ai,n−j . Donc pour Ri,m on
peut e´crire
ΩNi/Ri,m = −
n−1∑
j=0
cj ·
( ∑
R∈Ai,n−j
R 6=Ri,m
ΩNi/R
)
,
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comme combinaison Z-line´aire des e´le´ments de F . Par conse´quent, les coeffi-
cients Be,f de B sont donne´s par les e´galite´s suivantes :
dr′i(ΩP/Re) =

ΩNi/Re , si Re ∈ ARi et Re 6= Ri,m
−∑n−1j=0 cj · (∑R∈Ai,n−j
R 6=Ri,m
ΩNi/R
)
, si Re = Ri,m
0 , sinon .
Il en re´sulte que B est une matrice ayant au plus deux termes non nuls par
colonne. En effet, conside`rons la colonne B(f) correspondant a` la paire (Ri, Ri,l),
ou` 1 ≤ f ≤ |F| , 1 ≤ i ≤ t et Ri,l ∈ ARi . On distingue trois cas, d’apre`s les
e´galite´s ci-dessus :
(a) Le coefficient Be,f vaut 1 si Re = Ri,l ;
(b) Le coefficient Be,f vaut (−cj) si Re = Ri,m ;
(c) Le coefficient Be,f est nul sinon.
Ainsi, la colonne B(f) posse`de :
– un unique terme non nul, valant 1, et apparaissant dans la ligne B[Ri,l],
si Ri,l ∈ Qn−j , et si cj = 0 (par exemple, si j = 1) ;
– exactement deux termes non nuls si cj 6= 0, a` savoir :
– un 1, situe´ dans la ligne B[Ri,l],
– un (−cj), situe´ dans une des qn,n dernie`res lignes de B, car Ri,m ∈ Ai,n .
De plus, comme Ri,m = min(Ai,n), le choix de l’ordre sur E implique que
la ligne ou` apparaˆıt le coefficient (−cj) est ne´cessairement
en-dessous de la ligne B[Ri,l], si j < n, ou bien
en-dessus de la ligne B[Ri,l], si j = n.
Par le corollaire 4.2.20, on sait que B est une matrice de rang (q − 1). Au-
trement dit, B posse`de exactement un diviseur e´le´mentaire nul. On va montrer
que les (q − 1) diviseurs e´le´mentaires non nuls de B valent 1. Comme toute
matrice obtenue en effectuant des ope´rations e´le´mentaires sur les lignes ou sur
les colonnes de B posse`de les meˆmes diviseurs e´le´mentaires que B, on va “sim-
plifier” B par des ope´rations e´le´mentaires sur les lignes et sur les colonnes, afin
de faciliter nos calculs.
Soit r = (q − qn,n + 1) comme dans la preuve de l’assertion 4.2 ci-dessus
et conside´rons la ligne B[Rr], c’est-a`-dire l’expression de β′(ΩP/Rr ) dans F ,
ou` Rr = min(Qn). L’assertion 4.2 implique les deux faits suivants :
– ∀ 1 ≤ f ≤ |F| tel que Br,f 6= 0, ou` la colonne B(f) correspond a` la paire
(Ri, Ri,l) avec 1 ≤ i ≤ t , Ri,l ∈ Ai,j et 1 ≤ j ≤ n, alors Br,f = −cj .
– B[Rr] est l’unique ligne de B ayant cette proprie´te´. En effet, ∀ 1 ≤ s ≤ q
avec s 6= r, il existe 1 ≤ f ≤ |F| et 1 ≤ i ≤ t tel que B(f) correspond a` la
paire (Ri, Rs), i.e. Rs ∈ ARi et Rs 6= Ri,m. Dans ce cas, on a Bs,f = 1.
Comme R ∈ Qn et c0 = 1, la matrice re´sultant de l’ope´ration e´le´mentaire
suivante a les meˆmes diviseurs e´le´mentaires que B, car le coefficient de B[Rr]
vaut 1. On remplace B[Rr] par la combinaison line´aire de lignes :
n−1∑
j=0
cj ·
( ∑
R∈Qn−j
B[R]
)
.
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On produit ainsi une ligne nulle. En effet, β′ est un homomorphisme et donc
cela revient a` remplacer β′(ΩP/Rr ) ∈ E par
n−1∑
j=0
cj ·
( ∑
R∈Qn−j
β′(ΩP/R)
)
= β′
n−1∑
j=0
cj ·
( ∑
R∈Qn−j
ΩP/R
) =
= β′(ωn − cn · ΩP ) = −cn · β′(ΩP ) = 0 ,
par de´finition de ωn et car ωn = 0 et ΩP ∈ Ker(β′).
Appelons B(1) la matrice, e´quivalente par lignes a` B, re´sultant de cette
ope´ration. Ainsi, B(1) est une matrice de taille q× |F| qui a les caracte´ristiques
suivantes :
1. La ligne B(1)[Rr] est nulle ;
2. Pour tout 1 ≤ s ≤ q avec s 6= r, on a B(1)[Rs] = B[Rs] et donc B(1)[Rs]
posse`de (au moins) un terme qui vaut 1.
3. Pour tout 1 ≤ f ≤ |F|, la colonne B(1)(f) posse`de au plus deux termes non
nuls, puisque l’ope´ration e´le´mentaire effectue´e sur B n’a fait qu’annuler
tous les coefficients non nuls de la ligne B[Rr] et puisque B(f) posse`de au
plus deux termes non nuls.
4. Soient 1 ≤ s ≤ q , 1 ≤ i ≤ t , 1 ≤ j ≤ n et 1 ≤ f ≤ |F| des entiers tels que
Rs ∈ Ai,j , Rs 6= Ri,m et tels que B(1)(f) correspond a` la paire (Ri, Rs).
Du calcul des coefficients de B, il re´sulte que :
(i) B(1)s,f = 1 .
(ii) Si j < n, alors B(1)e,f = 0 , ∀ e < s et ∀ e tel que Re 6∈ (Qn ∪Qj) .
(iii) Si j = n, alors B(1)e,f = 0 , ∀ e > s et ∀ e tel que Re 6∈ Qn .
Les e´galite´s (ii) et (iii) sont dues au choix de l’ordre sur E et au choix
de Ri,m = min(Ai,n).
Par re´currence sur (r + 1), . . . , q , on va faire des ope´rations e´le´mentaires
sur les colonnes de B(1), afin d’obtenir une matrice B(qn,n) dont les (qn,n − 1)
dernie`res lignes contiennent exactement un terme non nul et tel que celui-ci
vaille 1. Conside´rons la ligne B(1)[Rr+1] et la colonne B(1)(f1) correspondant
a` une paire (Ri1 , Rr+1) ∈ F , pour un 1 ≤ i1 ≤ t (f1 existe par le point 2).
On a ainsi B(1)r+1,f1 = 1. Par le point 4, tous les coefficients de B
(1)(f1) en-
dessous de B(1)r+1,f1 et tous ceux au-dessus de B
(1)
r,f1
sont nuls. De plus, B(1)r,f1 = 0
car B(1)[Rr] est une ligne nulle. Utilisons alors B(1)(f1) pour des ope´rations
e´le´mentaires sur les colonnes afin d’annuler les coefficients B(1)r+1,g non nuls, pour
tout 1 ≤ g ≤ |F| avec g 6= f1, sans modifier aucun coefficient d’aucune autre
ligne de B(1). La matrice B(2) obtenue est e´quivalente par colonnes a` B(1) et
posse`de les meˆmes lignes que B, sauf B(2)[Rr], qui est nulle, et B(2)[Rr+1], qui
a un unique terme B(2)r+1,f1 non nul. De plus, B
(2)
r+1,f1
= 1 et c’est l’unique terme
non nul de B(2)(f1), ou` f1 correspond a` une paire (Ri1 , Rr+1) , avec 1 ≤ i1 ≤ t.
Soit 2 ≤ s < q et B(s) une matrice e´quivalente par colonnes a` B(1) telle que
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– La ligne B(s)[Rr] est nulle ;
– ∀ 1 ≤ e ≤ (r − 1) et ∀ (r + s) ≤ e ≤ q , on a B(s)[Re] = B[Re].
– ∀ (r + 1) ≤ e ≤ (r + s − 1), la ligne B(s)[Re] a un unique terme B(s)e,fe−r
non nul. De plus, B(s)e,fe−r = 1 et c’est l’unique terme non nul de la co-
lonne B(s)(fe−r) correspondant a` la paire (Rie−r , Re), ou` 1 ≤ ie−r ≤ t.
Conside´rons la ligne B(s)[Rr+s] et soit 1 ≤ fs ≤ |F| tel que B(s)(fs) correspond
a` la paire (Ris , Rr+s), pour un 1 ≤ is ≤ t (fs existe et B(s)r+s,fs = 1, par les
points 2 et 4). Par le point 4 et par hypothe`se de re´currence, tous les termes
en-dessous de B(s)r+s,fs et tous ceux au-dessus de B
(s)
r+s,fs
sont nuls (puisque
B
(s)
r+s,fe−r = 0 , ∀ (r + 1) ≤ e ≤ (r + s− 1)). Utilisons B(s)(fs) pour annuler les
coefficients B(s)r+s,g non nuls, ∀ 1 ≤ g ≤ |F| avec g 6= fs, sans modifier aucun co-
efficient d’aucune autre ligne de B(s). La matrice B(s+1) obtenue est e´quivalente
par colonnes a` B(1) et B(s+1) a les meˆmes lignes que B(s), sauf B(s)[Rr+s], qui
a un unique terme B(s)r+s,fs non nul. De plus, B
(s)
r+s,fs
= 1 et c’est l’unique terme
non nul de B(s)(fs). Au terme de notre re´currence, la matrice B(qn,n) ve´rifie
– La ligne B(qn,n)[Rr] est nulle.
– ∀ 1 ≤ e ≤ (r − 1) , on a B(qn,n)[Re] = B[Re] (et Re 6∈ Qn).
– ∀ (r+1) ≤ e ≤ qn,n, on a Re ∈ Qn et B(qn,n)[Re] a un unique terme B(qn,n)e,fe−r
non nul. De plus, B(qn,n)e,fe−r = 1 et c’est l’unique terme non nul de la co-
lonne B(qn,n)(fe−r) correspondant a` la paire (Rie−r , Re), ou` 1 ≤ ie−r ≤ t.
Conside´rons maintenant les (r − 1) premie`res lignes de B(qn,n), qui sont les
meˆmes que dans B. Comme pour les qn,n dernie`res lignes, on va effectuer des
ope´rations e´le´mentaires sur les colonnes de B(qn,n), afin d’obtenir une matrice
qui n’a plus qu’un seul terme non nul par ligne (sauf la r-ie`me, qui est nulle) et
au plus un terme non nul par colonne, celui-ci valant 1. On proce`de cette fois par
re´currence descendante sur les entiers (r−1) , . . . , 1 pour e´chelonner pas a` pas
la matrice B(qn,n). En effet, le point 2 implique que B(qn,n)[r−1] posse`de un co-
efficient B(qn,n)r−1,f e´gal a` 1, ou` f correspond a` une paire (Ri, Rr−1). Or, Rr−1 6∈ Qn
et l’e´ventuel autre terme non nul de B(qn,n)(f) se trouve dans les qn,n dernie`res
lignes, mais les colonnes (Rj , R) ou` ceux-ci apparaissent ve´rifient R ∈ Qn.
Donc B(qn,n)r−1,f est l’unique terme non nul de B
(qn,n)(f). On peut ainsi utili-
ser B(qn,n)(f) afin d’annuler, par des ope´rations e´le´mentaires sur les colonnes
de B(qn,n), tous les coefficients B(qn,n)r−1,g , ∀ 1 ≤ g ≤ |F| avec g 6= f , sans mo-
difier aucun coefficient d’aucune autre ligne de B(qn,n). Les arguments utilise´s
pour continuer a` e´chelonner B(qn,n) e´tant exactement pareils que ceux utilise´s
pour obtenir B(qn,n) de B(1) par des ope´rations e´le´mentaires sur les colonnes,
nous ne les re´pe´tons pas. Nous nous contenterons de retenir le re´sultat final de
l’e´chelonnement, a` savoir, une matrice C de taille q×|F| ayant un unique terme
non nul par ligne sauf la r-ie`me, qui est nulle, et au plus un terme non nul par
colonne, celui-ci valant 1. En particulier, les (q − 1) diviseurs e´le´mentaires non
nuls de C valent 1. Comme C a e´te´ obtenue a` partir de B par des ope´rations
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e´le´mentaires sur les lignes et sur les colonnes, les diviseurs e´le´mentaires de B
sont e´gaux a` ceux de C.
Ainsi, on a atteint notre but, car on a montre´ que les (q − 1) diviseurs
e´le´mentaires non nuls de l’application β′ valent 1. Par conse´quent, Im(β′) est un
facteur direct de
∏t
i=1E(Ni) de rang (q−1). En effet, par le meˆme raisonnement
que pour la preuve de la proposition 4.2.13, cela implique que l’on peut trouver
des bases
{e1, . . . , eq} de EΩ(P ) et {f1, . . . , fs} de
t∏
i=1
E(Ni) ,
avec s = t · qn−1 , β′(ei) = fi , ∀ 1 ≤ i ≤ (q − 1) et β′(eq) = 0 .
Ainsi, comme β est aussi de rang (q − 1) et comme Im(β′) ⊆ Im(β), on
a ne´cessairement l’e´galite´ Im(β′) = Im(β). Le meˆme raisonnement que dans le
corollaire 4.2.14 (c’est-a`-dire dans le cas ou` n = 2) nous permet alors de conclure
EΩ(P ) = E(P ) et DΩ(P ) = D(P ).
De plus, la relation donne´e par la proposition 4.2.18 nous permet d’e´crire
ΩP/R = −
n−1∑
j=0
cj ·
( ∑
S∈Qn−j , S 6=R
ΩP/S
)
, pour un R ∈ Qn ,
par exemple R = min(Qn). Par conse´quent, l’ensemble E = E ′ \ {ΩP/R} est une
Z-base de E(P ) et donc, a fortiori, l’ensemble
E ∪ {ΩP/S | Z ≤ S ≤ P : |P : S| ≥ 4} est une Z-base de D(P ) .
Le fait que D(P ) est engendre´ par les syzygies relatifs implique imme´diate-
ment le corollaire suivant.
Corollaire 4.2.22. L’homomorphisme q : DO(P ) −→ Dk(P ) induit par le
passage au quotient modulo l’ide´al maximal ℘ de O (cf. section 1.4) est surjectif.
Autrement dit, tout kP -module d’endo-permutation couvert se rele`ve en un OP -
module d’endo-permutation couvert et donc la re´duction modulo l’ide´al ℘ induit
un isomorphisme D′O(P ) ∼= D′k(P ).
De plus, si R ∈ Qn, alors l’ensemble suivant est une Z-base de DΩO(P ).
{[Ω1P/S(O)] | S ∈ Q′ \ {R}} ∪ {[Ω1P/S(O)] | Z ≤ S < P : |P : S| ≥ 4} .
Nous avons ainsi atteint le but que nous nous e´tions fixe´s, a` savoir, de´terminer
le groupe de Dade d’un 2-groupe extraspe´cial du type D∗n8 , n ≥ 2 . Comme
nous l’avons de´ja` mentionne´, ce pas ne constitue qu’un minuscule “saut de
puce” sur la route menant a` la classification des modules d’endo-permutation.
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Remarquons tout de meˆme qu’il nous a permis d’exhiber certains outils qui se
sont re´ve´le´s fort utiles pour l’analyse de la structure du groupe de Dade, et que
ces outils peuvent, probablement, se ge´ne´raliser a` d’autres familles de p-groupes
finis.
De plus, comme dans le cas d’un p-groupe me´tacyclique, on constate qu’au-
cun module d’endo-permutation “exotique” n’est apparu, et que tous les kP -
modules d’endo-permutation couverts sont e´quivalents a` un syzygy relatif.
Sur cette remarque nous mettons un terme a` la premie`re partie de ce travail
de the`se, que nous avons consacre´e a` l’e´tude de la structure du groupe de Dade.
Dans la seconde partie, nous allons nous inte´resser a` certaines occurrences de
ces modules dans la the´orie de la repre´sentation des groupes finis et justifier
ainsi l’inte´reˆt qu’on leur porte.
Deuxie`me partie
Mode d’emploi des modules
d’endo-permutation
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Chapitre 5
Sources de modules simples
Le premier the`me que nous avons choisi d’aborder pour commencer cette
deuxie`me partie concerne les modules d’endo-permutation comme source de
modules simples. Plus pre´cise´ment, nous allons conside´rer le contexte suivant.
On se donne un nombre premier p, un groupe fini p-re´soluble G, un corps k
alge´briquement clos de caracte´ristique p et un kG-module simple L de vortex P ,
ou` P est un p-sous-groupe de Sylow de G. Alors la source de L, c’est-a`-dire
l’unique kP -module inde´composable S de vortex P et isomorphe a` un facteur
direct de ResGP L tel que L est un facteur direct de Ind
G
P S, est un kP -module
d’endo-permutation couvert.
Cette proprie´te´ des modules d’endo-permutation est l’objet du paragraphe
30 de [Th1] et le re´sultat ci-dessus correspond au the´ore`me 30.5. En fait, comme
nous l’avons mentionne´ dans le chapitre 2, L. Puig avait de´ja` conside´re´ ce fait, et
avait meˆme prouve´ un re´sultat plus pre´cis qui n’a jamais e´te´ publie´ (cf. the´ore`me
8.39 et remarque 8.41 de [Pu1]). Il a montre´ que la source S de L est isomorphe
au chapeau d’un module de la forme⊗
Q/R∈T
TenPQ Inf
Q
Q/R(MQ/R), (5.1)
ou` MQ/R est endo-trivial tel que [MQ/R] ∈ T t(Q/R), et les quotients Q/R
sont des sections de P appartenant a` la famille T des groupes finis cycliques,
die´draux, semidie´draux ou quaternioniens.
En particulier, cela implique que [S] est un e´le´ment de torsion dans D(P ).
Dans ce chapitre, nous allons explicitement re´aliser les chapeaux de tous les
modules d’endo-permutation de la forme 5.1 comme sources de modules simples.
Par conse´quent, compte tenu des derniers re´sultats obtenus par J. Carlson sur la
structure du sous-groupe de torsion du groupe des endo-triviaux, cela implique
que les chapeaux de tous les e´le´ments de torsion du groupe de Dade, pour p
impair, sont des sources de modules simples.
Pour clore ce paragraphe introductif, pre´cisons que les me´thodes que nous
allons employer sont fortement inspire´es de celles utilise´es par Dade dans [Da2].
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Autrement dit, nous allons nous donner un nombre premier p, un syste`me p-
modulaire (K,O, k) et un groupe P ∈ T . Ensuite, nous allons construire un
groupe fini p-nilpotent G (et donc p-re´soluble) qui admet P comme p-sous-
groupe de Sylow et dont le plus grand sous-groupe normal d’ordre premier a` p
est un q-groupe extraspe´cial, pour un certain nombre premier q, judicieusement
choisi. Puis, nous allons conside´rer un kG-module simple L, lui aussi bien choisi,
et calculer sa source S. Il re´sultera a` la fin de cet exercice que toutes les sources
S possibles sont obtenues a` l’aide de ce proce´de´.
Commenc¸ons par des pre´liminaires sur les automorphismes des q-groupes
extraspe´ciaux. Cela va nous eˆtre utile pour construire des groupes p-nilpotents.
5.1 Encore des q-groupes extraspe´ciaux
Nous avons de´ja` de´fini ces groupes au chapitre 4. Dans cette section, nous
allons donc nous contenter d’apporter quelques comple´ments concernant leur
groupe d’automorphismes.
Soient q un nombre premier impair et Q un q-groupe extraspe´cial, d’ordre
q3 et d’exposant q. Rappelons que son centre est cyclique d’ordre q et co¨ıncide
avec le sous-groupe Q′ des commutateurs. En d’autres termes, Q est engendre´
par deux e´le´ments x et y d’ordre q, satisfaisant la relation yx = x[y, x], tels que
le commutateur z = [y, x] = yxy−1x−1 est d’ordre q et engendre Q′.
Le groupe quotientQ/Q′ est un Fq-espace symplectique de dimension 2, pour
la forme symplectique note´e [ , ] et induite par les commutateurs. Autrement
dit, la matrice de [ , ] dans la base {x¯, y¯} de Q/Q′ (si g ∈ Q, on note g¯ sa classe
dans Q/Q′) est
(
0 1
−1 0
)
. Ainsi, le groupe des automorphismes de l’espace
symplectique Q/Q′ est le groupe symplectique Sp2(Fq), qui est e´gal a` SL2(Fq)
(cf. Hilfsatz 9.12 [Hu1]).
Notons AutQ′(Q) le sous-groupe de Aut(Q) forme´ des automorphismes de
Q dont la restriction a` Q′ est l’identite´. On a un homomorphisme de groupes
pi : AutQ′(Q) −→ SL2(Fq)
ϕ 7−→ pi(ϕ) ,
ou` pi(ϕ)(g¯) = ϕ(g), ∀ g ∈ g¯, ∀ g¯ ∈ Q/Q′ et ∀ϕ ∈ AutQ′(Q).
Cette application pi est bien de´finie, car, si gˆ ∈ g¯, alors il existe h′ ∈ Q′, tel que
gˆ = gh′, et on a
ϕ(gˆ) = ϕ(g)ϕ(h′) = ϕ(g)h′ ∈ ϕ(g).
C’est clairement un homomorphisme de groupes, puisque ϕ l’est. De plus, pi est
surjectif. En effet, conside´rons
ϕ : Q −→ Q ψ : Q −→ Q
x 7−→ xy et x 7−→ x
y 7−→ yz y 7−→ xy .
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Les e´galite´s suivantes prouvent que ϕ et ψ, de´finis sur les ge´ne´rateurs de Q,
pre´servent les relations de Q.
ϕ(x)q = ϕ(y)q = 1 et ψ(x)q = ψ(y)q = 1;
[ϕ(y), ϕ(x)] = z et [ψ(y), ψ(x)] = z;
ϕ(y)ϕ(x) = ϕ(x)z et ψ(y)ψ(x) = ψ(x)z .
Par suite, ϕ et ψ sont deux endomorphismes de groupes qui sont l’identite´ surQ′.
De plus, ϕ et ψ sont surjectifs (et donc des automorphismes), puisque
x = ϕ(x)ϕ(y)−1z = ψ(x) et y = ϕ(y)z−1 = ψ(x)−1ψ(y).
Donc ϕ, ψ ∈ AutQ′(Q).
Par le the´ore`me 2.8.4 de [Go], on sait que SL2(Fq) est engendre´ par
e =
(
1 0
1 1
)
et f =
(
1 1
0 1
)
.
La surjectivite´ de pi est alors e´vidente, puisque dans la base {x¯, y¯} de Q/Q′, on
a matriciellement pi(ϕ) = e et pi(ψ) = f .
D’autre part, le noyau Ker(pi) de pi s’identifie a` Q/Q′. Pour montrer cette
assertion, conside´rons les deux applications suivantes :
conj : Q/Q′ −→ Ker(pi) et τ : Ker(pi) −→ HomFq (Q/Q′, Q′)
g¯ 7−→ conj(g¯) ϕ 7−→ τ(ϕ),
ou` on de´finit conj(g¯)(h) = gh, ∀h ∈ Q et τ(ϕ)(g¯) = g−1ϕ(g), pour un repre´sen-
tant g de g¯, ∀ g¯ ∈ Q/Q′ et ∀ϕ ∈ Ker(pi). Montrons que les applications conj et τ
sont bien de´finies. On a gh = gˆh, ∀h ∈ Q si et seulement si g−1gˆ ∈ Q′, i.e. l’ap-
plication conj(g¯) ne de´pend pas du choix de g dans g¯. On a aussi pi(conj(g¯))(h¯) =
conj(g¯)(h) = gh = h¯, ∀ h¯ ∈ Q/Q′, i.e. conj(g¯) ∈ Ker(pi), ∀ g¯ ∈ Q/Q′. Donc conj
est bien de´fini. C’est un homomorphisme de groupes, car g 7→ conj(g), ∀ g ∈ Q
en est un. De plus, conj(g¯) ∈ AutQ′(Q), car conj(g¯) ◦ conj( g−1 ) = Id et on a
conj(g¯)(z) = gz = z, ∀ g ∈ Q.
D’autre part, τ est bien de´fini. En effet, on a τ(ϕ)(g¯) ∈ Q′, car ϕ ∈ Ker(pi),
i.e. ϕ(g) ∈ g¯, ∀ g ∈ Q et donc g−1ϕ(g) ∈ Q′, ∀ g ∈ Q. De plus,
τ(ϕ)(gh) = (gh)−1ϕ(gh) = h−1g−1ϕ(g)ϕ(h) = g−1ϕ(g)h−1ϕ(h),
car g−1ϕ(g) ∈ Q′. Par suite, on a τ(ϕ)(gh) = τ(ϕ)(g)τ(ϕ)(h), ∀ g, h ∈ Q et
donc τ(ϕ) est un homomorphisme de groupes, pour tout ϕ ∈ Ker(pi).
On a aussi τ(ϕψ) = τ(ϕ)τ(ψ), ∀ϕ,ψ ∈ Ker(pi). En effet, si g¯ ∈ Q/Q′, on a,
par de´finition des produits dans Ker(pi) ≤ AutQ′(Q) et dans HomFq (Q/Q′, Q′),
τ(ϕ ◦ ψ)(g¯) = g−1ϕ(ψ(g)) = g−1ψ(g)ψ(g)−1ϕ(ψ(g)) = τ(ψ)(g¯) · τ(ϕ)(ψ(g)).
Or, ψ ∈ Ker(pi) implique ψ(g) = g¯. Il s’ensuit que τ(ϕ ◦ ψ) = τ(ψ) · τ(ϕ)
et donc τ est un homomorphisme de groupes. De plus, si ϕ ∈ Ker(τ), alors
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g = ϕ(g), ∀ g ∈ Q, i.e. ϕ = IdQ. Donc τ est un homomorphisme de groupes
injectif.
Par ailleurs, Q′ est isomorphe a` Fq comme Fq-espace vectoriel. Ainsi, on a
un isomorphisme de Fq-espaces vectoriels entre HomFq (Q/Q′, Q′) et le dual de
Q/Q′, et donc entre HomFq (Q/Q
′, Q′) et Q/Q′.
En particulier, on en tire que |Ker(pi)| ≤ |Q/Q′| et par conse´quent, les
injections conj et τ sont des isomorphismes. Par suite, on a une suite exacte
courte
0 −→ Q/Q′ −→ AutQ′(Q) −→ SL2(Fq) −→ 0.
Si p est un nombre premier distinct de q et P est un p-sous-groupe de SL2(Fq),
on a une suite exacte courte, obtenue par restriction,
0 −→ Q/Q′ −→ pi−1(P ) −→ P −→ 0. (5.2)
Il de´coule alors du the´ore`me de Schur-Zassenhaus (cf. corollaire 8.40 de [CR])
que celle-ci est scinde´e puisque Q/Q′ et P sont d’ordres premiers entre eux et
Q/Q′ est abe´lien. Autrement dit, il existe un homomorphisme de groupes injectif
σ : P −→ AutQ′(Q), tel que piσ = IdP .
Rappelons encore que l’ordre de SL2(Fq) est q(q2−1) et que SL2(Fq) posse`de
des 2-sous-groupes de Sylow quaternioniens ge´ne´ralise´s ainsi que des sous-grou-
pes cycliques d’ordre q − 1 et q + 1 (cf. the´ore`me 2.8.3 de [Go]). On en de´duit
imme´diatement le lemme suivant :
Lemme 5.1.1. Soient p et q deux nombres premiers distincts, P un p-groupe
fini cyclique ou, si p = 2, e´ventuellement quaternionien, tel que P s’identifie
a` un sous-groupe de SL2(Fq) et soit Q un q-groupe extraspe´cial d’ordre q3 et
d’exposant q. Alors il existe un homomorphisme de groupes injectif σ : P −→
Aut(Q). De plus, on peut choisir σ de telle sorte que sa restriction au centre Q′
est l’identite´.
5.2 Construction de groupes finis p-nilpotents
Soient p un nombre premier, n un entier strictement positif, et P un p-
groupe cyclique d’ordre pn, ou e´ventuellement quaternionien d’ordre 2n, si p = 2.
Choisissons un nombre premier impair q ≡ pn − 1 ( mod pn+1) et conside´rons
un q-groupe extraspe´cial Q d’ordre q3 et d’exposant q.
Par choix de q, on a pn | q + 1 et donc, par le lemme 5.1.1, P s’identifie
a` un sous-groupe des automorphismes de Q qui fixe le centre Q′. En d’autres
termes, on a un groupe fini p-nilpotent G = Q o P , avec P comme p-sous-
groupe de Sylow et tel que Q′ centralise P , puisque P agit trivialement sur Q′
par construction.
Conside´rons aussi la construction suivante. Si p = 2 et P est un groupe
quaternionien d’ordre 2n ≥ 8 et q ≡ 2n−1 + 1 ( mod 2n), on obtient encore un
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groupe 2-nilpotent Q o P , car P s’identifie a` un 2-sous-groupe (de Sylow) de
SL2(Fq). En effet, on a q + 1 ≡ 2 ( mod 2n−1) et q − 1 ≡ 2n−1 ( mod 2n) et
donc q2 − 1 ≡ 2n ( mod 2n+1), i.e. 2n divise l’ordre de SL2(Fq) (et c’est meˆme
la plus grande puissance de 2 avec cette proprie´te´).
Continuons maintenant avec quelques proprie´te´s imme´diates des groupes p-
nilpotents ainsi construits.
Lemme 5.2.1. Aussi bien dans le cas cyclique que quaternionien, P posse`de un
unique sous-groupe cyclique d’ordre p. Soit w un ge´ne´rateur de celui-ci. Alors,
on peut choisir une section σ : P −→ pi−1(P ) de la suite exacte courte 5.2 telle
que w se rele`ve en un automorphisme de Q d’ordre p qui n’a pas de point fixe
sur Q\Q′. En d’autres termes, si g ∈ Q, alors w et g commutent si et seulement
si g ∈ Q′.
Preuve. Supposons P cyclique et notons P = <u | upn = 1>. Comme σ est
injectif, σ(u) ∈ AutQ′(Q) est d’ordre |P |. Ainsi, σ(w) = σ(u)pn−1 est d’ordre p.
Si σ(w) posse`de un point fixe sur Q \ Q′, alors pi(σ(w)) ∈ SL2(Fq) posse`de
un vecteur propre pour la valeur propre 1. Donc pi(σ(w)) est semblable a` une
matrice A, d’ordre p, de la forme A =
(
1 a
0 1
)
, pour un a ∈ Fq, puisque le
de´terminant vaut 1 et 1 est une valeur propre.
Mais alors, on a p · a = 0 (car Ap = Id) et donc a = 0, car p ∈ F∗q . D’ou`
A = Id. Ceci contredit le fait que A est d’ordre p. On en de´duit que pi(σ(w))
n’a pas de vecteur propre dans Q/Q′ pour la valeur propre 1, i.e. σ(w) n’a pas
de point fixe sur Q \Q′.
Supposons p = 2 et P quaternionien. Alors, on a pi(σ(w)) = − Id (i.e.
l’unique e´le´ment d’ordre 2 de SL2(Fq), pour q impair) et donc 1 n’est pas une
valeur propre de pi(σ(w)). Par conse´quent, σ(w) n’a pas de point fixe sur Q\Q′.
Lemme 5.2.2. Le normalisateur N = NG(P ) de P dans G est Q′ × P .
Preuve. Comme G est p-nilpotent, on a N = CQ(P ) × P . Or CQ(P ) = Q′.
En effet, on a Q′ ≤ CQ(P ), puisque Q′ centralise P .
Re´ciproquement, si g ∈ CQ(P ), alors, en particulier, g et w commutent. Par
le lemme pre´ce´dent, on en de´duit que g ∈ Q′ et donc Q′ = CQ(P ).
Lemme 5.2.3. Le p-sous-groupe de Sylow P du groupe G construit est d’inter-
section triviale. En d’autres termes, ∀ g ∈ G \N, gP ∩ P = {1}.
Preuve. Soit g ∈ G \ N . Il existe d’uniques e´le´ments h ∈ Q et u ∈ P tels
que g = hu. Or, on a gP = huP = hP . Donc il suffit de prouver l’assertion
dans le cas ou` g ∈ Q. Soient alors g ∈ Q et s ∈ gP ∩ P . Il existe s′ ∈ P tel
que s = gs′. On a alors [g, s′] = 1. En effet, [g, s′] = ( gs′)s′−1 = s(s′)−1 ∈ P
et [g, s′] = g(s
′
g)−1 ∈ Q, car Q est normal dans G. Donc [g, s′] ∈ P ∩Q = {1}.
Donc g ∈ CQ(<s′>).
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Supposons s′ 6= 1 et donc gP ∩ P 6= {1}. Alors on a w ∈ <s′> et par
conse´quent g ∈ CQ(<s′>) ≤ CQ(<w>) = Q′ ≤ N .
Construisons a` pre´sent un groupe fini 2-nilpotent, ayant un 2-sous-groupe
de Sylow semidie´dral P = <u, v | u2n−1= v2 = 1, vu = u2n−2−1> d’ordre 2n,
avec n ≥ 4. Conside´rons un nombre premier q avec q ≡ 2n−1 − 1 ( mod 2n) et
Q est un q-groupe extraspe´cial d’ordre q5, d’exposant q. Autrement dit, on peut
de´finir Q par ge´ne´rateurs et relations comme suit. Q = < x1, x2, y1, y2>, ou`
x1, x2, y1 et y2 satisfont les relations :
xq1 = x
q
2 = y
q
1 = y
q
2 = 1,
yixi = xi[yi, xi], ∀ 1 ≤ i ≤ 2,
[x1, x2] = [y1, y2] = [xi, yj ] = 1, ∀ 1 ≤ i 6= j ≤ 2.
Notons Q′ = <z> le centre de Q. On a z = [y1, x1] = [y2, x2].
On peut aussi conside´rer Q comme le produit central de deux q-groupes
extraspe´ciaux Q1 et Q2 d’ordre q3, d’exposant q et de centre Q′, ou` Qi est le
sous-groupe de Q engendre´ par xi et yi, pour i = 1 et 2.
D’autre part, P posse`de un sous-groupe quaternionien R, engendre´ par u2
et uv, d’ordre 2n−1. Par le paragraphe 5.1, R s’identifie a` un sous-groupe de
AutQ′1(Q1), via une section σ de la suite exacte 5.2. Utilisons cette section pour
identifier R a` un sous-groupe de AutQ′2(Q2) comme suit. Soit θ l’isomorphisme
de Q1 vers Q2, envoyant x1 sur x2 et y1 sur y2 (et donc θ(z) = z), et soit
λ l’automorphisme de R, envoyant u2 sur (u2)−1 et (uv) sur (u2)2
n−3−1(uv).
L’application λ est un homomorphisme car
λ(uv)λ(u2)λ(uv)−1 =
(
(u2)2
n−3−1(uv)
)
(u2)−1
(
(uv)−1(u2)2
n−3+1) =
= (u2)2
n−3−1( (uv)(u2))−1(u2)2n−3+1 = (u2),
et λ est bijectif car λ2 = Id. Ainsi, si
σ : R −→ AutQ′1(Q1)
u2 7−→ σ(u2)
uv 7−→ σ(uv)
est une section de la suite exacte courte 5.2 du paragraphe 5.1, alors on obtient
un homomorphisme injectif
σ˜ : R −→ AutQ′2(Q2)
u2 7−→ θσ(λ(u2))θ−1 = θσ(u2)−1θ−1
uv 7−→ θσ(λ(uv))θ−1 = θσ(u2)2n−3−1σ(uv)θ−1.
Posons alors
σ. : P −→ AutQ′(Q),
u 7−→ σu
v 7−→ σv,
ou` σu|Q1 = σ˜(uv)θ , σv|Q1 = θ , σu|Q2 = σ(uv)θ−1 et σv|Q2 = θ−1,
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et ou` σg|Qi de´signe la restriction de σg a` Qi, pour g ∈ {u, v} et i = 1 et 2. Cette
application est bien de´finie et elle e´tend σ et σ˜. En effet, on a(
σ2u
)∣∣
Q1
=
(
σu
)∣∣
Q2
(
σu
)∣∣
Q1
=
(
σ(uv)θ−1
)(
σ˜(uv)θ
)
=
= σ(uv)σ(u2)2
n−3−1σ(uv)= σ(u2)2
n−3+1σ(uv)2 = σ(u2)2
n−3+1σ(u2)2
n−3
=σ(u2)
et (
σ2u
)∣∣
Q2
=
(
σu
)∣∣
Q1
(
σu
)∣∣
Q2
=
(
θσ(u2)2
n−3−1σ(uv)
)(
σ(uv)θ−1
)
=
= θσ(u2)2
n−3−1σ(uv)2θ−1 = θσ(u2)−1θ−1 = σ˜(u2).
On a aussi σ2v = Id et
σvσu = σ2
n−2−1
u , car
(
σuσv
)∣∣
Q1
= σ(uv) et
(
σuσv
)∣∣
Q2
=
σ˜(uv). L’application σ. est donc un homomorphisme de groupe injectif et le
sous-groupe de AutQ′(Q) engendre´ par σu et σv est semi-die´dral d’ordre 2n.
On peut ainsi construire un groupe fini 2-nilpotent G, produit semi-direct de P
par Q.
De plus, on a CQ(P ) ≤ CQ(<w>) = Q′, car gw = w si et seulement si
wg = g si et seulement si g ∈ Q′ (cf. lemme 5.2.1). Comme P agit trivialement
sur Q′, on en tire que CQ(P ) = Q′ et donc le normalisateur NG(P ) de P dans
G est e´gal a` Q′×P . Le lemme suivant exhibe deux diffe´rences que l’on constate
par rapport aux constructions pre´ce´dentes.
Lemme 5.2.4. P posse`de deux classes de conjugaison de sous-groupes cycliques
d’ordre 2 et P n’est pas un sous-groupe de G d’intersection triviale.
Preuve. L’unique sous-groupe cyclique <w> d’ordre 2 de R est normal dans
P , puisqu’il s’agit du centre de P . Il constitue donc une classe de conjugaison de
taille 1. Observons que tous les e´le´ments de P d’ordre 2 non centraux peuvent
s’e´crire comme un produit u2av, pour un entier a avec 0 ≤ a < 2n−3. Or, pour
tout entier b, on a
ubv = ub( vu)−bv = u2b(1−2
n−3)v.
Donc tous les e´le´ments de P d’ordre 2 non centraux sont conjugue´s par une
puissance de u, et donc P posse`de 2 classes de conjugaison de sous-groupes
cycliques d’ordre 2 : une contenant le centre de P et l’autre contenant tous les
autres sous-groupes d’ordre 2.
Conside´rons maintenant la conjugaison par v dans G, restreinte a` Q, i.e.
l’automorphisme σv de Q d’ordre 2 de´fini ci-dessus, et observons que σv fixe des
e´le´ments de Q \ Q′. En effet, on a v(x1x2) = x1x2, car x1 et x2 commutent.
Donc v ∈ x1x2P ∩ P , mais x1x2 6∈ NG(P ) = Q′ × P .
Lemme 5.2.5. Si g 6∈ NG(P ) ve´rifie gP ∩ P 6= {1}, alors gP ∩ P est conjugue´
a` <v>.
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Preuve. On a <w> ≤ gP ∩ P si et seulement si g ∈ NG(P ). En effet, si
g ∈ NG(P ), alors gP ∩ P = P ≥ <w>.
Re´ciproquement, supposons qu’il existe g ∈ Q satisfaisant w ∈ gP∩P . Alors,
il existe s ∈ P tel que gs = w. Conside´rons le commutateur [g, s]. On a
[g, s] = g sg−1 ∈ Q , car Q / G et aussi [g, s] = gs s−1 = ws ∈ P.
Il s’ensuit que [g, s] ∈ Q ∩ P = {1} et donc g et s commutent. Autrement dit,
on a w = gs = s, i.e. g ∈ CG(<w>). Or, gw = w ⇐⇒ wg = g, et la conjugaison
par w dans G, restreinte a` Q, correspond a` σ(w) ∈ AutQ′(Q), qui correspond
a` − Id ∈ SL2(Fq). En d’autres termes, on a wg = g si et seulement si g ∈ Q′.
Ainsi, on a g ∈ NG(P ).
Par conse´quent, si g 6∈ NG(P ) et gP ∩P 6= {1}, alors gP ∩P ne contient pas
w et donc gP ∩P est d’ordre 2. Par le lemme 5.2.4, gP ∩P est conjugue´ a` <v>.
Re´sumons la situation. Soit p un nombre premier, et P un p-groupe fini.
Nous avons construit des groupes finis p-nilpotents de la forme G = Qo P , ou`
Q est un q-groupe extraspe´cial d’ordre q3 ou q5 et d’exposant q, pour un nombre
premier q ve´rifiant les conditions suivantes.
– Si P est cyclique, on a conside´re´ q ≡ |P | − 1 ( mod p|P |) et Q d’ordre q3.
– Si P est quaternionien, on a construit deux groupes finis 2-nilpotents en
choisissant deux nombres premiers q : une fois q ≡ |P | − 1 ( mod 2|P |) et
l’autre fois q ≡ |P |2 + 1 ( mod |P |). A chaque fois, Q est d’ordre q3.
– Si P est semidie´dral, on a conside´re´ q ≡ |P |2 −1 ( mod |P |) et Q d’ordre q5.
Le choix des congruences des nombres premiers q et des ordres des q-groupes
extraspe´ciaux se justifie dans la section suivante, ou` nous allons construire des
modules simples pour ces groupes finis p-nilpotents.
5.3 Construction de modules simples
Avant de construire des kG-modules simples, apportons quelques comple´-
ments aux notions de base sur les repre´sentations.
De´finition et proposition 5.3.1. Soient p un nombre premier, R ∈ {K,O, k},
ou` (K,O, k) est un syste`me p-modulaire, G un groupe fini, H ≤ G, M et M ′
des RG-modules, N un RH-module et ρ : H −→ Autk(N) la repre´sentation
associe´e a` N .
1. On dit que N , respectivement ρ, s’e´tend a` G s’il existe un RG-module L
tel que L↓GH∼= N , respectivement une repre´sentation ρ˜ : G −→ Autk(N)
de G telle que ρ˜↓GH= ρ.
2. Soit g ∈ H. La trace Tr(g,N) de g sur N est la trace de l’application
k-line´aire ρ(g) ∈ Autk(N).
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3. Supposons R = K. On de´finit le produit scalaire < M,M ′ > de M et
M ′ par
< M,M ′ >=
∑
g∈G
Tr(g,M) Tr(g−1,M ′) .
4. Relations d’orthogonalite´. Supposons R = K. Alors on a
(a) M est un KG-module simple si et seulement si < M,M >= 1.
(b) Supposons de plus M et M ′ simples. Alors M ∼= M ′ si et seulement
si < M,M ′ >= 1. Sinon on a < M,M ′ >= 0.
5. Le groupe de Grothendieck G0(RG) des RG-modules est le groupe
abe´lien de´fini par ge´ne´rateurs et relations comme suit. Les ge´ne´rateurs
sont les classes d’isomorphisme [M ] des RG-modules M . On associe a`
toute suite exacte de RG-modules
0→ L→M → N → 0 la relation [M ] = [L] + [N ].
On note (abusivement) [M ] la classe du RG-module M dans G0(RG).
6. Supposons R = K. Comme O est un sous-anneau de K, on peut voir M
comme un OG-module. Il existe alors un OG-module O-libre L qui ve´rifie
M ∼= K ⊗O L. La re´duction L¯ = L/℘L de L modulo ℘ est un kG-module.
On de´finit ainsi l’homomorphisme de de´composition par
d : G0(KG) −→ G0(kG)
[M ] 7−→ [L¯].
On retiendra, en particulier, qu’un tel L existe toujours, mais L n’est pas
unique. Par contre [L¯] est unique et donc cette application est bien de´finie
(cf. paragraphe 16 de [CR]).
Afin de construire des modules simples dans la situation qui nous inte´resse,
nous allons utiliser des kQ-modules simples, ou` Q est un q-groupe extraspe´cial
d’ordre q1+2m et d’exposant q, pour un nombre premier q distinct de la ca-
racte´ristique p de k et m un entier strictement positif. Commenc¸ons alors par
de´crire les kQ-modules simples. Notons x1, . . . , xm, y1, . . . , ym les ge´ne´rateurs
de Q satisfaisant les relations suivantes :
xqi = y
q
i = 1 ,
yixi = xi[yi, xi] , [yi, xi] = [yj , xj ] et
[xi, xj ] = [xi, yj ] = [yi, yj ] = 1, ∀ 1 ≤ i 6= j ≤ m.
Notons z = [y1, x1] le ge´ne´rateur du centre de Q (qui co¨ıncide avec le sous-
groupe Q′ des commutateurs, cyclique d’ordre q), et A le sous-groupe abe´lien
e´le´mentaire engendre´ par x1, . . . , xm et z. On a |A| = qm+1 et A / Q.
Comme k est alge´briquement clos, le nombre de kQ-modules simples est
e´gal au nombre de classes de conjugaison des e´le´ments de Q (cf. the´ore`me 3.37
de [CR]). Comptons-les. Si g ∈ Q \ Q′, alors g posse`de |Q/NQ(<g>)| = q
conjugue´s distincts. En effet, NQ(<g>) est un produit direct <g> ×H, ou` H
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est un q-groupe extraspe´cial d’ordre q1+2(m−1) et d’exposant q (cf. chapitre 4).
Ainsi, les (q1+2m − q) e´le´ments non centraux dans Q sont re´partis en classes de
conjugaison de taille q. Donc on a q
1+2m−q
q classes de conjugaison d’e´le´ments
non centraux, auxquelles s’ajoutent les q classes de conjugaison (de taille 1)
des e´le´ments de Q′. Ainsi, on a en tout q2m − 1 + q classes de conjugaison, i.e.
q2m − 1 + q modules simples. Montrons, en les exhibant, que l’on a (q − 1)
kQ-modules simples de dimension qm, et q2m de dimension 1. On aura ainsi
e´tabli la liste comple`te des kQ-modules simples.
Soit ω ∈ k une racine q-ie`me de l’unite´ avec ω 6= 1. Conside´rons la repre´-
sentation ψ de degre´ 1 suivante et notons kψ son kA-module associe´ (de dimen-
sion 1) :
ψ : A −→ k∗ |
xi 7−→ 1, 1 ≤ i ≤ m | kψ est donc de´fini par :
z 7−→ ω | a · λ = ψ(a)λ, ∀ a ∈ A, ∀λ ∈ k .
On a gψ 6= ψ , ∀g 6∈ A. En effet, ∀ 1 ≤ j ≤ m , on a
yjψ : A −→ k∗
xi 7−→ yjxi · 1 = xizδij · 1 = ωδij , 1 ≤ i ≤ m
z 7−→ yjz · 1 = z · 1 = ω ,
ou` δ de´signe le symbole de Kronecker. Donc kψ  gkψ , ∀g 6∈ A. Par le the´ore`me
11.11 de [CR], il s’ensuit que le kQ-module induit L = kψ ↑QA est simple, de
dimension qm. Explicitement, l’ensemble
{(
m∏
j=1
y
ij
j )⊗ 1 | 0 ≤ ij < q , ∀ 1 ≤ j ≤ m} est une k-base de L
et l’action de Q sur L est de´finie sur les ge´ne´rateurs xl et yl de Q par
xl · (
m∏
j=1
y
ij
j )⊗ 1 = (
m∏
j=1
y
ij
j )(
(y
−il
l ) xl)︸ ︷︷ ︸
=xlz
−il∈A
⊗ 1 = (
m∏
j=1
y
ij
j )⊗ (xlz−il · 1) =
= (
m∏
j=1
y
ij
j )⊗ ω−il = ω−il((
m∏
j=1
y
ij
j )⊗ 1) ;
yl · (
m∏
j=1
y
ij
j )⊗ 1 = (
m∏
j=1
y
ij+δjl
j )⊗ 1 (avec yqj = 1, si ij = q − 1) .
En particulier, on a z · l = ωl, ∀ l ∈ L.
Comme k est alge´briquement clos, on a (q−1) racines q-ie`mes de l’unite´ non
triviales. Or, deux racines distinctes de´finissent deux modules non isomorphes
et donc on obtient (q − 1) modules simples non isomorphes de dimension qm,
comme souhaite´.
5.3. CONSTRUCTION DE MODULES SIMPLES 101
D’autre part, pour tout choix de 2m racines q-ie`mes de l’unite´ ωi et θi, pour
1 ≤ i ≤ m, on obtient une repre´sentation de degre´ 1 de Q en posant
xi 7−→ ωi et yi 7−→ θi , ∀ 1 ≤ i ≤ m .
Deux choix distincts donnent deux repre´sentations distinctes et donc les deux
modules associe´s ne sont pas isomorphes. Ainsi, on obtient autant de kQ-
modules non isomorphes de dimension 1 que de choix possibles, a` savoir q2m
(car k est alge´briquement clos). D’ou` le re´sultat annonce´ :
on a (q − 1) kQ-modules simples de dimension qm et
on a q2m kQ-modules simples de dimension 1.
En caracte´ristique 0, i.e. sur K, les relations d’orthogonalite´ permettent de
de´terminer quand deux KQ-modules simples sont isomorphes. Dans notre cas,
meˆme si k n’est pas de caracte´ristique nulle, kQ est semi-simple et l’homomor-
phisme d de de´composition induit un isomorphisme entre les kQ-modules simples
et les KQ-modules simples (cf. [Se]). Autrement dit, on peut relever tout kQ-
module simple L en un unique KQ-module simple LK (a` isomorphisme pre`s).
On en de´duit alors que, pour tous kQ-modules simples L et M , se relevant en
LK et MK respectivement, on a
L ∼=M ⇐⇒ LK ∼=MK ⇐⇒ < LK ,MK >= 1 .
Si M et L ne sont pas isomorphes, on a < LK ,MK >= 0.
De la description des kQ-modules simples, on constate que si M est un
kQ-module de dimension 1, alors M ↓Q
Q′
∼= k, ou` k de´signe le kQ′-module tri-
vial. Par conse´quent, comme kQ est semi-simple, si M est un kQ-module de
dimension qm, alors
– soit M est simple, et on a M ↓Q
Q′
∼= (kω)qm pour une racine q-ie`me de
l’unite´ ω non triviale et ou` kω est le kQ′-module de dimension 1 de´fini par
z · λ = ωλ, ∀λ ∈ k ;
– soit M est somme directe de qm modules de dimension 1 et M↓Q
Q′
∼= kqm .
D’ou` le lemme suivant.
Lemme 5.3.2. Soient L et M deux kQ-modules de dimension qm, et LK , res-
pectivement MK , les KQ-modules correspondants. Supposons L simple. Alors,
L et M sont isomorphes si et seulement si < LK↓QQ′ ,MK↓QQ′>= q2m.
Preuve. Par hypothe`se, L est simple et donc il existe une racine q-ie`me non
triviale de l’unite´ θ telle que LK↓QQ′∼= (kθ)q
m
.
Si M n’est pas simple, alors M↓Q
Q′
∼= kqm et donc
< LK↓QQ′ ,MK↓QQ′>=< (kθ)q
m
, kq
m
>= q2m < kθ , k >= 0 .
Si M est simple, il existe une racine q-ie`me non triviale de l’unite´ ω telle que
M↓Q
Q′
∼= (kω)qm . Ainsi, on a
< LK↓QQ′ ,MK↓QQ′>= q2m < kθ, kω >= q2mδθ,ω .
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Donc, < LK↓QQ′ ,MK↓QQ′> = q2m si et seulement si M et L sont isomorphes.
En the´orie des repre´sentations ordinaires, i.e. sur C, ou plus ge´ne´ralement sur
un corps K “assez gros” et de caracte´ristique nulle, on dispose d’un crite`re fort
utile pour savoir sous quelles conditions on peut e´tendre un module d’un sous-
groupe a` un sous-groupe plus grand. Mais, en ge´ne´ral, s’il existe une extension,
alors celle-ci n’est pas unique (a` moins de fixer la valeur du de´terminant de
la repre´sentation associe´e), car on peut toujours conside´rer le produit tensoriel
avec un module de dimension 1 (cf. chapitre 1). Qu’en est-il des kG-modules,
dans notre situation ?
De´finition 5.3.3. Soient H / G et M un kH-module. On dit que M est inva-
riant par G si les kH-modules gM et M sont isomorphes, ∀ g ∈ G. Rappelons
que gM de´signe le module conjugue´ a` M par g et l’action de H sur gM est
donne´e par h · gm = g(( g−1h) ·m) , ∀m ∈M , ∀h ∈ H et ∀ g ∈ G.
Lemme 5.3.4. Soit G = QoP un groupe fini p-nilpotent, ou` Q est d’ordre pre-
mier a` p et P est un p-sous-groupe de Sylow de G. Soit L un kQ-module simple,
invariant par G et notons ρ : Q −→ Autk(L) la repre´sentation irre´ductible as-
socie´e. Alors il existe une unique extension ρ˜ : G −→ Autk(L) de ρ, i.e. il existe
une unique extension de l’action de Q sur L a` G. A fortiori, a` isomorphisme
pre`s, il existe un unique kG-module L˜ tel que L˜↓GQ∼= L.
Remarque 5.3.5. Dans les hypothe`ses du lemme, le the´ore`me III.3.16 de [Fe]
de´montre l’unicite´, a` isomorphisme pre`s, du module L˜. Comme nous allons
avoir besoin de l’unicite´ de l’extension de l’action ρ˜ de´finissant la structure de
kG-module sur L˜, ce re´sultat n’est pas suffisant. Mentionnons aussi que pour la
de´monstration de l’unicite´, nous utilisons les arguments de [Th2].
Preuve. Prouvons l’existence de l’extension ρ˜ de ρ en commenc¸ant par mon-
trer l’existence de l’extension L˜ de L. Si H est un groupe fini, on note SK(H),
respectivement Sk(H), l’ensemble des classes d’isomorphisme des KH-, respec-
tivement kH-modules simples et dH : G0(KH) −→ G0(kH) l’homomorphisme
de de´composition.
Comme p ne divise pas l’ordre de Q, kQ est semi-simple et on a une bijection
d : SK(Q) −→ Sk(Q), induite par dQ. Soit LK ∈ d−1([L]) l’unique KQ-module,
a` isomorphisme pre`s, qui “rele`ve” L en caracte´ristique 0. Alors LK est invariant
par G, car, comme gL ∼= L, on a gLK ∈ d−1([ gL]) = d−1([L]) = [LK ]. Par suite,
on a gLK ∼= LK , ∀ g ∈ G.
Puisque |G/Q| et |Q| sont premiers entre eux, LK s’e´tend a` G en un KG-
module L˜K a fortiori simple (cf. the´ore`me 22.3 de [Hu1]) et il existe un OG-
module O-libre LO tel que L˜K ∼= K ⊗O LO. Ainsi, L˜ = LO/℘LO est un kG-
module simple qui e´tend L, car on a
L˜↓GQ∼=
(
LO↓GQ
)
/℘(LO↓GQ) et K ⊗O (LO↓GQ) ∼= L˜K↓GQ∼= LK .
D’ou` L˜↓GQ∈ [L], i.e. L˜ e´tend L. Par conse´quent, la repre´sentation ρ˜ associe´e a` L˜
ve´rifie ρ˜↓GQ= ρ, ce qui prouve l’existence d’une extension de ρ a` G.
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Prouvons l’unicite´ de cette extension et, pour e´viter toute confusion, no-
tons V le k-espace vectoriel sous-jacent aux modules L et L˜ (car L et L˜, vus
comme k-espaces vectoriels, sont identiques). Ainsi,
ρ : Q −→ Autk(V ) et ρ˜ : G −→ Autk(V )
sont les deux repre´sentations irre´ductibles associe´es a` L et L˜, respectivement,
et on a, par hypothe`se, ρ˜↓GQ= ρ.
Soit ρˆ : G −→ Autk(V ) une repre´sentation irre´ductible de G satisfaisant
ρˆ↓GQ= ρ et conside´rons l’application
s : G −→ AutkQ(V )
g 7−→ ρˆ(g)ρ˜(g)−1, ∀ g ∈ G.
On a s(g) ∈ Autk(V ), ∀ g ∈ G, car ρˆ(g), ρ˜(g) ∈ Autk(V ), ∀ g ∈ G et donc s est
bien de´finie. De plus, s(g) est kQ-line´aire, car si h ∈ Q et v ∈ V , alors on a pour
tout g ∈ G :
s(g)(h · v) = ρˆ(g)ρ˜(g)−1(ρ(h)(v)) = ρˆ(g)ρ˜(g−1hg)ρ˜(g)−1(v) =
= ρˆ(g)ρˆ(g−1hg)ρ˜(g)−1(v) = ρ(h)ρˆ(g)ρ˜(g)−1(v) = h · s(g)(v).
Par le lemme de Schur, comme ρ est irre´ductible et k est alge´briquement clos,
AutkQ(V ) est isomorphe au groupe multiplicatif abe´lien k∗.
On a, ∀ g, h ∈ G,
s(gh) = ρˆ(g)ρˆ(h)ρ˜(h)−1ρ˜(g)−1 = ρˆ(g)s(h)ρ˜(g)−1 =
= ρˆ(g)ρ˜(g)−1s(h) = s(g)s(h).
Ainsi, s est un homomorphisme de groupes. De plus, pour tout g ∈ Q, on
a s(g) = ρˆ(g)ρ˜(g)−1 = ρ(g)ρ(g)−1 = 1 et donc Q ≤ Ker(s). En identifiant
AutkQ(V ) a` k∗, s induit l’homomorphisme de groupes suivant.
s¯ : G/Q −→ k∗
g¯ 7−→ s(g),
Or G/Q est un p-groupe, puisqu’isomorphe a` P , et k∗ ne contient pas de
racine p-ie`me non triviale de l’unite´ (car Xp − 1 = (X − 1)p dans k[X]). Par
suite, s¯ ne peut eˆtre que l’homomorphisme trivial, c’est-a`-dire
1 = s¯(g¯) = s(g) = ρˆ(g)ρ˜(g)−1, ∀ g ∈ g¯ ∈ G/Q.
Par conse´quent, on a ρˆ = ρ˜ et donc l’extension ρ˜ de ρ est unique.
En termes de kG-modules, l’unicite´ de ρ˜ implique l’unicite´ a` isomorphisme
pre`s de l’extension L˜ de L. D’ou` la dernie`re affirmation du lemme.
Appliquons ces re´sultats aux modules simples conside´re´s dans le cas des
groupes p-nilpotents G = QoP construits dans la section 5.2, avec P cyclique,
quaternionien ou semidie´dral. Soit m l’entier tel que |Q| = q1+2m et choisissons
arbitrairement un kQ-module simple L de dimension qm. Autrement dit,
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dimL = q, si |Q| = q3 et P est cyclique ou quaternionien, et
dimL = q2, si |Q| = q5 et P est semidie´dral.
Notons ω la racine q-ie`me non triviale de l’unite´ satisfaisant z · l = ωl, ∀ l ∈ L.
Lemme 5.3.6. Dans ces hypothe`ses, il existe une unique extension a` G de
l’action de Q sur L. Par suite, L s’e´tend en un unique kG-module simple L˜, a`
isomorphisme pre`s.
Preuve. Par le lemme 5.3.4, il suffit de montrer que L ∼= uL, ∀u ∈ P .
Or, ∀u ∈ P , les kQ-modules L et uL sont des modules simples de dimension qm
avec m = 1 ou 2. D’ou` uL ∼= L si et seulement si < uLK↓QQ′ , LK↓QQ′>= q2m, par
le lemme 5.3.2. Comme z ·l = ω l , ∀ l ∈ L, on a Tr(zi, LK) = qmωi, ∀ 0 ≤ i < q.
De plus, z est central et donc
z · ul = u(( u−1z) · l) = u(z · l) = ω( ul), ∀ ul ∈ uL.
Par suite, Tr(zi, uLK) = Tr(zi, LK) = qmωi, ∀ 0 ≤ i < q. D’ou`
< uLK↓QQ′ , LK↓QQ′>= q−1
q−1∑
i=0
Tr(zi, uLK) Tr(z−i, LK) =
= q−1
q−1∑
i=0
(qmωi)(qmω−i) = q2m.
Donc L est invariant par G, ce qui prouve le lemme.
Ainsi, pour tout groupe p-nilpotent G que nous avons construit, on conside`re
un kG-module simple L˜ de dimension qm, avec m = 1 ou 2 et l’action de G
sur L˜ est de´termine´e de manie`re unique. De plus, comme p 6 | dim L˜, le kG-
module L˜ est de vortex P (cf. proposition 1.2.5). Rappelons que l’on veut
de´terminer la source de L˜. Pour cela, on va conside´rer le kP -module L˜↓GP et
utiliser le the´ore`me IX.4.1 de [Fe], rappele´ ci-dessous. Nous avons le´ge`rement
modifie´ l’e´nonce´ originel, en remplac¸ant l’hypothe`se “F est un corps de rup-
ture pour G” par celle plus contraignante “F est alge´briquement clos”, car nous
n’avons pas de´fini la premie`re notion et car la situation que nous conside´rons
satisfait les hypothe`ses de cette version du the´ore`me.
The´ore`me 5.3.7. Soient p un nombre premier, F un corps alge´briquement
clos de caracte´ristique p et G un groupe fini p-nilpotent, de la forme H o P ,
avec p 6 | |H| et P un p-sous-groupe de Sylow de G. Soit V un FH-module
simple invariant par G. Alors V s’e´tend en un FG-moduleW de manie`re unique
et W↓GP est un FP -module d’endo-permutation.
Par suite, L˜↓GP est un kP -module d’endo-permutation couvert. A fortiori, la
source S de L˜ est aussi un kP -module d’endo-permutation couvert. En effet,
par de´finition, S est un facteur direct de L˜↓GP . Donc Endk S est un kP -module
5.3. CONSTRUCTION DE MODULES SIMPLES 105
de permutation, car c’est un facteur direct d’un module de permutation (cf.
lemme 1.2.2). De plus, L˜ ↓GP est couvert, car L˜ est de vortex P , et donc S
est couvert. Relevons aussi que l’on avait de´ja` montre´ la premie`re partie du
the´ore`me.
Remarque 5.3.8. Le fait que la source de L˜ soit un kP -module d’endo-permu-
tation est connu, comme nous l’avons mentionne´ en de´but de chapitre. En effet,
dans le cadre plus ge´ne´ral des groupes finis p-re´solubles (qui inclut la famille des
groupes finis p-nilpotents), le the´ore`me 30.5 de [Th1] montre que la source d’un
kG-module simple de vortex P est un kP -module d’endo-permutation, pour un
p-sous-groupe P d’un groupe fini p-re´soluble G. De plus, le the´ore`me 8.39 et
la remarque 8.41 de [Pu1] de´crivent plus pre´cise´ment ces sources, a` savoir, ce
sont les chapeaux de kP -modules de la forme
⊗
(Q/R)∈T Ten
P
Q Inf
Q
Q/R(MQ/R),
ou` MQ/R est un k[Q/R]-module endo-trivial de torsion et ou` T est une famille
de sections de P qui sont des groupes cycliques, quaternioniens ou semidie´draux.
Ainsi, pour de´terminer la source de L˜, on doit trouver un kP -module d’endo-
permutation couvert inde´composable S tel que L˜ soit isomorphe a` un facteur
direct de S↑GP et tel que S soit isomorphe au chapeau du kP -module d’endo-
permutation couvert L˜↓GP .
Notation. On poseX |Y , siX et Y sont deux modules tels queX est isomorphe
a` un facteur direct de Y .
Par transitivite´ de la restriction, on a L˜↓GP= (L˜↓GN)↓NP , ou` N = NG(P ). Par la
correspondance de Green (cf. paragraphe 20A de [CR]), on sait que L˜↓GN posse`de
un unique facteur direct inde´composable M de vortex P , et donc S |M↓NP , car
S est de vortex P .
Comme M | L˜↓GN , on a dimM ≤ dim L˜ = qm, avec m = 1, si P est cyclique
ou quaternionien, et m = 2, si P est semidie´dral. D’autre part, on a aussi
L˜↓GN |M↑GN↓GN∼=M ⊕
( ⊕
g∈[N\G/N ], g 6=1
gM↓ gNgN∩N↑NgN∩N︸ ︷︷ ︸
(I)
)
. (5.3)
Par construction de G, les facteurs directs de (I) sont de vortex trivial (et donc
des kN -modules projectifs) ou e´ventuellement de vortex cyclique d’ordre 2 et
non normal dans P , si P est semidie´dral (cf. section 5.2).
Rappelons que N = Q′ × P . Le lemme suivant montre que M ↓NP est un
kP -module inde´composable et donc isomorphe a` S.
Lemme 5.3.9. Soit N = A × P un groupe fini, ou` A est un groupe abe´lien
d’ordre premier a` p et P un p-groupe, et soit V un kN -module inde´composable.
Alors, V ↓NP est un kP -module inde´composable.
Preuve. Comme A est un groupe d’ordre premier a` p, l’alge`bre de groupe
kA est semi-simple et posse`de |A| modules simples Si, de dimension 1, puisque
A est abe´lien.
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On a donc un isomorphisme V ↓NA∼=
⊕|A|
i=1 S
ni
i , pour des entiers positifs ni
et ou` Snii est appele´e la composante isotypique de V ↓NA correspondant au kA-
module simple Si, pour tout i. Comme dimSi = 1, la repre´sentation λi associe´e
a` Si est de degre´ 1, i.e. les e´le´ments a de A agissent par multiplication par un
scalaire λi(a) sur Si.
Par ailleurs, le groupe N agit par permutation sur l’ensemble S des com-
posantes isotypiques de V ↓NA . De plus, cette action est transitive, car V est
inde´composable. Comme A agit trivialement sur S, l’action de P sur S est
transitive. Mais, comme P centralise A, l’action de P sur S est triviale. En
effet, on a
a · (u · s) = (au) · s = (ua) · s = u · (a · s) = u · (λi(a)s) = λi(a)(u · s), ∀ a ∈ A,
et donc u · s ∈ Si, ∀u ∈ P et ∀ s ∈ Si. Par suite, V ↓NA∼= Sn pour un kA-module
simple S et un entier n ∈ N.
Conside´rons les kN -modules inde´composables VA = kχ et VP = kχ−1 ⊗ V ,
sur lesquels N agit comme suit. Soit g ∈ N , disons g = au pour un a ∈ A et un
u ∈ P . On a g · r = χ(a)r, ∀ r ∈ VA, et
g · (r ⊗ v) = (g · r)⊗ (g · v) = χ−1(a)r ⊗ χ(a)(u · v) = r ⊗ (u · v), ∀ r ⊗ v ∈ VP .
On remarque que P agit trivialement sur VA, car u · r = r, ∀u ∈ P, ∀ r ∈ k. De
meˆme, A agit trivialement sur VP , car a·(r⊗v) = r⊗v, ∀ a ∈ A, ∀ r⊗v ∈ VP . De
plus, V ∼= VA⊗VP comme kN -modules, car k ∼= (kχ⊗kχ−1) est un isomorphisme
de kN -modules. Ainsi, V ↓NP∼= VA ↓NP ⊗VP ↓NP∼= k ⊗ VP ↓NP∼= VP ↓NP . Or VP est
un kN -module inde´composable, car V l’est par hypothe`se, et comme A agit
trivialement sur VP , la restriction VP ↓NP est inde´composable. Par conse´quent,
V ↓NP est inde´composable.
Distinguons les cas suivant les diffe´rents p-groupes conside´re´s.
5.3.1 Cas d’un groupe cyclique
Supposons P cyclique. Par le lemme 5.2.3, P est un sous-groupe de G d’inter-
section triviale et donc les facteurs directs apparaissant dans (I) sont projectifs
et de dimension divisible par |P |. La relation 5.3 implique alors la congruence
dimL ≡ dimM ( mod |P |). Ainsi, comme q ≡ −1 ( mod |P |), le lemme 5.3.9
implique la congruence dimS ≡ −1 ( mod |P |).
Or, Ω1P (k) est l’unique kP -module inde´composable de dimension congrue a`
−1 modulo |P |. On a donc dimS = |P | − 1 et S est isomorphe a` Ω1P (k).
5.3.2 Cas d’un groupe quaternionien
Supposons que P est un 2-groupe quaternionien. Par le lemme 5.2.3, P est
un sous-groupe de G d’intersection triviale, pour les deux groupes 2-nilpotents
construits et donc les facteurs directs de (I) sont projectifs et de dimension
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divisible par l’ordre de P , comme dans le cas cyclique. De plus, la relation 5.3
donne la congruence dimL ≡ dimM ( mod |P |). On a ainsi
Si q ≡ |P | − 1 ( mod 2|P |), alors dimS ≡ −1 ( mod |P |).
Si q ≡ |P |2 + 1 ( mod |P |), alors dimS ≡ |P |2 + 1 ( mod |P |).
Prouvons que S est endo-trivial dans les deux cas. Soit n ≥ 3 et posons
P = <u, v | u2n−1 = 1, u2n−2 = v2, vu = u−1> (et donc |P | = 2n)
et w = u2
n−2
le ge´ne´rateur du centre Z de P (et unique e´le´ment d’ordre 2 de P ).
Notons
Q = <x, y | xq = yq = 1, yx = x[y, x]> , et z = [y, x] (ge´ne´rateur de Q′).
Par le lemme 1.2.11, il suffit de montrer que S↓PZ est endo-trivial. Pour ce
faire, nous allons proce´der comme suit, afin de de´terminer l’action de Z sur L˜.
1. On de´finit une action ∗ de w sur L˜.
2. On ve´rifie que ∗ est compatible avec l’action · de Q sur L˜, c’est-a`-dire
w ∗ (g · ξ) = wg · (w ∗ ξ) , ∀ ξ ∈ L˜ et ∀ g ∈ Q .
Ainsi, en de´finissant (gw) ∗ ξ = g · (w ∗ ξ) , ∀ ξ ∈ L˜ et ∀ g ∈ Q, on obtient une
action (note´e ∗) du groupe Q o Z sur L˜. Par unicite´ de l’extension de l’action
de´finissant la structure de k[QoZ]-module sur L˜ (cf. lemme 5.3.4), l’action que
nous avons note´e ∗ est cette unique action (note´e ·) de Qo Z sur L˜.
Commenc¸ons les calculs. Comme ceux-ci sont identiques pour les deux con-
gruences de q, nous n’avons pas besoin de distinguer les deux cas.
Par construction de G (cf. paragraphe 5.2), il existe deux entiers positifs a
et b, avec 0 ≤ a, b < q et tels que wx = x−1za et wy = y−1zb. De plus, par
construction de L˜, on sait que {yi ⊗ 1 | 0 ≤ i < q} est une k-base de L˜.
Pour le point 1, posons
w ∗ yi ⊗ 1 = ω(i−l)b(y−i−a ⊗ 1), ∀ 0 ≤ i < q,
ou` l est l’unique entier entre 0 et q − 1 tel que 2l ≡ −a ( mod q). On a :
w2 ∗yi⊗1 = w∗(ω(i−l)b(y−i−a⊗1)) = ω(i−l)b+(−i−a−l)byi⊗1 = ω(−a−2l)byi⊗1,
et donc w2 ∗ yi ⊗ 1 = yi ⊗ 1, ∀ 0 ≤ i < q, par choix de l. Ve´rifions le point 2.
wx · (w ∗ yi ⊗ 1) = x−1za(w ∗ yi ⊗ 1) = ω(i−l)b+ax−1 · y−i−a ⊗ 1 =
= ω(i−l)b+ay−i−a ⊗ (x−1zi+a · 1) = ω(i−l)b−iy−i−a ⊗ 1.
D’autre part,
w ∗ (x · yi ⊗ 1) = w ∗ yi ⊗ (xz−i · 1) = ω−iw ∗ yi ⊗ 1 = ω(i−l)b−iy−i−a ⊗ 1.
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Ainsi, wx · (w ∗ yi ⊗ 1) = w ∗ (x · yi ⊗ 1). De meˆme, on a :
wy · (w ∗ yi ⊗ 1) = y−1zb · (ω(i−l)by−i−a ⊗ 1) = ω(i−l)b+by−i−a−1 ⊗ 1,
et d’autre part, w ∗ (y · yi ⊗ 1) = w ∗ yi+1 ⊗ 1 = ω(i+1−l)by−i−1−a ⊗ 1. D’ou`
l’e´galite´ wy · (w ∗ yi⊗ 1) = w ∗ (y · yi⊗ 1) et donc le point 2 est satisfait. Comme
rappele´ ci-dessus, il existe une unique extension a` QoZ de l’action de Q sur L
et donc ∗ et · de´signent la meˆme action (que nous allons dore´navant noter ·).
Maintenant, on peut aise´ment expliciter S↓PZ . Remarquons que
w · yi ⊗ 1 6= yi ⊗ 1, ∀ 0 ≤ i < q , si i 6= l, et w · yl ⊗ 1 = yl ⊗ 1 .
Autrement dit, il y a un vecteur de la k-base {yi⊗1 | 0 ≤ i < q} de L˜ fixe par Z
(c’est-a`-dire un vecteur propre pour la valeur propre 1).
Pour tous les indices i compris strictement entre l et q−1+2l2 , conside´rons les
q−1
2 k-sous-espaces Wi = k<y
i⊗1, y−i−a⊗1>. Ceux-ci sont invariants par Z et
Z agit librement sur chacun, par de´finition de l’action de w sur L˜. Ce sont donc
des kZ-sous-modules libres de rang 1. Par suite, leur somme W est directe et
forme un kZ-sous-module libre facteur direct de L˜ de codimension 1. De plus,
k<yl ⊗ 1> est un supple´mentaire de W . On en de´duit que L˜↓GZ se de´compose
comme somme directe k ⊕ (kZ) q−12 .
Par conse´quent, comme S est de vortex P et S | L˜↓GP , on a, par le the´ore`me
de Krull-Schmidt, S↓PZ∼= k ⊕ S′, pour un kZ-module libre S′, de rang ≤ q−12 .
Par suite, S est endo-trivial.
Par la section 6 de [CaTh1], on sait qu’on a huit kP -modules endo-triviaux
inde´composables de vortex P , a` isomorphisme pre`s. Les dimensions de ceux-ci
permettent, en particulier, de connaˆıtre l’ordre de leur classe d’e´quivalence dans
D(P ) et nous permettent de de´terminer un ensemble de modules dont les classes
engendrent tout T (P ). En effet, a` isomorphisme pre`s, on a :
– les deux modules endo-triviaux inde´composables Ω1P (k) et son dual Ω
3
P (k),
de dimension |P | − 1 et d’ordre 4 ;
– le module Ω2P (k) (auto-dual), de dimension |P |+ 1 et d’ordre 2 ;
– deux modules de dimension |P |2 +1 et d’ordre 2 : un kP -module endo-trivial
inde´composable “exceptionnel” V et son dual ;
– les deux modules Ω1P (V ) et son dual, de dimension
|P |
2 − 1 et d’ordre 4 ;
– et, bien entendu, le module trivial, de dimension 1.
En comparant S aux modules de cette liste, on tire les conclusions suivantes.
– Pour q ≡ |P |−1 ( mod 2|P |), on a dimS = |P |−1. Donc S est isomorphe
soit a` Ω1P (k), soit a` Ω
3
P (k), et [S] est d’ordre 4 dans D(P ).
– Pour q ≡ |P |2 +1 ( mod |P |), on a dimS = |P |2 +1. Donc S est isomorphe
soit a` V , soit a` son dual, et [S] est d’ordre 2 dans D(P ).
Remarque 5.3.10. On retiendra, en particulier, que les classes des deux mo-
dules re´alise´s engendrent tout T (P ) (cf. section 6 de [CaTh1]).
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5.3.3 Cas d’un groupe semidie´dral
Soit P = <u, v | u2n−1 = v2 = 1, vu = u2n−2−1> un groupe semidie´dral
d’ordre 2n et notons w = u2
n−2
le ge´ne´rateur du centre Z de P , R = <u2, uv>
le sous-groupe quaternionien d’indice 2 dans P et E = <v,w> l’unique sous-
groupe abe´lien e´le´mentaire de rang 2 de P , a` conjugaison pre`s. On a, selon les
notations de la section 5.2, un groupe fini 2-nilpotent G = Qo P , ou` Q est un
q-groupe extraspe´cial d’ordre q5 et d’exposant q, pour un nombre premier q tel
que q ≡ |P |2 − 1 ( mod |P |).
Par le lemme 5.2.4, P n’est pas un sous-groupe de G d’intersection triviale,
car gP ∩ P peut eˆtre cyclique d’ordre 2, conjugue´ a` <v>. Il s’ensuit que les
facteurs directs de (I) sont de vortex trivial ou cyclique d’ordre 2 et donc de di-
mension divisible par |P |2 . D’ou`, dim L˜ ≡ dimM ( mod |P |2 ), par la relation 5.3.
Comme q2 ≡ 1− |P | ( mod 2|P |), on a dimS ≡ 1 ( mod |P |2 ).
On va montrer que S est isomorphe au kP -module V = Ω1P
(
Ω1P/<v>(k)
)
. Par
le paragraphe 7 de [CaTh1], on sait que :
V est endo-trivial, de dimension |P |2 + 1 , et que
Ω2R(k) |V ↓PR et k |V ↓PE .
Ainsi, par l’assertion 2 du the´ore`me 1.5.5, il nous suffit de ve´rifier que Ω2R(k) |S↓PR
et que S↓PE est un kE-module endo-trivial avec k |S↓PE. Commenc¸ons par rap-
peler l’action de Q sur L (cf. section 5.3), ou` Q est le produit central Q1 ∗ Q2
et ou` Qi est engendre´ par xi et par yi satisfaisant z = [yi, xi], pour i = 1 et 2
(z e´tant le ge´ne´rateur du centre Q′ de Q). L’ensemble
L = {Ti,j | 0 ≤ i, j < q} est une k-base de L, ou` Ti,j = yi1yj2 ⊗ 1 , 0 ≤ i, j < q.
L’action de Q sur L est alors donne´e, ∀ 0 ≤ i, j < q , par
x1 · Ti,j = ω−iTi,j , x2 · Ti,j = ω−jTi,j , y1 · Ti,j = Ti+1,j et y2 · Ti,j = Ti,j+1 .
Conside´rons les kQi-modules simples Li de dimension q, construits selon la
me´thode employe´e pour le cas d’un 2-groupe quaternionien d’ordre |P |2 , avec
q ≡ |P |2 − 1 ( mod |P |) et a` partir de la meˆme racine q-ie`me de l’unite´ ω que
pour L, pour i = 1 et 2. Formons le produit tensoriel X = L1 ⊗ L2 (sur k) et
munissons ce k-espace vectoriel de dimension q2 d’une structure de kQ-module
comme suit. Tout e´le´ment de Q peut s’e´crire g1g2, avec gi ∈ Qi, et, par de´finition
du produit central, g1g2 = h1h2 si et seulement s’il existe un e´le´ment central
z′ ∈ Q′ tel que g1 = h1z′ et g2 = h2z′−1. Posons alors
g1g2 · l1 ⊗ l2 = g1 · l1 ⊗ g2 · l2, ∀ gi ∈ Qi et ∀ li ∈ Li , i = 1, 2.
Cette de´finition ne de´pend pas de l’e´criture g1g2. En effet, g1g2 = h1h2 si et
seulement s’il existe un entier a tel que g1 = h1za et g2 = h2z−a. On a alors
g1g2 · l1 ⊗ l2 = h1za · l1 ⊗ h2z−a · l2 = ωaω−a(h1 · l1 ⊗ h2 · l2) = h1h2 · l1 ⊗ l2.
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L’e´galite´ suivante montre que X est un kQ-module de dimension q2.
(g1g2 h1h2) · l1 ⊗ l2 = g1g2 · (h1h2 · l1 ⊗ l2), ∀ gi, hi ∈ Qi, ∀ li ∈ Li, i = 1, 2.
L’ensemble X = {Yi,j | 0 ≤ i, j < q} de X, ou` Yi,j = (yi1 ⊗ 1)⊗ (yj2 ⊗ 1) , pour
tous 0 ≤ i, j < q, est une k-base de X. Posons φ : X −→ L l’isomorphisme
de k-espaces vectoriels de´fini sur les bases X et L de X et de L respectivement
par φ(Yi,j) = Ti,j , ∀ 0 ≤ i, j < q . En fait, φ est un isomorphisme de kQ-
modules, car
φ(g · Yi,j) = g · Ti,j = g · φ(Yi,j) , ∀ g ∈ Q , ∀ 0 ≤ i, j < q .
En effet, on a φ(x1 ·Yi,j) = ω−iTi,j = x1 ·φ(Yi,j) , ∀ 0 ≤ i, j < q et on ve´rifie de
meˆme φ(g · Yi,j) = g · φ(Yi,j) , ∀ g ∈ {x2, y1, y2} et ∀ 0 ≤ i, j < q . Par suite,
X est un kQ-module simple (car L est simple) et X s’e´tend en un kG-module
simple X˜ (avec k-base X ) isomorphe a` L˜, et sur lequel l’action de G est de´finie
de manie`re unique. Plus pre´cise´ment, on peut de´crire cette action a` l’aide de
l’action · de G sur L˜ comme suit :
g · Yi,j = φ−1
(
g · φ(Yi,j)
)
, ∀Yi,j ∈ X et ∀ g ∈ G .
Ainsi, dore´navant, on identifiera X˜ avec L˜, en utilisant φ (que l’on n’e´crira
pas, pour ne pas surcharger les notations). Nous allons imme´diatement justifier
l’introduction de X˜ dans les calculs suivants, ou` nous allons de´terminer expli-
citement l’action du sous-groupe E sur X˜. L’avantage d’utiliser X˜ au lieu de L˜
re´side dans le fait que l’on peut se ramener au cas d’un groupe quaternionien,
pre´ce´demment traite´.
Rappelons que l’on veut montrer (moyennant l’identification entre X˜ et L˜)
que X˜ ↓GE est un kE-module endo-trivial avec k | X˜ ↓GE, ou` E = <w, v> est
l’unique sous-groupe abe´lien e´le´mentaire de P de rang 2, a` conjugaison pre`s.
Pour ce faire, nous allons proce´der exactement comme dans le cas quaternionien,
afin de trouver l’action de E sur X˜. Autrement dit :
1. On de´finit une action ∗ de E sur X˜.
2. On ve´rifie que ∗ est compatible avec l’action · de Q sur X˜, c’est-a`-dire
s ∗ (g · ξ) = sg · (s ∗ ξ) , ∀ ξ ∈ X˜ , ∀ s ∈ E et ∀ g ∈ Q .
On obtient alors une action ∗ de Qo E sur X˜, donne´e par
(gs) ∗ ξ = g · (s ∗ ξ) , ∀ ξ ∈ X˜ , ∀ s ∈ E et ∀ g ∈ Q .
Par le lemme 5.3.4, l’extension de l’action de´finissant la structure de k[QoE]-
module de X˜ est unique et donc ∗ et · de´signent la meˆme action, d’ou` le re´sultat
cherche´, a` savoir la description de l’action · de E sur X˜ (et donc sur L˜).
Posons
v ∗ Yi,j = Yj,i et w ∗ Yi,j = ω(i+j+a)bY−i−a,−j−a, ∀ 0 ≤ i, j < q,
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ou` a, b et l sont les entiers satisfaisant
0 ≤ a, b, l < q , wxi = x−1i za , wyi = y−1i zb, i = 1, 2 et 2l ≡ −a ( mod q)
et les indices sont conside´re´s modulo q (cf. section 5.3.2). Rappelons encore que
la de´finition de la conjugaison par v dans G sur les ge´ne´rateurs de Q est donne´e
par vx1 = x2, vx2 = x1, vy1 = y2 et vy2 = y1. Ve´rifions a` pre´sent le point 1.
v2 ∗ Yi,j = v ∗ Yji = Yi,j = ω(i+j+a)bw ∗ Y−i−a,−j−a = w2 ∗ Yi,j et
v ∗ w ∗ Yi,j = ω(i+j+a)bY−j−a,−i−a = w ∗ v ∗ Yi,j , ∀Yi,j ∈ X .
Ve´rifions le point 2. On a, ∀Yi,j ∈ X ,
vx1 · (v ∗ Yi,j) = x2 · Yj,i = ω−iYj,i = v ∗ (x1 · Yi,j) et
wx1 · (w ∗ Yi,j) = x−11 za · (ω(i+j+a)bY−i−a,−j−a) =
= ωa+(i+j+a)bx−11 · Y−i−a,−j−a = ω−i+(i+j+a)bY−i−a,−j−a =
= ω−iw ∗ Yi,j = w ∗ (x1 · Yi,j) .
De meˆme on ve´rifie ces e´galite´s en remplac¸ant x1 par x2, par y1 et par y2. Donc
le point 2 et satisfait et on en de´duit que l’action ∗ de Q o E sur X˜ co¨ıncide
avec l’action · cherche´e. Avant d’e´tudier S ↓PE, on va utiliser les deux lemmes
suivants pour montrer que S est un kP -module endo-trivial.
Lemme 5.3.11. X˜↓GE est e´gal au KE-module
k ⊕ (k[E/<v>]) q−12 ⊕ (k[E/<vw>]) q−12 ⊕ (kE)( q−12 )2 .
Preuve. Conside´rons les k-sous-espaces vectoriels de X˜ suivants (ou` la nota-
tion [α] de´signe la partie entie`re d’un nombre re´el α) :
k<Yl,l>; Wi = k<Yi,i, ω(2i+a)bYl−i,l−i>, ∀
[
l + 1
2
]
≤ i 6= l ≤
[
q + l
2
]
;
W ′i = k<Yl+i,l−i, Yl−i,l+i>, ∀ 0 < i ≤
q − 1
2
;
Wij = k<Yi,j , Yj,i, ω(i+j+a)bY−i−a,−j−a, ω(i+j+a)bY−j−a,−i−a>,
∀ 0 ≤ i, j < q, avec i 6= j et i + j 6= −a. On de´nombre ainsi q−12 sous-
espaces Wi et W ′i distincts et (
q−1
2 )
2 sous-espaces Wij distincts. Ce sont des
kE-sous-modules de permutation de X˜. En effet :
– k<Yl,l> est isomorphe au kE-module trivial.
– Wi est isomorphe a` k<Yi,i>↑E<v>∼= k[E/<v>] comme kE-module, car v
agit trivialement sur Wi et w permute Yi,i et ω(2i+a)bYl−i,l−i, pour tout
entier i tel que
[
l+1
2
]
≤ i 6= l ≤
[
q+l
2
]
.
– De meˆme, W ′i est isomorphe comme kE-module a` k[E/<vw>], pour tout
0 < i ≤ q−12 .
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– Wij est un kE-module isomorphe a` k<Yi,j>↑E1 et donc libre de rang 1,
∀ 0 ≤ i, j < q, avec i 6= j et i+ j 6= −a.
Le kE-sous-module de X˜ engendre´ par les sous-modules k<Yl,l>, Wi, W ′i etWij
est une somme directe. En effet, il posse`de une k-base obtenue en partitionnant,
selon les sous-modules sus-cite´s, une k-base de X˜, construite en modifiant les
e´le´ments de la base X par des scalaires. De plus, la dimension de cette somme
directe vaut
1 + (
q − 1
2
) · 2 + (q − 1
2
) · 2 + (q − 1
2
)2 · 4 = q2 = dim X˜ .
D’ou` une e´galite´ de kE-modules entre X↓GE et
k ⊕ (k[E/<v>]) q−12 ⊕ (k[E/<vw>]) q−12 ⊕ (kE)( q−12 )2 .
En particulier, on en de´duit un isomorphisme X˜↓GZ∼= k ⊕
(
kZ
)( q2−12 ) de kZ-
modules et donc on a S↓GZ∼= k ⊕ F , ou` Z = <w> est le centre de P et F un
kZ-module libre.
Lemme 5.3.12. Soit P un 2-groupe semidie´dral de centre Z et M un kP -
module d’endo-permutation inde´composable de vortex P . Supposons que la res-
triction M↓PZ est un kZ-module endo-trivial. Alors M est un kP -module endo-
trivial.
Preuve. Comme M est inde´composable et couvert, M est endo-trivial si et
seulement si DefNP (Q)NP (Q)/QRes
P
NP (Q)([M ]) = [k], pour tout sous-groupe non trivial
Q de P , par le the´ore`me 1.5.5.
Soit Q un sous-groupe non trivial de P , alors soit Q contient Z, soit Q ap-
partient a` l’unique classe de conjugaison de sous-groupes cycliques d’ordre 2
non centraux de P . Dans ce cas, le normalisateur NP (Q) de Q est abe´lien
e´le´mentaire d’ordre 4. En effet, on a NP (Q) = CP (Q), car Q est cyclique
d’ordre 2 et il de´coule imme´diatement des relations de P que CP (Q) = QZ.
Par conse´quent, NP (Q)/Q est cyclique d’ordre 2 et D(NP (Q)/Q) = {[k]}. Il
s’ensuit que DefNP (Q)NP (Q)/QRes
P
NP (Q)([M ]) = [k].
Supposons que Q contient Z. Alors
DefNP (Q)NP (Q)/QRes
P
NP (Q) = Def
NP (Q)/Z
NP (Q)/Q
ResP/ZNP (Q)/Z Def
P
P/Z .
Par hypothe`se, M↓PZ est isomorphe a` k⊕F , pour un kZ-module libre F . Donc,
si A = EndkM , alors A est isomorphe a` k ⊕ F ′ comme kZ-module, pour
un kZ-module libre F ′. Par suite, DefPP/Z([A]) = [A
Z/AZ1 ] = [k] = [Endk k]
et donc DefPP/Z([M ]) = [k], par de´finition (cf. chapitre 1). A fortiori, on a
DefNP (Q)/ZNP (Q)/QRes
P/Z
NP (Q)/Z
DefPP/Z([M ]) = [k]. Donc M est endo-trivial.
Conside´rons S↓PR. Par transitivite´ de la restriction, on a
X˜↓GR∼= (L˜1 ⊗ L˜2)↓HR∼= (L˜1↓H1R )⊗ (L˜2↓H2R ) .
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Par le cas quaternionien pre´ce´demment traite´, on sait que L˜i ↓HiR est un kR-
module d’endo-permutation couvert, dont le chapeau Si est isomorphe a` Ω1R(k)
ou a` Ω3R(k), pour i = 1 et 2. Montrons que S1 ∼= S2.
Dans la section 5.2, on avait conside´re´ deux isomorphismes de groupes dont
il convient a` pre´sent de rappeler la de´finition. On avait appele´ θ l’isomorphisme
de Q1 vers Q2, envoyant x1 sur x2 et y1 sur y2 (et donc θ(z) = z), et λ l’auto-
morphisme de R, envoyant u2 sur (u2)−1 et (uv) sur (u2)2
n−3−1(uv). Soit alors
ϕ l’isomorphisme de groupes de H1 vers H2, envoyant hs sur θ(h)λ(s), pour tout
h ∈ Q1 et pour tout s ∈ R, et notons Resϕ(L˜2) le kH1-module obtenu par res-
triction de L˜2 par ϕ, c’est-a`-dire ou` g · l est de´fini comme l’e´le´ment ϕ(g) · l, pour
l’action d’origine de H2 sur L˜2, pour tout g ∈ H1 et pour tout l ∈ Resϕ(L˜2).
On a
Tr(zi,Resϕ(L˜2)↓H1Q′ ) = Tr(ϕ(zi), L˜2↓H2Q′ ) = Tr(zi, L˜2↓H2Q′ ) = qωi = Tr(zi, L˜1↓H1Q′ ),
pour tout 0 ≤ i ≤ q − 1. D’ou`, < Resϕ(L˜2) ↓H1Q′ , L˜1 ↓H1Q′ > = q2 et donc les
kH1-modules Resϕ(L˜2) et L˜1 sont isomorphes, par le lemme 5.3.2.
Par suite, on a L˜1↓H1R ∼=
(
Resϕ(L˜2)
)↓H1R ∼= Resλ(L˜2↓H2R ), car la restriction de
ϕ a` R est λ. Conside´rons alors le diagramme commutatif de kR-modules (ou` les
lignes sont exactes)
0 −→ Ω1R(k) −→ kR −→ k −→ 0
λ↓ λ↓ Id↓
0 −→ Ω1R(k) −→ kR −→ k −→ 0
On en de´duit que Resλ(Ω1R(k)) est isomorphe a` Ω
1
R(k) et plus ge´ne´ralement
que Resλ(ΩnR(k)) est isomorphe a` Ω
n
R(k), pour tout entier n (et pour tout au-
tomorphisme λ de R). Par conse´quent, on a Resλ(L˜2↓H2R ) ∼= L˜2↓H2R . Il s’ensuit
que L˜1↓H1R ∼= L˜2↓H2R et donc S1 ∼= S2. En particulier, on en de´duit que Ω2R(k)
est isomorphe a` un facteur direct de S1 ⊗ S2 et donc on a Ω2R(k) | X˜↓GR. Ainsi,
X˜ ↓GR∈ [Ω2R(k)], car X˜ ↓GR est un kR-module d’endo-permutation couvert. En
effet, X˜ ↓GP est un kP -module d’endo-permutation, par le the´ore`me 5.3.7 et il
est couvert, car X˜ est de vortex P . De plus, la restriction de P a` R induit un
homomorphisme entre D(P ) et D(R) (cf. section 1.5).
Re´sumons la situation. Comme S est un kP -module d’endo-permutation
couvert inde´composable et comme S↓PZ∼= k⊕F , le lemme 5.3.12 implique que S
est endo-trivial. De plus, comme S↓PE | X˜↓GE, le lemme 5.3.11 implique que S↓PE
a un facteur direct trivial. Ainsi, S est un kP -module endo-trivial dont les
restrictions aux sous-groupes R et E de P sont dans les classes de Ω2R(k) et
k respectivement. Par injectivite´ de la restriction T (P ) −→ T (R) ⊕ T (E) (cf.
the´ore`me 1.5.5), on conclut, comme souhaite´, que S est isomorphe au kP -module
endo-trivial Ω1P
(
Ω1P/<v>(k)
)
de dimension |P |2 + 1.
Nous avons ainsi re´alise´ explicitement quelques exemples de modules d’endo-
permutation comme sources de modules simples pour des groupes finis p-nilpo-
tents. A pre´sent, au lieu de continuer au cas par cas, nous allons nous constituer
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une sorte de “boˆıte-a`-outils”, qui nous permettra de re´aliser beaucoup d’autres
modules comme sources, a` partir de situations connues. Commenc¸ons par de´crire
l’outil induit par l’ope´ration d’inflation.
5.4 Inflation
Soient p un nombre premier, P un p-groupe fini et P ′ un sous-groupe normal
de P . Notons P¯ le quotient P/P ′. Soit M un kP¯ -module d’endo-permutation
inde´composable couvert tel que l’on sait construire un groupe fini p-nilpotent G
avec P¯ comme p-sous-groupe de Sylow et un kG-module simple L dont la source
est isomorphe a` M . Nous allons montrer qu’on peut alors re´aliser explicitement
le kP -module d’endo-permutation inde´composable InfPP¯ M comme source d’un
kG′-module simple L′, pour un groupe fini p-nilpotent G′.
Par hypothe`se, G est de la forme QoP¯ pour un groupe fini Q d’ordre premier
a` p et on a un homomorphisme de groupes σ : P¯ −→ Aut(Q). Conside´rons
l’application σ′ : P −→ Aut(Q), u 7→ σ(u¯), ou` u¯ de´signe la classe de u dans P¯ ,
pour tout u ∈ P . On a en particulier σ′(u) = IdQ, ∀u ∈ P ′. De plus, comme
σ est un homomorphisme de groupes, σ′ l’est aussi et donc, par de´finition du
produit semi-direct, on obtient un groupe p-nilpotent G′ = QoP avec P comme
p-sous-groupe de Sylow.
Le sous-groupe {1} × P ′ est normal dans G′ et le quotient G′/({1} × P ′)
est isomorphe a` G. Soit alors L′ = InfG
′
G L le kG
′-module obtenu par inflation
de G a` G′ (cf. section 1.5). Le kG′-module L′ est simple. En effet, si N ′ est un
sous-module non nul de L′ et si on identifie G au quotient G′
/({1}×P ′), alors
on obtient un sous-module N non nul de L. Par simplicite´ de L, on a N = L et
donc N ′ = L′ est un kG′-module simple, de meˆme dimension que L. Or, L est
de vortex P¯ , car sa dimension est premie`re a` p (cf. proposition 1.2.5), et donc
L′ est de vortex P .
Par hypothe`se, on a M |L ↓GP¯ et donc InfPP¯ M | InfPP¯ (L ↓GP¯ ) ∼= L′ ↓G′P . En
d’autres termes, comme InfPP¯ M est un kP -module d’endo-permutation inde´-
composable (cf. proposition 3.17 de [Da1]), InfPP¯ M est isomorphe a` la source
du kG′-module simple L′.
5.5 Induction tensorielle
Soient p un nombre premier, P un p-groupe fini, C un sous-groupe de P etM
un kC-module d’endo-permutation inde´composable de vortex C, tel que l’on sait
explicitement construire un kG-module simple L de source M , pour un groupe
fini p-nilpotent G de la forme QoC, avec C comme p-sous-groupe de Sylow et
Q d’ordre premier a` p. Supposons e´galement que la restriction L↓GQ est un kQ-
module simple. Dans ce paragraphe, nous allons re´aliser l’unique facteur direct
inde´composable de vortex P de TenPCM comme source d’un module simple pour
un groupe fini p-nilpotent, ayant P comme p-sous-groupe de Sylow.
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Soit [P/C] = {v0, . . . , vr} un syste`me de repre´sentants des classes a` gauche
de P/C, avec r = |P : C|−1. Sans limiter la ge´ne´ralite´, on peut supposer v0 = 1.
Pour tout 0 ≤ i ≤ r, on de´finit formellement un groupe viQ = { vig | g ∈ Q},
ou` la loi de composition est donne´e par vig vih = vi(gh), ∀ g, h ∈ Q.
Posons H =
∏r
i=0
viQ. On peut faire agir P sur H de la manie`re suivante.
Soient ( vihi)ri=0 ∈ H et u ∈ P . Comme la multiplication a` gauche par u agit par
permutation sur [P/C], il existe une unique permutation σu ∈ Sr+1 (ou` Sr+1 agit
sur l’ensemble {0, . . . , r}) et il existe des e´le´ments uniques c(u, i) ∈ C, 0 ≤ i ≤ r,
tels que uvi = vσu(i)c(u, i). On pose alors
u( vihi)ri=0 =
(
vi( c(u,σ
−1
u (i))hσ−1u (i))
)r
i=0
.
On a 1h = h, ∀h ∈ H, car 1vi = vi, ∀ 0 ≤ i ≤ r. De meˆme, on a l’e´galite´
(uu′)h = u( u
′
h), ∀h ∈ H, ∀u, u′ ∈ P . En effet, par associativite´ dans P , on a
(uu′)vi = u(u′vi), ∀ 0 ≤ i ≤ r, et donc
σuu′ = σuσu′ et c(uu′, i) = c(u, σu′(i))c(u′, i), ∀ 0 ≤ i ≤ r.
D’ou`
u
(
u′( vihi)ri=0
)
= u
(
vi
(
c(u′,σ−1
u′ (i))hσ−1
u′ (i)
))r
i=0
=
=
(
vi
( (
c(u,σ−1u (i))·c(u′,σ−1u′ (σ
−1
u (i)))
)
hσ−1
u′ (σ
−1
u (i))
))r
i=0
=
=
(
vi
(
c(uu′,σ−1
uu′ (i))hσ−1
uu′ (i)
))r
i=0
= (uu
′)( vihi)ri=0.
A l’aide de cette action, on construit un groupe fini p-nilpotent G′ = H o P ,
dans lequel les groupes viQ, ∀ 0 ≤ i ≤ r sont des sous-groupes conjugue´s.
Par hypothe`se, pour tout 0 ≤ i ≤ r, le k[ viQ]-module vi(L↓GQ) est simple.
Conside´rons le produit tensoriel externe L˜ =
⊗r
i=0
vi(L↓GQ) de ces modules. Par
le the´ore`me 10.33 de [CR], L˜ est un kH-module simple, car k est alge´briquement
clos. Posons, ∀u ∈ P et ∀x = ⊗ri=0 vixi, ou` xi ∈ L, ∀ 0 ≤ i ≤ r,
u ∗ x =
r⊗
i=0
vi
(
c(u, σ−1u (i)) · xσ−1u (i)
)
,
pour l’action d’origine, note´e “·”, de Q sur L↓GQ, et ou` on e´crit
uvi = vσu(i)c(u, i), ∀ 0 ≤ i ≤ r, comme auparavant.
Cette action de P , e´tendue par k-line´arite´ a` L˜, munit L˜ d’une structure de
kP -module. En effet, pour tous , u, u′ ∈ P et pour tout x = ⊗ri=0xi ∈ L˜, on a
1 ∗ x = x et
u ∗ (u′ ∗ x) = u ∗
(
r⊗
i=0
vi
(
c(u′, σ−1u′ (i)) · xσ−1
u′ (i)
))
=
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=
r⊗
i=0
vi
(
c(u, σ−1u (i))·
(
c(u′, σ−1u′ (σ
−1
u (i))) · xσ−1
u′ (σ
−1
u (i))
))
=
=
r⊗
i=0
vi
((
c(u, σ−1u (i))c(u
′, σ−1u′ (σ
−1
u (i)))
)
· xσ−1
u′ (σ
−1
u (i))
)
=
=
r⊗
i=0
vi
(
c(uu′, σ−1uu′(i)) · xσ−1
uu′ (i)
)
= (uu′) ∗ x.
Pour tous h = ( vihi)ri=0 ∈ H, x = ⊗ri=0 vixi ∈ L˜ et u ∈ P , on de´finit (hu) ∗ x =
h · (u ∗ x). Ainsi, on munit L˜ d’une structure de kG′-module. En effet, le calcul
suivant montre que les actions de P et de H sont compatibles :
(uh) ∗ x = uh · (u ∗ x) = vi( c(u,σ−1u (i))hσ−1u (i)) · (u ∗ x) =
=
r⊗
i=0
vi
(
c(u,σ−1u (i))hσ−1u (i) ·
(
c(u, σ−1u (i)) · xσ−1u (i)
))
=
=
r⊗
i=0
vi
(
c(u, σ−1u (i))hσ−1u (i) · xσ−1u (i)
)
= u ∗ (h · x).
Par ailleurs, L˜↓G′P et TenPC(L↓GC) sont isomorphes comme kP -modules. En ef-
fet, par construction, ce sont deux k-espaces vectoriels isomorphes, de dimension
e´gale a` (dimL)r+1. De plus, par de´finition de l’action de P sur L˜ d’une part, et
par de´finition du module TenPC(L↓GC) induit tensoriellement d’autre part, l’action
de P co¨ıncide sur ces deux kP -modules.
Or, TenPCM est un facteur direct de Ten
P
C(L↓GC). En effet, pour tout indice
0 ≤ i ≤ r, le k[ viC]-module viM est un facteur direct de vi(L↓GC). Par conse´quent,
on peut e´crire TenPCM | L˜↓G′P . De plus, L˜ est de vortex P , car p 6 |dim L˜ (cf.
proposition 1.2.5) et TenPCM est un kP -module d’endo-permutation couvert.
On en de´duit alors que la source de L˜ est isomorphe au chapeau de TenPCM .
Remarque 5.5.1. Si l’on conside`re l’induction tensorielle selon le point de vue
fonctoriel introduit par S. Bouc dans [Bo3], alors on e´vite le choix d’un syste`me
de repre´sentants des classes a` gauche de P/C. En effet, le groupe H que nous
avons de´fini ci-dessus est isomorphe au groupe
HomC(P,Q) = {ϕ : P −→ Q | ϕ(c · u) = c · ϕ(u), ∀ c ∈ C, ∀u ∈ P}
des applications C-e´quivariantes de P vers Q, ou` on conside`re P et Q comme des
C-ensembles pour la multiplication a` gauche par C dans P et, respectivement,
pour l’action de C sur Q (par conjugaison) dans G.
De meˆme, le kH-module L˜ est isomorphe a` un quotient de kHomC(P, {L}),
ou` {L} de´signe L vu comme C-ensemble. Plus pre´cise´ment, dans les notations
de la section 9.4 de [Bo3], on a L˜ ∼= tP (L). Ainsi, si on applique le lemme 9.9 et
la remarque 9.10 de [Bo3], on obtient le meˆme re´sultat que nous avons prouve´
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dans cette section, c’est-a`-dire que L˜ est un kG′-module simple de source iso-
morphe au chapeau de TenPC L.
Remarquons que cette preuve ne ne´cessite aucun choix de repre´sentants des
classes et qu’elle est bien plus “e´le´gante” que celle que nous avons donne´e.
Toutefois, comme elle utilise un formalisme que nous n’avons pas de´fini pre´ce´-
demment, nous avons pre´fe´re´ donner une preuve directe du re´sultat.
5.6 Produit tensoriel
Soit C une famille finie d’indices. Supposons qu’a` tout indice C ∈ C on associe
un kP -module d’endo-permutation inde´composable MC de vortex P , tel qu’on
sait construire explicitement un groupe fini p-nilpotent GC = QC o P , avec
QC d’ordre premier a` p, et un kGC-module simple LC de source MC . On va
de´montrer le re´sultat suivant.
The´ore`me 5.6.1. Si LC ↓GCQC est un kQC-module simple, pour tout C ∈ C,
alors on peut expliciter un groupe fini p-nilpotent G et un kG-module simple L˜
de vortex P et de source isomorphe au chapeau de ⊗C∈CMC .
Preuve. Posons G =
(∏
C∈C QC
)
o P pour l’action diagonale de P sur∏
C∈C QC , i.e.
u(hC)C∈C = ( uhC)C∈C , ∀u ∈ P, ∀(hC)C∈C ∈
∏
C∈C
QC .
Cette action est bien de´finie. En effet, on a
(uu′)(hC)C∈C = ( (uu
′)hC)C∈C = ( u( u
′
hC))C∈C = u( u
′
(hC)C∈C),
pour tous u, u′ ∈ P et pour tout (hC)C∈C ∈
∏
C∈C QC . Conside´rons le k-espace
vectoriel L =
⊗
C∈C(LC↓GCQC ) (produit tensoriel sur k). C’est un k[
∏
C∈C QC ]-
module pour l’action suivante.
(hC)C∈C · ⊗C∈C xC = ⊗C∈C(hC · xC), ∀xC ∈ LC↓GCQC , ∀hC ∈ QC et ∀C ∈ C.
Comme k est alge´briquement clos, L est un k[
∏
C∈C QC ]-module simple (cf.
the´ore`me 10.33 de [CR]).
On peut e´tendre L en un kG-module L˜, a fortiori simple, en faisant agir P
diagonalement. En effet, posons u · ⊗C∈C xC = ⊗C∈C u · xC , ∀u ∈ P et
de´finissons(
(hC)C∈C u
)·⊗C∈C xC = (hC)C∈C ·(u·⊗C∈C xC), ∀u ∈ P, ∀ (hC)C∈C ∈ ∏
C∈C
QC
et ∀ ⊗C∈C xC ∈ L˜. Le calcul suivant montre que les actions de P et de
∏
C∈C QC
sont compatibles :(
u((hC)C∈C
) · ⊗C∈C xC = ( uhC) · u · ⊗C∈C xC = ⊗C∈C u · hC · xC =
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= u · ⊗C∈C hC · xC = u · (hC)C∈C · ⊗C∈C xC .
Ainsi nous avons, explicitement, un groupe fini p-nilpotent G, avec P comme p-
sous-groupe de Sylow et un kG-module simple L˜ de vortex P . En effet, chaque
LC est de dimension premie`re a` p et la dimension de L˜ est le produit des
dimensions des LC .
Par hypothe`se, MC est un facteur direct de LC ↓GCP , ∀C ∈ C, et donc⊗
C∈CMC est un facteur direct de
⊗
C∈C(LC↓GCP ).
De plus,
⊗
C∈C(LC ↓GCP ) et L˜↓GP sont isomorphes comme kP -modules. En
effet, ils sont e´gaux comme k-espaces vectoriels et P agit diagonalement, de la
meˆme manie`re sur chaque composante. Par conse´quent, la source du kG-module
simple L˜ est isomorphe a` l’unique facteur direct inde´composable de vortex P
du kP -module d’endo-permutation couvert ⊗C∈CMC .
5.7 Morale
Commenc¸ons par souligner une proprie´te´ des constructions que nous avons
pre´sente´es dans ce chapitre, ainsi qu’un moyen de ge´ne´raliser les constructions
des deux sections pre´ce´dentes.
Remarque 5.7.1. Soient p un nombre premier, P un p-groupe fini, G un groupe
fini p-nilpotent ayant P comme p-sous-groupe de Sylow et appelons Q le plus
grand sous-groupe normal de G d’ordre premier a` p. Dans toutes les situations
re´alise´es, on a toujours pu construire explicitement un kG-module simple L en
e´tendant un kQ-module simple et donc tel que la restriction L↓GQ est un kQ-
module simple, satisfaisant ainsi les hypothe`ses ne´cessaires aux constructions
des deux sections pre´ce´dentes.
Relevons le fait qu’en ge´ne´ral, si L est un kG-module simple, sa restriction
a` kQ n’est pas un module simple. Cependant, L↓GQ est une somme directe finie
⊕ri=0 viT de modules simples conjugue´s (sans limiter la ge´ne´ralite´, supposons
v0 = 1), ayant des sous-groupes d’inertie Ii (conjugue´s) et, a fortiori, stric-
tement contenus dans G. Rappelons que si T est un kQ-module simple, son
sous-groupe d’inertie est le sous-groupe I = {g ∈ G | gT ∼= T} de G. Par la
the´orie de Clifford (cf. paragraphe 11 de [CR]), on sait que T s’e´tend en un kI-
module T˜ , a fortiori simple, et le kG-module induit IndGI T˜ est simple. De plus,
T˜ et IndGI T˜ ont la meˆme source. Par suite, on ne peut pas appliquer directement
les constructions des deux sections pre´ce´dentes (car l’hypothe`se L↓GQ n’est pas
satisfaite), mais on peut les adapter en conside´rant le kG-module simple IndGI T˜
au lieu de L.
Re´sumons-nous. Dans la section 5.3, nous avons explicitement re´alise´ des mo-
dules d’endo-permutation comme sources de modules simples pour des groupes
finis p-nilpotents. Puis, dans les trois sections suivantes, on s’est constitue´ une
boˆıte-a`-outils nous permettant de construire bien d’autres modules d’endo-per-
mutation comme sources, a` partir de situations connues. Ainsi, en combinant
ces re´sultats, on en de´duit la conse´quence suivante.
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The´ore`me 5.7.2. Soient p un nombre premier, P un p-groupe fini et k un
corps alge´briquement clos de caracte´ristique p. Tous les kP -modules d’endo-per-
mutation inde´composables de torsion de vortex P qui sont les chapeaux d’un kP -
module de la forme
⊗
(Q/R)∈T Ten
P
Q Inf
Q
Q/R(MQ/R), ou` MQ/R est un k[Q/R]-
module endo-trivial de torsion et ou` T est une famille de sections de P qui
sont des groupes cycliques, quaternioniens ou semidie´draux, sont explicitement
re´alisables comme sources de modules simples de vortex P pour des groupes finis
p-nilpotents.
Remarque 5.7.3. Dans l’e´nonce´ du the´ore`me, l’expression “module de tor-
sion” est un abus de langage pour “module dont la classe dans le groupe de
Dade est un e´le´ment de torsion”.
Preuve. En utilisant les re´sultats pre´ce´dents, il suffit de ve´rifier que tout kP -
module endo-trivial inde´composable de torsion de vortex P est explicitement
re´alisable comme source d’un module simple de vortex P pour un groupe fini
p-nilpotent, pour un p-groupe P cyclique, quaternionien ou semidie´dral. Et en
fait, par de´finition de la loi de groupe dans T (P ) (et dans D(P )), et par le
the´ore`me 5.6.1, on n’a besoin que des modules dont les classes engendrent le
sous-groupe de torsion de T (P ).
Si P est cyclique (d’ordre au moins 3), alors le sous-groupe de torsion de
T (P ) est fini et engendre´ par la classe de Ω1P (k), que l’on a re´alise´ comme
source d’un module simple pour un groupe fini p-nilpotent au paragraphe 5.3.1.
Si P est quaternionien, alors le sous-groupe de torsion de T (P ) est isomorphe
a` Z/4Z×Z/2Z, ou` Z/4Z est engendre´ par un kP -module endo-trivial de dimen-
sion |P | − 1 (i.e. par Ω1P (k) ou Ω3P (k)) et Z/2Z est engendre´ par le kP -module
endo-trivial “exceptionnel” ou son dual, de dimension |P |2 + 1. Les classes des
deux modules re´alise´s comme sources de modules simples pour deux groupes
finis 2-nilpotents au paragraphe 5.3.2 engendrent donc tout le sous-groupe de
torsion de T (P ) (cf. remarque 5.3.10).
Si P est semidie´dral, alors on a, a` isomorphisme pre`s, un unique kP -module
endo-trivial de torsion (auto-dual, d’ordre 2) et c’est celui que l’on a re´alise´
comme source d’un module simple pour un groupe fini 2-nilpotent au para-
graphe 5.3.3. D’ou` le the´ore`me.
Le the´ore`me 8.39 et la remarque 8.41 de [Pu1] de´crivent explicitement les
kP -modules qui peuvent eˆtre des sources de modules simples pour des groupes
finis p-re´solubles. Ces modules sont ceux du the´ore`me, a` savoir les kP -modules
d’endo-permutation inde´composables de torsion de vortex P qui sont des fac-
teurs directs d’un kP -module de la forme
⊗
(Q/R)∈T Ten
P
Q Inf
Q
Q/R(MQ/R), ou`
MQ/R est un k[Q/R]-module endo-trivial de torsion et ou` T est une famille de
sections de P qui sont des groupes cycliques, quaternioniens ou semidie´draux.
Il en de´coule imme´diatement la conse´quence suivante.
Corollaire 5.7.4. Soient p un nombre premier, P un p-groupe fini et k un
corps alge´briquement clos de caracte´ristique p. Alors tout kP -module d’endo-
permutation inde´composable de vortex P qui peut eˆtre une source d’un module
120 CHAPITRE 5. SOURCES DE MODULES SIMPLES
simple de vortex P pour un groupe fini p-re´soluble est explicitement re´alisable
comme source d’un module simple de vortex P pour un groupe fini p-nilpotent.
Pour terminer cette section, conside´rons ce dernier re´sultat.
Corollaire 5.7.5. Soit p un nombre premier impair. Alors tout kP -module
d’endo-permutation inde´composable de torsion est la source d’un module simple.
De plus, on peut explicitement re´aliser ces modules comme sources de modules
simples pour des groupes finis p-nilpotents.
Preuve. Si p est impair, alors tout kP -module d’endo-permutation couvert
inde´composable de torsion est le chapeau d’un kP -module d’endo-permutation
de la forme
⊗
(Q/R)∈T Ten
P
Q Inf
Q
Q/R(MQ/R), ou` MQ/R est un k[Q/R]-module
endo-trivial de torsion et ou` T est une famille de sections cycliques de P ,
par le point 7 du the´ore`me 1.5.5. On conclut alors imme´diatement, par le
the´ore`me 5.7.2.
5.8 Exemple
Conside´rons p = 2, P = <u, v | u4 = 1, u2 = v2, vu = u−1> un groupe
quaternion d’ordre 8 et k = F4. Nous voulons re´aliser le kP -module M de
dimension 3 donne´ dans la section 6 de [CaTh1]. Autrement dit, les actions de u
et v sont donne´es respectivement par les matrices
U =
1 0 01 1 0
0 1 1
 et V =
1 0 0ω 1 0
0 ω−1 1
 ,
pour une racine cubique ω de l’unite´ non triviale (i.e. ω est une racine du
polynoˆme t2 + t+ 1 ∈ k[t]). Par choix de k, on sait qu’un tel scalaire existe.
Si nous voulons re´aliser un kP -module endo-trivial de dimension 3 comme
source d’un module simple, il faut apporter quelques le´ge`res modifications a`
notre me´thode, puisque celle-ci ne nous permet de construire directement qu’un
module de dimension 5. Avant de commencer les calculs, mentionnons que J.
The´venaz est a` l’origine de cet exemple.
Pour construire un groupe fini 2-nilpotent, il nous faut trouver un nombre
premier q congru a` la dimension de M modulo 8. Prenons q = 3 et conside´rons
un 3-groupe extraspe´cial Q d’ordre 27 et d’exposant 3. Autrement dit, Q peut
se pre´senter par ge´ne´rateurs et relations comme suit.
Q = <x, y, z | x3 = y3 = z3 = 1, [y, x] = z, [x, z] = [y, z] = 1>.
L’action de P sur Q qui va de´finir le produit semi-direct que nous allons
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conside´rer est induite par l’inclusion
σ : P −→ SL2(F3)
u 7−→
(
1 1
1 −1
)
v 7−→
(
0 −1
1 0
)
.
On en de´duit ainsi le groupe 2-nilpotent G = Qo P , d’ordre 216 et ou` on a :
ux = xyz−1 ; uy = xy−1z ; uz = z et vx = y ; vy = x−1z ; vz = z .
Construisons un kG-module simple L˜ de source M . Conside´rons le sous-
groupe abe´lien e´le´mentaire A = <x, z> de Q de rang 2 et la repre´sentation
ψ : A −→ k∗
x 7−→ 1
z 7−→ ω .
Notons kω le kQ-module de dimension 1 correspondant et posons L = kω↑QA.
On sait, par les re´sultats de ce chapitre que L est un kQ-module simple, de
dimension 3 et qui s’e´tend a` G. Explicitement, on peut conside´rer la k-base
B = { 1⊗ 1 , y ⊗ 1 , y2 ⊗ 1 }
de L, dans laquelle x, y et z agissent respectivement par les matrices1 0 00 ω−1 0
0 0 ω
 0 1 00 0 1
1 0 0
 et
ω 0 00 ω 0
0 0 ω
 .
L’extension L˜ de L est de´finie par les actions de u et v sur B par les matrices
U ′ =
1 1 11 1 0
1 0 1
 et V ′ =
 1 ω ωω−1 1 0
ω−1 0 1
 ,
respectivement.
On doit alors montrer que U et U ′ sont semblables, de meˆme que V et V ′.
En effet, on a L˜↓GP∼= M si et seulement si u et v agissent sur L˜↓GP et sur M de
la meˆme manie`re. Autrement dit, les divergences matricielles entre U et U ′ et
entre V et V ′ proviennent d’un changement de base. Si on conside`re la matrice
inversible
S =
0 1 00 0 1
1 0 1
 , on obtient SU = U ′ et SV = V ′ .
D’ou` le re´sultat.
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Terminons cet exemple avec la remarque suivante. Calculons les matrices
W = U2 et W ′ = U ′2, correspondant a` l’action du centre Z(P ) sur M , respec-
tivement L˜↓GP :
W =
1 0 00 1 0
1 0 1
 et W ′ =
1 0 00 0 1
0 1 0
 .
On remarque que dans les deux cas, on a un facteur direct trivial, correspondant
a` la deuxie`me colonne deW , respectivement la premie`re deW ′. Par conse´quent,
on a bien que les restrictions L˜↓GZ(P ) et M↓PZ(P ) sont isomorphes a` k ⊕ k[Z(P )]
et donc ces deux modules sont endo-triviaux, par le the´ore`me 1.5.5.
5.9 Un autre exemple
Explicitons a` pre´sent un nouvel exemple qui illustre le fait que la me´thode
que nous avons donne´e dans ce chapitre n’est pas ne´cessairement la plus “e´cono-
mique”. En effet, conside´rons un groupe cyclique P d’ordre 3 et cherchons a`
re´aliser Ω1P (F3). Selon notre de´marche, on devrait trouver un nombre premier
impair q, congru a` 2 modulo 3. On peut prendre q = 5. Mais alors le module
simple L˜ que l’on construit est aussi de dimension 5 et donc, pour de´terminer sa
source, il va falloir de´tecter un facteur direct libre dans la restriction de L˜ a` P .
Or, il y a une re´alisation de Ω1P (F3) comme source bien plus facile a` expliciter,
et c’est celle-ci que nous allons de´velopper dans cette section.
Posons P = <u | u3 = 1>, k = F3(i), pour une racine quatrie`me primitive i
de l’unite´ (avec donc i 6= ±1) et Q = <x, y|x4 = 1, y2 = x2, yx = x−1> un
groupe quaternion d’ordre 8. Soit G le produit semi-direct QoP , pour l’action
de P sur Q donne´e par ux = y et uy = xy. On a ainsi un groupe fini 3-nilpotent,
d’ordre 24.
On sait que Q posse`de un kQ-module simple L de dimension 2. En effet, les
e´le´ments de Q forment cinq classes de conjugaison et donc on a cinq CQ-modules
simples, dont la somme des carre´s des dimensions vaut 8 = |Q|. Par choix de k,
on a e´galement cinq kQ-modules simples (de meˆmes dimensions). En utilisant
la table des caracte`res (par exemple), on peut de´terminer le caracte`re de L. On
obtient ainsi les actions de x et de y sur L qui peuvent s’e´crire matriciellement
(dans une certaine base) comme suit.
x agit par X =
(
i 0
0 −i
)
et y par Y =
(
0 i
i 0
)
.
Or, L s’e´tend a` G en L˜. En effet, on peut conside´rer l’action suivante de u
donne´e matriciellement (dans la meˆme base que ci-dessus) :
U =
(
1− i −1− i
1− i 1 + i
)
.
En effet, on a ainsi UX = Y, UY = XY et U3 = Id.
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En particulier, il re´sulte que L˜↓GP est un kP -module de dimension 2. Or kP
est unise´riel, et donc, par le the´ore`me de Krull-Schmidt, on a deux alternatives
possibles pour un module M de dimension 2 :
1. M est inde´composable et donc isomorphe a` Ω1P (k). Dans ce cas, la ma-
trice U est semblable a` la matrice A =
(−1 −1
1 0
)
, ou` la base de Ω1P (k)
conside´re´e est {u− 1, u2 − 1}.
2. M est isomorphe a` la somme directe k ⊕ k. Autrement dit, u agit tri-
vialement sur M et donc U est la matrice identite´, ce qui n’est pas le
cas.
Par conse´quent, on a L˜↓GP∼= Ω1P (k) et la base dans laquelle est exprime´e U
est l’ensemble
{
(−1+i2 )(u
2 + u+ 1), −( 1+i2 )(u− 1)
}
.
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Chapitre 6
Equivalences splendides
6.1 Introduction
Nous allons maintenant conside´rer les modules d’endo-permutation et leur
roˆle dans l’analyse locale des e´quivalences de´rive´es entre blocs. Plus pre´cise´ment,
la situation qui nous inte´resse est la suivante. Si (K,O, k) est un syste`me p-
modulaire pour un nombre premier p, si G est un groupe fini p-nilpotent avec
un p-sous-groupe de Sylow P , alors J. Rickard a remarque´ que certains RP -
modules d’endo-permutation couverts (ou` R = O ou R = k) posse`dent une
re´solution de permutation endo-scinde´e C. Par suite, C induit une e´quivalence
de´rive´e splendide entre un bloc B du groupe p-nilpotent G et RP . Ce type de
phe´nome`ne reveˆt une grande importance dans l’analyse de la structure locale
des blocs et c’est probablement ce qui a motive´ J. Rickard a` se demander si
tout RP -module d’endo-permutation couvert posse`de une re´solution de permu-
tation endo-scinde´e, pour tout p-groupe fini P et pour tout nombre premier p.
En fait, par la suite, il a lui-meˆme de´montre´ que le RQ8-module exceptionnel
de dimension 3 n’a pas de re´solution de permutation endo-scinde´e, re´pondant
ainsi ne´gativement a` la question qu’il se posait.
Nous avons de´cide´ de poursuivre la recherche de modules d’endo-permu-
tation posse´dant une re´solution de permutation endo-scinde´e, en utilisant, entres
autres, les re´sultats obtenus dans la premie`re partie.
A pre´sent il conviendrait probablement d’ouvrir une parenthe`se cate´gorique
et faire une bre`ve incursion dans l’univers des e´quivalences de´rive´es et de la
conjecture de Broue´. Cependant, cela nous demanderait d’introduire une grande
quantite´ de nouvelles notions, des cate´gories de´rive´es de Grothendieck aux e´qui-
valences de´rive´es splendides de Rickard, en passant par les isotypies de Broue´. Et
finalement, tout ceci ne nous concerne qu’indirectement, puisque pour atteindre
notre objectif, nous n’avons besoin que de la de´finition d’une re´solution de per-
mutation endo-scinde´e d’un module. C’est la raison pour laquelle nous allons
nous contenter de de´finir ce type de re´solution, en renvoyant le lecteur inte´resse´
aux articles [Br] et [Ri] pour de plus amples informations sur le sujet.
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6.2 Re´solutions de permutation endo-scinde´es
Soit G un groupe fini et conside´rons les meˆmes notations et conventions que
dans le chapitre 1.
De´finition 6.2.1. Soit M un RG-module.
1. M est dit de p-permutation si M↓GP est un RP -module de permutation,
pour un p-sous-groupe de Sylow P de G.
2. Soit
(C., ∂.) =
(
. . .
∂n+2−→Cn+1∂n+1−→Cn ∂n−→Cn−1∂n−1−→ . . .
)
un complexe de RG-modules.
Le dual de (C., ∂.) est le complexe (C.∗, ∂.∗), ou`
(C.∗)n = (C−n)∗ = HomR(C−n, R) (cf. chapitre 1) et
(∂∗)n(ϕ) = ϕ ◦ ∂−n+1 ∈ (C.∗)n−1, ∀ϕ ∈ (C.∗)n et ∀n ∈ Z.
3. Soient (C., ∂.) et (D., ∂′.) deux complexes de RG-modules. On de´finit le
produit tensoriel ((C ⊗D)., d.) comme le complexe avec
(C ⊗D)n =
⊕
p+q=n
Cp ⊗Dq et dn : (C ⊗D)n −→ (C ⊗D)n−1 tel que
dn(x⊗ y) = ∂p(x)⊗ y + (−1)px⊗ ∂′q(y), ∀x⊗ y ∈ Cp ⊗Dq,
pour tous entiers p et q avec p+ q = n et ce pour tout entier n.
4. Soit (C., ∂.) =
(
. . .
∂n+2−→Cn+1∂n+1−→Cn ∂n−→Cn−1∂n−1−→ . . .
)
un complexe borne´
de RG-modules. On dit que c’est une re´solution de permutation endo-
scinde´e de M si les conditions suivantes sont ve´rifie´es.
(a) Cn est un RG-module de p-permutation, pour tout entier n.
(b) Hn(C.) ∼=
{
M , si n = 0
0 , sinon .
(c) Le complexe C∗.⊗ C. est scinde´.
Avant de poursuivre, de´montrons un re´sultat bien connu en alge`bre homo-
logique.
Lemme 6.2.2. Soit (C., ∂.) un complexe de RG-modules borne´ et scinde´. Alors
on a
Ci ∼= Hi(C.)⊕ Im(∂i+1)⊕ Im(∂i) , ∀ i ∈ Z.
Preuve. Soit s. une section de (C., ∂.) et soient n et m les entiers tels que
(C., ∂.) =
(
0 −→ Cn ∂n−→Cn−1∂n−1−→ . . . ∂m+2−→Cm+1∂m+1−→Cm −→ 0
)
.
Pour tout indice i avec n ≥ i ≥ m, on a une suite exacte courte scinde´e
Si =
(
0 −→ Ker(∂i) σi−→Ci ∂i−→ Im(∂i) −→ 0
)
,
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ou` σi est l’inclusion. En effet, l’application si−1 restreinte a` Im(∂i) est une
section de Si, car par de´finition, on a ∂isi−1∂i = ∂i. Par suite, on a
Ci ∼= Ker(∂i)⊕ Im(∂i) . (6.1)
D’autre part, on a aussi une suite exacte courte scinde´e
Ti =
(
0 −→ Im(∂i+1) σ
′
i−→Ker(∂i) pii−→Hi(C.) −→ 0
)
,
ou` σ′i est l’inclusion et pii le passage au quotient.
En effet, l’application ∂i+1si : Ker(∂i) −→ Im(∂i+1) est une re´traction de Ti.
C’est-a`-dire que la composition ∂i+1siσ′i est l’identite´ sur Im(∂i+1) et ceci est
vrai, car ∂i+1si∂i+1 = ∂i+1 par hypothe`se. On en de´duit l’isomorphisme suivant :
Ker(∂i) ∼= Hi(C.)⊕ Im(∂i+1) . (6.2)
Finalement, les relations 6.1 et 6.2 impliquent
Ci ∼= Hi(C.)⊕ Im(∂i+1)⊕ Im(∂i), ∀ i ∈ Z.
La de´finition de re´solution de permutation endo-scinde´e est due a` J. Rickard.
Il constate, en particulier, que si G est un p-groupe et M un RG-module ayant
une re´solution de permutation endo-scinde´e (C., ∂.), alorsM est un RG-module
d’endo-permutation. En effet, on a alors, par le the´ore`me 10.30 de [CR] et le
the´ore`me de Ku¨nneth (cf. the´ore`me 2.7.1 [Be]) :
EndRM ∼=M∗ ⊗M ∼= H0(C.∗)⊗H0(C.) ∼= H0(C∗.⊗ C.).
Or, C∗. ⊗ C. est borne´ et scinde´. Par le lemme pre´ce´dent, cela implique que
H0(C∗. ⊗ C.) est un facteur direct de (C∗. ⊗ C.)0 et donc c’est un module de
permutation (cf. corollaire 27.2 de [Th1]).
Cette remarque ame`ne J. Rickard a` se demander si tous les RP -modules
d’endo-permutation, pour un p-goupe fini P , posse`dent une re´solution de per-
mutation endo-scinde´e et c’est sur cette question que nous allons nous pencher a`
pre´sent. Mentionnons quelques re´sultats utiles obtenus par J. Rickard (cf. [Ri]).
Proprie´te´s. Soit P un p-groupe fini.
1. Soit M un kP -module d’endo-permutation ayant une re´solution de per-
mutation endo-scinde´e. Alors M se rele`ve en un OP -module ayant une
re´solution de permutation endo-scinde´e (proposition 7.1).
2. Si Q/P et M est un R[P/Q]-module d’endo-permutation ayant une re´so-
lution de permutation endo-scinde´e, alors le RP -module InfPP/QM a aussi
une re´solution de permutation endo-scinde´e (lemme 7.3).
3. Si M et N sont deux RP -modules d’endo-permutation ayant une re´solu-
tion de permutation endo-scinde´e C. et respectivement D., alors C.⊗D.
est une re´solution de permutation endo-scinde´e du RP -module M ⊗ N
(lemme 7.4).
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4. Si M et N sont deux RP -modules d’endo-permutation tels que M ⊕N a
une re´solution de permutation endo-scinde´e, alors M et N ont aussi une
re´solution de permutation endo-scinde´e (lemme 7.5).
5. Soit M un kP -module d’endo-permutation ayant une re´solution de per-
mutation endo-scinde´e. Alors tout module qui est isomorphe a` une somme
directe de modules de la forme IndPQRes
P
QM , pour des sous-groupes Q
de P , a aussi une re´solution de permutation endo-scinde´e (lemme 7.6).
De ces quatre dernie`res assertions, J. Rickard de´duit la proposition 7.2
suivante.
6. Si P est abe´lien, alors tout module d’endo-permutation a une re´solution
de permutation endo-scinde´e.
7. Si C. =
(
. . . −→ C1 −→ C0 −→ k −→ 0
)
est une re´solution projective
minimale du kP -module trivial k, alors
C.(n) =
(
0 −→ Cn −→ Cn−1 −→ . . . −→ C0 −→ k −→ 0
)
(6.3)
est une re´solution de permutation endo-scinde´e de ΩnP (k), pour tout en-
tier n positif.
En effet, C.(n) est borne´ et, comme kP est une k-alge`bre syme´trique et
que les Ci sont projectifs, ceux-ci sont aussi libres et donc des kP -modules
de permutation.
Par de´finition d’une re´solution projective, on a Hi(C.(n)) = 0, ∀ 0 ≤ i < n
et, par “construction”, Hn(C.) ∼= ΩnP (k) (cf. section 1.2).
De plus, le complexe C.(n) ⊗ (C.(n))∗ est scinde´ car tous les termes, sauf
celui en degre´ 0, sont injectifs (cf. section 2D de [CR]). Ainsi, C.(n) est
une re´solution de permutation endo-scinde´e de ΩnP (k).
Par “syme´trie”, pour un entier n ne´gatif, on tronque une re´solution injec-
tive minimale de k pour obtenir une re´solution de permutation endo-scin-
de´e de ΩnP (k).
Que peut-on dire de la de´flation ?
8. Soient M un kP -module d’endo-permutation ayant une re´solution de per-
mutation endo-scinde´e C et Q un sous-groupe normal de P . On de´finit
le complexe C¯(Q). par C¯(Q)n = C¯n(Q), pour tout entier n et selon les
notations du chapitre 1 concernant les quotients de Brauer. Alors on a un
isomorphisme de complexes C¯(Q).⊗(C¯(Q).)∗ ∼= C ⊗ C(Q) et donc C¯(Q).
est une re´solution de permutation endo-scinde´e d’un R[P/Q]-module de
la classe de DefPP/Q[M ].
Terminons cette liste de proprie´te´s avec une ge´ne´ralisation de la pro-
prie´te´ 7, due a` J. Alperin (cf. preuve du the´ore`me 1 de [Al3]), et de´montre´e
e´galement par S. Bouc (cf. lemme 2.3.7 de [Bo1]).
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9. Soit X un P -ensemble fini. Alors
C. =
(
0 −→ RX ε−→R −→ 0
)
(6.4)
est une re´solution de permutation endo-scinde´e de Ω1X(R), ou`
C0 = RX et ε(
∑
x∈X
λxx) =
∑
x∈X
λx, ∀
∑
x∈X
λxx ∈ RX.
En particulier, par les points 3 et 4 ci-dessus, cela entraˆıne que tous les
syzygies relatifs ΩnX(R) ont une re´solution de permutation endo-scinde´e,
pour tout entier n et pour tout P -ensemble fini X. En effet, ΩnX(R) est le
chapeau de Ω1X(R)
⊗n, si n est positif, sinon, si n est ne´gatif, alors ΩnX(R)
est le chapeau de
(
Ω1X(R)
⊗(−n))∗.
Preuve. (cf. [Al3]) On a C. borne´ et ses termes sont des RP -modules de
permutation.
De plus, on a Hi(C.) = 0, si i 6= 0, et H0(C.) ∼= Ker(ε) = Ω1X(R).
Par ailleurs, C.∗ est isomorphe au complexe
(
0 −→ R σ−→RX −→ 0), ou`
C∗0 = RX et σ(1) =
∑
x∈X x. Ainsi, on obtient Hi(C.
∗) = 0, si i 6= 0, et
H0(C.) = RX/ Im(σ) = Ω1X(R)
∗. Conside´rons le complexe
C.⊗C.∗ =
(
0 −→ RX⊗R −→ (RX⊗RX)⊕(R⊗R) −→ R⊗RX −→ 0
)
.
C.⊗ C.∗ est isomorphe au complexe
D. =
(
0 −→ RX ϕ1−→(RX ⊗RX)⊕R ϕ0−→RX −→ 0
)
,
ou` ϕ1(x) =
(
x⊗ σ(1)
−ε(x)
)
et ϕ0
(
x⊗ y
1
)
= ε(x)y + σ(1), ∀x, y ∈ X.
D. est exact sauf en degre´ 0, ou` on a
H0(D.) ∼= H0(C.)⊗H0(C.∗) ∼= Ω1P (X)⊗ Ω1P (X)∗ ∼= R⊕ L,
pour un RP -module libre L, car Ω1X(R) est endo-trivial. Posons alors
ψ0 : D0 −→ D1(
x⊗ y
1
)
7−→ (1 + δx,y)y + σ(1) et
ψ−1 : D−1 −→ D0
x 7−→
(−∑y∈X
y 6=x
x⊗ y
ε(x)
)
.
Ces deux applications sont des homomorphismes de RP -modules et ils
satisfont ϕ0ψ−1 = IdD−1 et ψ0ϕ1 = IdD1 . Par suite, D. est scinde´ et donc
C. est une re´solution de permutation endo-scinde´e de Ω1X(R).
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On constate en particulier que, si un module a une re´solution de permuta-
tion endo-scinde´e, alors celle-ci se “comporte bien” par rapport aux ope´rations
d’inflation, de produit tensoriel, de restriction, de de´flation et bien entendu
d’isomorphisme.
On pourrait croire qu’il en est de meˆme pour l’induction tensorielle, mais
c¸a n’est pas aussi simple. En effet, si Q est un sous-groupe de P et si C. est
une re´solution de permutation endo-scinde´e d’un RQ-module d’endo-permu-
tation couvert M , alors le complexe TenPQ(C.), de´fini dans la section 4.1 du
deuxie`me volume de [Be], n’est pas scinde´ en ge´ne´ral. En effet, conside´rons le
contre-exemple suivant. Soit k = F2, soit P un groupe cyclique d’ordre 2 et Q
son sous-groupe trivial. Le complexe de kQ-modules et homomorphismes de
kQ-modules
C. = 0 −→ k Id−→k −→ 0
est scinde´. Or, le complexe TenPQ C. est le complexe exact
TenPQ C. = 0 −→ k σ−→kP ε−→k −→ 0,
ou`, par de´finition de l’induite tensorielle d’un complexe, on obtient que ε :
kP −→ k est l’augmentation et σ : k −→ kP est la trace trPQ de Q a` P . Par
conse´quent, TenPQ C. n’est pas scinde´.
Toutefois, S. Bouc de´montre que si M = Ω1X(R) pour un Q-ensemble fini X,
alors TenPQ(0→ RX → R→ 0) est une re´solution de permutation endo-scinde´e
du RP -module TenPQΩ
1
X(R). La preuve de cette assertion n’est pas aussi aise´e
qu’on pourrait le croire, et nous renvoyons le lecteur sceptique au paragraphe 5.4
de [Bo1] pour s’en convaincre. En fait, S. Bouc de´montre ce fait dans la preuve
de “sa” formule (cf. lemme 1.5.10). Or, si on utilise celle-ci, c’est pour remplacer
les modules induits tensoriellement par des syzygies relatifs (afin de travailler
avec des modules de dimension plus petite, par exemple), qui eux posse`dent une
re´solution de permutation endo-scinde´e, comme on vient de le montrer.
En re´sume´, si l’on “assemble” les morceaux du puzzle constitue´s par les
divers re´sultats de J. Rickard et de S. Bouc, on en de´duit imme´diatement la
proposition suivante.
Proposition 6.2.3. Soit P un p-groupe fini. Si D(P ) = DΩ(P ), alors tout RP -
module d’endo-permutation couvert M a une re´solution de permutation endo-
scinde´e.
Conside´rons a` pre´sent les re´sultats obtenus dans la premie`re partie et mon-
trons le the´ore`me suivant.
The´ore`me 6.2.4. Soit P un p-groupe me´tacyclique si p est impair, ou die´dral,
quaternionien, semi-die´dral ou extraspe´cial du type D∗n8 (avec n ≥ 1), si p = 2.
Alors les seuls RP -modules d’endo-permutation couverts qui n’ont pas de re´-
solution de permutation endo-scinde´e sont les RP -modules “exceptionnels” (de
dimension |P |2 ± 1), pour le cas p = 2 et P un groupe quaternionien.
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Remarque 6.2.5. Pour la preuve de ce the´ore`me, nous allons utiliser l’anneau
de Green a(P ) des RP -modules. On conside`re le groupe abe´lien a(P ) de´fini par
ge´ne´rateurs et relations comme suit (cf. section 5.1 du premier volume de [Be]).
Les ge´ne´rateurs sont les classes d’isomorphisme [M ] des RP -
modules M (de type fini).
Les relations sont donne´es par les suites exactes courtes scinde´es.
Explicitement, on pose [M ] = [N ] + [L] s’il existe une suite exacte
scinde´e 0→ N →M → L→ 0 de RP -modules.
En particulier, l’e´le´ment neutre pour l’addition dans a(P ) est le RP -module
nul. Remarquons aussi que le groupe de Grothendieck G0(RP ), de´fini dans la
section 5.3, est un quotient de a(P ).
Posons [M ] · [N ] = [M ⊗N ], pour tous RP -modules M, N et L. Cette mul-
tiplication munit a(P ) d’une structure d’anneau commutatif et admet la classe
du module trivial R comme e´le´ment neutre.
Pour alle´ger les notations, on e´crira simplement M la classe [M ] d’un RP -
module M .
Preuve du the´ore`me 6.2.4 . Dans tous les groupes conside´re´s, tous les mo-
dules d’endo-permutation couverts sont dans la classe d’un e´le´ment de DΩR(P ),
sauf si P est un groupe quaternionien etM un RP -module de dimension |P |2 ±1.
Par la proposition ci-dessus et par la proposition 7.1 de [Ri], il nous suffit donc
de montrer, pour R = k, qu’aucun de ces kP -modules exceptionnels ne peut
avoir une re´solution de permutation endo-scinde´e.
Le cas P = Q8 a e´te´ prouve´ par J. Rickard, et il en a fait part a` J. The´venaz,
lors d’un entretien prive´ au congre`s d’Oberwolfach en avril 1996. En fait, sa
preuve se ge´ne´ralise comme suit a` P = Q2n , pour n ≥ 3.
Soit M un kP -module de dimension |P |2 ± 1 et supposons que M posse`de
une re´solution de permutation endo-scinde´e
C. =
(
0 −→ Cn ∂n−→Cn−1∂n−1−→ . . . ∂−m+2−→ C−m+1∂−m+1−→ C−m −→ 0
)
,
ou` m et n sont deux entiers positifs. Comme les Ci sont des kP -modules de
permutation, on a C∗i ∼= Ci. Par suite, on peut identifier C.∗ au complexe :
C.∗ =
(
0 −→ C−m
∂∗−m+1−→ C−m+1
∂∗−m+2−→ . . . ∂
∗
n−1−→Cn−1 ∂
∗
n−→Cn −→ 0
)
,
ou` (C.∗)i = C−i, ∀ −m ≤ i ≤ n.
Soit Y. = C.∗ ⊗ C. et notons d. la diffe´rentielle de ce complexe. On a
Yl =
⊕
i+j=l
(Ci ⊗ C∗j ) =
⊕
i+j=l
(Ci ⊗ C−j) , ∀ −m− n ≤ l ≤ m+ n.
Conside´rons dans a(P ) l’e´le´ment
x =
∑
−m−n≤l≤m+n
(
(−1)l
∑
i+j=l
(Ci ⊗ C−j)
)
=
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=
∑
−m≤i,j≤n
(−1)i+j(Ci ⊗ C−j) =
∑
−m≤i,j≤n
(−1)i+j(Ci ⊗ Cj),
par commutativite´ de l’addition dans a(P ).
Dans Z/2Z⊗Za(P ), c’est-a`-dire en conside´rant les coefficients modulo 2 dans
l’anneau de Green, on obtient
x =
∑
−m≤i≤n
(Ci ⊗ Ci) +
∑
−m≤i<j≤n
2(−1)i+j(Ci ⊗ Cj) =
∑
−m≤i≤n
(Ci)2. (6.5)
En effet, on a Ci⊗Cj ∼= Cj⊗Ci pour tous i et j et donc tous les termes Ci⊗Cj
avec i 6= j “apparaissent” deux fois (avec le meˆme coefficient) dans l’expression
de x. Par conse´quent, on a x = Y0 dans Z/2Z⊗Z a(P ).
D’autre part, par hypothe`se, (Y., d.) est scinde´ et ve´rifie
Hn(Y.) ∼=
{
EndkM ∼= k ⊕ L , si n = 0 ,
0 , sinon ,
pour un kP -module libre L. De l’e´galite´ dimM = |P |2 ± 1 s’ensuit l’e´galite´
dimEndkM = (dimM)2 = 1 + |P |( |P |4 ± 1). Donc L est libre de rang |P |4 ± 1.
Or, par le lemme 6.2.2, on a Yi ∼= Hi(Y.) ⊕ Im(di+1) ⊕ Im(di) , ∀ i ∈ Z. Il
s’ensuit :
x =
∑
−m−n≤l≤m+n
(−1)lYl =
∑
−m−n≤l≤m+n
(−1)lHl(Y.) = H0(Y.) = k⊕L . (6.6)
Assertion. Si C est un kP -module de permutation, alors dans la de´composition
de C ⊗ C en somme directe de kP -modules inde´composables, on a un nombre
pair de facteurs libres de rang 1.
(N.B. : par le the´ore`me de Krull-Schmidt, une telle de´composition de C ⊗C
est unique a` isomorphisme et ordre des facteurs pre`s, ce qui justifie l’expression
“la de´composition de C ⊗ C...”.)
Preuve de l’assertion . Par le the´ore`me de Krull-Schmidt, C est isomorphe a` une
somme directe ⊕Hk[P/H], ou` H parcourt un ensemble de sous-groupes de P et
peut apparaˆıtre plusieurs fois dans la somme. Chaque facteur k[P/H] est un kP -
module inde´composable et isomorphe au module induit k↑PH (cf. paragraphe 27
de [Th1]).
Regardons les diffe´rents facteurs qui peuvent apparaˆıtre dans C ⊗ C.
Par la formule de re´ciprocite´ de Frobenius et la formule de Mackey (cf.
proposition 3.3.3 et the´ore`me 3.3.4 du premier volume de [Be]), on a, pour tous
sous-groupes H et K de P ,
k↑PK ⊗ k↑PH∼=
(
k↑PK↓PH ⊗ k
)↑PH∼= ∑
g∈[H\P/K]
(
k↑HgK∩H
)↑PH .
D’ou`, dans a(P ) :
k[P/K] · k[P/H] =
∑
g∈[H\P/K]
k[P
/
gK ∩H]. (6.7)
6.3. EXEMPLE 133
Si |H| = |K| = 1, alors on a k[P/K] · k[P/H] = |P | kP , par la relation 6.7.
Comme |P | est pair, l’assertion est ve´rifie´e.
Si |H| > 1 et H = K, alors H contient le centre Z(P ) d’ordre 2, car c’est
l’unique sous-groupe de P d’ordre 2 (cf. chapitre 5). Par suite, gH ∩H contient
toujours Z(P ), pour tout g ∈ P et donc Z(P ) agit trivialement sur ce module.
Il s’ensuit, par la relation 6.7, que k[P/H] ·k[P/H] n’a aucun facteur direct libre
de rang 1. Comme 0 est pair, l’assertion est ve´rifie´e.
Finalement, par distributivite´ dans a(P ), on a(
k[P/H] + k[P/K]
)2 = (k[P/H])2︸ ︷︷ ︸
(I)
+
(
k[P/K]
)2︸ ︷︷ ︸
(II)
+ 2
∑
g∈[K\P/H]
k[P
/
gK ∩H]
︸ ︷︷ ︸
(III)
.
Par les deux cas pre´ce´dents (I) et (II) ont un nombre pair de facteurs directs
libres de rang 1. Et il est clair que (III) a ne´cessairement un nombre pair de
facteurs directs libres de rang 1. D’ou` l’assertion.
Re´sumons-nous. D’une part, on a x = k + ( |P |4 ± 1)kP dans a(P ), par la
relation 6.6. Comme 8 divise |P |, le nombre |P |4 ± 1 de facteurs directs libres
de rang 1 de x est impair. D’autre part, la relation 6.5 et l’assertion ci-dessus
impliquent que x posse`de un nombre pair de facteurs directs libres de rang 1.
D’ou` une contradiction !
On en conclut que M ne peut pas avoir de re´solution de permutation endo-
scinde´e et ceci termine la preuve du the´ore`me.
6.3 Exemple
Conside´rons un groupe semi-die´dral P d’ordre 16 et k = F2. Posons
P = <u, v | u8 = v2 = 1, vu = u3> et V = <v>.
Nous allons exhiber des re´solutions de permutation endo-scinde´es de quelques
kP -modules endo-triviaux.
On sait, par le the´ore`me 7.1 de [CaTh1] que T (P ) est engendre´ par ΩP ,
d’ordre infini, et [Ω1P (Ω
1
P/V (k))], d’ordre 2. Les assertions suivantes re´sultent
imme´diatement des relations 6.3 et 6.4.
1. Le complexe T. =
(
0 −→ k −→ 0), ou` T0 = k, est une re´solution de
permutation endo-scinde´e du kP -module trivial k.
2. Le complexe R. =
(
0 −→ k[P/V ] ∂
′
1−→ k −→ 0), ou` R1 = k[P/V ] et ou`
∂′1(x) = 1, ∀x ∈ [P/V ], est une re´solution de permutation endo-scinde´e
de Ω1[P/V ](k).
Comme <[Ω1P (Ω
1
P/V (k))]> est cyclique d’ordre 2, on a ainsi une re´so-
lution de permutation endo-scinde´e de chaque kP -module endo-trivial
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inde´composable de torsion (toujours a` isomorphisme pre`s). Donc, par le
lemme 10.2 de [CaTh1], on a exhibe´ une re´solution de permutation endo-
scinde´e de tout kP -module d’endo-permutation inde´composable de tor-
sion.
3. Le complexe C. =
(
0 −→ kP ∂1−→ k −→ 0), ou` C1 = kP et ou` la
diffe´rentielle est de´finie par ∂1(x) = 1, ∀x ∈ P , est une re´solution de
permutation endo-scinde´e de Ω1P (k).
4. Le dual C.∗ =
(
0 −→ k ∂
∗
1−→ kP −→ 0) du complexe (C.) ve´rifie C∗−1 =
kP et ∂∗1 (1) =
∑
x∈P x. C’est une re´solution de permutation endo-scinde´e
de Ω−1P (k).
5. Conside´rons le “prolongement”
C˜. =
(
0 −→ kP ⊕ kP ∂2−→ kP ∂1−→ k −→ 0
)
du complexe (C.), ou` l’on de´finit ∂2(x, y) = x(u−1)+y(v−1), ∀x, y ∈ P .
C’est une re´solution de permutation endo-scinde´e de Ω2P (k).
En effet, soit D. une re´solution projective minimale de k. Tous les termes
de (D.) e´tant libres, leur dimension est divisible par 16.
De plus, on a dimΩ1P (k) = 15 et <ΩP> ∼= Z. Supposons dimD2 = 16.
Cela implique dimΩ2P (k) = 1 et donc Ω
2
P (k) ∼= k. Par conse´quent, on a
<ΩP> ∼= Z/2Z. D’ou` une contradiction. Il s’ensuit qu’on a dimD2 ≥ 32.
Ainsi, il nous suffit de ve´rifier que Im(∂2) = Ω1P (k). On sait que Ω
1
P (k) est
engendre´ par u−1 et v−1. De plus, on a u−1 = ∂2(1, 0) et v−1 = ∂2(0, 1).
D’ou` l’e´galite´ voulue.
6. Le dual C˜.∗ =
(
0 −→ k ∂
∗
1−→ kP ∂
∗
2−→ (kP ⊕ kP ) −→ 0) du complexe (C˜.),
ou` on a ∂∗2 (x) =
∑
y∈P
(
(x, y)−(y, x)), ∀x ∈ P , est une re´solution de per-
mutation endo-scinde´e de Ω−2P (k). En effet, par le the´ore`me de Ku¨nneth
(cf. section 2.7 du premier volume de [Be]), le dual de C˜. reste exact en
kP et on a Im(∂∗2 ) ∼=
(
Ker(∂2)
)∗.
Terminons cet exemple avec la remarque suivante, concernant Ω2P (k). Nous
savons qu’il existe un kP -module L projectif (et donc libre) satisfaisant
Ω2P (k)⊕ L ∼= Ω1P (k)⊗ Ω1P (k),
par de´finition de la loi de composition dans le groupe de Dade. Calculons la
dimension de L. On a
dim(Ω2P (k)) = 32− 15 = 17 et dim(Ω1P (k)⊗ Ω1P (k)) = 152 = 225.
Par suite, dimL = 225− 17 = 208 = 13 · 16 et donc L ∼= (kP )13.
Y a-t-il des supersticieux dans l’audience ?
Chapitre 7
Conclusion
Dans ces dernie`res lignes, nous faisons une synthe`se du travail que nous
avons accompli durant ces quatre anne´es et que nous avons relate´ dans le pre´sent
ouvrage. Nous faisons e´galement le point sur les questions encore ouvertes et les
principales conjectures actuelles.
Dans la premie`re partie, nous nous sommes inte´resse´s au groupe de Dade de
certains p-groupes finis. Nous sommes parvenus a` de´terminer le groupe de Dade
de deux familles de groupes :
– La famille des p-groupes me´tacycliques pour un nombre premier p impair ;
– La famille des 2-groupes extraspe´ciaux, de la forme D∗n8 , ou` n est un entier
valant au moins 2.
Dans la seconde partie, nous avons focalise´ notre attention sur deux situa-
tions ou` les modules d’endo-permutation apparaissent et nous avons obtenu les
re´sultats suivants :
– Nous avons explicitement re´alise´ tous les modules d’endo-permutation qui
peuvent eˆtre des sources de modules simples pour des groupes finis p-
re´solubles.
– Nous avons constate´ que parmi tous les modules d’endo-permutation que
l’on connaˆıt actuellement, les seuls qui n’ont pas de re´solution de permu-
tation endo-scinde´e sont les modules “exceptionnels” apparaissant pour
les groupes quaternioniens.
Cette dernie`re affirmation soule`ve la principale question encore ouverte :
“Existe-t-il des modules d’endo-permutation dont la classe ne peut
pas s’exprimer comme combinaison line´aire des syzygies relatifs et
des quelques exceptions qui interviennent dans le groupe de Dade
des groupes quaternioniens ?”
On conjecture que la re´ponse est ne´gative, mais on ne peut encore le prouver.
Remarquons, en particulier, que si cette conjecture s’ave`re exacte, alors il
s’ensuivra que tout module d’endo-permutation de torsion inde´composable est
source d’un module simple. De plus, nous aurons une re´alisation explicite de
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chacun de ces modules comme source d’un module simple pour un groupe fini
p-nilpotent.
Cela impliquera e´galement qu’a` l’exception des modules exceptionnels pour
les groupes quaternioniens, tous les modules d’endo-permutation ont une re´so-
lution de permutation endo-scinde´e.
Cependant, meˆme si cette conjecture e´tait de´montre´e, et de ce fait la classi-
fication des modules d’endo-permutation acheve´e, le travail de recherche autour
de ces modules ne serait pas encore termine´. En effet, il resterait en suspens la
question de “recollement” que nous avons mentionne´e dans le chapitre 2 et que
nous aurions pu aborder dans la seconde partie.
Etant donne´ que ce proble`me s’e´tend au-dela` de la frontie`re de la the´orie de
la repre´sentation des groupes finis et envahit les champs d’inte´reˆts de certains
de nos confre`res topologues, nul doute que les investigations autour des modules
d’endo-permutation ont encore de beaux jours devant elles !
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