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UTILISATION DE CAPTEURS TACTILES ET DE IMU AVEC UNE APPROCHE
D’APPRENTISSAGE NON-SUPERVISÉE DE CARACTÉRISTIQUES POUR
L’ÉVALUATION DE LA QUALITÉ D’UNE PRISE ROBOTIQUE
Deen COCKBURN
RÉSUMÉ
Dans un monde où l’industrie créé un besoin pour des machines automatisées d’autant plus in-
telligeantes, la saisie d’objets avec un robot est toujours loin de rivaliser avec celle d’un humain.
Malgrés les innovations récentes dans les dommaines de la vision par ordinateur et de la planiﬁ-
cation de saisie robotique, le déﬁ est toujours grand quand il vient à la saisie d’objets jamais vu
auparavant par le robot. Plusieurs chercheurs essaies de combiner la vision par ordinateur avec
de l’information tactile aﬁn d’augmenter les performances des machines intelligeantes mod-
ernes. Dans ce mémoire, nous présenterons une nouvelle approche pour améliorer la saisie
robotique à l’aide de capteurs tactiles et d’un algorithme d’apprentissage non-supervisé. En
utilisant un banc d’essaies et des capteurs tactiles développés au laboratoire de commande et
de robotique (CoRo) de l’ÉTS, nous avons développé une série de classiﬁcateurs qui prédisent
la stabilité d’une prise robotique. Notre méthode est une amélioration des résultats obtenus
avec une approche où les caractéristiques de haut niveau sont façonnés à la main. Nous avons
collecté des données à partir de 100 objets différents pour un total de 1000 tentatives de prises
robotisées. Notre système optimal a été en mesure de reconnaitre les échecs 84.23% des fois.
Mots clés: Capteurs tactiles, Apprentissage non-supervisé, Encodage sparse, Évaluation de
prise

USING TACTILE SENSORS AND IMUS WITH AN UNSUPERVISED
FEATURE-LEARNING APPROACH FOR ROBOTIC GRASP STABILITY
ASSESSMENT
Deen COCKBURN
ABSTRACT
In a world where industry has a need for ever more complex automated machines, robot grasp-
ing is still far from human capabilities. Despite recent innovations in computer vision and
grasping planning, it is still a challenge for a robot to pick never-before-seen objects. Re-
searchers are trying to combine vision with tactile sensing to augment the performance of
modern intelligent machines. In this thesis, we will present a novel way to improve robotic
grasping using tactile sensors and an unsupervised feature-learning algorithm. Using a test
bench and sensors at the Control and Robotics (CoRo) laboratory of the ÉTS, we have devel-
oped and tested a series of classiﬁers to predict the outcome of a robotic grasp. Our method
improves upon the results of hand-crafted feature learning. We have collected data from 100
different everyday objects, executing 10 grasping attemps per object, for a total of 1000 grasp-
ing attemps. The optimal system we developed recognized grasp failures 84.23% of the time.
Keywords: Tactile sensors, Unsupervised learning, Sparse Coding, Grasp assessment
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INTRODUCTION
In the past six decades, we have come a long way in the world of autonomous machines. Sci-
ence ﬁction had placed robots in our homes in the year 2000. Even though we do not all own
humanoid robots to help us with our daily tasks, automated systems are necessary for our way
of life. Nonetheless, these stories we heard as children have guided some of us to attempt repli-
cating human abilities with robots (Boston Dynamics (2017), Honda (2017), Bebionic (2017),
etc.). Amongs all the complex tasks we learn naturally as humans, one of the ﬁrst ability we
wished to replicate with robots was grasping. We have come a long way in the automatic
grasping domain but, robots are still far from matching human capibilities when it comes to
adapting their grasp when exposed to novel objects. We often see images of industrial robots
accomplishing complex tasks in a very robust and efﬁcient way but, with the lean supply chain
movement (small volume and high mix productions), robots must now be able to adapt to a va-
riety of different objects. There is a growing demand for adaptive systems in the manufacturing
world that can be attributed to the consumer’s want for personalized products. This movement
has not only affected small productions but also, high volume production lines. Robotic inte-
grators and tooling experts have had to push their imaginations to transform the typical rigid
assembly line into a ﬂexible production line. We have seen the introduction of cobots in the
manufacturing world and the notion of lean robotics who are ment to help integrators main-
tain a high ﬂexibility and quick deployment of production lines. This transition towards new
manufacturing techniques have even prompted industry giants, such as Google and Amazon,
to invest time, money and effort into more ﬂexible and efﬁcient production lines.
For a robotic integrator, it is a common task to teach a robot how to grasp an object. Equipped
with the proper end effector and sensors, a robot can be shown how to grasp and also assess
the quality of its grasp on an object. But, replace the object and it can no longer grasp the new
object properly. This is quickly becoming a problem for the modern ﬂexible production lines.
As researches, we wish to develop new kinds of tools and methods to allow easier and faster
2integration of ﬂexible robotic cells. More speciﬁcally, our research is interested in developing
new techniques in order for a robot to learn, not how to grasp an object, but how to determine
if the grasp is stable. This interest came from analysing the grasp strategy used by humans.
We turned our attention to the biomedical research of grasping. We noticed there is a planning
phase (Feix et al. (2014a) and Feix et al. (2014b)), were our brain computes the necessary
trajectory and grasping technique, greatly based on vision and our knowledged of the object
to grasp. But, there is a whole second phase that starts when we come in contact with the
object (Fu et al. (2013)), we react and adapt our grasp based on a whole new set of sensors
directly located in our hands. We questioned ourselves on how a human evaluates the quality
of the grasp as it is happening. In the case of biological intelligence, we know that we use a
combination of different sensors, mixed with experience to assess the outcome of our actions.
Johansson and Flanagan (2009b) have shown that an essential sense for grasp assessment is
touch. Many researchers (Hyttinen et al. (2015), Huebner et al. (2008), Dang and Allen (2013))
have used tactile sensors for grasp planning and adjustment.
Grasp planning has been highly developed and we already have very valuable tools such as
GraspIt (Miller and Allen (2004)) to simulate and implement grasp trajectory but, in order to
apply a correction to the originally planned grasping by a robot, we ﬁrst need to be able to
estimate the quality of the executed grasp. In this line of thought, we decided to take a look
at the problem of determining the quality of a grasp in an efﬁcient, ﬂexible and rapid manner.
The research presented in this thesis aims at developing a method to asses a robotic grasp at
the moment of contact with the object by using exteroceptive information provided by tactile
sensors. We will present the work we have done in attempt to build a grasp stability prediction
system using tactile sensors developped in our laboratory (CoRo). First, we will present the
robotic cell we have built to gather data by executing a simple grasp planning algorithm. The
experimental setup will also be used to test our different systems. Afterwards, we expose the
unsupervised learning technique used to extract high level features from the pressure images
3from our tactile sensors. The machine learning technique we used on pressure images was
inspired by image reconstruction techniques. Finally, we propose different simple architecture
to classify our data on a grasp stability scale.

CHAPTER 1
LITERATURE REVIEW
In order to better understand what is already being done in the robotic grasping domain, we
studied the different sensors and techniques that are used in industry and also in research labo-
ratories. This chapter will give a review of the information we found helpful for our research.
1.1 Overview of Relevant Sensors Used in Robotic Manipulation and Grasping Tasks
According to the Oxford English Dictionary the deﬁnition of robot is A machine capable of
carrying out a complex series of actions automatically, especially one programmable by a
computer. These robots, just as humans, are very limited in the tasks they can execute if they
do not have the proper tools. In order to perform more and more complex tasks, researchers
and engineers have developed sensors to give more ﬂexibility to robotic systems.
1.1.1 Computer Vision
In the case of an industrial robot working in an assembly line, repeating the same tasks with the
same objects over and over, the sense of sight is not necessary. But, if the object is slightly dif-
ferent or presented to the robot in a different location, it will immediately fail. Vision systems
have been in constant development and evolution in order to solve some of these problems.
Capturing images long preceeds robots but, it is only in the 1960s that we ﬁrst started using im-
ages in combination with a computer. Indeed, image processing is typically a very demanding
task. Nowadays, we have the ability to capture both 2D and 3D data with different sensors.
One could believe that 2D passive cameras are out of date but in fact, they are still very useful
in the industry. As Cheng and Denman (2005) have demonstrated, using a 2D vision system
can improve accuracy, ﬂexibility and intelligence of a robotic system. Indeed, we have become
very proﬁcient at detecting edges, patterns and shapes in 2D imagery. Also, with the evolution
6of computer processors, these tasks are executed very rapidly, to the point where they can be
used in real-time.
On the other hand, we live in a three dimensional world and, to develop more elaborate sys-
tems we need the information from the third dimension. The output of 3D vision systems is
in the form of a point cloud. There are many different technologies to retrieve this type of
information but, they can be seperated into two main categories. First, stereo vision uses two
passive cameras, the depth perception is inferred by computing a disparity ﬁeld at each pixel
location. The Bumblebee c© camera by FireWire is a popular choice. The second category is
the active range which can be seperated into two sub categories: projected light and time of
light technologies. Projected light, as its name suggests, projects a pattern (visible or not) and
uses triangulation to compute depth. The most common version of this technology is found in
the Microsoft Kinect c©. Time of light uses our knowledge of the speed of light. Again, light
is projected onto the space we want to see but, this time, depth is computed by calculation the
time delay between the emission and detection of the light source. The Lidar systems are based
on this technology. Each of these cameras have their strong points and their weaknesses.
Here are a few examples of researchers who have used 3D image processing in an automated
system. Viet et al. (2013) have used a Bumblebee stereo camera in their algorithm to control an
electric wheelchair for severely disabled people. The goal of their research was to avoid object
during the movement towards a target position in highly clustered areas. Padgett and Browne
(2017) have also worked on obstacle avoidance but using the Lidar technology. Furthermore,
researchers such as Fan et al. (2014) proposed a computer vision system using both a passive
2D camera coupled to a 3D sensor for depth perception. Their system was built to efﬁciently
determine the position of randomly placed objects for robotic manipulation.
1.1.2 Force Sensing
Vision systems give the robots the ability to know their surroundings but do not give the robot
direct feedback of its effect in their workspace. The second sensors we wish to review are
7the force-torque sensors which can be used to many effects. Again, there are many different
technologies to obtain what the end effector of a robot feels.
A common use of force torque sensors is in applications where a robot must keep a constant
pressure on a workpiece. Mills (1989) propose a complete dynamic model to be used for such
tasks. Another interesting application for force torque sensors is the handling of a robot by
hand. Typically, during the development of a robotic program, the integrator must use a keypad
or a joystick to move the robot to desired positions in order to teach them. Loske and Biesen-
bach (2014) propose a solution to hand-drive an industrial robot using an added force-torque
sensor and companies like Universal Robot, who build collaborative robots, have integrated
such technology directly into their controllers by using force feedback from the individual
joint of their robotic arms.
In the case of our research, we are more interested in monitoring what the robot feels in a
grasping operation. Some authors, such as Hebert et al. (2011), propose a method to fuse data
from a vision system, force-torque sensor and gripper ﬁnger position to evaluate the position of
an object within the robotic hand while other, such as Moreira et al. (2016), propose a complex
architechture to assess the outcome of a grasping operation. These systems have a common
point where the robot must actually pick the object to evaluate the grasp.
Force-torque sensors can give us valuable information on the grasped object. We can image
a system that would detect if an object has been dropped by reading the variations of weight
from the sensor but, it is much harder to detect the object slipping in the gripper.
1.1.3 Tactile Sensors
Force-torque sensors give us a certain feedback on the interactions of the robot with its work-
space but, in grasping we need the sense of touch. When it comes to manipulation tasks,
Johansson and Flanagan (2009a) shows us that tactile information is greatly used by the human
brain to asses and correct the grasp in order to maintain stability. Inspiring themselves from
8nature, researches and engineers have developed tactile sensors to collect contact information,
to be used in several different situations.
A wide variety of sensors have been developed to mimic human ﬁngertip sensors. Some are
built to acquire pressure data while other collect vibration or shear to detect slippage and weight
shifts. Some tactile sensors are based on electrical properties such as resistive (Weiss and Worn
(2005)) or piezoelectric effect (Liu et al. (2017)) or capacitive energy (Rana and Duchaine
(2013)) while others are based on optical (Lepora and Ward-Cherrier (2015)) or ﬁbre optics
(Fujiwara et al. (2017)) solutions.
These different tactile sensors have been used by many researchers such as Bekiroglu et al.
(2011b), Bekiroglu et al. (2011a), Dang and Allen (2013) and Romano et al. (2011). Many
more are experiencing with tactile sensors but, we mentioned only these researchers since they
are all working on robotic grasping with tactile feedback. To do so, they are analysing pressure
images of the gripper’s contact with the objects.
1.2 Examples of Existing Intelligent Grasping Robots
Most of the sensors listed above have been in the market for some time. Some of which have
made an impact in the robotic assembly lines industry. In this section, we will review the
current typical assembly line robots followed by the developments that are being introduced in
the modern intelligent automated manipulators.
1.2.1 Classical Examples of Robots Picking and Moving Products on an Assembly Line
When robots were introduced in the manufacturing industry, they were meant to accomplish
highly repetitive tasks in a very controlled environment. The objective was to output higher
volumes of products while perfectly replicating the process over and over. Typically, these
robots have minimal input sensors that are very simple, such as position sensors letting the
robot know if the next part is present or not. Once they are properly programmed and debugged,
these assembly line robots are highly proﬁcient in their work which is executed blindly.
9The introduction of more complex assembly procedures has brought more sensors into the
assembly line industry. It is not uncommon to see vision systems to correct any imperfections
in the part locations and force-torque sensors to correct or conduct different operations in highly
complex manufacturing procedures.
Moreover, we have felt a change of mentality when it comes to product development. We all
wish to be different meaning that we want more customization options in the products we buy.
This has created a demand for more modulable automated systems in order to keep up with the
high volume output we need, coupled with the variety of the same product line.
1.2.2 Modern Intelligent Manipulating Robots
The evolution of the sensors, the effectors, the computation technology coupled with a want
of more versatile robotic solutions has lead to big advances in the robotic grasping world.
For example, Miller and Allen (2004) have made a versatile simulator for robotic grasping,
GraspIt!, publicly available for other researches in the ﬁeld of robotic grasping. Much effort is
being placed into making intelligent robots that can evolve by learning.
Here, we are far from the industrial robot grasping the same object blindly at a set position. Re-
searches such as Lin and Sun (2014), Kehoe et al. (2013), Bekiroglu et al. (2011a), Bekiroglu
et al. (2011b) and Levine et al. (2016) have all introduced machine learning algorithms to their
grasp strategies. Both grasp planning and grasp quality assessment are being learned by the
robot.
This new generation of robots are far from being simple manipulators coupled to a few prox-
imity sensors. We are talking about multi-sensor and sometimes multi-manipulator intelligent
robots. With this new intelligence, the robots are no longer limited to industrial manufacturing
but are slowly making their way into our homes (the Herb2 robot by Srinivasa et al. (2012) is a
great example). Even in the industry, we are seeing collaborative robots come into play. These
robots are much more aware of their surroundings allowing them to accomplish task alongside
of humans instead of a highly securized cell.
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1.3 Machine Learning in Robotic Grasping Strategies
In the past, machine learning was slowed down by a lack of computational power. With the
advances in micro processors and general computer technology, machine learning is a highly
studied ﬁeld. But, in order to train complex learning machines, we ﬁrst have a need for data.
Researches Goldfeder et al. (2009) have built a grasp database and made it public. The advan-
tage of such a public database is that different researches can compare their ﬁnding on a similar
base. On the other hand, grasping data is very complex and can vary depending on the type of
strategy.
Moving back to machine learning, we have found different approaches to the problem. Bekiroglu
et al. (2011b) compares methods based on AdaBoost, support vector machines(SVMs) and
hidden Markov models(HMMs) to assess grasp stability using tactile information as an in-
put.Others, like Levine et al. (2016) have used convolutional neural networks (CNNs) to learn
hand-eye coordination in robotics grasping. CNNs seem to be very interesting in the computer
imagery ﬁeld. Contrary to multi-layer perceptrons, CNNs have repetitive blocks of neurons
which can move across the space of an image.
Considering that we were very interested in tactile presure images, we were interested in image
restoration techniques. A common method for image restoration is sparse coding (Mairal et al.
(2009), Mairal et al. (2008)), which is an unsupervised machine learning algorithm to extract
high level features in unlabeled data. Sparse coding is not limited to image restoration but,
we pushed our research in this direction since we can correlate many of the ideas used to our
tactile pressure images. In fact, Raina et al. (2007) have proposed an approach that uses spase
coding with unlabeled data in a supervised classiﬁcation task.
CHAPTER 2
AUTOMATED PICKING STATION
In order to develop a grasp stability prediction system, we ﬁrst needed a robotic grasping
system. This robotic cell will be useful for collecting data, understanding the different grasping
techniques and ﬁnally as a test bench to our system. In this chapter we will describe the
ﬁnal version of our automated picking system (APS). The original version of this system was
developed to compete in a robotic picking challenge. The objective of the challenge was to
automatically pick objects out of a bin with no prior knowledge of said object. The system was
then reﬁned over time to become stable and safe without the need of a safety perimeter. The
ﬁnal APS was a very useful tool to accomplish the work that was done in this thesis and was
aslo useful for other work done at the CoRo lab.
2.1 Experimental setup
In this section, we will expose the material we chose to use for our APS and the reasons that
led to these decisions. Also, physical installation speciﬁcations will be indicated as a reference
point for future work.
2.1.1 Choosing the material
Our ﬁrst challenge was to detect and locate the object to be picked in a three dimensional
space. We decided to develop a vision system to accoplish this task. We needed a camera that
was fairly easy to integrate considering that we had no vision expert in the team at the time.
Our search stopped on the ﬁrst version of the Microsoft Kinect c©. The Microsoft Kinect c© is
widely used in research laboratories. The drivers for the camera and a lot of code was also
available in open source which made development much quicker. Finally, the availability and
low cost allowed us to obtain the camera rapidly.
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With a vision system in place, we had to choose a robotic arm to build our APS. In light of the
current tendencies of robot technology, we wanted our system to be safe for human contact.
We believe that modern industry will create a demand for robots that collaborate with workers
instead of always completing the work in a closed environment. We chose to use a UR10
manipulator from Universal Robots. The UR10 has six independent rotational joints and a
maximum payload of 10 kg. Not only does the UR10 respect our collaborative station criteria,
it was also very easy to integrate Robotiq’s products.
The CoRo works in close collaboration with Robotiq, which facilitated the choice of end effec-
tor. We installed Robotic’s FT-300 force torque sensor to our UR10. Also, we interfaced the
two-ﬁnger 85 model gripper from Robotiq. This two-ﬁnger gripper is an underactuated adap-
tive parallel gripper. The underactuation of the ﬁngers allows us to pick a variety of objects
that can not be picked in a stable manner with a rigid parallel gripper but, the underactuation
can also lead to unpredictable events that will be discussed later. We modiﬁed the two-ﬁnger
gripper by replacing the original ﬁnger pads by tactile sensors developed in the CoRo lab.
Figure 2.1 Tactile sensor
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The tactile sensors we integrated (see ﬁgure 2.1) to our system are an evolution of our previous
version, commercialized (patented) by Kinova Inc., and Robotiq Inc. The sensor we used was
developed in our laboratory, at École de technologie supérieure (ÉTS). The sensor can measure
both static (pressure images) and dynamic variations in pressure over time, although only the
ﬁrst type of information is used in this work. The sensor acquires both static and dynamic data
at the same time and location since the sensor uses two independent acquisition channels. The
device relies on capacitive sensing to acquire both types of data, with pressure data acquired
at a rate of 25 Hz with a resolution of 4× 7 taxels. The sensor has a wide measurement
range and relatively high sensitivity because of its micro-structured polyurethane dielectric.
The dielectric was built using a direct laser-etching technique, unlike the moulded dielectric
in our laboratory’s earlier version of the sensor by Duchaine and Rana (2014). The sensor
can withstand up to 400 kPa. In comparison, Dargahi and Najarian (2004) show that a typical
human grasp is between 10-100 kPa.
2.1.2 Installation speciﬁcations
As mentioned earlier, the original APS was developed for a robotics competition. This compe-
tition stipulated that the objects would be picked out of a bin. We ﬁrst positioned our Microsoft
Kinect c© over the bin to have a top view of the objects to pick. To determine the distance
between the camera and the bin we ﬁrst reviewed the work by Andersen et al. (2015). We
concluded that we have to place the camera between 1 and 2 metres from the bin. We put to-
gether a simple aluminium frame to hold our camera and attached it to the side of a worktable.
Finally, the robot was positioned to respect proper reach to the bin and also to the general area
on the table. Using the material we had in the laboratory, we constructed the station that can
be seen in ﬁgure 2.2. We included the distances in milimetres on our image as a reference.
2.2 Programming environment and architecture
With all our material on hand, we had to ﬁgure out the best way to integrate all these differ-
ent components. We chose to develop our software in a ROS environment. ROS is an open
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Figure 2.2 Mecanical setup
source ﬂexible framework widely used in research laboratories. ROS manages all that is com-
munication between the different material internally and offers easy solutions for transferring
information from one module to an other. There exists two main communication techniques
within the ROS environment (see ﬁgure 2.3). The ﬁrst is a unidirectionnal communication pro-
tocol named topics. The server publishes information on a topic and then, clients can subscribe
to the topic to read the information. The second is a bidirectionnal communication protocol
named services. The server expects a request from the client, computes the data and send a
response to the client. Topics and services are user deﬁned which gives great liberty for the
programmers to easily transfer information from one module to another. Hence, it is easy to
integrate different hardware into one environment. Being an open source system, many pack-
ages are already available to use. Our APS uses open source packages for the Kinect c© , the
Robotiq force-torque sensor and gripper and the UR10 robot.
Two main programming languages are available in the ROS environment : Python and C++.
We chose to work with C++ because of our prior knowledge of the programming language
and for the slightly improved run time of the compiled language. We designed our software
architecture in a star shape (see Figure 2.4). This architecture best uses the ROS environment
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Figure 2.3 ROS basic communication techniques
services and makes the sofware easy to update or modify. The central program is a master
client that dictates the ﬂow of the program. For every task that must be accomplished, the
master client interrogates the proper service, which correspond to the orbiting programs. The
master client is the only program that can send commands to the different hardware. This
structure is not only easily modulable, it also makes the system safer by centralising the hard-
ware controllers. Finally, having a sequential central program removes all the synchronising
problems of a multy thread program.
Main program
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Home path 
planning
Datalogging
Place path 
planning
Dynamic 
event 
classifier
Prediction 
V1 classifier
Watchdog
Dynamic 
testing path 
planning
Tactile 
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Figure 2.4 Main program architecture
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The ﬂow of the main program is quite staightforward and can be viewed in ﬁgure 2.5. As we
said earlier, this is the ﬁnal version of the program which has evolved into an automatic picking
station requiring minimal supervision. In order to achieve minimal supervision, the test objects
are picked 10 times from the bin. After being picked, the robot drops the object back into
the same bin. Considering that simply picking and dropping the object does not represent the
reality of a robotic task, we wanted to simulate the robot’s navigation in the workspace. We
developed what we called dynamic testing. The objective of the dynamic testing is to ensure
the grasp is really stable and not simply holding by a thread. We simulated a robot navigation
by creating linear and rotationnal accelerations with the robot.
Parallel to my work, one of my collegues, Jean-Philippe Roberge, developed a slip detection
algorithm using dynamic events computed by our tactile sensors. In order to test and collect
addition data, we integrated his slip detection system in our main program. The algorithm is
launched by our main program during the dynamic testing. Moreover, we wanted to collect all
the possible data from our different grasp attemps. Therefore, our program automatically starts
and stops a datalogging thread. The datalogging thread saves all the possible information from
the different sensors and from the robot. It was integrated to build a rich data set to be used by
many reaserchers from our laboratory.
Finally, in the optic of having minimal supervision of the system during testing, we developed
an automatic labelling system. Unlike the datalogger, the automatic labelling system is not a
separate thread. It was directly integrated into the main program. A detailed description of this
system is available further on in this thesis. Please refer to chapter 4.
2.3 Vision system
One of the main modules of our APS is the vision system. Visions systems have come a long
way in the robotics world. From simple 1 channel systems to complex multi channel point
clouds, researchers have developed highly efﬁcient image recognition systems. Also, some
of the best grasping algorithms rely on these high level vision systems. One of the goals of
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research is to be less dependant of these high computation vision systems. In this section we
will expose the simple yet efﬁcient vision system we developed for our APS.
Considering the fact that we did not wish to orient our research towards a vision system con-
tribution, we set ourselves some simple criteria. First, we only wish to have an approximate
position of an unknown object relative to our robot. Therefore, we want our vision system to
return the geometrical center and the main axes of the object. This information, coupled with
the camera reference frame, will be enough to compute a simple robot trajectory. As men-
tioned at the beginning of this chapter, the original use of our APS was for a picking challenge.
Certain criteria were imposed from this challenge. The objects will have to be placed in a bin.
The bin placement would have to be variable but, we limited to one object in the bin at a time.
2.3.1 ROS package and C++ libraries
Before jumping into software development, we ﬁrst had to extract the raw data from the camera.
Lucky for us, researchers had already made ROS drivers available to accomplish this task with
the Kinect c© . We simply needed to pick the driver that was most suited to our needs. After a
few days of research, we found that the freenect-launch driver (an evolution of the OpenNI
driver), not only ﬁt within our requirements but also did a lot of pre processing of the raw data.
That data is automaticaly published into ROS topics making the package easy to use.
As mentioned earlier, we had no vision expert in the project at the time. Therefore, we decided
to keep our algorithm within this autor’s vision knowledge. We decided to do most of the
image processing on the two dimensional HSV image. We accomplished this task with a well
known image processing library named OpenCV. Many developers use this library, making
a lot of code available to accomplish different vision tasks with OpenCV. Also, the OpenCV
library has integrated most of the complex vision algorithms that are widely used for image
segmentation. And ﬁnally, OpenCV has functions to easily work with ROS topics.
Working with the two dimensional image came with a limitation, all of our computation was
done in a pixel based system. In order to calculate a picking trajectory, we needed three dimen-
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sional space information of the object. Lucky for us, the freenect-launch driver aligned a point
cloud with the pixel based image. In order to extract the information from the point cloud, we
needed another library. We chose to use PCL to complete this task. PCL is a highly devel-
oped point cloud manipulation librairy. It could have been used to do the object segmentation
completely but, all we needed was to extract cartisian information from speciﬁc locations in
the point cloud. Integrating the PCL library in our project widened the expansion development
possibilities of our vision system.
2.3.2 Object detection algorithm
As mentioned in subsection 2.3.1, the images produced by our camera are placed in ROS topics
for further use. This came with two problems : ﬁrst, the ROS topic format could not be used
directly by our vision libraries and second, considering that we wanted to extract information
from two different sources, we needed to synchronise the subscription to two different topics
at the same time. Fortunatly for us, both libraries offered functions to translate our ROS topics
into manageable formats.
With raw data in hand, we had to detect the object in the bin. Since we had no prior information
on the objects, we could not use a database based strategy to locate those objects. We chose
to use an elimination process on our original image to extract this information. As we can see
in ﬁgure 2.6, the ﬁrst segmentation we applied was to ﬁnd our region of interest (ROI), which
is the bin. In order to do so, we ﬁrst converted the image to a grayscale format (Figure 2.7a)
and we applied the Canny ﬁlter (Figure 2.7b). The Canny ﬁlter detects the edges in the image.
Then, geometrical properties were used to locate the rectangles in the image. We assumed that
the largest rectangle in the camera’s scope would be the bin. With the bin detected, we could
then focus our search in this ROI (Depicted as a red rectangle in ﬁgure 2.9) to locate the object.
These next steps were inspired by chroma keying, also know as green screen, from the special
effects domain. The idea of chroma keying is to determine what is the dominant color of the
backgroud in order to eliminate it or replace it by another background. In order to accomplish
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a) Grayscale image b) Canny ﬁlter result
Figure 2.7 Vision system - Locating the bin
this on our ROI, we ﬁrst blurred the image and converted it to the hue-saturation-value (HSV)
format. We then computed the histogram of the image which allowed us to determine the
dominant hue of the image. We used this information the create a mask over the backround.
Finally by applying this mask to a white image, we isolated the object in a binary image.
Figure 2.8 Vision system - Binary mask
An example of a binary image is shown in ﬁgure 2.8. With this ﬁnely deﬁned contour, it is
simple to extract the geometrical center and the main axes of the object which can be seen on
the ﬁnal result image (Figure 2.9).
22
Figure 2.9 Vision system - Final result
Recall that we are working in a two dimensional image which meant that we were still in a
pixel based system. Lucky for us, the freenect-lauch driver offers a point cloud which has a
mathematical relation between the position of a pixel in the two dimensional image and the
real position of the object in relation to the camera frame. In other words, the package already
pre-processes the data and creates an overlay between the two dimensional pixel based image
and the three dimensionnal point cloud. The relation between the two vectors is a simple
mathematical solution, given in equation 2.1. We simply applied this simple equation before
publishing the information on a ROS topic.
PixelX +640×PixelY = point(x,y,z) (2.1)
2.4 Grasp strategy
Our APS has evolved to become a very efﬁcient tool. Throughout its development, many
grasping strategies have been developed and tested. For instance, Francois Levesque from
Université Laval worked on a scooping technique to pick up thin items or object that did not ﬁt
in our Robotiq gripper. Other algorithms were developed using the shape of the object and its
position in the bin to compute the best picking position. Finally, we also developed what we
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consider the most typical robotic pick, the simple top pick. The top pick is a simple trajectory
where the robot approaches the center of the object from above to attempt the grasping.
At ÉTS, we chose to force the simple top pick at all times. Considering that we wanted to
use the system mostly for tactile data collection, we found it important that the robot motion
be similar from one pick to another. Computing the top pick trajectory begins by the ﬁnal
pick position. This position is computed from the vision system information. We placed the
target at the geometrical center of the object and aligned the orientation of the gripper with the
eigenvectors. From this target, we computed an approach position straight above the target at
a secure distance to clear the bin. From the approach position, the robot can navigate safely
within the cell. Again, to keep a certain similarity between the picks, the parameters of the
gripper were set to ﬁxed values.
Our top pick algorithm was not designed to be perfect. In some cases, it is bound to failure
from the beginning but, we did not want a perfect system, we wanted to collect valuable data.
By forcing the same picking strategy to collect data, we eliminated some variables allowing us
to concentrate on studying the performace of our classiﬁers. Finally, using this technique, we
obtained an automatic picking station that generates successful and failed grasping attemps.

CHAPTER 3
GRASP STABILITY PREDICTION SYSTEM USING TACTILE SENSORS
In this chapter, we will present the ﬁrst version of our grasp stability prediction system. The
general idea is to determine the outcome of a grasp before moving away with the object. At
the moment of the robotic grasp, tactile information is used as an input to our system in order
to predict the outcome of the grasp.
3.1 Proposed approach
The goal of this work is to improve robotic grasping by enabling a robot to distinguish between
stable and unstable grasps for a variety of objects. To achieve this, we are proposing an ap-
proach that lets our system ﬁnd the features of tactile images that are most relevant for the task
of predicting whether a grasp attempt will succeed or fail. Our grasp analysis method is based
on pressure images captured by a tactile sensor. The original aspect of our work comes from
the fact that we used an unsupervised feature learning algorithm to achieve our goal, rather
than hand-crafting the features.
In the past, several researchers have improved their robots’ abilities to grasp a variety of objects
by proposing different techniques. For instance, Bekiroglu et al. (2011a,b) have used hand-
crafted features from pressure image moments and Romano et al. (2011) got their inspiration
from human tactile sensing. However, the success of hand-crafted feature techniques is entirely
reliant upon the researchers’ abilities to determine the most relevant features.
In contrast, in our approach the auto-encoder (speciﬁcally a sparse coding algorithm) itself
determines the most relevant high-level features of the unlabeled pressure image data. These
high-level features are then used to classify the pressure image data with a support vector
machine (SVM). The SVM classiﬁer chooses the most relevant features (from among the high-
level features) for distinguishing between the two groups. Mairal et al. (2014) show us that
this type of classiﬁer is well-suited to accomplish this task. By encoding the data and ﬁnding
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most relevant high-level features, we are hypothesizing that this will lead to knowledge of the
combination of high-level features that most strongly correlates with the group of successful
grasps (and likewise for the group of failed grasps). Thus the algorithm and SVM are working
together to ﬁnd the common denominators behind all successful (and all failed) grasps.
3.1.1 Data collection
At this point in our research, the APS (described in chapter 2) had not reached its ﬁnal form.
Nonetheless, the APS was able to automatically collect information by attempting robotic
grasping on different objects.
Figure 3.1 Objects used for ﬁrst dataset collection
The dataset used in this chapter was composed of 540 different grasps. These grasps were
done on 54 everyday objects which we attempted to pick 10 times each. The 54 objects can
be viewed in ﬁgure 3.1. Pressure images were collected from the two tactile sensors at the
moment when the gripper was in full contact with the object.
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The data was manually labelled as being successful or failed. A successful grasp was deﬁned
as a grasp that allowed the robot to pick the object, navigate to the output bin and properly drop
the object. Wheter the object was never picked or dropped while moving to the output bin, the
data was labelled as a failed grasp.
3.1.2 Data Auto-Encoding
In this section, we describe the techniques we used to encode the raw data for automatic feature
extraction. Much like the work of Bekiroglu et al. (2011a,b), we consider our static tactile
pressure data to be an image. Here, we use tactile image to refer to the two pressure images
from the sensors that were recorded at the moment of the grasp and placed side-by-side to make
one composite pressure image (an example of a ﬁltered sensor image can be seen in Fig. 3.11).
To give a theoretical overview of sparse coding, it works by creating a dictionary of basis vec-
tors. Each basis vector is a high-level feature of the input data, and they are used to reconstruct
the original image. In other words, the dictionary is used to represent our original tactile image
patches as a linear combination of the dictionary’s basis vectors. Our sparse coding approach
uses image patches that follow the format of our tactile sensors. Since we combined our two
pressure images, two patches are needed to reconstruct the pressure image. Our resulting dic-
tionary is composed of basis vectors of dimension 28 (4×7).
In order to automatically generate our dictionary, here is the mathematical theory of sparse
coding that we used. Let x(1), ...,x(m) ∈Rk be them patches of a certain tactile image X ∈Rk×m,
such that each patch has k taxel intensity values. The idea is to ﬁnd a sparse vector α (i) ∈ Rn
for each x(i) by using some a priori learned basis from a dictionary D := [d1, ...,dn] ∈ Rk×n,
such that:
x(i) ≈
n
∑
j=1
d jα
(i)
j i= 1, ...,m. (3.1)
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To obtain the sparse vectors α (1), ...,α (m) that capture high-level features of X in the dictionary,
the dictionary of basis D must ﬁrst be learned. This is done by minimizing the following
objective function:
min
D,α
m
∑
i=1
⎛
⎝
∥∥∥∥∥x(i)−
n
∑
j=1
d jα
(i)
j
∥∥∥∥∥
2
+β
n
∑
j=1
((α(i)j )
2+ ε)1/2
⎞
⎠ . (3.2)
The ﬁrst term of eq. 3.2 inside the summation is the squared representation error, thus penal-
izing the objective function for poor representation of the input vectors. Regarding the second
term, β is an arbitrarily-set scalar that will deﬁne the importance of sparsity. Sparsity is the
ratio between the quantity of active basis vectors to the total number of basis vectors in the
dictionary. A high sparsity corresponds to a low amount of active basis vectors. This second
term penalizes the objective function when non-sparsity is high, and thus is responsible for
making each α (i) sparse.
The double minimization problem stated in eq. 3.2, is a complex one that is known to be
computationally expensive. However, Lee et al. (2007) have shown that it can be split into
two convex optimization problems, which can then be solved iteratively. Moreover, dictionary
learning can be performed ofﬂine so that it does not affect live operations.
When the dictionary D is complete it can be used to represent our data. In order to determine
which basis must be used and with which intensity, the following equation must be minimized:
min
α
∥∥∥∥∥x−
n
∑
j=1
d jα j
∥∥∥∥∥
2
+ γ
n
∑
j=1
|α j|. (3.3)
To solve these mathematical problems, we used the MATLAB code made available by Lee
et al. (2007). Fig. 3.2 illustrates how the dictionary is used to reconstruct a patch of our sensor
image. The sparse vector α is obtained using eq. 3.3.
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Figure 3.2 Reconstruction of a tactile pressure image using a
dictionary of basis
The result of sparse coding is a set of sparse vectors composed of the coefﬁcients for each basis
vector needed to reconstruct the input vector. This can also be interpreted as a decomposition
of our input vector into high level features.
3.1.3 Optimisation process
Sparse coding is a double optimization problem that has the objective of reconstructing an
image as best it can under the constraint of using a limited amount of elements in a dictionary.
Since the “optimal” dictionary is the one that yields the best classiﬁcation results under the
constraints of its sparse coding parameters, there are an inﬁnite amount of optimal dictionaries
because there are inﬁnite variations of sparse coding parameters. Each of these “optimal”
dictionaries will lead to different classiﬁcation results. Our goal is to ﬁnd the sparse coding
parameters that will result in, as closely as possible, the best classiﬁcation of our grasp data
into success and fail categories.
There are many parameters in the sparse coding algorithm, as shown in the previous subsection.
We chose to focus on only three of these parameters: the size of the dictionary (num_bases),
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Figure 3.3 Optimisation process
the sparsity penalty factor of the dictionary construction (β ), and the sparsity penalty factor
used during the reconstruction phase (γ). For computational reasons, the dictionary learning
and reconstruction phases use different sparsity penalties. The epsilonL1 penalty function is
used during dictionary learning (eq. 3.2), whereas the L1 penalty function is used during re-
construction (eq. 3.3). Allowing differences between the two penalty factors (β and γ) enables
the optimization process to have different sparsity levels during the two phases.
Since there is no straightforward closed-form solution that determines the optimal dictionary
parameters (num_bases and β ) and the optimal sparsity during the reconstruction phase (γ), we
used a brute force approach: the grid search method. With every iteration of the grid search,
we modiﬁed one parameter and computed the results. The optimization algorithm steps are
the following: ﬁrst, generate the optimal dictionary of basis using the efﬁcient sparse coding
algorithm; second, encode all the raw data using the reconstruction algorithm explained in
section 3.1.2; ﬁnally, use a ten-fold cross validation to train linear SVMs to compute a weighted
success rate (see Fig. 3.3). For every iteration, we saved all the data generated by the process.
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The following is the weighted success rate used in the third step of the optimization process:
WeightedSuccessRate=
(
CCS
TS
+
CCF
TF
)
∗ 100%
2
. (3.4)
This weighted success rate compensates for the fact that in our labeled data, the grasp successes
outnumber grasp failures. It works by computing the ratios between correctly classiﬁed data
(CCS and CCF) and the total data (TS and TF) for both labels. Often it is better to have a false
negative (to incorrectly classify a success as a fail) than to have a false positive (to incorrectly
classify a fail as a success). By applying this simple equation to our data, we give equal
importance to correctly classiﬁed successes and correctly classiﬁed fails.
The results of this automated testing algorithm were then used to determine the optimal param-
eters for our system by extracting the best weighted success rates. The span and step for every
variable were determined by manual testing of different combinations of parameters prior to
launching the automated testing algorithm.
3.2 Experimentation
As mentioned earlier, MATLAB was used to accomplish our experimentations. Since we were
using a grid search method, we chose to execute our experimentations in ﬁnite batches of
tests. This allowed us to parallelize the experimentations, optimizing the usage of the multicore
CPUs of our computer. Even by executing the optimisation process in many threads, the highly
expensive computation of the results took many days. Once we had ﬁnished the entire grid, we
assembeled the results into a big matrix to easily analyse them.
3.2.1 Experimental results
To validate our approach, we ran the optimization algorithm described in section 3.1.3 with
the collected data. To compare each dictionary size (variation on the number of basis), we
extracted the best result for each size by varying the other two parameters. The resulting
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weighted success rates for the best parameter combination at each basis size are plotted in
Fig. 3.4. One can observe that the weighted success rates increase sharply until around an 11
basis dictionary. From this point, only small variations are computed. The overall best result is
obtained with a dictionary of 29 basis.
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Figure 3.4 Top classiﬁcation results per number of basis in the
dictionary - First system
This dictionary can be visualized in its raw format in Fig. 3.5a. We also added a ﬁltered version
of the dictionary in Fig. 3.5b to help us understand the features represented by each basis.
Observing the ﬁgures, we can recognize some attributes of the high-level features created by
the sparse coding algorithm. For example, we can see in the third (3) basis of the dictionary a
feature that may be described as an edge contact made at the tip of the sensor. Fig. 3.2 depicts
the reconstruction phase of the sparse coding process. We note that our optimal dictionary
is composed of 29 basis, whereas our original tactile image is composed of 28 taxels, so our
optimal dictionary corresponds to the ﬁrst iteration of an overcomplete dictionary.
When we used this dictionary to create sparse vectors for all of our raw data, we obtained an
average sparsity of 86.31%. We used a 10-fold cross validation on our 540 sparse vectors to
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a) Non-ﬁltered b) Filtered
Figure 3.5 Optimal dictionary of basis - First system
verify the classiﬁcation efﬁciency of the simple linear SVMs. Considering that we do not have
an equal amount of successful and failed picks in our data, we used a weighted success rate
to evaluate the efﬁciency of our classiﬁer. We obtained a 78.89% weighted success rate with
the following parameters: 29 basis in the dictionary, a penalty on the dictionary optimization
process of β = 950 and a sparsity penalty on the reconstruction process of γ = 1000.
In comparison, Hyttinen et al. (2015) achieved a better success rate of 89% but, by using a
higher number of inputs. In fact, our system uses only two tactile sensors as an input while
their system relies on tactile information, hand conﬁguration (joint angles) and 3d shape data
derived from a vision system input. Therefore, we are conﬁdent that we could probably get
better results by adding additional inputs to our system.
To further understand the performances of our classiﬁers, Fig. 3.6 shows the confusion map of
our results. The success rate for classifying failed grasps is 83.70%. We would like to point out
that we consider the success rate for failed grasps to be one of the most important indicators
of the system’s performance. We included the correctly classiﬁed successes in our weighted
success rate because it was necessary for having the robot attempt the grasps. Otherwise, since
we wanted to prioritize not dropping the object, but we did not place the same importance on
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not aborting a potentially successful grasp, the robot would logically decide to attempt fewer
grasps, which would make for a frustratingly inefﬁcient robot.
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16.30% 83.70%
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Success Failure
Success
Failure
Figure 3.6 Confusion matrix - First system
3.2.2 Sparse coding analysis
The results presented in the previous section are promising for future work with tactile intelli-
gence. We will now explore the effects of using sparse coding within our classiﬁcation method
to better understand what needs to be done to augment the performances of our classication
system.
The sparse coding algorithm needs input data that fully represents our population. One may
ask how much data is needed for a statistically sound representation of our population. In our
problem, the population is very hard to represent considering we want a system that can grasp
any object that can ﬁt in our gripper. As mentioned in section 3.1.1, we collected data from 540
picks. By pure coincidence, our labels were separated perfectly into 75% successful and 25%
failed picks: we had 405 examples of successful picks and 135 examples of failed picks. Since
our priority is to capture failed grasps, we most likely could improve our results by adding
more data from failed picks.
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Figure 3.8 Failed picks basis usage
Now, we turn our attention to the sparse representation of our input vectors. We were interested
in understanding how our optimal dictionary was used to represent our input vectors. As shown
in eq. 3.3 we included a sparsity penalty which translates into using as few basis from the
dictionary as possible (given the other parameters) to represent each patch of our image. We
computed the average quantity of basis used to represent successes and fails. On average,
4.4259 basis are used to represent a successful pick patch and 2.5926 basis are used to represent
a failed pick patch. By observing the tactile images, we saw that most successful pick images
had larger active areas (compared to failed pick images), indicating that more of the sensor was
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in contact with the object during successful picks. We can infer from this that successful pick
images require more basis for their reconstruction than failed pick images.
This led us to wonder whether certain basis of the dictionary are used mainly to represent one
class of picks. In Fig. 3.7 and Fig. 3.8 we computed the weighted occurrences for every basis of
the dictionary by label. Each bar is a normalized occurrence of the basis by label. For example
in Fig. 3.7, basis 13 is at approximately 60% occurrence, meaning that this basis was involved
in the representations of 60% of successful picks. Unexpectedly, the same three basis are used
more then 25% of the time for both successful and failed picks. These basis are extracted in
Fig. 3.8. If we analyze the basis in this ﬁgure, we notice that they are mostly ﬁngertip edge
contact features, but we still do not know how these features help the classiﬁer.
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Figure 3.9 Basis usage differential
We decided to push this analysis further. We wished to know whether some of the basis are
used mainly for one label or the other. To ﬁnd out, we computed the differential of the two
graphs in Fig. 3.7 and Fig. 3.8, with the results shown in Fig. 3.9. If the bars are in the left
section of the graph, the basis are more present in failed picks, and vice versa. In this case, we
see a new set of basis that are most often used for failed picks. Only basis #21 is in both sets
(used most often for failed picks in both the original graph and the differential graph). This
basis is used to construct a pressure image of a pick on the very edge of the ﬁngertip, whereas
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the other basis of this analysis seems to represent very weak contact points. If one were to try
to hand-craft features, we speculate that #21 would probably be one of the basis to consider
using.
Here we investigate the role of coefﬁcients. In Fig. 3.9 we can see the differential of the
absolute coefﬁcient averages per basis. This time, if the bar is towards the left of the graph,
we can say that the basis has a larger coefﬁcient value when used to represent a failed grasp.
We notice that failed grasps are more likely to have a strong coefﬁcient. If we couple this
information with the fact that failed picks are usually represented using fewer basis, we could
hypothesize that a strong activation of a few speciﬁc basis would allow us to classify the pick
as a fail.
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analysis of sparse vectors
3.2.3 The classiﬁer’s performance analysis
In addition to our main goal, we also hoped to ﬁnd the common denominators behind successful
and failed grasps for all objects. The fact that a simple linear classiﬁer like an SVM can separate
successful and failed grasps for 54 objects (with 78.89% weighted success rate) is encouraging
because it indicates that other objects could possibly be classiﬁed similarly. However, the way
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the k-fold was performed (the data were shufﬂed randomly) means we cannot be sure that the
test data sets were from objects not used for the data in the training sets.
To address this concern, we performed the same experiment using new data collected for the
experiments of chapter 5. A description of this new dataset is available in chapter 5. Sufﬁce
to say here that this experiment was conducted with data from 50 new objects, never before
seen by the system. These 50 new objects are similar to those presented in Fig. 3.1, such
as the ones presented by Calli et al. (2015). The results of this new experiment rendered a
weighted success rate of 71.36%. Although we did not reach the same level of performance,
the results are encouraging. They are especially promising when we consider that we had to
replace the sensors after the ﬁrst experiment (because they broke), and the sensors are still in
the development phase so they are not as reliable as industrial ones.
In further work, we will consider whether to continue with SVMs or switch to other popular
classiﬁcation methods such as convolutional neural networks (CNNs). Either way, we will
gather more data. Considering that we wish to properly classify grasp outcomes for unknown
objects, we need to be able to represent as many pressure images as possible. Moreover, with
more data, we could add a testing set instead of using only K-Fold.
a) Low quality grasp - failure b) Low quality grasp - success
Figure 3.11 Low quality grasp examples
Lastly, as mentioned earlier, we noticed that the underactuation of the gripper can create some
confusion in the data (one example can be seen in Figs. 3.11a and 3.11b). In both cases, if we
only concentrate on the pressure images, they can seem very similar. Our algorithm only uses
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the static pressure images, so in future work we might include more information to potentially
get better classiﬁcation results. We will attempt to integrate some gripper information into
the algorithm, such as by using the integrated inertial measurement units (IMUs) to compute
the ﬁnger positions in 3-dimensional space. Therefore, we will study the different data fusion
techniques to hopefully correctly classify this confusing data.

CHAPTER 4
AUTOMATED LABELLING SYSTEM
A common problem with machine learning is lack of data. As we hypothesised in the previous
chapter, we believe that with more data, we would be able to observe better results. Data
collection can be time consuming. Also, it is critical that the criteria to label our data be robust.
In light of these remarks, we decided to develop an automated labelling system to add to our
APS.
4.1 Deﬁning the labels
In the spirit of developing tools for our laboratory, the automatic labelling system we put in
place was not only for the research presented in this thesis. Therefore, before starting the auto-
matic labelling system, we ﬁrst decided to deﬁne the different labels for the grasping attemps.
In chapter 3, we limited our labels to success and failures. But, as mentioned in chapter 2, the
APS and the data it generates is not only used for the work presented in this thesis. In order to
satisfy the different researchers of our laboratory, we had a meeting to discuss the needs of all.
We all agreed that the success label would not be changed. A successful grasp is still deﬁned as
such: a grasp where the robot is able to pick the object, submit it to a dynamic test and return
the object to the original bin.
We then turned our attention to the different failures possible. At the time, there were two main
research branches in the laboratory using tactile data. First, the analysis of static tactile data
(such as the work presented in this thesis) and second, the study of dynamic events using tactile
sensors. This lead us to deﬁne two distinct failure labels: static failures and dynamic failures.
We deﬁned a static failure as a grasp attempt where the object is never picked by the robot and
we deﬁned a dynamic failure as a grasp attempt where the object slips out of the gripper ﬁngers
during the robotic motion.
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Our deﬁnition of a static failure implies two distinct phenomena : either the object is never
bound to the gripper or the grasp is of such low quality that it is dropped at the ﬁrst sign of
movement by the robot. This second phenomenon was highly debated within the researches
because it could also be labeled as a dynamic failure. Considering that the dynamic failure
label was going to be used by researches to detect slipping events with the tactile sensors, we
all agreed that a grasp attempt bound to fail from the start (and not because of slipping) would
be categorized as a static failure.
4.2 Labelling algorithm
With our newly deﬁned labels in hand, we now focused our attention on developing the la-
belling algorithm. We decided to base our automatic labelling algorithm around the vision
system of the APS. This was the simplest and quickest way to implement the system. We can
actually visualize the labelling system in ﬁgure 2.5 of chapter 2. The algorithm was directly
inserted into the ﬂow of the main program.
Lets take a few steps back and remember the main lines of the APS functionality. First, the
robot computes a picking trajectory for the object placed in the bin and executes it. Then, the
robot moves away from the bin and executes a dynamic test. Finally, the robot returns the
object to the bin for the next grasping attempt. Keeping this sequence in mind we can link our
labels to the presence of the object in the bin at different times during the execution of the main
program.
At the beginning, we know there is an object in the bin because the execution of the program
needs vision input to compute the grasping trajectory. Afterwards, the robot attemps the grasp
and moves out of the bin. At this point, we check if the object is still present in the bin. If we
can see the object in the bin, we know the robot failed at grasping said object therefore, we can
already label this grasping attempt as a static failure. On the other hand, if we do not see the
object in the bin, we move along to the dynamic tests. As mentioned earlier, the dynamic tests
were put in place to conﬁrm the stability of the grasp. Once the tests are complete, the robot
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returns the object to the bin and returns home. At this point, we use the vision system to once
again check if the part is in the bin. By cause and effect, if the object is not seen in the bin, we
can conclude that it slipped out of the robot’s gripper, making this grasping attempt a dynamic
failure. Finally, if the object did make the journey back to the bin, we label the attempt as a
successful grasp.
4.3 Evaluating our automated labelling system
As we mentioned in chapter 3, we needed to gather more data to continue our research. This
was a perfect opportunity to deploy and test our automatic labelling system. This new dataset
was performed using our APS (described in chapter 2) on 100 different every day objects. Most
of the objects from our ﬁrst dataset were used for this new iteration of data collection. More
on this dataset will be explained in chapter 5. At this point, all we need to know is that out of
the 1000 data points, 778 were successful, 193 were static failure and 29 were dynamic failure
gasping attempts.
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Figure 4.1 Confusion matrix - Automatic
labelling with 3 labels
When we collected the data for our second dataset, both human input labels and automatic
labels were saved. When we compare the labels from the automatic labelling system to the
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labels entered by a human, we get a 98.6% success rate for the automatic system. We computed
the detailed results into a confusion matrix in ﬁgure 4.1. When we analyse the results, we ﬁrst
notice that the automatic labelling system is very effective at labelling successful grasps. The
confusion happens more often between static failures and dynamic failures. Overall, we are
pleased with the results we obtained with the automatic labelling system. One could argue that
this slight imperfection in the system adds just the right amount of confusion in the data to
make it realistic. But, our goal was to obtain a perfect automatic labelling system. We will
discuss ways of improving the system in the next section of this chapter.
In section 4.1 we explained the reasons behind the new label (dynamic failure) but, the goal
of this thesis is not to make a distinction between static and dynamic failures. Keeping that in
mind, we decided to evaluate our system in our context (only success and failure labels). To do
so, we combined both labels into one unique failure label. We computed the results into a data
matrix, ﬁgure 4.2. If we analyse this new confusion matrix, we notice that the labelling errors
are very small thus, making this system viable in a two label context.
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Figure 4.2 Confusion matrix - Automatic
labelling with 2 labels
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4.4 Possible improvements on the automatic labelling system
In order to suggest possible improvements to our system, we ﬁrst had to understand the source
of the errors. If we look at ﬁgure 4.1, we can see that the automatic labelling system had three
types of errors: dynamic failures categorized as static failures, static failures categorized as
successes and successes categorized as dynamic failures. Lets analyse each one of these errors
individually.
The highest source of errors are dynamic failures categorized as static failures. This error
is also the easiest to explain. Keeping in mind that the automatic labelling system is based
only on a vision system, we knew that some events would not be properly caught. This error
occured when the robot grasped the object but, it slipped and fell right back into the bin. Since
static failures were deﬁned by a before and after grasping attempt criteria, these slippages (or
dynamic failures) were categorized as static failures.
The lowest source of errors are successes categorized as dynamic failures. From an outside
point of view, these errors could be very hard to explain. Since we had a ﬁrst row seat during
the data collection, we quickly realized that these errors were associated to very speciﬁc types
of objects. Most of these errors happened with glass objects and clear wrappers. Depending on
the way these objects fell back into the bin, certain times the vision system would simply not
detect them. Therefore, these objects were properly grasped, underwent the dynamic tests suc-
cessfully but were not seen when returned to the bin. The other type of object that caused this
error simply bounced out of the bin when dropped. Again, the object underwent the grasping
and dynamic test successfully but could not be seen by the vision system in the end.
The ﬁnal source of errors was static failures categorized as dynamic failures. These errors are
easy to explain but are very subjective to the human in charge of inputting the manual label.
These events are grasping attemps that pulled the object out of the bin but were bound to fail
from the start. Let us explain, in some cases, the objects got caught on the gripper not because
of a proper grasp but more of a lucky mecanical event. This would cause the part to be pulled
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out of the bin but never properly grasped by the robot. In these cases, the object would always
fall out of the bin durnig dynamic testing.
Our system could easily be improved by using the data from the force-torque sensor. This
data would allow us to catch some of the two ﬁrst types of errors. In the case of dynamic
failures categorized as static failures, we could motnitor the variation in weight to detect the
slippage above the bin. Using the same approach, we could monitor the weight before dopping
the object back into the bin, reducing the successes categorized as dynamic failures due to the
vision system failing to see the object in the bin. But, when it comes to detecting the last type
of errors, the weight from the force-torque sensor would probably not be enough. These type
of subjective decisions are the motivation for our work. We could probably imagine highly
complex algorithms using mutiple input sensors to detect these events but, we believe it would
simply be easier if we could predetermine the outcome of a grasp before executing it.
CHAPTER 5
EVOLUTION OF OUR GRASP STABILITY PREDICTION SYSTEM USING
INTEGRATED IMUS
At the end of chapter 3 we ﬁrst concluded that we needed more data to continue our research.
This was addressed by collecting new data for 1000 grasping attempts. This time, we used a
newer version of our tactile sensors which had integrated IMUs. To collect this data, we used
our APS with 50 objects taken from our original lot of objects and introduced 50 new objects to
augment the variety of grasps. Our second conclusion was that some confusion was added by
the gripper’s underactuation possibility. To address this hypothesis, we will propose different
techniques to integrate the IMU data into our algorithm.
Prior to executing any new tests on the dataset, we ﬁrst veriﬁed its content. From the 1000
grasping attempts, 778 resulted in successful grasps and 222 were failed grasps. In this dataset
we do not have a perfect 75%-25% distribution between successes and failures but, since we
are still using our weighted success rate (equation 3.4) we will be able to compare our new
results with the ﬁrst iteration.
In the ﬁrst part of this chapter, we will validate our original approach by testing our ﬁrst systems
parameters on our new dataset. Then, we will explain the parameters of our new tests to ﬁnally
expose our ﬁnal results in this research.
5.1 Testing our old system with the new data
In this section we will validate the approach we use in our original system. Our ﬁrst test will be
to feed our new data to the original system which has been fully trained using the old dataset.
Afterwards, we will train new systems using our new data but, we will keep the metaparameters
of our original optimized system.
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5.1.1 Validation of our tactile classiﬁer
The easiest test we conducted was done during the data collection. We integrated our prediction
system directly in the APS. We collected the results at the same time as the new data. It was
interesting to follow the results of the predictions system in real time. Also, it allows us to
measure the impact on computation time of our prediction system.
Using the original prediction system on our new 1000 grasping attemps, we obtained a weighted
success rate of 69.16% and a success rate of 73.30%. At a ﬁrst glance, these results are dis-
appointing when compared to the 78.89% and 76.48% results we obtained with the original
system. The ﬁrst observation we made is that our weighted success rate is lower then the suc-
cess rate. This can be translated to: we are less effective at predicting failures. Again, this
observation left us wondering why the system had performed this way.
To better understand what is happening and to compare with our original results, we present
the results in a confusion matrix.
76.61% 23.39%
38.29% 61.71%
Classified
Success Failure
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Figure 5.1 Confusion matrix - Old system
with new data
When we compare ﬁgure 5.1 with ﬁgure 3.6 we can quickly see that our system has mostly
failed on predicting failed grasps. We thought there might be two possible explanations. First,
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changing the tactile sensors could have had a small effect on the results. But this can not
justify getting lower results because our system has to be able to acheive similar performances
regardless on the tactile sensor used. Second, we thought that this further justiﬁes our original
hypothesis that we did not have enough data to train our original system. If the original dataset
did not have enough failed grasp examples to train both the dictionary and the classiﬁer, it is
probable that giving new types of failed grasps to the system would lower its performances. On
the other hand, we got better performances at classifying successful grasps then our original
tests.
5.1.2 Training new classiﬁers with old metaparameters
In the previous section, we saw that our optimal system from our ﬁrst dataset was not very
good at classifying new failed grasps. Our hypothesis is that we did not have enough data to
properly train the system. Consider that our optimization was done in two distinct steps: ﬁrst,
we contructed a dictionary to get a sparse representation of our data, second, we trained a linear
SVM to classify the sparse data.
In this section, we will try to demonstrate that our hypothesis was valid. Also, we want to
understand whether the sparse coding or the SVM caused the poor results or again, if it was
the combination of the two.
5.1.2.1 New SVM with old dictionary
We ﬁrst decided to evaluate the SVM. To do so, we ﬁrst got a sparse representation of our data
using the original optimal dictionary (see ﬁgure 3.5) and then, we trained a new SVM using
the same techniques as described in chapter 3.
We computed the results and placed them in a confusion matrix (see ﬁgure 5.2). These results
correspond to a weighted success rate of 79.52% and a general success rate of 79.90%. If we
compare these results to our ﬁrst iteration, we notice similar performances (in this case, a bit
better overall performances). Also, it is important to note that this new SVM renders a higher
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score in the general success rate then the weighted success rate. This tells us that our new SVM
is more performant at classifying successful grasps over failed grasps.
80.21% 19.79%
21.17% 78.83%
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Figure 5.2 Confusion matrix - Old dictionary,
new SVM and new data
The results we obtain is a good indication that our original dictionary was rich, meaning that it
is performant at representing new data. On the other hand, we learned that the classiﬁer (linear
SVM) did not transport its performances with new data. At this point, we started to wonder if
we should continue working with the linear SVM as a classiﬁer.
5.1.2.2 New dictionary and SVM
As researchers, we wished to fully understand the effect of the different metaparameter we had
found in our ﬁrst optimization process. In this section, we trained a new dictionary of basis
using the optimal metaparameters found in chapter 3.
We rendered our new dictionary in both its raw and ﬁltered version, just as in ﬁgure 3.5, in
ﬁgure 5.3. If we compare these two dictionaries, we notice many similarities in the basis.
This was to be expected considering we were building a dictionary of basis to represent the
same type of data. The beauty of sparse coding is to break down our data into basic features
to represent our data. On the other hand, we do notice some new basis that we had not seen
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before. This further conﬁrms our hypothesis that more data would render better results (even
thougt these are only partial results).
a) Non-ﬁltered b) Filtered
Figure 5.3 Optimal dictionary of basis - Old metaparameters with the new data
Using the new dictionary of basis represented in ﬁgure 5.3, and using the same techniques
described in chapter 3, we trained a new classiﬁer. Once again, we computed our results in
a confusion matrix that can be viewed in ﬁgure 5.4. These results correspond to a weighted
success rate of 78.43% and a general success rate of 76.20%. These results are disappointing
since they do not improve on any of our previous systems.
What we can conclude at this point is that greater data does not give us a better system. It may
have helped us generate a better dictionary of basis but, it has not given us an overall better
classiﬁer. Perhaps, if we ran the entire optimisation process again to ﬁnd new metaparameters
we could obtain better results.
5.2 Running the optimization process with the new data
We decided to run the optimization process once again using our new data. The process is
exactly the same as we described in section 3.1.3. Once again, we plotted all the best results
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17.57% 82.43%
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Figure 5.4 Confusion matrix - New
dictionary, new SVM and new data
per number of basis in the dictionary. In ﬁgure 5.5, we can see that 29 is no longer our optimal
number of basis. We obtain a better result using a dictionary containing 41 basis. Nonetheless,
we also notice that the results remain pretty stagnant after 29 basis therefore, we consider that
all the systems could be used to classify the data. In order to remain true to ourselves, all the
subsequents test in this thesis will used the optimal dictionary with 41 basis.
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Figure 5.5 Top classiﬁcation results per number of basis in the
dictionary - second system
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In ﬁgure 5.6 we can see the high level features created by the sparse coding algorithm. If we
compare these basis with the ones found in ﬁgure 3.5, we notice that there are fewer recog-
nizable features. We can still see some typical features like the tip of the gripper ﬁnger (basis
#40) but most of the others seem to be randomly generated spots. The way we analyse this
new dictionary is that the basis have now evolved to an even higher form of feature, allow-
ing the classiﬁer to cut up the tactile pressure images into smaller portions, rendering better
classiﬁcation results.
a) Non-ﬁltered b) Filtered
Figure 5.6 Optimal dictionary of basis with the new data
Using this new dictionary of basis, we trained a new classiﬁer. This new classiﬁer gave us a
weighted succes rate of 81.77%. In order to better compare it with our previous systems, we
computed the results in a confusion matrix (see Figure 5.7)
5.3 Integration techniques of the new data in our system
In the following sections, we will pursue our second hypothesis to augment the success rate
of our classiﬁer. We will propose different approaches to fuse a new type of data input to our
system. We will attempt to develop a new classiﬁer that will use the gripper ﬁnger’s positions
along side to the tactile images or the grasping attemps.
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Figure 5.7 Confusion Matrix - Full
optimization with the new data
Before exposing the different fusion techniques, we will explain how we deﬁned the relative
position of the gripper ﬁngers using the integrated IMUs in our tactile sensors.
5.3.1 Deﬁning the IMU data
Earlier in this thesis, we made the hypothesis that we needed to add different data as an input
to our system to get better results. Other than the tactile pressure images, we also have the
integrated IMU data and the gripper position data we wish to use.
When it comes to the gripper position data, it is expressed as a percentage from the Robotiq two
ﬁnger gripper. We opted to use this value directly as an input to our systems. When it comes to
the IMU, retrieving the data was not as direct. Recall that we want to use the integrated IMUs
to represent the movement of the underactuation of the Robotiq two ﬁnger gripper.
Considering that the Robotiq two ﬁnger gripper is a parallel gripper, we know that the underac-
tuation creates a movement of the gripper pads on the X-Y plane of the robot’s tool center point.
We therefore decided to simplify the IMU raw data into two angles, one for each gripper pad,
on the X-Y plane. We deﬁned the reference position of the angles to be the not underactuated
position of the respective gripper pad. Finally, we chose to keep the angles positive, making
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?1 ?2
Figure 5.8 Deﬁning the angles obtained from the IMUs
each gripper pad’s angle deﬁned as a different rotation direction. Figure 5.8 demonstrates this
deﬁnition of the angle. In this ﬁgure, both α1 and α2 are positive.
To summarize, in this second dataset, we have collected three new entries to our data: the
gripper opening position (a percentage), and two gripper pad angles (positive angle relative to
the pad’s resting position). From this point on in this thesis, we will refer to this new data as
the IMU data.
5.3.2 Testing our systems on the same base
In the next sections, we will be proposing different techniques to build better robotic grasping
prediction classiﬁers. In order to compare the results of the different systems, we chose to
deﬁne the building procedure in training and testing.
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Having a larger dataset made it possible to divide the data into training and testing sets. We
randomly separated our 1000 grasping attemps into an 80-20 distribution. This separation was
done only once therefore, all the different systems we will present have been trained with the
same dataset. Similarly, all the system will be tested using the same test dataset.
Moreover, the results will also be presented in a normalized manner. Our satisfaction criteria
is still based on the weighted success rate (see equation 3.4) but, to better understand the
properties of our systems, we will present the results in confusion matrices. This way, we can
analyse the systems not only by an overall criteria but also, by its performance in classifying
failed grasping attemps.
5.3.3 Using tactile and IMU data to build classiﬁers
This section will expose the different classiﬁers we built using both tactile pressure images and
IMU data from robotic grasping attemps. Prior the combining the data, we ﬁrst trained and
tested two separate SVMs ; one using the tactile data and the other, using the IMU data. We
collected the resulting levels of conﬁdence of the two SVMs.
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Figure 5.9 Levels of conﬁdence of the tactile and IMU SVMs
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The level of conﬁdence of an SVM can been imagined as the distance of the datapoint from
the separating hyperplane of the classiﬁer. In our case, a positive value expresses a successful
grasping attempt. With a properly trained SVM, the higher the absolute value of the level of
conﬁdence, the higher probability that the classiﬁcation is correct. In order to compare and
also determine corrolations between our two classiﬁers, we plotted the levels of conﬁdence of
each previously mentioned classiﬁer into one ﬁgure. Figure 5.9 shows us the position of each
datapoint. The X axis corresponds to the tactile SVM level of conﬁdence where the Y axis
corresponds to the IMU SVM level of conﬁdence. The color and shape of the point indicates
the real label of the datapoint. Green stars are successful grasping attemps and red crosses the
failed ones.
5.3.3.1 Blending the data using a handmade classiﬁer
When we analye ﬁgure 5.9 the ﬁrst thing we notice is that the IMU SVM seems performant
on classifying the successful grasping attemps and the tactile SVM seems more performant on
classifying failed grasping attemps. Since there is no clear separation of the grasping attemps,
we ﬁrst decided to try and build a simple classiﬁer based on the analysis of ﬁgure 5.9.
Recall that our primary objective is to detect robotic grasping failures. Keeping this in mind,
we built the simple classiﬁer illustrated in ﬁgure 5.10. Our simple classiﬁer was built following
an elimination process. First, if both the tactile and IMU SVMs agree, the output is set to this
value. Then we prioritize the tactile SVM for its classiﬁcation of failed grasping attemps.
Finally, the remaining attemps are separated by choosing the strongest of the two levels of
conﬁdence.
Using the classiﬁer depicted in ﬁgure 5.10, we obtained a weighted success rate of 82.15%.
At ﬁrst glance, we beat our best results to date which were of a weighted success rate of
81.77% from the full optimization process with the new data. This result is a ﬁrst step to
conﬁrming our hypothesis that using IMU data would be beneﬁcial in the classiﬁcation of
robotic grasping attemps. On the other hand, when we computed the results in a confusion
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Figure 5.10 Simple
handmade classiﬁer - Flow
chart
matrix (see ﬁgure 5.11), we notice that our increse in performance is due to better results in
classifying successful grasps. Nonetheless, we decided to build another classiﬁer using learning
algorithms in hope of obtaining yet better results.
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Figure 5.11 Confusion Matrix - Simple
handmade classiﬁer
5.3.3.2 Constructing a multilayer SVM system
In this section, we propose to use a third SVM to do the ﬁnal classiﬁcation. Instead of using a
handmade classiﬁer, we used the levels of conﬁdence of the tactile and IMU classiﬁers to train
a ﬁnal SVM. In ﬁgure 5.12 we can see our architechture, which was inspired by the work of
Waske and Benediktsson (2007). First, we independently train two SVMs, one using only the
tactile training data and the other, only the IMU training data. We then collect the levels of
conﬁdence of both classiﬁers and use these values as an input for the training of a ﬁnal SVM.
Support Vector Machines were tested using Test Data
Train Support 
Vector Machine 
(Tactile only)
Store Levels of     
Confidence for 
Tactile Training Data
Reconstructed 
Tactile     
Training Data
IMU        
Training    
Data
Train Support 
Vector Machine 
(IMU only)
Store Levels of     
Confidence for IMU 
Training Data
Train Support 
Vector Machine  
(Fused Data)
Classification
Figure 5.12 Double layer SVM architecture
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After training all three SVMs using the training data, we ran all the test data in our system.
We must admit being disappointed with the results. We obtained a weighted success rate of
81.82% wich is lower than the result obtained with our handmade classiﬁer. Nonetheless, we
computed the results into a confusion matrix (see ﬁgure 5.13).
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17.78% 82.22%
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Figure 5.13 Confusion Matrix - Double
Layer SVM
These results are even more disappointing since we actually lost performance on classifying
failed grasping attemps. For further analysis, we decided to submit our ﬁnal SVM to a 10 fold
cross validation test. For this test, we merged the levels of conﬁdence training and test data
into a single structure. Using this data, we ran a 10 fold cross validation of the ﬁnal SVM.
Figure 5.14 illustrates the results we obtained from the 10 fold cross validation on our ﬁ-
nal SVM. These values correspond to a weighted success rate of 87.98%, with an impressive
94.59% prediction of failed grasping attemps. These results can lead us to believe that it is
possible to build a performant system using our architechture but, it will not transfer easily to
new grasping attempts.
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Figure 5.14 Confusion Matrix - Double layer
SVM - 10 Fold cross validation
5.4 Future work on data fusion
In this chapter, we have proposed a multi layer SVM system to classify robotic grasping at-
temps using both tactile pressure images and IMU data. Our results show that using both types
of data seems promising but, our architechture does not render the desired results. Let us re-
member that we are using very simple linear SVMs with traditional kernels. The linear SVM
might give good results when using sparce data as an input but, we do not believe it is the
proper classiﬁer when it comes to using multiple types of data as an input.
On the other hand, our analysis of sparse coding to extract high level features and the addition
of gripper position data did render good results. In future work, we believe that different SVMs
should be explored while keeping similar architectures as we proposed. In ﬁgure 5.9 we can
see that the data is not seperable linearly but, perhaps if we were using non linear SVMs or
again clustering classiﬁers in the different levels, we could obtain better classiﬁcation results.
Furthermore, we believe that other methods should be explored. While we were running the
ﬁnal optimization processes, we started exploring convolutionnal neural networks (CNNs).
With the release of open source libraries, such as tensorﬂow, building a CNN has become
much simpler. Contrary to SVMs, CNNs can be built into very speciﬁc architechtures wich
could possibly solve our multiple data type entries.
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Finally, we believe that future researchers should experiements with some of the variables that
we kept ﬁxed. As an example, we collected all our data with a ﬁxed top pick approach. This
was done to concentrate our efforts on studying our new approach but, this does not represent
all robotic grasping possibilities. We would recommend starting by integrating side pick data
to see if our techniques could transfer to this new type of data.
CONCLUSION AND RECOMMENDATIONS
The premise of our work was to propose new tools to evaluate the quality of a grasp in order
to predict the outcome of said grasp. Using tactile sensors, we hoped to give a good prediction
of the outcome of a grasping attempt at the moment of contact with the object. We have shown
that it is possible to build a rich dictionary of high level features to represent tactile pressure
images using sparse coding. In want of keeping the systems as simple as possible and also to
evaluate the performance of using self-taught, unsupervised high level feature extraction, we
limited ourselves to simple linear SVM classiﬁers. As we can see in the following table, the
results are very promising for future work.
Table 5.1 Summary of results - Weighted success rate
Optimal
system version
1
New data
Optimal V1
Optimal
system version
2
Handmade
classiﬁer
Multilayer
SVM
78.89% 69.16% 81.77% 82.15% 81.82%
On the other hand, we do notice that we seem to have reached the limits of our approach. We
believe that the limitation does not come from the type or manner in wich we represent the data
but more from the simplistic SVMs we chose to use. As we have said earlier, grasp assessment
is a complex and multi sensory problem and therefore, it is improbable to ﬁnd a representation
of the data that can be separated linearly when we start using mutiple types of data as an entry.
We recommend continuing to use unsupervised learning to extract high level features of tactile
pressure images and merging this data with information from other sensors but testing with
different types of classiﬁers.
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