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a b s t r a c t
Some multivariate semi-Weibull (denoted by MSW) distributions including the Marshall–
Olkin multivariate semi-Weibull (denoted by MO-MSW) one are introduced. They are
more general than the multivariate Weibull distributions proposed by Lee [L. Lee,
Multivariate distributions having Weibull properties, J. Multivariate Anal. 9 (1979)
267–277]. TheMarshall–Olkinmultivariate semi-Pareto (denoted byMO-MSP) distribution
is also defined. Two characterization theorems for the homogeneous MSW are proved.
The multivariate minima domain of partial attraction of MSW is studied, and the
interrelationships between MO-MSP and MSW are examined. The MSW distribution
possesses the minima-semi-stability and minima-infinite divisibility properties.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and motivation
Over the last few decades, there has been an increase in the study of bivariate and multivariate Weibull distributions.
(See [1], chapter 47, Section 4, and the references therein.)
The general univariate Weibull distribution has the survival function F¯(x) = e−((x−µ)/σ)α , x ≥ µ, where µ ∈ R, σ > 0,
α > 0 are parameters. The importance of the univariate andmultivariateWeibull distributions is evident since they are often
used as reliability models for life lengths. In the book of Barlow and Proschan [2], one can see many life testing probability
models and statistical theories of reliability.
Lee [3] studies five classes ofmultivariateWeibull distributions. A bivariate semi-Weibull distribution is given in Thomas
and Jose [4,5]. Marshall and Olkin [6] consider a bivariate extension of a family of distributions as follows:
Let (X, Y ) be a bivariate random vector with joint survival function F(x, y); then
G(x, y) = βF(x, y)
1− (1− β)F(x, y) , x, y > 0 (1.1)
is a proper survival function for all 0 < β ≤ 1.
This paper extends the Lee [3], Marshall and Olkin [6] results to the multivariate case, and constructs two more general
multivariate Weibull distributions. The first is named the Marshall–Olkin multivariate semi-Weibull distribution (denoted
as MO-MSW). The second is the multivariate semi-Weibull distribution (denoted by MSW). Both are studied in Section 2.
Two characterizations of the homogeneous MSW via weighted minima and marginal distributions are proved in Section 3.
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The univariate semi-Pareto and semi-Weibull distributions were first introduced by Pillai [7]. Some special bivariate
semi-Pareto distributions were researched by Balakrishna and Jayakumar [8] and Thomas and Jose [4]. Yeh [9,10] extends
their results to more general cases and studies many properties of the multivariate semi-Pareto distribution (denoted by
MSP). In this paper, a new MSP distribution is developed by the technique of Marshall and Olkin [11] and it is denoted as
MO-MSP; it is discerned that theMO-MSP distribution is in themultivariateminima domain of partial attraction of theMSW
distribution. The minima-semi-stability and minima-infinite divisibility of MSW are discussed in Section 5.
The following diagram describes the interrelationship among all the multivariate distributions in this paper.
Equivalently:
Themotivation of this study is that like the univariateWeibull distribution, the generalmultivariate semi-Weibull (either
MO-MSW or MSW) is a loss distribution candidate, in risk theory, in the multivariate heavy-tailed case. Also, it is one of the
three kinds of multivariate extreme value distributions.
The potential ofMSW in possible applications is that we can use it to construct amultivariate extremal process generated
by the MSW distribution or a k-variate autoregressive moving-average minification process with MSW as the marginal
distribution. These MSW minification processes might be used for modeling some multivariate extreme value data. This
topic will be part of the author’s research in the near future.
2. General multivariate semi-Weibull distributions
A k-variate (k ≥ 2) semi-Weibull distributionmore general than those in the book of Kotz, Balakrishnan and Johnson [1],
Chapter 47, Section 4, as well as Thomas and Jose [4] is given below:
Definition 2.1. The random vector X = (X1, X2, . . . , Xk) is said to have a k-variate semi-Weibull distribution with
parameters p ∈ (0, 1), α = (α1, α2, . . . , αk) ≥ 0, if its survival function is of the form F x(x) = e−ψ(x) for all x ≥ 0,
where ψ(x) satisfies the functional equation
ψ(x) = 1
p
ψ
(
p1/α1x1, p1/α2x2, . . . , p1/αkxk
)
(2.1)
andψ(x) is nonnegativemonotonically increasing in all xi in xwith limx→0+ ψ(x) = 0,ψ(x) = +∞, if max1≤i≤k {xi} = +∞
and ψ(x) <∞ if max1≤i≤k {xi} <∞; then this X is denoted by X ∼ MSW.
The general and particular solutions of the functional equation (2.1) are studied in detail in Yeh [9], Section 4, Lemmas
4.1 and 4.2, Corollary 4.2.1. These properties are extensions of the work of Aczél [12] (on p. 229, Eq. (1), and p. 231, Eq. (2)).
If all the αi in α are the same, say α, then α = α1 and this MSW distribution is referred to as a homogeneous MSW
distribution.
Marshall and Olkin [11] considered a bivariate extension of a family of distributions as follows:
Let (X , Y ) be a random vector with joint survival function F(x, y); then
G(x, y) = βF(x, y)
1− (1− β)F(x, y) , x, y ≥ 0, 0 < β ≤ 1 (2.2)
is a proper survival function. Their result can be analogously extended to the k-variate case as follows.
Definition 2.2. Let F(x) be the joint survival function of the k-variate randomvector X = (X1, X2, . . . , Xk); then the function
G(x) = βF(x)
1− (1− β)F(x) , x ≥ 0, 0 < β ≤ 1 (2.3)
is a proper k-variate survival function. The family of distributions of the form (2.3) are defined as the Marshall–Olkin
multivariate family of distributions.
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Yeh [10] studies the geometric minima-infinite divisibility property of a distribution (abbreviated as GMin-ID) which is
given below.
Definition 2.3. A k-variate random vector Y = (Y1, Y2, . . . , Yk) in Rk with survival function F(·) is GMin-ID if for every
p ∈ (0, 1) there exists a sequence of i.i.d. k-variate random vectors {Y ip, i = 1, 2, . . .} independent of the geometric random
variable N(p)with P(N(p) = i) = p(1− p)i−1, i ≥ 1, such that
Y d= N(p)min
i=1 Y
i
p. (2.4)
Let F p(x) be the survival function Y ip; then the relation of Y
d=minN(p)i=1 Y ip is equivalent to
F(x) = P(Y > x) = P
(
N(p)
min
i=1 Y
i
p ≥ x
)
=
∞∑
i=1
F
i
p(x) · p(1− p)i−1 =
pF p(x)
1− (1− p)F p(x)
. (2.5)
The function F p(x) can be solved as
F p(x) = F(x)
p+ (1− p)F(x) . (2.6)
Thus an equivalent definition of GMin-ID is as follows.
Definition 2.4. The survival function F(·) of a k-variate random vector Y in Rk is GMin-ID if for every p ∈ (0, 1), the function
F(x)
p+(1−p)F(x) is itself a survival function of some k-variate random vector, say Y p.
From Eq. (2.3) and by Definition 2.3, it is known that the function G(·) in Definition 2.2 is GMin-ID. The notions of
univariate Min-ID and GMin-ID are discussed in Seetha Lekshmi et al. [13]. Thomas and Jose [5] studied some properties
of the multivariate Min-ID and GMin-ID. In the meantime, Yeh [10] also studied many properties of the MSP, which is
F¯X (x) = 11+ ψ(x) , x ≥ 0, (2.7)
such that ψ(x) satisfies (2.1).
In this paper, the new survival function is
F¯X (x;β) = 1
1+ 1
β
ψ(x)
, x ≥ 0, 0 < β ≤ 1 (2.8)
which is referred to as the Marshall–Olkin k-variate semi-Pareto distribution and is denoted by MO-MSP.
Analogously, the MO-MSW distribution has the joint survival function given by
GX (x;β) = βe
−ψ(x)
1− (1− β)e−ψ(x) , x ≥ 0, 0 < β ≤ 1 (2.9)
and is denoted by MO-MSW, where ψ(x) in Eqs. (2.8) and (2.9) satisfies Eq. (2.1).
Random variables X1, . . . , Xk are said to have a joint distribution with Weibull minima after arbitrary scaling if
min1≤i≤k{aiXi} has a one-dimensional Weibull distribution for arbitrary constants ai > 0, i = 1, . . . , k. Some properties
of this class are demonstrated in Lee [3] and they are referred to by Lee as multivariate distributions having Weibull
properties. It is discerned that the class of MSWdistribution defined in Definition 2.1 is larger than the five hierarchy classes
of multivariate Weibull distributions proposed by Lee [3].
The following three examples extend the bivariate Weibull distributions of Lee [3], Examples 2.1–2.8.
Example 1. The Marshall and Olkin [11] multivariate Weibull distribution (denoted by MO-MW) is of the form
F¯X (x) = e
−
{
k∑
i=1
λix
αi
i +
k−1∑
1=i
k∑
<j=2
λijmax
(
x
αi
i ,x
αj
j
)
+···+λ12...k max
(
x
α1
1 ,...,x
αk
k
)}
(2.10)
with all λi, λij, . . . , λ12···k > 0 and α = (α1, α2, . . . , αk) > 0, and x ≥ 0. Take the function as
ψ(x) =
k∑
i=1
λix
αi
i +
k−1∑
1=i
k∑
<j=2
λijmax
(
xαii , x
αj
j
)
+ · · · + λ12···kmax
(
xα11 , . . . , x
αk
k
)
.
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For any p ∈ (0, 1),
pψ(x) =
k∑
i=1
λi
(
p1/αixi
)αi + k−1∑
1=i
k∑
<j=2
λijmax
((
p1/αixi
)αi
,
(
p1/αjxj
)αj)+ λ12···k max
1≤i≤k
((
p1/αixi
)αi)
= ψ (p1/α1x1, p1/α2x2, . . . , p1/αkxk) = ψ (p1/αx) .
It is clear that this chosen ψ(x) satisfies Eq. (2.1), and thus the MO-MW is in the class of MSW distributions.
Example 2. The multivariate extension of Example 2.3 of Lee [3] is
F¯X (x) = e
−
(
k∑
i=1
x4i
)1/2
. (2.11)
In this case, take ψ(x) =
(∑k
i=1 x
4
i
)1/2
. It is clear that for any p > 0,
pψ(x) =
(
k∑
i=1
(
p1/2xi
)4)1/2 = ψ (p1/2x) ,
and so this multivariate Weibull distribution is in the class of MSW distributions.
Example 3. The multivariate extension of Example 2.4 in Lee [3] is
F¯X (x) = e
−
(
k∑
i=1
x4i
)1/2
· e
−
{
k∑
i=1
λ2i x
2
i +
k−1∑
1=i
k∑
<j=2
λijmax
(
x2i ,x
2
j
)
+···+λ12···k max
1≤i≤k(x
2
i )
}
. (2.12)
Take ψ(x) =
(∑k
i=1 x
4
i
)1/2 + (∑ki=1 λ2i x2i +∑k−11=i ∑k<j=2 λijmax(x2i , x2j )+ · · · + λ12···kmax1≤i≤k(x2i )).
It is easy to check thatψ(x) satisfies pψ(x) = ψ(p1/2x); so this multivariateWeibull distribution is also in the class of MSW
distributions.
Example 4. Hougaard [14] presents a multivariate Weibull distribution with joint survival function
F(x) = e
−
(
k∑
i=1
θix
α
i
)l
, x ≥ 0 (2.13)
for some α > 0, l > 0 as parameters. Then an alternative version of this MW is given as
F(x) = e
−
(
k∑
i=1
(
xi
σi
)α)l
, (2.14)
by setting θi in Eq. (2.13) as θi =
(
1
σi
)α
, i = 1, 2, . . . , k.
Take ψ
(
x
) = (∑ki=1 ( xiσi )α)l; it is clear to see that ψ(·) satisfies pψ(x) = ψ(p1/αlx).
So this modified Hougaard [14] MW is also in the class of homogeneous MSW distributions.
From these examples, it is clear that the class of MSW studied in this paper is more general than those of the bivariate
Weibull distributions proposed by Lee [3] and Hougaard [14].
3. Two characterization theorems for the homogeneous MSW distributions
Two characterization theorems of the homogeneous MSW (p, α1, σ ) distribution are proved in this section. Both are
based on the minima order statistics. First we present a characterization of the modified Hougaard [14] MW in Example 4.
Actually, this theorem is an application of Theorem 1 of Ma [15] which is the characterization in terms of weighted ordered
coordinates and marginal distributions.
Theorem 3.1. Let X = (X1, . . . , Xk) be a k-variate random vector and let σ = (σ1, . . . , σk) > 0, α > 0, l > 0. Then the
following two statements are equivalent.
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(1) For all a = (a1, . . . , ak) > 0 such that ‖a‖ =
(∑k
i=1 a
α
i
)1/α = 1, the weighted minimum among the coordinates in X, say
m˜ = min1≤i≤k
{
Xi
aiσi
}
, has a univariate Weibull variable with shape parameter αl (α > 0, l > 0) and the survival function
is P(m˜ > t) = e−tαl for t > 0.
(2) The survival function of X is F(x) = e−
(∑k
i=1(
xi
σi
)α
)l
, i.e., X ∼ the Hougaard [14]MW in Eq. (2.14)
Proof. (1)⇒ (2) For arbitrary x ≥ 0, let t = ‖ 1
σ
x‖ ,
(∑k
i=1
(
xi
σi
)α)1/α
, writing ai = xi/σit , i = 1, . . . , k. With this choice of
ai, it satisfies ‖a‖ =
(∑k
i=1
(
xi
σi
)α
tα
)1/α
= 1, and the survival function of X is
F(x) = P(X1 > x1, . . . , Xk > xk) = P
(
X1
σ1
>
x1
σ1
, . . . ,
Xk
σk
>
xk
σk
)
= P
(
X1
a1σ1
> t, . . . ,
Xk
akσk
> t
)
= P
(
min
1≤i≤k
(
Xi
aiσi
> t
))
= e−tαl
= e
−
(
k∑
i=1
(
xi
σi
)α)l
.
Then X ∼ the Hougaard [14] MW(σ , α, l).
To prove (2)⇒ (1): Suppose X ∼ the Hougaard [14] MW; then the survival function of m˜ is
F m˜(t) = P
(
X1
a1σ1
> t, . . . ,
Xk
akσk
> t
)
= P (X1 > a1σ1 t, . . . , Xk > akσkt)
= e
−
(
k∑
i=1
(
aiσi t
σi
)α)l
= e
−tαl
(
k∑
i=1
aαi
)l
.
Since
(∑k
i=1 a
α
i
)1/α = 1, so F m˜(t) = e−tαl , and hence m˜ ∼ Univariate Weibull(αl).
Thus (2) implies (1) follows. 
An analogous result is the Yeh [16] Theorem 5.1 for the Arnold [17] MP(k)(IV) distribution.
The other characterization theorem of the homogeneousMSWdistributionwill be given in Theorem 3.2. Beforewe prove
this theorem, a lemma concerning the general solutions of Eq. (3.5) is given first, in the following.
This lemma is an extension of thework of Castillo and Ruiz-Cobo [18] (on p. 26, Eq. (2.15)), and Aczél [12] (on p. 215–216,
Theorems 1, 2).
Lemma 3.1 (The Generalized Cauchy Equation). Let ϕ(·) be a k-variate nonnegative function. The most general continuous
nonvanishing solution of the equation ϕ(x) = ∑ni=1 ϕ(aix) with all 0 < ai < 1, and∑ni=1 aαi = 1, α > 0, is the functional
ψ(x) such that ψ(x) = 1/pψ(p1/αx), where 0 < p < 1, and the particular solution of ϕ(x) is ϕ(x) =∑kj=1(xj/σj)α , for some
σ = (σ1, . . . , σk) > 0.
Proof. To check that the functional ψ(x) satisfies ψ(x) = ∑ni=1 ψ(aix) with all 0 < ai < 1, and∑ni=1 aαi = 1, note that
each term in the RHS of ψ(·) is
ψ(aix) = 1/pψ(p1/αaix) = 1/pψ((paαi )1/αx) = 1/p(paαi )ψ(x) = aαi ψ(x),
and then
∑n
i=1 ψ(aix) = (
∑n
i=1 a
α
i )ψ(x) = ψ(x); hence, ψ(x) is the most general solution of the equation ϕ(x) =∑n
i=1 ϕ(aix).
It is straightforward to check that the particular solution of ϕ(x) is
∑k
j=1 (xj/σj)α for σ > 0, and the derivation is
omitted. 
Theorem 3.2. Let X1, X2, . . . , Xn be n independent k-variable nondegenerate and nonnegative random vectors with scale
parameter σ = (σ1, σ2, . . . , σk) > 0. Suppose there exists a positive real α > 0 such that∑ni=1 aαi = 1 for some 0 < ai < 1,
i = 1, 2, . . . , n, and the sample minima of {X i}n1 are identically distributed as
min
1≤i≤n{X i}
d= a1X1 d= a2X2 = · · · d= anXn. (3.1)
Then X1 has the MSW (p, α1, σ ) distribution.
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Proof. Let FX i(·) be the joint survival function of X i, 1 ≤ i ≤ n. From Eq. (3.1), this implies that FX i(0) = 0 or 1, since FX i(·)
is nondegenerate, so we must have FX i(0) = 0; also for all x ≥ 0, we have
P
(
min
1≤i≤n X i > x
)
= P(a1X1 > x) = P
(
a2X2 > x
) = · · · = P (anXn > x) .
By the independence of the X i’s, then
F X1 (x)FX2 (x) · · · FXn (x) = F X1
(
1
a1
x
)
= F X2
(
1
a2
x
)
= · · · = F Xn
(
1
an
x
)
. (3.2)
Rewrite Eq. (3.2) as
F X1
(
1
a1
x
)
= F X1 (x)F X1
(
a2
a1
x
)
· · · F X1
(
an
a1
x
)
. (3.3)
From Eq. (3.3), it follows that
FX1(x) =
n∏
i=1
FX1(aix). (3.4)
Let ϕ(x) = − ln(F X1 (x)) and take logarithms on both sides of Eq. (3.4); we obtain the functional equation
ϕ(x) =
n∑
i=1
ϕ(aix) (3.5)
for some 0 < ai < 1 such that
∑n
i=1 a
α
i = 1 for some α > 0.
From Eq. (3.5) and by Lemma 3.1, we get that the general solution and the particular solution of ϕ(x) are ϕ(x) =
ψ(x) = 1/pψ(p1/αx) and ϕ(x) = ∑kj=1(xj/σj)α respectively. Since ϕ(x) = −`n(FX1(x)) = ψ(x), then FX1(x) = e−ψ(x)
or FX1(x) = e−
∑k
j=1(xj /σ j)α .
Therefore X1 ∼ MSW(p, α1, σ ) or X1 is the usualmultivariateWeibull distributionwith independentmarginal distribution,
as univariate Weibull(α, σi), 1 ≤ i ≤ k. 
The proof of Theorem 3.2 is different from what Arnold and Isaacson [19] proposed for the univariate Weibull case.
The converse statement of Theorem 3.2 is also true. That is the following theorem.
Theorem 3.3. Let X1, X2, . . . , Xn be n independent k-variate nondegenerate and nonnegative random vectors. If X1 is
distributed as MSW (p, α1, σ ) and if
a1X1
d= a2X2 d= · · · d= anXn, (3.6)
for some 0 < ai < 1, 1 ≤ i ≤ n, such that∑ni=1 aαi = 1, thenmin1≤i≤n{X i} is also MSW distributed as a1X1, with the survival
function
P
(
min
1≤i≤n X i ≥ x
)
= e−1/aα1ψ(x) = e−ψ(x/a1) = P(X1 ≥ x/a1),
i.e., min1≤i≤n{X i} d= a1X1.
The proof is straightforward and hence is omitted.
4. Minima domain of partial attraction of MSW distribution
The following theorem depicts the relationship between the MO-MSP and MSW.
Theorem 4.1. Let {X i = (X i1, X i2, . . . , X ik)}n1 be a k-variate sequence of nonnegative randomvectors independently and identically
distributed as MO-MSP with joint survival function
FX (x) = 1
1+ 1
β
ψ(x)
, x ≥ 0, 0 < β ≤ 1.
Then the normalized componentwise sample minima mn = ((n/β)1/α1 min1≤i≤n X i1, (n/β)1/α2 min1≤i≤n X i2, . . . , (n/β)1/αk
min1≤i≤n X ik) are asymptotically distributed as an MSW distribution.
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Proof. If X i are i.i.d. as MO-MSP, then the joint survival function ofmn is
Fmn(x) = P(mn ≥ x) = P

X11 ≥ (n/β)−1/α1x1, . . . , X1k ≥ (n/β)−1/αkxk
X21 ≥ (n/β)−1/α1x1, . . . , X2k ≥ (n/β)−1/αkxk
...
Xn1 ≥ (n/β)−1/α1x1, . . . , Xnk ≥ (n/β)−1/αkxk

= {P(X1 ≥ (n/β)−1/αx)}n = {(FX (n/β)−1/αx)}n
=
{
1
1+ 1
β
ψ((n/β)−1/αx)
}n
=
{
1
1+ 1
β
β
nψ(x)
}n
→ e−ψ(x). (4.1)
The last identity holds because 0 < β/n < 1, and
ψ
((
n
β
)−1/α
x
)
= ψ
((
β
n
)1/α
x
)
= β
n
ψ(x).
Thusmn has MSW (defined in Definition 2.1) as its limiting distribution. 
Corollary 4.1. If {X j = (X j1, X j2, . . . , X jk)}n1 is a sequence of k-variate i.i.d. Arnold MP (k)(III)(0, σ , α) random vectors, then for
any p > 0, the normalized componentwise sample minimamn = ((n/p)1/α1 min1≤j≤n X j1, (n/p)1/α2 min1≤j≤n X j2, . . . , (n/p)1/αk
min1≤j≤n X jk) have the asymptotic independence of the k marginal univariateWeibull(αi, p−1/αiσi) as the limiting distribution.
Proof. For all x ≥ 0, the survival function of each X j is
F¯X j(x) =
1
1+
k∑
i=1
(
xi
σi
)αi . (4.2)
Thenmn has the joint survival function
Fmn(x) =
{
FX
(
n
p
)−1/α
x
}n
=

1
1+
k∑
i=1
(
(n/p)−1/αi xi
σi
)αi

n
=

1
1+ ( pn ) k∑
i=1
(
xi
σi
)αi

n
→ e−p
k∑
i=1
(
xi
σi
)αi = e−
k∑
i=1
(
xi
p−1/αi σi
)αi
. (4.3)
It is discerned that the limiting distribution is the multivariate Weibull distribution with independent univariate Weibull
(αi, p−1/αiσi)marginals, and hence the result follows. 
Remark. (1) Note that the parameter p in the sample minimamn is just assumed as p > 0, while p < 1 is not required.
(2) We make some remarks about asymptotic independence by which we mean that
lim
n→∞ Fmn(x) = limn→∞{F X (n/p)
−1/αx}n = G(x) (4.4)
for the limit distribution G(·) such that each marginal Gi, 1 ≤ i ≤ k, is nondegenerate and Eq. (4.4) holds with the limit G(·)
as a product of its marginals, iff limn→∞{F i(n/p)−1/αixi}n = Gi(xi)where {F i(n/p)−1/αixi}n is the marginal survival function
ofmn (Resnick [20], p. 295, or Takahashi [21]).
Megyesi [22] studies the univariate domain of geometric partial attraction of minima-semi-stable laws. Marshall and
Olkin [23] studied the domains of attraction ofmultivariate extreme value distributions. From Theorem4.1 of this paper, it is
discerned thatMSW is a type ofmultivariate extreme distribution. Hence the Propositions 4.1–4.4 ofMarshall and Olkin [23]
can be analogously applied to the multivariate domain of partial attraction for minima, and there are two more equivalent
statements for Theorem 4.1 stated in the following.
Theorem 4.2. With the same notation as in Theorem 4.1, the following three statements are equivalent.
(1) The MO-MSP is in the domain of partial attraction for minima of the MSW distribution in the same way as limn→∞{
FX
(
n
β
)−1/α
x
}n
= e−ψ(x), where the scale parameter is
(
n
β
)−1/α = (( n
β
)−1/α1
, . . . ,
(
n
β
)−1/αk)
, and the location
parameter is 0 = (0, . . . , 0)k×1.
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(2) limn→∞ n
{
1− F X
(
n
β
)−1/α
x
}
= ψ(x), for all x ≥ 0.
(3) limt→0+
1−FX (tx)
F1(t)
= ψ(x), where F1(·) is the univariate marginal distribution of X1 in X.
Proof. (1)⇒ (2): Assume X ∼ MO - MSPwith joint survival function FX (x) = 11+ 1
β
ψ(x)
, whereψ(x) satisfies Eq. (2.1); then
n
{
1− FX
(
n
β
)−1/α
x
}
= n
1−
1
1+ 1
β
ψ
((
n
β
)−1/α
x
)

= n
{
1− 1
1+ 1
β
· βnψ(x)
}
= ψ(x)
1+ 1nψ(x)
→ ψ(x) as n→∞.
Hence (2) follows.
(2) ⇒ (3): For any real t → 0+, we have F1(t) → 0, where F1(·) is the marginal distribution of X1 in X . A
positive integer n exists such that F(t) ≤ 1n , and a sequence of real k-variate vector an taken as an = (a1n, . . . , akn) =((
n
β
)−1/α1
, . . . ,
(
n
β
)−1/αk)
. Then clearly each {ain} is decreasing to 0 as n→∞, 1 ≤ i ≤ k.
For each t → 0+, we can find some {a1n|n ≥ 1} such that a1n+1 ≤ t ≤ a1n, and the following three limits are the same at
the continuity points of the function FX and F1, i.e.,
lim
n→∞
1− FX (anx)
F1(a1n)
= lim
t→0+
1− FX (tx)
F1(t)
= lim
n→∞
1− FX (an+1x)
F1(a1n+1)
. (4.5)
Since F1 is a cumulative distribution function of x1 in x which is nondecreasing, and the inequality F1(a1n+1) ≤ 1n ≤ F1(a1n)
holds, and hence 1
F1(a1n+1)
≥ n ≥ 1
F1(a1n)
, then we multiply by (1− FX (anx)) on both sides, and we have
1− FX (anx)
F1(a1n+1)
≥ n(1− FX (anx)) ≥
1− FX (anx)
F1(a1n)
. (4.6)
Consider the limits on both sides of Eq. (4.6); then by the result of (2), we have
lim
t→0+
1− FX (tx)
F1(t)
= lim
n→∞
1− FX (anx)
F1(a1n)
= lim
n→∞ n
{
1− FX (anx)
} = ψ(x).
Thus (3) is proved.
(3) ⇒ (2): Conversely, suppose that (3) holds, and we can make the same choice of an =
((
n
β
)−1/α1
, . . . ,
(
n
β
)−1/αk)
and a1n =
(
n
β
)−1/α1
, and the inequality Eq. (4.6) still holds. Then by reversing the steps of the above argument, consider the
limits of limn→∞
1−FX (anx)
F1(a1n+1)
= ψ(x), and limn→∞ n(1− FX (anx)) = ψ(x); thus (2) is proved.
Before we prove (2) implies (1), there is a well known inequality (Barlow and Proschan [2], p. 241) applied in the proof.
It is stated as the following lemma.
Lemma 4.1. For any real 0 < y ≤ 1, the inequality (1− y) ≤ −`n(y) ≤ (1−y)y is always true.
This result follows by elementary calculus for finding the maximum and minimum of a differentiable function and hence the
proof is omitted.
Now, we are back to the proof of (2) implies (1) in Theorem 4.2.
(2)⇒ (1): For each x > 0, the survival function FX (( nβ )−1/αx) has the role of y in the previous lemma; then
1− FX
((
n
β
)−1/α
x
)
≤ −`n
(
FX
((
n
β
)−1/α
x
))
≤
1− FX
((
n
β
)−1/α
x
)
FX
((
n
β
)−1/α
x
) ,
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and if we multiply by n on both sides and let n → ∞, then FX
((
n
β
)−1/α
x
)
→ 1 and the three limits are the same, by
squeezing, as
lim
n→∞ n
{
1− FX
((
n
β
)−1/α
x
)}
= lim
n→∞
{
−n`n
(
FX
((
n
β
)−1/α
x
))}
≤ lim
n→∞ n
{
1− FX
((
n
β
)−1/α
x
)}
.
Hence by (2), limn→∞
{
−n`n(FX
(
n
β
)−1/α
x)
}
= ψ(x), or equivalently limn→∞
{(
FX
((
n
β
)−1/α
x
))}n
= e−ψ(x).
Therefore, (1) follows. 
The proof of Theorem 4.2 draws heavily on Gnedenko’s proof [24].
5. Minima-semi-stability and minima-infinite divisibility of MSW distributions
Resnick [20] studies many properties of multivariate extremes, and emphasizes study of maxima. Megyesi [22] studies
the properties of the maxima-semi-stable laws. As for the minima, some analogous definitions and properties are studied
in this section.
Definition 5.1. Let X = (X1, X2, . . . , Xk) be a k-variate random vector with joint survival function FX (·); then FX (·) is
minima-semi-stable if for some p ∈ (0, 1), there exist two k-variate vectors α(p) = (α1(p), . . . , αk(p)) and β(p) =
(β1(p), . . . , βk(p)) such that
(FX (x))p = FX (α1(p)x1 + β1(p), . . . , αk(p)xk + βk(p)). (5.1)
Property 5.1. Let X ∼ MSW (p, α, σ ); then the MSW distribution is minima-semi-stable.
Proof. For some p ∈ (0, 1), we choose α(p) = (p1/α1 , p1/α2 , . . . , p1/αk), and β(p) = (0, . . . , 0)k×1. The joint survival
function of X is FX (x) = e−ψ(x), where ψ(x) = 1pψ(p1/α1x1, . . . , p1/αkxk); then
(FX (x))p = e−pψ(x) = e−ψ(p1/α1 x1,...,p1/αk xk) = FX (p1/α1x1, . . . , p1/αkxk) (5.2)
and hence MSW is a minima-semi-stable distribution. 
The minima-infinite divisibility, denoted by Min-ID, is defined as follows.
Definition 5.2. The joint survival function FX (·) on Rk is Min-ID if for every positive integer n ≥ 1, there exists a joint
survival function F n(·) on Rk such that FX (x) = (F n(x))n, or equivalently (FX (·))1/n is a joint survival function.
The Min-ID survival function plays the role of the limiting distribution of a sequence of joint survival functions, and
Min-ID has the closure property with respect to weak convergence. That is stated as the following property.
Property 5.2. Suppose that for integer n ≥ 0, F n(·) are k-variate joint survival functions if limn→∞ F nn(x) = F(x), F(0) = 1,
limx→0+ F(x) = 1, F(x) = 0 if max1≤i≤k{xi} = ∞, and 0 ≤ F(x) ≤ 1 if max1≤i≤k{xi} <∞, i.e., F nn converges weakly pointwise
at all continuous points of F(·); then:
(1) F(·) is Min-ID, and consequently,
(2) F
t
(·) is a joint survival function for every t > 0 iff F(·) is Min-ID;
(3) if F n(·) are a sequence of Min-ID survival functions converging weakly to a survival function F(·), then F(·) is Min-ID.
Proof. The necessity of condition of (2):
Suppose F
n
n(x) → F(x) for all x which are continuity points of F(·); then we will show that for every t > 0, F [nt]n (x) →
F
t
(x). Consider the two cases:
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(i) If F(x) = 0, then F [nt]n (x) = (F nn(x)[nt]/n)→ 0 = F t(x).
(ii) If F(x) > 0, F n(x) → 1−; if not, i.e., there exists a constant 0 < c < 1 such that 0 < F n(x) ≤ c < 1, then
limn→∞ F
n
n(x) = 0, contradiction and
−`nF [nt]n (x) = [nt](−`nF n(x)) ∼ nt(−`nF n(x))
= t(−`nF nn(x))→−`nF t(x).
Thus F
[nt]
n (x)→ F t(x), whence F t(x) is a survival function for every t > 0. Take t = 1/n; then F 1/n is a survival function for
any n ≥ 1 and hence F is Min-ID.
The sufficiency of condition of (2):
Suppose F is Min-ID, so F = (F 1/n)n and so let F n(x) , F 1/n(x) be joint survival functions such that F nn(x) = F(x) and
hence F
n
n(x)→ F(x) holds; then for every t > 0, F [nt]n (x)→ F t(x), whence F t(x) is a joint survival function.
Proof of (3): F(x) = limn→∞ F n(x) = limn→∞(F 1/nn (x))n, since F n(·) are all Min-ID; so for every n ≥ 1, F 1/nn (x) are all
survival functions. Set Gn(x) = F 1/nn (x); then F(x) = limn→∞ Gnn(x), by (1), and thus F(·) is Min-ID. 
Property 5.3. The MSW distribution is Min-ID.
Proof. From Theorem 4.1 Eq. (4.1), suppose F n(x) = 11+ 1nψ(x) , and refer to Eq. (2.8). It is the survival function of theMO-MSP
distributionwith parameter β = 1/n. Then clearly limn→∞ F nn(x) = e−ψ(x), and then by Property 5.2(1) theMin-ID property
of MSW follows. 
Property 5.4. The MO-MSW distribution in Eq. (2.9) is GMin-ID.
Proof. Refer to the Marshall–Olkin multivariate family of distributions in Eq. (2.3) and by Definition 2.3, Eq. (2.5), it is
discerned that the Marshall–Olkin family, including the MO-MSW distribution as Eq. (2.9), are indeed GMin-ID, and the
result follows. 
Remark. The joint survival function of MO-MSW is given as follows:
GX (x;β) = βe
−ψ(x)
1− (1− β)e−ψ(x) , x ≥ 0, 0 < β ≤ 1.
Application:
Let Xn be distributed as MO-MSW with survival function as Eq. (2.9): F n(x) = 1/ne
−1/nψ(x)
1−(1−1/n)e−1/nψ(x) , where the parameter
β = 1/n. It is easy to show that
lim
n→∞ F n(x) =
1
1+ ψ(x) , i.e., Xn
d→MSP. (5.3)
By Property 5.2(2), MSP is also Min-ID.
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