1. Introduction. The following differential equation will be considered in the region O<1#<^1, (1.1) ~~=F (x, t, u)~u +G(x, t, u) , dx λ dt Physical phenomena leading to equations of this type include heat conduction problems in which the thermal diffusivity depends on both position and temperature, certain diffusion problems, and the flow of compressible single-phase fluids through porous media.
The simplest example of (1.1) which describes the flow of a fluid of constant compressibility in a linear reservoir as well as the conduction of heat in a bar insulated except possibly at its ends. If either of these problems is considered in an annular region in which radial symmetry exists, then the equation dt applies, where x is to be interpreted as the logarithm of the radius. A somewhat more complex example is furnished by the linear flow of an ideal gas. In this case,
where u=p 2 , p being the pressure. The effect of treating real gases rather than ideal is that the coefficient of u t becomes more involved.
Diffusion problems involving chemical reactions often may be analyzed by studying equations of the type tion (1.1), it is of considerable practical interest to obtain methods for its solution. The form of the functions F and G or the boundary conditions arising in most engineering work usually prevents the solution of (1.1) in terms of the known functions of mathematical physics.
Numerous previous papers have been published dealing with various numerical integration schemes using finite difference techniques for (1.1) or some simpler parabolic equation. Until quite recently apparently no proofs were offered to show that the solution of the difference equation converged to that of the differential equation; however, F. John [4] has presented an extensive study of initial value problems for certain quasi-linear equations in the half-plane -oo<a?<oo, £>0, and several papers [3, 5, 6, 8] have been devoted to the study of the heat flow equation.
In each of these articles the difference equation used was of explicit type; that is, the function u(x, t + Δt) can be expressed in the form
It is well known that such methods require the use of quite small time steps for both numerical stability and adequate convergence. Certain implicit schemes requiring the solution of simultaneous linear equations have been proposed [2, 7, 9] that allow the computer to use larger increments in the time direction; these methods have been shown to be numerically stable, though no attempt has been made to demonstrate convergence of the methods.
It is the purpose of this report to prove convergence for one such method. The method of proof is based on the procedure of Rothe [10] in his paper on the existence of solutions of (1.1) when F{x, t, u)= F{x, t). The existence of a sufficiently smooth solution of (1.1) satisfying the initial and boundary conditions will be assumed; sufficient conditions for this solution to exist can be obtained by extensions of Rothe's method. 2* Difference equation. Let the initial and boundary conditions associated with (1.1) be fu(x 9 0)=/(a?), 0^-<l
Assume that a solution of ( 1.1) Proof. The demonstration is by induction. Equation (4.8) holds for m=0, as ε o =O. Also,
Thus, efficients F(x, t, u) and G(x, t, u) have bounded first derivatives with respect to u in the region, then the solution w in of (2.2) converges to u(x ίf t n ) in such a manner that, if Δx=A{Δtγ and ?-=min(l, 2a) 
, the truncation error at a point (x if t n ) in the region is less than
Ct n e ϋt "(Δtγ.
The constant C^>0 depends only on A, the lower bound m of F (x, t, u) in R, and the upper bounds on F, F u , G UJ u t9 u tt , and u xzzv in R, Note particularly the relation (4.5) . In the explicit difference methods, the ratio of Δt to (dxf is usually bounded from above; in this case with α=l/2, the ratio is bounded from below. Consequently, the number of time steps necessary to complete the numerical solution may be reduced materially.
5 Optimum choice of a. The following question may be asked : if the ratio (5.1) J* is considered fixed for all a, what choice of a leads to least total work to obtain the numerical solution out to a given time T with the truncation error held less than a preassigned ε>0 throughout the region Q<Lx<Ll, 0<Lt<LT? As the total work is the product of the number of time steps required and the number of calculations to complete one time step, it is necessary to determine the work for each step. First, a set of Jocobi equations Ax=y, where α υ =0 if \i-j\^>l and a i5 =l for |i-j\ = 1, requires 6Narithmetic operations (N being the number of equations) to complete the solution for x [l, p. 82 ]. It will be assumed that the evaluation of F (x, t, u) and G(x, t, u) require the same number of operations regardless of the values of x, t, and u; this certainly is the case if they are represented by polynomials. Then, the evaluation of the coefficients in the equations is some fixed multiple m of the number of equations. Thus, the work per time step is (ra-K 6)IΔx. The number of time steps is T/Δt. Hence, the total work is
The truncation error is, by (4.11) , bounded throughout the region by (5.3) CTe oτ (Δtγ, r=min(l, 2a) . Now, for fixed λ, C may be found independent of a, as C=max Hence, (5.6) As δ < 1 to be of any practical interest, W is minimized by minimizing the exponent (l + α:)/rof δ. For 0<α<:i/2, (14-α:)/r ==(l-fα)/2α; thus α=l/2 gives the smallest value in this range. For αQ>l/2, (1-f a) 
