Abstract. We develop two closely-related fast and simple numerical algorithms to address the inverse problem of identifying a collection of disjoint linear cracks in a twodimensional homogeneous electrical conductor from exterior boundary voltage/current measurements. We allow the possibility that the cracks are partially conductive. Our approach also allows us to determine the actual number of cracks present, as well as make use of one or multiple input fluxes. We illustrate our algorithms with a variety of computational examples.
The first computational algorithm was proposed in [19] , in which the authors address the problem of locating a single line-segment crack from boundary data, as well as which types of input current fluxes yield the most stable estimates. In [18] the algorithm is demonstrated to be effective on experimentally collected data. The algorithm was extended to the multiple crack case in [13] .
In [6] the "reciprocity gap" technique is used to develop a very simple algorithm for locating a single linear crack inside a conductor. The reciprocity gap approach has also found application in other inverse problems; see, for example [7] , [9] , and [10] . In [12] the authors adapt the reciprocity gap approach to construct an algorithm that can recover a collection of perfectly insulating linear cracks. The algorithm is easily adapted to the setting in which multiple input flux/boundary potential pairs are available. The authors also show how one may quantitatively deduce the number of cracks present from the boundary data.
In this paper we extend the algorithm of [12] to the case in which the cracks may be partially conductive. We also develop a variation on the algorithm that reduces the crack recovery problem to that of locating the simple poles and residues of a meromorphic function from boundary data. The connection between such meromorphic approximation problems and the impedance imaging problem for certain types of defects has been noted before, e.g., in [8] or [16] . In the latter paper the authors relate the problem of recovering a collection of small circular inclusions to the problem of identifying the poles and residues of a meromorphic function, and they propose a very simple algorithm to accomplish the latter task. We make use of that algorithm here. Our approach also relies on an asymptotic expansion of the potential with respect to the length of the cracks, in much the same spirit as the work in [4] and recent text [5] .
The organization of the paper is as follows: in Section 2 we state the forward and corresponding inverse problem of interest, then review the reciprocity gap formulation. We also state our main theorem (Theorem 1) that, in conjunction with the reciprocity gap approach, allows us in Section 3 to develop our two algorithms for recovering a collection of cracks. We provide several computational examples, as well as concluding remarks. Section 4 is devoted to the proof of Theorem 1.
Mathematical Formulation of the Inverse Problem

The Forward Problem
Let Ω be a bounded region in R 2 with C 2 boundary. We use Σ to denote a finite collection of closed, pair-wise disjoint line-segment "cracks" in Ω that do not intersect ∂Ω, the boundary of Ω. Indeed, let us write Σ = ∪ n j=1 σ j , where σ j , the jth crack, is a line segment with center p * j = (x * j , y * j ) ∈ Ω. We use L j to denote the length of σ j , θ j ∈ (−π/2, π/2] to denote the angle of σ j with respect to horizontal, and n j =< − sin(θ j ), cos(θ j ) > to denote a normal vector on the jth crack. Since our results depend on an asymptotic expansion in the limit that the crack lengths approach zero, let us use Σ to denote that collection of cracks in which σ j has been contracted about p * j to length L j . When explicitly necessary, we will write σ j to denote the individual scaled cracks, and let |σ j | = L j denote the length of σ j . The parameter thus serves as a common scaling factor for the collection Σ. Note that changing doesn't change the crack centers p * j nor the crack orientations (hence normal vectors). Let g denote an applied electrical flux on ∂Ω and u ∈ H 1 (Ω \ Σ ) the resulting electrical potential in Ω; for now we will explicitly indicate the dependence of the potential on with a superscript. We assume that u is harmonic away from the cracks, and that ∂u ∂n = g on ∂Ω, where n is an outward-pointing unit normal vector field on ∂Ω. The boundary condition for u on each crack is as follows: Let us denote the side into which n j points as the "+" side of σ j and the other side as the "−" side. Since the cracks are assumed to present some resistance to the flow of current, the potential u will not typically be continuous over any given crack. We use u − and u + to denote the limiting values for u as we approach σ j from the corresponding side, and set [u ] = u + − u − on each crack. Note that [u ] is well-defined in H 1/2 (σ j ) for each j, via an appropriate trace-operator. We assume that on each crack σ j the function u satisfies
for some constant k j ≥ 0, where the above equation must hold from both sides of σ j . For k j > 0 this models the crack as a kind of "contact resistance" that allows the partial conduction of current in proportion to the potential difference across the crack. If k j = 0 the crack blocks all current.
In summary, the potential u satisfies
The last condition enforces uniqueness of the solution, where ds indicates arc length on ∂Ω.
It can be shown that there exists a unique solution u ∈ H 1 (Ω\Σ ) to an appropriate weak formulation of equations (1)- (4); see, for example the appendix of [11] . The solution u is of course smooth in Ω \ Σ and behaves as √ r near the crack tips, were r denotes distance to the crack tip. The gradient ∇u behaves as 1/ √ r.
Throughout the following analysis we use C to denote a constant that is independent of (but may depend on other crack parameters p * j , θ j , k j , as well as the domain Ω and applied flux g).
The Inverse Problem
The inverse problem is to recover the cracks and/or the transmission constants k j given one or more input fluxes and the corresponding induced potentials on ∂Ω. It was shown in both [2] and [17] that two input flux/boundary-potential pairs of a certain form suffice to uniquely identify any collection of n perfectly insulating or conductive cracks (they need not be linear). The results can be extended to the present partial-conduction case.
In [6] the authors introduced the "reciprocity gap" principle, in which one attempts to locate a single insulating line-segment crack using (essentially) Green's second identity with the potential u and cleverly chosen test functions. A central portion of this computation is the recovery of the jump integral
and related quantities over the crack. The technique is adapted in [12] to identify a finite collection of perfectly insulating cracks from one or more input fluxes. The approach also made use of an asymptotic approximation relating the crack centers and lengths to the jump integral over each crack. The harmonic test functions used are of the form φ(x, y) = e η(x+iy) for a complex parameter η, similar to those that have been used to prove uniqueness in the more general impedance imaging problem, e.g., [14] .
We adapt this technique to the present more general setting, and illustrate an alternate procedure for recovering the cracks that makes use of certain singular test functions related to the Green's function for the Laplacian.
Reciprocity Gap Formulation
Let v denote a harmonic function on Ω with suitably smooth boundary data. A simple application of the Divergence Theorem shows that
The functional RG(v) is the "reciprocity gap" functional; note RG(v) can be computed from exterior boundary data. If no cracks are present we obtain RG(v) = 0 for all harmonic v. The details of the computation leading to equation (5) can be found in the appendix of [11] , for the more general case in which In what follows we use u 0 to denote the harmonic function on Ω with Neumann data g (so u 0 is the potential with no cracks present, normalized to zero integral around ∂Ω). Central to the reconstruction technique is the following Theorem. (5) and (6) , that
Below we compare the left and right sides of the above equation (after dropping the O( 4 ) terms). For this example and those that follow we solve the boundary value problem (1)-(4) numerically by converting it into a system of integral equations supported on ∂Ω and Σ, which is then solved using Nyström's method (with a careful handling of the singularities near the crack tips). The solutions are accurate to about 4 significant figures, based on comparison to closed form solutions. where η ∈ C, η = 0. Note that v η (complex-valued) is harmonic in the xy plane. If we insert v η into equation (6) , note that |σ j | = L j , and drop the O( 4 ) terms we find that
with p * j = x * j + iy * j the center of crack j and
where recall θ j denotes the angle of the jth crack. Above we also used the fact that the normal n j on the jth crack is
. Given an input flux g and Dirichlet data u we have the ability to evaluate φ(η) for any non-zero choice of η. Moreover, one can easily see that the mth derivative φ (m) (η) with respect to η may be computed "explicitly" from the boundary data as
can be computed explicitly). However, it should be noted that although no explicit differencing of the boundary data is involved, for large m the function (η) may thus become ill-conditioned in the presence of noise if m is large.
With the ability to compute φ and its derivatives, we may attempt to recover the cracks as in [12] . Assume, just for the moment, that we know n, the number of cracks present. The function φ(η) defined in equation (7) is a linear combination of n exponentials and so satisfies an nth order constant coefficient ODE
in which the p * j are the roots of the characteristic polynomial r
+· · · c 1 r+c 0 = 0. We can thus recover the crack centers if we can determine the c j . The c j can be found by evaluating equation (9) for each of η = η m , 1 ≤ m ≤ n, (the η m should of course be distinct) and then solving the resulting system of n linear equations in the n unknowns c j , assuming the resulting system is of full rank. We could also use η m for a larger set 1 ≤ m ≤ M with M > n; the over-determined system would be (in principle) consistent, but could be solved in a least-squares sense in any case.
With the c j determined, the p * j are obtained as the roots of the characteristic polynomial for the ODE (9) . We can obtain the coefficients A j in equation (7) by evaluating φ(η m ) for 1 ≤ m ≤ n and solving the resulting linear system of n equations in n unknowns A j . We can then use equation (8) to find
with −π/2 < θ j ≤ π/2 for each crack, and obtain the crack length by solving
for |σ j |. Equation (11) is quadratic in |σ j | and has a unique positive root. If the number of cracks is unknown but we have an upper bound N (so n ≤ N ) then we may posit the presence of N cracks and take φ(η) as a sum of the form (7), but with N terms rather than n (note, however, that only n of the terms will be non-zero). We then evaluate equation (9) for each of η = η m , 1 ≤ m ≤ N , which yields a system of N equations in N unknowns. However, if only n cracks are truly present, it's easy to see that the rank of the governing N by N matrix is exactly n. By computing the rank of this matrix we can deduce the actual number of cracks and proceed as before (while now solving the over-determined system obtained by inserting η = η m , 1 ≤ m ≤ N , into φ). Note, however, that this requires that each crack is "illuminated" by the input flux g, that is, that
Otherwise the crack is effectively invisible to our input flux, and A j ≈ 0. [17] , one may also use singular input fluxes of the form
Remark 2 Of course it may be the case that
Of course one can also use more than two fluxes. The effective use of data from multiple input fluxes is illustrated in Section 3.1.3.
Example 2
For this example we take, as in Example 1 above, Ω as the unit disk, a single input flux g(θ) = sin(θ), and all k j = 10. We use three cracks with parameters as given in Table 2 . The boundary value problem (1)- (4) is solved numerically as previously described, with the solution u computed at 50 equally spaced points on ∂Ω. All boundary integrals on ∂Ω are done with the trapezoidal rule (which is super-polynomially convergent on these types of integrands). Let us use N = 5 as an upper bound on the number of cracks. We evaluate φ(η) and its derivatives at η = e 2πij/5
for j = 0 to j = 4 and construct the matrix M obtained from equation (9) . In this (noise free) example, the first three singular values are within a factor of about 10 of each other, while the fourth singular value is 200 times smaller than the third.
We estimate the number of cracks by thresholding the singular values at a reasonable value, say five percent of the largest in magnitude (which we use for the remainder of this paper). In this case we correctly estimate that there are three cracks present.
We may now solve (in a least-squares sense) the system of five linear equations in three unknowns c 0 , c 1 Table 2 .
With the p * j in hand, we may substitute η = e 2πij/5
for j = 0 to j = 4 into equation (7) and solve the resulting linear system (in a least-squares sense) for A 1 , A 2 , A 3 . Doing so yields
By taking the arguments we estimate θ 1 ≈ −0.011, θ 2 ≈ −0.448, θ 3 ≈ 0.695. Finally, we may solve equation (11) The algorithm is particularly simple in the case of a single crack σ, for we can recover the center p * as p * = φ (η)/φ(η) for any η = 0 (within reason). We then take A = φ(η)e −p * η , obtain the crack angle as θ = arg(A) and the length by solving equation (11) . The entire computation requires the evaluation of just two integrals over ∂Ω (and possibly the computation of ∂u 0 ∂n (p * )).
Multiple Input Fluxes
The data obtained from multiple input fluxes is easily accommodated. Equation (7) makes it clear that the dependence of φ(η) on the input flux is through u 0 only, via the constants A j . In particular, the terms e p * j η depend only on the crack centers. Let input fluxes g r , 1 ≤ r ≤ R be applied, and let φ r (η) denote the corresponding φ of equation (7). Each φ r is a linear combination of precisely the same exponentials, e p * j η
, and hence satisfies exactly the same ODE (9). We can thus proceed much as above to estimate the number of cracks and recover the c j . Specifically, let N ≥ n be an upper bound on the number of cracks and let M r denote the N by N matrix governing the system obtained by evaluating (9) at N distinct points η = η m , 1 ≤ m ≤ N . The "stacked" system we obtain by amalgamating the M r as
(with a similar stacking operation performed on the right hand side of the linear systems) has the c j as the solution. Moreover, the rank of M is still n, the actual number of cracks present. We may thus estimate n as above, solve for the c j , and recover the crack centers p * j .
The quantity A j varies with the input flux, but we may estimate it for any particular input flux g r and then employ (10) and (11) . We may also use different fluxes to estimate the angle and length of each crack. However, the stability of the resulting estimates for any given crack may vary widely depending on which input flux is used. We will address this issue below, for a different class of test functions, and also provide an example of a reconstruction using multiple input fluxes.
Reconstruction from Singular Test Functions
Let η = α + iβ ∈ ∂Ω and define the complex-valued harmonic function
(with z = x + iy) for z = η, with the branch cut for the log taken on a curve tangent to the outward unit normal to ∂Ω at η and otherwise not intersecting Ω (so that v η will be harmonic in Ω). In (r, θ) polar coordinates centered at η, the real part of v η is given by
ln(r) (the usual Green's function for the Laplacian) while the imaginary part of v η is given by the argument θ, branch cut as above. The use of such a singular test function in the reciprocity gap approach has been considered before, for the case of a single crack, in [3] .
The function v η is not regular enough to put in RG(v η ) directly, but a rather standard potential theory argument (exclude a small -ball around η, apply Green's second identity, limit to zero) shows that
where the integral over ∂Ω must be interpreted in the sense of principal value due to a 1/(z − η) singularity in ∂vη ∂n . Let ψ(η) denote the left side of equation (13) . In light of Theorem 1 and a bit of straightforward algebra we can approximate the right side of (13) (after dropping O( 4 ) terms; note v η is smooth inside Ω) to obtain
where
Recall, we have the ability to compute ψ(η) for any η ∈ ∂Ω. This reduces the crack identification problem to one of recovering the (simple) poles and residues of a meromorphic function in a domain from boundary information. A very simple and efficient algorithm for solving this problem (along with some stability analysis) is given in [16] . To briefly review, the authors show that for a function ψ as defined by equation (14) , if one defines 
They thus propose an algorithm for recovering the c m , as follows (suppose for the moment we know n): First, solve the linear equation
for the coefficients R j . The p * j are then the solutions to equation (16) . The residues B j can be found from 
We can then obtain the crack angle from equation (15), as θ j = arg(B j ) + π/2. The crack length can be obtained by taking the magnitude of both sides of equation (15) and solving for |σ j |. If the number of cracks/poles is not known, we form the matrix on the left in equation (17) using an upper bound N on the number of cracks in place of n. The authors in [16] outline a procedure for estimating the true number of cracks/poles. This procedure involves the determinants of the upper left m by m submatrices of the matrix in equation (17) and certain tolerances concerning the minimum distance between the poles and the size of the residues. For simplicity, we will simply use the thresholded singular values of the matrix, as we did above, to estimate the rank of the matrix (which is the number of cracks present).
Numerical Example
We use the same domain Ω and same three cracks as in Example 2 (refer to Table 2 ). We'll use input flux g(θ) = sin(θ) again and transmission constants k j = 10. The boundary value problem (1)- (4) is solved numerically as previously described, with the solution u computed at 50 equally spaced points on ∂Ω.
We take upper bound N = 5 on the number of cracks and form the corresponding matrix on the left in equation (17) . The singular values turn out to be 6.6152 × 10 . Thresholding at 5 percent of the largest singular value yields the (correct) estimate of three cracks; the drop from the third to fourth singular value is almost two orders of magnitude. A plot of the singular values is similar to Figure 1 .
The solution to equation (17) 
Multiple Input Flux Example
The singular test function approach is also easily adapted to handle multiple input fluxes. Each input flux/Dirichlet data pair from the forward problem gives rise to a meromorphic function of the form (14) . Let N be an upper bound on the number of cracks present. If we have R input fluxes let these meromorphic functions be denoted ψ 1 , . . . , ψ R . Note that all ψ j have exactly the same poles, merely differing residues at each pole. Let M j denote the matrix on the left side of (17) corresponding to ψ j , b j the right side of (17), and as before let M be the matrix constructed as in equation (12), and
. . , R N ]
T satisfies MR = b and as before, that the rank of M is the true number of cracks n. We can then restrict to the case N = n and solve MR = b (in a least-squares sense). We then recover the crack centers from equation (16) as before.
Each input flux gives rise to a different set of residues, however, differing only in the ∂u 0 ∂n factor in front. A flux that yields a larger value for the residue B j corresponding to the jth crack should yield more stable estimates for the angle and length of that crack (an issue examined more closely in [12] ). This is not surprising, since the ideal situation is that in which ∇u 0 is locally parallel to n on the crack; the worst case is ∇u 0 orthogonal to n, so the current flux sweeps over the crack undisturbed. As such, we may use each input flux individually to estimate the residues corresponding to the jth crack, select the largest magnitude residue, and use that to estimate the length and angle of the jth crack.
We now implement this strategy for the domain and cracks of the previous example, but with the third crack at an angle of 1.3 radians with respect to horizontal and the additional input flux g 2 (θ) = cos(θ). We also add Gaussian random noise to each of the 50 data points, with mean zero and standard deviation 0.0001, about 2 percent of the maximum value of |u − u 0 | for either flux on ∂Ω (a realistic noise level for impedance data). With an upper bound N = 5 on the number of cracks we find that the singular values of the relevant ten by five matrix M are as shown in Figure We now use each flux individually (with the p * j as above) to estimate the residue at z = p * j for that flux using equation (18) . We find that the first input flux g(t) = sin(θ) yields residues of magnitudes 3.02 × 10 , respectively. We thus use the residues for the first input flux to estimate the length and angle of the cracks centered at p * 1 and p * 2 , and the residue for the second flux to estimate these quantities for the crack centered at p * 3 . Proceeding as above, we find 
Conclusions
The two approaches, using complex-exponential and Green's functions, are obviously quite similar; both reduce the problem of locating the crack centers to that of finding the roots of the same polynomial. They might be considered equivalent via the "Laplace Transform" relation e pt ↔ 1 z−p . Our approach for determining the crack lengths requires a priori knowledge or estimates of the transmission constants on each crack, for of course the relation (8) allows one to solve only for |σ j | or k j . Note, however, that locating the crack centers and angles does not depend on this knowledge. A more refined expansion than that given in Theorem 1 is undoubtedly possible-the information that would allow simultaneous determination of both quantities lives in the O( 4 ) terms (and would involve the second derivatives of u 0 ). Simultaneous determination of both would likely be quite unstable.
It would be quite interesting to adapt some version of Theorem 1 and the reciprocity gap approach to the full heat equation. It also seems likely that some adaptation of this approach should work on 3D problems with "penny-shaped" planar cracks (or other similar geometric constraints), at least with the complex-exponential test functions. The singular test function approach, however, ultimately relies on the interpretation of the problem in terms of meromorphic functions, and may not have a convenient generalization.
Proof of Theorem 1
Preliminary Lemma
For the moment we shall focus on the case in which a single crack σ is present. Without loss of generality we choose coordinates so that σ has center p * = (0, 0) and normal n = (0, 1). Let denote the length of σ, so σ spans the range − /2 ≤ x ≤ /2 on the x axis. For simplicity we will not explicitly notate the dependence of the crack and corresponding solution u to equations (1)- (4) on . The transmission constant will be denoted by k.
Since σ is presumed to be short, we expect that u = u 0 +v for some "small" function v (recall u 0 is harmonic in Ω, the solution to (1)- (4) (Ω \ σ) must be harmonic on Ω \ σ with zero Neumann data on ∂Ω and satisfy ∂v ∂y
for − /2 < x < /2 (where ∂v ∂y (x, 0) takes the same limiting value from both sides of σ). Let us cast the problem for v in a weak form, but with the assumption that 
where |R( , x)| ≤ C 
for all sufficiently large |z|.
and as shown in [11] (Lemma 4.1, with change of variable z → 2z − 1) we have
for 
for j ≥ 0. It is easy to deduce from (22) that for any C > 1 we have
for all sufficiently large |x + iy|.
Given that φ maps C \ [−1, 1] to the interior of the unit ball in C, we see that
√ r singularity near z = −1 and z = 1, while ∇φ j has a 1/ √ r singularity).
Indeed, we can bound the norm of
. A straightforward application of the divergence theorem shows that
The last integral, from conditions (23) and (24), is just −(j +1)π, while the first integral on the right above tends to zero as R → ∞. We conclude that ∇φ j L 2 (D\[−1,1]) ≤ (j + 1)π on any bounded domain D, and so clearly we may bound
for some constant C.
We will construct a solution to equation (19) as a superposition of the φ j . Let us first rewrite equation (19) by noting that
for some x * between 0 and x, where
(0, 0) and
(0, 0). We also have bounds
The constant C depends on the crack center p * = (0, 0), domain Ω, and flux g (through u 0 ).
The solution v to equation (19) can be written v(x, y) = ∂u 0 ∂y (0, 0)w(x, y) where w is harmonic on Ω \ σ and satisfies ∂w ∂y
for x ∈ (− /2, /2). We will take w in the form
for appropriate constants c j .
To determine the c j (formally for the moment, analytical justification to follow), we insert w as defined in (29) above into equation (28) and make use of equations (23) and (24) to obtain
for − /2 < x < /2, where
Multiply both sides of equation (30) by
for all j). A formal interchange of the sum and integrals followed by division by
for 0 ≤ m < ∞, where
and we have used
for m = 0, zero otherwise, and
for m = 1, zero otherwise. The B mj can in fact be worked out explicitly; the substitution 2x/ = cos(t) with the standard identity U j (cos(t)) = sin((j +1)t)/ sin(t) converts the integral to a workable form and we find that B mj = 0 if j + m is odd, while
It will be convenient to bound |b m | in terms of m. If we make the same substitution as above, 2x/ = cos(t), in the integral of (35) we obtain
Two applications of integration by parts to take a derivative off of sin((m + 1)t) (or cos((m + 1)t)) terms and put the derivative onto the rest of the integrand (all endpoint terms vanish) easily yields
for some constant C independent of m and , if we use the bounds (27). , m odd
By taking the largest numerator (that of (39)) and the smaller denominator (that of (40)) we see that . We will show that the operator norm R satisfies R < 1, so that (I + R) has a bounded inverse (via a Neumann series, (I + R)
To see that R < 1, note that the row sums of R can be bounded by making use of equation (41) as
at least for m ≥ 1. We can write the right side of (42) as
, and L = 4m 3 +8m 2 +4m+1 4m 3 +12m 2 +8m < 1 for all m ≥ 1. The function h(t) is positive with lim t→∞ h(t) = L; moreover, for any fixed t and a the function h is strictly increasing with respect to L, so that h(t) < at 1+at Note that we can also obtain a bound more useful for ≈ 0 and any fixed k, specifically,
using the bound B ≤ is bounded and in view of the definition (34) and the bound (37) we find
, and
for m ≥ 2 and some constant C (which may depend on k).
The bound |c 0 | ≤ C is immediate from (44). For the bounds on |c m | for m ≥ 1 first note that from equation (32) (
From the triangle inequality
The last inequality follows since a m = 0 for m ≥ 2. Note that from equation (34) It's easy to see from the bound (41) that the mth row sum ofB can be bounded by Ck /(m + 1) for some C (since the numerator is cubic in m, the denominator quartic) so that
(by virtue of (44)) for some C, so that from (46) and (47) we have for all m ≥ 1 that
Now let us examine the sum 
is well-defined L 
follows easily from the definition (31) and the estimate
where we use the substitution x = cos(t) again, exploit the symmetry of the integral about t = π/2, and the fact that sin(t) ≥ 2 π t on this interval. Here γ is Euler's constant and the definition of Ci may be found in [1] , chapter 5. Since Ci(t) approaches zero as t → ∞ we obtain the bound (53). Given the bound (45), we find that since Given the bound (26) (which also holds for φ j (2x/ , 2y/ )) and the rate of decay (45) of the c j with respect to j we find that
). An integration by parts for any φ ∈ H
1
(Ω \ σ) with φ supported away from ∂Ω yields
We may pass to the limit in n above and make use of the fact that 
From the bound (43) the latter sum is dominated by C 3 in the supremum norm. Indeed, given the definition of D and R we find that to order 
Proof of Theorem 1
To complete the proof of Theorem 1, we now suppose Ω has n cracks as described in section 2.1. The remainder of the proof is quite similar to that of Lemma 1 in section 5.2 of [12] . Indeed, the following Lemma can be demonstrated in exactly the same manner as Lemma 4 in [12] . We omit the proof. 
where C is independent of > 0 for all sufficiently small . 
where |(x, y) − σ j | denotes the distance from the point (x, y) to crack σ j and C is independent of and (x, y), provided we restrict (x, y) to any fixed subset of Ω which excludes a neighborhood of each crack center. The function V is harmonic on R . This last fact follows if one uses that the functions U m (2s/ ) are orthogonal with respect to the weight function 1 − 4s 2 / 2 , U 1 (s) = s, and the bounds on the functions R 1 ( , s), R 2 ( , s), and E j (s).
The proof of Theorem 1 follows immediately by superposition and equation (61).
