A study implementing Nonlinear Autoregressive with Exogenous Input (NARX) neural network has been undertaken to predict monthly and seasonal SST anomalies in the western Indian Ocean. The study involves a coastal site located along the eastern African seashore, and an oceanic site that lies precisely within the western pole of the Indian Ocean Dipole. Performance of the network is measured by a series of statistical indicators during testing phase , and results are compared with outputs from three other neural networks and a linear system, the Autoregressive Integrated Moving Average with Exogenous Input (ARIMAX) model. The NARX network has provided the best overall performance, but the other four models have also given sufficiently good predictions. The monthly predictions are on average within an error of ±0.09 o C for the first 50% and 90% within ±0.22 o C. The corresponding errors for the seasonal predictions are ±0.04 o C and ±0.09 o C, respectively. The RMSE between observations and predictions is about 0.13 o C and 0.06 o C for the monthly and seasonal SST anomalies, while the average correlation coefficient is about 0.88 and 0.98, respectively.
INTRODUCTION
An artificial neural network (ANN), or simply neural network (NN), is a mathematical or computational representation of a model inspired by neural networks of the biological nervous system. Neural networks resemble the human brain as they perform a logical processing analogous to the functions of the central nervous system: the neurons and their axons, dendrites and synapses. In mathematical or computer modelling, the neurons consist of simple processing elements which are connected by weights that may be adjusted or trained during a process called learning. A network can thus be trained to perform a particular function so that a particular input can lead to a specific target output.
The neural networks are able to capture complex patterns that exist in the data, and to solve problems that are difficult for conventional computers or human beings (Chowdary 2007) . Generally, the network models have been found to outperform the traditional empirical, statistical or numerical models (Deo Note: Professor V Sundar, IIT Madras, India, acted as Editor for this paper neural network models are data-oriented, flexible and generate their own dependency structure in between the input and target output (Kambekar and Deo 2003) .
A significant study over the Indian Ocean is due to Tripathi et al. (2006) , who used 52 years of data for a small area located in the south-eastern part of the Ocean. The authors used FFNN with an error back-propagation algorithm and a delta learning rule, and compared their results with a linear multivariate regression model. The authors observed that the neural network models were able to make relatively better forecasts in comparison with the linear model. Essentially, the major difference of this work with the current study emanates from the use of alternate and efficient neural network models, larger sample size (140 years) and hence more reliability and the prediction of seasonal anomalies.
METHODOLOGY 2.1 Description of dataset and data manipulation
The SST data are archived from the monthly gridded global temperature database of the UK Hadley Centre's sea-Ice and Sea-Surface Temperature (HadISST) version 1, presented on a spatial resolution of 1 o x 1 o grid. The temperatures are reconstructed using a two-stage reduced space optimal interpolation procedure, followed by superposition of quality-improved gridded observations onto the reconstructions to restore local detail (Rayner et al. 2003) . For this purpose, monthly SST data from two different sites are employed. Site EAF (Fig. 1) is located along the eastern coast of Africa (6-7 o S, 39-40 o E), while site EQT lies along the Equator (0-1 o S, 59-60 o E) and precisely within the western pole of the IOD (Saji et al. 1999) . The dataset consist of 142 years of monthly SST from January 1870 to December 2011, thus having a total of 1704 (142 x 12) data points. To ensure that the SST anomalies are commensurate with the limits of the activation functions used in the output layer (Maier and Dandy 2000) , the computed anomalies are mapped onto the range 0.2-0.8 following the normalization scheme employed by Tripathi et al. (2006) .
A preliminary inspection of the SST data indicates that each of the datasets has a linear trend, so linear detrending is performed first. The monthly SST anomalies are then computed by subtracting the climatological monthly mean based on the whole period of each dataset. Similar to Wu et al. (2002) , the seasonal SST anomalies are obtained by smoothing of the monthly SST anomaly datasets with a 3-month running mean. This procedure leads to generation of 12 different "seasons" each constituting a 3-month mean from December-January-February (DJF), January-February-March (JFM) up to November-December-January (NDJ). In the western Indian Ocean, important seasons comprise the short rain season in October-November-December (OND), long rain season in March-April-May (MAM) and a dry season in July-August-September (JAS). Similarly, austral (southern hemisphere) summer can be represented by January-February-March (JFM) and winter by June-July-August (JJA).
Neural Network Architectures
Nonlinear Autoregressive with External (Exogenous) Input (NARX) Network Architecture The NARX network follows the concept of autoregressive model in time series forecasting. It is a recurrent dynamic network, with feedback connections to several layers of the network. In the present study, the NARX network consists of a multi-layered structure (Fig. 2) . The defining equation for the NARX model is such that, given d past values of the time series y(t) and another series x(t), the model is able to predict the series y(t) such that:
The past values d in Eqn [1] are also referred to as tapped delay lines (TDLs) which store the previous values of x(t) and y(t) sequences. In order to predict ahead any number of time steps, it is possible to convert the NARX network from open-loop to closed-loop form.
The architecture consists of four neurons in the input layer, one hidden layer, an output layer and two TDLs. The number of neurons in the input layer is set at 4, equivalent to the number of predictors The value of the predicted SST anomaly for each month is represented by the network output, thus each of the network architectures has only one neuron in the output layer. The number of neurons in the hidden layer is determined by trial and error, but two neurons are found to be optimal in running of the model. Increasing the number of neurons in the hidden layer leads to increased power of the network, but requires more computation and may possibly create over-fitting. Neurons in the input and output layers use a linear transformation, whereas in the hidden layer, the sigmoidal transformation is used. This transfer function is commonly used in the hidden layers of multilayer networks. The Levenberg-Marquardt backpropagation algorithm (Hagan and Menhaj 1994) , which is also the most widely used non-linear curve fitting tool, is chosen as the learning rule. Other learning algorithms such as the Bayesian Regularization backpropagation have also been tried in this study but they do not outperform the Levenberg-Marquardt algorithm.
In formulating the NARX network, five years out of the available record of 142 x 12 data points (1870-2011) have not been used for prediction. This is essentially because the dataset has been reduced to 137 x 12 data points due to smoothing by the 3-month running mean (1870 and 2011), lagging during generation of inputs and targets (1871), and tapped delay memory (1872 and 1873). For consistency, the monthly and seasonal output starts from 1874 to 2010. The datasets are further divided into two main parts for training (1874-1979; 106 yrs) and testing (1981-2010; 30 yrs) , while the year 1980 is used for cross-validation. The lengths of inputs and target outputs for the other three ANNs and the ARIMAX model have all been set to correspond to the same period . Since cross-validation is not applicable in the ARIMAX model, the year 1980 is consequently not utilized in this linear system. Computations for all the ANNs have been performed using MATLAB Neural Network Toolbox.
Feed Forward Neural Network
The FFNN model is the most widely used form of neural networks. It is capable of modelling the unknown input-output relations of a wide variety of complex systems (Shamseldin et al. 2002) . In the present network configuration (Fig. 3) , the architecture is very similar to the NARX network model, except only that there are no feedbacks.
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Radial Basis Function Network
The RBFN was chosen due to being a widely used universal function approximator. It is capable of modelling any continuous function between the inputs and outputs for a given number of sufficient training samples. The architecture of RBFN (Fig. 4 ) includes three layers, the first layer being the input layer, whose elements conform to the quantity of the input parameters. An RBFN can therefore require more neurons than the standard FFNN. The second layer is the hidden layer that consists of a set of radial basis functions as activation functions which perform nonlinear transformations of the inputs. Basically, RBFNs are also feed-forward, but have only one hidden layer. Unlike FFNN and GRNN architectures where only supervised learning is intended, RBFNs involve an unsupervised training component. The third layer is an output layer which implements linear summation functions (Chen et al. 1991) . The RBF iteratively creates a radial basis network one neuron at a time. Neurons are added to the network until the sum-squared error falls beneath an error goal or a maximum number of neurons have been attained.
Generalized Regression Neural Network
The GRNN model is a variant of the radial basis networks, often used for function approximation for smooth functions. Given enough data, the GRNN should be able to solve any smooth functionapproximation problem. The architecture for the GRNN (Fig.5 ) is similar to the radial basis network. The difference between the two lies in the architecture of the linear layer. The GRNN has a radial basis layer as the hidden layer for non-linear processing, and a special linear layer as the output layer which is slightly different (Wasserman 1993) .The model introduces smooth-factor into the hidden layer and linear function into the output layer. These refinements enhance the local approximation ability of the neural network. Furthermore the training of the NN depends heavily on the data sample than the subjectively predetermined parameters, which makes the forecasting results more objective. 
Autoregressive Integrated Moving Average With Exogenous Input (ARIMAX)
The ARIMAX transfer function model belong to the class of autoregressive integrated moving average (ARIMA) models which were originally developed by Box and Jenkins (1976) , and they are often referred to as Box-Jenkins models. Essentially, the ARIMA model fits autoregressive (AR) and moving average (MA) parameters to a transformed (differenced) time series and integrates back to the original scale before forecasts are generated. Generally, the models are referred to as ARIMA (p, d, q) , where p, d and q are integers, greater than or equal to zero and refer to the order of the AR, differencing, and MA parts of the model, respectively. The models are generally expressed as follows (Christodoulos et al. 2010 ):
[2]
or: [3] where X t is observation at time t; B is the backward shift operator; ε t is a white noise process; φ t are the AR parameters of the model, and θ t are the MA parameters. The models are fitted by a least squares iterative algorithm that calculates the estimates φ 1 ... φ p and θ 1 ...θ q . The ARIMAX transfer function as it has been implemented in this study builds on and extends the capability of ARIMA by allowing the incorporation of transfer functions, innovative and additive outliers. The ARIMAX computations have been performed in R software for statistical computing (http://www.R-project.org).
Statistical Performance Evaluation
The criteria used to evaluate the accuracy of the models in this study comprise eight performance indicators: Coefficient of correlation (R), coefficient of determination (r 2 ), coefficient of efficiency (CE) (Nash and Sutcliffe 1970) , maximum absolute error (MaxAE), root mean square error (RMSE), mean absolute error (MAE), mean square relative error (MSRE) and mean absolute percentage error (MAPE). It is vital to consider several alternative measures since relying exclusively on the few widely used statistics such as R and r 2 alone is inappropriate and can possibly lead to false interpretations. For instance, a model which systematically overestimates or underestimates all the time could still result in good r 2 values close to 1.0 even if all predictions were wrong. These accuracy indicators are defined in the APPENDIX. Similar to Safeeq and Fares (2011) , a value of CE more than 0.35 and less than 0.50 is considered an indicator of average performance, a value between 0.50 and 0.70 indicates a good performance, and a value greater than 0.70 indicates a very good performance. Also, a value of R larger than 0.8 is considered as good performance, while a value larger than 0.90 is considered very good performance. The standard deviation of the error (SDE) is also considered in the evaluation by comparing with the standard deviation of the data (SDD). Occasionally, relatively better performance occurs during training phase. However, the eventual choice of a final model in each case is based on results of the testing period. For the case of neural networks, selection of the best network in the architecture is drawn from within a pool of 90 repetitions so as to ensure that the best 5% of all errors fall within 99% confidence (Iyer and Rhinehart 1999) .
RESULTS AND DISCUSSION
The presented results are for the 30 years of the test phase . Table 1shows a summary of the average performance of all the models at each of the two sites, and for all the twelve months and seasons respectively. It may be seen that all the models are able to make sufficiently good predictions of the monthly SST anomalies, and excellent predictions of seasonal anomalies. This is especially reflected in high values of R, r 2 and CE, and low values of MaxAE, RMSE, MAE, MSRE and MAPE. The RMSE and the SDE are also always much less than SDD for all the five models. In the monthly predictions, the lowest coefficient of efficiency (CE=0.50) is at EQT site (ARIMAX model), while the highest (R=0.79) is at EAF site (NARX model). In the seasonal predictions, the lowest coefficient of efficiency (CE=0.88) is at EQT site (RBFN model), while the highest (CE=0.95) is at EAF site (NARX model). The relatively better predictions of the monthly anomalies at the EAF site as compared to the EQT site may be explained in view of the later site being positioned right within the IOD. Trend in the anomaly patterns at this site therefore changes in an unpredictable manner (Tripathi et al. 2006) . It can also be seen in Table 1 that the NARX network outperforms all the other four models in practically all of the performance criteria used. The FFNN is the second best model, being only marginally better than the RBFN network, the GRNN network and the ARIMAX linear model. However, all the four neural networks and the linear ARIMAX model as they have been configured in this study have given sufficiently good estimations (CE≥5.0 and SDE<SDD). Although predictions and performance .
measures have been computed for all the five models at both two sites and for all the twelve months and twelve seasons, only the NARX network will be analyzed further in view of its best performance. Table 2 shows the performance of the NARX network in the monthly SST anomaly predictions at both EAF and EQT sites, while Table 3 shows the corresponding seasonal predictions. Generally, the performance at EAF site is slightly better than at EQT site, especially in the monthly predictions. The monthly SST anomalies at both two sites can be estimated with an error limit of ±0.08 o C in 50% of the cases, whereas 90% of the estimations lie within ±0.20 o C. For the seasonal data, the first 50% of the
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Standard Deviations, MAE, MaxAE and RMSE
In both the monthly and seasonal predictions (Tables 2 and 3) , the RMSE, MAE and SDE statistics are always less than the corresponding standard deviation of the data (SDD). Generally, the RMSE has values similar to SDE. The average RMSE between observations and predictions is about 0.13 o C for the monthly SST anomalies, and 0.06 o C for the seasonal anomalies. The RMSE for the monthly predictions at the EAF site is highest in February (0.18), and lowest in September (0.09). At the EQT site, the RMSE is highest in June (0.19), and lowest in April and December (0.10).
In the seasonal predictions, the RMSE is highest in DJF (0.08) and FMA (0.07) at the EAF site, and in MAM and AMJ at the EQT site (0.07). The RMSE is lower than 0.07 for all the remaining seasons. At both the two sites, the value of RMSE as a percentage of SDD in the monthly predictions is between 31% and 59%, while in the seasonal predictions, the values are between 14% and 31%. This implies that the network predicts far much better than the mean value and therefore it is quite effective in predicting the SST anomalies. The MaxAE for the monthly predictions at the EAF site is highest in February (0.67) and lowest in July and October (0.21), while at EQT site, it is highest in January (0.46) and lowest in December (0.25). In the seasonal predictions, the MaxAE is much smaller than SDD, but remains higher than MAE, RMSE and SDE.
Correlation Coefficient, Coefficient of Determination and Coefficient of Efficiency
The NARX network has predicted the anomaly trends in SST correctly in most of the test cases at both the EAF and EQT sites, as evidenced by high correlation coefficients (R) between observations and predictions. The correlation coefficient averaged over the two sites is 0.88 for the monthly anomalies, and 0.98 for the seasonal anomalies. Out of the 90 test cases for each monthly or seasonal prediction, there is only one wrong trend in January and one in September at the EAF site. At the EQT site, there is only one wrong trend in June, one in July and two in October. In the seasonal predictions, the network has predicted correctly all the 90 test cases for each season at both the EAF and EQT sites.
In the monthly predictions (Table 2) , the largest correlation coefficient at EAF site is in April (R=0.95), and at EQT it is in February (R=0.95). The lowest values are in February (R=0.86) and August (R=0.80) at EAF and EQT sites, respectively. These minimum values are much larger than the minimum values computed from a South Indian Ocean location (Tripathi et al. 2006) , where the months of March, April, July, October and November had values of R less than 0.80. Table 3 shows that the size of correlation coefficient for the seasonal predictions is larger than 0.95 for all the cases at each of the two sites, which verifies that the NARX network is strongly capable of predicting the seasonal anomaly trends. As expected, the coefficient of determination follows a pattern similar to that of R, with highest and lowest values of r 2 corresponding to those of R. The average value of r 2 in the monthly estimations is 0.81 at EAF site, while at EQT site it is 0.75. The corresponding values in the seasonal estimations are 0.95 and 0.94, respectively.
The lowest or highest values of the coefficient of efficiency do not necessarily correspond to those of R and r 2 . For instance in the monthly estimations (Table 2) , the lowest values of R and r 2 at EAF site are in February, while that of CE is in November. At EQT site, the lowest R and r 2 are in August, while that of CE is in September. The value of CE in the monthly predictions at the EAF site is between 0.72 (November) and 0.90 (April), which implies a very good performance of the NARX network for all the months. At the EQT site, the lowest is in September (0.61), while the highest value is in February (0.87).
Half of the predictions at the EQT site have CE less than 0.70 but larger than 0.61, which indicate a good performance of the NARX network. The remaining half has CE larger than 0.70, which indicate a very good performance. In the seasonal predictions (Table 3) , the CE at EAF site is lowest in DJF (0.90), and highest in JFM and SON (0.97). At the EQT site, the lowest is in AMJ (0.92), while the largest value is in FMA (0.97). The consistently high value of CE in the seasonal predictions at both these two sites shows that the overall performance of the model is very good for all seasons.
To account for the lower or higher values of the coefficients R, r 2 and CE in the monthly predictions, a test for normality has been performed using Shapiro-Wilk's W test. This is intended to determine whether the correlations in the test cases are related to the probability distribution of the training datasets. The test shows that normality is significant in April at EAF site (W=0.97, p=0.03), but insignificant in February at EQT site (W=0.99, p=0.55) where the predictions are the best for each of the two sites (R=0.95). The prediction for February is the least accurate at EAF site (R=0.86) and in August at EQT site (R=0.80), yet normality of the training data is significant at EAF (W=0.97, p=0.01) and EQT (W=0.97, p=0.03) sites, respectively. The normality test also fails for most of the predictions, implying that the accuracy of predictions as measured by the correlation coefficients bear little or no relation to probability distribution of the training datasets. This further supports the fact that, as opposed to linear systems, the probability distribution of the input data in the ANNs does not have to be known (Maier and Dandy 2000) .
In Table 2 , the especially lower values of R, r 2 and CE at site EAF during the months of February, May and November may be related to the local dynamics of the area. During these months, the SST fluctuates rather rapidly during the course of the year. The SST around this site which is initially high in January is cooled by the north-flowing East African Coastal Current in February (Garcia-Reyes et al. 2009 ). Heavy rains prevail in March and April thus stabilizing the SST fluctuations. During May, the rain diminishes and fluctuations in SST are due to enhanced southeast winds within this period. The SST between June and October is relatively cooler and also stable until November during the intermonsoon period when the coast warms up rather rapidly, hence SST fluctuations ensue. During December, the SST is consistently warm, and remains so until January when the process is repeated.
MSRE and MAPE
The MSRE between the measured and modelled monthly SST anomalies is highest in March at the EAF site (8.62) and in August at the EQT site (19.15). In the seasonal anomalies, the MSRE parameter is much smaller, the highest value being 2.72 (AMJ) at the EAF site and 0.88 (JFM) at the EQT site. These errors are relatively small implying that the predictions are fairly good. Comparatively, MSRE and MAPE parameters are relatively smaller and therefore better at the EAF site than at the EQT site as indicated by the average values of the parameters. However, the reverse holds true for the seasonal anomaly predictions. It is worth noting that whereas the average CE, RMSE and SDE in the seasonal predictions are relatively better at EAF site than at EQT site, the opposite is true for the MSRE and MAPE which are relatively better at EQT site than at EAF site. Ummenhofer et al. (2009) provides a list of major ENSO, IOD and co-occurring ENSO and IOD events since the early 19 th Century. It is therefore vital to make an analysis of their predictability to see whether the NARX network has been able to accurately predict these events. The major ENSO and IOD events that occurred during the testing period are clearly discernible in Fig. 6a-6d . The occurrences were in 1982/83 (positive IOD), 1987/88 (El Niño), 1997/98 (co-occurring positive IOD and El Niño), 1984 (la Niña), 1996/97 (co-occurring negative IOD and la Niña) and 2008 (la Niña). However, the 1984event is only evident at the EQT site, while the 2008 event is only visible at the EAF site.
Prediction of major ENSO and IOD events
During maturity stages of the major ENSO and IOD events, the NARX network at the EAF site has under estimated the monthly anomaly observations by about 5.5% (1982/83), 35% (1987/88), 12% (1997/98), 24% (1996/97) , and completely missed the La Niña event of 2008. The corresponding seasonal predictions for the major ENSO/IOD events are within an error of only about 1-6% except for the events of 1982/83 and 1987/88 where the error slightly exceeds 10%. At the EQT site, the monthly predictions for the major events are within an error of only about 2% (1997/98), 4% (1996/97), 6% (1982/83), 27% (1984) and 28% (1987/88) , respectively. In the seasonal predictions, the error is only about 2-5% for all the major events except for the events of 1984 and 1996/97, where the errors are about 16% and 12%, respectively. It is also worth to note that, for each of the major positive events, and out of 1080 (90x12) predictions in the test phase, only less than 10 predictions have failed to capture the events at the EAF site. At the EQT site, there are eight wrong predictions for each of the 1987/88 and 1997/98 positive events, and 29 in the 1982/83 event. However, wrong predictions in the negative events are larger at the EAF site (257 out of 1710) most occurring during February, May and June, and at EQT site (176 out of 2160) most occurring in July and August.
Unlike other ENSO/IOD events which are established rather slowly for several months, the la Niña event of 2008 at the EAF site is unique in that it was rapidly established to maturity during the month of February and 87 out of 90 predictions failed to capture the event. This failure may have been caused by the event being most unusual and therefore difficult for the network to learn. In a typical event, anomalies begin to strengthen around May/June, mature during September/November and disappear by January of the following year (Vinayachandran et al. 2009 ).
In the seasonal anomalies, most of the predictions for the positive and negative events are correct, except for the negative event of 1996/97 at EQT site (53 out of 1080 cases) mainly during JJA, and the negative event of 2008 at EAF site (all 90 predictions) during AMJ where the network failed to predict. However, wrong predictions in the seasonal anomalies occur only during initial establishment of the negative events, where the anomalies are still small (less than 0.01 o C). When the events mature, the network is able to make correct predictions.
CONCLUSION
The NARX neural network has been used to predict the SST anomalies at two locations in the western Indian Ocean, and results are compared with three commonly used neural networks (FFNN, RBFN and GRNN) and one linear model (ARIMAX). Evaluated through a combination of eight performance measures and standard deviation of errors, the NARX network is able to make good predictions of the monthly SST anomalies, and very good predictions of the seasonal anomalies. The NARX network correctly simulates the large climatic fluctuations of both ENSO and IOD events, except during the early establishment of some negative events. The La Niña event of 2008 at the EAF site was difficult to predict presumably due to being unusual, thereby providing no sufficient time for the network to train. Although the NARX neural network has consistently outperformed all the other four models, the other four models have also given good predictions.
The seasonal predictions are the first to be reported for the region, and results for the monthly predictions are better than those reported previously possibly due to the long dataset used and the suitability of the models employed. The superior performance of the NARX network over the other neural networks is instigated by the inherent autoregressive and nonlinear characteristics of the SST anomalies. Although the ARIMAX model is also autoregressive and can perform nonlinear predictions, it is less efficient than the NARX network due to inherent lack of flexibility as is the case with any other linear system. The seasonal anomaly predictions such as those for the OND and MAM seasons are very useful for the countries in the western Indian Ocean as they can be used in the prediction of short and long rainfall seasons, respectively.
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[1] r 2 describes the proportion of the total variance in the observed data that can be explained by the model. It is scale independent and gives model explained variability, but sensitive to outliers. r 2 has a range of 0 (poor fit) to 1 (exact fit), and it is given by:
[2] CE provides a measure of the model performance relative to the observed mean value. It ranges from -∞ to 1, with higher values indicating better agreement:
[3]
MaxAE represents the largest forecasted error, useful for analyzing the worst-case scenario for forecasts data. It is expressed in the same units as the dependent series, with lower values indicating better agreement:
[4] RMSE measures the difference between observed and predicted data. It is expressed in the same units as the dependent series, with lower values indicating better agreement. It is expressed as:
[5]
MAE measures how much a series deviates from its model-predicted level, with lower values indicating better agreement. MAE is reported in the original series units, and it is not biased toward high values. It is given by:
[6]
MSRE provides a measure for the absolute deviation of the predicted values from measured data, providing a balanced perspective of the goodness of fit. Lower values indicate better agreement:
MAPE is a measure of how much a dependent series varies from its model-predicted level and expressing accuracy as a percentage. It is independent of the units used and can therefore be used to compare series with different units. Lower values of MAPE indicate better agreement, and it is defined by the formula: [8] whereO is the observed value, P the predicted value, N is the number of observations, and the over bar denotes the mean for the entire time period of the observations. 
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