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This manuscript collects three independent works: Differential Topology of Gaussian
Random Fields (Antonio Lerario and M.S. [43]), Kac Rice formula for Transversal
Intersections (M.S. unpublished) and Maximal and Typical Topology of real polynomial
Singularities (Antonio Lerario and M.S. [42]), together with some additional results,
observations, examples and comments.
The common thread of these works is the study of topological and geometric proper-
ties of random smooth maps, specifically we are interested in the asymptotical behaviour
of things when the random map depends continuously, in some sense to be specified,
on a parameter.
1.1.1 Limit probabilities
The first situation of interest is the following. Let Xd : M → Rk be a sequence of smooth
Gaussian Random Fields (see Definition 27) defined on a smooth compact1 manifold,
which and assume we want to show that Xd satisfies a given condition with positive
probability, for all d big enough. Technically this translates into proving that
lim inf
d→+∞
P{Xd ∈ U} > 0, (1.1.1)
1We suppose that M is compact here, in order to simplify the exposition, although we will hardly
make compactness assumption in the next chapters.
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for some subset U ⊂ Cr(M,Rk). In this direction, in [25] Gayet and Welschinger proved
(1.1.1) in the case when Xd is the Kostlan polynomial of degree d on the m-sphere and
U = Ud is the set of all maps whose zero set has a connected component contained
in a disk of radius d−
1
2 that is isotopic to a given compact hypersurface Σ ⊂ Rm. A
similar result, due to Lerario and Lundberg [41], states that every nesting of the ovals
composing a random leminiscate2 is realized with positive probability in any given
spherical disk of radius d−
1
2 , for large enough degree.
We propose a method to investigate (1.1.1) using the tools and the framework
developed in [43] that works well in the most common situations, such as the previous
two examples, when there is a convergence in law Xd ⇒ X. The method consists of
three basic steps:
i) Establish the convergence in law Xd ⇒ X, corresponding to the narrow conver-
gence of the probability measures induced on the space C∞(M,Rk). This problem is
reduced to a simpler deterministic one, by means of the following theorem (Theorem
20 of Chapter 2).
Theorem 1. A sequence Xd : M → Rk of smooth gaussian random fields converges in
law to X, if and only if the corresponding sequence of covariance functions converges
in the C∞ topology.
This notion of convergence suits perfectly our context since it means that for every
Borel subset U ⊂ C∞(M,Rk), we have that
lim inf
d→+∞
P{Xd ∈ U} ≥ P{X ∈ int(U)}.
ii) Show that P{X ∈ int(U)} > 0 by studying the support3 of the limit, for instance
via the next theorem which is a combination of Theorem 22 and Theorem 71.
Theorem 2. Let X =
∑
n∈N ξnfn be a Cr gaussian function, where fn : M → R are Cr




In particular, given a dense sequence of points pn in M , then X admits a series ex-
pansion of the above kind, with fn = KX(pn, ·), where KX is the covariance function of
X.
2A leminiscate of degree d is an algebraic curve on the Riemann’s sphere CP1, defined by an equation
of the form
∣∣∣p(x,y)q(x,y) ∣∣∣ = 1, where p, q are complex homogeneous polynomials of the same degree d.
3The support of a Cr random field is the smallest closed subset in Cr(M,Rk) having probability
one.
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Notice that the only object involved in Theorem 2 is the limit law X.
iii) In some cases (1.1.1) can be improved to an equality
lim
d→+∞
P{Xd ∈ U} = P{X ∈ U}. (1.1.2)
This, again, can be checked by looking only at the limit law, indeed (1.1.2) holds if
P{X ∈ ∂U} = 0. Most often the elements of the set ∂U are nongeneric functions
having certain kind of singularities, thus (1.1.2) can be deduced by an application of
the result below (a simple consequence of Theorem 23 of Chapter 2). It is a probabilistic
version of Thom’s jet Transversality Theorem and states that, for any given notion of
singularity, the probability that a gaussian field X has one or more such singular point
is zero.
Theorem 3. Let X : M → Rk be a smooth gaussian random field with full support4
and W ⊂ Jr(M,Rk) a submanifold of the space of r−jets. Then X is transversal to W
almost surely.
1.1.2 Expectation of Betti numbers
Let us consider another object of investigation: let Zd ⊂ M be a random subset and
we want to estimate the asymptotic behavior of the expected topological complexity of
Zd. Mathematically, we quantify the latter concept as the sum b(Zd) of all of its Betti




A much studied example is that of a random real projective variety Zd ⊂ RPm defined
by Kostlan polynomials of degree d (see [19], [57], [26, 27], [11] for instance), followed
by the nodal set of a gaussian combination of eigenfunctions of the Laplacian on a
riemannian manifold (in this case the parameter d is substituted by the set of the
corresponding eigenvalues). Other examples are the level set of a random function, the
set of its critical points, the preimage of a submanifold W ⊂ Rn, etc.
More generally, we will consider Zd to be the set of points p ∈ M such that the
r-jet of a random field Xd : M → Rk, denoted by jrpXd, belongs to some given subset
of the jet space W ⊂ Jr(M,Rk). In other words, we assume that Zd is defined by a
4A random map has full support supp(X) = Cr(M,Rk) when it satisfies any open (with respect to
the weak Whitney topology) condition with positive probability.
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given set of conditions involving the random map Xd : M → Rk and a finite number of
its derivatives. This definition includes almost any random set of differential geometric
nature: we will call it a singularity.
Here, the following improved version of Theorem 3 (Theorem 23, Chapter 2) allows
to make a preliminary observation to better understand the question in (1.1.3), in
that it implies that, unless Xd is degenerate, the random set Zd = {jrpXd ∈ W} is a
submanifold of M having the same codimension as W .
Theorem 4. Let X : M → Rk be a smooth gaussian random field with nondegenerate
r-jet, that is, for each p ∈ M , the gaussian random vector jrpX is nondegenerate. Let
W ⊂ Jr(M,Rk) be a submanifold of the space of r-jets. Then X is transverse to W
almost surely.
A first clue to answer (1.1.3) is provided by the classical fact of Morse theory, stating
that the Betti numbers of a manifold are bounded by the number of critical points of
any Morse function. In Chapter 4 we will show that this criteria can be implemented
to fit our setting, resulting in Theorem 149, of which we report a simplified version.
Theorem 5. There exists another submanifold Ŵ ⊂ Jr+1(M,Rk) such that
b (Zd) ≤ #(Ẑd), (1.1.4)
where Ẑd is the singularity corresponding to Ŵ . Moreover Ẑd is zero dimensional.
The most remarkable aspect of Theorem 149 is that it holds also if W is not smooth,
but semialgebraic, with the addition of a constant CW depending on W in (1.1.4). In
virtue of this inequality the problem of estimating b(Zd) reduces to the case in which
Zd is a set of points and thus the only positive Betti number is the cardinality #(Zd).
This is the topic of Chapter 3, where we prove the following.






The formula for δjrXd∈W is given in Theorem 77. It is a generalization of the cele-
breted Kac-Rice formula and it expresses the expected number of points of Zd as the
integral on M of a function depending only on the r + 2 jet of the covariance function
KXd .
The compatibility condition to which we refer is that the r-jet of X and W have
to be a KROK (Kac Rice OK) couple (see Definition 76 in Chapter 3). This holds
14
whenever a list of quite natural hypotheses is satisfied, however in the gaussian case,
such list reduces significantly: it is required only that W is projectable, meaning that it
should be transverse to the spaces Jrp (M,R
k) = {jrpf : f ∈ Cr(M,Rk)} for all p ∈M , and
that Xd and X have nondegenerate r-jet, in the same sense of Theorem 4. Moreover,
in presence of a convergence Xd ⇒ X, as that of Theorem 1, we have the convergence
of the expectations (Theorem 97, Chapter 3).
Theorem 7. Suppose that W is a projectable submanifold of Jr(M,Rk) that is either
compact or locally semialgebraic. Let Xd and X be gaussian random fields with non-
degenerate r-jet. Assume that the covariance function of Xd converges to that of X in




This, together with (1.1.4) and some notions of differential topology, allows to use
the dominated convergence theorem5 to deduce that the same property holds for the
sum of the Betti numbers:
lim
d→+∞
Eb(Zd) = Eb(Z). (1.1.5)
1.1.3 Application to Kostlan polynomials
In Chapter 4 we apply all the above methods to study Kostlan random homogeneous
polynomials, viewing them as Gaussian Random Fields ψd : S
m → Rk.
It is well known that the restriction of ψd to a spherical ball Bd of radius ∼ d−
1
2
behaves like the Bargmann-Fock random field, as the degree d grows. Thanks to the
results of Chapter 2 we can give a detailed description of such convergence (see Theorem
164). In this direction, Theorem 1 makes the proof of the following fact really simple
and easy to generalize.
Theorem 8. Let U ⊂ C∞(Dm,Rk) be a Borel subset. Let Xd = ψd|Bd and let X be the
Bargmann-Fock random field, then
P{X ∈ int(U)} ≤ lim inf
d→+∞
P{Xd ∈ U} ≤ lim sup
d→+∞





From this we deduce that (1.1.1) holds for every open subset U ⊂ Cr(Dm,Rk),
becoming the equality (1.1.2) in the most common cases. A consequence of this is that
5More precisely, one should use Fatou’s lemma two times.
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the results from [25] and [41] cited at the beginning of Section 1.1.1 hold in the stronger
form, with the equality (1.1.2).
When dealing with well-behaved random maps such as Kostlan polynomials it is
common practise to authomatically translate generic properties of maps into almost
sure ones. This is correct in most cases and an application of Theorem 4 shows to what
extent. In particular for any given singularity W , the rth jet of the local limit field (on
the standard disk Dm) is transverse to W almost surely.
Theorem 9. For any submanifold of r-jets W we have
P{jrX −t W} = 1.
This applies both when W ⊂ Jr(Sm,Rk) and X = ψd with d ≥ r, and when W ⊂
Jr(Rm,Rk) and X is the Bargmann-Fock random field.
In the context of Kostlan polynomials, the generalized Kac Rice formula (Theorem
91), developed in Chapter 3, is applicable to a large class of singularity conditions of
interest (for example zeroes, critical points or degenerations of higher jets). The most
remarkable aspect of this is that, for such singularities, we can argue as for (1.1.5) to
prove convergence of all the expected Betti numbers:










{p ∈ Dm : jrpX ∈ W}
)
,
where X is the Bargmann-Fock random field.
We conclude this story with Theorem 144, establishing a “generalized square root
law” for the asymptotics of the expected Betti numbers of the whole singularity.
Theorem 11 (Generalized Square Root Law). Let W ⊂ Jr(Sm,Rk) be semialgebraic
and diffeomorphism invariant. Then
Eb(jrψ−1d (W )) = Θ(d
m
2 ). (1.1.6)
6Most natural differential geometric examples fall into this category. For example the set of zeroes,
critical points or the degeneracy locus of higher derivatives.
16
Estimates of this kind reflect a phenomenon that has been observed by several au-
thors (see [11,19,24–27,34,53,57]) in different contexts: random real algebraic geometry
seems to behave as the “square root” of generic complex geometry. The estimates ob-
tained in the latter context frequently provide a sharp upper bound for the real case
(this is what happens, for instance, in Bézout Theorem). In this sense the name “square
root law” is understood in relation with the following result, again from Chapter 4.
Theorem 12. Let W ⊂ Jr(Sm,Rk) be a semialgebraic subset. Then, almost surely,
b(jrψ−1d (W )) ≤ O(d
m).
This theorem is interesting in that it provides a better estimate than the one that
can be deduced from the classical Milnor-Thom bound [46], which would be O(dm+1).
1.1.4 Deterministic estimates of Betti numbers.
As we mentioned in Section 1.1.2, the sum of the Betti numbers b(Z) can be considered
a measure of the complexity of a topological space Z. Often the topological space under
study is defined in an implicit manner and it is desirable to estimate its Betti numbers
in terms of the data provided. This consideration motivates the search for estimates of
the form:
b(f−1(W )) ≤ E(f), (or ≥) (1.1.7)
where E(f) is intended as an expression involving data that can be inferred from the
“equation” f (and possibly from W ) that defines Z. Here we are focusing on the
situation, similar to that of the previous sections, in which Z = f−1(W ) is the preimage
via a smooth map f : M → N of a submanifold W ⊂ N .
With this purpose in mind, we derive an original theorem of Differential Topology
(Theorem 179, Chapter 5), saying that, under a C0 small perturbation of a regular
system of equations, the topology (meant as the sum of the Betti numbers) of the set
of solutions cannot decrease.
Theorem 13 (Semicontinuity of Betti numbers). Let f : M → N be a smooth map that
is transverse to a given closed submanifold W ⊂ N . If g : M → N is another smooth
map transverse to W that is C0-close enough to f , then all the Betti numbers of g−1(W )
are larger or equal than those of the initial manifold f−1(W ).
Theorem 13 is a good option in those situations in which a good C1 approximation
is not available. In fact, coupling it with the Holonomic Approximation Lemma of [20],
that is C0 at most, we will use it to prove the lower bound implied in (1.1.6) by showing
the following.
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Theorem 14. For any formal section F : M → Jr(Sm,Rk), there exists a smooth










Moreover, Theorem 13 can be of great use to produce quantitative bounds, in that it
suggests that the expression E(f) appearing in (1.1.7) should not be sensible to a change
in f due, for example, to the addition of an oscillating term, as long as the amplitude
of the oscillation is small. This is an advantage with respect to more standard methods
which require more rigidity, since they involve C1 tools such as the Implicit Function
Theorem or Thom’s isotopy Lemma7. We will use this aspect of the previous theorem
in Chapter 5 to produce an analogue of Milnor-Thom bound [46], valid for any compact
smooth hypersurface of Rn (Theorem 183). In this analogy the degree is replaced by
an appropriate notion of condition number κ1(f).
Theorem 15. Let Z be a compact hypersurface of Rn defined by a smooth regular
equation f = 0. Then there is a constant c1 > 0 depending on the diameter of Z and
on n, such that
b (Z(f)) ≤ c1 (κ1(f))n . (1.1.8)
A more geometric version of the inequality (1.1.8) is given in terms of the reach ρ
of the submanifold Z. This is due to the fact, establisehd by Theorem 187, that it is
possible to construct a function f such that f = 0 is a regular equation for Z, with
κ1(f) ≤ 2(1 + ρ−1) .
Theorem 16. Let Z be a compact hypersurface of Rn having reach ρ. Then there is a
constant c2 > 0 depending only on n and on the diameter of Z, such that








1.2.1 Differential Topology of Gaussian Random Fields
Chapter 2 contains the paper [43], coauthored by Antonio Lerario, which is devoted
to the set up of an efficient framework to treat problems of differential geometric and
7Which says, roughly speaking, that if the perturbation of the equations is C1 small, then the
topology of the set of solutions doesn’t change at all.
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topological nature that arise frequently, when dealing with sequences of random maps
and transversality.
We propose a perspective focused on measure theory to work with sequences of
gaussian random fields, whose key point is to view them as random elements of the
topological space Cr(M,Rk) inducing a gaussian measure, in order to use the full power
of the general theories of metric measure spaces and gaussian measures. The paper
contains the following results.
The first characterizes the topology of the space G (Er) of gaussian measures on
Cr(M,Rk), i.e. gaussian random fields up to equivalence, in terms of the covariance
functions.
Theorem 20 (Measure-Covariance). The natural map assigning to each gaussian mea-
sure its covariance function
Kr : G (Er)→ Cr(M ×M,Rk×k),
is injective and continuous for all r ∈ N ∪ {∞}; when r =∞ this map is also a closed
topological embedding8.
We will show in Example 48 that the function Kr is never a topological embedding
if r < ∞. In this case we have the following partial result, formulated in terms of the
convergence in law of a sequence of gaussian random fields.
Theorem 21 (Limit probabilities). Let {Xd}d∈N be a sequence of Cr gaussian random
fields such that the sequence {Kd}d∈N of the associated covariance functions converges
to K in Cr+2(M × M,Rk×k). Then there exists a Cr gaussian random field X with
KX = K such that for every Borel set A ⊂ Cr(M,Rk) we have
P(X ∈ int(A)) ≤ lim inf
d→∞
P(Xd ∈ A) ≤ lim sup
d→∞
P(Xd ∈ A) ≤ P(X ∈ A).
A big class of problems in random algebraic geometry9 can be reduced to the analysis
of a deterministic object (see Section 1.1.1) by means of Theorem 21.
The second result is a criterium establishing when a family of random maps depend-
ing smoothly on a countable quantity of gaussian parameters is almost surely transversal
to a given submanifold. It is a generalization of the classical parametric transversality
theorem to an infinite dimensional and gaussian situation. This is nontrivial consid-
ering that in general the latter, being based on Sard’s theorem, fails in the infinite
dimensional setting.
8A continuous injective map that is an homeomorphism onto its image.
9We pick the letter “d” for the parameter, because Xd is often a random polynomial of degree d.
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Theorem 24 (Probabilistic transversality). Let X be a Cr gaussian random field on a
manifold M and denote F = supp(X). Let P,N be smooth manifolds and W ⊂ N a
submanifold. Assume that Φ: P × F → N is a smooth map such that Φ−t W . Then
P{φ(X)−t W} = 1,
where φ(f) is the map that sends p to Φ(p, f).
As a corollary one gets the following probabilistic version of Thom’s Theorem, from
differential topology, see [29].
Theorem 23. Let X : M → Rk a smooth gaussian random field and denote F =





Then for any submanifold W ⊂ Jr(M,Rk), we have P(jrX t W ) = 1.
These theorems help to move nimbly between the realms of Differential Topology
and that of Stochastic Geometry, where the “generic” events are replaced by the “almost
sure” ones.
1.2.2 Kac Rice Formula for Transversal Intersections
Chapter 3 is devoted to developing a generalization to the famous Theorem of Kac
and Rice, which provides a formula for calculating the expected number of zeroes of a
random function X : M → RdimM in terms of the pointwise joint distributions of X(p)
and X ′(p). We prove a more general formula10 that, in the same spirit, computes the
expectation of the number of preimages via a random map X : M → N of a smooth
submanifold W ⊂ N having codimension equal to dimM .
Theorem 77. Let X : M → N be a random C1 map between two riemannian manifolds
and let W ⊂ N such that (X,W ) is a good (see below) couple. Then for every Borel
subset A ⊂M we have
E#
(













∣∣∣∣X(p) = x} ρX(p)(x)d(Sp ∩W )(x)
)
dM(p),
10It is rather easy to reduce to the standard case, by taking W = ϕ−1(0) for some map ϕ : N → Rm,
and considering the random map ϕ ◦X. However then it is difficult to reinterpret the everything in
terms of X.
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where ρX(p) denotes the density of the random variable X(p), d(Sp∩W ) and dM denote
the volume densities of the corresponding riemannian manifolds and JpX is the jacobian
of X; besides, σx(X,W ) and σx(Sp,W ) denote the “angles”
11 made by TxW with,
respectively, dpX(TpM) and TxSp.
The hypothesis of validity of this formula, namely the requirement that (X,W ) is a
KROK couple, is satisfied in particular when X is a smooth gaussian random section of
a smooth vector bundle π : E →M . In this case we show that the expectation depends
continuously on the covariance of X.
Theorem 99. Let r ∈ N. Let π : M → E and let Xd, X∞ be a sequence of smooth
Gaussian random sections with non-degenerate rth jet and assume that
KXd →d→+∞ KX∞
in the C2r+2 topology (weak Whitney). Let W = ti∈IWi ⊂ JrE be a smooth closed
Whitney stratified subset of codimension m such that Wi
−t Ep for every p ∈ M and




E#{p ∈ A : jrpXd ∈ W} = E#{p ∈ A : jrpX∞ ∈ W}
for every relatively compact Borel subset A ⊂M .
1.2.3 Maximal and Typical Topology of Real Polynomial Sin-
gularities
In Chapter 4, containing the paper [42], we investigate the topological structure of
the singularities of real polynomial maps, unveiling a remarkable interplay between
their maximal and typical complexity (meant as the sum of their Betti numbers). In
particular we prove the following theorem.
Theorem 142 and 144. Let ψ : Sm → Rk be a (homogenous) polynomial map of degree
d and Z ⊂ Sm be the set of points in the sphere where the map ψ, together with its
derivatives satisfies some given semialgebraic conditions. Then
• b(Z) ≤ O(dm) for the generic choice of ψ12.
11In the sense of Definition 135.
12Here the classical bound, proved by Milnor [46], would give O(dm+1).
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• E{b(Z)} = Θ(dm2 )13 for the typical choice of ψ.
The set Z is interpreted as a singularity of ψ of a certain kind. It is the preimage
via the jet map jrψ of a given diffeomorphism-invariant semialgebraic subset W ⊂
Jr(Sm,Rk). The word “typical” and the expectation “E” in the above Theorem refer to
a natural probability measure on the space of polynomials, called Kostlan distribution.
This is the most studied model because it’s the only (up to homoteties) gaussian measure
whose complexification is invariant under the action of the unitary group.
The problem of giving a good upper bound on the complexity of Z = jrψ−1(W )
will require us to produce a version of Morse’s inequalities for stratified maps.
Theorem 149. Let W ⊂ J be a semialgebraic subset of a real algebraic smooth manifold
J , with a given semialgebraic Whitney stratification W = tS∈SS and let M be a real
algebraic smooth manifold. There exists a semialgebraic subset Ŵ ⊂ J1(M,J × R)
having codimension larger or equal than dimM , equipped with a semialgebraic Whitney
stratification that satisfies the following properties with respect to any couple of smooth
maps ψ : M → J and g : M → R.







2. There is a constant NW > 0 depending only on W and S , such that if ψ−1(W )
is compact, ψ −t W and j1(ψ, g)−t Ŵ , then
bi(ψ
−1(W )) ≤ NW#Crit(g|ψ−1(W )),
for all i = 0, 1, 2 . . .
For what regards the lower bound, we will use the Semicontinuity Theorem, de-
scribed in the next subsection.
1.2.4 Semicontinuity of Topology
A consequence of Thom’s Isotopy Lemma is that the set of solutions of a regular smooth
equation is stable under C1-small perturbation, but what happens if the perturbation
is just C0-small? Well, it turns out that the topology can only increase. In Chapter 5
we will prove the following.
13ad = Θ(bd) if there are two constants 0 < c ≤ C and a big enough d0, such that cbd ≤ ad ≤ Cbd
for all d ≥ d0.
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Theorem 182 (Semicontinuity Theorem). Let M,N be smooth manifolds, let Y ⊂ N
be a closed smooth submanifold. Let f : M → N be a C1 map such that f −t Y . There
is a neighborhood U ⊂ C0(M,N) of f , open with respect to Whitney’s strong topology,
with the property that for any f̃ ∈ U there exist abelian groups Gi, for each i ∈ N, such
that
Ȟ i(f̃−1(Y )) ∼= H i(f−1(Y ))⊕Gi.
This result, while enlightening a very general topological fact, finds nice applications
when coupled with holonomic approximation arguments [20], which generally is only
C0−small, or in contexts where a quantitative bounds is sought.
We will devote the second part of Chapter 5 to demonstrate how this theorem14
can be used to produce a quantitative estimate on the sum of the Betti numbers b(Z)
of a compact hypersurface Z of Rn, in analogy with the classical bound proved by
Milnor [46] in the algebraic case. Milnor’s result applies when Z is the zero set of a
polynomial, providing a bound in terms of its degree: b(Z) ≤ O(dm).
We will consider a smooth function f with regular zero set Z(f) contained in the





minx∈∂D |f(x)|,minx∈D (|f(x)|2 + ‖∇f(x)‖2)1/2
} .
This parameter is essentially the C1 distance of f from the set of all non-regular equa-
tions (inside the projectivization of the space of smooth functions), for this reason it
can be thought of as a sort of condition number. Moreover, it can be estimated in term
of the reach of the submanifold Z(f) itself (see Theorem 188) .
Theorem 183. Let D ⊂ Rn be a disk. Let f ∈ C1(D,R) have regular zero set Z(f) ⊂
int(D). Then there is a constant c1(D) > 0 such that
b (Z(f)) ≤ c1(D)· (κ1(f,D))n
Similar estimates can be obtained by means of Thom’s isotopy lemma, but depend
on the C2 norm of f , while, using Theorem 182, only the C1 information on f is needed.
In fact, we will also show that this bound is “asymptotically sharp”, in the sense of the
following statement.
14Actually we will need to use Theorem 179 wich allows in addition to control the size of the C0
neighborhood U .
23
Theorem 185. There exists a sequence {fk}k∈N of maps in C1(D,R), such that the
sequence κ1(fk, D) converges to +∞, and a constant c0(D) > 0 such that for every
k ∈ N the zero set Z(fk) ⊂ int(D) is regular and





Motivated by numerous questions in random geometry, given a smooth manifold M ,
we approach a systematic study of the differential topology of Gaussian random fields
(GRF) X : M → Rk, that we interpret as random variables with values in Cr(M,Rk),
inducing on it a Gaussian measure.
When the latter is given the weak Whitney topology, the convergence in law of X
allows to compute the limit probability of certain events in terms of the probability
distribution of the limit. This is true, in particular, for the events of a geometric or
topological nature, like: “X is transverse to W” or “X−1(0) is homeomorphic to Z”.
We relate the convergence in law of a sequence of GRFs with that of their covariance
structures, proving that in the smooth case (r = ∞), the two conditions coincide, in
analogy with what happens for finite dimensional Gaussian measures. We also show
that this is false in the case of finite regularity (r ∈ N), although the convergence of
the covariance structures in the Cr+2 sense is a sufficient condition for the convergence
in law of the corresponding GRFs in the Cr sense.
We complement this study by proving an important technical tools: an infinite
dimensional, probabilistic version of the Thom transversality theorem, which ensures
that, under some conditions on the support, the jet of a GRF is almost surely transverse




The subject of Gaussian random fields is classical and largely developed (see for in-
stance1 [1, 7, 19, 48]). Motivated by problems in differential topology, in this paper we
adopt a point of view which complements the classical one and we view Gaussian ran-
dom fields as random variables in the space of smooth maps. Inside this space there is
a rich structure coming from the geometric conditions that we can impose on the maps
we are studying. There are some natural events, described by differential properties of
the maps under consideration (e.g. being transverse to a given submanifold; having a
certain number of critical points; having a fixed homotopy type for the set of points
satisfying some regular equation written in term of the field...), which are of specific
interest to differential topology and it is desirable to have a verifiable notion of con-
vergence of Gaussian random fields which ensures the convergence of the probability of
these natural events. At the same time, once the space of functions is endowed with a
probability distribution, it is natural to investigate the stability of these properties using
the probabilistic language (replacing the notion of “generic” from differential topology
with the notion of “probability one”).
The purpose of this paper is precisely to produce a general framework for investi-
gating this type of questions. Specifically, Theorem 21 below allows to study the limit
probabilities of these natural events for a family of Gaussian random fields (the needed
notion of convergence is “verifiable” because it is written in terms of the convergence
of the covariance functions of these fields). Theorem 20 relates this notion to the con-
vergence of the fields in an appropriate topology: we achieve this by proving that there
is a topological embedding of the set of smooth Gaussian random fields into the space
of covariance functions. The switch from “generic” to “probability one” happens with
Theorem 23, which gives a probabilistic version of the Thom Transversality Theorem
(again the needed conditions for this to hold can be checked using the covariance func-
tion of the field). This is actually a corollary of the more general Theorem 24, which
provides an infinite dimensional, probabilistic version, of the Parametric Transversality
Theorem.
1This list is by no means complete!
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2.1.2 Topology of random maps
Let M be a smooth m-dimensional manifold (possibly with boundary). We denote
by Er = Cr(M,Rk) the space of differentiable maps endowed with the weak Whitney
topology, where r ∈ N ∪ {∞}, and we call P(Er) the set of probability measures on
Cr(M,Rk), endowed with the narrow topology (i.e. the weak* topology of Cb(Er)∗, see
Definition 33).
In this paper we are interested in a special subset of P(Er), namely the set G (Er)
of Gaussian measures : these are probability measures with the property that for every
finite set of points p1, . . . , pj ∈ M the evaluation map ϕ : Cr(M,Rk) → Rjk at these
points induces (by pushforward) a Gaussian measure on Rjk. 2 We denote by Gr(M,Rk)
the set of Cr Gaussian random fields (GRF) i.e. random variables with values in Er
that induce a Gaussian measure (see Definition 27 below).
Example 17. The easiest example of GRF is that of a random function of the type
X = ξ1f1 + · · · + ξnfn, where ξ1, . . . , ξn are independent Gaussian variables and fi ∈





In fact, a standard result in the general theory of Gaussian measures (see [7]) is that
every GRF admits such a representation, which is called the Karhunen-Loève expansion.
We give a proof of this in Appendix 2.B (see Theorem 65), adapted to the language of
the present paper.
Remark 18. One can define a Gaussian random section of a vector bundle E →M in
an analogous way (the evaluation map here takes values in the finite dimensional vector
space Ep1 ⊕ · · · ⊕ Epj). We choose to discuss only the case of trivial vector bundles to
avoid a complicated notation, besides, any vector bundle can be linearly embedded in a
trivial one, so that any Gaussian random section can be viewed as a Gaussian random
field. For this reason, the results we are going to present regarding GRFs are true,
mutatis mutandis, for Gaussian random sections of vector bundles.
We have the following sequence of continuous injections:
G (E∞) ⊂ · · · ⊂ G (Er) ⊂ · · · ⊂ G (E0) ⊂P(E0),
2In remark 31 we explain how this definition is equivalent to that of a Gaussian measure on the
topological vector space Er.
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with the topologies induced by the inclusion G (Er) ⊂P(Er) as a closed subset.
By definition, a Gaussian random field X induces a Gaussian measure on Cr(M,Rk),
measure that we denote by [X]. Two fields are called equivalent if they induce the same
measures. A Gaussian measure µ = [X] ∈ G (Er) gives rise to a differentiable function
Kµ ∈ Cr(M ×M,Rk×k) called the covariance function and defined for p, q ∈M by:








Equivalent fields give rise to the same covariance function, and to every covariance
function there corresponds a unique (up to equivalence) Gaussian field.
Remark 19. In this paper we are interested in random fields up to equivalence, this is
the reason why we choose to focus on the narrow topology. Indeed the notion of narrow
convergence of a family {Xd}d∈N of GRFs corresponds to the notion of convergence
in law of random elements in a topological space and it regards only the probability
measures [Xd]. By the Skorohod theorem (see [6, Theorem 6.7]) this notion corresponds
to almost sure convergence, up to equivalence of GRFs. In case one is interested
in the almost sure convergence or in the convergence in probability of a particular
sequence of GRFs one should be aware that these two notions take into account also
the joint probabilities. For example, convergence in probability is equivalent to narrow
convergence of the couple (Xd, X)⇒ (X,X) (see Theorem 35).
Our first theorem translates convergence in G (Er) of Gaussian measures with respect
to the narrow topology in terms of the corresponding sequence of covariance functions
in the space Cr(M ×M,Rk×k), endowed with the weak Whitney topology.
Theorem 20 (Measure-Covariance). The natural map
Kr : G (Er)→ Cr(M ×M,Rk×k), (2.1.2)
given by Kr : µ 7→ Kµ, is injective and continuous for all r ∈ N ∪ {∞}; when r = ∞
this map is also a closed topological embedding3.
We observe at this point that the condition r =∞ in the second part of the state-
ment of Theorem 20 is necessary: as Example 48 and Theorem 49 show, it is possible to
build a family of Cr (r 6=∞) GRFs with covariance structures which are Cr converging
but such that the family of GRFs does not converge narrowly to the GRF corresponding
to the limit covariance.
3A continuous injective map that is an homeomorphism onto its image.
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Theorem 20 is especially useful when one has to deal with a family of Gaussian
fields depending on some parameters, as it allows to infer asymptotic properties of
probabilities on C∞(M,Rk) from the convergence of the covariance functions (notice
that this “implication” goes the opposite way of the arrow in (2.1.2)).
Theorem 21 (Limit probabilities). Let {Xd}d∈N ⊂ Gr(M,Rk) be a sequence of Gaus-
sian random fields such that the sequence {Kd}d∈N of the associated covariance func-
tions converges to K in Cr+2,r+2(M ×M,Rk×k)4. Then there exists X ∈ Gr(M,Rk) with
KX = K such that for every Borel set A ⊂ Er we have
P(X ∈ int(A)) ≤ lim inf
d→∞
P(Xd ∈ A) ≤ lim sup
d→∞
P(Xd ∈ A) ≤ P(X ∈ A). (2.1.3)
In particular, if P(X ∈ ∂A) = 0, then the limit exists:
lim
d→∞
P(Xd ∈ A) = P(X ∈ A). (2.1.4)
2.1.3 The support of a Gaussian random field
The previous Theorem 21 raises two natural questions:
(1) when is the leftmost probability in (2.1.3) strictly positive?
(2) For which sets A ⊂ E∞ do we have (2.1.4)?
Answering question (1) for a given Gaussian random field X ∈ Gr(M,Rk), amounts to
determine its topological support:
supp(X) = {f ∈ Er : P(X ∈ U) > 0 for every neighborhood U of f} . (2.1.5)
We provide a description of the support of a Gaussian field X = (X1, . . . , Xk) ∈
Gr(M,Rk) in terms of its covariance function KX .







 , for p ∈M and j ∈ {1, . . . , k}. (2.1.6)
then
supp(X) = span{hjp : p ∈M, j = 1 . . . k}
Er
.
4It is the space of functions K(x, y) having continuous partial derivatives of order at least r in both
variables x and y, see Section 2.2.1.
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In particular, note that the support of a GRF is always a vector space, thus any
neighborhood of 0 has positive probability.
Theorem 22 is just a general property of Gaussian measures, translated into the
language of the present paper. In Section 2.4, we prove it as a consequence of [7,
Theorem 3.6.1] together with a description of the Cameron-Martin space of X. In
Appendix 2.B, we present a direct proof of such result, adapted to our language (see
Corollary 72). We do this by generalizing the proof given in [48, Section A.3-A.6] for
the case in which r = 0 and k = 1.
2.1.4 Differential topology from the random point of view
Addressing question (2) above, let us observe that the probabilities in (2.1.3) are equal
if and only if P(X ∈ ∂A) = 0, and the study of this condition naturally leads us to the
world of Differential Topology.
When studying smooth maps, most relevant sets are given imposing some conditions
on their jets (this is what happens, for instance, when studying a given singularity class).
For example, let us take for A ⊂ E∞ in Theorem 21 a set defined by a condition on the
r-th jet of X:
A = {f ∈ E∞ such that jrxf ∈ V ⊆ Jr(M,Rk) for all x ∈M}.
One can show that if V is an open set with smooth boundary ∂V , then there is no map
f ∈ ∂A satisfying jrf t ∂V . This is a frequent situation, indeed in most cases, the
boundary of A consists of functions whoose jet is not transverse to a given submanifold
W ⊂ Jr(M,Rk), and then the problem of proving the existence of the limit (2.1.4)
reduces to show that P(jrX t W ) = 1. Motivated by this, we prove the following.
Theorem 23. Let X ∈ G∞(M,Rk) and denote F = supp(X). Let r ∈ N. Assume that





Then for any submanifold W ⊂ Jr(M,Rk), we have P(jrX t W ) = 1.
Let us explain condition (2.1.7) better. Given X ∈ Gr(M,Rk) and p ∈ M one can
consider the random vector jrpX ∈ Jrp (M,Rk): this is a Gaussian variable and (2.1.7)
is the condition that the support of this Gaussian variable is the whole Jrp (M,R
k). For
example, if the support of a Cr-Gaussian field X equals the whole Er, then for every
W ⊂ Jr(M,Rk) we have X t W with probability one.
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We will actually prove Theorem 23 as a corollary of the following more general the-
orem, that is an infinite dimensional version of the Parametric Transversality Theorem
53.
Theorem 24 (Probabilistic transversality). Let X ∈ Gr(M,Rk), for r ∈ N ∪ {∞},
and denote F = supp(X). Let P,N be smooth manifolds and W ⊂ N a submanifold.
Assume that Φ: P × F → N is a smooth map such that Φ−t W . Then
P{φ(X)−t W} = 1,
where φ(f) is the map p 7→ Φ(p, f).
Remark 25. We stress the fact that the space F in Theorem 24 might be infinite
dimensional. This is remarkable in view of the fact that the proof of the finite dimen-
sional analogue of Theorem 24 makes use of Sard’s theorem, which is essentially a finite
dimensional tool. In fact, such result is false in general for smooth maps defined on an
infinite dimensional space (see [37]). In this context, the only alternative tool is the
Sard-Smale theorem (see [58]), which says that the set of critical values of a smooth
Fredholm map between Banach spaces is meagre (it is contained in a countable union
of closed sets with empty interior). However, this is not enough to say something about
the evaluation of a Gaussian measure on such set, not even when the dimension is finite.
Moreover, in both the proof of the finite dimensional transversality theorem and of
Sard-Smale theorem an essential instrument is the Implicit Function theorem. Although
this result, in its generalized version developed by Nash and Moser, is still at our disposal
in the setting of Theorem 24 (at least when M is compact), it fails to hold in the context
of more general spaces.
That said, the proof of theorem 24 relies on finite dimensional arguments and on the
Cameron-Martin theorem (see [7, Theorem 2.4.5]), a result that is specific to Gaussian
measures on locally convex spaces. In fact, the careful reader can observe that the only
property of X that we use is that [X] is a nondegenerate Radon Gaussian measure (in
the sense of [7, Def. 3.6.2]) on the second-countable, locally convex vector space F .
2.2 Preliminaries
2.2.1 Space of smooth functions
Let M be a smooth manifold of dimension m. We will always implicitely assume
that M is Hausdorff and second countable, possibly with boundary. Let k ∈ N and
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r ∈ N ∪ {+∞}. We will consider the set of Cr functions
Er = Cr(M,Rk)
as a topological space with the weak Whitney topology as in [29,48]. Let Q : D ↪→M





{∣∣∂α(f ◦Q)(x)∣∣ : α ∈ Nm, |α| ≤ r, x ∈ int(D)}. (2.2.1)
Then, for r ∈ N finite, the weak topology on Cr(M,Rk) is defined by the family of
seminorms {‖·‖Q,r}Q, while the topology on C∞(M,Rk) is defined by the whole family
{‖·‖Q,r}Q,r. We recall that for any r ∈ N ∪ {∞}, the topological space Cr(M,Rk) is a
Polish space: it is separable and homeomorphic to a complete metric space (indeed it is
a Fréchet space). We will also need to consider the space Cr,r(M ×M,Rk) consisting of
those functions that have continuous partial derivatives of order at least r with respect




{∣∣∂(α,β)(f ◦Q)(x, y)∣∣ : α, β ∈ Nm, |α|, |β| ≤ r, x, y ∈ int(D)},
where now Q varies among all product embeddings: Q(x, y) = (Q1(x), Q2(y)) ∈M×M
and Q1, Q2 are embeddings of two compact sets D1, D2.
Lemma 26. Let f, fn ∈ Cr(M,Rk). fn → f in Cr(M,Rk) if and only if for any





Proof. See [29, Chapter 2, Section 4].
Given an open cover {U`}`∈L of M , the restriction maps define a topological embed-
ding Cr(M,Rk) ↪→
∏
`∈L Cr(U`,Rk), indeed any converging sequence pn → p belongs to
some U` eventually. In particular, suppose that Q` : Dm ↪→ M are a countable family
of embeddings of the unit m−disk Dm such that int(Q`(Dm)) = U` is a covering of M5.
Then the maps Q∗` : f 7→ f ◦Q` define a topological embedding





We refer to the book [29] for the details about topologies on spaces of differentiable
functions.
5This is always possible in a smooth manifold without boundary, by definition, and it is still true
if the manifold has boundary: if p ∈ ∂M , take an embedding of the unit disk Q : Dm ↪→M such that
Q(∂Dm) intersects ∂M in an open neighborhood of p, then the interior of Q(Dm), viewed as a subset
of M , contains p.
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2.2.2 Gaussian random fields
Most of the material in this section, can be found in the book [1] and in the paper [48];
we develop the language in a slightly different way so that it suits our point of view
focused on measure theory.
A real random variable γ on a probability space (Ω,S,P) is said to be Gaussian
if there are real numbers µ ∈ R and σ ≥ 0, such that γ ∼ N(µ, σ2), meaning that it








In this paper, unless otherwise specified, all Gaussian variables and vectors are meant
to be centered, namely with µ = 0.
A (centered) Gaussian random vector ξ in Rk is a random variable on Rk s.t. for
any covector λ ∈ (Rk)∗, the real random variable λξ is (centered) Gaussian. In this
case we write ξ ∼ N(0, K) where K = E{ξξT} is the so called covariance matrix. If ξ
is a Gaussian random vector in Rk, there is a random vector γ ∼ N(0,1j) in Rj and an
injective k × j matrix A s.t.
ξ = Aγ.
In this case K = AAT and the support of ξ is the image of A, which concides with the
image of the matrix K, that is
supp(ξ) = {p ∈ Rk : P{Up} > 0 for all neighborhoods Up 3 p } = ImK6,
indeed ξ ∈ ImK = ImA with P = 1. If A is invertible, ξ is said to be nondegenerate,
this happens if and only if detK 6= 0, if and only if supp(ξ) = Rn, if and only if the
probability induced by ξ admits a density, which is given by the formula












Definition 27 (Gaussian random field). Let M be a smooth manifold. Let (Ω,S,P)
be a probability space. An Rk-valued random field (RF) on M is a measurable map
X : Ω→ (Rk)M ,
with respect to the product σ−algebra on the codomain. An R-valued RF is called a
random function.
6This is the finite dimensional version of Theorem 22.
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Let r ∈ N ∪ {∞}. We say that X is a Cr random field, if Xω ∈ Cr(M,Rk) for
P-almost every ω ∈ Ω. We say that X is a Gaussian random field (GRF), or just
Gaussian field, if for any finite collection of points p1, . . . , pj ∈ M , the random vector
in Rjk defined by (X(p1), . . . , X(pj)) is Gaussian. We denote by Gr(M,Rk) the set of
Cr Gaussian fields.
When dealing with random fields X : Ω → (Rk)M , we will most often use the
shortened notation of omitting the dependence from the variable ω. In this way X :
M → Rk is a random map, i.e. a random element7 of (Rk)M .
Remark 28. In the above definition, the sentence:
“Xω ∈ Cr(M,Rk) for P-almost every ω ∈ Ω”
means that the set {ω ∈ Ω: Xω ∈ Cr(M,Rk)} contains a measurable set Ω0 which has
probability one. We make this remark because the subset Cr(M,Rk) doesn’t belong to
the product σ−algebra of (Rk)M .






{f ∈ Cr(M,Rk) : f(p) ∈ A},
with p ∈ M and A ⊂ Rk open. Moreover Cr(M,Rk) is a Borel subset of C0(M,Rk), for
all r ∈ N ∪ {+∞}.
Proof. See [48, p. 43,44] or [7, p. 374].
As a consequence we have that the Borel σ-algebra B(Cr(M,Rk)) is the restriction
to Cr(M,Rk) of the product σ-algebra of (Rk)M . It follows that X is a Cr RF on M if
and only if it is P−almost surely equal to a random element of Cr(M,Rk).
A second consequence is that if X is a Cr RF, then the associated map X̃ : Ω×M →
Rk is measurable, being the composition e ◦ (X × id), where e : Cr(M,Rk)×M → Rk is
the continous map defined by e(f, p) = f(p).
If X is a Cr RF, then it induces a probability measure X∗P on Cr(M,Rk), or equiv-
alently (because of Lemma 29) a probability measure on C0(M,Rk) that is supported
on Cr(M,Rk). We say that two RFs are equivalent if they induce the same measure;
note that this can happen even if they are defined on different probability spaces.
7We recall that, given a measurable space (S,A), a measurable map from a probability space
(Ω,S,P) to S is also called a Random Element of S (see [6]). Random variables and random vectors
are random elements of R and Rk, respectively.
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It is easy to see that every probability measure µ on Cr(M,Rk) is induced by some RF
(just take Ω = Cr(M,Rk), µ = P and define X to be the identity, then clearly µ = X∗P).
This means that the study of Cr random fields up to equivalence corresponds to the
study of Borel probability measures on Cr(M,Rk).
Note that, as a consequence of Lemma 29, a Borel measure µ on Cr(M,Rk) is
uniquely determined by its finite dimensional distributions, which are the measures
induced on Rkj by evaluation on j points.
We will write µ = [X] to say that the probability measure µ is induced by a random
field X. In particular we define the Gaussian measures on Cr(M,Rk) to be those
measures that are induced by a Cr GRF, equivalently we give the following measure-
theoretic definition.
Definition 30 (Gaussian measure). Let M be a smooth manifold and let r ∈ N∪{∞},
k ∈ N. A Gaussian measure on Cr(M,Rk) is a probability measure on the topological
space Cr(M,Rk), with the property that for any finite set of points p1, . . . pj ∈ M , the
measure induced on Rjk by the map f 7→ (f(p1), . . . , f(pj)) is Gaussian (centered and
possibly degenerate). We denote by G (Er) the set of Gaussian probability measures on
Er = Cr(M,Rk).
Remark 31. In general a Gaussian measure on a topological vector space W is defined
as a Borel measure onW such that all the elements inW ∗ are Gaussian random variables
(see [7]). In the case W = Cr(M,Rk), this is equivalent to Definition 30, because the
set of functionals f 7→ a1f(p1) + · · · + ajf(pj)) is dense in the topological dual W ∗
(Theorem 62 of Appendix 2.A), therefore every continuous linear functional λ ∈ W ∗
can be obtained as the almost sure limit of a sequence of Gaussian variables and thus
it is Gaussian itself.
We prove now a simple Lemma that will be needed in the following. Given a
differentiable map f ∈ Cr(M,Rk) with r ≥ 1, and a smooth vector field v on M , we
denote by vf the derivative of f in the direction of v.
Lemma 32. Let X ∈ Gr(M,Rk) and let v be a smooth vector field on M . Then
vX ∈ Gr−1(M,Rk). (Notice that, as a consequence, the r-jet of a Cr GRF is a C0
GRF.)
Proof. Since X ∈ Cr(M,Rk) almost surely, then vX ∈ Cr−1(M,Rk) almost surely, thus
vX defines a probability measure supported on Cr−1(M,Rk). To prove that it is a
Gaussian measure, note that vX(p) is either a N(0, 0) Gaussian, if vp = 0, or an almost
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sure limit of Gaussian vectors, indeed passing to a coordinate chart x1, . . . , xm centered






X(t, 0, . . . , 0)−X(0, 0, . . . , 0)
t
a.s.
therefore it is Gaussian. The analogous argument can be applied when we consider a
finite number of points in M .
2.2.3 The topology of random fields.
We denote by P(Er), the set of all Borel probability measures on Er. We shall endow
the space P(Er) with the narrow topology, defined as follows. Let Cb(Er) be the Banach
space of all bounded continuous functions from Er to R.
Definition 33 (Narrow topology). The narrow topology on P(Er) is defined as the
coarsest topology such that for every ϕ ∈ Cb(Er) the map evϕ : P(Er)→ R given by:





In other words, the narrow topology is the topology induced by the weak-∗ topology
of Cb(Er)∗, via the inclusion
P(Er) ↪→ Cb(Er)∗
P 7→ E{·}
Remark 34. The narrow topology is also classically refered to as the weak topology
(see [52], [7] or [6]). We avoid the latter terminology to prevent confusion with the
topology induced by the weak topology of Cb(Er)∗, which is strictly finer. Indeed if a
sequence of probability measures µn converges to a probability measure µ in the weak
topology of Cb(Er)∗, then limn→∞ µn(A) = µ(A) for any measurable set A ∈ Er. This is
a strictly stronger condition than narrow convergence, see Portmanteau’s theorem [6].
Convergence of a sequence of probability measures µn ∈ P(Er) in the narrow
topology is denoted as µn ⇒ µ. From the point of view of random fields, [Xn] ⇒ [X]
in P(Er), if and only if
lim
n→∞
E{ϕ(Xn)} = E{ϕ(X)} ∀ϕ ∈ Cb(Er)
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and in this case we will simply write Xn ⇒ X. This notion of convergence of random
variables is also called convergence in law or in distribution.
To understand the notion of narrow convergence it is important to recall Skorohod’s
theorem (see [6, Theorem 6.7]), which states that µn ⇒ µ0 in P(Er) if and only if there
is a sequence Xn of random elements of E
r, such that µn = [Xn] and Xn → X0 almost
surely. In other words, narrow convergence is equivalent to almost sure convergence
from the point of view of the measures µn.
However, for a given sequence of random fields Xn, the notion of narrow convergence
is even weaker than that of convergence in probability. The subtle difference, as showed
in Lemma 35 below, is that the latter takes into account the joint distributions.
Lemma 35. Let Xd, X ∈ Gr(M,Rk). The sequence Xd convergese to X in probability
if and only if (Xd, X)⇒ (X,X).
Proof. First, note that if Xd → X in probability, then (Xd, X)→ (X,X) in probability
and therefore (Xd, X) ⇒ (X,X). For the converse, let d be any metric on Cr(M,Rk).
Since d is a continuous function, if (Xd, X) ⇒ (X,X) then d(Xd, X) ⇒ 0, which is
equivalent to convergence in probability, by definition.
We recall the following useful fact relating properties of the topology of E to prop-
erties of the narrow topology on P(E); for the proof the reader is referred to [52, p.
42-46].
Proposition 36. The following properties are true:
1. E is separable and metrizable if and only if P(E) is separable and metrizable.
In this case, the map E ↪→ P(E), defined by f 7→ δf , is a closed topological
embedding and the convex hull of its image is dense in P(E).
2. E is compact and metrizable if and only if P(E) is compact and metrizable.
3. E is Polish if and only if P(E) is Polish.
Corollary 37. Let E1 and E2 be two separable metric spaces. Let π : E1 → E2 be
continuous. Then the induced map π∗ : P(E1)→P(E2) is continuous. If moreover π
is a topological embedding, then π∗ is a topological embedding as well.
Proof. If π is continuous, then for any bounded and continuous real function ϕ ∈ Cb(E2),
the composition ϕ ◦π is in Cb(E1). Hence, the function
∫
E1





(ϕ ◦ π)dP is continuous. Observe that for any P ∈P(E1)∫
E1









thus the composition (
∫
E2
ϕ) ◦ π∗ : P(E1)→ R is continuous for any ϕ ∈ Cb(E2). From
the definition of the topology on P(E2), it follows that π∗ is continuous.
Assume now that π is a topological embedding. This is equivalent to say that π is
injective and any open set U ⊂ E1 is of the form π−1(V ) for some open subset V ⊂ E2,
and the same for Borel sets. It follows that π∗ is injective, indeed if two probability
measures P1,P2 ∈P(E1), have equal induced measures π∗P1 = π∗P2, then
P1{π−1(V )} = P2{π−1(V )}
for any Borel subset V ⊂ E2, thus P1{U} = P2{U} for any Borel subset U ⊂ E1 and
P1 = P2.
It remains to prove that π−1∗ is continuous on the image of π∗. Let Pn ∈P(E1) be
such that π∗Pn ⇒ π∗P0. Let U ⊂ E1 be open, then there is some open subset V ⊂ E2
such that π−1(V ) = U and, by Portmanteau’s theorem (see [52, p. 40]), we get
lim inf
n
Pn{U} = lim inf
n
π∗Pn{V } ≥ π∗P0{V } = P0{U}.
This implies that Pn ⇒ P0. We conclude using point (1) of Proposition 36,and the fact
that on metric spaces, sequential continuity is equivalent to continuity.
Example 38. Let φ : M → N be a Cr maps between smooth manifolds, then the map
φ∗ : Cr(N,W )→ Cr(M,W ) defined as φ∗(f) = f ◦φ is continuous, therefore the induced
map between the spaces of probabilities, which we still denote as φ∗, is continuous. The
same holds for the map φ∗ : Cr(W,M)→ Cr(W,N), such that φ∗(f) = φ ◦ f .
Note that Cr narrow convergence implies Cs narrow convergence, for every s ≤ r,
but not vice versa. Indeed there are continuous injections
G (E∞) ⊂ · · · ⊂ G (Er) ⊂ · · · ⊂ G (E0) ⊂P(E0).
Proposition 39. G (Er) is closed in P(Er).
Proof. Let Xn ∈ Gr(M,Rk) s.t. Xn ⇒ X ∈ P(Er). Then for any p1 . . . , pj ∈ M we
have
(Xn(p1), . . . , Xn(pj))⇒ (X(p1), . . . , X(pj))
in P(Rjk). Therefore the latter is a Gaussian random vector and thus [X] ∈ G (Er).
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2.2.4 The covariance function.
Given a Gaussian random vector ξ, it is clear by equation (2.2.3) that the corresponding
measure µ = [ξ] on Rm is determined by the covariance matrix K = E{ξξT}. Similarly,
if X ∈ Gr(M,Rk), then [X] is a measure on Cr(M,Rk) and it is uniquely determined by
its finite dimensional distributions, which are the Gaussian measures induced on Rkj by
evaluation on j points. It follows that [X] is uniquely determined by the collection of all
the covariances of the evaluations at couples of points in M , which we call covariance
function.
Definition 40 (covariance function). Given X ∈ Gr(M,Rk), we define its covariance
function as:
KX : M ×M → Rk×k
KX(p, q) = E{X(p)X(q)T}.
The function KX is symmetric: KX(p, q)
T = KX(q, p) and non-negative definite,




j KX(pi, pi)λj ≥ 0.
The covariance function of a Cr random field is of class Cr,r, see Section 2.2.1. This
is better understood by introducing the following object. Suppose that X is a Gaussian
random field on M , defined on a probability space (Ω,S,P), then it defines a map
γX : M → L2(Ω,S,P)k (2.2.4)
such that γX(p) = X(p).
To say that X is Gaussian is equivalent to say that span{γX(M)} is a Gaussian sub-
space of L2(Ω,S,P)k, namely a vector subspace whose elements are Gaussian random
vectors. Next proposition from [48] will be instrumental for us.
Proposition 41 (Lemma A.3 from [48]). Let X ∈ Gr(M,Rk), then the map γX : M →






= 〈∂αγX(x), ∂βγX(y)T 〉L2(Ω,S,P) = ∂(α,β)KX(x, y),
for any multi-indices |α|, |β| ≤ r.
Corollary 42. Let X ∈ Gr(M,Rk), then KX ∈ Cr,r(M ×M,Rk×k).
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2.2.5 A Gaussian inequality
The scope of this section is to prove Theorem 45, which contains a key technical inequal-
ity. Although such inequality can be seen as a consequence of Kolmogorov’s theorem for
Ck,k kernels, as discussed in [48, Sec. A.9], we report here a simpler proof. In fact, the
result follows from a general inequality valid for all GRFs, not necessarily continuous.
Given a GRF X : M → R, we define for all ε > 0 the quantity N(ε), to be the
minimum number of L2-balls of radius ε needed to cover γX(M). This number is
always finite if γX(M) is relatively compact in L
2. We will need the following Theorem
from [1].
Theorem 43 (Theorem 1.3.3 from [1]). Let γX(M) be compact in L
2(Ω,S,P). Let












As a corollary, in our setting we can derive the following.
Lemma 44. Let X ∈ G1(M,R) and consider an embedding Q : D ↪→ M of a compact




Proof. It is not restrictive to assume thatM = D andQ = id. Notice that since the map
γX is continuous, by Proposition 41, it follows that γX(D) is compact in L
2(Ω,S,P),






Moreover, for any q, p ∈ D, we have that
‖X(p)−X(q)‖2L2 = K(p, p) +K(q, q)− 2K(p, q)





where K = KX . Thus, denoting Λ
2 = 2‖K‖Q×Q,1, we obtain that




Let now Ñ(ρ) be the minimum number of standard balls in Rm with radius ρ, required
to cover D. A consequence of (2.2.5) is that every ball of radius ρ in D is contained in
the preimage via γX of a ball of radius Λρ
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We conclude that E{‖X‖D,0} ≤ 2
√
2 · C · I(R)
√
‖KX‖Q×Q,1.
We are now able to prove the required Gaussian inequality.
Theorem 45. Let X ∈ Gr(M,Rk) and consider an embedding Q : D ↪→M of a compact




Where C is a constant depending only on Q, r and k.
Proof. A repeated application of Lemma 32 proves that ∂αX
i is Gaussian, so that we





















2.3 Proof of Theorem 20 and Theorem 21
2.3.1 Proof that Kr is injective and continuous
We already noted that KX determines [X], and this is equivalent to say that K0 is
injective. It follows that Kr is injective for every r, since Kr is just the restriction of
K0 to G (Er).
Let us prove continuity. Since both the domain and the codomain are metrizable
topological spaces, it will be sufficient to prove sequential continuity. Let µn ⇒ µ ∈
G (Er). Let X ∈ Gr(M,Rk) be a GRF such that µ = [X] and for every n ∈ N let
Xn ∈ Gr(M,Rk) be such that µn = [Xn]. By Skorohod’s representation theorem (see [6,
Theorem 6.7]) we can assume that the Xn are GRFs defined on a common probability
space (Ω,S,P) and that Xn → X almost surely in the topological space Cr(M,Rk).
To prove Cr,r convergence of Kn = KXn to K = KX , it is sufficient (and necessary)
to show that given coordinate charts (x, y) on M ×M , a sequence (xn, yn)→ (x0, y0),
a couple of indices |α|, |β| ≤ r and two indices i, j ∈ {1, . . . , k}, then
∂(α,β)K
i,j
n (xn, yn)→ ∂(α,β)Ki,j(x0, y0). (2.3.1)
Let γn = ∂αX
i
n(xn) and ξn = ∂βX
j
n(yn). By Lemma 32, these two random vectors are
Gaussian; moreover γn → γ and ξn → ξ almost surely. It follows that the convergence
holds also in L2(Ω,S,P), so that
E{γnξn} → E{γξ},
which is exactly (2.3.1).
2.3.2 Relative compactness
As we will see with Theorem 49, the map Kr is not proper when r is finite. However,
we have the following partial result.
Theorem 46. Let r ∈ N and consider [Xn] ∈ G (Er+2) and let {Q`}`∈N be a countable
family of embeddings Q` : Dm ↪→ M , such that the family of open sets int(Q`(D)) is
a covering of M (so that condition (2.2.2) holds). Then the following conditions are
related by the implications: (1) =⇒ (2) =⇒ (3).
(1) supn ‖KXn‖Q`×Q`,(r+2,r+2) <∞, for very ` ∈ N.
42
(2) supn E {‖Xn‖Q,r+1} <∞, for any embedding Q : D ↪→M of a compact D ⊂ Rm.
(3) The sequence {[Xn]}n∈N is relatively compact in G (Er).
Since there is a continuous inclusion G (E∞) ⊂ G (Er) and the function Kr is con-
tinuous, for any r ∈ N, we immediately obtain the following corollary for the case
r =∞.
Theorem 47. Let [Xn] ∈ G (E∞) and {Q`}`∈N be a countable family of embeddings
Q` : Dm ↪→M , such that the family of open sets int(Q`(D)) is a covering of M (so that
condition (2.2.2) holds). Then the following conditions are equivalent.
(1) supn ‖KXn‖Q`×Q`,(r,r) <∞, for very r, ` ∈ N.
(2) supn E {‖Xn‖Q,r} <∞, for any embedding Q : D ↪→M of a compact D ⊂ Rm and
every r ∈ N.
(3) The sequence {[Xn]}n∈N is relatively compact in G (E∞).
Before proving this Theorem, recall that Cr(M,Rk) has the product topology with
respect to the countable family of maps {Q∗`}`∈N, defined as in (2.2.2). It follows that
a subset A ⊂ Cr(M,Rk) is relatively compact if and only if Q∗`A ⊂ Cr(Dm,Rk) is
relatively compact for all `. In particular, if r <∞, given constants A` > 0, the set
A r =
{
f ∈ Cr(M,Rk) : ‖f‖Q`,r+1 ≤ A` ∀`
}
is compact in Cr(M,Rk). Similarly, given Ar` > 0 for all r, ` ∈ N, the set
A ∞ =
{
f ∈ C∞(M,Rk) : ‖f‖Q`,r ≤ Ar` ∀r, `
}
is compact in C∞(M,Rk). An important thing to note here is that every compact set
in C∞(M,Rk) is contained in a set of the form A ∞, while the analogous fact is not true
when r is finite.
Theorem 46. Let Q : D ↪→M be the embedding of a compact subset D ⊂ Rm. Then we
can cover D with a finite family of disks D1, . . . , DN such that Q(Di) ⊂ int(Q`i(Dm))
for some `1, . . . , `N . It follows that there exists a constant c > 0 such that ‖f‖Q,r+1 ≤
c
∑N
i=1 ‖f‖Q`i ,r+1 for all i = 1, . . . , N and for all f ∈ C
r+1(M,Rk).
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By applying Theorem 45 to each Q`, we get the inequality
sup
n


















This proves the implication (1) =⇒ (2).
By Prohorov’s Theorem (see [6, Theorem 5.2]), to prove the second implication, it
is sufficient to show that {[Xn]}n is tight in G (Er), i.e. that for every ε > 0 there is a
compact set A ⊂ Er, such that P(Xn ∈ A ) > 1− ε for any n ∈ N.
Fix ε > 0. By (2), the number A` = supn E {‖Xn‖Q`,r+1} is finite for each ` ∈ N.
Thus, we can consider the compact subset A ⊂ Cr(M,Rk) defined as follows,
A =
{
f ∈ Cr(M,Rk) : ‖f‖Q`,r+1 ≤
2`+1
ε
A`, ∀` ∈ N
}
.
By subadditivity and Markov’s inequality we have that for all n ∈ N:





















We conclude that {[Xn]}n is tight.
2.3.3 Proof that K∞ is a closed topological embedding
We already know that K∞ is injective and continuous. To prove that it is a closed
topological embedding it is sufficient to show thatK∞ is proper: both G (E∞) ⊂P(E∞)
and E∞ are metrizable spaces, and a proper map between metrizable spaces is closed.
Let A ⊂ C∞(M ×M,Rk×k) be a compact set; then for any Q : D ↪→M embedding





Therefore Theorem 47 implies that the closed subset (K∞)−1(A ) ⊂ G (E∞) is also
relatively compact, hence it is compact.
2.3.4 Proof of Theorem 21
By Theorem 20, if Kd
C∞−−→ K then µd ⇒ µ. Observe also that, by definition for every
A ⊂ E∞:
P(X ∈ A) = µ(A) and P(Xd ∈ A) = µd(A).
Consequently (2.1.3) follows from Portmanteau’s theorem (see [6, Theorem 2.1]).
2.3.5 Addendum: a “counter-theorem”
It is possible to improve Theorem 45 in order to control E{‖X‖Q,r} with a (r+α, r+α)
Holder norm of the covariance function, if the latter is finite for some α ∈ (0, 1) (see [48,
Sec. A.9]). But there is no way to get such an estimate with α = 0, as the following
example shows.
Example 48. Let D ⊂ Rm compact with non empty interior. We now construct a






1 , . . . , I
(n)
n2 be disjoint open sets in D (their size doesn’t matter), containing
points x
(n)
1 , . . . , x
(n)
n2 . Let ϕ
(n)
1 , . . . , ϕ
(n)
n2 be smooth functions ϕ
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i : D → [0, 1] such that
ϕ
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i ) = 1 (see Figure 2.1). Let γi be a countable
family of independent standard Gaussian random variables. Let an ∈ R be the real
















j (y) for some i = ix, j = jx, thus ‖KXn‖D,0 → 0.
We can now estimate the probability that the C0-norm of Xn is small by




|Xn(x(n)i )| < 1
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Figure 2.1: The function ϕ
(n)







i ) and takes value 1 at x
(n)
i .
Consequently, by Markov’s inequality
lim inf
n→∞
E {‖Xn‖D,0} ≥ lim inf
n→∞
P {‖Xn‖D,0 ≥ 1} = 1. (2.3.2)
Note that the function K(x, y) = 0 is the covariance function of the GRF X0, which
corresponds to the probability measure δ0 ∈ G (E0) concentrated on the zero function
0 ∈ C0(D,R). Since P {‖X0‖D,0 ≥ 1} = 0, equation (2.3.2) proves also that [Xn] does
not converge to [X0] in G (E0), even if KXn → KX0 in C0(D,R).
The previous Example 48 can be generalized to prove the following result, which
shows that the condition r = ∞ in the second part of the statement of Theorem 20 is
necessary.
Theorem 49. If r is finite, the map (Kr)−1 is not continuous.
Proof. Construct Xn ∈ G0(D,R) as in Example 48, with D = [0, 1] ⊂ R. Since Xn is a
sum of functions with compact support, we can as well consider Xn as a random element
of C0(R,R). So that KXn → 0 in C0(R × R,R), because their support is contained in
D ×D, but Xn 6⇒ 0.









Xn(s1)ds1 . . . dsr.
Then Yn ∈ Gr(R,R) (indeed Yn is a smooth GRF), and d
r
dxr
Yn = Xn. Moreover,
d2r
dxrdyr
KYn = KXn → 0
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in C0(R× R,R) and KYn = 0 in a neighborhood of (c, c), therefore KYn → 0 in Cr,r(R×
R,R), but Yn 6⇒ 0.
Let M be a smooth manifold of dimension m. Denoting (t, x) ∈ R × Rm−1 = Rm,
we define a smooth function ρ : Rm → [0, 1] with compact support and such that ρ = 1
in a neighborhood of the set [0, 1] × {0}. Let j : Rm → M be any embedding and fix
v ∈ Rk. Define the transformation T : Cr(R,R) → Cr(M,Rk) such that f 7→ g = Tf ,
where
g(j(t, x)) = ρ(t, x)f(t)v,
g(p) = 0 if p /∈ j(Rm).
Since ρ has compact support, T is continuous for all r ∈ N ∪ {∞}, so that Zn = TYn
is a well defined smooth GRF with compact support on M . Thanks to the continuity
of T , we have that KZn → 0 in Cr,r(M,Rk×k), but Zn 6⇒ 0 in Gr(M,Rk) because
dr
dtr
Zn(j(t, 0)) = Xn(t) for every t ∈ [0, 1] and Xn|D 6⇒ 0.
2.4 Proof of Theorem 22
Given a Gaussian field X = (X1, . . . , Xk) ∈ Gr(M,Rk) defined on a probability space
(Ω,S,P), we consider the Hilbert space ΓX defined by:
ΓX = span{Xj(p), p ∈M, j = 1, . . . , k}
L2(Ω,S,P)
.
Since X is a Gaussian field, all the elements of ΓX are gaussian random variables (and
viceversa). By Lemma 41, we know that the function γX : M → L2(Ω,S,P) defined as
in equation (2.2.4) is of class Cr, therefore we can define a linear map ρX : ΓX → Er
by:
ρX(γ) = E (X(·)γ) =
(
〈γ1X(·), γ〉L2(Ω,S,P), . . . , 〈γkX(·), γ〉L2(Ω,S,P)
)
.
Proposition 50. The map ρX : ΓX → Er is a linear, continuous injection.
Proof. Let γ ∈ ΓX and assume that ρX(γ) = 0. Then 〈γ,Xj(p)〉L2 = 0 for all p ∈ M
and j = 1, . . . , k, so that γ ∈ Γ⊥X , thus γ = 0. This proves that ρX is injective.
By linearity, it is sufficient to check continuity at γ = 0. Let Q : D ↪→ M be the
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embedding of a compact set D ⊂ Rm. If r is finite, we have
‖ρX(γ)‖Q,r = sup
|α|≤r,x∈D




























Therefore limγ→0 ‖ρX(γ)‖Q,r = 0 for every Q, hence ρX is continuous. For the case
r = ∞, it is sufficient to note that continuity with respect to Er for every r, implies
continuity with respect to E∞.
Proposition 51. The image of ρX coincides with the Cameron-Martin space (see [7, p.
44, 59]) of the measure [X] and we denote it by HX .
Proof. According to [7, Lemma 2.4.1] HX is the set of those h ∈ Er for which there
exists a T ∈ (Er)∗ such that
L(h) = E{T (X)L(X)}, for all L ∈ (Er)∗. (2.4.1)
Observe that the map T 7→ T (X) defines a surjection (Er)∗ → ΓX , because every
continuous linear functional T ∈ (Er)∗ can be approximated by linear combinations of
functionals of the form δjp : f 7→ f j(p) (see Theorem 62 in Appendix 2.A). For the same
reason, condition (2.4.1) is equivalent to the existence of γ ∈ ΓX such that
hj(p) = E{γXj(p)}}, for all p ∈M and j = 1, . . . , k,
that is, by definition, h = ρX(γ). Thus HX = ρX(ΓX).
Observe thatHX contains all the functions hjp = ρX(Xj(p)) satisfying equation(2.1.6)
in Theorem 22. Moreover, it carries the Hilbert structure induced by the map ρX , which
makes it isometric to ΓX . It follows that HX is the Hilbert completion of the vector








= Kj,`X (p, q).





In Appendix 2.B (equation (2.B.2)) the reader can find a proof of (2.4.2) adapted to
our language.
Remark 52. Note that the Hilbert space HX depends only on KX , thus it depends
only on the measure [X].
2.5 Proof of Theorems 23 and 24
2.5.1 Transversality
We want to prove some results analogous to Thom’s Transversality Theorem (see [29,
Section 3, Theorem 2.8]) in our probabilistic setting. We first recall the definition of
transversality. Let f : M → N be a smooth map, W ⊂ N a submanifold and K ⊂ M
be any subset. Then we say that f is transverse to W on K and write f −tK W , if and
only if for every x ∈ K ∩ f−1(W ) we have:
dfx(TxM) + Tf(x)W = Tf(x)N.
We will simply write f −t W if K = W . We recall the following classical tool, usually
called the Parametric Transversality Theorem.
Theorem 53 (Theorem 2.7 from [29], Chapter 3). Let g : P ×F → N be a smooth map
between smooth manifolds of finite dimension. Let W ⊂ N be a smooth submanifold
and K ⊂ P be any subset. If g −tK×F W , then g(·, f)−tK W for almost every f ∈ F .
In our context we prove the following infinite-dimensional, probablistic version of
Theorem 53.
Theorem 54. Let F ⊂ Er such that F = supp(X) for some X ∈ Gr(M,Rk), with
r ∈ N ∪ {∞}. Let P,N be smooth manifolds and W ⊂ N a submanifold. Assume that
Φ: P × F → N is a “smooth”8 map such that Φ−t W . Then
P{Φ(·, X)−t W} = 1.
8Here by “smooth” we mean that:
1. the map Φ is smooth when restricted to finite dimensional subspaces;




v is continuous in all its arguments.
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A particular case in which we can apply Theorem 54 is when P = M , N = Jr =
Jr(M,Rk), r =∞ and Φ is the jet-evaluation map
jr : M × E∞ → Jr, (p, f) 7→ jrpf. (2.5.1)
It is straightforward to see that this map is “smooth” in the sense of the statement of
Theorem 54.
Proof. (In order to simplify the notations, we denote by φ(X) the map p 7→ Φ(p,X).)
First we show that we can assume W to be compact (possibly with boundary).
Indeed let W = ∪k∈NWk, such that Wk is compact. Then Φ−t Wk for any k, and
P{φ(X)−t W} ≥ 1−
∑
k∈N
(1− P{φ(X)−t Wk}) .
Claim 55. Moreover, it is sufficient to prove the following weaker statement.





∣∣X ∈ Ux} := P
(
{φ(X)−tQp W} ∩ {X ∈ Ux}
)
P ({X ∈ Ux})
= 1.
Assume that (∗) is true, then there exists a countable open cover of P × F of the
form Qk × Ul such that P{φ(X) −tQk W |X ∈ Ul} = 1, i.e. the probability that X ∈ Ul
and φ(X) is not transverse to W at some point p ∈ Qk is zero. Thus





φ(X) 6−tQk W,X ∈ Ul
}
= 0,
hence Claim 55 is true.
Let us prove (∗). Let p ∈ P and x ∈ F . Since W ⊂ N is closed, if Φ(p, x) /∈ W , then
Φ(q, x̃) /∈ W for all q in a compact neighborhood Q of p and x̃ in some neighborhood
Nx of x in E
r, so that, in particular P{φ(X)−tQ W |X ∈ Nx} = 1.
Assume now that Φ(p, x) = θ ∈ W , then by hypothesis we have that
D(p,x)Φ(TpP + F ) + TθW = TθN,
hence there is a finite dimensional space F0 = span{f1, . . . , fa} ⊂ F such that
D(p,x)Φ (TpP + F0) + TθW = TθN.
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Note that F0 = TxFx, where Fx = x + span{f1, . . . , fa}. Therefore Φ|P×Fx −t(p,x) W
(here we are in a finite dimensional setting). Moreover, there is a compact neighborhood
p ∈ Q ⊂ P and a ε > 0 such that
Φ|P×Fx −tQ×Dε W. (2.5.2)
where Dε = Dε(x, f) = {x+ f1u1 + · · ·+ faua : u ∈ Ra, |u| ≤ ε}. Observe that the set
of (a + 1)−tuples (x, f) = (x, f1, . . . , fa) ∈ F × F a for which (2.5.2) holds (with fixed
ε), form an open set, indeed the map
τ : F × F a → C∞(P × Ra, N), τ(x, f) : (p, u) 7→ Φ(p, x+ fu)
is continuous and the set Θ = {T ∈ C∞(P × Ra, N) : T −tQ×Dε W} is open in the
codomain because Q×Dε is compact and W is closed (see [29, p. 74]); therefore
τ−1(Θ) = {(x, f) ∈ F × F a : (2.5.2) holds}
is open. It follows that there is an open neighborhood Vx of x and an h ∈ (HX)a such
that (2.5.2) holds with (x̃, h) for any x̃ ∈ Vx, indeed the Cameron-Martin space HX is
dense in F (see equation (2.4.2)).
Define Λ = {e ∈ Er : φ(e) −tQ W}. By Theorem 53 we get that if x̃ ∈ Vx, then
φ(x̃ + hu) −tQ W , equivalently (x̃ + hu) ∈ Λ, for almost every |u| ≤ ε. Denote by
1Λ : E
r → {0, 1} the characteristic function of the (open) set Λ. Using the Fubini-











P{X + hu /∈ Λ, X ∈ Vx}du.
hence P{X + hu ∈ (Vx + hu) r Λ} = 0 for almost every |u| ≤ ε. Let u be also so small
that x ∈ Vx + hu. Then, taking Ux = Vx + hu, we have that P{X + hu ∈ Ux r Λ} = 0.
Since hu ∈ HX , the Cameron-Martin theorem (see [7, Theorem 2.4.5]) implies that [X]
is absolutely continuous with respect to [X+hu] and consequently P{X ∈ UxrΛ} = 0.
In other words, P{φ(X)−tQ W |X ∈ Ux} = 1, that proves (∗).
We give know a criteria to check the validity of the hypothesis of Theorem 54,
without necessarily knowing the support of X. Before that, let’s observe that the
canonical map Jr := Jr(M,Rk)→M is a smooth vector bundle over M with fiber Jrp ,
so that TθJ
r
p is canonically identified with J
r
p itself, for all θ ∈ Jrp .
Proposition 56. Let X ∈ Gr(M,Rk) and F = supp(X). Let W ⊂ Jr be a smooth
submanifold and fix a point p ∈ M . The next conditions are related by the following
chain of implications: (1)⇐= (2)⇐= (3) ⇐⇒ (4).
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(1) jr|M×F −t{p}×F W , where jr : M × E∞ → Jr is the map defined in (2.5.1);
(2) the vector space supp(jrpX) is transverse to (TθW ∩ TθJrp ) in Jrp , for all θ ∈
jrp(F ) ∩W ;
(3) supp(jrpX) = J
r
p ;



















so that, for any x ∈ F , D(p,f)jr(TxF ) = jrp(F ) = supp(jrpX). Then for all (p, f) ∈




T(p,f)(M × F )
)







The last equality follows from the fact that the map jrf is a section of the bundle
Jr →M .
(3) =⇒ (2). Obvious.
(3)⇐⇒ (4). Any chart around p defines a linear isomorphism
Jrp → R{α : |α|≤r}, jrpf 7→ (∂af(p))α .
With this coordiante system, the covariance matrix of the Gaussian random vector
jrpX, is exactly the one in (2.5.3), hence the result follows from the fact that the
random Gaussian vector jrf has full support if and only if its covariance matrix is
nondegenerate.
Given X ∈ G∞(M,Rk), we can also consider it as an element of Gr(M,Rk) such that
P{X ∈ C∞(M,Rk)} = 1. We use the notation suppCr(X) ⊂ Er to denote the support





Corollary 57. Let X ∈ G∞(M,Rk), such that suppCr(X) = Cr(M,Rk). Then for every
submanifold W ⊂ Jr(M,Rk), one has
P{jrX −t W} = 1.
Proof. Clearly X satisfies for every p ∈M condition (3) of the proposition above, hence




2.A The dual of Er
The purpose of this section is to fill the gap between Definition 30 of a Gaussian
measure on the space Er = Cr(M,Rk) and the abstract definition of Gaussian measures
on topological vector spaces, for which we refer to the book [7]. As we already mentioned
in Remark 31, the two definitions coincide. In order to see this clearly, one simply have
to understand the topological dual of Er, that is the space (Er)∗ defined as follows.
Let (Er)∗ be the set of all linear and continuous functions T : Er → R, endowed
with the weak-∗ topology, namely the topology induced by the inclusion (Er)∗ ⊂ REr ,
when the latter is given the product topology.
Lemma 58. Let T ∈ (Er)∗, with r ∈ N∪{∞}. There exists a finite set Q of embeddings
Q : Dm ↪→M , a constant C > 0 and a finite natural number s ≤ r, such that
|T (f)| ≤ C max
Q∈Q
‖f‖Q,s, 9
for all f ∈ Er. As a consequence, denoting K = ∪Q∈QQ(D), there is a unique T̂ ∈
(Cs(K,Rk))∗ such that T (f) = T̂ (f |K) for all f ∈ Er.
Let K ⊂ M be as in Lemma 58. The vector space Cs(K,Rk) is, by definition, the
image of the restriction map
Cs(M,Rk)→ C0(K,Rk), f 7→ f |K .
Denote by Ω = int(K) ⊂ M . Notice that the derivatives, of order less than s, of
a function f ∈ Cs(K,Rk) are well defined and continuous at points of Ω, thus when
K = Ω, we have a well defined continuous function
jsf : K → Js(K,Rk) = {jspf ∈ Js(M,Rk) : p ∈ K}.
9The seminorm ‖ · ‖Q,r is defined as in equation (2.2.1).
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In this case (int(K) = K) we endow the space Cs(K,Rk) with the topology that makes
Lemma 26 true with M = K. Such topology is equivalent to the one defined by the




(Note that, if K = Ω, then ‖f‖K,s depends only on f |Ω.)
Remark 59. When M is an open subset M ⊂ Rm and k = 1, the elements of (E∞)∗
are exactly the distributions with compact support (in the sense of [56]).
Lemma 58. Let Q` : D ↪→ M be a countable family of embeddings such that gn → 0
in Er if and only if ‖gn‖Q`,s → 0 for all ` ∈ N and s ≤ r (it can be constructed as in
(2.2.2)). Assume that for all n ∈ N there is a function fn ∈ Er, such that
|T (fn)| > nmax
`≤n
‖fn‖Q`,sn , (2.A.2)




converges to 0 in Er, indeed ‖gn‖Q`,s ≤ 1N for any fixed ` ∈ N and s ≤ r. Therefore, by
the continuity of T , we get that T (gn) → 0. But |T (gn)| > 1 according to (2.A.2), so
we get a contradiction. It follows that there exists N such that for all f ∈ Er we have
|T (f)| ≤ N max
`≤N
‖f‖Q`,sN .
This proves the first part of the Lemma, with Q = {Q0, . . . , QN}, C = N and s = sN .
Define Ω = int(K). Note that, since Q(int(Dm)) ⊂ Ω for all Q ∈ Q, if p ∈ K r Ω,
then p ∈ Q(∂Dm) for some Q ∈ Q and therefore p ∈ Q(int(Dm)) ⊂ Ω. This proves that
K = Ω, hence Cs(K,Rk) is a Banach space with the norm (2.A.1).
Let f, g ∈ Er be such that f |K = g|K , then
|T (f)− T (g)| = |T (f − g)| ≤ C max
Q∈Q
‖f − g‖Q,s = C‖f |K − g|K‖K,s = 0.
It follows that the function L : Cr(K,Rk)→ R such that L(f |Ω) = T (f) for all f ∈ Er,
is well defined and continuous with respect to the norm ‖ · ‖K,s. Since Cr(K,Rk) is
dense in Cs(K,Rk), there is a unique way to extend L to a bounded linear functional
on Cs(K,Rk), that we call T̂ .
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We recall the following classical theorem from functional analysis (see [2, Theorem
1.54]), which we can use to give a more explicit description of (Er)∗.
Theorem 60 (Riesz’s representation theorem). Let K be a compact metrizable space.
LetM(K) be the Banach space of Radon measures on K (on a compact set it is the set
of finite Borel signed measures), endowed with the total variation norm. Then the map




is a linear isometry of Banach spaces.






for some embedding Q : Dm ↪→ M , some finite multi-index α ∈ Nm such that |α| ≤ r,
some j ∈ {1, . . . , k} and some µ ∈M(Dm). Then (Er)∗ = span{Mrloc}.
Proof. Let T ∈ (Er)∗ and let Q, s, K, C and T̂ defined as in lemma 58. Consider the
topological space
D = Dm ×Q × {α ∈ Nm : |α| ≤ s} × {1, . . . , k}.
D is homeomorphic to a finite union of disjoint copies of the closed disk, therefore it is
compact and metrizable. There is a continuous linear embedding with closed image
J s : Cs(K,Rk) ↪→ C(D), J sf(u,Q, α, j) = ∂α(f j ◦Q)(u).
Indeed ‖J sf‖C(D) ≤ ‖f‖K,s ≤
√
k‖J sf‖C(D), if ‖ · ‖K,s is defined as in (2.A.1). By
identifying Cs(K,Rk) with its image under J s, we can extend T̂ to the whole C(D),
using the Hahn-Banach theorem and the extension can then be represented by a Radon
measure µ ∈M(D), by the Riesz theorem 60.
Denote by µQ,α,j ∈ M(Dm) the restriction of µ to the connected component Dm ×
{Q}× {α}× {j}. Let TQ,α,j be the element ofMrloc associated with Q, α, j and µQ,α,j.
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Then, for all f ∈ Er, we have






















Therefore T is the sum of all the TQ,α,j, thus T ∈ span{Mrloc}.
We are now in the position of justifying Remark 31. First, observe that manifold
M is topologically embedded in (Er)∗, via the natural association p 7→ δp. We denote
by δM ⊂ (Er)∗ the image of the latter map (it is a closed subset). From this it follows
that any abstract Gaussian measure on Er is also a Gaussian measure in the sense
of Definition 30. The opposite implication is a consequence of the following Lemma,
combined with the fact that the pointwise limit of a sequence of Gaussian random
variable is Gaussian.
Corollary 62. (Er)∗ = span{δM}.
Proof. By Theorem 61, it is sufficient to prove that Mrloc ⊂ span{δM}. To do this, we
can restrict to the case M = Dm, Q =id and k = 1.
Observe that any functional of the type δp ◦ ∂α belongs to span{δM}. This can be
proved by induction on the order of differentiation |α|: if |α| = 0 there is nothing to











◦ ∂α − δu ◦ ∂α
)
∈ span{δM}.
Note also that any T r ∈ Mrloc is of the form T 0 ◦ ∂α for some T 0 ∈ M0loc and |α| ≤ r
and, together with the previous consideration, this implies that it is sufficient to prove
the theorem in the r = 0, so that we can conclude with the following lemma.
Lemma 63. Let K be a compact metric space. The subspace span{δK} is sequentially
dense (and therefore dense) in M(K), with respect to the weak-∗ topology on M(K) =
C(K)∗.
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Let µ be a Radon measure on K. Define for any n ∈ N a partition {Ani }i∈In of K
in Borel subsets of diameter smaller that 1
n




















By the Heine-Cantor theorem, f is uniformly continuous on K, hence the last term




fdµ, equivalently: tn → µ in the weak-∗ topology.
We conclude this Appendix with an observation on the case r =∞.
Proposition 64. Let T ∈ M∞loc. Then the associated measure µ can be assumed to be
of the form ρdu for some ρ ∈ L∞(D).
Proof. Let T ∈M∞loc be associated with Q, α, µ. It is not restrictive to assume M = Dm,
Q = id and k = 1. Let us extend T to the space C∞c (Rm) by declaring











Define V ⊂ L1(Rm) as V = {∂α+eϕ : ϕ ∈ C∞c (Rm)}, and let λ : V → R be the liner
function defined by λ(∂α+eϕ) = T (ϕ). Then λ is a (well defined) linear and bounded
functional on (V, ‖ · ‖L1), since
|λ(∂α+eϕ)| = |T (ϕ)| = |
∫
Dm
∂αϕdµ| ≤ |µ|(Dm) max
Rm
‖∂αϕ‖ ≤ |µ|(Dm)‖∂α+eϕ‖L1 .
The Hahn-Banach theorem, implies that λ can be extended to a continuous linear
functional Λ on the whole space L1(Rm) and hence it coincides, as a distribution, with
a function ρ ∈ L∞(Dm) = L1(Dm)∗. In particular, for all ϕ ∈ C∞c (Rm), we have that





2.B The representation of Gaussian Random Fields
The purpose of this section is to prove that every GRF X ∈ Gr(M,Rk) (where r may
be infinite) is of the form (2.1.1). This fact is well-known in the general theory of
Gaussian measures on Fréchet spaces (see [7]) as the Karhunen-Loève expansion. Here
we present and give a proof of such result using our language, with the scope of making
the exposition more complete and self-contained. Our presentation is analogous to that
in the Appendix of [48] which, however, treats only the case of continuous Gaussian
random functions, namely GRFs in G0(M,R).
Given a Gaussian random field X ∈ Gr(M,Rk), we define its Cameron-Martin
Hilbert space HX ⊂ Er to be the image of the map ρX , as we did in Section 2.4.
ρX : ΓX = span{Xj(p), p ∈M}
L2(Ω,S,P)
→ Er
ρX(γ) = E (X(·)γ) =
(
〈X1(·), γ〉L2(Ω,S,P), . . . , 〈Xk(·), γ〉L2(Ω,S,P)
)
.
(This is consistent with the more abstract theory from [7] because of Proposition 51.)
Note that HX is separable, since M is, hence it has a countable Hilbert-orthonormal
basis {hn}n∈N, corresponding via ρX to a Hilbert-orthonormal basis {ξn}n∈N in ΓX .
This means that for any p and j, one has hjn(p) = 〈Xj(p), ξn〉, namely that hjn(p) is






where the limit is taken in L2(Ω,S,P)k. In particular, since the L2 convergence of










Theorem 65 (Representation theorem). Let X ∈ Gr(M,Rk) be a GRF, with r ∈
N ∪ {∞}. For every Hilbert-orthonormal basis {hn}n∈N of HX , there exists a sequence




in Er to X almost surely.
We will a convergence criterion for a random series (see Theorem 68). It essentially
follows from the Ito-Nisio theorem, which we recall for the reader’s convenience.
10Given a sequence {xn}n∈N ⊂ E, the sentence “the series
∑
n∈N xn converges in E to x” means
that sN =
∑
n≤N xn converges in E to x as N →∞.
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Theorem 66 (Ito-Nisio). Let E be a separable real Banach space. Let M ⊂ E∗ be such
that the family of sets of the form {f ∈ E | 〈p, f〉 ∈ A}, with A ∈ B(R) and p ∈ M ,
generates the Borel σ-algebra of E. Let {xn}n∈N be independent symmetric random





Then the following statements are equivalent:
1. Xn converges almost surely;
2. {Xn}n∈N is tight in P(E);
3. There is a random variable X with values in E such that 〈p,Xn〉 → 〈p,X〉 in
probability for all p ∈M .
Remark 67. In the original paper [31], the theorem is stated with the hypothesis that
M = E∗, but the same proof works in the slightly weaker assumptions of Theorem 66.
Theorem 68. Let xn ∈ Gr(M,Rk), for all n ∈ N. Assume that xn are independent and





The following conditions are equivalent.
1. Xn converges in Cr(M,Rk) almost surely.
2. Denoting by µn the measure associated to Xn, we have that {µn}n∈N is relatively
compact in G (Er).
3. There is a random field X such that, for all p ∈ M , the sequence {Xn(p)}n∈N
converges in probability to X(p).
Proof. We prove both that (1) ⇐⇒ (2) and (3) ⇐⇒ (1). We repeatedly use the
fact that a.s. convergence implies convergence in probability, which in turn implies
convergence in distribution (narrow convergence).
(1)⇒ (2) This descends directly from the fact that almost sure convergence implies
narrow convergence.
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(1) ⇒ (3) This step is also clear, since the almost sure convergence of Xn to some
random field X implies that for any p ∈ M the sequence of random vectors Xn(p)
converges to X(p) almost surely and hence also in probability.
(3) ⇒ (1) and (2) ⇒ (1) Let Q` : D ↪→ M , be a countable family of embeddings
of the compact disk, as in (2.2.2). Note that if {Xn}n is tight in Gr(M,Rk) (i.e. µn is
tight in G (Er)), then {Xn ◦Q`}n is tight in Gr(D,Rk). Moreover, if Xn ◦Q` → X ◦Q`
almost surely in Cr(D,Rk), for every ` ∈ N, then Xn → X almost surely in Cr(M,Rk).
Therefore it is sufficient to prove the theorem in the case M = D. For analogous
reasons, we can assume that r is finite.
The topological vector space E = Cr(D,Rk) has the topology of a separable real
Banach space, with norm
‖ · ‖E = ‖ · ‖idD,r.
Since the σ-algebra B(Cr(M,Rk)) is generated by sets of the form {f : f(p) ∈ A},
where p ∈ M and A ⊂ Rk is open and since Gaussian variables are symmetric, we can
conclude applying the Ito-Nisio Theorem 66 to the sequence Xn of random elements of
Er.
Theorem 65. Let {hn}n∈N be a Hilbert orthonormal basis for HX and set ξn = ρ−1X (hn)
(it is a family of independent, real Gaussian variables). From equation (2.B.1) we get






Then, the a.s. convergence of the above series in Cr(M,Rk) follows from point (1) of
Theorem 68.
2.B.1 The support of a Gaussian Random Field
By definition (see equation (2.1.5)), the support of X ∈ Gr(M,Rk) has the property that
if it intersects an open set U ⊂ Er, then P{X ∈ U} > 0. The following proposition
guarantees that the converse is also true, namely that if P{X ∈ U} > 0, then U ∩
supp(X) 6= ∅.
Proposition 69. The support of X ∈ Gr(M,Rk) is the smallest closed set C ⊂ Er such
that P{X ∈ C} = 1.
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Proof. By definition we can write the complement of supp(X) as
(supp(X))c =
⋃
{U ⊂ Cr(M,Rk) open such that P{X ∈ U} = 0}.
Consequently supp(X) equals the intersection of all closed sets C ⊂ Er such that
P{X ∈ C} = 1, hence it is closed. Since Er is second countable the union above and
the resulting intersection of closed sets can be taken over a countable family, so that
P{X ∈ supp(X)} = 1.
Remark 70. Assume that Xn ⇒ X ∈ Gr(M,Rk) and recall Portmanteau’s theorem
(see [6, Theorem 3.1]). Then, for any open set U ⊂ Cr(M,Rk) such that U ∩ supp(X) 6=
∅, there is a constant pU = 12P{X ∈ U} > 0 such that for n big enough, one has
P{Xn ∈ U} ≥ pU .











Theorem 71 (The support of a Gaussian random map). Let X ∈ Gr(M,Rk). Let
{fn}n∈N ⊂ Er and consider a sequence {ξn}n∈N of independent, standard Gaussians.
Assume that the series
∑
n∈N ξnfn converges in E




Proof. We start by observing that X ∈ span{fn}n with P = 1, thus the first inclusion
“⊂” is proved. Let now c =
∑N0
n=0 anfn and let Uc ⊂ Cr(M,Rk) be an open neighborhood
of c of the form
Uc =
{
f ∈ Cr(M,Rk) : ‖f − c‖Q,r < ε
}
.
for some embedding Q. Denote by SN =
∑
n≤N ξnfn. Observe that if N ≥ N0, then
SN−c ∈ span{f1 . . . fN}, which is a finite dimensional vector space, hence there is a con-
stant AN > 0 such that ‖
∑N
n=0 anfn‖Q,r ≤ AN max{|a0| . . . |aN |}. By the convergence
in probability of SN to X, there exists N > N0 so big that P
{






Thus, setting an = 0 for all n > N0, we have:
P{X ∈ Uc} ≥ P
{
‖X − SN‖Q,r <
ε
2
























Every open neighborhood of c in Cr(M,Rk) contains a subset of the form of Uc,
therefore c ∈ supp(X). Since supp(X) is closed in Er, we conclude.




Proof. It is a consequence of Theorems 65 and 71.
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Chapter 3
KAC RICE FORMULA FOR
TRANSVERSAL
INTERSECTIONS
We prove a generalized Kac-Rice formula that, in a well defined regular setting, com-
putes the expected cardinality of the preimage of a submanifold via a random map, by
expressing it as the integral of a density. Our proof starts from scratch and although it
follows the guidelines of the standard proofs of Kac-Rice formula, it contains some new
ideas coming from the point of view of measure theory. Generalizing further, we extend
this formula to any other type of counting measure, such as the intersection degree.
We discuss in depth the specialization to smooth Gaussian random sections of a vec-
tor bundle. Here, the formula computes the expected number of points where the section
meets a given submanifold of the total space, it holds under natural non-degeneracy
conditions and can be simplified by using appropriate connections. Moreover, we point
out a class of submanifolds, that we call sub-Gaussian, for which the formula is locally
finite and depends continuously with respect to the covariance of the first jet. In par-
ticular, this applies to any notion of singularity of sections that can be defined as the
set of points where the jet prolongation meets a given semialgebraic submanifold of the
jet space.
Various examples of applications and special cases are discussed. In particular, we
report a new proof of the Poincaré kinematic formula for homogeneous spaces and we
observe how the formula simplifies for isotropic Gaussian fields on the sphere.
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3.0.1 Overview
What motivates this work is the interest in studying the expected number of realizations
of a geometric condition. This topic is at the heart of stochastic geometry and geometric
probability and, in recent years, it has gained a role also in subjects of more determin-
istic nature like enumerative geometry (see [34], [57], [25–27], [55], [48, 49], [24, 39–41])
and physics (see for instance [44], [59, 60], [51]).
As a first example, let us consider a random C1 functionX : M → Rn, whereM ⊂ Rm
is an open subset and let t ∈ Rn. Then, under appropriate assumptions on X, we have
the so called Kac-Rice formula for the expected cardinality of the set of solutions of







∣∣∣X(u) = t} ρX(u)(t)du, (3.0.1)
where ρX(u) is the density of the random variable X(u), meaning that for every event
A ⊂ Rn we have P{X(u) ∈ A} =
∫
A
ρX(u)(t)dt. First appeared in the independent
works by M. Kac [33, 1943] and S. O. Rice [54, 1944], this formula is today one of
the most important tool in the application of smooth stochastic processes (here called
“random maps” or “random fields”) both in pure and applied maths. In fact, the
ubiquity of this formula is suggested by its name and birth in that Kac’s paper is about
random algebraic geometry, while Rice’s one deals with the analysis of random noise
in electronic engineering. We refer to the book [1] for a detailed treatment of Kac-
Rice formula. We were also inspired by the book [4] containing a simpler proof in the
Gaussian case.
The main result of this paper is the generalization of Kac-Rice formula to one that
computes the expected number of points in the preimage of a submanifold W , namely












∣∣∣∣X(p) = q} ρX(p)(q)d(Sp ∩W )(q)
)
dM(p), (3.0.2)
This is the content of Theorems 77, 79 and 84 reported in Section 3.2, after a brief
introduction to the problem in Section 3.1. Such theorems are essentially equivalent al-
ternative formulations of the same result. In presenting them, we pay a special attention
to their hypotheses, aiming to propose a setting, that we call KROK1 hypotheses (Def-
inition 76), that appears frequently in random geometry and that is easy to recognize,
especially in the Gaussian case.
1Stands for “Kac Rice OK”.
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Remark 73 (A comment on the proof). The first idea that comes to mind is to write,
locally, the submanifold W as the preimage ϕ−1(0) of a smooth function ϕ : N → Rm
and then apply the standard Kac-Rice formula to the random map ϕ ◦X. After that,
however, one wants to get rid of ϕ since it is desirable to have an intrinsic statement,
independent from the arbitrary choice of this auxiliary function. In fact, this is the key
issue, but it ends up being ugly. So, we chose to reprove everything from the beginning,
instead. In doing this, we aim also at proposing an alternative reference for the proof
of the standard case.
Specializing the proof of Theorem 77 to the case in which W is a point, one obtains a
proof for the standard Kac-Rice formula, in the KROK setting. Although this setting is
very general, the complexity of the proof is comparable to that of Azais and Wschebor
[4] for the Gaussian case and quite simple if compared to the one reported in Adler and
Taylor’s book [1]. Moreover, we use an argument that is new in this context: instead
of dividing the domain in many little pieces, we interpret the expectation as a measure
and use Lebesgue Differentiation Theorem. This makes the hard step of the proof (the
“≥” part) a little more elegant.
In Section 3.3 we focus on the case of Gaussian random sections of a vector bundle.
Here, the formula specializes to Theorem 91, where the hypotheses reduce to simple
non-degeneracy conditions, thanks also to the Probabilistic Transversality theorem from
Chapter 2. We also provide alternative ways of writing the formula (3.0.2): as a measure
on the submanifold W (Corollary 93), or using the canonical connection defined by the
Gaussian field (Corollary 95), see [1,50]. Moreover, in this case we establish a continuity
property of the expected number of singular points of a Gaussian random section, with
respect to the corresponding covariance tensor (Theorem 97). This last result has a
nice application in the study of semialgebraic singularities of Gaussian random fields
(Corollary 99).
We also discuss, in Section 3.4, the problem of counting solutions with “weights”, for
instance the intersection degree of X and W . Here we show (Theorem 101) that, under
KROK hypotheses, the formula can be directly generalized to hold for any counting
measure with measurable weights.
Finally, in section 3.5, we test our formula in two prominent instances of random
geometry. First, we show that it can be used to obtain a new quite elementary proof of
Poincaré kinematic formula for homogeneous spaces (Theorem 107), in the case of zero
dimensional intersection; then, we deduce a simple but general formula for isotropic
Gaussian random fields on the sphere (Theorem 111).
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3.0.2 Structure of the Chapter
Sections 3.1-3.4 contain the presentation of the results of the paper, without proofs.
All of their proofs are contained in the Sections 3.6-3.9. In particular, Section 3.7 is
devoted to deduce from the coarea formula that the identity (3.0.2) holds for almost
every W , under very general assumptions. This essentially allows to prove the “≤”
part of (3.0.2) in the KROK setting, while the opposite inequality is proved in Section
3.8. Section 3.5 contains minor results (and their proof) obtained from applications of
the main formula. In the appendix we report some details regarding a few notions of
which we make extensive use throughout this paper.
Remark 74. The reader who wants to grasp the meaning of the generalized formula,
without going into its more abstract aspects, may just skip Section 3.2 and go directly
to the Gaussian case, discussed in Section 3.3. Enough references are provided so that
this is a safe practice. However, we recommend that you take a look at Section 3.1 first.
3.1 Introduction
3.1.1 Notations
• We write #(S) for the cardinality of the set S.
• We use the symbol A−t B to say that objects A and B are in transverse position,
in the usual sense of differential topology (as in [29]).
• The space of Cr functions between two manifoldsM andN is denoted by Cr(M,N).
If E →M is a vector bundle, we denote the space of its Cr sections by Cr(M |E).
In both cases, we consider it to be a topological space endowed with the weak
Whitney’s topology (see [29]).
• We call X a random element (see [6]) of the topological space T if X is a measur-
able map X : Ω→ T , defined on some probability space (Ω,S,P) and we denote
by [X] = PX−1 the Borel probability measure on T induced by pushforward. We
will alternatively use the following equivalent notations:














to denote the expectation of a measurable vector-valued function f : T → Rk.
Two random elements X1, X2 are said to be equivalent and treated as if they
were equal if [X1] = [X2]. We might call X a random variable, random vector or
random map if T is the real line, a vector space or a space of functions Cr(M,N),
respectively.
• The sentence: “X has the property P almost surely” (abbreviated “a.s.”) means
that the set S = {f ∈ C1(M,N)|f has the property P} contains a Borel set of
[X]-measure 1. It follows, in particular, that the set S is [X]-measurable, i.e.
it belongs to the σ-algebra obtained from the completion of the measure space
(C1(M,N),B, [X]).
• The bundle of densities of a manifold M is denoted by ∆M , see Appendix 3.A
for details. If M is a Riemannian manifold, we denote its volume density by
dM . The subset of positive density elements is denoted by ∆+M . We denote by
B+(M) the set of positive Borel functions M → [0,+∞] and by L+(M) the set
of positive densities, i.e. densities of the form ρdM , where ρ ∈ B+(M) and dM
is the volume density of some Riemannian metric on M . In other words
L+(M) =
{
measurable functions M 3 p 7→ δ(p) ∈ ∆+pM ∪ {+∞}
}
is the set of all non negative, non necessarily finite Borel measurable densities.







• The Jacobian of a C1 map f : M → N between Riemannian manifolds (see Defini-
tion 138), evaluated at a point p ∈M is denoted by Jpf ∈ [0,+∞). The Jacobian
density is then δpf = JpfdM(p) (see Appendix 3.A). If moreover M and N have
the same dimension then we may stress this fact by writing Jpf = | det(dpf)|.
In case f is a linear map between Euclidean spaces, then we will just write
Jf := J0f = Jpf .
• Given a finite dimensional Hilbert space E, the expression σE(V,W ) denotes the
“angle”2 between two vector subspaces V,W ⊂ E, see Appendix 3.B. If f : M →
N is a C1 map between Riemannian manifolds and W ⊂ N is a submanifold, we
will write shortly
σx(W, f) := σx(W,dpf) := σTxN(TxW,dpf(TpM)),
whenever f(p) = x ∈ W . If S ⊂ N is another submanifold and x ∈ S ∩W , then
σx(W,S) = σTxN(TxW,TxS)).
2Actually a better analogy is with the sine of the angle.
69
3.1.2 The expected counting measure
Let us start by considering the following setting.
i. M,N smooth manifolds (C∞ and without boundary) of dimension m,n.
ii. W ⊂ N smooth submanifold (image of a smooth embedding) of codimension m.
iii. X : M → N random C1 map, i.e. it represents a Borel probability measure [X] on
the topological space C1(M,N) endowed with the (weak) Whitney C1 topology.
iv. X −t W almost surely.
If moreover W is closed (this assumption can and will be removed with Lemma 75),
then the random set X−1(W ) is almost surely a discrete subset of M , so that for every
U ⊂M relatively compact open set, the number
#X∈W (U) := #(X
−1(W ) ∩ U)
is almost surely finite (if W is not closed, this number can be +∞) and it is a continuous
function with respect to X ∈ {f ∈ C1(M,N) : f −t W}, thus it defines an integer valued
random variable. Now, Lemma 75 below guarantees that its mean value
E#X∈W (U) = E{#(X−1(W ) ∩ U)}
can be extended to a Borel measure on M .
Lemma 75. Let X : M → N ⊃ W satisfy i-iv. For any A ∈ B(M), the number
#X∈W (A) = #(X
−1(W ) ∩ A) is a measurable random variable and the set function
E#X∈W : B(M)→ [0,+∞], A 7→ E#X∈W (A)
is a Borel (not necessarily finite) measure on M .
The proof of this Lemma is postponed to Section 3.6. At this point, a couple of
curiosities about this measure naturally arise: when is it a Radon measure? When is
it absolutely continuous (in the sense of Definition 132)? In this paper we are going
to address these questions giving sufficient conditions for E#X∈W to be an absolutely
continuous Radon measure and a formula to compute it in this case.
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3.2 KROK hypotheses and the main result.
By considering the following particularly simple examples, that we should always bear
in mind, we can observe that the setting i-iv described above is far too general to allow
to give a yes/no answer to the previous questions.
• Let X be deterministic, in the sense that it is constantly equal to a function
f −t W . Then E#X∈W is the counting measure of the set f−1(W ). This measure
is Radon if and only if the set has no accumulation point, which is a consequence
of transversality when W is closed. In this situation the only case where E#X∈W
is absolutely continuous is if f−1(W ) = ∅.
• Let dimM = 0, i.e. M = {pi}i∈N, and let W ⊂ N be an open subset. In this
case X is a random element in the product space X ∈ NM and it can be easily
checked that
E#{p ∈M : Xp ∈ W} =
∑
p∈M
P{Xp ∈ W}. (3.2.1)
This is a rather stupid case, however, the above formula (3.2.1) is close in spirit
to the one we are going to prove (in fact it is a special case of Theorem 77), in
that the right hand side depends only on the marginal probabilities of the random
variables {Xp}p∈N .
• Let X : M → M ×M be the map p 7→ (p, ξ), for some random element ξ ∈ M
and let W = ∆ be the diagonal. Then the measure E#X∈W is the law of ξ. Since
the hypotheses i-iv are satisfied for every random variable ξ, this example shows
that certainly every Borel probability measure on M can be realized in this way
(it is more difficult to realize an arbitrary measure with total mass greater than
1).
• Let G be a group. Let X : M → E be a random section of a G-equivariant3
bundle E → M , such that gXg−1 has the same law (on the space of C1 sections
of E) as X, then the measure E#X∈W is G-invariant. This condition, in many
situations, implies that E#X∈W is a constant multiple of the volume measure of
some Riemannian metric on M and therefore it is absolutely continuous.
3Meaning that G acts on the left on both E and M and the action commutes with the projection:
π(g · x) = g · π(x), for any x ∈ E and g ∈ G. Thus, the function gXg−1 such that p 7→ g ·X(g−1 · p) is
a section.
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• Let M ⊂ Rm be an open subset, W = {t} a point of N = Rn and X : M → Rn
a C1 Gaussian random field such that X(p) is non degenerate for every p ∈ M .
Then Kac-Rice formula (3.0.1) holds (see [1])
To be able to say something meaningful we need to restrict our field of investigation.
We will now make a series of assumption on the random map X and on the submanifold
W under which the measure E#X∈W : B(M) → [0,+∞] is absolutely continuous and
we can write a formula for its density. In doing so, one of our aim is to propose a setting
that is easy to recognize in contexts involving differential topology and smooth random
maps. Although such hypotheses do not reach the highest level of generality in which
Kac-Rice formula holds (see [1]), they describe a much more general setting than that
in which the random map is assumed to be Gaussian and at the same time allow to
give a proof whose simplicity is comparable to those for the Gaussian case.
Definition 76. Let M and N be two smooth manifolds (C∞ and without boundary)
of dimension m and n. Let W ⊂ N be a smooth submanifold (without boundary) and
X : M → N a random map. We will say that (X,W ) is a KROK couple if the following
hypotheses are satisfied.
Properties of X:
(i) X ∈ C1:
X : M → N is a random C1 map, i.e. it represents a Borel probability measure [X]
on the topological space C1(M,N) endowed with the weak Whitney C1 topology
(see [29]).
(ii) d[X(p)] = ρX(p)dSp:
Let N be endowed with a Riemannian metric. Assume that for each p ∈M , the
probability measure [X(p)] is absolutely continuous with respect to the Rieman-
nian volume density of a certain smooth submanifold Sp. In other words, there





for every Borel function F : N → R. (ρX(p) is allowed to vanish on Sp.)
Properties of W (transversality):





for every p ∈M .
(v) dimX−1(W ) = 0:
The codimension of W is m = dimM .
Continuity properties:
(vi) S(·) ∈ C∞:
The set S = {(p, q) : q ∈ Sp} ⊂ M × N is a closed smooth submanifold. This,
together with (iv), implies that the set defined as M = {(p, q) ∈ M × N : q ∈
Sp ∩W} is a smooth manifold.
(vii) ρX(·)(·) ∈ C0:
The function M ×N 3 (p, q) 7→ ρX(p)(q) ∈ R+ is continuous at all points of M.
(viii) [X|X(·) = ·] ∈ C0:
There exists a regular conditional probability4 [X|X(p) = ·] such that the expec-
tation M ×N 3 (p, q) 7→ E
{
α(X, p)JpX
∣∣X(p) = q} is continuous at5 M, for any
bounded and continuous function α : C1(M,N)×M → R.
In the following, we will refer to this hypotheses as KROK.(i), KROK.(ii), etc. . .
Theorem 77 (Generalized Kac-Rice formula). Let X : M → N be a random C1 map
between two Riemannian manifolds and let W ⊂ N such that (X,W ) is a KROK couple.















∣∣∣∣X(p) = q} ρX(p)(q)d(Sp ∩W )(q)
)
dM(p), (3.2.2)
where d(Sp∩W ) and dM denote the volume densities of the corresponding Riemannian
manifolds and JpX is the jacobian of X (see Definition 138); besides, σq(X,W ) and
σx(Sp,W ) denote the “angles” (in the sense of Definition 135) made by TqW with,
respectively, dpX(TpM) and TqSp.
4See [18], or wait for the next subsection 3.2.1.
5i.e. continuous at every point of M.
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Remark 78 (Special cases). The standard Kac-Rice formula corresponds to the situa-
tion when Sp = N and W = {q}. Here, the term σq(X,W )σq(Sp,W ) disappears, since both angles
are equal to 1.
When TqSp = TqN , then σ(Sp,W ) = 1.
When Sp ∩W = {q}, there is no integration
∫
Sp∩W .
When W is an open subset, then σq(X,W ) = 1 and σq(Sp,W ) = 1, but the dimen-
sion hypothesis KROK.(v) falls, unless m = 0. In such case, the above formula reduces
to equation (3.2.1).
If Sp = {f(p)} it means that X = f is deterministic. Unless m = 0, the couple
(f,W ) is KROK only if f−1(W ) = ∅ because of KROK.(ii). Indeed, as we previously
observed in the first of the examples above, in the deterministic case the measure
E#f∈W = #f∈W is not absolutely continuous, for obvious reasons, unless it is zero.
This is one of the reason why we can’t change KROK.(iv) into “Sp
−t W for a.e. p”.
In formula (3.2.2) above, ρX∈W ∈ B+(M) is a not necessarily finite Borel measurable
function ρX∈W : M → [0,+∞]. It is precisely the Radon-Nykodim derivative of E#X∈W
with respect to the Riemannian volume measure of M .
We can write the above formula in another equivalent way, using the jacobian density
δpX = JpXdM(p) ∈ ∆pM (3.2.3)
defined in (3.A.1), which is a more natural object in that it doesn’t depend on the
Riemannian structure of M .
By using the notion of density we can write a more intrinsic formula, without
involving a Riemannian metric on M . A density is a section of the vector bundle
∆M = ∧m(T ∗M) ⊗ L obtained by twisting the bundle of top degree forms with the
orientation bundle L (see [8, Section 7]). The peculiarity of densities is that they can be
integrated over M in a canonical way. In particular the volume density of a Riemannian
manifold M is a density in all respects and we denote it by p 7→ dM(p) ∈ ∆pM . We
collected some details and notations regarding densities in Appendix 3.A. Although the
function ρX∈W appearing in (3.2.2) depends on the Riemannian structure of M , the
expression ρX∈W (p)dM(p) =: δX∈W (p) defines an L
+(M) density that is independent
from the metric. This is clarified in the subsection 3.2.4, but it is actually a consequence
of Theorem 77, since the left hand side of (3.2.2) depends merely on the “set theoretic
nature” of the objects in play.
Corollary 79 (Main Theorem/Definition). Let X : M → N be a random C1 map
between two Riemannian manifolds and let W ⊂ N such that (X,W ) is a KROK couple.
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where d(Sp∩W ) denotes the volume densities of the corresponding Riemannian manifold
and δpX is the Jacobian density of X defined as in (3.2.3); besides, σq(X,W ) and
σq(Sp,W ) denote the “angles” (in the sense of Definition 135) made by TqW with,





Remark 80. Other alternative forms of the above formula can be obtained from the
identities:
δpXσ(X,W ) = J(ΠTW⊥ ◦ dX)dM(p) = |X∗ν|,
where ν = ν1 ∧ · · · ∧ νr for some orthonormal basis on TW⊥. The first identity follows
from Proposition 136, while in the second we are representing the density element as
the modulus of a differential form, via the function | · | : ∧m T ∗pM → ∆pM , defined in
Appendix 3.A.
Remark 81. Theorem 77 does not guarantee that E#X∈W is a Radon measure. This
condition corresponds to the local integrability of the density: δX∈W ∈ L1loc(M), while
in general ρX∈W ∈ B+(M) and δX∈W ∈ L+(M). This issue, as it will be clear from
Theorem 84 below, comes from the integration over W∩Sp, which can be a non-compact
submanifold.
The strength of this formula is that, exactly as in the standard Kac-Rice case (when
W is a point), although the left hand side depends, a priori, on the whole probability
[X] on C1(M,N)), the right hand side depends only on the pointwise law of the first jet
j1pX = (X(p), dpX). This is a significant simplification in that the former is the joint
probability of all the random variables {X(p)}p∈M , while the latter is the collection of
the marginal probabilities {[j1pX]}p∈M , which is a simpler data.
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3.2.1 Explanation of condition KROK.(viii)
Given a random element X ∈ C1(M,N) as in KROK.(ii) and a point p ∈M , a regular
conditional probability6 for X given X(p) is a function
P{X ∈ · |X(p) = ·} : B(C1(M,N))×N → [0, 1],
that satisfies the following two properties.
(a) For every B ∈ B(C1(M,N)), the function P(X ∈ B|X(p) = ·) : N → [0, 1] is
Borel and for every V ∈ B(N), we have
P{X ∈ B;X(p) ∈ V } =
∫
V
P(X ∈ B|X(p) = q}d[X(p)](q).
(b) For all q ∈ N , P{X ∈ · |X(p) = q} is a probability measure on C1(M,N).
The notation that we use is what we believe to be the most intuitive one and consistent
with the other used in this paper. Given p ∈ M and q ∈ N , we write [X|X(p) = q] :=
P{X ∈ · |X(p) = q} for the probability measure and E{α(X)|X(p) = q} for the expec-
tation/integral of a function α : C1(M,N)→ R with respect to the probability measure
[X|X(p) = q].
The fact that the space C1(M,N) is Polish ensures that a regular conditional prob-
ability measures [X|X(p) = ·] exists (see [18, Theorem 10.2.2]) and it is unique up
to [X(p)]-a.e. equivalence on N . However, strictly speaking, it is not a well defined
function, although the notation can mislead to think that.
In our case such ambiguity may be traumatic, since we are interested in evaluating
E{. . . |X(p) = q} for q ∈ W which, under KROK.(ii) and KROK.(iv), is negligible
for the measure [X(p)], i.e. P{X(p) ∈ W} = 0. Therefore it is essential to choose
a regular conditional probability that has some continuity property at W , otherwise
formula (3.2.2) doesn’t make sense, as well as all of its siblings. This is the motivation
for the hypothesys KROK.(viii).
Remark 82. In the common statements of Kac-Rice formula (W is a point), one finds
the analogous hypothesis that there exists a density for the measure [JpX|X(p) = q]
that is continuous at q ∈ W (see for instance [1]). This is different than KROK.(viii),
in that we don’t need to assume that [JpX|X(p) = q] has a density.
6See [18] or [14]. In the latter the same object is called a regular version of the conditional probability.
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To have a complete perspective, let us rewrite the hypothesis KROK.(viii) in a more
suggestive way. Let F = C1(M,N). Consider the space P(F) of all Borel probability
measures on F , endowed with the narrow topology (also called weak topology: see
Chapter 2), namely the one induced by the inclusion P(F) ⊂ Cb(F)∗. A sequence of
measures [Xn] converges in this topology: Xn ⇒ X, if and only if E{α(Xn)} → E{α(X)}
for every α ∈ Cb(F), see [6, 52].
Let [X|X(p) = ·] be a regular conditional probability. Consider, for each p ∈ M
and q ∈ N , the probability µ(p, q) ∈P(F), given by




In other words, µ(p, q) = Jp · [X|X(p) = q] is the multiplication of the measure
[X|X(p) = q] by the positive function Jp : F → R, such that Jp(f) = Jpf . This defines
a function µ : M ×N →P(F).
Proposition 83. KROK.(viii) holds if and only if µ is continuous at M.
Proof. If the function α in KROK.(viii) was not allowed to depend on p ∈M , this fact
would be obvious from the definition of the topology on P(F). This, in particular,
implies the only if part of the statement.
Let us show the converse. Fix α ∈ Cb(F ×M) and let (pn, qn) ∈ M × N be any
sequence of points such that (pn, qn)→ (p, q) ∈M. Then µn := µ(pn, qn)⇒ µ = µ(p, q)
in P(F). By Skorohod theorem (see [6, 52]) there exists a representation µn = [Yn],
µ = [Y ] for some sequence of random elements Yn, Y ∈ F such that Yn → Y in F almost
surely. It follows that α(Yn, pn) → α(Y, p) almost surely and since α is bounded, we
conlcude by dominated convergence that E{α(Yn, pn)} → E{α(Y, p)}. This concludes
the proof, since for all n ∈ N ∪ {∞}:
E{α(X, pn)JpnX|X(pn) = qn} =
∫
F
α(f, pn)dµ(pn, qn)(f) = E{α(Yn, pn)}.
When dealing with a KROK couple (X,W ), we will always implicitely assume that
the function (p, q) 7→ [X|X(p) = q] is chosen among those for which µ is continuous
at M. This arbitrary choice does not influence the final result, in that formula (3.0.2)
depends only on µ|M.
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3.2.2 A closer look to the density
In order to have a better understanding of the density δX∈W , it is convenient to adopt
a more general point of view. Let us consider, for any V ⊂M×N , the random number
#Γ(X,W )(V ) = #(Γ(X,W )∩V ), where Γ(X,W ) is the graph of the map X|X−1(W ), that
is:
Γ(X,W ) := {(p, q) ∈M ×W : X(p) = q} , #Γ(X,W )(V ) := #(Γ(X,W ) ∩ V ).
The expectation E#Γ(X,W ) of such random variable can be proven7 to be a Borel measure
on M × N and by viewing it as an extension of the measure E#X∈W , we can deduce
Theorem 77 from the following slightly more general result.
Theorem 84. Let (X,W ), be a KROK couple, then the measure E#Γ(X,W ) is supported
on M = {(p, q) ∈ M ×W : q ∈ Sp} and it is an absolutely continuous measure on it,
with a continuous density
δΓ(X,W )(p, q) = E
{
JpXσq(X,W )
∣∣∣∣X(p) = q} ρX(p)(q)δM(p, q), (3.2.5)
where δM is the density on M defined below8.
δM(p, q) = 1
σq(Sp,W )
d(Sp ∩W )(q)dM(p),
Precisely, this means that E#Γ(X,W )(V ) =
∫
V ∩M δΓ(X,W ), for any Borel subset V ⊂
M ×N . In particular, if V = A×B we get








for every A ∈ B(M) and B ∈ B(N).
Remark 85. The density δX∈W ∈ L+(M) of the measure E#X∈W is obtained from the
continuous density δΓ(X,W ) ∈ D0(M), by integration over the fibers of the projection
map M→M .




7The argument is exactly the same as that used to prove Lemma 75
8We are implicitely making the identification ∆(p,q)M ∼= ∆q(Sp ∩ W ) ⊗ ∆pM . By the KROK
hypotheses 76, M is a smooth submanifold of M ×N . However, δM is not the volume density of the
metric induced by inclusion in the product Riemannian manifold M ×N .
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This has to be intended as follows. The splitting T(p,q)M ∼= Tq(Sp ∩W )⊕ TpM yields
a natural identification ∆(p,q)M ∼= ∆q(Sp ∩W ) ⊗ ∆pM , allowing to define the partial
integral
∫
Sp∩W : D(M)→ ∆p(M).
Remark 86. If µ = E#Γ(X,W ) on M × N , then the integral of a measurable function









The proof of this fact, by monotone convergence, can be reduced to the case of charac-
teristic functions f = 1A×B, case in which the formula is equivalent to equation (3.2.6).
3.2.3 The case of fiber bundles and the meaning of δM
Let us consider the situation in which π : N → M is a smooth fiber bundle with fiber
Sp = π
−1(p) and let W ⊂ N be a smooth submanifold such that W −t Sp for every
p ∈ M . Assume that X : M → N is a C1 random section of π and that (X,W ) is a
KROK couple.
In this case, the projectionM = {(p, q) ∈M ×W : q ∈ Sp∩W} → W is a bijection
and we can identify the two spacesM∼= W . Assume that both manifolds are endowed
with Riemannian metrics in such a way that π is a Riemannian submersion, meaning
that the next map is an isometry9,
dqπ : ker(dqπ)
⊥ → TpM.
Then the formula (3.2.5) for the density, given in Theorem 84 becomes easier and more
meaningful.
Theorem 87. Let π : N → M be a fiber bundle and Riemannian submersion. Let
(X,W ) be a KROK couple such that Sp = π
−1(p) for each p ∈M . Then δΓ(X,W ) is the
continuous density on W defined by the formula
δΓ(X,W )(q) = E
{
Jπ(q)Xσq(X,W )
∣∣∣∣X(π(q)) = q} ρX(π(q))(q)dW (q).
This is due to the fact that in this case we have δM = dW .
9Such pair of metrics, always exists. To construct them, first define any metrics on M and N .
Then consider the subbundle H ⊂ TN given by the orthogonal complement of the vertical one,
namely Hq = ker(dqπ)
⊥ (alternatively, take H to be any Ehresmann connection). Now modifiy the
metric on Hq by declaring the map dqπ : Hq → TpM a linear isometry.
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3.2.4 Independence on the metric
It is important to note that the Riemannian structure on N is just an auxiliary object
that allows to write the formulas (3.2.4), (3.2.5). In fact, the densities δΓ(X,W ) and δX∈W
must be independent of the chosen metric on N , since the corresponding measures have










This defines a density element in ∆(p,q)M depending only on the transverse vector
subspaces TqW,TqSp ⊂ TqN , on the linear map dpX : TpM → TqN , and on the density
element δX(p)(q) = ρX(p)(q)dSp(q) ∈ ∆qSp. With this notation we can give a totally
intrinsic version of formula (3.2.5):










3.3 The Gaussian case
3.3.1 Smooth Gaussian random sections
The first type of random maps that one encounters in random geometry are, with a
very high probability, Gaussian random fields, which are random maps X : M → Rn,
whose evaluations at points are Gaussian (compare with Chapter 2). In this section we
are going to deal with a slight generalization of this concept, namely Gaussian random
sections of a vector bundle.
Precisely, let π : E → M be a smooth vector bundle of rank s over a smooth m-
dimensional manifold M and let X : M → E be a random Cr section of π. The random
section X is said to be Gaussian if for any finite set of points p1, . . . , pj the random
vector
(X(p1), . . . , X(pj)) ∈ Ep1 ⊕ · · · ⊕ Epj
is Gaussian. For simplicity in this paper we will assume all Gaussian variables to be
centered, although this assumption is not necessary. Taking up the notation of Chapter
2, we will denote as Gr(M |E) the set of Cr Gaussian Random Sections (GRS) of a vector
bundle E over M . As for every Gaussian stochastic process, a GRS X ∈ Gr(M |E) is
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completely determined by its covariance tensor, which is the section KX : M ×M →
pr∗1E ⊗ pr∗2E, defined by the following identity holding for every λ1, λ2 ∈ E∗:
KX(p, q)〈λ1, λ2〉 = E {λ1(X(p))λ2(X(q))} .
In particular, KX(p, p) = KX(p) is a symmetric, semipositive, bilinear form on E
∗
p .
Definition 88. If KX(p) is positive definite (equivalently, supp[X(p)] = Ep) for every
p ∈M , then we say that X is non-degenerate.
In this case, if moreover E is endowed with a bundle metric g : E ∼= E∗, one can
define the inverse covariance tensor, which is a bilinear form on Ep that we denote by
K−1X(p) 〈·, ·〉. Then we have d[X(p)] = ρX(p)dEp (in the sense of point (ii) of Definition
















(The same formula is true in coordinates, if KX(p) denotes the covariance matrix.)
We want to apply Theorem 77 to compute the average number of points p ∈M such
that X(p) belongs to a given smooth submanifold W ⊂ E of the total space E, having
codimension m. In the Gaussian case it is particularly easy to verify the hypotheses
of the theorem, indeed with the help of the (Gaussian) Probabilistic Transversality
theorem, Theorem 24 from Chapter 2, one deduces immediately that the couple (X,W )
is KROK (Definition 76) if X is non-degenerate and W −t Ep for every p ∈ M . It is
easy to see that Theorem 23 from Chapter 2 can be extended to Gaussian sections,
giving the following result.
Theorem 89. Let X ∈ G∞(M |E). Assume that for every p ∈M
supp[X(p)] = Ep.
Then for any smooth submanifold W ⊂ E, we have that P{X −t W} = 1.
From this, one deduces easily that the couple (X,W ) is KROK (Definition 76) if
X is non-degenerate and W −t Ep for every p ∈M . The only non obvious condition to
check is KROK.(viii), which turns out to be a consequence of the Gaussian regression
formula. This argument is used also in the proof of the standard Kac-Rice formula
given in [4]. Here, it is proved in Lemma 129.
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Remark 90. If X ∈ G1(M |E) is non-degenerate and W ⊂ E is a submanifold such
that W −t Ep for every p ∈ M , then (X,W ) is a KROK couple provided that X −t W
almost surely. In the smooth case, the last hypothesis is redundant, due to Theorem
89. This result holds only for sufficiently smooth fields, as well as its finite dimensional
analogue, because it relies on Sard’s Theorem. For this reason, we chose to focus on
smooth GRS.
The following theorem is the translation of the main Theorem 77 in the Gaussian
setting. Although it is stated in a simpler way, it actually holds whenever the couple
(X,W ) is KROK.
Theorem 91. Let π : E →M and let X ∈ G∞(M |E) be a non-degenerate C∞ Gaussian
random section. Let W ⊂ E be a smooth submanifold of codimension m such that
W −t Ep for every p ∈ M and let Wp = W ∩ Ep. Let the total space of E be endowed















∣∣∣∣X(p) = x} e(− 12K−1p 〈x,x〉)π s2√det(Kp)dWp(x)dM(p).
Here Kp = KX(p, p); dWp and dM denote the volume densities of the corresponding
Riemannian manifolds; JpX is the Jacobian of dpX : TpM → TxE (see Definition 138);
besides, σx(X,W ) and σx(Ep,W ) denote the “angles” (in the sense of Definition 135)
made by TxW with, respectively, dpX(TpM) and TxEp.
We say that a Riemannian metric on the vector bundle π : E →M is Euclidean on
fibers when the metric induced on each fiber Ep ⊂ E is a vector space metric, meaning
that Ep is linearly isometric to the Euclidean space Rs, as Riemannian manifolds.
Such metric always exists on any vector bundle. The natural way to construct one is
by defining a metric on M , a vector bundle metric on E and an Ehressmann connection
H for the bundle π, that is: a vector subbundle of TE, the horizontal bundle, such
that dqπ|Hq : Hq → Tπ(q)M is a bijection. Then, the metric on E is defined by declaring
the implied isomorphism TqE ∼= Tπ(p)M ⊕⊥ Eq to be an isometry. A metric defined
with this procedure is Euclidean on fibers, but it also make π : E → M a Riemannian
submersion.
Definition 92. Let π : E → M be a vector bundle, such that E is endowed with a
metric constructed via a connection, with the above procedure. Then, we say that π
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is a connected Riemannian bundle or that it has a connected Riemannian metric. We
will say linearly connected if the connection is linear.10
Notice that in the case of Theorem 91 it is easy to see thatM is diffeomorphic to W
and δΓ(X,W ) is a continuous density on it, although δX∈W ∈ L+(M). Thus, by endowing
E with a connected Riemannian metric, Theorem 87 implies the following more natural
formula.
Corollary 93. In the same setting of Theorem 91, assume that π : E →M is endowed
with a connected Riemannian metric. Let V ⊂ E be any Borel subset, then there exists
a smooth density δΓ(X,W ) ∈ D∞(W ) such that










∣∣∣∣X(p) = x} e(− 12K−1p 〈x,x〉)π s2√det(Kp)dW (x).
(3.3.2)
Remark 94. If moreover W is parallel, for the given connection, that is: TqW
⊥ ⊂ Eq,
then at a point q = X(p) we have









where Wp = W ∩ Ep and (∇X)p : TpM → Ep is the vertical projection of dpX.
We are (ab)using the symbol ∇, since this notion coincides with that of covariant
derivative, in the case in which the connection is linear. Given that W is transverse
to the fibers of π, one can always define a horizontal space hq = TqW ∩ (TqW ∩
TqEπ(q))
⊥ for each point q ∈ W . Then, if h can be extended to the whole E, it defines
a connection (non linear, in general) H for which W is parallel. This construction is
possible whenever W ⊂ E is closed, by Tietze’s extension theorem, but in general, there
can be problems at W rW .
A particularly special case is when the connection is ∇ = ∇X and the bundle metric
on E are the ones naturally defined by X (see [50]), namely Kp is the dual metric and
∇Xs := Ds− E{DX|X = s}, (3.3.3)
10A connection H ⊂ E is linear if Hλq = dqLλ(Hq) for every λ ∈ R, where Lλ denotes the scalar
multiplication. in this case, the operator ∇ : C∞(M |E)→ C∞(M |E⊗T ∗M) satisfies the Leibnitz rule
and thus it defines a covariant derivative.
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for any other connection D. Since ∇X is a metric connection in this case, it follows
that for any Riemannian metric on M , a non-degenerate Gaussian random section
defines a connected Riemannian structure on E. Moreover, since (∇XX)p and X(p)
are independent, the formula in this case becomes much simpler.
Corollary 95. In the same setting of Theorem 91, assume that π : E →M is endowed
with the connected Riemannian structure defined by X. Let W ⊂ E be parallel for this
structure. Then



















Thanks again to the Probabilistic Transversality theorem, the above result imme-
diately generalizes to the case of a Whitney stratified submanifold (see [28]) W ⊂ E of
codimension m, simply because the probability that X(M) intersects the lower dimen-
sional strata is zero, therefore one can replace W with its smooth locus W (s), namely
the stratum of dimension s. In this case we still write δX∈W for the density, in place of
δX∈W (s) .
3.3.2 Finiteness and continuity
Q.1: Is E#X∈W a Radon measure? This question has positive answer precisely when
the density is locally integrable, that is δX∈W ∈ L1loc(M). Theorem 91 leaves open
the possibility that the density δX∈W (p) =
∫
Wp
δΓ(X,W )(p, x)dx is even infinite.
Q.2: Is the function X 7→ E#X∈W (A) continuous? Understanding this is really useful
in those situations where one is interested in the asymptotic behavior of things,
for instance when dealing with Kostlan polynomials (see [42]).
From Corollary 93 it is clear that δX∈W is finite at least in the case in which W has
finite volume. However, this would not be satisfying, since in many possible applica-
tions, W has infinite volume. For instance, when W ⊂ E is a vector subbundle of E, in
fact, we will see that the density is finite in this case. On the other hand, it should be
clear that, due to the natural additivity of the formula: δX∈∪nWn =
∑
n δX∈Wn , there are
cases in which δX∈W (p) = +∞. The intuition behind this is that if W is too much “con-
centrated” over the fiber over a point p0, then the probability that X(p) ∈ W for some
point near p is too big, resulting in having E#X∈W (O) = +∞ for some neighborhood
O ⊂M of p0.
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To express such concept, we introduce the notion of sub-Gaussian concentration.
This will allow us to compare the magnitude of W with that of Gaussian sections, by
passing through the linear structure of the bundle.
Definition 96. Let π : E →M be a linearly connected Riemannian vector bundle. Let
BR ⊂ E be the subset of vectors e ∈ E with length at most R for the given bundle
metric. We say that a smooth submanifold W ⊂ E has sub-Gaussian concentration
if: for every compact D ⊂ M , the volume of π−1(D) ∩W ∩ BR (in the Riemannian
manifold W ) grows less than any Gaussian density, that is: ∀ε > 0 ∃C(ε) ≥ 0 such








dW ≤ C(ε)eεR2 .
If W is a Whitney stratified submanifold, we say that it has sub-Gaussian concentration
if its smooth locus has sub-Gaussian concentration.
It turns out that the property of having sub-Gaussian concentration is local and
it is independent from the choice of a metric. In fact, this condition can be checked
by proving that W has sub-Gaussian concentration in each chart E|U ∼= Dm × Rs of a
trivialization atlas for the bundle E → M , and with respect to the standard metric.
This is proved in Lemma 130. For this reason, in the following results we won’t need
to mention the Riemannian structure at all.
Theorem 97. Let π : M → E. Let W = ti∈IWi ⊂ E be a smooth Whitney stratified
subset of codimension m such that W (s) −t Ep for every p ∈M , where W (s) is the union
of the higher dimensional strata. Assume that W has sub-Gaussian concentration.
1. Let X ∈ G∞(M |E) be a non-degenerate C∞ Gaussian random section. Then δX∈W
is locally integrable, hence E#X∈W is an absolutely continous Radon measure on
M .
2. Let Xd, X∞ ∈ G∞(M |E) be a sequence of non-degenerate C∞ Gaussian random
sections such that KXd → KX∞ in the C2 topology (weak Whitney), as d→ +∞.
Assume that the limit X∞ is also non-degenerate. Then
lim
d→+∞
E#Xd∈W (A) = E#X∞∈W (A)
for every relatively compact Borel subset A ⊂M .
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3.3.3 Semialgebraic singularities
Clearly, if W is compact, or a linear subbundle, or a cylinder over a compact, then it
has sub-Gaussian concentration. The example that we are most interested in, though,
is the case in which W ⊂ E is locally semialgebraic. By this we mean that every
p ∈ M has a neighborhood U ⊂ M such that there is a trivialization of the bundle
E|U ∼= Rs × Rm such that W ∩ E|U is a semialgebraic subset of Rs × Rm. In this case
the volume of W ∩ E|U ∩BR evidently grows in a polynomial way and thus...
Remark 98. ...if W ⊂ E is locally semialgebraic, it has sub-Gaussian concentration.
The reason why we put the accent on the semialgebraic case is that Theorems 91
and 97 can be used to study the expected number of singular points of a GRS. The
meaning of “singular point” depends on the situation, but in general it is a point p ∈M
where the section satisfies some condition involving its derivatives. A general model
for that (the same proposed in [42] and [10]) is to consider a subset W ⊂ JrE of the
bundle of r jets (if the derivatives involved are of order less than r) of sections of E
(see [29] for a definition of the space of jets) and call singular points of class W those
points p ∈M such that the rth jet of X at p belongs to W . Examples are:
• “Zeroes”, when W = M ⊂ E = J0(E).
• “Critical points”, when W ⊂ J1(M,Rk), is such that j1pX ∈ W if and only if dpX
is not surjective.
• Combining the two previous examples, one can consider W ⊂ J1(E × R), such
that given a function g : M → R and a section s : M → E, then (j1p(s, g))−1(W ) =
Crit(g|s−1(0)). This is useful in that it provides an upper bound for the total Betti
number of the set of zeroes of s. Indeed, generically, by Morse theory the latter
must be smaller than the number of singular points of class W .
• The Boardman singularity classes: W = Σ(i1,...,ir) ⊂ JrE, see [3].
In all of the above examples, and in most natural situations, the singularity class is
given by a locally semialgebraic subset W ⊂ JrE.
Considered this, we rewrite the statements of Theorems 91 and 97 in the case when
the vector bundle is JrE →M and the Gaussian random section is holonomic, namely
it is of the form jrX.
Corollary 99. Let π : E → M a smooth vector bundle. Let W ⊂ JrE, with r ∈ N,
be a smooth submanifold of codimension m such that W −t JrpE for every p ∈ M . Let
A ⊂M be any relatively compact Borel subset.
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1 Let X ∈ G∞(M |E) be a C∞ Gaussian random section with non-degenerate rth jet.
Then there exists a smooth density δΓ(jrX,W ) ∈ D∞(W ) such that,




Moreover, if W has sub-Gaussian concentration, then the above quantity is finite.
2 Assume that W has sub-Gaussian concentration. Let Xd, X∞ ∈ G∞(M |E) be a
sequence of C∞ Gaussian random sections with non-degenerate rth jet and assume
that KXd → KX∞ in the C2r+2 topology (weak Whitney), as d → +∞. Assume




E#{p ∈ A : jrpXd ∈ W} = E#{p ∈ A : jrpX∞ ∈ W}.
Remark 100. Here the formula for δΓ(jrX,W ) is obtained from formula 3.3.2 by replacing
E with JrE, X with jrX and KX with the covariance tensor of j
rX. Notice that the
latter can be derived from the jet of order 2r of KX .
3.4 Expectation of other counting measures
Let X : M → N ⊃ W be a random C1 map. In this manuscript we chose to focus on
the expectation of the actual number of points of intersection of X and W . However,
all the discussion can be generalized with minimal effort to the case in which a different
weight is assigned to each point, in the following way.




α(X, p) ∈ Rk,









∣∣∣∣X(p) = q} ρX(p)(q)d(Sp ∩W )(q).
The following result extends Theorem 79 (Compare with [1, Theorem 12.4.4] and [4,
Proposition 6.5], in the standard case.).
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Theorem 101. Let (X,W ) be a KROK couple. Then Theorem 79 holds for #αX∈W





When not finite, both sides take the same infinite value among +∞,−∞ or ∞−∞.
3.4.1 The intersection degree
Let M be oriented and let W ⊂ N be a closed cooriented submanifold. Then, given
q ∈ W and a linear bijection L : TpM → TqN/TqW , the sign of det(L) is well defined,
since both vector spaces are oriented. If f : M → N is a C1 map such that f −t W , then
the intersection degree of f and W is defined as deg(f,W ) = #αf∈W (M) ∈ Z, where






In this situation, we can incorporate the sign in the definition of the angle, by defining
sgnσq(f,W ) = α(f, p)σq(f,W ), so that the formula (3.4.1) for the expected intersection
degree of a KROK couple (X,W ) and an open subset U ⊂M becomes










∣∣∣∣X(p) = q} ρX(p)(q)d(Sp ∩W )(q).
(3.4.2)
Remark 102. This confirms a general idea suggested to the author by Antonio Lerario,
according to which the general philosophy to deal with these kind of formulas should
be: To get the formula for the signed count, add the sign to both members of the formula
for the normal count. Theorem 101 can be thought as an extension of this philosophy
from the sign to any choice of weight α.
Remark 103. If U ⊂ M be an open set whose closure is a compact topological sub-
manifold with boundary, such that f(∂U) ⊂ N rW . It can be seen that deg(f |U ,W )
actually depends only on homological data and thus it is defined and locally constant
on the space of continuous functions f : U → N , such that f(∂U) ⊂ N rW . Moreover,
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if the Poincaré dual of W in N vanishes, then one can define the linking number 11
link(g,W ) ∈ Z for any g : B → N rW , where B is a closed manifold of dimension
m − 1. In this case deg(f |U ,W ) = link(f |∂U ,W ) depends only on the restriction to
the boundary. For this reason, deg(X|U ,W ) can be thought to be less random than
#X∈W (U); in fact, often it ends up being deterministic.
3.4.2 Multiplicativity and currents
The formula (3.4.2) can be written as the integral of a differential form E{deg(f |U ,W )} =∫
M+







∣∣X(p) = q} ρX(p)(q)d(Sp ∩W )(q)
σq(Sp,W )
∈ ∧mT ∗pM, (3.4.3)
where ν ∈ ∧mTW⊥ is the volume form of the oriented metric bundle TW⊥. This











What is interesting about this is that the form ΩX∈W ∈ Ωr(M) is still defined if the
codimension of W is r < m.
If the couple (X,W ) satisfies the KROK hypotheses except for the requirement on
the codimension of W in KROK.(v), then let us say that (X,W ) is semi-KROK. Let
us consider semi-KROK couples (Xi,Wi) on the manifolds M,Ni for i = 1, . . . , k where
the codimensions ri of Wi are such that r1 + · · ·+rk = m and all the Wis are cooriented.
Then it is easy to see that the product map X := X1×· · ·×Xk : M → N := N1×· · ·×Nk
and the submanifold W = W1 × · · · ×Wk form a KROK couple (X,W ), and formula
(3.4.3) gives
ΩX∈W = ΩX1∈W1 ∧ · · · ∧ ΩXk∈Wk .
This can be interpreted in the language of currents, in the same spirit of [50].
11Since W ⊂ N is cooriented, there exists a Thom class τ ∈ Hm(N,N r W ). By definition,
deg(f |U ,W ) =
∫
U
f∗τ in the case f −tW , but now this identity remains true for any continuous f such
that f(∂U) ⊂ N rW . Looking at the long exact sequence for the pair (N,N rW ), we see that τ 7→ e
maps to the Poincaré dual of W , so that if e = 0 then there exists an element α ∈ Hm−1(N rW )






f∗α by naturality (or Stokes theorem from De
Rham’s point of view). In such case, link(f |U ,W ) =
∫
∂U
f∗α. If N is a tubular neighborhood of W ,
then e, τ, α are respectively the Euler class, the Thom class and the class of a closed global angular
form. Compare with [8].
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Claim 104. The r-form ΩXi∈Wi ∈ Ωr(M) is equal, as a current, to the expectation of
the random current [[X−1i (W )]] defined by the integration over the oriented submanifold
X−1i (W ).
This follows from to the fact that the intersection degree deg(X|U ,W ) may be viewed
as the evaluation of the 0-dimensional current [[X−1(W )]] = [[X−11 (W1)∩· · ·∩X−1k (Wk)]]
on the function 1U . And since the intersection of currents is linear, we have
ΩX1∈W1∧ · · · ∧ ΩXk∈Wk
= ΩX∈W = E[[X
−1(W )]]
= E[[X−11 (W1)]]∩ · · · ∩ E[[X−1k (Wk)]].
(3.4.4)
Remark 105. Claim 104 is not a theorem yet, for it has to be proved that the validity
of the equation (3.4.4) for every family of semi-KROK couples, implies that ΩXi∈Wi =
E[[X−1i (Wi)]]. We plan to elaborate more on this subject in a subsequent paper.
3.4.3 Euler characteristic
A special case of intersection degree is when N = E → M is the total space of an
oriented vector bundle over an oriented manifold M and W = 0E ⊂ E is the zero
section. Then deg(f, 0E) = χ(E) is the Euler characteristic. In this case we can present







∣∣∣∣X(p) = 0} ρX(p)(0)dM(p),






∣∣∣∣X(p) = 0} ρX(p)(0)dM(p)
( = χ(E), If U = M and is compact),
where E is endowed with some connected Riemannian metric12. Notice that here, the
density det(∇X)ρX(·)(0)dM : M → ∆M is actually an intrinsic object, independent
from the chosen Riemannian structures.
Following the discussion in the previous subsection 3.4.2, we now view the intersec-
tion degree deg(X|(·), 0E) as a random current [[X−1(0E)]] ∈ Ω0c(M)∗. Its expectation
is thus given by E[[X = 0]] = ΩX∈0E , defined in (3.4.3).
Suppose now that X ∈ G∞(M |E) is a nondegenerate smooth Gaussian random
section and s : M → E is any smooth section. Let E be endowed with the bundle
12Actually here the connection is not needed, since if X(p) = 0 then (∇X)p is independent from ∇.
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metric defined by X and let ∇ = ∇X be the metric connection naturally associated
with X (see [50]). Let ∇2 ∈
∧2 T ∗M ⊗∧2E be its curvature. Assume that m is even,
then a formula for ΩX∈0E was computed in [50].










where ωM ∈ Ωm(M) is the volume form of the oriented Riemannian manifold M .
Remark 106. The result of Nicolaescu [50], extends this to vector bundles with arbi-
trary even rank r. He proves that the expectation of the random current [[X = 0]] ∈
Ωm−rc (M)
∗ is the current defined by the r-form e(E,∇) = (2π)− r2Pf(∇2). (Our sign
convention in the definition of the Pfaffian Pf is the same as in [47], which differs to
that of [50] by a factor (−1)m2 .)
3.4.4 Absolutely continuous measures
Let (X,W ) be KROK on M and N . Let µ be a finite Borel signed measure on C1(M,N)
that is absolutely continuous with respect to X. By the Radon-Nikodym theorem, this
is equivalent to the existence of an integrable Borel function α : C1(M,N) → R, with
E{|α(X)|} <∞, such that∫
C1(M,N)
F(f)dµ(f) = E{F(X)α(X)}.
Considering the case in which the function α in Theorem 101 does not depends on the
point, we deduce that the generalized Kac-Rice formula holds for every such measure
µ. ∫
C1(M,N)





3.5.1 Poincaré Formula for Homogenous Spaces
In this section we will use Theorem 77 to give a new proof of the following Theorem.
It is a special case of the Poincaré Formula for homogenous spaces, see [30, Th. 3.8].
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Theorem 107. Let G be a Lie group and let K ⊂ G be a compact subgroup. Assume
that G is endowed with a left-invariant Riemannian metric that is also right-invariant
for elements of K and define the metric on G/K to be the one that makes the projection
map π : G → G/K a Riemannian submersion. Let M,W ⊂ G/K be two smooth
submanifolds (possibly with boundary) of complementary dimensions. Then∫
G










Here, ∆K(y) is defined as follows. Let y = νK = π(ν), then ∆K(y) is defined to be
the jacobian of the right multiplication by ν−1 in G,
∆K(y) := ∆(ν) = J(Rν−1).
To see the this definition is well posed, observe that since ∆: G → R is a group
homomorphism and K is compact, the set ∆(K) must be a compact subgroup of R,
thus ∆(K) = {1}. It follows that ∆ factorizes to a well defined function ∆K : G/K → R.




⊥) takes two subspaces that do not belong to
the same tangent space Tx(G/K) 6= Ty(G/K), in general. In fact σ̄K is not the usual
angle of Definition 135, but it is defined as follows. If x = µK and y = νK and U, V are
vector subspaces of, respectively, Tx(G/K) ⊂ TµG and Ty(G/K) ⊂ TνG, then µ−1∗ U and




∗ V ) using
Definition 135. Then σ̄K (U, V ) is obtained by taking the average among all choices of
µ and ν:










Observe that, by Proposition 137, we have that σ̄K(U, V ) = σ̄K(U
⊥, V ⊥).
Proof of Theorem 107. Let Ω ⊂ G be an open subset with compact closure and with
volG(∂Ω) = 0. Define the smooth random map X : M → G/K such that




In other words, X is uniformly distributed on the set of left multiplications by elements
of Ω ⊂ G, that means that X : M → G/K is the map X(p) = g · p, where g is a
uniform random element of Ω. We want to apply Theorem 77 to the random map X,




(ii) Let us fix p = µK ∈M . The support of [X(p)] is the open set Ω · p ⊂ G/K. Let
A ⊂ G/K
P{X(p) ∈ A} = 1
volG(Ω)


































volK(K ∩ ν−1Ωµ) d (G/K) (νK),
where in the fourth step, we used the Coarea Formula (Theorem 141).
At this point, we can define a continuos function fΩ : G/K×G/K → R such that
fΩ(p, q) = volK(K ∩ q−1Ωp) := volK(K ∩ ν−1Ωµ)
for any ν ∈ π−1(q) and µ ∈ π−1(p). This definition is well posed since the metric,
and hence the volume form, on G is invariant with respect to elements of K,
both on the left and on the right. To see that fΩ is continuous it is enough to
show that if νn → ν and µn → µ in G, then volK(K ∩ ν−1n Ωµn)→ volK(ν−1Ωµ).
We prove this via the dominated convergence theorem (here we use the fact that
volG(∂Ω) = 0), since








n )→ 1Ω(νaµ−1) for every a /∈ ν−1∂Ωµ and, eventually,
1Ω(νnaµ
−1
n ) ≤ 1B1(ν−1)·Ω·B1(µ)(a) ∈ L1(G).
It follows that [X(p)] is absolutely continuous on Sp := G/K, with a continuous
density
δX(p)(q) = ρX(p)(q) · d(G/K)(q) =
∆K(p)
volG(Ω)
fΩ(p, q) · d(G/K)(q). (3.5.2)
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Remark 108. Notice that ρX(p)(q) 6= 0 if and only if q ∈ Ω ·p. However, it would
be a bad idea to define Sp = Ω · p. Indeed, with that choice the set S would not
be closed and thus KROK.(vi) would not hold.
(iii) Let us consider the smooth map F : Ω ×M → G/K, given by F (g, p) = g · p.
Clearly F (·, p) is a submersion, for every p ∈ M , therefore F −t W . This, by
a standard argument (Parametric Transversality, see [29, Theorem 2.7]) implies
that (Lg)|M = F (g, ·)−t W for almost every g ∈ Ω. We conclude that
P{X −t W} = 1.
(iv) Since Sp = G/K, the transversality assumption Sp
−t W is certainly satisfied for
every p ∈M .
(v) Ok.
(vi) In this case we have that S = M×(G/K) is, without a doubt, a closed submanifold
of M × (G/K). Moreover, M = M ×W .
(vii) By equation (3.5.2), we have that ρX(p)(q) is continuous with respect to all (p, q) ∈
M × (G/K).
(viii) This is the most complicated condition to check. Let α : C1(M,G/K) → R be
a continuous function (the case in which α depends on p follows automatically,
because of Proposition 83). We have to show that the function e : M×G/K → R,
defined as e(p, q) = E
{
α(X)
∣∣X(p) = q}, is continuous at all points of M ×W .
Let p, q ∈ G/K and let ν, µ ∈ G be such that p = µK and q = νK. Notice that
if X = (Lg)|M , then X(p) = q if and only g ∈ νKµ−1. Therefore if ω denotes a
uniformly distributed random element of Ω and ξ denotes a uniformly distributed























where fα : G → R is a continuous function, defined as fα(g) = α (Lg|M). Notice,
that the last integral depends only on p, q, for if µ′ = µa and ν ′ = νb for some
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a, b ∈ K, then the change in the integral corresponds to the change of coordinates
k′ = b−1ka. To see that e is continuous it is enough to check the continuity of the
composed function e(π(·), π(·)). Let µn → µ and νn → ν be converging sequences























This proves that e(π, π) : G×G→ R is continuous.
At this point, we know that the couple (X,W ) is KROK, therefore the expected number
of intersections of the submanifolds X(M) and W is given by the generalized Kac-Rice












JpXσq (dpX(TpM), TqW )
∣∣X(p) = q} ρX(p)(q)dW (q)dM(p).
Recall that X ranges among left translations, which are isometries, thus JX = 1 with
probability one. Moreover, we already computed ρX(p)(q) (see (3.5.2)) and we already
































Let Ωn ⊂ Ωn+1 ⊂ G be a sequence of relatively compact subsets such that ∪nΩn = G
and with volG(∂Ωn) = 0, and let Xn : M → G/K be the random map defined as above,
with Ω = Ωn. We obtain the thesis (3.5.1) by monotone convergence:∫
G




























∆K(p)σ̄K (TpM,TqW ) dW (q)dM(p).
3.5.2 Isotropic Gaussian fields on the Sphere
Let X : Sm → Rk be a C1 Gaussian random field on the sphere. Using the notation of
section 3.3.1 (consistently with Chapter 2), we say that X ∈ G1(Sm,Rk) = G1(Sm|E),
meaning that X is a Gaussian random section of the trivial bundle E = Sm × Rk.
We say that X is isotropic if [X ◦ R] = [X] for any rotation R ∈ O(m + 1). In
particular, the covariance of X(x) and X(y) depends only on the angular distance
α(x, y) = arccos(〈x, y〉) (because Sm × Sm/O(m+ 1) ∼= [0, π]):




= K(〈x, y〉) = F (α(x, y)),
where K : [−1, 1] → Rk×k and F : R → Rk×k are C2 functions, such that F is even and
2π−periodic and
F (α) = K(cosα).
As a consequence, the covariance structure of the first jet of X at a given point p ∈ Sm,
namely the couple j1pX = (X(p), dpX), is understood as follows. Define
Σ0 := K(1) = F (0) and Σ1 = K
′(1) = −F ′′(0).
Then given any orthonormal basis ∂1, . . . , ∂m of TpS














Example 109 (Kostlan Polynomials). Let ψd ∈ G1(Sm,R), be defined as the restriction












where γα ∼ N(0, 1) are independent normal Gaussian. Then ψd is a smooth isotropic
Gaussian field X ∈ G1(Sm,Rk) with K(t) = td. In fact, any isotropic Gaussian field for
which the function K(t) has the form
K(t) = K0 +K1t+ · · ·+Kdtd,
for some positive definite simmetric matrices K`, is a linear combination of Kostlan




















where {ψi`}i,` are independent copies of Kostlan polynomials of degree ` = 1, . . . , d.
Then X̃ is equivalent to X, since they have the same covariance function. In the partic-
ular case in which X = (ψd1 , . . . , ψdk)
T where ψd` are independent Kostlan polynomials
of degree d`, then Σ0 = 1k and Σ1 = diag(d1, . . . , dk).
We recall that the density function of a Gaussian random vector ξ ∼ N(0,Σ) in Rk












Lemma 110. Let M be a Riemannian manifold. Let X ∈ G∞(M,Rk) and assume
that X(p) has nondegenerate covariance matrix Σ0(p). Let W ⊂ Rk be any submanifold















Proof. Let ΓX be the graph of X and M := M ×W . Then ΓX is a non-degenerate
Gaussian random section of the trivial bundle E = M ×Rk andM is clearly transverse
to all fibers of the bundle: M ×W −t {p} × Rk. Therefore we can apply Theorem 91
to obtain a density δX∈W = δΓ(X)∈M ∈ L+(M). Moreover, the trivial connection on
E = M × Rk makes it into a linearly connected Riemannian bundle, for which M is
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a parallel submanifold, so that we can present the density δX∈W with the formula of









Given a smooth submanifold W ⊂ Rk (possibly stratified) of codimension m, we
say that a measurable map ν : W → Rm×k is a measurable normal framing for W , if
for almost every y ∈ W the columns of the matrix ν(y) form an orthonormal basis
of TyW
⊥ (if W is stratified, then this has to hold only for almost every y in the top
dimensional stratum of W ).
Theorem 111. Let X : Sm → Rk be an isotropic C1 Gaussian random field. Let Σ0
and Σ1 be the k×k matrices defined as above and assume that Σ0 is nondegenerate. Let
W ⊂ Rk be any submanifold (possibly stratified) of codimension m and let ν : W → Rm×k

























{∣∣det (ΠTyW⊥ ◦ dpX)∣∣} ρΣ0(y)dW (y)dS2(p).
We can omit the conditioning X(p) = y, since in this case X(p) and dpX are inde-
pendent. The fact that the field is isotropic implies that the measure E#X∈W is an
invariant measure on Sm, so that




{∣∣det (ΠTyW⊥ ◦ dpX)∣∣} ρΣ0(y)dW (y),
where p ∈ S2 is any point. Let ∂1, . . . , ∂m be an orthonormal basis of TpM . It remains
only to compute the expectation of the determinant of the random matrix A(y) with








By the third set of the identities in (3.5.4), we deduce that the columns of A(y) are
independent Gaussian random vectors, each of them having covariance matrix K(y) =
ν(y)TΣ1ν(y). Therefore
E
{∣∣det (ΠTyW⊥ ◦ dpX)∣∣} = E {|detA(y)|} = √det ν(y)TΣ1ν(y)m!vol(Bm)(2π)m2 .
To conclude, let us observe that vol(Sm)vol(Bm)m! = 2(2π)m, because of a special

























Remark 112. In the case Σ0 = σ





This allows to reduce to the case k = m and to the standard version of Kac-Rice
formula. Indeed X ∈ (TyW ) if and only if ν(y)TX = 0. For completeness, we report
two results that can be proved by applying the standard Kac-Rice formula (Corollary
113 and 114 are not new results).
Corollary 113. (Gaussian Isotropic Kac-Rice formula) Let X : Sm → Rm be an
isotropic C1 Gaussian random field. Let Σ0 and Σ1 be the m × m matrices defined













Corollary 114. (Shub-Smale Theorem [57]) Let ψ1, . . . , ψm be independent Kostlan
homogenous polynomials of degrees d1, . . . , dm and denote by Z ⊂ RPm the random
subset defined by the equations ψi = 0. Then E{#Z} =
√
d1 · · · dm.
Notice that Corollary 113 covers also the case in which the equations in the Shub-
Smale Theorem 114 are dependant, as long as they are jointly orthogonally invariant,




det (A0AT0 + A1A
T
1 + · · ·+ AdATd )
det (A1AT1 + 2A2A
T
2 + · · ·+ dAdATd )
.
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3.6 Proof of Lemma 75
Proof of Lemma 75. We can assume that W is closed, by replacing X : M → N , with
the random map X : M ×W → N ×N , such that (p, w) 7→ (X(p), w) and W ⊂ N with
the diagonal W ⊂ N × N , which is surely a closed submanifold. It is straightforward
to see that X −t W if and only if X −t W and that #X∈W (A) = #X∈W(A ×W ), for
every A ⊂M , moreover if A ∈ B(M), then A×W ∈ B(M ×W )13.
Let D be the family of subsets A ⊂M such that the function #X∈W (A) is measur-
able. The class D contains the subfamily P of all relatively compact open sets in M ,
which is closed under intersection, hence the idea is to prove that it is also a Dynkin
class14 to conclude, by the Monotone Class Theorem (see [14, p. 3]), that D contains
the σ-algebra generated by P , which is precisely the Borel σ-algebra B(M).
Actually, to prevent #X∈W (A) from taking infinite values, it is more convenient to
consider a countable increasing family of relatively compact open subsets Mi such that
∪iMi = M and work with the class Di = {A ∈ D : A ⊂Mi}, since #X∈W (Mi) is almost
surely finite.
By previous considerations, Mi ∈ Di. If A,B ∈ Di and A ⊂ B, then B r A ∈
Di, because since #X∈W (B) is almost surely finite, we can write #X∈W (B r A) =
#X∈W (B)−#X∈W (A) . Suppose that Ak ∈ D is increasing, then
#X∈W (∪kAk) = lim
k
#X∈W (Ak), (3.6.1)
thus A = UkAk ∈ D because #X∈W (A) is the pointwise limit of measurable functions,
thus in particular if Ak ∈ Di, then A ∈ Di. It follows that Di is indeed a Dynkin class,
hence D ⊃ Di ⊃ B(Mi). Now let A ∈ B(M), then A is the union of the increasing
sequence A ∩Mi and since A ∩Mi ∈ B(Mi) ⊂ D, we can use again the formula in
(3.6.1), to conclude that A ∈ D.
Clearly E#X∈W is finitely additive and E#X∈W (∅) = 0, therefore to prove that
E#X∈W is a measure it is enough to show that it is continuous from below. This can
13A consequence of this trick is that µ(A × B) := E#X∈W∩B(A) defines a Borel measure on the
product space M ×W . We are going to develop this idea properly later, in Section 3.8.1.
14Let M be a nonempty set; a Dynkin class D is a collection of subsets of M such that:
1. M ∈ D;
2. if A,B ∈ D and A ⊂ B, then B\A ⊂ D;
3. given a family of sets {Ak}k∈N with Ak ∈ D and Ak ⊂ Ak+1, then
⋃
k Ak ∈ D.
The Monotone Class Theorem (see [14, p. 3]) says that if a family D is a Dynkin class which contains
a family P closed by intersection, then it contains also the σ-algebra generated by P.
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Figure 1: This figure is meant to give an idea of the set theoretic positions of the objects
involved in Theorem 115.
be seen just by taking the mean value in (3.6.1) and using the Monotone Convergence
theorem, since #X∈W (Ak) is increasing for any increasing sequence Ak ∈ B(M).
3.7 General formula
This section is devoted to the proof of the following theorem. It is a more general result
than the main Theorem 77, but in fact it is too abstract to be useful on its own. Its role
is to create a solid first step for the proof of the main theorem and to better understand
its hypotheses.
Theorem 115. Let X : M → N be a C1 random map, such that d[X(p)] = ρX(p)dSp15,
for some Riemannian submanifold Sp ⊂ N and measurable function ρX(p) : Sp →
[0,+∞]. Let {Wt}t∈Rm be a smooth foliation of an open set N0 ⊂ N , defined by a
submersion ϕ : N0 → Rm via Wt = ϕ−1(t), such that Wt −t Sp for all p and t. Consider









∣∣∣∣X(p) = x} ρX(p)(x)d(Sp ∩Wt)(x)dM(p),
15See point (ii) of Definition 76.
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and assume it to be a measurable function with respect to the couple (p, t). Let A ∈ B(M)
be any Borel subset of M .
(i) If A ∈ B(M), then for almost every t ∈ Rm




Equivalently, there is a full measure set T ⊂ Rm, such that for all t ∈ T , the set
function A 7→ E#X∈Wt(A) = E#[X−1(Wt) ∩A] is an absolutely continuous Borel
measure on M with density δX∈Wt.
(ii) Let X −t Wt0 almost surely and assume that there exists a density δtop ∈ L1loc(M)






δtop for every compact set K ⊂M . Then the
measure E#X∈Wt0 is an absolutely continuous Radon measure on M . In this case
the corresponding density δ ∈ L1loc(M) satisfies δ ≤ δtop.










Remark 116. The left hand side of equation (3.7.1) is well defined for almost every
t ∈ Rk. This can be seen as follows. Using Tonelli’s theorem, we can prove that
P{X −t Wt} = 1 for almost every t ∈ Rm:∫
Rm
P{X 6−t Wt}dt = d[X]⊗L m(
{




= E{L m({critical values of (ϕ ◦X)|X−1(N0)})} = 0,
The last equality following from Sard’s theorem: critical values of a C1 map between
two manifolds of the same dimension form a set of zero Lebesgue measure. Combining
this fact with Lemma 75, we deduce that there is a full measure set T ⊂ Rm such that
the set function
B(M) 3 A 7→ E#X∈Wt(A) := E#[X−1(Wt) ∩ A] ∈ [0,+∞]
is well defined and is a Borel measure.
The density δX∈Wt appearing above is the same that appears in the statement of









is defined (for every p) up to almost everywhere equivalence and Sp ∩Wt has Lebesgue
measure zero, it follows that the value of δX∈Wt(p) is not uniquely determined. By
saying that δX∈Wt(p) should be measurable in p and t, we mean that we assume to have
chosen a representative of the conditional expectation above in such a way that the
function (p, t) 7→ δX∈Wt(p) is measurable. In the KROK case (Definition 76), however,
there is no such ambiguity (see Subsection KROK.(viii)).
Moreover, notice that the value of δX∈Wt(p) depends on the choices of Sp and ρX(p)
rather than just [X(p)]. Indeed, the choice of the submanifold Sp such that d[X(p)] =
ρX(p)dSp is not unique in general. In fact, Sp can even be replace with SprW0, so that
δX∈W0 = 0. This is not in contradiction with the theorem, because the identity (3.7.1)
is valid for all t out of a measure zero set. Again, in the KROK case we don’t have to
worry about that, because, by point (vi) of 76, Sp ⊂ N is required to be closed.
Remark 117. There is a treacherous measurability issues, that the author wasn’t able
to solve. Given a random C1 map X : M → N and a map ϕ : N0 ⊂ N → Rm satisfying
the hypotheses of Theorem 115, is it true that there exists a version of the density δX∈Wt
that is measurable with respect to (p, t)? Measurability is crucial to use Fubini-Tonelli’s
Theorem, thus in Theorem 115 we assume that we are in a situation where the previous
question has a positive answer, though such hypothesis may be redundant.
Before going into the proof of Theorem 115, let us prove two important preliminary
results. The first (see Corollary 119) ensures that the number #[X−1(Wt) ∩ A] is
measurable in (X, t) for every Borel set A. The second (see Lemma 120) gives an
alternative expression for δX∈Wt , that is convenient to use in the proof of the Theorem.
Lemma 118. Let M,N and T be metrizable topological spaces and let ϕ : K → T be
a continuous function,where K ⊂ N is a closed subset. Then, for every compact set
A ⊂M , the function below is Borel
C0(M,N)× T 3 (f, t) 7→ #(f−1(ϕ−1(t)) ∩ A) ∈ N ∪ {∞}.
Proof. Fix ε > 0 and define, for each subset S ⊂ M the number #ε(S) to be the
minimum number of open subsets of diameter smaller than ε that are needed to cover
S16. Observe that #(S) = supε>0 #ε(S), therefore we can conclude the proof by showing
that the function (f, t) 7→ #ε(f−1(ϕ−1(t))) is Borel for every ε.
Let us consider two convergent sequences fn → f in C0(M,T ) and tn → t. Assume
that B1, . . . , Bk are open balls in M of diameter smaller than ε such that ∪ki=1Bi ⊃
16It corresponds to the set function H0ε(S) used in the construction of the Hausdorff measure.
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f−1(t). We claim that for n big enough, we have an inclusion
k⋃
i=1
Bi ⊃ f−1n (ϕ−1(tn)).
If not, there would be a sequence pn ∈ f−1n (ϕ−1(tn)) such that pn /∈ ∪ki=1Bi; now,
by the compactness of M , we can assume that pn → p /∈ ∪ki=1Bi, but then we find
a contradiction as follows. We have fn(pn) ∈ K for all n, so that f(p) ∈ K, thus
f(p) ∈ ϕ−1(t) because tn = ϕ(fn(pn)) → ϕ(f(p)). Hence p ∈ f−1(ϕ−1(t)) ⊂ ∪ki=1Bi,
which contradicts a previous statement.
It follows that #ε(f







and therefore it is measurable.
Corollary 119. Let X : M → N ⊃ Wt ⊂ N0
ϕ−→ Rm satisfy the hypotheses of Theorem
115. Let A ⊂ B(M) be any Borel set. Then the function uA(f, t) := #[f−1(Wt)∩A] is a
measurable function on the completion of the measure space (C1(M,N)× Rm,B, [X]⊗ Lm).
Proof. Let us consider the Borel set F = {(f, t) : f −t Wt} ⊂ C1(M,N)× Rm. Remark
116 implies that F is a full measure subset of (C1(M,N)× Rm,B, [X]⊗ Lm), therefore
we can conclude by showing that the restriction (uA)|F is Borel for every A ∈ B(M).
Let Ki ⊂ N0, for i ∈ N, be a sequence of increasing closed subsets (in N) whose
union is equal to N0 and define
u
(i)
A (f, t) = #[f
−1(Wt ∩Ki) ∩ A].
Then uA(f, t) = supi∈N u
(i)
A (f, t), and we already know that u
(i)
A is Borel for any compact
subset A ⊂M because of Lemma 118. Moreover, if (f, t) ∈ F , we have that f−1(Wt ∩
Ki) is a closed discrete subset of M , because ft





F is finite whenever A is contained in a compact set.
Thanks to this observation, we can argue exactly as in the proof of Lemma 75:
write M = ∪jMj as an increasing union of compact subsets; show that the family Dj
of subsets A ⊂Mj such that U (i)A |F is measurable forms a Dynkin class; conclude with
the Monotone Class Theorem (see [14]) that (u
(i)
A )|F is Borel for any A ∈ B(M).
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The following Lemma helps to rewrite the candidate formula (3.2.4) for the Kac-
Rice density into something that is more directly comparable with the Coarea formula
(see Theorem 141), which will be one of the main ingredient in the proof of Theorem
115.
Lemma 120. Let X : M → N ⊃ Wt ⊂ N0









∣∣∣∣X(p) = x} ρX(p)(x)d(Sp ∩Wt)(x).
Proof. It is sufficient to prove the following identity (the Definitions of the object in







where X(p) = x, ϕ(x) = t and W = ϕ−1(t). Let us take an orthonormal basis (τwη) of
TxN such that the first vectors τ form a basis of TxW ∩ TxS and the η form a basis of
TxW
⊥. The matrix of dxϕ in such basis has the form (00A) for some m×m invertible
matrix A and the space TxS (written in terms of the basis (τwη)) is spanned by the
columns of a matrix of the form 1 00 B
0 C
 .




to be an orthonormal frame.
Notice that detC 6= 0 because TxS −t TxW and that ker(duϕ|S) is spanned by the first
m columns, since they correspond to the basis τ , hence Jx(ϕ|S) = | detAC|.









































3.7.1 Proof of the general formula: Theorem 115
Proof of Theorem 115. (i) Let A ∈ B(M). In what follows, let us keep in mind that,
by Corollary 119, the function uA(f, t) = #(f
−1(Wt) ∩ A) is measurable on the com-
pletion of the measure space (C1(M,N)× Rm,B, [X]⊗ Lm). This, together with the
hypothesis that (p, t) 7→ δX∈Wt(p) is measurable, means that we don’t need to worry
about measurability issues.
Let a ∈ B+(Rm) and apply the Area formula (see Theorem 140) to the (determin-
istic) map (ϕ ◦X)|X−1(N0) : X−1(N0)→ Rk, with
g(p) = a (ϕ (X(p))) 1A(p)1N0 (X(p)) .
We obtain an identity, valid for all X ∈ C1(M,N):∫
Rm
a(t)#[X−1(Wt) ∩ A]dt =
∫
A
((a ◦ ϕ ◦X) · (1N0 ◦X)) δ(ϕ ◦X). (3.7.2)
Using the Coarea formula 141, we deduce a second identity, as follows:
E {((a ◦ ϕ ◦X) · (1N0 ◦X)) δ(ϕ ◦X)} |p = (3.7.3)







































The Coarea formula was applied to the function ϕ|Sp∩N0 : Sp ∩ N0 → Rk in the fourth
line.
Taking the expectation on both sides of (3.7.2) and repeatedly interchanging the
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Given the arbitrariness of a this proves (i).
(ii) Lemma 75 guarantees that in this case the set function µ(A) = E#[X−1(W0)∩A]
is a well defined Borel measure on M .
Let K ⊂ M be a compact set and let O be its interior. If X −t W0, then 0 is a
regular value for the map (ϕ ◦ X) : X−1(N0) → Rm, hence there is an ε(X) > 0 such
that, for any 0 < ε < ε(X), the set (ϕ◦X)−1(Bε)∩O is a disjoint union of balls Ui with
the property that (ϕ ◦ X)|Ui : Ui → Bε is a C1 diffeomorphism, therefore the number
#[X−1(Wt) ∩O] is constant for all |t| < ε(X).
Let aε ∈ C∞c (Rm) be a non negative function supported in the ball Bε of radius ε > 0
and with
∫
Rm aε = 1. In this case, formula (3.7.2) implies that




((aε ◦ ϕ ◦X) · (1N0 ◦X)) δ(ϕ ◦X).






































17It is possible because the functions involved are positive and measurable.
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In particular, if O ⊂ M belongs to the class S of relatively compact open subsets
such that ∂O has measure zero, then ν(O) ≤
∫
O
δtop. It follows that the measure µ is
absolutely continuous with respect to the measure ν =
∫
δtop. Indeed if A ∈ B(M) is











δtop = ν(A) = 0. (3.7.4)
By the Radon-Nikodym theorem (see 133), this implies the existence of a measurable
density δ ∈ L1loc(M) such that µ(A) =
∫
A
δ for every A ∈ B(M). Moreover, since
µ(A) ≤ ν(A) by equation (3.7.4), δ satisfies almost everywhere the inequality: δ ≤
δtop.
3.8 Proof of the main Theorem
The goal of this section is to specialize the abstract result of Theorem 115 to the,
more friendly, KROK situation. Let us consider a C1 random map X : M → N and
a submanifold W ⊂ N such that the couple (X,W ) is KROK, that is, it satisfies the
conditions i-ix of Definition 76.
To facilitate the next proofs, we will show that, without loss of generality we can
make some further assumptions on X and W .
Definition 121. Let (X,W ) be a KROK couple. Let
φ : N0
∼−→ Dm × Ds−m × Dn−s = {(t, y, z)}
be a chart of N . We say that φ is a KROK chart at (p, q) ∈ M if the following
assumptions are satisfied.
(i) N0 ⊂ N is a relatively compact open subset such that W ∩N0 = φ−1{t = 0}.
(ii) There is an open neighborhood Op ⊂ M of p and a smooth map g ∈ C∞(Op ×
Dm × Ds−m,Dn−s), such that
φ(Su ∩N0) = graph(g(u, ·)) = {(t, y, g(u, t, y)) : (t, y) ∈ Dm × Ds−m}.
In this case we say that the tuple (Op, N0, φ, g) is a KROK model for (X,W ).
Lemma 122. Let (X,W ) be KROK. Then for all (p, q) ∈ M, there are open sets
p ∈ Op ⊂M and q ∈ N0 ⊂ N and a KROK model (Op, N0, φ, g) for (X,W ).
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Figure 2: An illustration of Lemma 122.
Proof. Consider the point q ∈ Sp ∩ W . Since Sp −t W , there is a chart φ : N0 →
Dm × Ds−m × Dn−s = {(t, y, z)} centered at q, such that W ∩N0 = {(0, y, z) : y, z} and
Sp ∩N0 = {(t, y, 0) : t, y}. Now, let us consider the set S = {(u, v) ∈ M ×N : u ∈ Sv}
(see Definition 76) and observe that TvSu = T(u,v)S ∩ TvN . Since S is a submanifold
of M × N by Definition 76, we deduce that for any u, v close to p, q in M × N , the
tangent spaces TvSu and TqSp are close to each other. This implies that for all u in a
neighborhood Op of p, de submanifold Su ∩ N0 can be parametrized as the graph of a
function gu(t, y) and that this function depends smoothly on u.
Lemma 123. Let (Op, N0, φ, g) be a KROK model for a KROK couple (X,W ). Let
(X1, X2, X3) := φ ◦X and define
q : M × Dm × Ds−m → N0,
q(u, t, y) := φ−1(t, y, (g(u, t, y))) ∈ Su ∩Wt ∩N0.
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〉 is the Gram matrix of Su with respect to the
coordinates t, y.
Proof. It is convenient to write ρX∈Wt with the formula of Lemma 120, where ϕ : N0 →






Let us start by looking at the most tedious piece, namely the jacobian. The matrix of




, so that formula (3.C.1) in Appendix, yelds




































Now, since φ(N0 ∩ Su ∩Wt) = {(t, y) : y ∈ Ds−m}, the Gram matrix of Su ∩Wt in the


















Remark 124. Formula (3.8.1) can be rewritten in a form that doesn’t involve the
metrics on M and N . Define a random element X1(u) ∈ Rm ∪ {¤} such that X1(u) =
φ1(X(u)) if X(u) ∈ N0 and X1(u) = ¤ whenever X(u) /∈ N0. Then, if A ⊂ Rm,











hence the restriction of the measure [X1(u)] to Rm is absolutely continuous, so that





∣∣∣∣∣X(u) ∈ N0X1(u) = t
}
ρX1(u)(t)du.
Notice that δX∈Wt = δX1∈{t}. The above formula is completely independent from the
Riemannian structures of M and N .
3.8.1 A construction
The purpose of this section is to show that Theorems 77 and 84 are actually equivalent.
In fact, although the latter is evidently a more general result, it can be proved with a
particularly simple application of the former. To understand this, let us define a new
C1 random map X : M→N , such that
X : M =
⊔
p∈M
{p} × (Sp ∩W ) −→ N =
⊔
(p,q)∈M
{(p, q)} × Sp,
(p, q) 7→ (p, q,X(p)).
Remark 125. The fact that S is closed guarantees that X(p) ∈ Sp for all p ∈M , with
probability one, hence this definition is well posed. Indeed given a dense countable
subset D ⊂M , then






and if the X(p) ∈ Sp for all p ∈ D, then (p,X(p)) ∈ S = S for all p ∈ M , by density
and continuity.
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Define also the diagonal submanifold W = {(p, q, q) : (p, q) ∈ M} ⊂ N . Now, the
random set Γ(X,W ) from Theorem 84, defined for a KROK couple (X,W ), can be
interpreted as
Γ(X,W ) = {(p, q) ∈M ×W : q = X(p)} = X−1(W),
therefore #Γ(X,W )(V ) = #X∈W(V ∩M) for any V ⊂M ×N .
Observe that if dimSp = s, then the dimensions of M,N ,W are s, 2s, s.
Claim 126. The couple (X ,W) is KROK and
d[X (p, q)](x, y, y′) = δp(x)δq(y)ρX(p)(y′)dZp,q19
where Zp,q = {p, q} × Sp. Moreover Zp ∩W = {(p, q, q)} is always finite.
Proof. It is enough to observe that if X −t W , then X −t W , and that if Sp −t W , then
Zp,q
−tW .
It follows that the expression V 7→ E#X∈W(V ) defines a Borel measure on M and
by putting V = (A×B), where A ∈ B(M) and B ∈ B(N), we have
#X∈B∩W (A) = #X∈W(A×B ∩M).
In other words, we can consider the measure E#X∈W (·) as the section µ(W × (·)) of a
Borel measure µ = E#X∈W(M∩ (·)) on M ×N , with supp(µ) ⊂M20.
Moreover, the fact that Zp,q ∩W is always equal to the point (p, q, q) ∈ N , permits
to get rid of the integral in the formula for δX∈W :





∣∣∣∣X(p) = q} ρX(p)(q).
Lemma 127. Let X : M → N be the map defined above. Then the density element
δX∈W(p, q) ∈ ∆(p,q)M can be written as follows.





∣∣∣∣X(p) = x} ρX(p)(x)dM(p, q)
whereM is endowed with the Riemannian metric induced by the isomorphism T(p,q)M∼=
TpM ⊕ Tq(W ∩ Sp), by declaring it to be an orthogonal splitting.
19Here δp denotes the δ−measure on the point p.
20It is a strict inclusion, when ρX(p)(q) = 0 on a not negligible set of points p, q.
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Proof. Let (Op, N0, φ, g) be a KROK model for a KROK couple (X,W ). Define q(u, t, y) =
φ−1(t, y, g(u, t, y)). In the rest of the proof we will identify Op ∼= Dm, so that in par-
ticular p = 0 and q = q(0, 0, 0). Let N
(W )
0 be the open neighborhood of (p, q) in N ,
defined as the image of the map
Ds × Ds 3 (t(W ), z(W )) = ((t′, y′), (u, y)) 7→ (u, q(u, 0, y), q(u, t′, y + y′)) .21
We call φ(W ) : N
(W )
0 → Ds×Ds the inverse of the above map, which provides a coordinate
chart for N
(W )
0 . Let us consider the following small open subset in M
O
(W )
(p,q) = {(u, q(u, 0, y)) : (u, y) ∈ D
s} ∼= Ds
and let us define the coordinate u(W ) = (u, y) on it.
We can see now that (O(p,q), N
(W )
0 , φ
(W ), g(W )) is a KROK model for (X ,W), where
g(W )(u(W ), t(W )) = u(W ). Indeed W ∩ N (W )0 = {t(W ) = 0} and φ(W )(Zu(W ) ∩ N
(W )
0 ) =
{(t(W ), z(W )) : z(W ) = u(W )} is equal to the graph of the map g(W ). It follows that
δX∈W = ρX∈Wdu
(W ) can be represented with the formula of Lemma 120, where ϕ(p, q, q′) =
t(W ).
ρX∈W(p, q) = E
{∣∣∣∣det( ∂X 1∂u(W )
)∣∣∣∣
∣∣∣∣∣X (p, q) = (p, q, q)
}


































Here we used that, according to our definition, X 1(u, y) = (X1(u), X2(u)− y).














∣∣∣∣X(p) = q} ρX(p)(q)d(Sp ∩W )du.
and since, by definition, d(Sp ∩W )du = dM, we conclude.
21After a rescaling of the coordinate y, we can assume that Ds × Ds ⊂ φ(N0).
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In other words, the relation between the absolutely continuous Borel measures with
densities δX∈W = ρX∈WdM ∈ L+(M) and δX∈W = ρX∈WdM ∈ L+(M) mirrors the re-
lation between the Borel measures E#X∈W on M and E#X∈W onM. Indeed, observing





Moreover, the hypotheses II and III, ensure that δX∈W is a continous density on M.
3.8.2 Proof of Theorems 77 and 84





Proof. Because of the construction of Section 3.8.1, we can assume that Sp∩W = {q(p)}
is a point, for every p ∈M .
By Lemma 122 we can cover M with a countable collection of embedded m-disks
Di, such that for each i, there is an open set Ni ⊂ N containing q(Di) and such that
there exists a KROK model (Di, Ni, φi, gi) for each i (see Definition 121). in particular
X(Oi) ⊂ Ni. If we assume that the theorem holds for each Xi = X|Oi , then for every
A ⊂ Oi we have:







The last equality is due to the fact that for every p ∈ A the point q(p) is already in
Ni. This implies that the two Borel measures E#X∈W and
∫
δX∈W coincide for every
A small enough (A ⊂ Oi for some i), thus they are equal.
For this reason, we can assume that there is a global KROK model (M,N, φ, g). In
this case the variable y is not needed because dim(Sp) = m and we have, from Lemma









where q(u, t) = φ−1(t, g(u, t)) and q(u, 0) = q(u). The KROK assumptions ensure that
the function (u, t) 7→ ρt(u) is continuous at M ×0, thus δX∈Wt → δX∈W0 in L1loc, so that
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from point (ii) of Theorem 115, applied with ϕ(t, z) = t, it follows that there exists a
measurable function g : M → [0, 1], such that E#X∈W =
∫
gdu and g ≤ ρ0. To end the
proof it is sufficient to show that g(p) ≥ ρ0(p) for almost every p ∈M .
Let us consider the subset P ⊂ M (recall that we are assuming M = Dm) of all






We will prove that if p ∈ P , then g(p) ≥ ρ0. After that, the proof will be concluded
since, by Lebesgue Differentiation theorem, P is a full measure set in M .




f ∈ C1(M,N) :
f(Bs) ⊂ N0,
f 1|Bs : Bs ↪→ Rm is an embedding
}
.
It is straightforward to see that As is an open set in C1(M,N). Define a family of
continuous functions αs,η : C1(M,N)→ [0, 1] such that as,η ↗ 1As , when η → +∞.
Let r ≤ s. Now, the random variable #X∈Wt(Br)αs,η(X) is bounded by 1 and
converges almost surely as t → 0, because E#X∈W (∂Br) = 0.As a consequence, by
dominated convergence, we have that
E {#X∈W0(Br)αs,η(X)} = lim
t→0
E {#X∈Wt(Br)αs,η(X)} .
Moreover, arguing as in the proof of point (i) of Theorem 115, we have the following














The important point here is that ρs,ηX∈Wt(u) is continuous at t = 0
22 because of the
KROK. (viii), so that we are allowed to do the last step in the following sequence of








































where q = q(p, 0) ∈ W . Observe that As is an increasing family (as s→ 0) whose union
is equal to the set A0 consisting of all functions f ∈ C1(M,N), such that f(p) ∈ N0
and such that dpf
1 is invertible. Therefore, recalling that X −t W almost surely, we see
that taking the supremum with respect to s in (3.8.2) we obtain the thesis, valid for all
p ∈ P :
g(p) ≥ ρ0(p).
3.8.3 The case of fiber bundles: Proof of Theorem 87
Proof of Theorem 87. (We refer to Appendix 3.B for the notations with frames.) Let
q ∈ W and p = π(q). Let us take an orthonormal basis ∂u of TpM and an orthonormal
basis ∂y of TqSp ∩ TqW . Let us complete the latter to an orthonormal basis of TqSp
by adding an orthonormal frame ∂t. Let us denote by h(deu) ∈ TqS⊥p the frame such
that dqπ(h(∂u)) = ∂u. Finally, observe that TqW ∩ (TqSp ∩ TqW )⊥ is contained in the
space generated by (h(∂u), ∂t) and it projects surjectively on TpM , hence it has a (not
orthonormal) basis of the form ∂z = h(∂u)+A∂t, for some m×m matrix A. (the letters
are coherent with the KROK coordinates, see Definition 121).
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) (vol (∂y ∂z) dydu)
= dW (p).
3.8.4 Other counting measures: Proof of Theorem 101
Proof of Theorem 101. It is sufficient to prove the case in which α is continuous, bounded
and positive. Indeed, then the result can be extended by monotone convergence to
any positive Borel function and finally to any Borel function α by presenting it as
α = α+−α−. If α is continuous, then the hypothesis KROK.(viii) ensures that one can
repeat the whole proof of Theorem 79 with #αX∈W and δ
α
X∈W . The only thing to check
is the very first step, which is provided by the Area and Coarea formulas at equations
(3.7.2) and (3.7.3) in the proof of the general formula of Theorem 115. For the weighted
case, we have to apply the Area formula to the function ϕ ◦X, with
g(p) = α(X, p)a (ϕ (X(p))) 1A(p)1N0 (X(p)) ,













α(X, p)a(ϕ ◦X(p))1N0(X(p))δ(ϕ ◦X)(p).
On the other hand, via the Coarea formula, the identity (3.7.3) becomes.
























3.9 The Gaussian case: Proofs
3.9.1 Proof of Theorem 91 and Corollaries 93 and 95
Proof of Theorem 91. It suffices to show that the couple (X,W ) is KROK and use The-
orem 77. The only conditions of Definition 76 that have to be checked are KROK.(iii)
and KROK.(viii). The former is a consequence of the Probabilistic Transversality the-
orem ?? and the latter follows from next Lemma.
Lemma 129. Let X = (X0, X1) : Rm → Rk × Rh be a C1 Gaussian random field and
assume that X0 is non-degenerate Let α : C1(Rm,Rk+h) × Rm → R be a continuous
function such that
|α (f, p) | ≤ N (|f(p)|+ |∂1f(p)|+ · · ·+ |∂mf(p)|)N +N, (3.9.1)
for some constant N > 0. Then the next function is continuous
Rm × Rk 3 (p, q) 7→ E
{
α(X, p)
∣∣X0(p) = q} ∈ R.
Proof. Let us fix two points u, p ∈ Rm. By using a standard argument we can find a
Gaussian random vector Y (u, p) ∈ Rk+h that is independent from X0(p) and such that
X(u) = A(u, p)X0(p) + Y (u, p) (3.9.2)






= A(u, p), (3.9.3)
from which we deduce that A is a C1 function of u, p.
Consider now the C1 Gaussian random field Yp = Y (·, p) : Rm → Rk+h defined, for
each p ∈ Rm, by the identity (3.9.2) above. The previous computation ensures that the
random vectors Yp(u) and X
0(p) are independent for every u ∈ Rm and therefore Yp(·)
is independent from the vector X0(p) as a field. It follows that
E{α(X, p)|X0(p) = q} = E{α(Yp(·) + A(·, p)q, p)} = E{α(Zp,q, p)}, (3.9.4)
for any q ∈ Rk, where Zp,q is the C1 (noncentered) Gaussian random field
Zp,q(·) = Yp(·) + A(·, p)q : Rm → Rk+h





To end the proof, let us show that the right hand side of equation (3.9.4) depends
continuously on p, q. Given two converging sequences: pn → p in Rm and qn → q in Rk,
it is clear that the random map Zpn,qn converges almost surely to Zp,q in the space of
C1 functions, thus
E{α(Zp,q, p)} ≤ lim inf
n→+∞
E{α(Zpn,qn , pn)} (3.9.5)
by Fatou’s lemma. Now observe that, since Zp,q(p), ∂1Zp,q(p), . . . , ∂mZp,q(p) are jointly
Gaussian and their covariance matrices depend continuously on p, q because of equation
(3.9.3), then the function ϕ : Rm → R:
ϕ(p, q) = E{N (|Zp,q(p)|+ |∂1Zp,q(p)|+ · · ·+ |∂mZp,q(p)|)N +N}
is continuous. The hypothesis (3.9.1) allows us to apply Fatou’s Lemma once again to
obtain that lim supn→+∞ E{α(Zpn,qn , pn)} ≤ E{α(Zp,q, p)}:
ϕ(p, q)− E{α(Zp,q, p)}
= E
{(






(ϕ(pn, qn)− E{α(Zpn,qn , pn)})
= ϕ(p, q)− lim sup
n→+∞
E{α(Zpn,qn , pn)}.
This, together with (3.9.5), implies that E{α(Zpn,qn , pn)} → E{α(Zp,q, p)}.
Proof of Corollary 93. Follows directly from the version of the formula for fiber bundles.
The only novelty to prove here is that the density δΓ(X,W ) ∈ D0(W ) is smooth in this
case. This follows from Lemma 131 below.
Proof of Corollary 95. Since W ⊂ E is parallel for the structure, we can express the
formula of Corollary 93, in the form described in Remark 94, so that E# (W ∩ V ) =∫
W∩V δΓ(X,W ) where














Here, we already used the fact that the metric structure g is defined by X, meaning
that K−1p 〈x, x〉 = g(x, x) and detKp = 1. Furthermore, from the definition of ∇X given
by the identity (3.3.3) (compare with [50]) we observe that, in a trivialization chart, for
any i, j and v ∈ TpM , we have









meaning that (∇XX)p and X(p) are uncorrelated and thus, being Gaussian, indepen-










) ∣∣∣X(p) = x} = E{| det(ΠTxW⊥p ◦ (∇XX)p)}
3.9.2 Proof that the notion of sub-Gaussian concentration is
well defined
Lemma 130. Let π : E = Dm × Rs → Dm and let W ⊂ E be a smooth submanifold. If
W ⊂ E has sub-Gaussian concentration for some linearly connected Riemannian metric
on π, then the same holds for any other.
Proof. In this case E = Dm×Rs → Dm, Eu = {0}×Rs, a connected Riemannian metric













where gM(u) is the Riemannian metric on Dm, while Γ: E → Rm×s is some smooth
function. Moreover, in this case, we have that the horizontal space H(u,x) = (T(u,x)Eu)
⊥
is the graph of the linear function Rm 3 u̇ 7→ −Γ(u, x)u̇ ∈ Rs.
The connection is linear precisely when Γ(u, x) depends linearly on x, so that we





i, ∀k = 1, . . . ,m and j = 1, . . . , s.
Let g0 and g1 be any two linearly connected metrics on E and assume that W has














23They are the Christoffel symbols of the corresponding covariant derivative: given a smooth section
s(u) = (u, sv(u)), the vertical projection of dus is given by
(∇s)u = dusv + Γ(u, sv(u)) ∈ Rm×s.
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are equivalent and since u ∈ Dm there exists a uniform constant N > 0 such that
1
N
‖ · ‖0 ≤ ‖ · ‖1 ≤ N‖ · ‖0.
Moreover, given the linearity of Γ in equation (3.9.6) for both g0 and g1, we can assume
that
dW1(u, x) ≤ N(1 +R2)dW0(u, x),

















≤ N(1 +R2)C0(δ) exp(δN2R2).
the last inequality is true for any δ > 0 because W has sub-Gaussian concentration















simply because 1 + R2 = o(e
1
2
εR2). We obtain that W has sub-Gaussian concentration



















3.9.3 Proof of theorem 97
Since the statement is local we can assume that E = Dm × Rs and X : Dm → Dm × Rm
is a smooth Gaussian random section of the trivial bundle, so that X(u) = (u, V (u))
for some smooth Gaussian random function V : Dm → Rs. Let us define the smooth
Gaussian random field
j1X : Dm → Rs × Rm×s, u 7→ j1uX = (V (u), duV ),
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Since X is smooth and nondegenerate, the covariance matrix of j1uV
Kj1X : D















and det(K0) > 0
 .
For the proof of the first statement of the theorem, it is sufficient to prove the following
Lemma.
Lemma 131. Let E = Dm × Rs, be endowed with the standard Euclidean metric. Let
Eu := {u} × Rs, and let W ⊂ E be a smooth submanifold of codimension m such that
W −t Eu for every u ∈ D.24 There exists a continuous function
fW : W × U → R,
such that for any nondegenerate smooth Gaussian random section X : Dm → Dm × Rs,
with X(u) = (u, V (u)), we have
δΓ(X,W )(u, x) = fW (u, x,Kj1uX)dW (u, x).
Moreover, there exists a smooth function N ∈ U → R+ such that, ∀(u, x,K) ∈ W × U ,







Proof. By Equation (3.3.2), we have
δΓ(X,W ) = E {α(u, x, duV )|V (u) = x} ρX(u)(x)dW (u, x),
where ρX(u) is the density of the Gaussian random vector X(u), while where α : W ×
Rm×s → R+ is the function defined as follows.




















24Notice that T(u,x)W is a well defined m dimensional subspace of Rm × Rs even if u ∈ ∂Dm. In
such case the transversality Eu
−t T(u,x)W is still meant in the space Rm × Rs.
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where vol and σ are taken with respect to the Euclidean Riemannian structure on
E = Dm × Rs (in the last equality we used Proposition 137 from Appendix 3.B).
From formula (3.3.1) it is clear that ρX(u)(x) = ρ(u, x,Kj1uX) with ρ : E × U → R+

















Clearly there exists a continuous function Nρ : U → R+ such that the inequality (3.9.8)
holds.
Let us consider the function E{α(u, x, duV )|V (u) = x}. We will show that it is a
continuous function of u, x and Kj1X .
First, observe that α is smooth because W is a smooth submanifold. Like we did
in the proof of lemma 129, let us define a new Gaussian random vector J(u) such
that duV = J(u) + A(u)V (u), for some smooth function A(u) ∈ Rm×ms, linear in
x ∈ Rs, and such that J(u) and V (u) are independent. Then KJ(u) = KJ(Kj1uX) and
A(u) = A(Kj1uX), where KJ , A ∈ C
0(U) are smooth functions:




Consider the expression E(u, x,KJ , A) = E{α(u, x, J − Ax)}. Since α is of the form
(3.9.7), all of its derivatives are bounded by a polynomial in J , when J → +∞
with u, x fixed. From this it follows that E{α(u, x, J − Ax)} is finite and depends
smoothly on u, x,A,KJ , where KJ is the covariance matrix of J . Therefore, the func-
tion F (u, x,K) = E{α(u, x,KJ(K), A(K)} is smooth in u, x,K and we have





Moreover, let J(K) ∈ Rm×s ∼= Rms be the Gaussian random matrix corresponding
to the Gaussian random vector having covariance matrix KJ(K). Let ‖ · ‖ be any norm
on Rm×s. Then












)∥∥∥∥m} 1m + ‖A(K)x‖
)m
≤ Nα(K) (1 + ‖x‖)m .
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for some big enough continuous function Nα : U → R+. This is because the mth moment
of a Gaussian random vector depends continuously on its covariance matrix. Combining
this with (3.9.8), we see that the function
fW (u, x,K) := F (u, x,K)ρ(x,K).
has all the properties that we wanted to show.
Let us show the continuity statement for a sequence of GRSs Xd, with limit X∞.







fW (u, x,Kd)dW (u, x),
where Kd = Kj1Xd converges to K∞ = Kj1X∞ because they depend linearly on the 2
nd
jet of KXd and KX∞ . From Lemma 131 we deduce that fW (u, x,Kd)→ fW (u, x,K∞),
therefore we could conclude by the dominated convergence theorem if we show that
fW (u, x,Kd) is uniformly bounded by an integrable (on W ) function. Since Kd ∈ U
is a convergent sequence, we have that N(Kd) is uniformly bounded by some constant
N ∈ N, thus
fW (u, x,Kd) ≤ Ne−
|x|2
N .
Now, the fact that W has sub-Gaussian concentration implies that the latter function


























for all ε < 1
N
. this concludes the proof of theorem 97.
3.9.4 Proof of Corollary 99
Proof of Corollary 99. Corollary 99 follows directly from Theorem 97 and the follow-
ing observation. The GRS jrX is a Gaussian random section of the vector bundle
JrE →M . Its first jet j1(jrX) is equivalent to jr+1X and thus its covariance tensor is




Let M be a smooth manifold. The density bundle or, as we call it, the bundle of density
elements ∆M is the vector bundle:
∆M = ∧m(T ∗M)⊗ L,
where L is the orientation bundle (see [8, Section 7]); ∆M is a smooth real line bundle
and the fiber can be identified canonically with
∆pM = {δ : (TpM)m → R : δ = ±|ω|, for some ω ∈ ∧mT ∗pM}.
We call an element δ ∈ ∆pM , a density element at p.
Given a set of coordinates x1, . . . , xm on U , we denote
dx = dx1 . . . dxm = |dx1 ∧ · · · ∧ dxm|.
Using the language of [8], dx is the section (dx1 ∧ · · · ∧ dxm) ⊗ eU , where eU is the
section of L|U which in the trivialization induced by the chart (x1, . . . , xm) corresponds
to the constant function 1.




for any other set of coordinates y1, . . . , ym. It follows that an atlas for M with transition
functions ga,b defines a trivializing atlas for the vector bundle ∆M , with transition
functions for the fibers given by | det(Dga,b)|.
Each density element δ, is either positive or negative, respectively if δ = |ω| or
δ = −|ω|, for some skew-symmetric multilinear form w ∈ ∧mT ∗pM . In other words, the
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bundle ∆M is canonically oriented and thus trivial (but not canonically trivial) and
we denote the subbundle of positive elements by ∆+M ∼= M × [0,+∞) (again, not
canonically).
The modulus of a density element is defined in coordinates, by the identity |(ω(x)dx)| =
|ω(x)|dx. This defines a continuous map | · | : ∆M → ∆+M .
The sections of ∆M are called densities and we will usually denote them as maps
p 7→ δ(p). We define Dr(M) to be the space of Cr densities and by Drc (M) the subset
of the compactly supported ones. For smooth densities, we just write D = D∞. From









If N is Riemannian and f : M → N is a C1 map with dimM ≤ dimN , we define the












du ∈ ∆+pM, (3.A.1)
In particular δ(idM) is the Riemannian volume density of M and we denote it by dM .
Similarly, if f is a Riemannian inclusion M ⊂ N , then δf = dM .
Given any Riemannian metric on the manifold M , one can make the identification
∆pM = R(dM(p)) and treat densities as if they were functions. Moreover this identifica-
tion preserves the sign, since dM is always a positive density: dM(p) ∈ ∆+pM , for every
p ∈M . We denote by B(M) the set of all Borel measurable functions M → [−∞,+∞]
and by L(M) = B(M)dM the set of all measurable, not necessarily finite, densities
(the identification with B(M) depends on the choice of the metric). Let B+(M) be the
set of positive measurable functions M → [0,+∞] and L+(M) be the set of densities
of the form ρdM , for some ρ ∈ B+(M). In other words
L+(M) =
{
measurable functions M 3 p 7→ δ(p) ∈ ∆+pM ∪ {+∞}
}
is the set of all nonnegative, non necessarily finite measurable densities. The inte-
gral can be extended in the usual way (by monotone convergence) to a linear function∫
M
: L+(M)→ R∪{∞}. Similarly, we define the spaces L1(M), L∞(M), L1loc(M), L∞loc(M)
and their respective topologies by analogy with the standard case M = Rm.
Definition 132. We say that a real Radon measure (see [2]) µ on M is absolutely
continuous if µ(A) = 0 on any zero measure subset A ⊂ M . In other words µ is
absolutely continuous if and only if ϕ∗ (µ|U) is absolutely continuous with respect to
the Lebesgue measure L m for any chart ϕ : U ⊂M → Rm.
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In this language, the Radon-Nikodym Theorem takes the following form.
Theorem 133. Let µ be an absolutely continuous real Radon measure on M . Then





3.B Angle between subspaces
Let E, 〈·, ·〉 be a euclidean vector space (i.e. a finite dimensional real Hilbert space).





If the vectors f1, . . . , fk are independent, then f is called a frame. The span span(f) of
the tuple f is the subspace of E spanned by the vectors f1, . . . , fk. A tuple f is a basis
of a subspace V ⊂ E if and only if it is a frame and its span is V . Given two frames
v, w, we can form the tuple (v, w).
Definition 135. Let V,W ⊂ E be subspaces. Let v and w be frames in E such that:
• span(v) = V ∩ (V ∩W )⊥;
• span(w) = W ∩ (V ∩W )⊥.





if V 6⊂ W and W 6⊂ V ;
1 otherwise.
It is easy to see that the definition is well posed, independently from the choices of
the frames. This definition corresponds to Howard’s [30] in the case when V ∩W = {0}.
Observe that σ is symmetric and that we have σ(V,W ) = 1 if and only if V = A⊕⊥ B
and W = A⊕⊥ C with and B ⊥ C.
When V and W are one dimensional, σ(V,W ) = | sin θ|, where θ is the angle between
the two lines. In general σ(V,W ) ∈ [0, 1] is equal to the product of the sines of the
nontrivial principal angles between V and W (see [32,45,62]). In particular, notice that
σ(V,W ) > 0 always.
It is important to notice that σ : Grk(E) × Grh(E) → [0, 1] is not a continuous
function. However the restriction to the subset of the pairs of subspaces (V,W ) such
that dim(V +W ) = n is continuous.
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Proof. First, observe that the projected frame ΠV ⊥(w) is a basis of the space (V +W )∩
V ⊥. Let ν be an orthonormal basis of the same space, let v be an orthonormal basis
for V ∩ (V ∩W )⊥ and let τ be a basis for V ∩W . It follows that (τ, v, ν) is a basis for



















Proposition 137. σ(V ⊥,W⊥) = σ(V,W ).
Proof. The statement is trivially true if V ⊂ W or W ⊂ V , so let us assume that this
is not the case. Let ν be an orthonormal basis of the space (V +W )∩ V ⊥ and v be an
orthonormal basis of V ∩ (V ∩W )⊥. Besides, let (τ, w) be an orthonormal basis of W ,
such that τ is a basis for V ∩W . We have
σ(V ⊥,W⊥) = σ(W⊥, V ⊥)
= vol (ΠW (ν)) =
= det〈wT , ν〉 =
= det〈νT , w〉 =
= vol (ΠV ⊥(w)) = σ(V,W ).
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3.C Area and Coarea formula
Definition 138. Let ϕ : M → N be a C1 map between C1 Riemannian manifolds. The
Jacobian (often called normal Jacobian when f is a submersion) of ϕ at p ∈M is
Jpϕ :=
{




where e = (e1, . . . , ek) is any basis of ker(dpϕ)
⊥ ⊂ TpM .
If L : V1 → V2 is a linear map between metric vector spaces, then we write JL := J0L
(Clearly Jpϕ = Jdpϕ). If V1, V2 have the same dimension, then, to stress this fact, we
may write | detL| := JL, although the sign of detL is not defined, unless we specify
orientations.











if m ≥ n.
(3.C.1)
Remark 139. In the case m ≤ n, the density induced on M by a map ϕ, defined in
(3.A.1) corresponds to δpϕ = (Jpϕ)dM .
Theorem 140 (Area formula). Let f : M → N be a Lipschitz map between C1 Rie-










Proof. See [21, Theorem 3.2.3].
The Area formula is actually much more general than this, in that it holds for
dimM ≤ dimN and with the Hausdorff measure instead of dN . However, this simpli-
fied statement is all that we need in this paper. It also can be thought as a generalization
of the following, in the case dimM = dimN .
Theorem 141 (Coarea formula). Let f : M → N be a C1 submersion between smooth




















Given a semialgebraic set W ⊆ Jr(Sm,Rk) and a polynomial map ψ : Sm → Rk
with components of degree d, we investigate the structure of the semialgebraic set
jrψ−1(W ) ⊆ Sm (we call such a set a “singularity”).
Concerning the upper estimate on the topological complexity of a polynomial singu-
larity, we sharpen the classical bound b(jrψ−1(W )) ≤ O(dm+1), proved by Milnor [46],
with
b(jrψ−1(W )) ≤ O(dm), (4.0.1)
which holds for the generic polynomial map.
For what concerns the “lower bound” on the topology of jrψ−1(W ), we prove a
general semicontinuity result for the Betti numbers of the zero set of C0 perturbations
of smooth maps – the case of C1 perturbations is the content of Thom’s Isotopy Lemma
(essentially the Implicit Function Theorem). This result is of independent interest
and it is stated for general maps (not just polynomial); this result implies that small
continuous perturbations of C1 manifolds have a richer topology than the one of the
original manifold.
Keeping (4.0.1) in mind, we compare the extremal case with a random one and
prove that on average the topology of jrψ−1(W ) behaves as the “square root” of its
upper bound: for a random Kostlan map ψ : Sm → Rk with components of degree d
and W ⊂ Jr(Sm,Rk) semialgebraic, we have:




This generalizes classical results of Edelman-Kostlan-Shub-Smale from the zero set of
a random map, to the structure of its singularities.
4.1 Introduction
In this paper we deal with the problem of understanding the structure of the singularities
of polynomial maps
ψ : Sm → Rk,
where each component of ψ = (ψ1, . . . , ψk) is the restriction to the sphere of a homo-
geneous polynomial of degree d. For us “singularity” means the set of points in the
sphere where the r-jet extension jrψ : Sn → Jr(Sn,Rk) meets a given semialgebraic
set W ⊆ Jr(Sn,Rk). Example of these type of singularities are: zero sets of polynomial
functions, critical points of a given Morse index of a real valued function or the set of
Whitney cusps of a planar map.
Because we are looking at polynomial maps, this problem has two different quanti-
tative faces, which we both investigate in this paper.
(1) From one hand we are interested in understanding the extremal cases, meaning
that, for fixed m, d and k we would like to know how complicated can the singularity
be, at least in the generic case.
(2) On the other hand, we can ask what is the typical complexity of such a singu-
larity. Here we adopt a measure-theoretic point of view and endow the space of poly-
nomial maps with a natural Gaussian probability measure, for which it makes sense to
ask about expected properties of these singularities, such as their Betti numbers.
4.1.1 Quantitative bounds, the h-principle and the topology
semicontinuity
Measuring the complexity of Z = jrψ−1(W ) with the sum b(Z) of its Betti numbers,
problem (1) above means producing a-priori upper bounds for b(Z) (as a function of
m, d, k) as well as trying to realize given subsets of the sphere as jrψ−1(W ) for some
W and some map ψ.
For the case of the zero set Z = ψ−1(0) of a polynomial function ψ : Sm → R of
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degree d, the first problem is answered by a Milnor’s type bound1 b(Z) ≤ O(dm) and
the second problem by Seifert’s theorem: every smooth hypersurface in the sphere can
be realized (up to ambient diffeomorphisms) as the zero set of a polynomial function.
In the case of more general singularities, both problems are more subtle. The
problem of giving a good upper bound on the complexity of Z = jrψ−1(W ) will require
us to develop a quantitative version of stratified Morse Theory for semialgebraic maps
(Theorem 149). We use the word “good” because there is a vast literature on the subject
of quantitative semialgebraic geometry, and it is not difficult to produce a bound of the
form b(Z) ≤ O(dm+1); instead here (Theorem 154 and Theorem 155) we prove the
following result.
Theorem 142. For the generic polynomial map ψ : Sm → Rk with components of
degree d, and for W ⊆ Jr(Sm,Rk) semialgebraic, we have:
b(jrψ−1(W )) ≤ O(dm). (4.1.1)
(The implied constant depends on W .)
In the case W is algebraic we do not need the genericity assumption on ψ for proving
(4.1.1), but in the general semialgebraic case some additional complications arise and
this assumption allows to avoid them through the use of Theorem 149. We believe,
however, that (4.1.1) is still true even in the general case2. Moreover, for our scopes
the genericity assumption is not restrictive, as it fits in the probabilistic point of view
of the second part of the paper, where a generic property is a property holding with
probability one.
For what concerns the realizability problem, as simple as it might seem at first
glance, given W ⊆ Jr(Sm,Rk) it is not even trivial to find a map f : Sm → Rk whose
jet is transversal to W and such that b(jrf−1(W )) > 0 (we prove this in Corollary 161).
Let us try to explain carefully what is the subtlety here. In order to produce such
a map, one can certainly produce a section of the jet bundle σ : Sm → Jr(Sm,Rk)
1Milnor’s bound [46] would give b(Z) ≤ O(dm+1), whereas [38, Proposition 14] gives the improve-
ment b(Z) ≤ O(dm). In the context of this paper the difference between these two bounds is relevant,
especially because when switching to the probabilistic setting it will give the so called “generalized
square root law”.
2In the algebraic case in fact one can use directly Thom-Milnor bound, but in the general semi-
algebraic case it is necessary first to “regularize” the semialgebraic set, keeping control on its Betti
numbers. In the algebraic (or even the basic semialgebraic case) this is the procedure of Milnor [46],
in the general semialgebraic case it is not clear what this controlled regularization procedure would
be. The nondegeneracy assumption on the jet allows us to avoid this step.
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which is transversal to W and such that b(σ−1(W )) > 0 (this is easy). However, unless
r = 0, this section needs not to be holonomic, i.e. there might not exist a function
f : Sm → Rk such that σ = jrf .
We fix this first issue using an h-principle argument: the Holonomic Approximation
Theorem [20, p. 22] guarantees that, after a small C0 perturbation of the whole picture,
we can assume that there is a map f : Sm → Rk whose jet jrf is C0 close to σ.
There is however a second issue that one needs to address. In fact, if the jet per-
turbation was C1 small (i.e. if σ and jrf were C1 close), Thom’s Isotopy Lemma would
guarantee that σ−1(W ) ∼ jrf−1(W ) (i.e. the two sets are ambient diffeomorphic), but
the perturbation that we get from the Holonomic Approximation Theorem is guaran-
teed to be only C0 small! To avoid this problem we prove the following general result on
the semicontinuity of the topology of small C0 perturbations (see Theorem 159 below
for a more precise statement).
Theorem 143. Let S, J be smooth manifolds, W ⊆ J be a closed cooriented submani-
fold and σ ∈ C1(S, J) such that σ t W . Then for every γ ∈ C1(S, J) which is sufficiently
close to σ in the C0-topology and such that γ t W , we have:
b(γ−1(W )) ≥ b(σ−1(W )).
In particular we see that if small C1 perturbations of a regular equation preserve
the topology of the zero set, still if we take just small C0 perturbations the topology of
such zero set can only increase.
To apply Theorem 143 to our original question we consider S = Sm and J =
Jr(Sm,Rk), W ⊆ Jr(Sm,Rm) is the semialgebraic set defining the singularity and
σ : Sm → Jr(Sm,Rk) is the (possibly non-holonomic) section such that σ t W and
b(σ−1(W )) > 0. Moreover we can construct σ in such a way that its image meets only
a small (relatively compact and cooriented) subset of the smooth locus of W . Then for
every f ∈ Cr+1(Sm,Rk) with τ = jrf sufficiently close to σ and such that jrf t W , we
have:
b(jrf−1(W )) ≥ b(σ−1(W )) > 0. (4.1.2)
(We will use the content of Corollary 161 and the existence of a function f such that
(4.1.2) holds in the second part of the paper for proving the convergence of the expected
Betti numbers of a random singularity.)
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4.1.2 The random point of view and the generalized square-
root law
Switching to the random point of view offers a new perspective on these problems:
from Theorem 142 we have an extremal bound (4.1.1) for the complexity of polynomial
singularities, but it is natural to ask how far is this bound from the typical situation.
Of course, in order to start talking about randomness, we need to choose a probability
distribution on the space of (homogeneous) polynomials. It is natural to require that
this distribution is gaussian, centered, and that it is invariant under orthogonal changes
of variables (in this way there are no preferred points or directions in the sphere). If
we further assume that the monomials are independent, this distribution is unique (up
to multiples), and called the Kostlan distribution.
To be more precise, this probability distribution is the measure on R[x0, . . . , xm](d)








α0! · · ·αm!
)1/2
xα00 · · · xαmm ,
where {ξα} is a family of standard independent gaussian variables. A list of k indepen-
dent Kostlan polynomials P = (P1, . . . , Pk) defines a random polynomial map:
ψ = P |Sm → Rk.
In particular, it is now natural to view such a ψ as a random variable in the space
C∞(Sm,Rk) and to study the differential topology of this map, such as the behavior
of its singularities, described a preimages of jet submanifolds W ⊆ Jr(Sm,Rk) in the
previous section.
In this direction, it has already been observed by several authors, in different con-
texts, that random real algebraic geometry seems to behave as the “square root” of
generic complex geometry. Edelman and Kostlan [19, 34] were the first to observe this
phenomenon: a random Kostlan polynomial of degree d in one variable has
√
d many
real zeroes, on average3. Shub and Smale [57] generalized this result and proved that the
expected number of zeroes of a system of m Kostlan equations of degrees (d1, . . . , dm)
in m variables is
√
d1 · · · dm (the bound coming from complex algebraic geometry would
be d1 · · · dm).
3In the notation of the current paper this correspond to the case of ψ : S1 → R of degree d, whose
expected number of zeroes is 2
√
d. The multiplicative constant “2” appears when passing from the
projective to the spherical picture
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Moving a bit closer to topology, Bürgisser [11] and Podkorytov [53] proved that
the expectation of the Euler characteristic of a random Kostlan algebraic set has the
same order of the square-root of the Euler characteristic of its complex part (when
the dimension is even, otherwise it is zero). A similar result for the Betti numbers
has also been proved by Gayet and Welschinger [25–27], and by Fyodorov, Lerario and
Lundberg [24] for invariant distributions.
Using the language of the current paper, these results correspond to the case of a
polynomial map ψ : Sm → Rk and to the “singularity” Z = j0ψ−1(W ), where
W = Sm × {0} ⊂ J0(Sm,Rk) = Sm × Rk
and j0ψ(x) = (x, ψ(x)) is the section given by the map ψ itself. Here we generalize
these results and prove that a similar phenomenon is a very general fact of Kostlan
polynomial maps.
Theorem 144. Let W ⊂ Jr(Sm,Rk) be a closed intrinsic4 semialgebraic set of positive
codimension. If ψ : Sm → Rk is a random Kostlan polynomial map, then
Eb(jrψ−1(W )) = Θ(d
m
2 ).5 (4.1.3)
(The implied constants depend on W .)
We call the previous Theorem 144 the “generalized square root law” after comparing
it with the extremal inequality b(jrψ−1(W )) ≤ O(dm) from Theorem 142, whose proof
is ultimately based on bounds coming from complex algebraic geometry6. In the case
W has codimension m (i.e. when we expect jrψ−1(W ) to consist of points), we actually
sharpen (4.1.3) and get the explicit asymptotic to the leading order, see Theorem 168
below. Moreover, a similar result holds for every fixed Betti number bi(j
rψ−1(W )) when
i is in the range 0 ≤ i ≤ m− codim(W ), see Theorem 170 for a detailed statement.
Remark 145. The ingredients for the proof of Theorem 144 are: Theorem 149 for the
upper bound and Corollary 161 for the lower bound. The main property that we use
in this context is the fact that a Kostlan map ψ : Sm → Rk has a rescaling limit when
restricted to a small disk Dd = D(x, d
−1/2) around any point x ∈ Sm. In other words,
4We say that W ⊂ Jr(Sm,Rk) is intrinsic if it is invariant under diffeomorphisms of Sm, see
Definition 152. This property it is satisfied in all natural examples.
5We write f(d) = Θ(g(d)) if there exist constants a1, a2 > 0 such that a1g(d) ≤ f(d) ≤ a2f(d) for
all d ≥ d0 sufficiently large.
6The reader can now appreciate the estimate O(dm) instead of O(dm+1) from Theorem 142.
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one can fix a diffeomorphism ad : Dm → Dd of the standard disk Dm with the small
spherical disk D(x, d−1/2) ⊂ Sm and see that the sequence of random functions:
Xd = ψ ◦ ad : Dm → Rk
converges to the Bargmann-Fock field, see Theorem 164. In Chapter 2 we introduced a
general framework for dealing with random variables in the space of smooth functions
and their differential topology – again we can think of Xd ∈ C∞(Dm,Rk) as a sequence of
random variables of this type. The results from Chapters 2 and 3, applied to the setting
of random Kostlan polynomial maps are collected in Theorem 164 below, which lists
the main properties of the rescaled Kostlan polynomial Xd. Some of these properties
are well-known to experts working on random fields, but some of them seem to have
been missed. Moreover, we believe that our language is more flexible and well-suited
to the setting of differential topology, whereas classical references look at these random
variables from the point of view of functional analysis and stochastic calculus.
Of special interest from Theorem 164 are properties (2), (5) and (7), which are
closely related. In fact (2) and (5) combined together tells that open sets U ⊂
C∞(Dm,Rk) which are defined by open conditions on the r-jet of Xd, have a posi-
tive limit probability when d→∞. Property (7), tells that the law for Betti numbers
of a random singularity Zd = j
rX−1d (W ) has a limit. (Even in the case of zero sets this
property was not noticed before, see Example 171.)
We consider Theorem 164 as a practical tool that people interested in random
algebraic geometry can directly use, and we will show how to concretely use this tool
in a list of examples that we give in Appendix 4.A.
Remark 146. The current paper, and in particular the generalized square-root law
Theorem 144, complement recent work of Diatta and Lerario [16] and Breiding, Ke-
neshlou and Lerario [10], where tail estimates on the probabilities of the maximal con-
figurations are proved.
4.1.3 Structure of the paper
In Section 4.2.1 we prove a quantitative semialgebraic version of stratified Morse Theory,
which is a technical tool needed in the sequel, and in Section 4.2.2 we prove Theorem 154
and Theorem 155 (whose combination give Theorem 142). In section 4.2.3 we discuss
the semicontinuity of topology under holonomic approximation and prove Theorem 159
(which is Theorem 143 from the Introduction). In Section 4.3 we introduce the random
point of view and prove the generalized square-root law. Appendix 4.A contains three
short examples of use the random techniques.
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4.2 Quantitative bounds, the h-principle and the
topology semicontinuity
4.2.1 Stratified Morse Theory
Let us fix a Whitney stratification W = tS∈SS (see [28, p. 37] for the definition)
of the semialgebraic subset W ⊂ Jr(Sm,Rk) =: J , with each stratum S ∈ S being
semialgebraic and smooth (such decomposition exists [28, p. 43]), so that, by definition
a smooth map f : M → J , is transverse to W if f −t S for all strata S ∈ S . When
this is the case, we write ψ −t W and implicitly consider the subset ψ−1(W ) ⊂M to be
equipped with the Whitney stratification given by ψ−1S = {ψ−1(S)}S∈S .
Definition 147. Given a Whitney stratified subset Z = ∪i∈ISi of a smoooth manifold
M (without boundary), we say that a function g : Z → R is a Morse function if g is the
restriction of a smooth function g̃ : M → R such that
(a) g|Si is a Morse function on Si.
(b) For every critical point p ∈ Si and every generalized tangent space Q ⊂ TpM
(defined as in [28, p. 44]) we have dpg̃(Q) 6= 0, except for the case Q = TpSi.
Note that the condition of being a Morse function on a stratified space Z ⊂ M
depends on the given stratification of Z.
Remark 148. The definition above is slightly different than the one given in the
book [28, p. 52] by Goresky and MacPherson, where a Morse function, in addition,
must be proper and have distinct critical values.
The following theorem is the quantitative version of stratified Morse theory for
semialgebraic maps we need in order to prove Theorem 142.
Theorem 149. Let W ⊂ J be a semialgebraic subset of a real algebraic smooth manifold
J , with a given semialgebraic Whitney stratification W = tS∈SS and let M be a real
algebraic smooth manifold. There exists a semialgebraic subset Ŵ ⊂ J1(M,J × R)
having codimension larger or equal than dimM , equipped with a semialgebraic Whitney
stratification that satisfies the following properties with respect to any couple of smooth
maps ψ : M → J and g : M → R.








2. There is a constant NW > 0 depending only on W and S , such that if ψ−1(W )
is compact, ψ −t W and j1(ψ, g)−t Ŵ , then
bi(ψ
−1(W )) ≤ NW#Crit(g|ψ−1(W )),
for all i = 0, 1, 2 . . .
Proof. Let S ∈ S be a stratum of W , hence S ⊂ J is a smooth submanifold and since
ψ −t W implies that ψ −t S, we also have that ψ−1(S) is a submanifold of M of the
same codimension which we denote by k. Define
Ŝ = {j1p(F, f) ∈ J1(M,J × R) : F (p) ∈ S and dpf ∈ dpF ∗(TF (p)S⊥)}
= {j1p(F, f) ∈ J1(M,J × R) : F (p) ∈ S and ∃λ ∈ TF (p)S⊥ s.t. dpf = λ ◦ dpF}.
Orthogonality here is meant in the sense of dual vector spaces: if Q ⊂ T are vector
spaces, then Q⊥ = {ξ ∈ T ∗ : ξ(Q) = 0}.
It is clear, by this definition, that Ŝ is semialgebraic and its codimension is equal to
the dimension of M .
Claim 150. j1p0(ψ, g) ∈ Ŝ if and only if p0 is a critical point for g|ψ−1(S).
If j1p0(ψ, g) ∈ Ŝ, then of course p0 ∈ ψ
−1(S) and there exists a (Lagrange multiplier)
conormal covector λ ∈ Tψ(p0)S⊥ such that dp0g = λ ◦ dp0ψ. It follows that dp0g vanishes
on Tp0ψ
−1(S) = dp0ψ
−1(Tψ(p0)S). This proves the “only if” statement of the Claim as
a consequence of the following inclusion
dp0ψ
∗ (Tp0S⊥) ⊂ (Tp0ψ−1(S))⊥ .
To conclude the proof of Claim 150 we need to show the opposite inclusion. We
do this by showing that the dimensions of the two spaces are equal. First observe
that, since by hypotheses ψ −t S, the image dp0ψ is a complement to Tψ(p0)S in Tψ(p0)J
and this is equivalent (it is the dual statement) to say that the restriction of dp0ψ
∗ to
(Tψ(p0)S)
⊥ is injective. It follows that
dim dp0ψ
∗ (Tp0S⊥) = dim (Tp0S⊥) =
= codim S =







This concludes the proof of Claim 150.
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Claim 151. Given a Whitney stratification of Ŝ, and a critical point p0 ∈ M of the
map g|ψ−1(S), if j1(ψ, g)−t Ŝ at p0 then this critical point is Morse.





















: U → Rm×Rs+k×R×R(s+k)×m×Rm
j1p(F, f) 7→
(
x(p), y(F (p)), g(p),







where y2 = 0 is a local equation for S and x2 = 0 is a local equation for ψ−1(S). Indeed,
by the implicit function theorem (applied to the map ψ in virtue of the transversality
assumption ψ −t S) we can assume that y2(ψ(x1, x2)) = x2. In this coordinate chart
we have that the restriction of dpF
∗ to the space Tψ(p)S
⊥ is represented by the matrix
(Y 2)T , thus
Ŝ ∩ U =
{





Let us denote by x 7→ (x, ỹ(x), ã(x), Ỹ (x), Ã(x)) the local expression of the jet map









In particular the image of the above matrix is a complement to the subspace spanned by
the first m− k coordinates and we may assume, reducing the size of the neighborhood
if needed, that this property holds for every element (x, y, a, Y, A) ∈ φ(U), so that there
















Now, this defines a smooth function ξ : U → Rk such that the equations y2 = 0; ξ = 0
are smooth regular equations for φ(Ŝ ∩ U).
Notice that this ensures that φ(U) intersects only the smooth locus of Ŝ. Now, since
by hypotheses j1(ψ, g) is transverse to all the strata of Ŝ then it must be transverse to
the smooth locus in the usual sense, even if the latter is a union of strata (this follows
directly from the definition of transversality). Therefore, while proving Claim 151, we
are allowed to forget about the stratification of Ŝ and just assume that the map j1(ψ, g)
is transverse to the smooth manifold Ŝ ∩ φ(U) in the usual sense.
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where ξ̃(x) = ξ(x, ỹ(x), ã(x), Ỹ (x), Ã(x)). Therefore the lower left block ∂ξ̃
∂x1
(p0) is
surjective as well and hence invertible. This concludes our proof of Claim 151 since





















The last equality is due to the equation (4.2.2) combined with the observation that Ỹ 2








At this point, Claim 150 and Claim 151 prove that, for whatever stratification of
Ŝ, if j1(ψ, g) −t Ŝ and ψ −t S then g|ψ−1(S) is a Morse function and that its critical set
coincide with the set (j1(ψ, g))
−1
(Ŝ), so that condition (a) of Definition 147 is satisifed
along the stratum S. In order to establish when g|ψ−1(W ) is a Morse function along the
stratum ψ−1(S) on the stratified manifold W , in the sense of Definition 147, we now
need to prove a similar statement to ensure condition (b).
Let us consider the set DqS of degenerate covectors at a point q ∈ S that are
conormal to S (conormal and degenerate covectors are defined as in [28, p.44]), in other
words:
DqS = {ξ ∈ T ∗q J : ξ ∈ TqS⊥, ξ ∈ Q⊥ for some Q generalized tangent space at q}.
It is proved in [28, p.44] that DS = ∪q∈SDqS is a semialgebraic subset of codimension
greater than 1 of the conormal bundle TS⊥7 to the stratum S. We claim that the subset
DŜ ⊂ Ŝ containing the jets that do not satisfy condition (b) of Definition 147 has the
following description:
DŜ = {j1p(F, f) ∈ J1(M,J × R) : F (p) ∈ S and dpf ∈ dpF ∗(DF (p)S)}.
In fact, since ψ −t W , then all the generalized tangent spaces of the stratified subset
ψ−1(W ) ⊂ M at a point p ∈ ψ−1(S) are of the form dpψ−1(Q). It follows that if a
conormal covector dpg = λ ◦ dpψ is degenerate then λ ∈ Dψ(p)S.
7TS⊥ = T ∗SJ , in the notation of [28].
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Note that DŜ is a subset of Ŝ of codimension ≥ 1, thus the codimension of DŜ in
J1(M,J × R) is ≥ m + 1. As a consequence we have that j1(ψ, g) −t DŜ if and only if
j1(ψ, g) /∈ DŜ. Therefore if j1(ψ, g)−t Ŝ and j1(ψ, g) /∈ DŜ then ψ −t S and g|ψ−1(W ) is
a Morse function on ψ−1(W ) along the stratum ψ−1(S).
We are now ready to define Ŵ = ∪S∈S Ŝ. An immediate consequence of Claim 150
is that Ŵ satisfies equation (4.2.1). Moreover, since Ŝ ⊃ DŜ are semialgebraic, Ŵ is
semialgebraic and admits a semialgebraic Whitney stratification Ŝ (refining the one of
Ŝ) such that all the subsets Ŝ and DŜ are unions of strata. With such a stratification,
if the jet map j1(ψ, g) is transverse to Ŵ then, for each stratum S ∈ S , it is also
transverse to Ŝ and it avoids the set DŜ, so that g|ψ−1(W ) is a Morse function, in the
sense of Definition 147. This proves that Ŵ satisfies condition (1) of the Theorem.
Let us prove condition (2). Let Z = ψ−1(W ) ⊂ M be compact. Without loss of
generality we can assume that each of the critical values c1, . . . , cn of g|Z corresponds to
only one critical point (this can be obtained by makingcontaining the jets that do not
satisfy condition (b) of Definition 147: a C1 small perturbation of g, which won’t affect
the number of its critical points). Consider a sequence of real numbers a1, . . . an+1 such
that
a1 < c1 < a2 < c2 < · · · < an < cn < an+1.
By the main Theorem of stratified Morse theory [28, p. 8, 65], there is an homeomor-
phism
Z ∩ {g ≤ al+1} ∼= (Z ∩ {g ≤ al}) tB A,
with
(A,B) = TMDp(g)×NMDp(g),
where TMDp(g) is the tangential Morse data and NMDp(g) is the normal Morse data.
A fundamental result of classical Morse theory is that the tangential Morse data is
homeomorphic to a pair
TMDp(g) ∼= (Dλ × Dm−λ, (∂Dλ)× Dm−λ),
while the normal Morse data is defined as the local Morse data of g|Np for a normal slice
(see [28, p. 65]) at p. A consequence of the transversality hypothesis ψ −t W is that
there is a small enough normal slice Np such that ψ|Np : Np → J is the embedding of
a normal slice at ψ(p) for W . Therefore the normal data NMDp(g) belongs to the set
ν(W ) of all possible normal Morse data that can be realized (up to homeomeorphisms)
by a critical point of a Morse function on W . By Corollary 7.5.3 of [28, p. 95] it follows
that the cardinality of the set ν(W ) is smaller or equal than the number of connected
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components of the semialgebraic set ∪S∈S (TS⊥ rDS), hence finite8. Let
NW := max
Y ∈ν(W ), λ∈{0,...,m}
bi
((





From the long exact sequence of the pair (Z ∩ {g ≥ al+1}, (Z ∩ {g ≥ al}) we deduce
that





Since Z is compact, the set Z ∩ {g ≤ a1} is empty, hence by repeating the inequality
(4.2.3) for each critical value, we finally get





This concludes the proof of Theorem 149.
Below we will restrict to those semialgebraic sets W ⊂ Jr(Sm,Rk) that have a
differential geometric meaning, as specified in the next definition.
Definition 152. A submanifold W ⊂ Jr(M,Rk) is said to be intrinsic if there is a
submanifold W0 ⊂ Jr(Dm,Rk), called the model, such that for any embedding ϕ : Dm ↪→




) ∼=−→ Jr (Dm,Rk) , jrϕ(p)f 7→ jrp(f ◦ ϕ).
Intrinsic submanifolds are, in other words, those that have the same shape in every
coordinate charts, as in the following examples.
1. W = {jrpf : f(p) = 0};
2. W = {jrpf : jsf(p) = 0} for some s ≤ r;
3. W = {jrpf : rank(df(p)) = s} for some s ∈ N.
8In the book this is proved only for any fixed point p, as a corollary of Theorem 7.5.1 [28, p.93].
However the same argument generalizes easily to the whole bundle.
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Remark 153. In the case when J = Jr(M,Rk) we can consider Ŵ to be a subset of





, jr+1(f, g) 7→ j1(jrf, g).
In this setting Theorem 149 can be translated to a more natural statement by consid-
ering ψ of the form ψ = jrf . Moreover, in this case, observe that if W is intrinsic (in
the sense of Definition 152 below), then Ŵ is intrinsic as well.
4.2.2 Quantitative bounds
In this section we prove Theorem 142, which actually immediately follows by combining
Theorem 154 and Theorem 155.
Next theorem gives a deterministic bound for on the complexity of Z = jrψ−1(W )
when the codimension of W is m.
Theorem 154. Let P ∈ R[x0, . . . , xm]k(d) be a polynomial map and consider its restric-
tion ψ = P |Sm to the unit sphere:
ψ : Sm → Rk.
Let also jrψ : Sm → Jr(Sm,Rk) be the associated jet map and W ⊂ Jr(Sm, Rk) be a
semialgebraic set of codimension m. There exists a constant c > 0 (which only depends
on W , m and k) such that, if jrψ −t W , then:
#jrψ−1(W ) ≤ c · dm. (4.2.4)
Proof. Let us make the identification Jr(Rm+1,Rk) ' Rm+1×RN , so that the restricted
jet bundle Jr(Rm+1,Rk)|Sm corresponds to the semialgebraic subset Sm × RN . Observe
that the inclusion Sm ↪→ Rm+1 induces a semialgebraic map:
Jr(Rm+1,Rk)|Sm
i∗−→ Jr(Sm,Rk),
that, roughly speaking, forgets the normal derivatives. Notice that while the map
jrψ = jr(P |Sm) is a section of Jr(Sm,Rk), (jrP )|Sm is a section of Jr(Rm+1,Rk)|Sm .
These sections are related by the identity
i∗ ◦ (jrP )|Sm = jrψ.
Thus, defining W = (i∗)−1(W ), we have
jrψ−1(W ) = ((jrP )|Sm)−1 (W ).
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fj,1 = 0, . . . , fj,αj = 0, gj,1 > 0, . . . , gj,βj > 0
}
,
where the fj,is and the gj,is are polynomials of degree bounded by a constant b > 0. For
every j = 1, . . . , ` we can write:{
fj,1 = 0, . . . , fj,αj = 0, gj,1 > 0, . . . , gj,βj > 0
}
= Zj ∩ Aj,
where Zj is algebraic (given by the equations) and Aj is open (given by the inequalities).
Observe also that the map (jrP )|Sm is the restriction to the sphere Sm of a polyno-
mial map
Q : Rm+1 → Rm+1 × RN
whose components have degree smaller than d. Therefore for every j = 1 . . . , ` the set
((jrP )|Sm)−1(Zj) = (Q|Sm)−1(Zj) is an algebraic set on the sphere defined by equations
of degree less than b · d and, by [38, Proposition 14] we have that:
b0(Q|Sm)−1(Zj)) ≤ Bdm (4.2.5)
for some constant B > 0 depending on b and m. The set (Q|Sm)−1(Zj) consists of
several components, some of which are zero dimensional (points):
(Q|Sm)−1(Zj) = {pj,1, . . . , pj,νj}︸ ︷︷ ︸
Pj
∪Xj,1 ∪ · · · ∪Xj,µj︸ ︷︷ ︸
Yj
.
The inequality (4.2.5) says in particular that:
#Pj ≤ Bdn. (4.2.6)
Observe now that if jrψ −t W then, because the codimension of W is m, the set
jrψ−1(W ) = (Q|Sm)−1(W ) consists of finitely many points and therefore, since (Q|Sm)−1(Aj)





(Otherwise jrψ−1(W ) would contain an open, nonempty set of a component of codi-




#Pj ≤ `bdm ≤ cdm.
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Using Theorem 149 it is now possible to improve Theorem 154 to the case of any
codimension, replacing the cardinality with any Betti number.
Theorem 155. Let P ∈ R[x0, . . . , xm]k(d) be a polynomial map and consider its restric-
tion ψ = P |Sm to the unit sphere:
ψ : Sm → Rk.
Let also jrψ : Sm → Jr(Sm,Rk) be the associated jet map and W ⊂ Jr(Sm, Rk) be
a closed semialgebraic set (of arbitrary codimension). There exists a constant c > 0





≤ c · dm.
Proof. Let J = Jr(Sm,Rk) and let Ŵ be the (stratified according to a chosen stratifi-
cation of W ) subset of Jr+1(Sm,Rk+1) coming from Theorem 149 and Remark 153. Let
g be a homogeneous polynomial of degree d such that
Ψ = (ψ, g) ∈ R[x0, . . . , xm]k+1(d)
satisfies the condition jr+1Ψ−t Ŵ (almost every polynomial g has this property by stan-
dard arguments) and (jrψ)−1(W ) is closed in Sm, hence compact. Then by Theorem






and by Theorem 154, the right hand side is bounded by cdm.
Given P = (P1, . . . , Pk) with each Pi a homogeneous polynomial of degree d in m+1
variables, we denote by
ψd : S
m → Rk
its restriction to the unit sphere (the subscript keeps track of the dependence on d).
Example 156 (Real algebraic sets). Let us take W = Sm × {0} ⊂ J0(Sm,Rk), then
j0ψ−1(W ) is the zero set of ψd : S
m → Rk, i.e. the set of solutions of a system of
polynomial equations of degree d. In this case the inequality (4.2.4) follows from [38].
Example 157 (Critical points). If we pick W = {j1f = 0} ⊂ J1(Sm,R), then Zd =
j1ψ−1d (W ) is the set of critical points of ψd : S
m → R. In 2013 Cartwright and Sturmfels
[12] proved that
#Zd ≤ 2(d− 1)m + · · ·+ (d− 1) + 1
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(this bounds follows from complex algebraic geometry), and this estimate was recently
proved to be sharp by Kozhasov [35]. Of course one can also fix the index of a non-
degenerate critical point (in the sense of Morse Theory); for example we can take
W = {df = 0, d2f > 0} ⊂ J2(Sm,R), and j2ψ−1d (W ) is the set of nondegenerate min-
ima of ψd : S
m → R (similar estimates of the order dm holds for the fixed Morse index,
but the problem of finding a sharp bound is very much open).
Example 158 (Whitney cusps). When W = {Whitney cusps} ⊂ J3(S2,R2), then
ψ3df
−1(W ) consists of the set of points where the polynomial map ψd : S
2 → R2 has
a critical point which is a Whitney cusp. In this case (4.2.4) controls the number of
possible Whitney cusps (the bound is of the order O(d2)).
4.2.3 Semicontinuity of topology under holonomic approxima-
tion
Consider the following setting: M and J are smooth manifolds, M is compact, and
W ⊂ J is a smooth cooriented submanifold. Given a smooth map F : M → J which is
transversal to W , it follows from standard transversality arguments that there exists a
small C1 neighborhood U1 of F such that for every map F̃ ∈ U1 the pairs (M,F−1(W ))
and (M, F̃−1(W )) are isotopic (in particular F−1(W ) and F̃−1(W ) have the same Betti
numbers, this is the so-called “Thom’s isotopy Lemma”). The question that we address
is the behavior of the Betti numbers of F̃−1(W ) under small C0 perturbations, i.e. how
the Betti number can change under modifications of the map F without controlling its
derivative. In this direction we prove the following result.
Theorem 159. Let M,J be smooth manifolds and let W ⊂ J be a smooth cooriented
closed submanifold. Let F : M → J be a smooth map such that F −t W . If a smooth











Proof. Call A = F−1(W ) and Ã = F̃−1(W ). Let E ⊂M be a closed tubular neighbor-
hood (it exists because A is closed), meaning that E = int(E)∪ ∂E is diffeomorphic to
the unit ball of a metric vector bundle over A (via a diffeomorphism that preserves A).
Denote by π : E → A the retraction map. Since F̃ is C0−close to F we can assume that
there is a homotopy Ft connecting F = F0 and F̃ = F1 such that Ft(∂E) ⊂ J rW .
9Meaning: in Whitney strong topology. In particular if C ⊂ M is closed and U ⊂ J is open, then
the set {f ∈ C0(M,J) : f(C) ⊂ U} is open, see [29].
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Figure 1: A small C0 perturbation of a regular equation can only increase the topology
of its zero set.
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Define analogously π̃ : Ẽ → Ã in such a way that Ẽ ⊂ int(E). It follows that there
is an inclusion of pairs u : (E, ∂E) → (E,E r Ẽ). By construction, the function Ft
induces a well defined mapping of pairs Ft : (E, ∂E)→ (J, JrW ) for every t ∈ [0, 1], in
particular there is a homotopy between F0 and F1 (meant as maps of pairs). Moreover
with t = 1, this map is the composition of u and the map F1 : (E,Er Ẽ)→ (J, JrW ).
The fact that W is closed and cooriented guarantees the existence of a Thom class
φ ∈ Hr(J, JrW ), where r is the codimension of W . By transversality we have that also
A and Ã are cooriented with Thom classes F ∗0 φ = φE ∈ Hr(E, ∂E) ∼= Hr(E,E r A)
and F ∗1 φ = φẼ ∈ Hr(Ẽ, ∂Ẽ) ∼= Hr(Ẽ, Ẽ r Ã). We now claim the commutativity of the
diagram below.
H∗+r(J, J\W )











(where η is the excision isomorphism). For what regards the upper triangular diagram,
the commutativity simply follows from the fact that all the maps Ft are homotopic
and that the excision homomorphism is the inverse of that induced by the inclusion
(E,E r Ẽ) ⊂ (Ẽ, ∂Ẽ). To show that the lower rectangle commutes, observe that since
π̃ is homotopic to the identity of Ẽ we have that π ◦ π̃ is homotopic to π|Ẽ. Thus
the commutativity follows from the property of the cup product, saying that for all
ϕ ∈ H∗(A) we have
u∗ ◦ η−1 ◦ (π̃∗ (π|Ã)
∗ ϕ) ∪ φẼ =
(





u∗ ◦ η−1 ◦ F ∗1 φ
)
= π∗ϕ ∪ φE,
where in the last equality we used the identity u∗ ◦ η−1 ◦ F ∗1 = F ∗0 implied by the
commutativity of the upper triangle. Since the vertical maps are (Thom) isomorphisms,
there exists a homomorphism U : H∗(Ã)→ H∗(A) such that U ◦ π∗ =id.
Remark 160. The above proof also provides a way to determine how small should the
perturbation be. In fact we showed that if Ft : M → J is a homotopy such that F1 −t W
and Ft(∂E) ⊂ J rW for all t ∈ [0, 1], where E is a closed tubular neighborhood of
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F−1(W ), then the map F̃ = F1 satisfies (4.2.7). Notice that to have such property it is
enough that F̃ −t W and F̃ |∂E is C0−close to F |∂E. This implies that the size of the C0
neighborhood of F in which the identity (4.2.7) holds depends only on the restriction
of F to a codimension 1 submanifold.
Corollary 161. Let M be a compact manifold of dimension m. Let W ⊂ Jr(M,Rk)
be a Whitney stratified submanifold of codimension 1 ≤ l ≤ m being transverse to the
fibers of the canonical projection π : Jr(M,Rk)→M . Then for any number n ∈ N there





≥ n, ∀i = 0, . . . ,m− l.
Proof. Let B ⊂ Jr(M,Rk) be a small neighbourhood of a regular point jrpf of W so that
(B,B∩W ) ∼= (RN+l,RN×{0}). Moreover we can assume that there is a neighbourhood
U ∼= Rm of p ∈M and a commutative diagram of smooth maps
Rm × Rk × {0} Rm × Rk × Rl







This follows from the fact that π|W is a submersion, because of the transversality
assumption. For any 0 ≤ i ≤ m− l consider the smooth map
ϕi : R









2 − 1, um−l+3, . . . , um
)
Clearly 0 is a regular value for ϕi, with preimage
10 ϕ−1i (0)
∼= Si × Sm−l−i and it is
contained in the unit ball of radius 2. Let C ⊂ Rm be a set of n(m − l + 1) points
such that |c− c′| ≥ 5 for all pair of distinct elements c, c′ ∈ C. Now choose a partition
C = C0 t C1 t . . . Cm−l in sets of cardinality n and define a smooth map ϕ : Rm → Rl
such that ϕ(x) = ϕi(x − c) whenever dist(x,Ci) ≤ 2. We may also assume that 0 is a
regular value for ϕ. Notice that ϕ−1(0) has a connected component
S ∼= {1, . . . , n} ×
(
S0 × Sm−l t S1 × Sm−l−1 t . . . Sm−l × S0
)
.





Construct a smooth (non necessarily holonomic) section F : U → Jr(U,Rk) such that
F −t W and such that F = (u, 0, ϕ) on a neighbourhood of S, so that F−1(W ) still
contains S as a connected component, hence bi(F
−1(W )) ≥ n for all i = 0, . . . ,m− l.
Let E ⊂ U be a closed tubular neighborhood of F−1(W ). To conclude we use the
holonomic approximation theorem [20, p. 22], applied to F : U → Jr(U,Rk) ∼= U ×Rk+l
near the codimension 1 submanifold ∂E ⊂ U . Such theorem ensures that for any ε > 0
there exists a diffeomorphism h : U → U , an open neighborhood O∂E ⊂ U of ∂E and a





< ε, and distC0 (h, id) < ε.
Moreover, we can assume that jrψ −t W , by Thom transversality Theorem (see [29]
or [20]). In particular, it follows that
distC0 ((j
rf) ◦ h|∂E, F |∂E) < (1 + C(F )) · ε,
where C(F ) is the lipshitz constant of F |U , which can be assumed to be finite (if not,
replace U ∼= Rm with an open ball that still contains F−1(W )). Consider the smooth
manifold J = Jr(U,Rk). By the diagram (4.2.8) it follows that W ⊂ J is a closed and
cooriented smooth submanifold, so that by Theorem 159 and Remark 160 we know
that if ε > 0 is small enough, then the map F̃ = (jrf) ◦ h satisfies the identity (4.2.7).


















4.3 Random Algebraic Geometry
4.3.1 Kostlan maps
In this section we give the definition of a random Kostlan polynomial map P : Rm+1 →
Rk, which is a Gaussian Random Field (GRF) that generalizes the notion of Kostlan
polynomial.
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Definition 162 (Kostlan polynomial maps). Let d,m, k ∈ N. We define the degree d
homogeneous Kostlan random map as the measure on R[x]k(d) = R[x0, . . . , xm]
k
(d) induced






where xα = xα00 . . . x
αm
m and {ξα} is a family of independent gaussian random vectors in









α0! . . . αm!
)
1k.
We will call Pm,kd the Kostlan polynomial of type (d,m, k) (we will simply write Pd =
Pm,kd when the dimensions are understood).
(In other words, a Kostlan polynomial map Pm,kd is given by a list of k independent
Kostlan polynomials of degree d in m+ 1 homogeneous variables.)
There is a non-homogeneous version of the Kostlan polynomial, which we denote as




β ∈ G∞(Rm,Rk), (4.3.1)









are independent. Here we use the
notation of Chapter 2, where G∞(Rm,Rk) denotes the space of gaussian random field on
Rm with values in Rk which are C∞. Next Proposition collects some well known facts
on the Kostlan measure.
Proposition 163. Let Pd be the Kostlan polynomial of type (d,m, k) and pd be its
dehomogenized version, as defined in (4.3.1).






Moreover, given R ∈ O(m+ 1) and S ∈ O(k) and defined the polynomial P̃d(x) =
SPd(Rx), then Pd and P̃d are equivalent
11.
11Two random fields are said to be equivalent if they induce the same probability measure on
C∞(Rm,Rk).
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2. For every u, v ∈ Rn
Kpd(u, v) = (1 + u
Tv)d1k.
Moreover, if R ∈ O(m) and S ∈ O(k) and defined the polynomial p̃d(x) =
Spd(Rx), then pd and p̃d are equivalent.
Proof. The proof of this proposition simply follows by computing explicitly the co-
variance functions and observing that they are invariant under orthogonal change of
coordinates in the target and the source. For example, in the case of Pd we have:





















α0 . . . (xmym)
αm1k =
= (x0y0 + · · ·+ xmym)d1k,
from which the orthogonal invariance is clear. The case of pd follows from the identity:
Kpd(u, v) = KPd ((1, u), (1, v)) .
.
4.3.2 Properties of the rescaled Kostlan
The main feature here is the fact that the local model of a Kostlan polynomial has
a rescaling limit. The orthogonal invariance is used to prove that the limit does not
depend on the point where we center the local model, hence it is enough to work around
the point (1, 0, . . . , 0) ∈ Sm. These considerations lead to introduce the Gaussian













Next result gives a description of the properties of the rescaled Kostlan polynomial,
in particular its convergence in law as a random element of the space of smooth func-
tions, space which, from now, on we will always assume to be endowed with the weak
Whitney’s topology as in Chapter 2.
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Theorem 164 (Properties of the rescaled Kostlan). Let Xd : Rm → Rk be the Gaussian
random field defined in (4.3.2).













is almost surely convergent in C∞(Rm,Rk) to the Gaussian Random Field12 X∞ ∈
G∞(Rm,Rk).
2. (Convergence) Xd ⇒ X∞ in G∞(Rm,Rk), that is:
lim
d→+∞
E{F (Xd)} = E{F (X∞)}
for any bounded and continuous function F : C∞(Rm,Rk) → R. Equivalently, we
have
P{X∞ ∈ int(A)} ≤ lim inf
d→+∞
P{Xd ∈ A} ≤ lim sup
d→+∞
P{Xd ∈ A} ≤ P{X∞ ∈ A}
(4.3.3)
for any Borel subset A ⊂ C∞(Rm,Rk).
3. (Nondegeneracy of the limit) The support of X∞ is the whole C∞(Rm,Rk). In other
words, for any non empty open set U ⊂ C∞(Rm,Rk) we have that P{X∞ ∈ U} > 0.
4. (Probabilistic Transversality) For d ≥ r and d = ∞, we have supp(jrpXd) =
Jrp (R
m,Rk) for every p ∈ Rm and consequently for every submanifold W ⊂ Jr(Rm,Rk),
we have
P{jrXd −t W} = 1.
5. (Existence of limit probability) Let V ⊂ Jr(Rm,Rk) be an open set whose boundary
is a (possibly stratified) submanifold13. Then
lim
d→+∞
P{jrpXd ∈ V, ∀p ∈ Rm} = P{jrpX∞(Rm) ∈ V, ∀p ∈ Rm}.
In other words, we have equality in (4.3.3) for sets of the form U = {f : jrf ∈ V }.
12X∞ is indeed a random analytic function, commonly known as the Bargmann-Fock ensemble.
13For example V could be a semialgebraic set
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6. (Kac-Rice densities) Let W ⊂ Jr(Rm,Rk) be a semialgebraic subset of codimension
m, such that14 W −t Jrp (Rm,Rk) for all p ∈ M (i.e. W is transverse to fibers of
the projection of the jet space). Then for all d ≥ r and for d = +∞ there exists
a locally bounded function ρWd ∈ L∞loc(Rm) such that15




for any Borel subset A ⊂ Rm. Moreover ρWd → ρW∞ in L∞loc.
7. (Limit of Betti numbers) Let W ⊂ Jr(Rm,Rk) be any closed semialgebraic subset















−1(W ) ∩ Dm
)}
, (4.3.4)
where bi(Z) = dimHi(Z,R). Moreover, if the codimension of W is l ≥ 1, then
the r.h.s. in equation (4.3.4) is strictly positive for all i = 0, . . . ,m− l.
Proof. The proof uses a combination of results from Chapters 2 and 3.
(1) Let Sd =
∑
|β|≤d ξβu









It follows by Theorem 20 of Chapter 2 that Sd converges in G∞(M,Rk), moreover
since all the terms in the series are independent we can conclude with the Ito-Nisio
16 Theorem [31] that indeed the convergence holds almost surely.









C∞−−→ KX∞(u, v) = exp(uTv)1k
14In this paper the symbol −t stands for “it is transverse to”.
15A formula for ρWd is presented in Chapter 3, as a generalization of the classical Kac-Rice formula.
16It may not be trivial to apply the standard Ito-Nisio theorem, which actually regards convergence
of series in a Banach space. See Theorem 68 of Chapter 2 for a statement that is directly applicabile
to our situation
155
(3) The support of X∞ contains the set of polynomial functions R[u]k, which is dense
in C∞(Rm,Rk), hence the thesis follows from Theorem 22 of Chapter 2.
(4) Let d ≥ r or d = +∞. We have that
supp(jruXd) = {jruf : f ∈ R[u]k of degree ≤ d} =
= span{jruf : f(v) = (v − u)β with |β| ≤ d} =
= span{jruf : f(v) = (v − u)β with |β| ≤ r} =
= Jru(R
m,Rk).
The fact that P{jrXd −t W} = 1 follows from Theorem 23 of Chapter 2.
(5) Let A = {f ∈ C∞(Rm,Rk) : jrf ∈ V }. If f ∈ ∂A, then jrf ∈ V and there is
a point u ∈ Rm such that jruf ∈ ∂V . Let ∂V be stratified as ∂V =
∐
Zi with
each Zi a submanifold. If j
rf −t ∂V then it means that jrf is transversal to all
the Zi and there exists one of them which contains j
r
uf (i.e. the jet of f intersect
∂V ). Therefore the intersection would be transversal and nonempty, and then
there exists a small Whitney-neighborhood of f such that for every g in this
neighborhood jrg still intersects ∂V. This means that there is a neighborhood
of f consisting of maps that are not in A, which means f has a neighborhood
contained in Ac. It follows that f /∈ A and consequently f /∈ ∂A, which is a
contradiction. Therefore we have that
∂A ⊂ {f ∈ C∞(Rm,Rk) : f is not transverse to ∂V }.
It follows by point (4) that P{X ∈ ∂A} = 0, so that we can conclude by points
(2) and (3).
(6) By previous points, we deduce that we can apply the results of Chapter 3.
(7) This proof is postponed to Section 4.3.3.
Given a C∞ Gaussian Random Field X : Rm → Rk , let us denote by [X] the
probability measure induced on C∞(Rm,Rk) and defined by:
[X](U) = P(X ∈ U),
for every U belonging to the Borel σ−algebra relative to the weak Whitney topology,
see [29] for details on this topology. Combining Theorem 164 with Skorohod Theorem [6,
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Theorem 6.7] one gets that it is possible to represent [Xd] with equivalent fields X̃d such
that X̃d → X̃∞ almost surely in C∞(Rm,Rk). This is in fact equivalent to point (2) of
Theorem 164. In other words there is a (not unique) choice of the gaussian coefficients
of the random polynomials in (4.3.1), for which the covariances E{X̃dX̃Td′} are such that
the sequence converges almost surely. We leave to the reader to check that a possible
choice is the following. Let {γβ}β∈Nm be a family of i.i.d. gaussian random vectors

























Proposition 165. X̃d → X̃∞ in C∞(Rm,Rk) almost surely.
However, we stress the fact that in most situations: when one is interested in the
sequence of probability measures [Xd], it is sufficient to know that such a sequence
exists.
4.3.3 Limit laws for Betti numbers and the generalized square-
root law
Let W0 ⊂ Jr(Rm,Rk) be a semialgebraic subset. Consider the random set
Sd = {p ∈ Dm : jrpXd ∈ W0},
where Xd : Rm → Rk is the rescaled Kostlan polynomial from Theorem 164 (see Figure
2). We are now in the position of complete the proof of Theorem 164 by showing point
(7). Let us start by proving the following Lemma.
Lemma 166. Let r be the codimension of W0 and suppose 0 ≤ i ≤ m − r ≤ m − 1.
Then
E{bi(S∞)} > 0.
Proof. From Corollary 161 we deduce that there exists a function f ∈ C∞(Dm,Rk) such
that jrf −t W0 and bi ((jrf)−1(W0)) 6= 0. Since the condition on f is open, there is
an open neighbourhood O of f where bi((j
rg)−1(W0)) = c > 0 for all g ∈ O. Thus
P{bi(S∞) = c} > 0 because every open set has positive probability for X∞, by 164.3.
therefore E{bi(S∞)} > 0.
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Figure 2: The random set Sd = {Xd = 0} ⊂ Dm is a rescaled version of Zd∩D(p, d−1/2),
where Zd = {ψd = 0}.





Proof. Let bi(Sd) = bd. Define a random field Yd = (Xd, xd) : Rm → Rk × R to be
the rescaled Kostlan polynomial of type (m, k + 1). Consider the semialgebraic subset
W ′ = W∩Jr(Dm,Rk) of the real algebraic smooth manifold Jr(Rm,Rk) and observe that
Sd = (j
rXd)
−1(W ′) is compact. Now Theorem 149, along with Remark 153, implies the
existence of a semialgebraic submanifold Ŵ ′ ⊂ Jr+1(Rm,Rk+1) of codimension m and a









−t W ′ and jr+1Yd −t Ŵ ′, hence almost surely, because of Theorem 164.4.
Since Yd ⇒ Y∞ by 164.2, we see that [bd, Nd] ⇒ [b∞, N∞] and it is not restrictive to
assume that (bi, Nd)→ (bi, N∞) almost surely, by Skorokhod’s theorem (see [6, Theorem
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6.7]). Moreover E{Nd} → E{N∞} by Theorem 164.6. Now we can conclude with Fatou’s
Lemma as follows
2E{N∞} = E{lim inf
d
Nd +N∞ − |bd − b∞|} ≤
≤ lim inf
d
E{Nd +N∞ − |bd − b∞|} =






E{|bd − b∞|} ≤ 0.
In the sequel, with the scope of keeping a light notation, for a given W ⊂ Jr(Sm,Rk)
and ψ : Sm → Rk we will denote by Zd ⊆ Sm the set
Zd = j
rψ−1(W ).
If W is of codimension m, then by Theorem 164, Zd is almost surely a finite set of
points and the expectation of this number is given by next result.
Theorem 168 (Generalized square-root law for cardinality). Let W ⊂ Jr(Sm,Rk) be








Moreover, the value of CW can be computed as follows. Let Y∞ = e
− |u|
2
2 X∞ ∈ G∞(Dm,Rk)




E#{u ∈ Dm : jruY∞ ∈ W0}.
In order to prove Theorem 168, we will need a preliminary Lemma, which ensures
that we will be in the position of using the generalized Kac-Rice formula of point (6)
from Theorem 164.
Lemma 169. If W ⊂ Jr(M,Rk) is intrinsic, then W is transverse to fibers.
Proof. Since the result is local it is sufficient to prove it in the case when M = Rm. In
this case we have a natural identification (see [29, Chapter 2, Section 4])
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Figure 3: A family of shrinking embedding of the unit disk.
For any point u ∈ Rm we consider the embedding iu : Dm → Rm obtained as the
isometric inclusion in the disk with center u and let τu : Rm → Rm be the translation
map x 7→ u+ x. Let u, v ∈ Rm be two points with distance smaller than 1, he fact that
the submanifold W is intrinsic implies that jrvf ∈ W if and only if (jriu)∗(jrvf) ∈ W0,
where W0 ⊂ Jr(Dm,Rk) is the model for W . From this we deduce that also the jet
jru(f ◦ τv−u) is in W , since:
(jriv)
∗ (jrvf) = j
r(τv−u ◦ iu)∗(jrvf)
= (jriu)
∗ (jr (τv−u)∗ (jrτv−u(u)f))
= (jriu)
∗ (jru (f ◦ τv−u)) .
By interchanging the role of u and v, we conclude that jru(f ◦ τv−u) ∈ W if and only if
jrvf ∈ W . Notice that such statement is thus true for any couple of points u, v ∈ Rm,
regardless of their distance.
We thus claim that T (W ) is of the form Rm × W̄ , under the natural identification
(see [29, Sec. 2.4]):
T : Jr(Rm,Rk) ∼= Rm × Jr0 (Rm,Rk), jruf 7→ (u, jr0(f ◦ τu)).
To see this, observe that if (v, jr0g) ∈ T (W ), hence (v, jr0g) = T (jrvf) for a jet jrvf ∈ W
such that g = f ◦ τv, then (u, jr0g) = T (jru(f ◦ τv−u)) ∈ T (W ).
The reason why we consider intrinsic submanifold is to be able to easily pass to the
rescaled Kostlan polynomial Xd ∈ G∞(Dm,Rk) by composing ψd with the embedding
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of the disk aRd defined by:
aRd : D












for any R ∈ O(m+ 1) (see Figure 3).
Proof of Theorem 168. Let us consider the set function µd : B(Sm) 7→ R such that A 7→
E{#(jrXd)−1(W ) ∩ A}. It is explained in Chapter 2 that µd is a Radon measure on
Sm. Because of the invariance under rotation of Pd, by Haar’s theorem µ needs to be
proportional to the volume measure. Therefore for any Borel subset A ⊂ Sm we have









Observe that Yd ⇒ Y∞ = exp(− |u|
2
2
)X∞ and that Yd is equivalent to the GRF ψd ◦ aRd
for any R ∈ O(m+ 1).
Now let W0 ⊂ Jr(Dm,Rk) be the (semialgebraic) model of W . By the same proof of
point (7) from Theorem 164, adapted to Yd, there is a convergent sequence of functions








In conclusion we have for A = aRd (D




 ∫ π0 | sin θ|m−1dθ∫ arctan(d− 12 )












Building on the previous results, we can now prove the general case for Betti numbers
of a random singualrity.
Theorem 170 (Generalized square-root law for Betti numbers). Let W ⊂ Jr(Sm,Rk)
be a closed semialgebraic intrinsic (as defined in Definition 152) of codimension 1 ≤
l ≤ m. Then there are constants bW , BW > 0 depending only on W such that
bWd
m
2 ≤ E{bi(Zd)} ≤ BWd
m
2 ∀i = 0, . . . ,m− l
and E{bi(Zd)} = 0 for all other i.
Proof. The proof is divided in two parts, first we prove the upper bound, using the
square-root law from Theorem 168, then the we use Theorem 7. to deduce the lower
bound. The globalization step for the lower bound is a generalization of the so-called
“barrier method” from [25,48].
1. Assume W is smooth with codimension s. Let us consider
Pm,k+1d |Sm = Ψd = (ψd, ψ
1
d) ∈ G∞(Sm,Rk+1)
and Let Ŵ ⊂ Jr+1(Sm,Rk+1) be the intrinsic semialgebraic submanifold coming from
Theorem 149 and Remark 153. Thus, using Theorems 149 and 168, we get
E{bi(Zd)} ≤ NWE#{(jr+1Ψd)−1(Ŵ )} ≤ NWCŴd
m
2 .
2. Consider the embeddings of the m dimensional disk aRd : D
m ↪→ Sm defined in
(4.3.5). For any fixed d ∈ N, choose a finite subset Fd ⊂ O(m+ 1) such that the images
of the corresponding embeddings {aRd (Dm)}R∈Fd are disjoint. Denoting by ZRd the union










Let W0 ⊂ Jr(Dm,Rk) be the model of W as an intrinsic submanifold, it is closed and
semialgebraic. By Definition 152, we have
(aRd )
−1 ((jrψd)−1(W )) = (jr(ψd ◦ aRd ))−1 (W0) ⊂ Dm. (4.3.6)
Recall that for any R ∈ O(m + 1), the GRF ψd ◦ aRd is equivalent to Yd ∈ G∞(Dm,Rk)
defined in 4.3.3, hence taking expectation in Equation (4.3.6) we find
E{bi(Zd)} ≥ #(Fd)E{bi(Sd)},
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where Sd = (j
r(Yd))
−1 (W0). is easy to see (repeating the same proof) that Theorem
164.7 holds also for the sequence Yd ⇒ Y∞, so that E{Sd} → E{S∞}. We can assume
that E{S∞} > 0, because of Lemma 166, thus for big enough d, the numbers E{bi(Sd)}
are bounded below by a constant C > 0. Now it remains to estimate the number #(Fd).
Notice that aRd (D
m) is a ball in Sm of a certain radius εd, hence it is possible to choose
Fd to have at least Nmε
−1
d elements, for some dimensional constant Nm > 0 depending







4.A Examples of applications of Theorem 164
Example 171 (Zero sets of random polynomials). Consider the zero set Zd ⊂ RPm
of a random Kostlan polynomial Pd = P
m+1,1
d . Recently Gayet and Welschinger [25]
have proved that given a compact hypersurface Y ⊂ Rm there exists a positive constant
c = c(Rm, Y ) > 0 and d0 = d0(Rm, Y ) ∈ N such that for every point x ∈ RPm and every
large enough degree d ≥ d0, denoting by Bd any open ball of radius d−1/2 in RPm, we
have:
(Bd, Bd ∩ Zd) ∼= (Rm, Y ) (4.A.1)
(i.e. the two pairs are diffeomorphic) with probability larger than c. This result follows
from Theorem 164 as follows. Let Dm ⊂ Rm be the unit disk, and let U ⊂ C∞(Dm,R)
be the open set consisting of functions g : Dm → R whose zero set is regular (an open C1
condition satisfied almost surely by Xd, because of point (4)), entirely contained in the
interior of Dm (an open C0 condition) and such that, denoting by B ⊂ Rm the standard
unit open ball, the first two conditions hold and (B,B ∩ {g = 0}) is diffeomorphic to
(Rm, Y ) (this is another open C1 condition). Observe that, using the notation above:
(Bd, Bd ∩ Zd) ∼ (B,B ∩ {Xd = 0})
(this is simply because Xd(u) = Pd(1, ud






P {(B,B ∩ {Xd = 0}) ∼ (Rm, Y )}
= lim
d→∞
P {Xd ∈ U}
= P {X∞ ∈ U} > 0.
We stress that, as an extra consequence of Theorem 164, compared to [25] what we get
is the existence of the limit of the probability of seeing a given diffeomorphism type.
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Example 172 (Discrete properties of random maps). Let [Xd] ⇒ [X∞] be a converg-
ing family of gaussian random fields. In this example we introduce a useful tool for
studying the asymptotic probability induced by Xd on discrete sets as d→∞. The key
example that we have in mind is the case when we consider a codimension-one “dis-
criminant” Σ ⊂ C∞(Sm,Rk) which partitions the set of functions into many connected
open sets. For instance Σ could be the set of maps for which zero is not a regular
value: the complement of Σ consists of countably many open connected sets, each one
of which corresponds to a rigid isotopy class of embedding of a smooth codimension-k
submanifold Z ⊂ Sm. The following Lemma gives a simple technical tool for dealing
with these situations.
Lemma 173. Let E be a metric space and let [Xd], [X∞] be a random fields such that
[Xd] ⇒ [X∞]. Let also Z be a discrete space and ν : U ⊂ E → Z be a continuous
function defined on an open subset U ⊂ E such that17 P{X∞ ∈ U} = 1. Then, for any
A ⊂ Z we have:
∃ lim
d→∞
P {Xd ∈ U, ν(Xd) ∈ A} = P {ν(X∞) ∈ A} .
Proof. Since ν−1(A) is closed and open by continuity of ν, it follows that ∂ν−1(A) ⊂
E\U . Therefore P{X∞ ∈ ∂ν−1(A)} = 0 and by Portmanteau’s Theorem [6, Theorem
2.1], we conclude that
P{Xd ∈ ν−1(A)} −−−→
d→∞
P{X∞ ∈ ν−1(A)}, ∀ A ⊂ Z. (4.A.2)
Equation (4.A.2), in the case of a discrete topological space such as Z, is equivalent
to narrow convergence ν(Xd) ⇒ ν(X), by Portmanteau’s Theorem, because ∂A = ∅
for all subsets A ⊂ Z. Note also that to prove narrow convergence of a sequence of








P{νd = z} ≥
∑
z∈A
P{ν = z} = P{ν ∈ A}
follows automatically from Fatou’s lemma.
Following Sarnak and Wigman [55], let us consider one simple application of this
Lemma. Let Hm−1 be the set of diffeomorphism classes of smooth closed connected
17Of course, E r U = Σ is what we called “discriminant” in the previous discussion. Note that we
do not require that P{Xd ∈ U} = 1, however it will follow that limd P{Xd ∈ U} = 1.
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hypersurfaces of Rm. Consider U = {f ∈ C∞(Dm,R) : f −t 0} and let ν(f) be the
number of connected components of f−1(0) entirely contained in the interior of Dm.
For h ∈ Hm−1 let νh(f) be the number of those components which are diffeomorphic to







Let us consider now the rescaled Kostlan polynomial Xd : Dm → R as in Theorem 164.
The diffeomorphism type of each internal component of f−1(0) remains the same after
small perturbations of f inside U , hence µ : U →P(Hm−1) is a locally constant map,
therefore by Lemma 173 we obtain that for any subset A ⊂P(Hm−1),
∃ lim
d→∞
P{Xd ∈ U and µ(Xd) ∈ A} = P{µ(X∞) ∈ A}.
Moreover since in this case Xd ∈ U with P = 1, for all d ∈ N and the support of X∞ is
the whole C∞(Dm,R), we have
∃ lim
d→∞
P{µ(Xd) ∈ A} = P{µ(X∞) ∈ A} > 0.
Example 174 (Random rational maps). The Kostlan polynomial Pm,k+1d can be used
to define random rational maps. In fact, writing Pm,k+1d = (p0, . . . , pk), then one can
consider the map ϕm,kd : RP
m 99K RPk defined by:
ϕm,kd ([x0, . . . , xm]) = [p0(x), . . . , pm(x)].
(When m > k, with positive probability, this map might not be defined on the whole
RPm; when m ≤ k with probability one we have that the list (p0, . . . , pk) has no common
zeroes, and we get a well defined map ϕm,kd : RP
m → RPk.) Given a point x ∈ RPm
and a small disk Dd = D(x, d
−1/2) centered at this point, the behavior of ϕm,kd |Dd is
captured by the random field Xd defined in (4.3.2): one can therefore apply Theorem
164 and deduce, asymptotic local properties of this map.
For example, when m ≤ k for any given embedding of the unit disk q : Dm ↪→ RPk
and for every neighborhood U of q(∂Dm) there exists a positive constant c = c(q) > 0
such that for big enough degree d and with probability larger than c the map
Xd = ϕ
m,k
d ◦ ad : D
m → RPk
(defined by composing ϕ with the rescaling diffeomorphism ad : Dm → Dd) is isotopic
to q thorugh an isotopy {qt : Dm → RPk}t∈I such that qt(∂Dm) ⊂ U for all t ∈ I.
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ψm,kd (x) = P
m,k
d (x),
which is an easier object to work with. For example the random algebraic variety
{ϕd = 0} is the quotient of {ψd = 0} modulo the antipodal map. If we denote by Dd
any sequence of disks of radius d−
1
2 in the sphere, then ψd|Dd ≈ Xd, so that we can
understand the local asymptotic behaviour of ψd using Theorem 164 (see Figure 2).
For instance, from point (7) it follows that
E {bi ({ψd = 0} ∩Dd)} → E {bi ({X∞ = 0} ∩ Dm)} .
Example 175 (Random knots). Kostlan polynomials offer different possible ways to
define a “random knot”. The first is by considering a random rational map:
ϕ1,3d : RP
1 → RP3,
to which the discussion from Example 174 applies. (Observe that this discussion has
to do with the local structure of the knot.)
Another interesting example of random knots, with a more global flavour, can be
obtained as follows. Take the random Kostlan map Xd : R2 → R3 (as in (4.3.2) with
m = 2 and k = 3) and restrict it to S1 = ∂Dm to define a random knot:
kd = Xd|∂Dm : S1 → R3.
The difference between this model and the previous one is that this is global, in the
sense that as d → ∞ we get a limit global model k∞ = X∞|∂D : S1 → R3. What is
interesting for this model is that the Delbruck–Frisch–Wasserman conjecture [15, 23],
that a typical random knot is non-trivial, does not hold: in fact k∞ charges every knot
(included the unknot) with positive probability.
Proposition 176. The random map:
kd = Xd|∂D2 : S1 → R3.
is almost surely a topological embedding (i.e. a knot). Similarly, the random rational
map ϕ1,3d : RP
1 → RP3 is almost surely an embedding.
Proof. We prove the statement for kd, the case of ϕ
1,3
d is similar. Since S
1 is compact,
it is enough to prove that kd is injective with probability one.
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Let Fd = R[x0, x1, x2]3(d) be the space of triples of homogeeous polynomials of degree







, u = (u1, u2) ∈ R2.
Let now S1 = ∂D2 ⊂ R2 and φ : ((S1 × S1)\∆)× Fd → R3 be the map defined by













Observe that φ t {0}. By the parametric transversality theorem we conclude that φ is
almost surely transversal to W = {0}. This imples that, with probability one, the set
{x 6= y ∈ S1 × S1 | kd(x) = kd(y)}
is a codimension-three submanifold of S1×S1 hence it is empty, so that kd is injective.
Theorem 164 implies now that the random variable kd ∈ C∞(S1,R3) converges
narrowly to k∞ ∈ C∞(S1,R3), which is the restriction to S1 = ∂D2 of X∞. Note that,
since the support of X∞ is all C
∞(D2,R3), it follows that the support of k∞ is all
C∞(S1,R3) and in particular every knot (i.e. isotopy class of topological embeddings
S1 → R3, a set with nonempty interior in the C∞ topology) has positive probability by
Theorem 164.3. Moreover, denoting by γ1 ∼ γ2 two isotopic knots, we have that
P (∂{k∞ ∼ γ}) ≤ P{k∞ is not an immersion} = 0
by Theorem 164.4, because the condition of being an immersion is equivalent to that
of being transverse to the zero section of J1(S1,R3) → S1 × R3. Theorem 164.2, thus
implies that for every knot γ : S1 → R3 we have:
lim
d→∞






5.1 The Semicontinuity Theorem
A consequence of Thom’s Isotopy Lemma is that the set of solutions of a regular smooth
equation is stable under C1-small perturbation, but what happens if the perturbation
is just C0-small? In this section we will show that then the topology cannot decrease.
Instead of a “regular smooth equation” we are actually going to consider a more
geometric (and more general) situation. Let f : M → N be a C1 map and let Y ⊂ N
be a smooth submanifold and assume that f is transverse to Y , that is
dpf(TpM) + TqY = TqN ∀p ∈ f−1(Y ),
and is denoted as f −t Y . It is a standard fact that transversality implies that the set
f−1(Y ) is a C1 submanifold of M having the same codimension as that of Y in N . The
main result of this chapter is that the homology groups of f−1(Y ) do not decrease when
f is perturbed in a C0 small way. By this we mean that, given a distance function dist




dist(f(p), f̃(p)) < ε(p), (5.1.1)











In this sense the homology groups cannot decrease after the perturbation. By varying
the function ε : M → R+, the family of sets of maps satisfying (5.1.1) form a basis for
the strong Whitney topology of C0(M,N).
In what follows, we will denote by Cr(M,N), the space of functions from M to N
of class Cr, for any r ∈ [0,+∞]. This set has two natural topologies (which coincide
when M is compact) called Whitney weak and strong topologies (see [29]). We will
implicitely assume that Cr(M,N) is endowed with the former, while we will use the
notation CrS(M,N) to indicate the topological space on the same underlying set, but
endowed with Whitney’s strong topology.
Definition 177. We say that a subset U ⊂ C0S(M,N) is homotopy connected if for any
two elements f, g ∈ U there exists a homotopy connecting the two, namely a function
F ∈ C0(M × [0, 1], N) such that F (·, 0) = f and F (·, 1) = g.
Remark 178. A set U ⊂ Cr(M,N) is homotopy connected if and only if it is path
connected with respect to the weak topology, in fact if F ∈ C0(M × [0, 1], N) is an
homotopy then the function t 7→ F (·, t) is a continuous path in C0(M,N). We are
being extra careful here, for if M is not a compact manifold, then the space C0S(M,N)
is not locally path connected. Indeed one can show that all the continuous maps
α : [0, 1]→ C0S(M,N) have the property that
α(t)|MrK = α(0)|MrK
for some compact subset K ⊂ M . Nevertheless, the strong topology has a basis con-
sisting of homotopy connected subsets.
Every open subset U ⊂ C0S(M,N) is a disjoint union of homotopy connected open
subsets. To see this, we observe that its homotopy connected components Ui are open
in C0S(M,N). Indeed for any f ∈ Ui, there exists a strong open neighborhood Of ⊂ U
and, by remark 178, we can assume it to be homotopy connected, so that Of must be
contained in the weak connected component of U containing f , which is Ui.
Theorem 179. Let M,N be smooth manifolds, let Y ⊂ N be a closed and cooriented
smooth submanifold. Let f : M → N be a C1 map such that f −t Y and A := f−1(Y ).
Let E,E1 ⊂M be two open tubular neighborhoods1 of A such that E ⊂ E1.
1. Define the set UE,f as the homotopy connected component containing f of the set
UE =
{
g ∈ C0(M,N) : g(M r E) ⊂ N r Y
}
. (5.1.2)
Then UE,f ⊂ C0S(M,N) is open with respect to Whitney’s strong topology.
1Equivalently, there exists a C1 map π : E → M and a C1 vector bundle structure on E, of which
π is the projection.
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Figure 1: With a C0 small perturbation, holes can be created, but not destroyed.
2. If f̃ ∈ UE,f and Ã = f̃−1(Y ), then there exist abelian groups Gi, for each i ∈ N,
such that
Ȟ i(Ã) ∼= Ȟ i(A)⊕Gi. (5.1.3)
The groups Ȟ i(A) we refer to in the above statement are the Čech cohomology
groups (see [9]).
Remark 180. When f −t Y the preimage set A is a C1 manifold, therefore Ȟ i(A) =
H i(A) for every i ∈ N. In particular, in the right hand side of (5.1.3) we can write the
singular cohomology H i(A), or any other cohomology theory.
Although in most cases the two objects coincide, the statement would be false if
we substitute with the more standard singular cohomology groups H i(A), as example
181 below shows. The reason is that, contrary to singular homology, Čech cohomology
theory posesses the following crucial property (see [9, p. 348])
Ȟ i(A) = lim
→
{
Ȟ i(B) : A ⊂ B open
}
. (5.1.4)
In fact, we can replace Ȟ in Theorem 179 with any cohomology theory satisfying (5.1.4).
Example 181. Consider the two topological spaces A and Ã of figure 2. Clearly, we
can find a smooth function f : M → R such that f−1(0) = A and such that 0 is a
regular value for f , that is f −t {0}. Moreover, it is not difficult to show that there are
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Figure 2: On the left, A is homeomorphic to S1, while Ã, on the right, is made by two
contractible path connected components.
smooth functions f̃ : M → R that are arbitrarily close to f in C0S(M,R), whose zero set
is homeomorphic to Ã. Theorem 179 holds in this case and indeed
1 = b0(A) ≤ b̌0(Ã) = 1 and 1 = b1(A) ≤ b̌1(Ã) = 1,
where b̌i is the dimension of the i
th Čech cohomology group. However, this is false for
what concerns the dimension of the singular homology groups, since
b1(Ã) = 0.
The requirement that Y should be coorientable in Theorem 179 can be removed,
paying the price of losing the control on the C0 neighborhood.
Corollary 182 (Semicontinuity Theorem). Let M,N be smooth manifolds, let Y ⊂ N
be a closed (not necessarily cooriented) smooth submanifold. Let f : M → N be a C1
map such that f −t Y . There is a neighborhood U ⊂ C0S(M,N) of f , open with respect
to Whitney’s strong topology, with the property that for any f̃ ∈ U there exist abelian
groups Gi, for each i ∈ N, such that
Ȟ i(f̃−1(Y )) ∼= H i(f−1(Y ))⊕Gi.
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5.2 Proofs of Theorem 179 and Corollary 182
Proof of Theorem 179. Openness of the set UE in C0S(M,N) is due to the fact thatMrE
is closed and N r Y is open, thus point (1) follows from the discussion preceding the
Theorem.
Fix f̃ ∈ UE,f , so that Ã ⊂ E ⊂ E1 and denote by π : E1 → A the retraction map.
Let F be an homotopy connecting f with f̃ such that F (·, t) = Ft ∈ UE,f .
There is an inclusion of pairs.
u : (E1, E1 r E)→ (E1, E1 r Ã).
Define analogously π̃ : Ẽ → Ã to be a tubular neighborhood of Ã, so small that Ẽ ⊂ E.
Let now B̃ be any open neighborhood of A, such that Ã ⊂ B̃ ⊂ Ẽ.
Figure 3: Ã is contained in a tubular neighborhood of A.
The fact that Y is cooriented guarantees the existence of a Thom cohomology class
φ ∈ Hr(N,N r Y ), where r is the codimension of Y . By the transversality condition
ϕ−t Y , we have that also A is cooriented with Thom class f ∗φ = φE ∈ Hr(E1, E1rE) ∼=
Hr(E,E r A) and we have that
f ∗φ = Ft
∗φ = f̃ ∗φ,
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because of the homotopy of pairs Ft : (E1, E1 r E) → (N,N r Y ). This and the fact
that π ◦ π̃ is homotopic to π|Ẽ, imply the commutativity of the diagram below (where
η is the excision isomorphism and ΦB̃ = f̃
∗(φ)).
H∗+r(N,N\Y )








Since the map π∗(·) ∪ φE is the Thom isomorphisms, there exists a homomorphism
UB̃ : H
∗(B̃) → H∗(A) such that UB̃ ◦ (π|B̃)∗ = id. Notice that if B̃1 ⊂ B̃2 are two











Therefore, by the fundamental property of the direct limit (5.1.4) we deduce the exis-
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This concludes the proof, since it means that (π|Ã)∗ has a left inverse UÃ, that is
equivalent (in the context of abelian groups) to say that the short exact sequence





Ȟ∗(Ã) ∼= H∗(A)⊕ ker(π|Ã)
∗.
Proof of Corollary 182. Let N0 ⊂ N be a tubular neighborhood of Y in N . Define
A = f−1(Y ) and let π : E → A be a tubular neighborhood of A in M , small enough that
there exists another open tubular neighborhood E1 such that E ⊂ E1 and f0(E1) ⊂ N0.
Now define U to be the homotopy connected component containing f of the open set
U0 =
{







For every f̃ ∈ U there is a homotopy F connecting it to f inside U . Let us now
focus on its restriction to E
F : [0, 1]× E → N0.
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Let π′ : L→ N0 be the pull-back over N0 of the determinant (real) line bundle of Y and
observe that the natural embedding of Y in the total space of L is canonically cooriented.
By standard facts about topological vector bundles, all the pull-back bundles F ∗t L
on the manifold E are isomorphic, which implies that there exist a family of linear
isomorphisms
φ(t,p) : LF (0,p) → LF (t,p),
depending continuosly on (t, p) ∈ [0, 1] × E and such that φ(0,p) =id. This allows to
define a new map
F̂ : [0, 1]× F ∗0L→ L
F̂t(p, v) = F̂ (t, p, v) =
(
F (t, p), φ(t,p)(v)
)
,
with the properties that F̂ −t Y , and that F̂−1t (Y ) = F−1t (Y ) for every t ∈ [0, 1] and
since F ∗0L is already a tubular neighborhood of A we have authomatically that
F̂1 ∈ UF ∗0 L,F̂0 ,
thus we can conclude by applying Theorem 179 to the maps F̂0 and F̂1.
5.3 Application: What is the degree of a smooth
hypersurface?
Assume that Z is the zero set of a polynomial p ∈ R[x1, . . . , xn] of degree d, then the
sum of its Betti numbers b(Z) can be estimated by the classical Milnor-Thom bound
(Milnor [46], 1964):
b(Z) ≤ d(2d− 1)n−1 ∼ dn. (5.3.1)
In this section we will prove, as an application of Theorem 179, an analogous result
valid for any smooth compact hypersurface2 in Rn.
Of course, the first question is What object can play the role of the degree? Since
we are in Rn, all compact hypersurfaces are the regular zero set of a smooth function,
and smooth functions can be approximated by polynomials, thus the idea is to define
a quantity that estimate the degree of the best polynomial approximation.
To this end, we define, for every C1 function f defined on a closed embedded disk








2A closed submanifold of codimension 1.
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Observe that, if the zero set of f , denoted by Z(f) is contained in the interior of D, then
the equation f = 0 is regular on D if and only if δ(f,D) > 0. Therefore we interpret
this quantity as a sort of “distance” from f to the set of functions with singular zero
set in D. Here the space C`(D,R) is endowed with the norm












We pack together the above data in a single, scaling invariant, parameter which con-





this, with ` = 1, is in fact the only quantity we use in our estimates.
Theorem 183. Let f ∈ C1(D,R) have regular zero set Z(f) ⊂ int(D). Then there is
a constant c1 = c1(D) > 0 such that
b (Z(f)) ≤ c1 · (κ1(f,D))n (5.3.2)
Remark 184. It is possible to deduce (5.3.2) also from the work of Yomdin [61], where
bounds on the Betti numbers of Z(f) are stated in terms of the distance from zero to
the the set of critical values of f .
The bound is “asymptotically sharp”, in the sense of the following statement.
Theorem 185. There exists a sequence {fk}k∈N of maps in C1(D,R), such that the
sequence κ1(fk, D) converges to +∞, and a constant c0 = c0(D) > 0 such that for
every k ∈ N the zero set Z(fk) ⊂ int(D) is regular and
b(Z(fk)) ≥ c0 · (κ1(fk, D))n.
Remark 186. Actually, what we will prove is that
b(Z(f)) ≤ (a0(D)κ1(f,D) + 1)n ,
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where a0(D) is the constant given by (5.3.8). This implies (5.3.2), since κ1(f) ≥ 1, by
definition. On the other hand, for any given compact hypersurface Z ⊂ D, there exists






where h(D) is the infimum among the numbers Nεn, such that there exists a collection
of N disjoint n-dimensional disks of radius ε contained in D.
5.3.1 Every smooth hypersurface in Rn is the regular zero set
of a smooth function
This result is well-known, see for instance [17, Theorem 7.2.3]. The purpose of this
section is to produce an estimate on the condition number of a defining equation, in
terms of some explicit data of the manifold.
To this end, given Z ⊂ Rn of class C1 we define the reach of Z as:
ρ(Z) = sup {r > 0 : dist(x, Z) < r =⇒ ∃!z ∈ Z | dist(x, Z) = dist(x, z)} .
The reach of a C1 manifold doesn’t need to be positive, as shown in [36, Example 4],
where an example of a C2−ε compact curve with zero reach in R2 is constructed; however
ρ(Z) > 0 if Z is of class C2.
We prove the following result.
Theorem 187. Given Z ⊂ Rn a compact hypersurface of class C1 with ρ(Z) > 0, there
exists a C1 function f : Rn → R whose zero set is Z and such that for every disk D = DR








Proof. Denote by ρ = ρ(Z). We consider the function dZ : Rn → R defined to be the
signed distance from Z. By [22, Remark 2], if Z is of class C1 and with positive reach
ρ(Z) > 0, the function dZ is C1 on the set {dZ < ρ(Z)}.
We need to consider also an auxiliary function g : R → R of class C2 such that
g(t) = −g(−t) for all t ∈ R and:
g(t) =

t if 0 ≤ t ≤ 1
2
is increasing and concave if 1
2




if t ≥ 7
8
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The existence of such a function is elementary; it can be taken, for instance, to be
piecewise polynomial. Denoting by gρ the function t 7→ ρ · g(t/ρ), we set:
f(x) = gρ(dZ(x)).
Notice that this condition implies that, by construction, the function f ≡ 3
4
ρ on














Observe now that for every x such that t = dZ(x) < ρ we have:
|f(x)|2 + ‖∇f(x)‖2 = |gρ(dZ(x))|2 + |g′ρ(dZ(x))|2 · ‖∇dZ(x)‖2
= |gρ(dZ(x))|2 + |g′ρ(dZ(x))|2
= ρ2|g(t/ρ)|2 + |g′(t/ρ)|2, (5.3.5)
where in the second line we have used the fact that ‖∇dZ‖ ≡ 1. In particular, parti-
tioning the domain of definition of the function gρ, it follows that:
inf
z∈D

















































Let us now estimate ν1(f,D). Again partitioning the domain and using (5.3.5) and
the fact that |g′(t)| ≤ 1 for all t, we immediately get:




Combining (5.3.6) with (5.3.7) gives (5.3.3).
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An immediate consequence of Theorem 183 and Theorem 187 is the following.
Corollary 188. There is a constant c2 = c2(D) > 0 such that if Z is a C1 compact
hypersurface contained in a disk D, then






Proof. Observe that ρ(Z) cannot be greater than the radius of D unless Z is empty,
in which case there is nothing to prove. Define D′ to be the disk with a double radius
than that of D, so that Z and D′ satisfy the hypotheses of Theorem 187, thus there
exists a function f such that












The second main ingredients, after the semicontinuity Theorem 179, to prove 183 is the
following quantitative versions of Weierstrass’ Approximation Theorem from [5].
Theorem 189 (Theorem 2 from [5]). Let f ∈ Cr(D,R). Then, for every d ≥ 0 there is
a polynomial wd(f) ∈ R[x1, . . . , xn] of degree at most d such that for every ` ≤ min{r, n}:




where the constant a > 0 only depends on n, r and D.
In particular, using the above Theorem, one immediately gets the following.
1. There exists a constant a0 > 0 such that for every f ∈ C1(D,R) and for every
d ≥ 0 there is a polynomial w0,d(f) ∈ R[x1, . . . , xn] of degree at most d such that:
ν0(f − w0,d(f), D) ≤ a0 · ν1(f,D) · d−1. (5.3.8)
2. There exists a constant a1 > 0 such that for every f ∈ C2(D,R) and for every
d ≥ 0 there is a polynomial w1,d(f) ∈ R[x1, . . . , xn] of degree at most d such that:
ν1(f − w1,d(f), D) ≤ a1 · ν2(f,D) · d−1. (5.3.9)
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The estimate (5.3.9), has to be considered in relation to the following fact. Given
g, f ∈ C1(D,R) be such that
ν1(g − f,D) < δ(f,D),
one can show that the couples (D,Z(g)) and (D,Z(f)) are diffeomorphic. This can
be proved easily with Thom’s isotopy Lemma and it is essentially due to the fact that
there is a continuous family of regular equations f + t(g− f) = 0 that “connects” Z(f)
with Z(g). Therefore, combining this with Milnor-Thom bound 5.3.1, we have
b (Z(f)) ≤ (a1κ2(f))n .
However, since we are interested just in controlling the topology of Z(f), we can use
Theorem 179, for which only C1 information on f is needed (in fact we will use only
(5.3.8)). This results in the better estimate of Theorem 183
b (Z(f)) ≤ c1 (κ1(f))n ≤ c1 (κ2(f))n .
5.3.3 Proofs of Theorem 183 and Theorem 185
Proof of Theorem 183. First, observe that if ε < m(f,D), then the set E = f−1(−ε, ε)
is entirely contained in the interior of D. Moreover if ε < δ(f,D), then f has no critical
value in the interval (−ε, ε), therefore E is a tubular neighborhood of Z(f) ⊂ Rn. In
fact, by a standard Morse theoretic argument, E is diffeomorphic to Z(f) × (−ε, ε).
From now on we fix ε > 0 such that
ε < min {m(f,D), δ(f,D)} . (5.3.10)
Let p ∈ R[x1, . . . , xn] be a polynomial such that ν0(f − p,D) < ε. By Theorem 189 we
can assume that its degree d satisfies the bound




(take p = w0,d(f), where d is the smallest positive integer such that (5.3.11) is false).
Let Ft = f + t(p − f) and call Ft its restriction to M = int(D). Consider the set UE
defined as in (5.1.2), where N = R and Y = {0}. Suppose that Ft ∈ UE for every
t ∈ [0, 1], then we could apply Theorem 179 to deduce that







where the second inequality is due to the Milnor-Thom bound (5.3.1) and to (5.3.11).
The thesis now would follow by the arbitrariness of ε in (5.3.10).
Thus to conclude the proof it is suffcient to show that Ft(D r E) ⊂ R r {0}, wich
is equivalent to say that F−1t (0) ⊂ E. To see this, let x ∈ D such that Ft(x) = 0 and
observe that then
|f(x)| = |Ft(x)− t(p(x)− f(x))| ≤ ν0(p− f,D) ≤ ε.
Proof of Theorem 185. Assume that D = Dm is the standard unit disk in Rn. Let
f ∈ C1(D,R) be a smooth function such that Z = Z(f). Since Z ∩ ∂D = ∅ we can
assume that f > 0 on ∂D, so that by slightliy modifying f in a neighborhood of ∂D, we
may assume that f = 1 near ∂D. Extend f to the whole space Rn, by setting f(x) = 1
for all x /∈ D. Let k ∈ N and define fk,z ∈ C1(Rn,R) to be the function
fk,z(x) = f (k(x− z)) ,
so that the submanifold Z(fk,z) is contained in the interior of the disk of radius k
−1
centered in the point z and it is diffeomorphic to Z. Moreover we can observe that,
with k ≥ 1, we have the inequalities










therefore κ(fk,z, D) ≤ kκ(f,D).
For any k ∈ N, choose a finite family Ik of points zk,i ∈ D, such that the disks Dk,i,
centered in zk,i and with radius k
−1, are disjoint. Since the (Hausdorff) dimension of Dn
is n, we can assume that the number of points in such a family is #(Ik) ≥ hkn, for some
universal constant h > 0 (it depends on n only). Define the function fk ∈ C1(D,R) as




so that fk coincides with fk,i on the disk Dk,i and it is constantly equal to 1 outside the
union of all disks.
Then we have κ1(fk, D) ≤ kκ1(f,D) and also κ1(fk, D) is divergent, when k → +∞.
Moreover, the zero set of fk is homeomorphic to a disjoint union of #(Ik) copies of Z,
hence
b(Z(fk)) ≥ #(Ik)b(Z) ≥ hb(Z)kn.
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Figure 4: Z(fk) is a disjoint union of many copies of Z = Z(f).
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