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Abstract
For r ≥ 1, the r-matching complex of a graph G, denoted Mr(G), is a simplicial complex
whose faces are the subsets H ⊆ E(G) of the edge set of G such that the degree of any vertex in
the induced subgraph G[H ] is at most r. In this paper, we show that the complexes Mn−2(Kn)
andMn−1(Kn,n) are homotopy equivalent to a wedge of spheres, whereKn denotes the complete
graph andKm,n denotes the complete bipartite graph. We also show that the complexMr(Km,n)
is shellable whenever for m > r ≥ n. In each case, we give a closed form formula for their
homotopy types.
Keywords: matching complex, higher matching complex, bounded degree complex, discrete Morse
theory.
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1 Introduction
A matching in a graph G is a subset H ⊆ E(G) of the edge set of G such that the degree of
any vertex in the induced subgraph G[H] is 1. The matching complex of G, denoted M1(G), is a
simplicial complexes whose vertices are the edges of G and faces are all the matchings in G. These
complexes were first introduced by Bouc [1] in connection with Brown complexes and Quillen
complexes. Prior to Bouc’s work, Garst [3], dealing with Tits coset complexes, introduced the
chessboard complexes, now known as the matching complexes of complete bipartite graph Km,n.
The topological properties of matching complexes of complete graphs and complete bipartite graphs
have been explored in great depth. For more details, interested reader is referred to Wach’s survey
paper [14, Section 2] .
Reiner and Roberts [9] generalized the concept of matching complexes by defining bounded
degree complexes. Let G be a graph and V (G) = {1, 2, . . . , n} = [n] be the vertex set of G. For
~λ = (λ1, . . . , λn) a sequence of non-negative integers, the bounded degree complex, denoted BD
~λ(G),
is a simplicial complex whose simplicies are all subgraphs H ⊆ E(G) such that the degree of vertex
i in H is at most λi for each i ∈ [n]. Jonsson [6] further studied these complexes and derived a
lower bound for the connectivity of BD
~λ(G). When λi = r for all i ∈ [n], the bounded degree
complex BD(r,...,r)(G) is called the r-matching complex of G and is denoted by Mr(G) (see Figure 1
for example).
There are only a few classes of graphs for which the exact homotopy type of higher matching
complexes are known. For example, for trees [11], wheel graphs [13], and cycle graphs [7, 11],
Mr(G) has the homotopy type of wedge of spheres for each r ≥ 1. However, for complete graphs,
the homotopy type of these complexes are a bit more mysterious. For example, Shareshian and
Wachs [10] showed that the integral homology groups of 1-matching complexes of complete graphs
1The author is partially funded by a grant from Infosys Foundation.
are not torsion-free in many cases. For 2 ≤ r < n, Jonsson [6, Theorem 12.8] computed a lower
bound for the connectivity degree (see Definition 3) of Mr(Kn) and observed that the integral
homology groups of higher matching complexes of complete graphs can also have torsion (see [6,
Table 12.2]). Due to this, in general, it is extremely difficult to determine the explicit homotopy
type of matching complexes of complete graphs.
In this paper, we determine the homotopy type of Mn−2(Kn). In particular, we prove the
following.
Theorem 1.1. For n ≥ 3, the bounded degree complex Mn−2(Kn) is homotopy equivalent to a
wedge of spheres. More precisely,
Mn−2(Kn) ≃
∨
n−1
St,
where t =
(
n−1
2
)
− 1.
Another class of graphs whose matching complexes have been studied extensively is complete bi-
partite graphs. In [15], Ziegler showed thatM1(Km,n) is shellable whenever n ≥ 2m−1. Shareshian
and Wachs [10] studied the integral homology groups of M1(Km,n) and showed that they are not
torsion-free in many cases. In [9, Theorem 3.3], Reiner and Roberts computed the rational homol-
ogy groups of higher matching complexes of complete bipartite graphs, also known as chessboard
complexes with multiplicities. Here, we determine the homotopy type of Mr(Km,n) for certain
values of r. More precisely, we have the following result.
Theorem 1.2. Let Km,n denotes the complete bipartite graph.
1. If m > r ≥ n ≥ 1, then the complex Mr(Km,n) is shellable. In particular,
Mr(Km,n) ≃
∨
(m−1
r
)
n
Srn−1.
2. For n ≥ 2, we have
Mn−1(Kn,n) ≃ S
(n−1)2−1.
This article is organized as follows: In Section 2, we present some definitions and tools which
are crucial for this article. Section 3 is dedicated towards the study of (n − 2)-matching complex
of Kn. In Section 4, we determine the homotopy type of certain higher matching complexes of
complete bipartite graphs. Finally in Section 5, we outline some open problems.
2 Preliminaries
A graph is an ordered pair G = (V,E) where V is called the set of vertices and E ⊆ V × V \∆V
(here ∆V = {(v, v) : v ∈ V }), the set of unordered edges of G. The vertices v1, v2 ∈ V are said to
be adjacent, if (v1, v2) ∈ E. The number of vertices adjacent to a vertex v in G is called degree of
v in G, denoted degG(v). A vertex v is said to be adjacent to an edge e, if v is an end point of e,
i.e., e = (v,w).
A graph H with V (H) ⊆ V (G) and E(H) ⊆ E(G) is called a subgraph of the graph G. For a
nonempty subset H of E(G), the induced subgraph G[H], is the subgraph of G with V (G[H]) =
V (G) and edges E(G[H]) = H.
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For n ≥ 1, the complete graph, denoted Kn, is a graph with vertex set V (Kn) = {1, . . . , n}
and edge set E(Kn) = {(i, j) : 1 ≤ i < j ≤ n}. For m,n ≥ 1, the complete bipartite graph,
denoted Km,n, is a graph with vertex set V (Km,n) = {a1, . . . , am} ⊔ {b1, . . . , bn} and edge set
E(Km,n) = {(ai, bj) : 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
Definition 1. An (abstract) simplicial complex K on a finite set X is a collection of subsets of X
such that
(i) ∅ ∈ K, and
(ii) if σ ∈ K and τ ⊆ σ, then τ ∈ K.
The elements of K are called simplices of K. Inclusion-wise maximal simplices of K are called
facets of K. If σ ∈ K and |σ| = k + 1, then σ is said to be k-dimensional, denoted as dim(σ) = k
(here, |σ| denotes the cardinality of σ as a set). A complex is called pure if all facets are of same
dimension. Further, if σ ∈ K and τ ⊆ σ then τ is called a face of σ and if τ 6= σ then τ is called
a proper face of σ. The set of 0-dimensional simplices of K is denoted by V (K), and its elements
are called vertices of K. A subcomplex of a simplicial complex K is a simplicial complex whose
simplices are contained in K. For s ≥ 0, the k-skeleton of a simplicial complex K, denoted K(s),
is the collection of all those simplices of K whose dimension is at most s. In this article, we do
not distinguish between an abstract simplicial complex and its geometric realization. Therefore, a
simplicial complex will be considered as a topological space, whenever needed.
Definition 2. A simplicial complex K is called shellable if its facets can be arranged in a linear
order F1, F2, . . . , Ft such that for every i and j with 1 ≤ i < j ≤ t there is an x ∈ Fj \ Fi and a
ℓ ∈ {1, . . . , k − 1} such that Fj \ Fℓ = {x}. The order of facets F1, F2, . . . , Ft is called a shelling
order if K is shellable with respect to this order.
Given a shelling order F1, F2, . . . , Ft of a simplicial complex K, a facet Fi is called spanning if
for all x ∈ Fi there is a j ∈ {1, . . . , i− 1} such that Fi \ Fj = {x}.
Theorem 2.1. [7, Theorem 12.3] Let K be a shellable simplicial complex with F1, F2, . . . , Ft being
the corresponding shelling order of the facets, and Σ being the set of spanning facets. Then,
K ≃
∨
σ∈Σ
Sdim(σ).
For j ≥ 0, simplicial complex K is called j-connected if, for all d ∈ {0, . . . , j}, every con-
tinuous map f : Sd → K has a continuous extension g : Bd+1 → K. Here, Sd and Bd denote
the d-dimensional sphere and closed ball respectively. By convention, K is (−1)-connected if it is
nonempty.
Definition 3. The connectivity degree of a simplicial complex K is the largest integer j such that
K is j-connected (+∞ if K is j-connected for all j). The shifted connectivity degree of K is obtained
by adding one to the connectivity degree.
Definition 4. For k ≥ 1, a k-matching of a graph G is subset of edges H ⊆ E(G) such that any
vertex v ∈ G[H] has degree at most k. The k-matching complex of a graph G, denoted Mk(G), is
a simplicial complex whose vertices are the edges of G and faces are given by k-matchings of G.
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Example: Figure 1 consists of graph G andM2(G). The complexM2(G) consists of 3 maximal
simplices, namely {e1, e2, e4}, {e1, e3, e4} and {e2, e3, e4}.
1 2
3 4
e1
e2
e3
e4
(a) G
e4
e2
e3
e1e4
(b) M2(G)
Figure 1: 2-matching complex of a graph G
Hereafter, any face H ∈ Mr(G) will be considered as an induced subgraph G[H], whenever
needed.
2.1 Tools from discrete Morse theory
We now discuss some tools needed from discrete Morse theory. The classical reference for this is
[2]. However, here we closely follow [7] for notations and definitions.
Definition 5 ([7, Definition 11.1]). A partial matching on a poset (P,<) is a subset M ⊆ P × P
such that
(i) (a, b) ∈M implies a ≺ b; i.e., a < b and no c satisfies a < c < b, and
(ii) each a ∈ P belong to at most one element in M.
Note that, M is a partial matching on a poset P if and only if there exists A ⊂ P and an
injective map µ : A→ P \A such that µ(a) ≻ a for all a ∈ A.
An acyclic matching is a partial matching M on the poset P such that there does not exist a
cycle
µ(a1) ≻ a1 ≺ µ(a2) ≻ a2 ≺ µ(a3) ≻ a3 . . . µ(at) ≻ at ≺ µ(a1), t ≥ 2.
For an acyclic partial matching on P , those elements of P which do not belong to the matching
are called critical .
The main result of discrete Morse theory is the following.
Theorem 2.2 ([7, Theorem 11.13]). Let K be a simplicial complex and M be an acyclic matching
on the face poset of K. Let ci denote the number of critical i-dimensional cells of K with respect to
the matching M. Then K is homotopy equivalent to a cell complex Kc with ci cells of dimension i
for each i ≥ 0, plus a single 0-dimensional cell in the case where the empty set is also paired in the
matching.
Following can be inferred from Theorem 2.2.
Corollary 2.3. If an acyclic matching on the face poset of K has critical cells only in a fixed
dimension i, then K is homotopy equivalent to a wedge of i-dimensional spheres.
In this article, by matching on a simplicial complex K, we will mean that the matching is on
the face poset of K.
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2.2 Morse matching induced by a sequence of vertices
Let K be a simplicial complex and Nx = {σ ∈ K : σ \ {x}, σ ∪ {x} ∈ K} be a subcomplex of K,
where x ∈ V (K). Define a matching on K using x as follows:
Mx = {(σ \ {x}, σ ∪ {x}) : σ \ {x}, σ ∪ {x} ∈ K}.
Definition 6. Matching Mx, as defined above, is called an element matching on K using vertex x.
The following result tells us that an element matching is always acyclic.
Lemma 2.4 ([8, Lemma 3.2]). The matching Mx is an acyclic matching on K and perfect acyclic
matching on Nx.
To obtain an acyclic matching on a simplicial complex K, the next result tells us that one can
define a sequence of element matchings on K using its vertices.
Proposition 2.5 ([5, Proposiotion 3.1]). Let K1 be a simplicial complex and x1, x2, . . . , xn are
vertices of K1. Then,
n⊔
i=1
Mxi is an acyclic matching on K1, where Mxi = {(σ \ {xi}, σ ∪ {xi}) :
σ \ {xi}, σ ∪ {xi} ∈ Ki} and Ki+1 = Ki \ {σ : σ ∈ η for some η ∈Mxi} for i ∈ {1, . . . , n}.
Proposition 2.5 will be used repeatedly in this article.
3 Proof of Theorem 1.1
The set of vertices of Kn will be denoted by [n] and the notation G+ (i, j) will mean that add the
edge (i, j) to G if it is not already there. Similarly, G − (i, j) will mean that delete the edge (i, j)
from G if it is available.
The aim of this section is to determine the homotopy type of Mn−2(Kn) for n ≥ 3. We do so
by defining a sequence of element matchings on Mn−2(Kn) in n− 1 steps.
Step 1: Let A1,1 =Mn−2(Kn). We first use the vertex (1, 2) of A1,1 for element matching. Define,
M1,2 = {(G,G + (1, 2)) : (1, 2) /∈ E(G) and G,G + (1, 2) ∈ A1,1},
N1,2 = {G ∈ A1,1 : G ∈ η for some η ∈M1,2}, and
A1,2 = A1,1 \N1,2.
Using Lemma 2.4, we get that M1,2 is an acyclic matching on A1,1 with A1,2 as the set of the
critical cells.
Claim 1. A1,2 = {G ∈ A1,1 : (1, 2) /∈ E(G), degG(2) < n − 2, degG(1) = n − 2} ⊔ {G ∈ A1,1 :
(1, 2) /∈ E(G), degG(2) = n− 2}.
Proof of Claim 1. For simplicity of notations, let
B1,2 = {G ∈ A1,1 : (1, 2) /∈ E(G), degG(2) < n− 2, degG(1) = n− 2}, and
C1,2 = {G ∈ A1,1 : (1, 2) /∈ E(G), degG(2) = n− 2}.
(3.1)
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Clearly, B1,2 are C1,2 are disjoint sets. Further, if G ∈ B1,2 ⊔ C1,2, then (1, 2) /∈ E(G) and
degG(1) = n − 2 or degG(2) = n − 2. This implies that G + (1, 2) /∈ A1,1, and hence G /∈ N1,2.
Therefore, B1,2 ⊔ C1,2 ⊆ A1,2.
Now consider G ∈ A1,2. If (1, 2) ∈ E(G), then clearly (G − (1, 2), G) ∈ M1,2 which is a
contradiction. Further, if (1, 2) /∈ E(G), degG(1) < n−2 and degG(2) < n−2 then also G+(1, 2) ∈
N1,2. Therefore, if G ∈ A1,2 then (1, 2) /∈ E(G) and, either degG(2) = n − 2 or degG(1) = n − 2
whenever degG(2) < n− 2.
Now that we have structure of critical cells after element matching M1,2. We can extend
the matching by defining a sequence of element matchings on A1,2 using vertices (1, i) for each
i ∈ {3, . . . , n}. For i ∈ {3, . . . , n}, define
M1,i = {(G,G + (1, i)) : (1, i) /∈ E(G) and G,G + (1, i) ∈ A1,i−1},
N1,i = {G ∈ A1,i−1 : G ∈ η for some η ∈M1,i}, and
A1,i = A1,i−1 \N1,i.
Using Proposition 2.5, we get that
⊔
2≤i≤n
M1,i is an acyclic matching on A1,1 with A1,n as the
set of the critical cells. We now analyze cells of A1,n.
Claim 2. A1,n = B1,2 ⊔ {G ∈ A1,1 : (1, i) /∈ E(G) and degG(i) = n− 2 for each i ∈ {2, . . . , n}}.
Proof of Claim 2. Define
C1 = {G ∈ A1,1 : (1, i) /∈ E(G) and degG(i) = n− 2 for each i ∈ {2, . . . , n}}. (3.2)
Clearly, if G ∈ C1 then, for each i ∈ {3, . . . , n}, degG+(1,i)(i) = n − 1 which implies that
G + (1, i) /∈ A1,2. This gives us that G /∈ N1,i for any i ∈ {3, . . . , n}, thereby showing that
G ∈ A1,n. If G ∈ B1,2 then degG(2) < n− 2 and degG−(1,i)(1) = n− 3 for each i ∈ {3, . . . , n}. This
gives us that G− (1, i) /∈ A1,2 for any i ∈ {3, . . . , n}. Therefore, B1,2 ⊔ C1 ⊆ A1,n.
Now consider G ∈ A1,n ⊆ A1,2. If degG(2) < n− 2 then clearly G ∈ B1,2. Let degG(2) = n− 2
and G /∈ C1, i.e. G ∈ A1,2 \ C1. Then, either (1, i) ∈ G for some i ∈ {2, . . . , n} or degG(j) < n− 2
for some j ∈ {2, . . . , n}. Let i0 = min{i : (1, i) ∈ G or degG(i) < n− 2}. Since G ∈ A1,2, i0 > 2. In
this case, it is easy to see that G ∈ N1,i0 which contradicts the assumption that G ∈ A1,n.
Our idea to define matchings in each coming steps will be similar to this step. In step i, we are
going to use vertices (i, j) for j ∈ {i + 1, . . . , n}. To make our writing easier in the next step, we
observe the following.
Proposition 3.1. Let B1,2 and C1 be the sets as defined in Equation (3.1) and Equation (3.2)
respectively. Then,
1. |C1| = 1 and if G ∈ C1 then |E(G)| =
(
n−1
2
)
.
2. If G ∈ C1 then G− (i, j), G + (i, j) /∈ B1,2 for any 2 ≤ i < j ≤ n.
Proof. If G ∈ C1 then vertex 1 is isolated and any other two vertices are joined by an edge, i.e.
G is disjoint union of an isolated vertex {1} and a complete graph on vertex set {2, . . . , n}. This
proves the first part.
Now consider G ∈ C1. Since (i, j) ∈ G for each 2 ≤ i < j ≤ n, G + (i, j) = G /∈ B1,2.
Further, degG−(i,j)(1) = 0 for all 2 ≤ i < j ≤ n, which implies that G − (i, j) /∈ B1,2 for any
2 ≤ i < j ≤ n.
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From Proposition 3.1, it is clear that C1 is not going to play any role in any element matching
using vertices (i, j) where 2 ≤ i < j ≤ n. Therefore, for the time being it is enough to proceed with
set B1,2.
Step 2: Let A2,2 = B1,2 = A1,n \ C1. We now define a sequence of element matchings on A2,2
using vertices (2, i) for each i ∈ {3, . . . , n}. For i ∈ {3, . . . , n}, define
M2,i = {(G,G + (2, i)) : (2, i) /∈ E(G) and G,G + (2, i) ∈ A2,i−1},
N2,i = {G ∈ A2,i−1 : G ∈ η for some η ∈M2,i}, and
A2,i = A2,i−1 \N2,i.
(3.3)
Proposition 3.2. For i ∈ {2, . . . , n}, let A2,i be as defined above.
1. A2,3 = B2,3 ⊔ C2,3, where
B2,3 = {G ∈ A2,2 : (2, 3) /∈ E(G), degG(3) < n− 2, degG(2) = n− 3}, and
C2,3 = {G ∈ A2,2 : (2, 3) /∈ E(G), degG(3) = n− 2}.
(3.4)
2. A2,n = B2,3 ⊔ C2, where
C2 = {G ∈ A2,2 : (2, i) /∈ E(G) and degG(i) = n− 2 for each i ∈ {3, . . . , n}}. (3.5)
3. |C2| = 1 and if G ∈ C2 then |E(G)| =
(
n−1
2
)
.
4. B2,3 = ∅ if and only if n = 3.
5. If G ∈ C2 and B2,3 6= ∅, then G− (i, j), G + (i, j) /∈ B2,3 for any 3 ≤ i < j ≤ n.
Proof. 1. Clearly, B2,3 are C2,3 are disjoint sets. Further, if G ∈ B2,3 ⊔ C2,3, then (2, 3) /∈ E(G)
and degG(2) = n − 3 or degG(3) = n − 2. This implies that G + (2, 3) /∈ A2,2, and hence
G /∈ N2,3. Therefore, B2,3 ⊔ C2,3 ⊆ A2,3.
Now consider G ∈ A2,3. If (2, 3) ∈ E(G), then clearly (G − (2, 3), G) ∈ M2,3 which is a
contradiction. Further, if (2, 3) /∈ E(G) and degG(2) < n− 3 as well as degG(3) < n− 2 then
also G+ (2, 3) ∈ N2,3. Therefore, if G ∈ A2,3 then (2, 3) /∈ E(G) and either degG(3) = n− 2
or degG(2) = n− 3 whenever degG(3) < n− 2.
2. If G ∈ C2 then, for each i ∈ {3, 4, . . . , n}, degG+(2,i)(i) = n− 1 which implies that G+(2, i) /∈
A2,2. This gives us that G /∈ N2,i for any i ∈ {3, . . . , n}, thereby showing that G ∈ A2,n. If
G ∈ B2,3 then (2, 3) /∈ E(G), degG(3) < n− 2 and degG−(2,i) = n− 3 for each i ∈ {4, . . . , n}.
Which implies that G− (2, i) /∈ A2,3 for any i ∈ {4, . . . , n}. Therefore, B2,3 ⊔ C2 ⊆ A2,n.
Let G ∈ A2,n ⊆ A2,3. If degG(3) < n − 2 then clearly G ∈ B2,3. Let degG(3) = n − 2
and G /∈ C2, i.e. G ∈ A2,3 \ C2. Then, either (2, i) ∈ E(G) for some i ∈ {4, . . . , n} or
degG(j) < n− 2 for some j ∈ {4, . . . , n}. Let i0 = min{i : (2, i) ∈ E(G) or degG(i) < n− 2}.
It is easy to see that G ∈ N2,i0 which contradicts the assumption that G ∈ A2,n.
3. If G ∈ C2 then it is easy to see that G is disjoint union of an isolated vertex {2} and a
complete graph on vertex set {1, 3, 4, . . . , n}.
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4. To prove this, we just need to look at the definition of B2,3 in expanded form.
B2,3 = {G ∈ A2,2 : (2, 3) /∈ E(G), degG(3) < n− 2, degG(2) = n− 3}
= {G ∈Mn−2(Kn) : (1, 2), (2, 3) /∈ E(G), degG(1) = n− 2,
degG(2) = n− 3, degG(3) < n− 2}.
(3.6)
Equation (3.6) clearly implies the result.
5. Let G ∈ C2 and B2,3 6= ∅. Since (i, j) ∈ G for each 3 ≤ i < j ≤ n, G + (i, j) = G /∈ B1,2.
Further, degG−(i,j)(2) = 0 for all 3 ≤ i < j ≤ n, which implies that G− (i, j) ∈ B2,3 for some
3 ≤ i < j ≤ n only when n = 3, which contradicts the fact that B2,3 6= ∅.
We now move to step k, where 2 < k < n. Inductively, let
Bk−1,k =
{
G ∈Mn−2(Kn) : (i, i + 1) /∈ E(G) for any i ∈ [k − 1], degG(1) = n− 2,
degG(i) = n− 3 for each i ∈ {2, . . . , k − 1}, degG(k) < n− 2
}
.
(3.7)
Compare Equation (3.7) with Equation (3.6) when k = 3.
Step k: Let Ak,k = Bk−1,k. As is step 2, here also we define a sequence of element matchings on
Ak,k using vertices (k, i) for each i ∈ {k + 1, . . . , n}. For i ∈ {k + 1, . . . , n}, define
Mk,i = {(G,G + (k, i)) : (k, i) /∈ E(G) and G,G + (k, i) ∈ Ak,i−1},
Nk,i = {G ∈ Ak,i−1 : G ∈ η for some η ∈Mk,i}, and
Ak,i = Ak,i−1 \Nk,i.
(3.8)
The following result analyses the set of critical cells after this step.
Proposition 3.3. For i ∈ {k, . . . , n}, let Ak,i be as defined above.
1. Ak,k+1 = Bk,k+1 ⊔ Ck,k+1, where
Bk,k+1 = {G ∈ Ak,k : (k, k + 1) /∈ E(G), degG(k + 1) < n− 2, degG(k) = n− 3}, and
Ck,k+1 = {G ∈ Ak,k : (k, k + 1) /∈ E(G), degG(k + 1) = n− 2}.
2. Ak,n = Bk,k+1 ⊔ Ck, where
Ck = {G ∈ Ak,k : (k, i) /∈ E(G) and degG(i) = n− 2 for each i ∈ {k + 1, . . . , n}}.
3. |Ck| = 1 and if G ∈ Ck then |E(G)| =
(
n−1
2
)
.
4. Bk,k+1 = ∅ if and only if n = k + 1.
5. If G ∈ Ck and Bk,k+1 6= ∅, then G− (i, j), G + (i, j) /∈ Bk,k+1 for any k + 1 ≤ i < j ≤ n.
Proof. Proof of part (1), (2), (4) and (5) is similar as in the proof of Proposition 3.2. To prove part
(3), let G ∈ Ck and F denote the set of edges {(i, i+ 1) : i ∈ [k− 1]} ⊔ {(k, j) : j ∈ {k+ 1, . . . , n}}.
By definition of Ck, E(G) ∩ F = ∅. Further, degG(i) = n − 2 for each i ∈ {1, k + 1, . . . , n} and
degG(j) = n− 3 for each j ∈ {2, . . . , k − 1} imply that E(G) = E(Kn) \ F . Therefore, Ck contains
exactly one graph and |E(G)| = |E(Kn)| − |F | =
(
n
2
)
− (n− 1) =
(
n−1
2
)
.
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Proof of Theorem 1.1. Using Proposition 2.5, we get that
⊔
1≤i≤n−1,
i+1≤j≤n
Mi,j is an acyclic matching on
A1,1 = Mn−2(Kn) with C =
⊔
i∈[n−1]
Ci as the set of the critical cells. From Proposition 3.1(1),
Proposition 3.2(3) and Proposition 3.3(3), we have |C| = n − 1 and each graph in C has exactly(
n−1
2
)
edges. Therefore, Corollary 2.3 implies that Mn−2(Kn) is homotopy equivalent to a wedge
of (n− 1) spheres of dimension
(
n−1
2
)
− 1.
For 2 ≤ d ≤ n − 1, Jonsson [6, Theorem 12.8] obtained a connectivity bound for Md(Kn) and
stated that “we do not believe that the derived bound is actually equal to the connectivity degree”.
Here, we compare the findings of Theorem 1.1 with Jonsson’s result and show that the bound given
by him is actually sharp for d = n− 2.
Theorem 3.4. [6, Theorem 12.8] Let d ≥ 2 and n ≥ d + 1. Write n = (d + 4)k + r, where
d+ 1 ≤ r ≤ 2d+ 4. Then Md(Kn) is (
⌈
νdn
⌉
− 1)-connected, where
νdn =
(d2 + 3d− 1)n
2(d+ 4)
−
ǫd(r)
2
− 1, and
ǫd(r) =
3r
d+ 4
−


1 if r = d+ 1;
2 if d+ 2 ≤ r ≤ d+ 3;
3 if d+ 4 ≤ r ≤ 2d+ 3;
4 if r = 2d+ 4.
Proposition 3.5. The connectivity bound for Mn−2(Kn) given in Theorem 3.4 is sharp.
Proof. Since d = n− 2, r = n and ǫn−2(n) =
3n
n+2 − 2. Therefore,
νn−2n =
((n− 2)2 + 3(n − 2)− 1)n
2(n+ 2)
−
ǫn−2(n)
2
− 1
=
(n2 − n− 3)n
2(n+ 2)
−
3n
n+2 − 2
2
− 1
=
(n2 − n− 3)n
2(n+ 2)
−
3n
2(n + 2)
=
(n2 − n− 6)n
2(n+ 2)
=
n(n− 3)
2
=
(n− 3)n
2
=
n2 − 3n+ 2
2
− 1 =
(
n− 1
2
)
− 1.
From Theorem 1.1, we know that the connectivity degree of Mn−2(Kn) is equal to
(
n−1
2
)
− 2 =
νn−2n − 1.
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4 Higher matching complexes of complete bipartite graphs
We first fix some notations and define a total order  on the edge set of Km,n.
V (Km,n) = {ai : i ∈ [m]} ⊔ {bj : j ∈ [n]},
E(Km,n) = {(ai, bj) : i ∈ [m], j ∈ [n]},
(ai, bj) ≺ (ai′ , bj′)⇔ i < i
′ or (i = i′ and j < j′)
(4.1)
Lemma 4.1. If m > r ≥ n ≥ 1, then the complex Mr(Km,n) is shellable. In particular,
Mr(Km,n) ≃
∨
(m−1
r
)
n
Srn−1.
Proof. It is easy to see that G ∈ Mr(Km,n) is a facet if and only if degG(bj) = r for each j ∈ [n].
Therefore, Mr(Km,n) is a pure simplicial complex of dimension rn−1. Let F denotes the collection
of all facets of Mr(Km,n) and if G ∈ F then elements (edges) of G are arranged in the increasing
order with respect to  defined in Equation (4.1).
Claim 3. Lexicographic order ≺F on F, induced from  on E(Km,n), is a shelling order.
Proof of Claim 3. Let G1, G2 ∈ F and G1 comes before G2 in the lexicographic ordering. Let
(ai, bj) be the smallest (with respect to the order defined in Equation (4.1)) edge in G1 \G2. Since
degG1(bj) = degG2(bj) = r and G1 ≺F G2, i < m and there exist k ∈ {i + 1, . . . ,m} such that
(ak, bj) ∈ G2\G1. Define, G3 = (G2\{ak, bj})∪{ai, bj}. Clearly, G3 ≺F G2 and G2\G3 = {(ak, bj)}.
Therefore, ≺F is a shelling order on F. See Figure 2 for an explicit example.
a1
a2
a3
b1
b2
(a)
a1
a2
a3
b1
b2
(b)
a1
a2
a3
b1
b2
(c)
a1
a2
a3
b1
b2
(d)
a1
a2
a3
b1
b2
(e)
a1
a2
a3
b1
b2
(f)
a1
a2
a3
b1
b2
(g)
a1
a2
a3
b1
b2
(h)
a1
a2
a3
b1
b2
(i)
Figure 2: Shelling order of the facets of M2(K3,2)
Let Σ denotes the set of spanning facets of Mr(Km,n) with respect to ≺F.
Claim 4. Σ = {G ∈ F : degG(a1) = 0}.
Proof of Claim 4. Let G ∈ F and (a1, bk) ∈ G for some k ∈ [n]. If (G \ {a1, bk}) ( G
′ for some
G′ ∈ F and G 6= G′ then G ≺F G
′ (since G′ \G = {(ai, bk)} for some i > 1). This impies that G is
not a spanning facet and Σ ⊆ {G ∈ F : degG(a1) = 0}. To show the other way inclusion, let G ∈ F
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such that degG(a1) = 0. For any (ai, bj) ∈ G, define G1 = (G \ {(ai, bj)}) ∪ {(a1, bj)}. Since i 6= 1,
G1 ≺F G implying that G is a spanning facet.
Clearly, |Σ| =
(
m−1
r
)n
. Therefore, from Theorem 2.1 and Claim 3, we get that Mr(Km,n) ≃∨
(m−1
r
)
n
Srn−1.
We now determine the homotopy type of Mn−1(Kn,n) by defining a sequence of element match-
ings. Note that, the complex Mn−1(Kn,n) is not shellable in general. For instance, any facet of
M2(K3,3) is of dimension at least 4 and the reduced homology of M2(K3,3) is concentrated in
dimension 3.
Theorem 4.2. For n ≥ 2, Mn−1(Kn,n) is homotopy equivalent to a sphere of dimension (n−1)
2−1.
Proof. We prove this by defining a sequence of element matching on Mn−1(Kn,n) in (n− 1)-steps.
Step 1: Let H1,0 =Mn−1(Kn,n). For 1 ≤ i ≤ n, define
M1,i = {(G,G ∪ {(a1, bi)}) : (a1, bi) /∈ E(G) and G,G + (a1, bi) ∈ H1,i−1},
N1,i = {G ∈ H1,i−1 : G ∈ η for some η ∈M1,i}, and
H1,i = H1,i−1 \N1,i.
Claim 5. H1,n = {G ∈ H1,0 : (a1, b1) /∈ E(G), degG(b1) < n− 1 and degG(a1) = n− 1}.
Proof of Claim 5. Observe that, if G ∈ H1,1 then (a1, b1) /∈ E(G) and either degG(a1) = n − 1 or
degG(b1) = n− 1. Define,
I1,1 = {G ∈ H1,1 : degG(b1) = n− 1}
= {G ∈ H1,0 : (a1, b1) /∈ E(G), degG(b1) = n− 1} and
J1,1 = {G ∈ H1,1 : degG(b1) < n− 1, degG(a1) = n− 1}
= {G ∈ H1,0 : (a1, b1) /∈ E(G), degG(b1) < n− 1, degG(a1) = n− 1}.
(4.2)
Clearly H1,1 = I1,1 ⊔ J1,1. Further if G ∈ J1,1, then for each i ∈ {2, . . . , n}, (a1, bi) ∈ E(G) and
G − (a1, bi) /∈ H1,1. Therefore J1,1 ⊆ H1,n. We now show that H1,n ⊆ J1,1. Let H ∈ H1,n \ J1,1,
i.e., degH(b1) = n − 1. Let t = min{i ∈ {2, . . . , n} : either (a1, bi) ∈ E(H) or degH(bi) < n − 1}.
Observe that the t exists, because if (a1, bi) /∈ E(H) and degH(bi) = n−1 for each i ∈ [n] then there
exists j ∈ {2, . . . , n} such that degH(aj) > n− 1 which contradicts the fact that H ∈Mn−1(Kn,n).
Now, it is easy to see that H ∈ N1,t. Therefore H1,n = J1,1.
We now move to step k, where 1 < k < n. At step k − 1 we defined a sequence of elements
matchings using vertices (ak−1, b1) < · · · < (ak−1, bn). Inductively, let the set of critical cells after
step k − 1 be
Hk−1,n = {G ∈ H1,0 : (ai, b1) /∈ E(G), degG(ai) = n−1, ∀ i ∈ [k−1], degG(b1) < n−k+1}. (4.3)
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Compare Equation (3.7) with Claim 5 for k = 2.
Step k: Let Hk,0 = Hk−1,n. Define a sequence of elements matchings on Hk,0 using vertices
(ak, b1) < · · · < (ak, bn). For 1 ≤ j ≤ n, define
Mk,j = {(G,G ∪ {(ak, bj)}) : (ak, bj) /∈ E(G) and G,G+ (ak, bj) ∈ Hk,j−1},
Nk,j = {G ∈ Hk,j−1 : G ∈ η for some η ∈Mk,j}, and
Hk,j = Hk,j−1 \Nk,j.
Since k < n, using similar arguments as in the proof of Claim 5, we get that
Hk,n = {G ∈ Hk,0 : (ak, b1) /∈ E(G), degG(b1) < n− k and degG(ak) = n− 1}.
After step n− 1, we have that
⊔
1≤i≤n−1,
1≤j≤n
Mi,j is an acyclic matching on Mn−1(Kn,n) and the set
of critical cells is
Hn−1,n = {G ∈ Hn−2,n : (an−1, b1) /∈ E(G), degG(b1) < 1 and degG(an−1) = n− 1}
= {G ∈Mn−1(Kn,n) : (ai, b1) /∈ E(G), degG(ai) = n− 1, ∀ i ∈ [n− 1], degG(b1) = 0}.
It is easy to see that the set Hn−1,n contains exactly one element which is isomorphic to the
complete bipartite graph Kn−1,n−1 and two isolated vertices namely an and b1. Corollary 2.3 thus
implies that
Mn−1(Kn,n) ≃ S
(n−1)2−1.
This completes the proof of Theorem 4.2.
5 Concluding remarks
In this section, we list a few interesting open problems.
5.1 Complexes of graphs with bounded domination number
For a graph G, a set S ⊆ V (G) is called a dominating set of G, if for each v ∈ V (G) \S there exists
s ∈ S such that (s, v) ∈ E(G). The domination number of G is defined to be the cardinality of the
minimum dominating set, i.e.,
dom(G) = min{i : there exists a dominating set of G of cardinality i}.
In [4], Gonza´lez and Hoekstra-Mendoza studied the complexes of graphs on n vertices with
domination number at least γ, denoted as Dn,γ . When we fix n and vary γ, we get the following
filtration
∅ = Dn,n ⊂ Dn,n−1 ⊂ Dn,n−2 ⊂ · · · ⊂ Dn,2 ⊂ Dn,1 = ∆
(n
2
)−1 (5.1)
It is easy to observe that Dn,n−1 is disjoint union
(
n
2
)
vertices. Therefore, the “first” non-trivial
cases are Dn,2 and Dn,n−2. Gonza´lez and Hoekstra-Mendoza [4] showed that the complex Dn,n−2
is homotopy equivalent to a wedge of 2-dimensional spheres.
Observe that, G ∈ Mn−2(Kn) if and only if dom(G) ≥ 2, i.e., G ∈ Dn,2. Therefore, Theo-
rem 1.1 gives a closed form formula for the homotopy type of Dn,2 and settles one more spot in
Equation (5.1). This raises the following question.
12
Question 1. For n > γ ≥ 1, is Dn,γ homotopy equivalent to a wedge of spheres?
Here, empty wedge represents a contractible space. Looking at the homotopy type of Dn,n−2
and Dn,2, one might be tempted to guess that Dn,γ is homotopy equivalent to a wedge of equi-
dimensional spheres. But that is not the case in general, for instance, using SageMath [12] one can
see that
H˜i(D6,3;Z) ∼=


Z115, if i = 4;
Z24, if i = 5;
0, otherwise.
Which implies that D6,3 is not homotopic to a wedge of equi-dimensional spheres. Here H˜i(K;Z)
denotes the reduced ith homology groups of simplcial complex K with integer coefficients.
5.2 Homotopical depth
A pure simplicial complex L is called homotopically Cohen-Macaulay (CM) if link of any simplex
σ in L, denoted as lkL(σ), is (dim(lkL(σ)) − 1)-connected. The homotopical depth of a simplicial
complex K (not necessarily pure) is the largest k such that the k-skeleton of K, denoted as K(k), is
pure and homotopically CM.
It is easy to see that the homotopical depth of a pure simplicial complex K is at most the shifted
connectivity degree of K. The homotopical depth of M1(Kn) is known to be equal to the shifted
connectivity degree of M1(Kn) which is ⌈
n−4
3 ⌉, see [6, Corollary 11.13]. In [6, Proposition 12.11],
Jonsson showed that the homotopical depth of M2(Kn) is at least ⌈
3n−7
4 ⌉. From Lemma 4.1 and [6,
Theorem 3.33], we get that the homotopical depth of Mr(Km,n) is equal to the shifted connectivity
degree whenever n ≤ r < m. In this direction, we strongly believe that the following is true.
Conjecture 1. The homotopical depth of Mn−2(Kn) and Mn−1(Kn,n) is equal to the respective
shifted connectivity degree.
The purity of Mn−2(Kn)
(
(n−1
2
)−1
)
and Mn−1(Kn,n)
((n−1)2−1) comes from the following observa-
tion.
Proposition 5.1. If G ∈Mn−2(Kn) and H ∈Mn−1(Kn,n) are facets in respective complexes then
|E(G)| ≥
(
n−1
2
)
and |E(H)| ≥ (n − 1)2.
Proof. We prove the result for H ∈ Mn−1(Kn,n). Proof for G ∈ Mn−2(Kn) will follow using
similar arguments. Let H ∈ Mn−1(Kn,n) and |E(H)| < (n − 1)
2. Let A = {ai : i ∈ [n]} and
B = {bi : b ∈ [n]} be the partition of vertices of Kn,n as in Equation (4.1). To show that H is
not a facet, we need to find two non-adjacent vertices (one from each partition of V (Kn,n)) with
degree less than n− 1. Suppose that there does not exist such pair, i.e., H is facet. Let C ⊆ A and
D ⊆ B such that degH(x) < n− 1 if and only if x ∈ C ⊔D. Since |E(H)| < (n− 1)
2, C 6= ∅ 6= D.
Moreover, there does not exist a non-adjacent desired pair implies that C ⊔ D form a complete
bipartite subgraph of H. Assuming that |C| = c, and |D| = d, we count the number of edges of H.
|E(H)| ≥ (n− 1)(n − c) + cd+ (c− 1)(n − d)
= n2 − n− cn+ c+ cd− cd+ cn− n+ d
= n2 − 2n+ c+ d.
Our assumption thus implies that n2 − 2n + c + d < (n − 1)2 = n2 − 2n + 1. Thus c + d < 1
and this contradicts the fact that C 6= ∅ 6= D.
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