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Abstract— In this paper, we present the SHA
method, a Symbolic Harmonic Analysis method to
simulate the behaviour of ultrastable quartz crystal
oscillators. This nonlinear method is aimed to com-
pute very quickly the steady state as well as amplitude
and frequency transients. The ultimate goal is to see
instantaneously the inﬂuence of a parameter change
on the oscillator’s features thank to the computation
speed. The method proposed here is a mixing of the
nonlinear dipolar method previouly developed in our
team and the harmonic method. It allows to replace
the set of algebro-diﬀerential equation of the circuit
by a nonlinear system of the Fourier coeﬃcients of the
circuit unknowns.
1. Introduction
We develop a method to analyse the behaviour of
quartz crystal oscillators with very high quality fac-
tor. The ultimate aim is to perform a real time anal-
ysis of this type of oscillators. The method consists
in replacing the whole circuit connected to the quartz
by a nonlinear dipole whose impedance depends on
the current amplitude evaluated at the resonator fre-
quency.
The nonlinear dipolar method [1][2][3] shows that
the knowledge of the nonlinear dipole is suﬃcient
to determine the oscillator behaviour. The nonlin-
ear dipolar impedance is computed by replacing the
motional part of the quartz by a sinusoidal current
source at the resonator frequency. Using an exter-
nal current source overcomes the drawback of the
large resonator time constant thus allowing an eﬃ-
cient harmonic analysis.
The originality of the present approach is the com-
puation of the dipolar impedance from the circuit
equations by using a symbolic calculation method.
Our symbolic harmonic analysis replaces the origi-
nal set of diﬀerential equations describing the circuit
by a set of nonlinear equations in the Fourier coeﬃ-
cients of the circuit unknows (Node voltages, ...).
Nonlinear dipolar method is ﬁrst recalled, then,
the new method that replaces the dipolar impedance
calculation by a symbolic harmonic analysis of the
equations is developed. This method is faced with
two major diﬃculties: The processing of the non-
linear components and the management of a very
large number of coeﬃcients. The solution proposed
to solve these two problems is based on the tree pars-
ing. The method is detailed on a basic oscillator to
ease the understanding.
2. Principle of the Nonlinear Dipolar
Method
The quartz crystal oscillator is split into two parts:
the motional part of the resonator (in short “res-
onator” by misuse of language) and the ampliﬁer
part (including the parallel capacitance Cp), Fig. 1
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Fig. 1. Dipolar representation
The resonator is regarded as an impedance
strongly varying with the frequency and slightly with
the amplitude (because of the amplitude–frequency
eﬀect) while the ampliﬁer is considered as a non-
linear dipole whose impedance strongly depends on
the current amplitude and weakly varying with fre-
quency. These two remarks permit to consider the
ampliﬁer part as an nonlinear dipole (Rd, Ld) that
depends only on the current amplitude as shown in
Fig. 2 right.
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Fig. 2. Amplifier impedance determination
The determination of the equivalent single port
network for the ampliﬁer is obtained by replacing the
resonator motional branch by a sinusoidal current
source of amplitude a and frequency equal to the
resonator’s frequency fq as shown in Fig. 2. Then,
a SPICE transient analysis is performed for diﬀerent
current amplitudes. Eventually, for each value of the
current amplitude a Fourier transform is calculated
to obtain the ﬁrst harmonic amplitude and phase of
the dipolar voltage. The nonlinear dipole Rd et Ld
are then obtained as a function of the loop current
amplitude a.
The knowledge of Rd(a) and Ld(a) allows us to de-
termine the behaviour of the oscillator. The steady
state amplitude a0 is obtained by solving the im-
plicite nonlinear equation Eq. (1).
Rq + Rd(a) = 0. (1)
The steady state “frequency” ω0 of the oscillation
is given by Eq. (2).
ω20 = ω
2
q
(
1− Ld(a0)
Lq
)
(2)
The computation time of the curves Rd(a) and
Ld(a) is of the order of a few seconds. At each pa-
rameter change, for example a change of a resistance
value, the computation must be redone. Our aim is
to reduce the computation time for the curves Rd(a)
and Ld(a) to a few milliseconds allowing to see, in
real time, the inﬂuence of each circuit component on
the behaviour of the oscillator.
3. Principle of the Symbolic Harmonic
Method
• Compute the set of ODE describing the circuit
in symbolic form, including the nonlinear elements
(diode, transistor NPN, ...).
dV1
dt
(t) = f(V1(t), . . . , IL(t)) (3)
· · · = · · ·
dIL
dt
(t) = f(V1(t), . . . , IL(t)) (4)
• Replace the motional branch of the quartz by a
sinusoidal current source.
• Replace all the unknowns V1(t), . . ., IL(t) by their
Fourier series limited to N terms.
V1 = aV10 + a
V1
1 cos(ωt) + b
V1
1 sin(ωt) + · · · (5)
· · · = · · ·
IL = aIL0 + a
IL
1 cos(ωt) + b
IL
1 sin(ωt) + · · · (6)
• Tranform the set of ODE into a set of nonlinear
equations.
f(aV10 , a
V1
1 , b
V1
1 , . . . , a
V1
N , b
V1
N ) = 0 (7)
. . . = 0
f(aIL0 , a
IL
1 , b
IL
1 , . . . , a
IL
N , b
IL
N ) = 0 (8)
• Solve numerically this system.
• By using a powerful numerical algorithm, the sym-
bolic algebraic system can be solved very quickly
(ms). Because of the quite large Q factor of the res-
onator, higher order harmonics have no signiﬁcant
contribution on the dipolar current so that only the
ﬁrst order harmonic coeﬃcients a1 and b1 are needed
to calculate the dipolar impedance.
4. Three main Problems
• How to have a linear complexity? A direct and
naive application of the method to build the non-
linear system leads to an exponential growth of the
coeﬃcient numbers. That leads to an untractable
number of equations, even in the case of basic cir-
cuits. So, a method leading to a linear dependence
of the coeﬃcient number on the circuit component
number has to be found.
• How to manage nonlinear elements? An oscillator
is by nature a highly nonlinear circuit. In the case of
quartz oscillators with high spectral purity, the non-
linearities usually come from the bipolar transistors.
For example, the Ebers-Moll static model transistor
(Eq. 9, 10, 11) [4] has an exponential non linearity.
IBE =
IS
βF
(eqVBE/kT − 1) (9)
IBC =
IS
βR
(eqVBC/kT − 1) (10)
ICT = IS(eqVBE/kT − eqVBC/kT) (11)
• How to solve eﬃciently the nonlinear system? The
resulting system is highly nonlinear with a small den-
sity. In the case of a simple oscillator, the classical
Newton–Raphson method is suﬃcient. In the case of
an oscillator with a higher number of components,
one should develop speciﬁc algorithms. Eﬀorts are
currently made in this direction.
5. How to achieve a linear complexity?
To ease the understanding, let’s demonstrate the
method on the simple transconductance oscillator
shown in Fig. 3.
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Fig. 3. Transconductance oscillator
The system of equations that models the elec-
tronic circuit (Eq. 12 and 13) is build symbolically
from a circuit description by using the modifed nodal
method (MNM)[5]. It consists in applying the Kirchoﬀ
Current Law (KCL) to each circuit node, and applying
the constitutive or branch equations to each circuit
element. The programme used is fully home–made
and does not call for any external software.
−a sin(ωt) + G1V1(t) + C1 dV1
dt
(t) = 0 (12)
a sin(ωt) + G2V2(t) + C2
dV2
dt
(t) (13)
+G1V1(t)(1 − εV1(t)2) = 0
The problem is to express each equation in har-
monic form, with the constraint that the coeﬃcient
number generated during this phase does not in-
crease exponentially.
The key point of the method is to build in a bi-
nary tree relative to each equation. Each node rep-
resents an algebraic operation. The whole tree can
be expressed into an harmonic form as soon as the
method to express each leaf and to reduce each node
into an harmonic form is known.
The tree will be progressively reduced in harmonic
form from the bottom to the top: at each node new
coeﬃcients expressed in fonction of the previous one
will be generated, so we will have a linear complexity
of the generated coeﬃcient. The formal deﬁnition
of the binary tree is written in OCAML–like syntax
[6] below. This kind of deﬁnition is generally called
“abstract syntax”.
type equTree =
SUM of equTree * equTree
| PROD of equTree * equTree
| DIFF of equTree
| EXP of equTree
| COS of equTree
| SIN of equTree
| UNK of unknown
| FCT of function
For example, the binary tree (Fig. 4) represents
the ﬁrst Eq. (12).
−a sin [ωt]
FCT
G1
FCT
V1 [t]
UNK
PROD
C1
FCT
V1 [t]
UNK
DIFF
PROD
SUM
SUM
Fig. 4. Binary tree of expression
The representation has many advantages: since
abstract syntax has a unique tree structure, it is not
necessary to reﬂect binding strength using diﬀerent
types to avoid ambiguity. Moreover, the abstract
syntax shows that the tree is binary, so each node
involves only one operation (SUM, PROD, ...).
The abstract syntax processing consists in progres-
sively parse the tree so that, at the ﬁnal step, it will
remain only a Fourier series with manageable coeﬃ-
cient. The processing of the nonlinear functions EXP,
COS and SIN is performed in the next section.
• UNK(V1(t)) is replaced by its Fourier series limited
to N terms, i.e. it return:
A00V1 + A01V1 cos wt + B01V1 sin wt
+ A02V1 cos 2wt + B02V1 sin 2wt
+ A03V1 cos 3wt + B03V1 sin 3wt
• FCT(G1) is already under the righ form, so it is
replaced by itself.
• SUM(S1,S2) with
S1 = A00S1 + A01S1 cos wt + B01S1 sin wt
S2 = A00S2 + A01S2 cos wt + B01S2 sin wt
is reduced by generating new coeﬃcients
TT1 = A00S1 + A00S2
TT2 = A01S1 + A01S2
TT3 = B01S1 + B01S2
... = ...
and return
TT1 + TT2 cos wt + TT3 sin wt + ...
• PROD(S1,S2), DIFF(S1) are reduced like SUM(S1,S2),
however, the equations associated with the generated
coeﬀcients are a little bit more complex than the triv-
ial case of SUM(S1,S2).
6. How to manage the nonlinear elements?
The problem is to represent the exponential, cos-
inus and sinus of a Fourier series into the form of a
Fourier expansion. In other words, The problem is
to express EXP(S1) with
S1 = A00S1 + A01S1 cos(wt) + B01S1 sin(wt)
Under the form
S2 = EXP(S1)
= TT1 + TT2 cos(wt) + TT3 sin(wt) + ...
The solution of the problem is quite similar to the
previous one. It is based on constructing a binary
tree and then generating new coeﬀcient function of
the previous one during the tree parsing. In this
problem, the concrete grammar to analyse is written
in Fig. 5
The deﬁnition of the tree is based on the addition
formulas. Of course, each transcendental function
EXP, COS, SIN will have a diﬀerent associated tree.
The reduction of the tree will be possible thanks to
their associated Bessel series.
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Fig. 5. Concrete grammar
7. Harmonization of EXP function
A recursive application of the addition formula for
the exponent function (Eq. 14) allows one to deﬁne
an abstract grammar that represents a binary tree of
EXP.
exp(a + b + c + · · · ) = exp(a) exp(b + c + · · · ) (14)
For example, the expression
EXP(A00S1 + A01S1 COS wt + B01S1 SIN wt
+ A02S1 COS 2wt + B02S1 SIN 2wt)
is represented by the following binary tree (Fig. 6)
expU1
expU2
expU3
expU4 expU5
PROD
PROD
PROD
PROD
Fig. 6. Binary tree of exponential
with
U1 = A00S1
U2 = A01S1 cos( wt)
U3 = B01S1 sin( wt)
U4 = A02S1 cos(2wt)
U5 = B02S1 sin(2wt)
The reduction of the tree is based on the as-
sociated Bessel series of the exponential function.
Indeed, it is well known that the harmonic ex-
pansion of exp(z cos θ) and exp(z sin θ) can be ex-
pressed under the form Eq. (15) and Eq. (16) where
Ik(z) are the Bessel functions of the second kind
and of integer order [7]. This allows us to harmo-
nize the leafs EXP(A01S1 COS(wt)) and EXP(B01S1
SIN(wt)). The terms in EXP(A00S1) are already in
the right form.
exp(z cos θ) = I0(z) (15)
+ 2
∞∑
k=1
Ik(z) cos(kθ)
exp(z sin θ) = I0(z) (16)
+ 2
∞∑
k=1
(−)kI2k(z) cos(2kθ)
+ 2
∞∑
k=1
(−)kI2k+1(z) sin((2k + 1)θ)
8. Harmonization of COS and SIN functions
The method used for EXP can be applied to COS and
SIN, it is just a little bit more complicated because
the trees for COS and SIN are mutually recursive.
A recursive application of the addition formula for
cos (resp. sin), see Eq. (17) and Eq. (18), allows
one to deﬁne an abstract grammar that represents a
binary tree of COS (resp. SIN). Note that the con-
struction of the tree for COS involves the tree of SIN,
and conversely.
cos(a + b + c + · · · ) = (17)
cos(a) cos(b + c + · · · )
− sin(a) sin(b + c + · · · )
sin(a + b + c + · · · ) = (18)
sin(a) cos(b + c + · · · )
+ cos(a) sin(b + c + · · · )
For example
COS(A00S1 + A01S1 cos wt + B01S1 sin wt)
is represented by the binary tree shown in Fig. 7,
with
U1 = A00S1
U2 = A01S1 cos(wt)
U3 = B01S1 sin(wt)
Similary,
SIN(A00S1 + A01S1 cos wt + B01S1 sin wt)
is represented by the binary tree shown in Fig. 8,
with
cosU1
cosU2 cosU3
PROD
sinU2 sinU3
PROD
MINUS
PROD
sinU1
sinU2 cosU3
PROD
cosU2 sinU3
PROD
PLUS
PROD
MINUS
Fig. 7. Binary tree of cosinus
sinU1
cosU2 cosU3
PROD
sinU2 sinU3
PROD
MINUS
PROD
cosU1
sinU2 cosU3
PROD
cosU2 sinU3
PROD
PLUS
PROD
PLUS
Fig. 8. Binary tree of sinus
U1 = A00S1
U2 = A01S1 cos(wt)
U3 = B01S1 sin(wt)
The reduction of the tree is based on the harmonic
expansion of cos(z cos θ) and cos(z sin θ). These
well known formulas are recalled here for com-
pleteness (Eq. (19) and Eq. (20)), where Jk(z) are
the Bessel functions of the ﬁrst kind and of inte-
ger order [7]. These equations allow one to re-
duce the leaf COS(A01S1 COS(wt)) and COS(B01S1
SIN(wt)). The leaf COS(A00S1) is already in the
right form.
cos(z cos θ) = J0(z) (19)
+ 2
∞∑
k=1
(−)kJ2k(z) cos(2kθ)
cos(z sin θ) = J0(z) (20)
+ 2
∞∑
k=1
J2k(z) cos(2kθ)
Similarly, the reduction of the tree is based on the
harmonic expansion of sin(z cos θ) and sin(z sin θ).
These well known formulas are recalled here for com-
pleteness (Eq. (21) and Eq. (22)), where Jk(z) are
the Bessel functions of the ﬁrst kind and of inte-
ger order [7]. These equations allow one to re-
duce the leaf SIN(A01S1 COS(wt)) and SIN(B01S1
SIN(wt)). The leaf SIN(A00S1) is already in the
right form.
sin(z cos θ) = J0(z) (21)
+ 2
∞∑
k=1
(−)kJ2k+1(z) cos((2k + 1)θ)
sin(z sin θ) = J0(z) (22)
+ 2
∞∑
k=1
J2k+1(z) sin((2k + 1)θ)
9. Harmonization of the other functions
For all the other transcendental functions (log,
tan, acos, . . .) one proceeds by introducing an addi-
tional unknown to the equation system. This trans-
forms the initial diﬀerential equation system into an
algebro–diﬀerential system. This handling is trivial
as shown in the following example.
· · ·+ tanV1 + · · ·+ acosV2 + · · · = 0 (23)
becomes
· · ·+ H1 + · · ·+ H2 + · · · = 0 (24)
H1 cosV1 = sinV1 (25)
cosH2 = V2 (26)
The latter equations are actually written under the
harmonized forms. The same method can be directly
applied to the inverse of a function and to the com-
posite functions.
10. Conclusion
In this paper, an extension of the nonlinear dipolar
method has been presented to reduce by one order of
magnitude the simulation time of ultrastable quartz
oscillators. It has been demonstrated that replacing
Spice simulations by a symbolic calculation is faced
with two diﬃculties: The processing of the nonlinear
components and the management of a large number
of coeﬃcients.
A solution to these problems has been found by
rewriting the diﬀerential equations under the form of
a binary tree. Each node of this tree corresponds to
an algebraic operation, each leaf is either a parameter
of the circuit (R, L, C, Is, ...) or an unknown of the
problem (V1, V2, Il, ...).
This tree is then progressively reduced. At the end
of this reduction process, the diﬀerential equation is
transformed into a nonlinear equation involving only
the Fourier coeﬃcients of the unknowns. At each
step of a node reduction, a set of equations relating
the previous coeﬃcients to the new ones is gener-
ated so that the number of equations describing the
oscillator increases linearly with the number of com-
ponents.
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