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GLOBAL KATO TYPE SMOOTHING ESTIMATES VIA LOCAL ONES FOR
DISPERSIVE EQUATIONS
JUNGJIN LEE
Abstract. In this paper we show that the local Kato type smoothing estimates are essentially
equivalent to the global Kato type smoothing estimates for some class of dispersive equations
including the Schro¨dinger equation. From this we immediately have two results as follows. One
is that the known local Kato smoothing estimates are sharp. The sharp regularity ranges of
the global Kato smoothing estimates are already known, but those of the local Kato smoothing
estimates are not. Sun, Tre´lat, Zhang and Zhong [24] have shown it only in spacetime R ×
R. Our result resolves this issue in higher dimensions. The other one is the sharp global-in-
time maximal Schro¨dinger estimates. Recently, the pointwise convergence conjecture of the
Schro¨dinger equation has been settled by Du–Guth–Li–Zhang [11] and Du–Zhang [12]. For this
they proved related sharp local-in-time maximal Schro¨dinger estimates. By our result, these
lead to the sharp global-in-time maximal Schro¨dinger estimates.
1. Introduction
Fix n ≥ 1 and m > 1. Let Φ ∈ C∞(Rn \ 0) be a real-valued function satisfying the following
conditions: {
|∇Φ(ξ)| 6= 0 for all ξ 6= 0,
Φ(λξ) = λmΦ(ξ) for all λ > 0 and ξ 6= 0.
(1.1)
We are concerned with the solutions u to equations{
i∂tu(t, x) + Φ(D)u(t, x) = 0 in R× R
n,
u(0, x) = f(x) in Rn,
(1.2)
where Φ(D) is the corresponding Fourier multiplier to the function Φ, that is, Φ(D) is defined
by Φ(D)f = (Φfˆ)∨.
For a function f on X × Y , we define the mixed norm ‖f‖Lqx(X;Lry(Y )) by
‖f‖Lqx(X;Lry(Y )) :=
(∫
X
( ∫
Y
|f(x, y)|rdy
)q/r
dx
)1/q
.
Let Bn be the unit ball in Rn and I = {t ∈ R : 1/2 ≤ t ≤ 2} be an interval. For 1 ≤ q, r ≤ ∞
and α ∈ R we use the notations Kloc(L
q
xLrt ;α) and Kloc(L
r
tL
q
x;α) to denote the local-in-time
smoothing estimates
‖〈D〉αu‖Lqx(Bn;Lrt (I)) ≤ Cα,m‖f‖L2(Rn)
and
‖〈D〉αu‖Lrt (I;L
q
x(Bn)) ≤ Cα,m‖f‖L2(Rn)
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for all f ∈ L2(Rn) respectively, where 〈D〉 is the operator associated with a symbol 〈ξ〉 :=
(1 + |ξ|2)1/2. Similarly we use Kglb(L
q
xLrt ;α) and Kglb(L
r
tL
q
x;α) to denote the global-in-time
smoothing estimates
‖〈D〉αu‖Lqx(Bn;Lrt (R)) ≤ Cα,m‖f‖L2(Rn)
and
‖〈D〉αu‖Lrt (R;L
q
x(Bn)) ≤ Cα,m‖f‖L2(Rn)
for all f ∈ L2(Rn) respectively. For convenience we denote by Kloc(L
q
t,x;α) := Kloc(L
q
tL
q
x;α)
and Kglb(L
q
t,x;α) := Kglb(L
q
tL
q
x;α).
In this paper we show that the local-in-time smoothing estimatesKloc(L
q
xLrt ;α),andKloc(L
r
tL
q
x;α)
are essentially equivalent to the global-in-time smoothing estimatesKglb(L
q
xLrt ;α) andKglb(L
r
tL
q
x;α),
respectively.
Theorem 1.1. Let 2 ≤ q, r <∞. Suppose that Φ satisfies the condition (1.1).
(i) The local-in-time smoothing estimate Kloc(L
q
xLrt ;α) implies the global-in-time smoothing
estimate Kglb(L
q
xLr˜t ;α − δ) for all r˜ > r and δ > n(
1
r −
1
r˜ ).
(ii) The local-in-time smoothing estimate Kloc(L
r
tL
q
x;α) implies the global-in-time smoothing
estimate Kglb(L
r˜
tL
q
x;α − δ) for all r˜ > r and δ > n(
1
r −
1
r˜ ).
The most basic estimate for the solution u to (1.2) is the energy identity that for any t ∈ R,
‖u(t)‖L2(Rn) = C‖f‖L2(Rn)
for all f ∈ L2(Rn), where u(t) = u(t, ·). It implies that the solution u has as much regularity as
the initial f in L2-space. Kato [14] first observed that an integration locally in spacetime makes
the solution u smoother than the initial f , and showed the local smoothing estimate Kloc(L
2
t,x; 1)
for the KdV equation. Later, Constantin–Saut [8], Sjo¨lin [22] and Vega [27] independently proved
the local smoothing estimates Kloc(L
2
t,x;α) for some class of dispersive equations including the
Schro¨dinger equation.
In [27], Vega proved the global smoothing estimate Kglb(L
2
t,x;α), α < 1/2 for the Schro¨dinger
equation in all dimensions, and the endpoint estimate Kglb(L
2
t,x; 1/2) was obtained by Ben-Artzi
and Klainerman [1] for n ≥ 3, Chihara [6] for n = 2 and Kenig–Ponce–Vega [15] for n = 1. For
other dispersive equations, the global smoothing estimates Kglb(L
2
t,x;α) are similarly obtained.
(For details, see e.g. [21] and the references therein.)
Theorem 1.1 not only gives another proof for the global smoothing estimates Kglb(L
q
t,x;α)
for q > 2 (except the endpoint), but also resolves the sharpness issue of the local smoothing
estimates Kloc(L
2
t,x;α). The sharpness of the known global smoothing estimates Kglb(L
2
t,x;α) is
already settled, but that of the local smoothing estimates Kloc(L
2
t,x;α) is not. For instance, in
the Schro¨dinger equation it is known that if α > 1/2, the global smoothing Kglb(L
2
t,x;α) fails
(see, e.g., [21]), but the fact that if α > 1/2 the local smoothing Kloc(L
2
t,x;α) also fails was
recently shown by Sun, Tre´lat, Zhang and Zhong [24] when n = 1. (In fact, Sun, Tre´lat, Zhang
and Zhong considered some class of dispersive equations.) By Theorem 1.1 we can see that this
fact holds in higher dimensions. Generally we have the following.
Corollary 1.2. Assume that Φ satisfies the condition (1.1). Suppose that for each r ≥ 2 there
is an α(r) ∈ R such that the global-in-time estimate Kglb(L
r
t,x;α) holds for α ≤ α(r) but fails
for α > α(r). Then, the local-in-time smoothing estimate Kloc(L
r
t,x;α) also holds for α ≤ α(r)
but fails for α > α(r).
Proof. It is obvious that Kloc(L
r
t,x;α) holds for α ≤ α(r). Observe that the graph {(s, α(1/s)) :
0 ≤ s ≤ 1/2} is continuous (and convex upward) by interpolation. Assume for contradiction
that the local-in-time smoothing estimate Kloc(L
r
t,x;α) holds for some α > α(r). Then from
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(i) of Theorem 1.1 and Ho¨lder’s inequality it follows that Kglb(L
r˜
t,x; α˜) holds for r˜ > r and
α˜ < α− n(1r −
1
r˜ ). By the supposition one has α− n(
1
r −
1
r˜ ) ≤ α(r˜), and so α ≤ α(r) as r˜ → r.
But it contradicts the supposition α > α(r). Thus Kloc(L
r
t,x;α) fails for α > α(r). 
Next we consider the local maximal estimates Kloc(L
q
xL∞t ;α). It is closely relevant to the
pointwise convergence problem of the solution u(t, x) as t→ 0. Carleson [5] posed the problem
to determine the optimal range of s for which the solution u(t, x) to the Schro¨dinger equation
converges to the initial f(x) almost everywhere x ∈ Rn whenever f ∈ Hs(Rn). When n = 1,
Carleson [5] proved the convergence for the sharp range s ≥ 1/4 through the maximal estimate
Kloc(L
1
xL
∞
t ;−1/4). When n = 2, Bourgain [4], Moyua–Vargas–Vega [20], Tao–Vargas [26] and S.
Lee [17] made improvements, and recently Du–Guth–Li [10] have obtained the convergence for
the sharp range s > 1/3 by showing the local maximal Kloc(L
3
xL
∞
t ;α) for α < −1/3. In higher
dimensions, Sjo¨lin [22], Vega [27], Bourgain [3] and Du–Guth–Li–Zhang [11] made progresses,
and recently, Du–Zhang [12] have proven the convergence for the sharp range s > n/2(n+1) by
showing the local maximal Kloc(L
2
xL
∞
t ;α) for α < −n/2(n+1). (For sharpness of the regularity
range s, see [2, 9, 18,19].) (When n = 1 the maximal estimate Kloc(L
2
xL
∞
t ;α) for α ≤ −1/4 was
already obtained by Kenig-Ruiz [16].)
By Kenig–Ponce–Vega [15], when n = 1, the global-in-time maximal estimate Kglb(L
4
xL
∞
t ;α),
α ≤ −1/4 was proved for the Schro¨dinger equation, which also implies Carleson’s convergence
result. As far as we know, the global maximal estimates Kglb(L
q
xL∞t ;α) have not been addressed
in higher dimensions. By Theorem 1.1, from the local maximal estimates Kloc(L
3
xL
∞
t ;−1/3− ǫ)
of Du–Guth–Li [10] and Kloc(L
2
xL
∞
t ;−
n
2(n+1) − ǫ) of Du–Zhang [12] we have the following:
Corollary 1.3. Let u(t, x) be the solution to the free Schro¨dinger equation, i.e., Φ(ξ) = |ξ|2.
Then,
(i) For n = 2, Kglb(L
3
xL
∞
t ;α) holds for all α < −1/3,
(ii) For n ≥ 1, Kglb(L
2
xL
∞
t ;α) holds for all α < −
n
2(n+1) .
Moreover, the ranges of α in the above statements are sharp except the endpoint.
Proof. Consider (i). For any small ǫ > 0 we set r = 1/ǫ and r˜ = 2/ǫ. By the local max-
imal estimate Kloc(L
3
xL
∞
t ;−1/3 − ǫ/2) of Du–Guth–Li [10] and Ho¨ler’s inequality, one has
Kloc(L
3
xL
r
t ;−1/3 − ǫ/2). From this and (i) of Theorem 1.1 we have the global-in-time estimate
Kglb(L
3
xL
r˜
t ;−1/3 − 2ǫ), which is equivalent to
‖〈D〉βu‖L3x(B2;Lr˜t (R)) ≤ Cǫ‖f‖H1/3+2ǫ+β(R2), ∀β ∈ R. (1.3)
By Sobolev embedding W 1/r˜,r˜(R) ⊂ L∞(R),
‖u‖L3x(B2;L∞t (R)) ≤ C‖u‖L3x(B2;W
1/r˜,r˜
t (R))
.
By the property of the Schro¨dinger equation that one time-derivative corresponds to two space-
derivatives, the above equation is
≤ C‖u‖
W
2/r˜,3
x (B2;Lr˜t (R))
.
We combine this with (1.3) with β = 2/r˜ = 2. Then we obtain
‖u‖L3x(B2;L∞t (R)) ≤ Cǫ‖f‖H1/3+3ǫ(R2),
which implies (i). The (ii) can be shown similarly, so we leave it to the reader. 
Very recently, for some class of dispersive equations including our cases (1.1) Cho and Ko
[7] obtained the same local maximal estimates with those of Du–Guth–Li and Du-Zhang. Thus
Corollary 1.3 holds when Φ satisfies (1.1), but in this case we do not know whether the above
range of α is sharp or not except m = 2.
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The paper is organized as follows. In section 2 we first reduce the solution u to a frequency
localized operator U by using a standard Littlewood-Paley argument. Next, we define wave-
packets and derive some properties of the wave-packet decomposition. In section 3 Theorem 1.1
is proven through two propositions. The first proposition is shown by using the wave packets.
The second proposition is just stated. In section 4 we give the proof of the second proposition
in section 3.
Notation. Throughout this paper, let C denote various large constants that vary from line to
line, which possibly depend on q, r, n and m.
2. Preliminaries
2.1. Reduction to frequency localized operators. The solution u has a representation of
the form
u(t, x) = eitΦ(D)f(x) :=
1
(2π)n
∫
Rn
eix·ξeitΦ(ξ)fˆ(ξ)dξ (2.1)
for all Schwartz functions f , where the Fourier transform fˆ is defined as
fˆ(ξ) :=
∫
Rn
e−iy·ξf(y)dy.
We define a frequency localized operator U by
Uf(t, x) :=
∫
ei(x·ξ+tΦ(ξ))fˆ(ξ)ϕ(ξ)dξ, (2.2)
where ϕ ∈ C∞0 is a bump function supported on
Π = {ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2, |ξ/|ξ| − e1| ≤ π/4}, (2.3)
where e1 = (1, 0, 0, · · · , 0) ∈ R
n is a standard unit vector. From a standard Littlewood-Paley
argument we have the following lemma:
Lemma 2.1. Assume the second condition of (1.1). Let IRm := {t ∈ R : R
m/2 ≤ t ≤ 2Rm}.
(i) If Kloc(L
q
xLrt ;α) holds, then for any R ≥ 1 the estimate
‖Uf‖Lqx(BR;Lrt (IRm )) ≤ CαR
−α+n
q
+m
r
−n
2 ‖f‖L2(Rn) (2.4)
holds for all f ∈ L2(Rn). Inversely, if the estimate (2.4) holds for all R ≥ 1 and all
f ∈ L2(Rn), then Kloc(L
q
xLrt ;α− ǫ) holds for all ǫ > 0.
(ii) In the statement (i), Kloc(L
q
xLrt ;α) and the inequality (2.4) can be replaced with Kglb(L
q
xLrt ;α)
and the inequality
‖Uf‖Lqx(BR;Lrt (R)) ≤ CαR
−α+n
q
+m
r
−n
2 ‖f‖L2(Rn),
respectively.
(iii) In the statements (i) and (ii), LqxLrt can be replaced with L
r
tL
q
x.
Proof. The proofs of (i), (ii) and (iii) are almost identical. So, we will give the proof of (i) only.
By commuting 〈D〉αeitΦ(D) = eitΦ(D)〈D〉α, we see that the estimate Kloc(L
q
xLrt ;α) is equivalent
to the estimate
‖u‖Lqx(Bn;Lrt (I)) ≤ Cα‖f‖H−α(Rn). (2.5)
To show (2.4), we take an initial data f(x) = Rn(gˆϕ)∨(Rx) in the above inequality. Then after
rescaling x 7→ R−1x and t 7→ R−mt, we can obtain (2.4).
To show that the inequality (2.4) implies Kloc(L
q
xLrt ;α), let us introduce some necessary
things. Let ψ0 and ψk be smooth functions supported in {ξ ∈ R
n : |ξ| ≤ 2} and {ξ ∈ Rn :
2k−1 ≤ |ξ| ≤ 2k+1} respectively such that 1 = ψ0 +
∑∞
k=1 ψk. We define multipliers Sk by
Ŝkf = ψkfˆ for k = 0, 1, 2, · · · , and let S˜k be multipliers given by a bump function adapted to
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{2k−1 ≤ |ξ| ≤ 2k+1} such that Sk = S˜kSk. If we define Tkf and fk as Tkf(x, t) := e
itΦ(D)S˜kf(x)
and fk := Skf respectively, one has
eitΦ(D)f(x) =
∞∑
k=0
Tkfk.
By the triangle inequality and the Cauchy–Schwarz inequality,∥∥∥ ∞∑
k=0
Tkfk
∥∥∥
Lqx(Bn;Lrt (I))
≤
( ∞∑
k=0
2−2ǫk
)1/2( ∞∑
k=0
22ǫk‖Tkfk‖
2
Lqx(Bn;Lrt (I))
)1/2
≤ Cǫ
( ∞∑
k=0
22ǫk‖Tkfk‖
2
Lqx(Bn;Lrt (I))
)1/2
(2.6)
for all ǫ > 0.
It is easy to show that
‖T0f0‖Lqx(Bn;Lrt (I)) ≤ C‖f0‖L2(Rn).
Indeed, we have ‖T0f0‖Lqx(Bn;Lrt (I)) ≤ ‖T0f0‖L∞(I×Bn) ≤ ‖fˆ0‖L1(Rn). Since fˆ0 is supported in the
ball B(0, 2), by the Cauchy–Schwarz inequality this is bounded by C‖fˆ0‖L2(Rn), which equals
C‖f0‖L2(Rn) by Plancherel’s theorem.
By the second condition (1.1) we have
Uf(t, x) = Tk[(f ∗ ϕ
∨)(2k·)](2−mkt, 2−kx). (2.7)
Thus by using a proper finite partitioning and (2.4),
‖Tkfk‖Lqx(Bn;Lrt (I)) ≤ Cα2
−kα‖fk‖L2(Rn)
for k = 1, 2, 3, · · · . We insert these estimates into (2.6). Then,∥∥∥ ∞∑
k=0
Tkfk
∥∥∥
Lqx(Bn;L
r
t (I))
≤ Cα,ǫ
(∑
k
2−2k(α−ǫ)‖fk‖
2
L2(Rn)
)1/2
= Cα,ǫ‖fk‖H−α+ǫ(Rn).
Therefore, by (2.5) we have Kloc(L
q
xLrt ;α− ǫ) for all ǫ > 0. 
2.2. Wave packet decomposition. Now we introduce a wave packet decomposition. We first
define some functions for partitioning. Let φ be a bump function supported in B(0, 3/2) such
that ∑
j∈Zn
φ2(x− j) = 1. (2.8)
Let ψ be a Schwartz function whose Fourier transform is supported in B(0, 2/3) such that∑
j∈Zn
ψ2(ξ − j) = 1. (2.9)
For R ≥ 1, let PR := RZ
n and VR−1 := R
−1
Z
n be lattice sets. For each (l, v) ∈ PR × VR−1 we
define φl and ψv as φl(x) := φ(
x−l
R ) and ψv(ξ) := ψ(R(ξ − v)) respectively, and using these we
define a function f(l,v) by
f(l,v) := mv(φlf), (2.10)
where mv is a multiplier defined by m̂vf(ξ) = ψv(ξ)fˆ(ξ). We see that f(l,v) is supported in
B(l, CR) and its Fourier transform is essentially supported in B(v, 1CR ). We have the following
decomposition of f as
f =
∑
(l,v)∈PR×VR−1
f(l,v). (2.11)
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The f(l,v) have the following properties:
Lemma 2.2. Let R ≥ 1, and for each (l, v) ∈ PR×VR−1 let f(l,v) be defined as in (2.10). Then,
(i) For (t, x) ∈ IR2 × R
n,
|Uf(l,v)(t, x)| ≤ CMR
−n/2(1 +R−1|(x− l) + t∇Φ(v)|)−M‖f(l,v)‖L2(Rn)
for all M ≥ 1.
(ii) ( ∑
(l,v)∈PR×VR−1
‖f(l,v)‖
2
L2(Rn)
)1/2
= ‖f‖L2(Rn).
(iii) For any sub-collection P˜ ⊂ PR and V˜ ⊂ VR−1 ,∥∥∥ ∑
(l,v)∈P˜×V˜
f(l,v)
∥∥∥
L2(Rn)
≤ C
( ∑
(l,v)∈P˜×V˜
‖f(l,v)‖
2
L2(Rn)
)1/2
.
Remark. For each (l, v) ∈ PR × VR−1 we define a set T(l,v) by
T(l,v) = {(t, x) ∈ R× R
n :
∣∣(x− l) + t∇Φ(v)∣∣ ≤ R},
which is the R-neighborhood of the line that is passing through (0, l) ∈ R × Rn and parallel to
(−1,∇Φ(v)). The property (i) implies that Uf(l,v) is essentially supported in T(l,v) in IRm ×R
n.
Proof. Consider Property (i). We write as
Uf(l,v)(t, x) =
∫
Kv(t, x− y)f(l,v)(y)dy,
where the kernel Kv is defined by
Kv(t, x) =
∫
ei(x·ξ+tΦ(ξ))χ˜vϕ(ξ)dξ (2.12)
where χ˜v is a smooth function supported in a small neighborhood of the ball B(v,
2
3R ) such
that χ˜v = 1 on the ball B(v,
2
3R ). Using a stationary phase method we can obtain that for
(t, x) ∈ IR2 × R
n,
|Kv(t, x)| ≤ CMR
−n(1 +R−1|x+ t∇Φ(v)|)−M , ∀M ≥ 1. (2.13)
Indeed, by change of variables ξ 7→ R−1ξ + v,
Kv(t, x) = R
−n
∫
eiΩ(t,x,ξ)ρ(ξ)dξ,
where ρ is a smooth function whose support is in B(0, 1), and
Ω(t, x, ξ) = x · (R−1ξ + v) + tΦ(R−1ξ + v).
We break Φ(R−1ξ + v) into a Taylor series in ξ. Let us write as
Ω(t, x, ξ) = x · (R−1ξ + v) + tΦ(v) +R−1t∇Φ(v) · ξ +R−2tηR−1,v(ξ)
where
ηR−1,v(ξ) = ξ
THΦ(v)ξ +O(R
−1)
in B(0, 1). We now have
|Kv(t, x)| = R
−n
∣∣∣∣ ∫ eiR−1(x+t∇Φ(v))·ξ ρ˜(ξ)dξ∣∣∣∣ (2.14)
where
ρ˜(ξ) := eiR
−2tηR−1,v(ξ)ρ(ξ).
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Observe that if |t| ≤ CR2 then for nonnegative integers γ1, · · · , γn, the differential function
|∂γ11 · · · ∂
γn
n ρ˜| is bounded by a constant C(γ1, · · · , γn, v) in B(0, 1) which is independent of R
and t. By using integration by parts with this observation (for details, see [23, Proposition 4 in
Chapter VIII]) we can obtain that for (t, x) ∈ IR2 × R
n,∣∣∣∣ ∫ eiR−1(x+t∇Φ(v))·ξ ρ˜(ξ)dξ∣∣∣∣ ≤ CM(1 +R−1|x+ t∇Φ(v)|)−M , ∀M ≥ 1.
Inserting this estimate into (2.14) we thus have (2.13).
From (2.13) it follows that for (t, x) ∈ IR2 × R
n,
|Uf(l,v)(t, x)| ≤ CMR
−n(1 +R−1|x− l + t∇Φ(v)|)−M
∫
|f(l,v)(y)|dy
≤ CMR
−n/2(1 +R−1|x− l + t∇Φ(v)|)−M‖f(l,v)‖L2(Rn) (2.15)
for any M ≥ 1, where the Cauchy-Schwarz inequality is used in the last line. Thus, Property (i)
is obtained.
Consider Property (ii). By Plancherel’s theorem and (2.9),∑
l
∑
v
∫
|f(l,v)|
2 =
∑
l
∑
v
∫
|ψvφ̂lf |
2 =
∑
l
∫
|φ̂lf |
2.
We use Plancherel’s theorem again, and by (2.8) the above equation equals∑
l
∫
|φlf |
2 =
∫
|f |2.
Thus we have Property (ii).
Consider Property (iii). By Plancherel’s theorem and a partition of unity {ψv},∫ ∣∣∣∑
v∈V˜
∑
l∈P˜
f(l,v)
∣∣∣2 ≤ C∑
v∈V˜
∫ ∣∣∣ψv∑
l∈P˜
φ̂lf
∣∣∣2.
By Plancherel’s theorem, the right side of the above equation equals
C
∑
v∈V˜
∫ ∣∣∣∑
l∈P˜
f(l,v)
∣∣∣2.
Since f(l,v) is supported in B(l, CR), the above equation is
≤ C
∑
v∈V˜
∑
l∈P˜
∫
|f(l,v)|
2.
Thus, we have Property (iii). 
3. From local-in-time to global-in-time
In this section we prove Theorem 1.1. From Lemma 2.1 we see that Theorem 1.1 is reduced
to the following:
Theorem 3.1. Let 2 ≤ q, r <∞ and R ≥ 1.
(i) Suppose that the estimate
‖Uf‖Lqx(BR;Lrt (IRm )) ≤ A(R)‖f‖L2(Rn) (3.1)
holds for all f ∈ L2(Rn). Then for any r˜ > r, the estimate
‖Uf‖Lqx(BR;Lr˜t (R)) ≤ Cr˜R
n( 1
r
− 1
r˜
)A(R)‖f‖L2(Rn) (3.2)
holds for all f ∈ L2(Rn), where A(R) := CαR
−α+n
q
+m
r
−n
2 .
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(ii) If the estimate (3.1) with LrtL
q
x replacing L
q
xLrt holds for all f ∈ L
2(Rn), then for any
r˜ > r,
‖Uf‖Lqx(BR;Lr˜t (R)) ≤ Cr˜,ǫR
n( 1
r
− 1
r˜
)+ǫA(R)‖f‖L2(Rn) (3.3)
for all f ∈ L2(Rn) and all ǫ > 0.
Note that the ǫ-loss in (3.3) is absorbed to those in Kglb(L
r
tL
q
x;α − ǫ).
3.1. Extension the time interval IRm to an arbitrary finite interval IH . To prove The-
orem 3.1 we first extend the time interval IRm to an arbitrary finite interval IH := [H/2, 2H].
We will use the geometric observation in [17, Lemma 2.3] as follows. Let Γ := {(Φ(ξ), ξ)} be
a surface in R × Rn, where Φ satisfies the first condition of (1.1). Then, for any ξ ∈ Rn with
1/2 ≤ |ξ| ≤ 2 the angle between the normal vector (−1,∇Φ(ξ)) to Γ and the t-axis is lager than
some positive constant.
Proposition 3.2. Let R ≥ 1.
(i) Let 2 ≤ q, r ≤ ∞. If one has (3.1) for all f ∈ L2(Rn), then for any H ≥ 1,
‖Uf‖Lqx(BR;Lrt (IH )) ≤ CǫH
ǫA(R)‖f‖L2(Rn) (3.4)
for all f ∈ L2(Rn) and all ǫ > 0.
(ii) Let 1 ≤ q ≤ ∞ and 2 ≤ r ≤ ∞. If the estimate (3.1) with LrtL
q
x replacing L
q
xLrt is valid,
then the the estimate (3.4) with LrtL
q
x in replacement of L
q
xLrt holds.
Proof. Consider (i). It suffices to show that for any H ≥ 1,
‖Uf‖Lqx(BR;Lrt (IH )) ≤ CǫH
ǫA(R)‖f‖L2(Rn) + CMH
−M‖f‖L2(Rn) (3.5)
for all f ∈ L2(Rn), ǫ > 0 and M ≥ 1.
We will prove (3.5) by induction. For 1 ≤ H ≤ Rm, one has (3.5) from (3.1). We assume
that for some H ≥ 1 the estimate (3.5) holds for all f ∈ L2(Rn), ǫ > 0 and M ≥ 1. Now, it
is enough to show (3.5) with IH2 replacing IH . Let {tj} be a maximal H-separated subset in
the interval IH2 , and let Ij be the interval of length H with a center at tj. If q ≤ r then by
embedding ℓq ⊂ ℓr,
‖Uf‖Lqx(BR;Lrt (IH2)) ≤
( ∫
BR
(∑
j
‖Uf‖rLrt (Ij)
)q/r
dx
)1/q
≤
( ∫
BR
∑
j
‖Uf‖qLrt (Ij)
dx
)1/q
=
(∑
j
‖Uf‖q
Lqx(BR;L
r
t (Ij))
)1/q
.
If q > r then by Minkowski’s inequality,
‖Uf‖Lqx(BR;Lrt (IH2))
≤
( ∫
BR
(∑
j
‖Uf‖rLrt (Ij)
)q/r
dx
)1/q
≤
(∑
j
‖Uf‖rLqx(BR;Lrt (Ij))
)1/r
.
Thus,
‖Uf‖Lqx(BR;Lrt (IH2)) ≤
(∑
j
‖Uf‖sLqx(BR;Lrt (Ij))
)1/s
, (3.6)
where s = min{q, r}.
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Let ∆j := Ij × BH be an H-cube, and K∆j denote the K-dilation of ∆j with the center of
dilation at its center for K > 0. We decompose f into {f(l,v) : (l, v) ∈ PH ×VH−1}. By using (i)
of Lemma 2.2,
‖Uf‖Lqx(BR;Lrt (IH2)) ≤
(∑
j
∥∥∥ ∑
(l,v)∈Wj(Hǫ)
Uf(l,v)
∥∥∥s
Lqx(BR;Lrt (Ij))
)1/s
+ CMH
−M‖f‖L2(Rn)
for any M ≥ 1, where
Wj(H
ǫ) := {(l, v) ∈ PH × VH−1 : T(l,v) ∩H
ǫ∆j 6= ∅}.
Since (3.5) is translation invariant, by the induction hypothesis and embedding ℓ2 ⊂ ℓs,(∑
j
∥∥∥ ∑
(l,v)∈Wj (Hǫ)
Uf(l,v)
∥∥∥s
Lqx(BR;L
r
t (Ij))
)1/s
≤ CǫH
ǫA(R)
(∑
j
∥∥∥ ∑
(l,v)∈Wj (Hǫ)
f(l,v)
∥∥∥2
L2(Rn)
)1/2
.
By (iii) in Lemma 2.2,∑
j
∥∥∥ ∑
(l,v)∈Wj (Hǫ)
f(l,v)
∥∥∥2
L2(Rn)
≤ C
∑
j
∑
v
∑
l:T(l,v)∩Hǫ∆j 6=∅
‖f(l,v)‖
2
L2(Rn).
By rearranging the summations, the right side of the above inequality equals
C
∑
l
∑
v
∑
j:T(l,v)∩Hǫ∆j 6=∅
‖f(l,v)‖
2
L2(Rn).
IH2 ×BR
∆j
T(l,v)
Figure 1.
From the first condition of (1.1) it follows that the angle formed by the vector (−1,∇Φ(ξ))
and the t-axis is lager than some positive constant. Thus, if l and v are given then the number
of j with T(l,v) ∩∆j 6= ∅ is O(1), see Figure 1. By this observation the above equation is
≤ CHCǫ
∑
l
∑
v
‖f(l,v)‖
2
L2(Rn),
and by (ii) of Lemma 2.2 it equals
CHCǫ‖f‖2L2(Rn).
By combining all the above equations we obtain (3.5) with IH2 replacing IH .
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Consider (ii). The proof is similar to that of (i). Here, the condition q ≥ 2 is not required
because it is used for embedding ℓ2 ⊂ ℓq in the proof of (i). Since we easily have
‖Uf‖Lrt (IH2 ;L
q
x(BR))
≤
(∑
j
‖Uf‖rLrt (Ij ;L
q
x(BR))
)1/r
,
we need only the condition r ≥ 2 for embedding. 
3.2. Extension an arbitrary finite interval IH to R. The H
ǫ-loss in the right side of (3.4)
is obstructing to have the global-in-time estimates. If (3.4) is uniformly bounded for H then one
can have the global-in-time estimates by limiting H → ∞. By virtue of dispersive properties
such as (4.3) below it is possible to eliminate the Hǫ-loss in exchange for some integrability.
Proposition 3.3. Let 2 ≤ q, r <∞ and R ≥ 1.
(i) Suppose that for any H ≥ 1 the estimate (3.4) holds for all f ∈ L2(Rn) and all ǫ > 0.
Then for any r˜ > r, the estimate (3.2) holds for all f ∈ L2(Rn).
(ii) If the estimate (3.4) with LrtL
q
x in replacement of L
q
xLrt is valid for all f ∈ L
2(Rn) and
all ǫ > 0 then for any r˜ > r, the estimate (3.3) holds for all f ∈ L2(Rn) and all ǫ > 0.
The proof of proposition will be given in next section. We can easily see that the combination
of Proposition 3.3 and Proposition 3.2 gives Theorem 3.1.
4. Proof of Proposition 3.3
We adapt Tao’s epsilon removal arguments in [25]. First we rewrite Proposition 3.3 by using
duality. By Plancherel’s theorem, we may replace Uf with Ufˆ in (3.4), which may be viewed
as the adjoint operator of the Fourier restriction operator Rf = fˆ
∣∣
S
for a compact surface
S = {(Φ(ξ), ξ) ∈ R×Rn : ξ ∈ Π} where Π is as in (2.3). By duality, Proposition 3.3 is equivalent
to the following:
Proposition 4.1. Let 1 < q, r ≤ 2 and R ≥ 1. Let dσ be the induced Lebesgue measure of the
compact surface S.
(i) Suppose that for any H ≥ 1,
‖Rf‖L2(dσ) ≤ CǫH
ǫA(R)‖f‖Lqx(BR;Lrt (IH)) (4.1)
for all intervals IH of length H, all f ∈ L
q
x(BR;L
r
t (IH)) and all ǫ > 0. Then for
1 ≤ r˜ < r,
‖Rf‖L2(dσ) ≤ Cr˜R
n( 1
r˜
− 1
r
)A(R)‖f‖Lqx(BR;Lr˜t (R)) (4.2)
for all f ∈ Lqx(BR;L
r˜
t (R)).
(ii) Suppose that the estimate (4.1) with LrtL
q
x in replacement of L
q
xLrt holds for all intervals
IH , all f ∈ L
r
t (IH ;L
q
x(BR)) and all ǫ > 0. Then for 1 ≤ r˜ < r,
‖Rf‖L2(dσ) ≤ Cr˜,δR
n( 1
r˜
− 1
r
)+δA(R)‖f‖Lr˜t (R;L
q
x(BR))
for all f ∈ Lr˜t (R;L
q
x(BR)) and all δ > 0.
The proposition will be shown through two steps.
4.1. Extension to sparse balls. We define a sparse collection of balls. Recall that the Fourier
transform of the surface measure dσ has a decay estimate
|d̂σ(ξ)| ≤ C(1 + |ξ|)−ρ, ξ ∈ Rn+1, (4.3)
where ρ = n/2. We set an exponent
γ := n/ρ = 2. (4.4)
GLOBAL KATO TYPE SMOOTHING ESTIMATES VIA LOCAL ONES 11
Definition 4.2. A collection {B(zi,H)}
N
i=1 of H-balls is called (N,H)-sparse if the centers zi
are (NH)γ separated.
Let φ be a radial Schwartz function that is positive on the ball B(0, 2/3), and whose Fourier
transform is supported on the ball B(0, 3/2). For an (N,H)-sparse collection {B(zi,H)}
N
i=1, we
consider the corresponding collection
{
fi ∗ φˆi
∣∣
S
}N
i=1
of restricted functions to S where φi(z) :=
φ(H−1(z − zi)).
Lemma 4.3 ([25, In the proof of Lemma 3.2]). If 1 ≤ p ≤ 2 then∥∥∥ N∑
i=1
fi ∗ φˆi
∣∣
S
∥∥∥
p
≤ CH1/p
( N∑
i=1
‖fi‖
p
p
)1/p
(4.5)
for all fi ∈ L
p(Rn+1), where the constant C is independent of N .
Proof. By interpolation it suffices to show (4.5) for p = 1 and p = 2. For p = 1, the estimate
is obtained by the triangle inequality and Fubini’s theorem. For p = 2 we write the left side of
(4.5) as ∥∥∥∑
i
fi ∗ φˆi
∣∣
S
∥∥∥2
2
=
∑
i
‖fi ∗ φˆi
∣∣
S
‖22 +
∑
i 6=j
∫
fi ∗ φˆifj ∗ φˆjdσ
=: (I) + (II).
Using Schur’s lemma we can obtain ‖fi ∗ φˆi
∣∣
S
‖2 ≤ CH
1/2‖fi‖2. Thus,
(I) ≤ CH
N∑
i=1
‖fi‖
2
2. (4.6)
Consider (II). By Parseval’s identity,∫
fi ∗ φˆifj ∗ φˆjdσ =
∫
fˆiφifˆjφj ∗ d̂σ.
The right side of the above equation is bounded by∥∥fˆiφ1/2i ∥∥1∥∥fˆjφ1/2j ∥∥1 sup
x,y
∣∣φ1/2i (x)φ1/2j (y)d̂σ(x− y)∣∣.
By the Cauchy-Schwarz inequality and Plancherel’s theorem,
‖fˆiφ
1/2
i ‖1 ≤ CH
n+1
2 ‖fi‖2.
Since the collection of B(zi,H) is (N,H)-sparse, we have |zi − zj | ≥ (NH)
γ for i 6= j. By (4.3)
it implies
sup
x,y
∣∣φ1/2i (x)φ1/2j (y)d̂σ(x− y)∣∣ ≤ C(NH)−γρ = C(NH)−n.
We combine these estimates. Then,
(II) ≤ CHN−n
N∑
i=1
N∑
j=1
‖fi‖2‖fj‖2.
By the Cauchy-Schwarz inequality,
(II) ≤ CHN−n+1
N∑
i=1
‖fi‖
2
2.
Therefore, from this and (4.6) we have (4.5) for p = 2. 
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Using Lemma 4.3 we can obtain the restriction estimates (4.1) for functions f supported in
(N,H)-sparse balls.
Lemma 4.4. Let 1 ≤ q, r ≤ 2, R ≥ 1 and H ≥ 1. Let {Bi}
N
i=1 be an (N,H)-sparse collection
of H-balls.
(i) Suppose that the estimate (4.1) holds for all intervals IH of lengthH, all f ∈ L
q
x(BR;L
r
t (IH))
and all ǫ > 0. Then, the estimate
‖Rf‖L2(dσ) ≤ CǫH
ǫA(R)‖f‖Lqx(BR;Lrt (R))
holds for all f that is supported in ∪Ni=1Bi and all ǫ > 0.
(ii) The statement (i) is still valid even if LrtL
q
x replaces L
q
xLrt .
Proof. The statements (i) and (ii) are proven identically. So, we consider only (i). If fi = χBif
then one has fˆi = fˆi ∗ φˆi where φi is defined as in Lemma 4.3. Using this one has Rfi = fˆi
∣∣
S
=
(fˆi ∗ φˆi)
∣∣
S
. Here, since φˆi is supported on the ball B(0, 1/H), we may restrict the support of fˆi
to a O(1/H) neighborhood of the surface S, thus we may write as
Rfi = (fˆi
∣∣
N1/HS
∗ φˆi)
∣∣
S
where N1/HS is a O(1/H) neighborhood of the surface S. Let R˜ be a restriction operator defined
by R˜f = fˆ
∣∣
N1/HS
. If f is supported in ∪iBi then one has
Rf =
N∑
i=1
R˜fi ∗ φˆi
∣∣
S
.
By Lemma 4.3,
‖Rf‖L2(dσ) ≤ CH
1/2
( N∑
i=1
‖R˜fi‖
2
L2(N1/HS)
)1/2
.
From (4.1) it follows that
‖R˜f‖L2(N1/HS) ≤ CǫH
−1/2+ǫA(R)‖f‖Lqx(BR;Lrt (IH)).
By applying this to the right side of the previous estimate,
‖Rf‖L2(dσ) ≤ CǫH
ǫA(R)
( N∑
i=1
‖fi‖
2
Lqx(BR;L
r
t (R))
)1/2
.
If 1 ≤ r ≤ q ≤ 2 then by embedding ℓr ⊂ ℓq ⊂ ℓ2,( N∑
i=1
‖fi‖
2
Lqx(BR;L
r
t (R))
)1/2
≤
( N∑
i=1
‖fi‖
q
Lqx(BR;L
r
t (R))
)1/q
=
( ∫
BR
N∑
i=1
‖fi‖
q
Lrt (R)
dx
)1/q
≤
( ∫
BR
( N∑
i=1
‖fi‖
r
Lrt (R)
)q/r
dx
)1/q
= ‖f‖Lqx(BR;Lrt (R)).
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If 1 ≤ q ≤ r ≤ 2 then by embedding ℓr ⊂ ℓ2 and Minkowski’s inequality,( N∑
i=1
‖fi‖
2
Lqx(BR;L
r
t (R))
)1/2
≤
( N∑
i=1
‖fi‖
r
Lqx(BR;L
r
t (R))
)1/r
≤
( ∫
BR
( N∑
i=1
‖fi‖
r
Lrt (R)
)q/r
dx
)1/q
= ‖f‖Lqx(BR;Lrt (R)).
Therefore,
‖Rf‖L2(dσ) ≤ CǫH
ǫA(R)‖f‖Lqx(BR;Lrt (R)).

4.2. Extension to R. We now remove the condition that a function f is supported in the union
of (N,H)-sparse balls in Lemma 4.4. We utilize the following decomposition:
Lemma 4.5 ([25, Lemma 3.3]). Suppose that E is a finite union of cubes of sidelength c ∼ 1.
Then for any K ≥ 1 there is a decomposition
E =
K⋃
k=1
Ek
such that each Ek has O(|E|
1/K) number of (O(|E|), O(|E|γ
k−1
))-sparse collections of O(|E|γ
k−1
)-
balls, and is covered by the balls in the union of these collections, where γ defined as in (4.4).
Proof. The sets Ek are constructed as follows. Let E0 = ∅ and H0 = 1. Start with k = 1 and
proceeding recursively. We set
Hk = |E|
γHγk−1,
and Ek to be the set of all x ∈ E \ ∪j=1,2,··· ,k−1Ej such that
|E ∩B(x,Hk)| ≤ |E|
k/K .
Then E =
⋃K
k=1Ek, and each Ek has the property described in the statement. For more details,
see the proof of Lemma 3.3 in [25]. 
Roughly the above lemma says that a set E can be considered as the union of sparse balls.
The constant K will be a constant depending on ǫ and γ, and the number of sparse collections,
O(|E|1/K), causes a loss in integrability.
Now we give the proof of Proposition 4.1.
Proof of Proposition 4.1. Consider (i). By interpolation, it suffices to show that for 1 ≤ r˜ < r,
the restricted type estimate
‖RχE‖L2(dσ) ≤ Cr˜R
n( 1
r˜
− 1
r
)A(R)‖χE‖Lq(BR;Lr˜(R)) (4.7)
for all subset E in R × BR. (For details, see [13, Proposition 9.2]). Since the surface S is
compact, χE can be replaced with χE ∗ ϕ where ϕ is the bump function supported on the cube
of sidelength c ∼ 1 such that ϕˆ is positive on S. Thus we may further assume that E is the
union of c-cubes.
Let projxE be the projection of E onto the x-space. For each x ∈ cZ
n ∩ projxE we define Ex
to be the union of c-cubes in E that intersects R × {x}, and let E(h) be the union of Ex such
that Ex contains O(h) number of c-cubes. Then one has a decomposition
E =
⋃
h
E(h)
where h ≥ 1 are dyadic numbers.
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Using Lemma 4.5 we decompose E(h) into Ek’s, and apply Lemma 4.4 to each χEk . Then,
‖RχEk‖L2(dσ) ≤ Cǫ|E(h)|
1/K (|E(h)|γ
k−1
)ǫA(R)‖χEk‖Lqx(BR;Lrt (R)),
and so
‖RχE(h)‖L2(dσ) ≤ CǫK|E(h)|
1/K (|E(h)|γ
K
)ǫA(R)‖χE(h)‖Lqx(BR;Lrt (R)).
Since |E(h)| ∼ h|projE(h)|, the right side of the above estimate is bounded by
CǫKA(R)h
1
r
+δ|projxE(h)|
1
q
+δ
,
where δ = 1K + ǫγ
K . Note that if we take K = C−1γ log(1/ǫ) for a constant Cγ > log γ, then one
has δ = 1K + ǫγ
K → 0 as ǫ→ 0. By the triangle inequality,
‖RχE‖L2(dσ) ≤ CδA(R)
∑
h
h
1
r
+δ|projxE(h)|
1
q
+δ
= CδA(R)
∑
h
h−δ1h
1
r
+δ+δ1 |projxE(h)|
1
q
+δ
for any δ1 > 0, where the constant K is absorbed to Cδ. Let us set r˜ by
1
r˜ =
1
r + δ + δ1. Since
projxE(h) ⊂ BR, one has
h
1
r
+δ+δ1 |projxE(h)|
1
q
+δ ≤ CRnδ‖χE‖Lqx(BR;Lr˜t (R))
≤ CRn(
1
r˜
− 1
r
)‖χE‖Lqx(BR;Lr˜t (R)).
Thus we have (4.7).
Consider (ii). As in the proof of (i), it is suffices to show that for 1 ≤ r˜ < r,
‖RχE‖L2(dσ) ≤ Cr˜A(R)R
n( 1
r˜
− 1
r
)+δ1‖χE‖Lr˜t (R;L
q
x(BR))
(4.8)
for all δ1 > 0. We define projtE to be the projection of E onto the t-space, and for each
t ∈ cZ ∩ projtE we define Et to be the union of c-cubes in E that intersects {t} × BR. If E(h)
is the union of Et such that Et contains O(h) number of c-cubes. Following the arguments of
(i) we can get
‖RχE(h)‖L2(dσ) ≤ CδA(R)h
1
q
+δ|projtE(h)|
1
r
+δ.
By the triangle inequality,
‖RχE‖L2(dσ) ≤ CδA(R)
∑
h
h
1
q
+δ|projtE(h)|
1
r
+δ.
We set r˜ by 1r˜ =
1
r + δ. By using h ≤ CR
n the above equation is
≤ Cr˜A(R)R
n( 1
r˜
− 1
r
+δ1)
∑
h
h−δ1h
1
q |projtE(h)|
1
r˜
≤ Cr˜,δ1A(R)R
n( 1
r˜
− 1
r
+δ1)‖χE‖Lr˜t (R;L
q
x(BR))
for all δ1 > 0. Thus we have (4.8).

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