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Abstract
In this thesis, we explore the links between the various volatility modelling concepts
of stochastic, implied and local volatility that are found in mathematical finance. We
follow two distinct routes to compute new terms for the representation of stochastic
volatility in terms of an equivalent local volatility. In addition to this, we discuss a
framework for pricing multi-asset options under stochastic volatility models, making
use of the local volatility representations derived earlier in the thesis. Previous ap-
proaches utilised by the quantitative finance community to price multi-asset options
have relied heavily on numerical methods, however we focus on obtaining a semi-
analytical solution by making use of approximation techniques in our calculations,
with the aim of reducing the time taken to price such financial instruments. We
also discuss in some detail the effects that the correlation between assets has when
pricing multi-asset options under stochastic volatility models, and show how affine
methods may be used to simplify calculations in certain cases.
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Chapter 1
Introduction: Volatility Modelling
and Derivative Pricing
The model of Fischer Black and Myron Scholes [6] has become the most widely com-
prehended and implemented model for option pricing. Its analytical tractability and
relative simplicity led to early adoption by practitioners and it has since become the
industry standard framework for the pricing and hedging of financial derivatives. A
key assumption of the model is that stock price volatility, an unobservable parameter,
is taken to be a constant quantity. In the Black-Scholes environment, the underlying
asset’s evolution through time is modelled by the following stochastic differential
equation:
dSt = µStdt+ σStdWt (1.1)
where St denotes the underlying asset level at time t, µ is the drift rate exerting a
constant effect on the asset level and σ is a constant volatility term, governing the
influence of the random perturbations generated by the Brownian motion W on the
asset. This Brownian motion is taken to be under the physical probability measure P.
The widespread use of this model has been driven in part by the existence of a simple
solution for the value of a European option, albeit under numerous assumptions
that may in practice not always hold, such as constant volatility and interest rates,
continuous trading in arbitrary amounts and the absence of transaction costs. When
pricing using the Black-Scholes framework, we perform calculations under the so-
called risk-neutral probability measure, denoted Q ≡ P, under which no arbitrage
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opportunities should be present in the market. For this to happen, we need the drift
of the underlying risky asset to be equal to the prevailing risk-free rate of return r.
We ensure that this is the case by employing Girsanov’s theorem and specifying the
measure change
W¯ = W −
(
r − µ
σ
)
t (1.2)
where W¯ is a Brownian motion under the risk-neutral measure Q. Denoting the
value of the risk-free asset at time t by Bt, we see that its evolution is governed by
the equation
dBt = rBtdt (1.3)
If we apply Ito’s lemma to the discounted asset price, St
Bt
, we can use the no-arbitrage
argument to say that this quantity is a martingale and set the drift component equal
to zero. The result of doing this is the Black-Scholes partial differential equation:
dV
dt
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0 (1.4)
Depending on the payoff function of the derivative we are trying to price, we may
specify various terminal conditions. For example, when pricing a vanilla European
call option, the terminal condition is given by V (T, ST ) = (ST −K)+. From this
point, we may reduce the Black-Scholes equation to the standard heat equation by
employing a number of changes of variables. Solving the equation then gives the
price of the option as:
V (t, St) = StN(d1) +Ke
−r(T−t)N(d2) (1.5)
where
d1 =
log St
K
+
(
r + σ
2
2
(T − t)
)
σ
√
(T − t)
d2 = d1 − σ
√
(T − t)
(1.6)
and N(.) is the standard normal cdf. As an alternative to deriving the option price
formula via the Black-Scholes partial differential equation, it is also possible to de-
rive the same expression by taking expectation of the option price directly and using
change of numeraire techniques, or to directly integrate the option price using the
lognormal density of stock price evolution.
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While the above approach can be instructive when it comes to the pricing and hedg-
ing of a wide range of financial derivatives, it is by no means all-encompassing, and
practitioners as well as academics have been trying to extend the model to enable
it to cope with new scenarios and provide additional features. Two features that
the Black-Scholes model does not naturally handle are non-constant volatility and
options written on multiple underlying assets. In this thesis, we aim to explore the
pricing of multi-asset options under non-constant stochastic volatility. To do this,
we begin by providing an overview of the underlying ideas behind stochastic volatil-
ity and give details on one of the most popular stochastic volatility models. We
then discuss other volatility modelling concepts, namely local volatility and implied
volatility. We use two approaches to derive new terms for the equivalence between
stochastic volatility and local volatility. One approach follows Gatheral’s [25] method
of computing the local variance of the expectation of the variance conditioned on the
asset price level at time t. The other makes use of a Stochastic Volatility Inspired
(SVI) approach to implied volatility modelling suggested by Gatheral and Jacquier
[26]. After we have explored the viability of these modelling approaches in the single
asset case, we proceed to the multi-asset case, this time following a method sug-
gested by Xu and Zheng [52]. Our work leads naturally to a discussion of correlation
between multiple assets, each following a stochastic volatility model, and we show
how the properties of affine models may be used to either compute cross-asset terms
explicitly in simple cases, or to reduce the complexity of computations in less trivial
scenarios. We finish with a discussion providing a summary of our results, as well as
a potential approach for extending and refining the framework in the future.
1.1 Stochastic Volatility
While the Black-Scholes framework serves as a useful guide for the pricing and hedg-
ing of financial derivatives, some of the assumptions made clearly do not reflect the
behaviour of the markets. Paramount among these assumptions is the unlikely postu-
lation that the volatility of the underlying asset is constant through time. In reality,
the volatility of an asset goes through high phases and low phases, and stochas-
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tic volatility models attempt to capture this behaviour and include it when pricing
derivatives. A general stochastic volatility model may be specified mathematically
as
dSt = f(St, vt)dt+ g(St, vt)dWt
dvt = h(vt)dt+ k(vt)dZt
cov(Wt, Zt) = ρdt = d[W,Z]t
(1.7)
where St denotes the price of the underlying asset at time t, vt represents the vari-
ance prevailing at time t and W and Z are two Brownian motions with correlation
ρ. This setup covers most of the commonly encountered stochastic volatility models,
but it should be noted that in theory one can have even more general models, with
the functions h(.) and k(.) being functions of the asset price S or the correlation
rho being defined as some function of S and/or v. In this model, the non-constant
variance feeds into the asset price via its drift and diffusion terms. While this model
specification allows us to move away from the constant volatility of the Black-Scholes
world toward a more elaborate representation of reality, this additional accuracy gen-
erally comes with the associated cost of greater model complexity, and often there are
no closed-form solutions available in stochastic volatility models, even for derivatives
without exotic features. The Heston model, first proposed by Heston [32], has become
one of the most widely used stochastic volatility models in industry. It effectively
captures several realistic traits of stochastic volatility, and has a semi-analytical so-
lution (numerical integration techniques are used to compute integral terms) in the
case of vanilla option prices, which leads to significant benefits in terms of speed
when it comes to model calibration over models which rely on more computationally
heavy techniques for pricing. This enables practitioners to price options with more
exotic features using model parameters calibrated to more simple and more liquidly
traded instruments. In the Heston model, the stock price is governed by two corre-
lated Brownian diffusions, one for the stock price St and one for the stock variance
vt. The diffusion driving the variance of the stock allows the modeller to set a long-
term mean level of variance θ, and a rate of reversion of the variance to this mean θ.
This serves as the drift component, which is then perturbed by Brownian motion Z
whose effect may be amplified by the so-called ’vol-of-vol’ parameter ξ. The variance
10
diffusion then feeds into the stock price diffusion, which has its own drift and its own
driving Brownian motion. Mathematically, the model can be specified as:
dSt = µStdt+
√
vtStdWt
dvt = κ (θ − vt) dt+ ξ√vtdZt
cov(Wt, Zt) = ρdt = d[W,Z]t
(1.8)
Let V (t, vt, St) denote the price at time t of a vanilla call option written on the
underlying S, which has a corresponding volatility v. This price can be calculated
as the expectation of the call option payoff conditioned on the filtration at time t:
V (t, S, v) = E[(ST −K)+|Ft]. (1.9)
In the derivation of the Black-Scholes equation, a portfolio of the call option and the
underlying asset is considered to derive a pricing equation and derivatives on this
asset can be priced by taking expectations under the unique risk neutral measure
that ensures the discounted asset price is a martingale. If we switch to a world with
stochastic volatility and a single asset, we encounter the problem that our market is
now incomplete - i.e. we cannot replicate any derivative written on the underlying
price S through trading in the assets that exist in this market like we could in the
Black-Scholes world. This market incompleteness gives rise to a whole family of
equivalent martingale measures under which we can price contingent claims, so that
the above expectation could be taken under any of a number of different measures.
In the Heston model case, we can say that a measure Q is a martingale measure if
dQ
dP
|FT = MT (1.10)
where
Mt = exp
(∫ t
0
µ√
vt
dWu − 1
2
(
µ√
vt
)2
du−mudZu − 1
2
m2udu
)
. (1.11)
We refer to the progressively measurable and square-integrable process m as the mar-
ket price of volatility risk, which is similar in nature to the market price of risk found
in the Black-Scholes environment. However, in the stochastic volatility environment,
we must make some assumption on what form the market price of volatility risk
takes - this is essentially equivalent to choosing which martingale measure to price
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under. Taking m ≡ 0 corresponds to pricing under the so-called minimal martingale
measure, Qm. In this case we will obtain
Mt = exp
(∫ t
0
µ√
vt
dWu − 1
2
(
µ√
vt
)2
du
)
(1.12)
and the price of the traded asset S is transformed into a Qm-martingale. In his
original derivation, Heston [32] assumes the market price of volatility risk to be
proportional to v. In our work, we follow Gatheral [25] in assuming the market price
of volatility risk is zero - we price under the minimal martingale measure so that the
option price is calculated as:
V (t, S, v) = EQm [(ST −K)+|Ft]. (1.13)
Further discussion on the choice of martingale measure for pricing under stochastic
volatility models can be found in [30]. In the stochastic volatility case, the hedged
portfolio that we must consider to derive our pricing equation requires not one but
two assets in addition to the option - one of which is dependent on the underlying
asset and the other of which is dependent on the volatility. Then, through the appli-
cation of Ito’s Lemma and no-arbitrage arguments, we can find a partial differential
equation that must be satisfied by the option price:
∂V
∂t
+
1
2
vS2
∂2V
∂S2
+ ρξvS
∂2V
∂v∂S
+
1
2
ξ2v
∂2V
∂v2
+ rS
∂V
∂S
− rV = κ(v − θ)∂V
∂v
(1.14)
In the above, we have set the market price of volatility risk term appearing in Heston’s
original derivation is equal to zero, thereby pricing under the minimal martingale
measure. If we had not done this, and had instead assumed we were pricing under
some other measure, the market price of volatility risk would appear as an additional
term multiplying ∂V
∂v
. Using the affine properties of the Heston model and Fourier
transform methods, we can obtain a solution to the Heston Vanilla put option price
as
C(x, v, τ) = K (exP1 (x, v, τ)− P0 (x, v, τ)) (1.15)
where
Pj(x, v, τ) =
1
2
+
1
pi
∫ ∞
0
Re
(
exp (Cj (u, τ) θ +Dj (u, τ) v + iux)
iu
)
du (1.16)
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with
C(u, τ) = κ
(
r−τ − 2
ξ2
log
1− ge−dτ
1− g
)
D(u, τ) = r−
1− e−dτ
1− ge−dτ
g :=
r−
r+
r± =
β ±√β2 − 4αγ
2γ
α = −u
2
2
− iu
2
+ iju
β = κ− ρξj − ρξiu
γ =
ξ2
2
(1.17)
In the above, we have used the log-forward price, x = log
Ft,T
K
in which the forward
is defined through Ft,T = S0e
r(T−t) and have worked with the time to expiration
τ = T − t rather than with t. The final representation of the option price C(x, v, τ)
is somewhat similar to the standard representation of the Black-Scholes formula.
One must use numerical methods to calculate the integral, although these are not
normally a large computational burden. From the put price, the call price may be
easily obtained using standard put-call parity arguments. In the remainder of this
thesis, we will use the Heston model as our prime example of a stochastic volatility
model, although we note that the literature on stochastic volatility models is vast,
with the Bates [4], Barndorff-Nielsen-Shephard [3] and SABR [29] models being some
of the more commonly encountered examples. The Heston model is said to possess
an affine structure, a property which we will make use of later in this thesis. For
now, we provide a definition of an affine process.
Definition We say that the process
dXt = µ(Xt)dt+ σ(Xt)dWt (1.18)
is affine if the coefficients exhibit the following dependence on Xt:
µ(x) = K0 +K1x
σ(x)σ(x)Tij = (H0)ij + (H1)ijx, forH = (H0, H1) ∈ Rn×n × Rn×n×n
(1.19)
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If we also have a discounting function that is affine,
R(x) = ρ0 + ρ1x, forρ = (ρ0, ρ1) ∈ R× Rn, (1.20)
then Appendix A.4. of Duffie et al. [20] tells us that the following equality holds for
some functions α(.) and β(.):
E[exp(−
∫ T
0
R(Xs)ds) exp(uXT )|Ft] = eα(t)+β(t)XT (1.21)
The functions α(.) and β(.) are given as the solutions to ODEs, which in the cases
we will consider are of Riccati type. Here we have given the result without assuming
a jump-diffusion driving the underlying, as assumed in [20].
The variance diffusion present in the Heston model is an affine process in its own
right, and the pair X = (Y, V )′ is an example of a two-dimensional affine process.
While the Heston model can give semi-analytical solutions which are quickly com-
puted for vanilla options, Monte Carlo and finite difference methods may also be
used for the pricing of more complex derivatives. Monte Carlo simulation of the
Heston model has many subtleties, and is itself an area of active research. While a
simple Euler discretisation may be used, this will allow for the variance process to
become negative, which is both unrealistic financially and mathematically undesir-
able, as once the process goes negative, the quantity
√
vt which we need to compute
at the next step will become complex. Of course, we can simply modify this term
to be
√
v+t to provide a practical solution during our simulations. Alternatively, we
can use
√|vt|. Whatever we do, we should be mindful of any biases that are being
introduced through our simulation scheme. Gatheral [25] notes that the Milstein
simulation scheme is always to be preferred to the Euler discretisation of the Hes-
ton model, as it offers additional accuracy with a minimum of extra implementation
effort. Other methods of Heston Monte Carlo simulation include Andersen’s Trun-
cated Gaussian and Quadratic Exponential approaches [1] and Broadie & Kaya’s
exact simulation approach [8], which provides a high level of accuracy but whose
complex implementation has acted as a barrier to its more widespread uptake.
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1.2 Implied Volatility
To price an option under the Black-Scholes model, we provide a number of inputs
to the model and get the option price as output. These inputs include the prevail-
ing risk-free interest rate, the strike price of the option, the time to maturity and
any dividend yield that is expected to be received for holding the underlying asset.
While all of the preceding quantities are observable in the market, an additional
input parameter, the volatility of the underlying asset, is not directly observable. To
remedy this situation, given an option price that trades in the market, we can numer-
ically invert the Black-Scholes formula to determine what input volatility is needed
to reproduce option prices in the market. This quantity is known as the implied
volatility. By applying this process across options of differing strike prices, we are
able to produce the volatility smile. Extending to differing times to maturity allows
us to produce the implied volatility surface. This term describes the phenomenon
that, despite Black-Scholes theory saying that volatility is a constant quantity which
should be independent of strike level and time to maturity, option prices observed in
the markets imply that volatility is not constant in these dimensions.
In [24], Gatheral introduces a ’Stochastic Volatility Inspired’ parameterisation of
this implied volatility smile. For each time, this SVI variance is given by:
σ2SV I(k) = a+ b
(
ρ (k −m) +
√
(k −m)2 + φ2
)
(1.22)
where k denotes the time-scaled log-moneyness of the option, specifically:
k =
1
T
log
K
S0
(1.23)
where K is the strike price of the option and S0 denotes the price of the underlying
asset at time zero (we assume zero-interest rates for simplicity of presentation). The
rationale behind this formula lies in the observations that the implied variance should
be linear as |k| → ∞ and should be curved in between. This particular parameteri-
sation is known as the ’raw’ SVI parameterisation, although an alternative ’natural’
parameterisation has also been proposed in [27]. Each parameter governs a specific
feature of the implied variance that the market can exhibit. To demonstrate their ef-
fect, we conduct a few experiments to illustrate how varying each parameter impacts
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the overall shape of the implied variance curve, starting with a base parameter set
of (a, b,m, φ, ρ) = (0.04, 0.4, 0, 0.1,−.1) and considering strikes ranging from 50% of
the at-the-money level to 150% of the at-the-money level. A similar study may be
found in [24]. a determines the overall level of variance and increasing this parameter
leads to an overall increase in the level of the smile produced, as illustrated in Figure
1.1, where we observe the overall level of volatility rising when a is increased. Figure
1.2 shows that b determines the angle between the left and right asymptotic wings.
In Figure 1.3, we see that φ determines the smoothness of the vertex, with increased
smoothness caused by increasing φ. and in Figure 1.4 we see that the smile may
be rotated by adjusting ρ. Finally, in Figure 1.5, we show that the parameter m
controls the location of the smile along the x-axis.
Figure 1.1: Impact of changing a
It has been shown by Gatheral and Jacquier [26] that as T → ∞, one can obtain
an equivalence between the Heston parameters and the raw SVI parameters. This
equivalence is derived through the examination of the level, slope and curvature of
the at-the-money forward implied volatility and the slope of the implied variance
at the asymptotes |k| → ∞ (see [38]) and noting that these terms are consistent
with the SVI parameterisation as T →∞ for a certain set of parameter definitions.
Specifically, given a parameter set χ = (κ, θ, ρ, ξ), the raw SVI parameters defined
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Figure 1.2: Impact of changing b
Figure 1.3: Impact of changing φ
as
a =
λ1
2
b =
λ1λ2
2T
m = −ρT
λ2
φ =
√
1− ρ2T
λ2
(1.24)
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Figure 1.4: Impact of changing ρ
Figure 1.5: Impact of changing m
where
λ1 =
κθ
ξ2 (1− ρ2)
(√
(2κ− ρξ)2 + ξ2 (1− ρ2)− (2κ− ρξ)
)
λ2 =
ξ
κθ
(1.25)
create the implied volatility smile for the Heston model in the large time scenario.
For a typical parameterisation of the Heston model, we may have χ = (2, .04,−.8, .1),
in which case we obtain the smile illustrated in Figure 1.6.
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Figure 1.6: Sample Heston SVI Smile
Of course, once we have this SVI parameterisation for the smile, we can simply
repeat the calculation across different times to maturity to create a SVI implied
variance surface. Using this approach, we can compare the implied volatility gen-
erated by prices obtained from the direct Fourier transform solution of the Heston
model with the implied volatility given by the SVI parameterisation. Taking an ini-
tial variance level of v0 = 0.04, we consider several different parameter sets. All cases
generate slightly different realisations of the variance surface, however they all ex-
hibit an expected behaviour - as time T becomes large, the Heston implied variance
and the SVI implied variance grow closer, as predicted by the formula expressing the
equivalence of the SVI and Heston parameters as T →∞.
Case 1 - χ = (2, .04,−.7, .1) - Figure 1.7
In this instance, we have plotted two separate implied volatility surfaces. One is
derived by using a Heston model to generate ’market prices’ and then using a nu-
merical routine to derive the Black-Scholes implied volatility based on these option
prices. This serves as a benchmark to compare other results to. The second surface
is the SVI implied volatility surface generated by the Heston parameter set specified
above. The behaviour we observe is that, for small times, there is a more noticeable
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Figure 1.7: SVI Surface: Negative Correlation
level of divergence between the two surfaces, and that this divergence is more pro-
nounced away from the at-the-money level. However, for larger times, the difference
between the two surfaces diminishes significantly, as does the variation between the
out-of-the-money and at-the-money options.
Case 2 - χ = (2, .04, 0, .1) - Figure 1.8
As correlation is a quantity of particular interest to us, we vary it so that the asset
price diffusion and the variance price diffusion in the Heston model are uncorrelated.
Again, we see increasing convergence of the two surfaces as T →∞.
Case 3 - χ = (2, .04, .7, .1) - Figure 1.9
Our final adjustment of correlation looks at the case of positive correlation between
the two Heston processes. As may be expected, this generates something of a mirror-
image of our first example as we have only changed the sign of the correlation and
not the overall level.
Alternatively, Gatheral and Jacquier [26] have also proposed a ’surface SVI’ formu-
20
Figure 1.8: SVI Surface: Zero Correlation
Figure 1.9: SVI Surface: Positive Correlation
lation. In the tests above, we saw that, while the SVI parameterisation can provide
good approximations to the Heston implied volatility surface as T →∞, the short-
time behaviour of the SVI surface will not be accurate enough to use for pricing pur-
poses, with the performance deteriorating as we move away from the at-the-money
level. In [27], the authors show that under certain conditions this function can gen-
erate a volatility surface that is free of calendar spread and butterfly arbitrage, and
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is well behaved. This ’surface SVI’ is given by the following parameterisation:
SSV I(Φ, θt) =
θt
2
(
1 + ρψ (θt) k +
√
(ψ (θt) k + ρ)
2 + (1− ρ2)
)
(1.26)
where we choose the function ψ(x) to be given by
ψ(x) =
1
ηx
(
1− 1− e
−ηx
ηx
)
. (1.27)
The parameter η is chosen such that η ≥ (1 + |ρ|)/4 - this comes from conditions
derived in [26] which are formulated so that the volatility surface obtained satisfies
a number of no-arbitrage constraints. The function θt is chosen so that it is capable
of being calibrated to the term structure of the at-the-money implied variance, with
the required conditions that it is an increasing function of time. In light of this, we
consider the function:
θt := α + β arctan (γt) (1.28)
where α, β and γ are parameters that will be determined by calibration to the
at-the-money implied variance term structure. As an illustration, we use the ana-
lytical Heston pricing formula to create at-the-money option prices across different
times to maturity with typical Heston parameters (κ = 2, ξ = .01, θ = v0 = .04,
S0 = K = 100), and then calculate values for the parameters α, β and γ. Figure 1.10
shows the results of this calibration (for which Matlab’s optimisation toolbox was
used), with the calibrated parameters given as α = .0017, β = 4.9899 and γ = .1944.
Using these definitions once more enables us to have a representation of implied
variance that we may differentiate with respect to time and strike price to obtain
an explicit, though complex, formula for local volatility through the use of Dupire’s
formula, as discussed below.
As an alternative to using the arctan function in the calculation above, it is also
possible to consider using a cubic spline function to fit the implied variance, or in-
deed to use some other curve-fitting functions, such as the Nelson-Siegel function
[44].
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Figure 1.10: Arctan Fitting Function
1.3 Local Volatility
As an initial step to help overcome the constraint of constant volatility in the Black-
Scholes model, Dupire [21] and Derman & Kani [18] proposed a modelling approach
that allowed the volatility of the stock price to be some function of both the time, t
and the asset price level St, so that, in the risk-neutral case, the asset price dynamics
is specified as
dSt = rStdt+ σ(t, St)dWt. (1.29)
The function σ(t, St) that is consistent with the current price of European options
is known as the local volatility. Given the price of an option trading in the market,
C(t,K), Dupire demonstrated how one can derive the local volatility from the stock
price. To do this, they calculate the risk-neutral call option price as the expectation
over all future values of the underlying of the payoff times the pseudo probability den-
sity of the underlying, Π(St, t;S0), which is governed by the Fokker-Planck equation.
Specifically, we have the expectation for the call price C(ST , K):
C(ST , K) =
∫ ∞
K
(ST −K)Π(ST , T ;S0)dST (1.30)
with the probability density Π(St, t;S0) following:
1
2
∂2
∂S2T
(
σ2S2TΠ
)− ∂
∂ST
(rSTΠ) =
∂Π
∂T
(1.31)
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If we differentiate equation (1.30) twice with respect to K and once with respect
to T , make a substitution using the Fokker-Planck equation above and solve the
remaining integration, we can rearrange the resulting equation to obtain Dupire’s
formula for local volatility:
σ(t, St) =
√
∂C
∂T
+ rK ∂C
∂K
1
2
K2 ∂
2C
∂K2
(1.32)
where we have omitted the call option parameters for notational convenience. Note
that, to derive a realistic volatility, we need the market option prices to satisfy the
requirements that ∂
2C
∂K2
> 0 and ∂C
∂T
+ rK ∂C
∂K
> 0, which would relate to arbitrage
opportunities not being present in the market.
1.3.1 SVI Local Volatility
In this section, we derive terms for the Heston local volatility, using the raw SVI
parameterisation and the equivalence between SVI and Heston parameters outlined
above. From [25], we know that the relationship between implied volatility and local
volatility may be expressed as:
Vloc =
dw
dT
1− k
w
dw
dk
+ 1
4
(−1
4
− 1
w
+ k
2
w2
) (
dw
dk
)2
+ 1
2
d2w
dk2
(1.33)
In the above, k is the log-strike (k = log K
S0
, assuming zero interest rates) and w
is the total Black-Scholes implied variance, i.e. the Black-Scholes implied variance
multiplied by T . Vloc denotes the local variance. Note that the term
dw
dk
is the term
representing the skew of the volatility smile, and that if this term is equal to zero,
we recover the original Black-Scholes implied volatility. The above formula may be
derived from (1.32) through some simple substitutions. In this particular case, we
are able to compute these derivative terms explicitly using our SVI parameterisation
of implied volatility:
dw
dT
=
1
2
2a+
(
ρ
(
ρ
√
k2λ22 + 2kρTλ2 + T
2 + kλ2
)
+ T
)
√
k2λ22 + 2kρTλ2 + T
2
 (1.34)
dw
dk
=
1
2
λ1λ2
(
kλ2 + ρT√
k2λ22 + 2kρTλ2 + T
2
+ ρ
)
(1.35)
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d2w
dk2
=
(1− ρ2) (T 2λ1λ2)
2 (k2λ22 + 2kρTλ2 + T
2)
3/2
(1.36)
This gives us an explicit representation for local volatility in the Heston model, which
we will refer to as SVI Local Volatility. Using these terms, we compare the SVI local
volatility surface with the Heston local volatility surface (obtained through the ap-
plication of Dupire’s formula to prices obtained from the semi-analytical solution of
the Heston model). The behaviour is observed to be in line with the results obtained
from the implied volatility experiments above:
Case 1 - χ = (2, .04,−.7, .1) - Figure 1.11
Figure 1.11: SVI Local Vol vs. Heston Local Vol: Negative Correlation
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Case 2 - χ = (2, .04, 0, .1) - Figure 1.12
Figure 1.12: SVI Local Vol vs. Heston Local Vol: Zero Correlation
Case 3 - χ = (2, .04, .7, .1) - Figure 1.13
Figure 1.13: SVI Local Vol vs. Heston Local Vol: Positive Correlation
If we set the parameter ξ = .0001 and let v0 = θ, so that we effectively remove
the random component of the volatility, we see that both the SVI and Heston local
volatility surfaces reflect this change, and sit almost exactly on top of one another:
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Figure 1.14: SVI Local Vol vs. Heston Local Vol: Small vol-of-vol
The above results exhibit some small spikes in the volatility surfaces. It was noticed
that changing the size of the grid used in the numerical calculations altered the po-
sition and appearance of these spikes, and as a result we can say that these spikes
are almost certainly the result of numerical overflow, rather than some other more
fundamental property of the volatility surface. Clearly, a smooth volatility surface
is desirable to prevent arbitrage opportunities arising when pricing derivatives. We
also note that the ’wings’ that appeared at small times in the previous experiments
no longer appear to be present when we take the parameter ξ to be close to zero,
eliminating the random component of volatility.
1.3.2 Heston Local Volatility - Approximation 1
Rather than use the Heston stochastic volatility model directly, we now aim to ap-
proximate the dynamics and reproduce option prices with an equivalent local volatil-
ity model:
dSt = rStdt+ σloc(t, St)StdZt (1.37)
Here σloc(t, St) is the local volatility term, i.e. the instantaneous volatility prevailing
at time t and a given asset level St, which we have assumed to be Lipshitz continuous.
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This method of modelling the underlying price was originally proposed by Dupire
[21], with Derman et al. [18] also providing some early analysis and intuition behind
the concept of local volatility. Local volatility models have been successful in aid-
ing practitioners by allowing them to move away from the constant volatility of the
Black-Scholes model and price options using a volatility based on both the level of
the underlying and the time to maturity. This has also proven to be especially useful
for model calibration. We use the Heston model as our sample stochastic volatility
model throughout this exposition, but note that, in theory, the methodology pre-
sented here may be used for other stochastic volatility models. However, as a caveat
we also note that while we are able to obtain explicit approximations in the Heston
case, this is unlikely to be the case in general. To represent the Heston model in terms
of its equivalent local volatility, we can consider two approaches. The first involves
using the equivalence of the SVI parameterisation and the Heston model parameters
as T → ∞. This gives us implied volatility in the Heston model. We can then
use the version of Dupire’s formula expressed in terms of implied volatility to trans-
late our implied volatility into local volatility. An alternative approach to represent
Heston’s stochastic volatility model in terms of an equivalent local volatility model
can be found in Gatheral [25]. This is the approach that we will presently follow.
A further approach to this local volatility approximation based on Malliavin calcu-
lus has been proposed by Ewald [23], but we do not follow this avenue of inquiry here.
The basic idea behind the approach that we follow here is that we can express
the quantity of interest, the local variance ut,λ, as the expectation of the Heston
variance process conditioned on the prevailing asset price level being equal to some
K. Mathematically, we have:
ut,λ = E[vT |ST = K] (1.38)
The validity of this representation can be seen as follows. First, we take the payoff
of expiry of the call option price and apply Ito’s Lemma directly, giving us:
d(ST −K)+ = θ¯(ST −K)dST + 1
2
vTS
2
T δ(ST −K)dT (1.39)
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where here θ¯(.) denotes the Heaviside function (first derivative of the payoff with
respect to K), δ denotes the Dirac delta function (second derivative of the payoff
with respect to K) and vT is the instantaneous variance of the stock price prevailing
at time T . Taking expectations of each side, conditional on the stock price at time
T being equal to some level K, we obtain:
∂C
∂K
= E[vT |ST = K]1
2
K2
∂2C
∂K2
(1.40)
Comparing this equation with Dupire’s formula, it is immediately clear that fol-
lowing equality must hold - this shows that the local variance can be expressed as
an expectation of the instantaneous variance conditional on an option on S ending
at-the-money at maturity:
σ(T, ST )
2 = E[vT |ST = K] (1.41)
Starting from the asset price diffusion of the Heston model, we first define the new
variable Xt = log(St), enabling us to rewrite the Heston model a more convenient
form. We will work in terms of this log-asset price for the following derivation. We
also make use of the correlation ρ between the asset price process and the variance
process to rewrite the variance process in terms of two independent Brownian motions
Z and W .
dXt = −vt
2
dt+
√
vtdZt
dvt = κ(θ − vt)dt+ ρξ√vtdZt +
√
1− ρ2ξ√vtdWt.
(1.42)
Using our knowledge of the Xt process, the second diffusion can be rewritten by
substituting for the dZt term:
dvt = κ(θ − vt)dt+ ρξ(dXt + vt
2
dt) +
√
1− ρ2ξ√vtdWt. (1.43)
We wish to solve the above equation to get the unconditional expected variance at
some time t, which we label vˆt. Taking expectations, we arrive at the following simple
ordinary differential equation:
dvˆt = κ(θ − vˆt)dt, (1.44)
and solving gives our expression for the expected variance at time t
vˆt = e
−κt(v0 − θ) + θ. (1.45)
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This enables us to define the expected total variance from time 0 to time t as
wˆt :=
∫ t
0
vˆsds =
∫ t
0
(v0 − θ)eκs + θds = 1− e
−κt
κ
(v0 − θ) + θt. (1.46)
The quantity of interest is the local variance - this is equivalent to the expectation
of the instantaneous variance conditional on the asset price at the final time T being
equal to some fixed value λ:
ut,λ = E[vt|XT = λ]. (1.47)
Here, we are conditioning on a future asset value at time T . We know from (1.42)
that
E[Xt] = X0 − wˆt
2
. (1.48)
Gatheral [25], suggests that the expectation of Xt conditional on XT may be approx-
imated by
E[Xt|XT = λ] = λ wˆt
wˆT
= λ
E[Xt]
E[XT ]
. (1.49)
We drop the X0 = 0 assumption and claim that the following representation holds:
E[Xt|XT = λ] = λ
(X0 − wˆt2 )
(X0 − wˆT2 )
. (1.50)
Putting this together, we can form the following equation for ut,λ
dut,λ =
(
κ(θ − ut,λ) + ρξu
2
)
dt+ ρξd
(
λ
(X0 − wˆt2 )
(X0 − wˆT2 )
)
+
√
1− ρ2ξE[√vtdWt|XT = λ]
=
(
κ(θ − ut,λ) + ρξut,λ
2
)
dt− ρξλ
X0 − wˆT2
(
dwˆt
2
)
+
√
1− ρ2ξE[√vtdWt|XT = λ].
(1.51)
Here, we dropped the X0 term on the top line after differentiation since it is a
constant. Following [25], we assume that the
√
1− ρ2ξE[√vtdWt|XT = λ] term is
small, enabling us to drop the final term, leaving us with an ordinary differential
equation to solve to obtain an expression for ut,λ:
dut,λ =
(
κ(θ − ut,λ) + ρξut
2
)
dt− ρξλ
X0 − wˆT2
(
vˆt
2
)
dt. (1.52)
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We simplify by introducing the variables
κˆ = κ− ρξ
2
, (1.53)
θˆ =
θκ
κˆ
, (1.54)
and with this we arrive at
dut,λ = κˆ(θˆ − ut,λ)dt− ρξλ
2X0 − wˆT vˆtdt. (1.55)
This equation can be solved to give
uT,λ = e
−κˆT (u0,λ − θˆ) + θˆ − ( ρξλ
2X0 − wˆT )
∫ T
0
vˆse
−κˆ(T−t)dt. (1.56)
This is our local variance function written in terms of Xt. Taking the square root
on both sides of equation (1.41) and replacing the log-asset price XT with the asset
price ST , we can therefore write the local volatility function, σloc(T, ST ), which we
will use as one of our approximations throughout the rest of the paper (we shall refer
to it as Approximation 1), as
σloc(T, ST ) =
√
e−κˆT (u0,λ − θˆ) + θˆ − ( ρξ logST
2 logS0 − wˆT )
∫ T
0
vˆse−κˆ(T−t)dt. (1.57)
We set u0,λ = v0 for all λ. We can of course compute the final integral explicitly, which
will speed up computation times by avoiding the need for numerical integration:∫ T
0
vˆte
−κˆ(T−t)dt =
θ(κˆ− κ)(1− e−κˆT ) + κˆ(v0 − θ)(e−κT − e−κˆT )
κˆ(κˆ− κ) . (1.58)
Moving on, we introduce the following variables:
c1,t =e
−κˆt(v0 − θˆ) + θˆ,
c2,t =ρξ
∫ t
0
vˆse
−κˆ(t−s)ds = ρξ
θ(κˆ− κ)(1− e−κˆt) + κˆ(v0 − θ)(e−κt − e−κˆt)
κˆ(κˆ− κ) ,
c3,t =wˆt =
1− e−κt
κ
(v0 − θ) + θt.
(1.59)
and with this notation in place we introduce the function p(t, x) which we will use
to denote the equivalent local volatility function in the next section of our report:
p(t, x) := x
√
c1,t − c2,t log x
2 logS0 − c3,t (1.60)
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The derivatives of this function will also find use in the future. The first-order
derivative is
q(t, x) :=
∂
∂x
p(t, x) =
2c1,t(c3,t − 2 logS0) + 2c2,t log x+ c2.t
2(c3,t − 2 logS0)
√
c1,t +
c2,t log x
c3,t−2 logS0
. (1.61)
and the second-order derivative is
r(t, x) :=
∂2
∂x2
p(t, x) =
c2,t(2c1,t(c3,t − 2 logS0) + c2,t(2 log x− 1))
4x(c3,t − 2 logS0)2
(
c1,t(c3,t−2 logS0)+c2,t log x
c3,t−2 logS0
) (1.62)
1.3.3 Heston Local Volatility - Approximation 2
In the above, we assumed that the conditional expectation of the asset price at some
instance t given the asset price at time T > t was given by:
E[Xt|XT ] = XT E[Xt]E[XT ] = XT
(X0 − wˆt2 )
(X0 − wˆT2 )
(1.63)
Here we consider an alternative formulation. Taking Gatheral’s term
E[Xt|XT ] = XT wˆt
wˆT
(1.64)
we see that
E[XT ]
wˆt
wˆT
= (X0 − wˆT
2
)
wˆt
wˆT
6= E[Xt] (1.65)
To remedy this inconsistency, we propose an an adjustment to recover the equality
in the above statement and define
E[Xt|XT ] = XT wˆt
wˆT
−X0 wˆt
wˆT
+X0 (1.66)
This will give make the equality E[XT ] wˆtwˆT = E[Xt] hold. We now follow the same
steps as above, substituting the new expression for E[Xt|XT ] into our diffusion equa-
tion to get an alternate expression for the equivalent local volatility function in the
Heston model. Our function becomes:
σloc(T, ST ) =
√
e−κˆT (u0 − θˆ) + θˆ + (ρξ(logST − logS0)
wˆT
)
∫ T
0
vˆte−κˆ(T−t)dt (1.67)
We use this function to generate some volatility surfaces, so that we may test it
against both the local volatility obtained directly from Heston prices via Dupire’s
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formula and the local volatility derived from the SVI parameterisation. We begin
with the comparison with direct Heston local volatility:
Case 1 - vs. Heston χ = (2, .04,−.7, .1) - Figure 1.15
Figure 1.15: Approx. Local Vol. vs. Heston Local Vol.: Negative Correlation
Case 2 - vs. Heston χ = (2, .04, 0, .1) - Figure 1.16
Figure 1.16: Approx. Local Vol. vs. Heston Local Vol.: Zero Correlation
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Case 3 - vs. Heston χ = (2, .04, .7, .1) - Figure 1.17
Figure 1.17: Approx. Local Vol vs. Heston Local Vol.: Positive Correlation
It is interesting to note that the local volatility surface coming from the SVI represen-
tation and the local volatility surface coming from our approximated local volatility
function both exhibit the same behaviour at large times, with the SVI formulation
leading to more pronounced ’wings’ at small times. This effect is clearly visible in a
plot of the approximated local volatility surface together with the SVI local volatility
surface, where we see the SVI local volatility taking a broader range of values than
the approximated function for small T . We use the parameter set of Case 3 as an
illustrative example in Figure 1.18.
In general, we see a closer match between the local volatility obtained via the
Gatheral-style approximation and the local volatility derived from option prices,
than between the SVI local volatility approximation and the local volatility derived
from option prices. As a result, we will place a greater emphasis on the conditional
expectation approximation for local volatility in subsequent sections.
In the subsequent sections, we will encounter derivatives based upon the above local
volatility function. For convenience, we list all derivatives up to and including order
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Figure 1.18: Approx. Local Vol vs. SVI Local Vol.: Positive Correlation
two here. Defining
p(t, x) := σˆ(t, x) = x
(
c4,t +
c2,t log x
c3,t
) 1
2
, (1.68)
where we have used the variable
c4,t :=
c1,tc3,t − c2,t logS0
c3,t
, (1.69)
the first-order derivative is given by
q(t, x) :=
∂σˆ(t, x)
∂x
=
(
2c1,tc3,t + 2c2,t log
x
S0
+ c2,t
)
×
(
(2c3,t)
2
(
c4,t +
c2,t log x
c3,t
))− 1
2
(1.70)
The second-order derivative is given by:
r(t, x) :=
∂2σˆ(t, x)
∂x2
=− 1
x
c2,t
(
6c1,tc3,t + 2c2,t log
x
S0
+ c2,t
)
×
(
(2c3,t)
4
3
(
c4,t +
c2,t log x
c3,t
))− 3
2
(1.71)
We will refer to the above as Approximation 2. We performed some numerical tests
on both of the possible equivalent local volatility functions (Approximation 1 and
Approximation 2). We used a standard Euler discretisation of the Heston model to
produce benchmark results and then discretised the diffusion equation (1.37), taking
r = 0, using each of the local volatility functions to produce single-asset Vanilla call
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option prices. In our test cases, the second approximation of the volatility function
proved to be more robust and accurate. The results are summarised in Table 1.1 in
the single asset case below along with standard errors of the estimates and relative
differences between the approximations and the Monte Carlo results. Plots of the
approximated volatility function are available in Appendix A. The values of the pa-
rameters corresponding to each case may also be found in Appendix B.
We note however, that when using Approximation 2, we would expect problems
to occur if the term under the square root in the volatility approximation and its
derivatives were to become negative at some point during our Monte Carlo simula-
tion, namely when
c1,t +
c2,t(logSt − logS0)
c3,t
< 0. (1.72)
Of course, working with variance rather than volatility would mean that we no longer
need to take the square root of this term, but it is a consideration worth being mindful
of, as negative variances or complex volatilities have little practical application in
finance. Our initial testing suggested that for realistic parameter values this will
only happen when the asset price is deep in the money for the single-stock case.
This prompted us to consider more formally the cases under which this occurrence is
less likely to happen. Letting ξi = 0 for each i means that we have a deterministic,
rather than a stochastic, volatility. However, in our volatility approximation, this
also means that κˆ = κ and that c2,t is not well defined. It is easily seen that c1,t ≥ 0
for all t. The fact that c3,t ≥ 0 for all t is not so clear, but can be illustrated as
follows. In the trivial case of t = 0 the result is obvious. Now consider two further
cases when t > 0:
1. v0 ≥ θ
Obvious that result holds.
2. v0 < θ We wish to show that
(1− e−κt)
κ
(v0 − θ) + θt ≥ 0
=⇒ v0 (1− e
−κt)
κ
+ θ
(e−κt − 1)
κ
+ θt ≥ 0
=⇒ v0 (1− e
−κt)
κ
+ θ
(
(e−κt − 1) + κt
κ
)
≥ 0
(1.73)
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which is clearly true given that v0 > 0, θ > 0, κ > 0.
The sign of c2,t on the other hand is determined by the correlation term. If ρ > 0,
then c2,t > 0 and on the other hand if ρ < 0 we have that c2,t < 0. Rearranging the
terms in condition (1.72), we see that complex numbers are likely to enter into our
calculation whenever
c2,t
(
log
St
S0
)
< −c1,tc3,t. (1.74)
If we assume that ρ < 0 we get
St > S0e
− c1,tc3,t
c2,t (1.75)
In this instance, we would ideally like to choose c2,t to be small relative to c1,tc3,t, so
as to minimise the probability of this happening. This could be done either through
imposing a small (though non-zero) vol-of-vol parameter ξ, or a small correlation pa-
rameter ρ. In a step towards attempting to control this occurrence, we can calculate
the probability of this happening to be:
P[St > k] = E[ISt>k], (1.76)
where we have let k = S0e
− c1,tc3,t
c2,t for notational convenience. This is the expres-
sion one encounters when pricing the Digital call option under the Heston model.
By following a similar argument to the one originally presented by Heston to price
a Vanilla call option, this probability, expressed in terms of the log-price, can be
computed as:
P[Xt > log k] =
1
2
+
1
pi
∫ ∞
0
Re
(
e−iφ log kf(Xt, v, τ, φ)
iφ
)
dφ, (1.77)
where
f(Xt, v, τ, φ) = e
C(τ)+D(τ)+iφXt , (1.78)
with
C(τ) =
κθ
ξ2
(
(κ+ λ+ d− ρξφi)τ − 2 log 1− ge
dτ
1− edτ
)
,
D(τ) =
κ+ λ+ d− ρξφi
ξ2
(
1− edτ
1− gedτ
)
,
(1.79)
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and we have used the constant terms
d =
√
(ρξφi− κ− λ)2 − ξ2(−φ2 − iφ),
g =
ρξφi− κ− λ− d
ρξφi− κ− λ+ d
(1.80)
For full details of the derivation see, for example, [37]. Using the above, we can
calculate, using numerical integration, the probability that our local volatility ap-
proximation becomes complex due to a negative argument under the root at each time
t. Note that in the above calculation, we have included the market price of volatility
risk term λ which, following Heston’s original derivation, has been assumed to be
directly proportional to the variance and have used τ to denote the time to maturity,
T − t.
Table 1.1: Monte Carlo Option Prices
Case Heston MC Loc Vol Approx 1 Loc Vol Approx 2 St. Err. Rel Diff 1 Rel Diff 2
1 7.9266 8.0176 7.9353 .0850 .0115 .0011
2 .0582 .1905 .0549 .0063 2.2723 .0574
3 49.9856 49.9482 49.9724 .1384 .0007 .0003
4 7.8251 7.8605 7.8305 .0873 .0045 .0007
5 5.9629 6.0578 5.9773 .0600 .0159 .0024
6 9.3196 9.3892 9.3232 .1041 .0075 .0004
7 7.3663 7.3564 7.3688 .0931 .0013 .0003
8 7.2984 7.3327 7.3269 .0847 .0047 .0039
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Chapter 2
Basket Option Pricing
Basket options belong to the broader class of market-traded derivatives known as
exotic options. To begin we define a filtered probability triple (Ω,F ,(Ft)t≥0,P) we
consider a market in which we model the price of each underlying asset at time t as
a progressively-measurable real-valued stochastic process (Si(t))t≥0 whose evolution
is governed by the following stochastic differential equation:
dSi(t)
Si(t)
= µidt+ σidWi(t), Si(0) ∈ R+, (2.1)
where each Wi is the Wiener process driving asset Si and µi ∈ R and σi ∈ R+
are the constant drift and volatility terms of each asset respectively. This setup
with a constant volatility term is of course assuming a Black-Scholes environment,
and we use it at this point solely for illustrative purposes. Later, we will move to
more elaborate model dynamics. While the payoff structure of many exotic options
is often a complex function of the underlying asset price involving some form of
path-dependency, the payoff structure of a basket option is relatively simple and
only depends on the underlying value at a single point in time. Its complexity arises
through its multidimensional payoff structure. Assuming that Si(t) denotes the price
of asset i at time t and that ωi ∈ R+ is some constant weight given to the the ith
asset, the payoff function at maturity T of a call option written on a basket of N
underlying assets with strike K can be written as
(A(T )−K)+ , (2.2)
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where A(T ) = ΣNi=1ωiSi(T ) is the basket value at maturity. The basket put option
can be defined in an analogous way. As a result, each asset’s time T value can be
calculated as
Si(T ) = Si(0)e
(µi−σ
2
i
2
)T−σiWi(T ). (2.3)
Clearly under this framework the pricing of a Vanilla call option on Si is straightfor-
ward, as we know that the value of Si(T ) is lognormally distributed. However, in the
case of a basket option our payoff now depends on the weighted sum of the values of
the underlying assets at maturity - in other words it depends on the weighted sum
of lognormally distributed random variables. Thus we find ourselves presented with
the main crux of basket option pricing - even in the simple Black-Scholes model, we
do not know the distribution of the underlying quantity at maturity, as we do not
know the explicit distribution of a sum of lognormal random variables. In order to
circumnavigate this issue, a variety of approaches have been adopted by academics
and practitioners in the past. In this introduction, we will present some of the basic
approaches, and give further references for the reader interested in going into more
depth.
Prior to delving into the pricing techniques used, we briefly show how the basket
structure can be extended or simplified to account for a range of derivatives. Clearly,
in the case when N = 1 and ω1 = 1 our situation reduces to that of a Vanilla call
option. In the case of N = 2, if we relax the positivity constraint on the weights and
allow ωi ∈ R, choosing ω1 = 1 and ω2 = −1 gives one specification of the commonly
traded spread option. A variety of basket-style derivatives incorporating more com-
plex features into the payoff structure were introduced to the literature by Quessette
[46]. These derivatives included Atlas options (in which some predefined number of
the best-performing and worst-performing underliers are removed from the basket
prior to expiry), the Altiplano option (providing the holder with a coupon provided
no underlying hits a given limit during the term of the option and a Vanilla basket
option otherwise), the Everest option (a long-term option whose payoff is based on
the worst-performing option of the basket) and Himalaya options (in which the a
payoff based on the best-performing asset in the basket is made at a series fixed
40
times, after which the best performing asset is removed from the basket). Collec-
tively, these derivatives are known as Mountain Range options, and their features
each bring additional layers of complexity to the pricing problem. In this report, our
focus will be on Vanilla Basket options, but further research into the viability of our
methods to price more exotic variants is a possibility.
One method that is used in industry to calculate the prices of many exotic options
is the Monte Carlo technique. Though this technique and its many variations can,
in theory, price basket options accurately under a wide range of models, the com-
putational cost is high. Increasing the number of assets in the basket increases the
dimensionality and introduces quite a heavy computational burden, making the use
of this method somewhat undesirable. Tree-based methods have also been explored
as a means to compute basket values (see for example [7]), but these methods are
also computationally expensive once the number of underlying assets in the basket
grows to more than a handful. As a result, there is a substantial body of academic
work related to the efficient pricing of basket options, although much of this work
has focused on the case when the underlying assets follow the geometric Brownian
motion specified above in equation (2.1). Many of the early approaches borrowed
from the literature on Asian option pricing, where the payoff is also based on the
arithmetic sum of lognormally distributed random variables. Where the Asian op-
tion sums a single asset path over multiple points in time, the Basket option sums
multiple asset values at a single time. Hence the difference between the Basket op-
tion pricing problem and the Asian option pricing problem can be thought of as a
difference in the correlation of the underlying random variables in the payoff func-
tion. The first analytical method is the moment-matching approach adopted by Levy
[39] to price Asian options, and subsequently applied to the Basket option pricing
problem by Hull [34]. The idea proposed is that the distribution of the final basket
value A(T ) = ΣNi=1Si(T ) can be approximated by a lognormal distribution, matching
the first and second moments to those obtained from the actual basket value. We
assume that we work under the risk-neutral measure, so that we can write µi = r in
the asset dynamics (2.1). We can then calculate the first two moments of the basket
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value as
E[A(T )] =ΣNi=1ωiSi(0)erT
and
E[A(T )2] =ΣNi,j=1ωiωjSi(0)Sj(0)e(2r+ρijσiσj)T .
(2.4)
where ρij ∈ [−1, 1] is the correlation between the ith and jth assets. The correla-
tion is of prime importance when pricing basket options, and indeed this product
is widely used as the vehicle for standard correlation trading strategies which bet
upon the reversion of the correlation between a basket (or index) of underliers and
the correlation of the individual components. More detail on this basic correlation
strategy can be found in [13]. If we assume that an approximate basket value A¯(t)
follows the lognormal dynamics
dA¯(t) = rA¯(t)t+ σ¯A¯(t)dW (t), (2.5)
we can represent the first two moments of the approximate basket value as
E[A¯(T )] =A¯(0)erT
and
E[A¯(T )2] =A¯(0)2e(2r+σ¯2)T .
(2.6)
Setting the moments of the actual basket value equal to the moments of the approx-
imate basket value,
E[A¯(T )] =E[A(T )],
E[A¯(T )2] =E[A(T )2],
(2.7)
we can calculate the value for σ¯:
σ¯ =
1
T
log
(
ΣNi,j=1ωiωjSi(0)Sj(0)e
ρijσiσjT
(ΣNi=1ωiSi(0))
2
)
. (2.8)
These estimated values can now be used as parameters in the standard Black-Scholes
option pricing formula to price the basket option, so that the price of the basket
option with maturity T is given by:
P (T ) = A(0)N(d1)−Ke−rTN(d2), (2.9)
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where
d1 =
1
σ¯
√
T
(
log
A0
K
+ (r +
σ¯2
2
)T
)
,
d2 = d1 − σ¯
√
T .
(2.10)
While this lognormal approximation provides a relatively intuitive method to price
the Basket option, numerical tests have shown that the accuracy of the approxima-
tion deteriorates for options with long maturities and high underlying volatilities.
This moment-matching approximation has proved to be surprisingly robust when
applied to a range of underlying dynamics, even those that do not follow a lognormal
distribution. As a result, we utilise this approach as a first step toward approximat-
ing the basket value under the Heston model. In this case, each underlying asset it
modelled by the dynamics
dSi(t) = µiSi(t)dt+
√
vi(t)Si(t)dZi(t), Si(0) = si(0) ∈ R
dvi(t) = κi(θi − vi(t))dt+ ξi
√
vi(t)dZ¯i(t), vi(0) = vi(0) ∈ R+
d〈Zi, Z¯i〉 = ρˆi, ρˆi ∈ [−1, 1].
(2.11)
From [17], the Heston model has a moment generating function for the log-spot given
by
M(u) = E[euXt ]
= ex0u
(
e(κ−ξρu)t/2
cosh (P (u) t/2) + (κ− ξρu) sinh (P (u) t/2) /P (u)
) 2κθ
ξ2
× exp
(
−v0 (u− u
2)) sinh (P (u) t/2) /P (u)
cosh (P (u) t/2) + (κ− ξρu) sinh (P (u) t/2) /P (u)
)
,
(2.12)
where we have defined
P (u) :=
√
(κ− ρξu)2 + ξ2 (u− u2). (2.13)
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We are interested in the quantities E[ST ] and E[S2T ], and hence, given thatXT denotes
the log asset price, we have the following quantities:
µH1 = E[ST ]
= E[eXt ]
= ex0
(
e(κ−ξρ)t/2
cosh (P (1) t/2) + (κ− ξρ) sinh (P (1) t/2) /P (1)
) 2κθ
ξ2
and
µH2 = E[S2T ]
= E[e2Xt ]
= e2x0
(
e(κ−2ξρ)t/2
cosh (P (2) t/2) + (κ− 2ξρ) sinh (P (2) t/2) /P (2)
) 2κθ
ξ2
× exp
(
−v0 −2 sinh (P (2) t/2) /P (2)
cosh (P (2) t/2) + (κ− ξρ2) sinh (P (2) t/2) /P (2)
)
.
(2.14)
In this case, we have
P (1) = κ− ξρ
P (2) :=
√
(κ− 2ρξ)2 − 2ξ2.
(2.15)
Given these two moments in the Heston model, we can once more assume that
the asset dynamics follow a lognormal distribution and match the moments setting
µH1 = µ
B¯
1 and µ
H
2 = µ
B¯
2 . In the single asset case, we can proceed to test the validity
of representing the distribution of the final asset price under the Heston model with
a lognormal distribution. In theory, this approach can be extended to the Basket
case for the Heston model in much the same way as has been done for the Black-
Scholes model in the preceding section. However, to do this, one needs to calculate
cross-asset expectation terms such as E[Si(T )Sj(T )]]. In a later section, we illustrate
that such calculations can be performed by making use of the affine properties of the
Heston model in the zero-correlation case. However, adding cross-asset correlation
leads to problems, as the tools that the affine structure of the model that we used
in the zero-correlation case are no longer available to us when we introduce further
correlations.
Other early methods proposed to price basket options proposed by Milevsky & Posner
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are variations of the above argument. In [41] they consider using a reciprocal gamma
distribution as the approximate distribution of the basket value. This was based on
the observation of an earlier paper on Asian option pricing, [40], that the sum of
lognormals converges to the reciprocal gamma distribution in the limit. Using the
moment-matching technique for the first two moments, they derive a Black-Scholes-
like formula, where the normal cdf is replaced by the reciprocal gamma cdf. The
downsides of this method are that, in reality, the number of assets in a basket does
not come close to approaching infinity, and also that the method assumes that the
correlation matrix of the random variables in the Basket payoff follows the same
structure as that in an Asian option pricing problem (labeled a decaying correlation
structure by the authors). As a result, while this method can give accurate approxi-
mations in theory, its practical applications are limited. In another paper, Milevsky
& Posner [42] propose using four moments rather than two to use a Johnson distribu-
tion as the approximating distribution of the basket value. Brigo et al. [11] provide
an analysis of the performance of a range of moment-matching techniques by using
metrics aiming to measure the distance between the approximated distributions and
the true distributions. In general, a weakness of the above techniques is that one can
only evaluate the error through numerical testing, or by using distance metrics such
as the Kolmogorov-Smirnov test.
Another technique originally used in Asian option pricing that has been imported
into the Basket option literature is the conditioning approach to calculate lower and
upper bounds of the option price introduced by Rogers & Shi [47]. By conditioning
on some random variable assumed to have a strong correlation with the basket value,
it is shown that one may decompose the price of the basket option into two parts,
one of which may be explicitly calculated and the other which must be estimated.
The basket option was priced using this technique by Curran [10], who chooses the
geometric mean price as the conditioning variable. Specifically, if we express the
price, P of the basket call option with strike K as the discounted expectation of the
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payoff function at maturity as follows:
P = e−rTE[(A(T )−K)+]
= e−rTE
[
E[(A(T )−K)+|G]
]
,
(2.16)
where G is the geometric mean of the underlying assets prices, which has a known
distribution at maturity, then we can decompose the above into two expressions as
follows:
P = e−rT
∫ ∞
0
E[(A(T )−K)+|G]µ(G)dG
= e−rT
[ ∫ K
0
E[(A(T )−K)+|G]µ(G)dG+
∫ ∞
K
E[(A(T )−K)+|G]µ(G)dG
]
,
(2.17)
where µ(G) is the density function of G. The second integral term may be calcu-
lated explicitly, using properties of the lognormal random variable. The first term is
estimated, and a lower bound is found by a moment-matching lognormal approach,
producing a lower bound via a modified Black-Scholes formula. More recently, Deel-
stra has written a number of related papers providing variations on this technique
for pricing both Basket options (see [16]) and Asian Basket options (see [14], [15]),
which are derivatives whose payoff is determined by the average of the average value
of each underlying asset through the term. She derives upper and lower bounds, and
considers a range of conditioning random variables.
Ju [35] introduces the use of Taylor expansions to approximate the price of Bas-
ket options. A volatility scaling factor of , common to each underlying asset in the
basket, is introduced, so that the value of asset i at maturity is given by
Si(T ) = Si(0)e
(µi− 
2σ2i
2
)T−σiWi(T ). (2.18)
Using a moment-matching approach, the author uses a sixth-order Taylor expansion
to find an approximation for the characteristic function of the log-basket price, and
following a Fourier inversion recovers the density function. The final expression for
the basket call option in this case is presented as the price obtained by the original
Levy approximation with additional corrective terms. The method requires O(N3)
calculations, which means that baskets of almost any realistic number of assets may
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be priced efficiently.
Some research on Basket pricing outside the Black-Scholes environment has been
done. Takahashi has, in a series of papers (see [49], [50]), applied the theory of small
disturbance asymptotics to option pricing, and as part of this has considered Basket
option valuation under local volatility models. This method is based on the earlier
work of Yoshida [53].
In the first of two papers [51], Xu & Zheng extend the conditioning approach to
the case of the underlying assets following a jump diffusion model, incorporating
both asset-specific and universal jumps affecting all assets in the basket. In the
second [52], they consider a local volatility jump-diffusion and use the Markovian
projection and asymptotic expansion techniques to solve the pricing problem. Their
results are encouraging when the local volatility functions considered are relatively
simple, and it is these results that have prompted us to explore the extension of this
approach to cases in which the underliers have a stochastic volatility.
Very few works examine basket option pricing in stochastic volatility models. From
a numerical point of view, the use of a separate diffusion for the volatility process
further damages the case for the use of Monte Carlo simulation. Furthermore, the ac-
tual simulation procedure for stochastic volatility models is non-trivial, with several
papers devoted specifically to discussing and debating the fast, efficient and accu-
rate simulation of the Heston stochastic volatility model (see [1] and [8] for some
well-known examples of simulation schemes for the Heston model). DaFonseca &
Grasselli [12] consider multidimensional stochastic volatility models based on the
Heston model. While they focus mainly on calibration, they provide some insight
into pricing techniques. When the stochastic volatility model is assumed to possess
an ”OU” structure, Muhle-Karbe et. al. [43] use Fourier transform techniques to
derive a solution to the basket option price.
Our approach draws on the works of Piterbarg [45], [2], Takahashi [36], [49], Taka-
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hashi & Kunitomo [50] and Xu & Zheng [52] to price Basket option under the stochas-
tic volatility model first proposed by Heston. Our approach is to derive an equivalent
local volatility formulation of our stochastic volatility model for each asset, to then
use the Markovian Projection technique to reduce the state space of the problem
and then to use two separate expansion techniques to derive an approximate bas-
ket option value. We suggest that, when using the Heston model, the first-order
approximation of the local-volatility function may no longer be appropriate and ex-
tend to the second-order, marking a difference between our work and that of Xu &
Zheng. In their paper [52], they also use the aymptotic expansion technique used
here, but only consider the first order approximation, which proves to provide good
results for basket options assumed to follow diffusions with simple local volatility
functions. While they also add a jump term to their local volatility model, we do
not do so here, preferring to focus solely on the problem posed by stochastic volatility.
Our model of choice for this exposition will be the Heston model. This is per-
haps the most widely implemented stochastic volatility model in industry and is
considered to be the classic stochastic volatility model, though earlier models incor-
porating stochastic volatility do exist (see, for example, [33] and [48]). Under the
Heston model, a multi-asset system is specified by (2.11). In our example, we assume
zero dividends and that we are in a risk-neutral setting working with the discounted
asset price, so that µi = r = 0 for each asset. The diffusion for variance vt has the
constant parameters κ, θ, ξ ∈ R+ denoting mean-reversion speed, mean long-term
variance level and volatility of variance respectively, with ρˆi denoting the correlation
between the Brownian motion Z driving the ith asset and Z¯ driving the ith variance
diffusion. The Feller condition, 2κθ ≥ ξ2, ensures the positivity of the variance pro-
cess. In the absence of this condition, zero is attainable but is a reflecting boundary
of the process. In his original paper Heston [32] shows how, by deriving the PDE
corresponding to the above dynamics, Fourier inversion techniques can be used to
price the Vanilla call option on the underlying asset (the derivation has been outlined
earlier in the thesis, so we do not go back into the details at this point). Terms for
the joint moment generating function of the log-stock price and the variance, the
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characteristic function and the density of the log-stock price (in terms of an infinite
convolution of densities involving Bessel functions) are given in [17]. The large time
and small time behaviour of the distribution of the log-returns in the Heston model
is studied in [19].
While the Heston model is most prevalent in financial practice today, other modifica-
tions have been proposed to incorporate other market phenomena into the stochastic
volatility framework, and these new models are receiving increasing attention. An
early modification of the Heston model was the Bates [4] model, which added jump
terms to the asset price process of the above dynamics. More recently, Labordere
[31] proposed the λ-SABR model, which gives the Heston model an additional CEV
(constant elasticity of variance) term, and can be viewed as an extension to Ha-
gan’s [29] original SABR model. It is possible that future research could be done
on extending the results presented here to these models and investigating whether
the approximation retains sufficient accuracy under the more complex modelling
assumptions.
2.1 Markovian Projection
One key technique used in this section of the thesis is the Markovian Projection
technique. This method is based on a theorem originally stated by Gyo¨ngy [28].
It is worth noting the similarity between Gyo¨ngy’s Lemma and Dupire’s formula -
both give rise to expectations of variance conditional on asset price (Gyo¨ngy directly,
and Dupire through the comparison of the Dupire formula with the result obtained
from the application of Ito’s Lemma to the option payoff, discussed in the previ-
ous section). More recently, Piterbarg has used this technique extensively, providing
analysis on its various applications in [2] and [45]. Bentata and Cont [5] extend the
result so that the case of a discontinuous semimartingale is covered. More recently,
Brunick and Shreve [9] have revisited this result. They provide an extension by re-
moving conditions of nondegeneracy and boundedness on the variance of the process
to be matched found in the original version. Here, we state for reference the version
of the theorem found in [9].
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Theorem - Gyo¨ngy. Let X(t) be an Rd-valued process given by
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdWs, t ≥ 0, (2.19)
where W is an Rr-valued Brownian motion under the probability measure P, b is an
Rd-valued process adapted to a filtration under which W is a Brownian motion, and σ
is a d× r matrix-valued process adapted to the same filtration as b. Then there exists
an Rd-valued measurable function bˆ and a d × d matrix-valued measurable function
σˆ, both defined on [0,∞)× Rd, and there exists a Lebesgue-null set N , so that
bˆ(t,Xt) = E[bt|Xt], σˆ(t,Xt)σˆ(t,Xt)T = E[σtσTt |Xt], P− a.s., t ∈ N c. (2.20)
Furthermore, there exists a filtered probability space (Ωˆ, Fˆ , {Fˆt}t≥0, Pˆ) that supports
a continuous Rd-valued adapted process Xˆt and a d-dimensional Brownian motion
Wˆ satisfying
Xˆt = Xˆ0 +
∫ t
0
bˆ(s, Xˆs)ds+
∫ t
0
σˆ(s, Xˆs)dWˆs, t ≥ 0, (2.21)
and such that for each t ≥ 0, the distribution of Xˆt under Pˆ agrees with the distribu-
tion of Xt under P.
In addition to the removal of nondegeneracy and boundedness conditions, Brunick
and Shreve [9] illustrate that the joint distributions of running maximum, Mt := M0∨
max0≤s≤tXs and the process Xt above and the running integral At = A0 +
∫ t
0
Xsds
and the process Xt above can be preserved under the mimicking approach. In these
cases however, the coefficients also need to be conditioned on the quantity whose
distribution we wish to preserve, so that in the case of the running maximum, we
would have to compute the terms bˆ(t,Xt,Mt) = E[bt|Xt,Mt] and σˆ2(t,Xt,Mt) =
E[σ2t |Xt,Mt]. Nevertheless, this opens the possibility of utilising this method to
price more exotic payoffs such as Lookback, Barrier and Asian options. The goal
of using the above theorem in a finance-related context is to replace the possibly
complicated dynamics for Xt with the simpler dynamics for Xˆt. However, our ability
to do this rests to a great extent on the computability of the conditional expectations
which give the parameters for the approximating process. In Piterbarg’s work [45],
X(t) is assumed to possess a normal distribution, which means that the computation
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of the expectations in the above theorem is relatively trivial. This is particularly true
in the case when the random variable being conditioned is also normally distributed,
as it enables the use of the formula:
E[X¯|X] = E[X¯] + cov(X¯,X)
var(X)
(X − E[X]) (2.22)
Prior to delving into the mechanics of our approach, we provide a high-level overview
of the methods we use and explain the links between them, in order to help us have
a clear road-map to keep in mind while we work through the details. Say we have a
basket option with N assets. Our initial setup assumes that we also have N possibly
correlated Heston models, one for each underlying asset making up our basket. The
first step we follow is to translate each Heston model into a local volatility model.
To do this, we follow the methods explored in the last section of this report. This
will leave us with N local volatility models, one for each underlying. Step two is to
take the N local volatility models, and transform them into a single diffusion for our
basket of underliers. This single diffusion is, at this point, written as a stochastic
volatility model. At this point, we use the Markovian Projection technique discussed
above, and transform our single basket stochastic volatility diffusion into a single
basket local volatility diffusion. The use of Markovian Projection gives rise to con-
ditional expectation terms, which include local volatility functions that are again
based on the results in the last section. In the remainder, two expansion techniques
are used - one is applied to the local volatility functions and the other is applied
to the undelrying asset price itself. To the local volatility terms, we apply a Taylor
expansion, using the first and second derivative terms derived above. This allows us
to capture analytically tractable components and to drop higher order contributions.
We are able to take some of the resulting terms outside of the expectation, leaving
us with expectations of the underlying asset price. At this point, we use expansion
techniques once more, this time on the asset price itself, which allows us to solve the
remaining conditional expectation we have left. This type of expansion technique,
applied directly to the asset price, has been used effectively before in option pricing
applications in the presence of local volatility by Benhamou, Gobet & Miri [22]. The
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final outcome is that we have a single diffusion for basket volatility, with a complex
volatility parameter. However, what this allows us to do is to perform a Monte Carlo
simulation on one diffusion to solve the valuation problem. Many of the terms can be
precomputed outside of the main simulation, and the result is that we can speed up
the computation of basket option prices quite significantly. Of course, this increased
speed entails some loss of accuracy, as we will have made several approximations to
get to the final point, but we discuss potential remedies to this problem at the end
of the thesis. A flow diagram of the steps follows:
Figure 2.1: Solution Methodology
52
In this section, we aim to follow the method of Xu & Zheng [52], which approxi-
mates the value of a Basket option when the underlying assets follow local volatility,
however we use the local volatility function derived above as the approximation of
Heston stochastic volatility. We assume that the path of the i-th asset is specified
by:
dSi(t) = σi(t, Si(t))Si(t)dZi(t), (2.23)
where σi(t, Si(t)) is our Heston local volatility term, derived as Approximation 2
in the previous section. Each pair of Brownian motions, Zi(t) and Zj(t), has some
cross-asset correlation ρij. This cross-asset correlation is the same as the cross-asset
correlation in the multi-dimensional Heston model in our case. Rather than work
with each individual asset in the Basket, we adopt a conditioning approach that
allows the use of the Basket dynamics instead. Starting from equation (2.23) and
defining
W (t) =
∫ t
0
1
V (u)
ΣNi=1
σ(t, Si(t))ωiSi(u)
A(u)
dZi(u) (2.24)
with
V (t)2 =
1
A(t)2
ΣNi,j=1σi(t, Si(t))σj(t, Sj(t))ωiωjSi(t)Sj(t)ρij, (2.25)
the Basket dynamics under the risk-neutral measure can be specified as
dA(t) = V (t)A(t)dW (t). (2.26)
It can be shown that this new term, W (t), is also a Brownian motion. Our next task
is to utilise Gyo¨ngy’s Lemma to replace the V (t) term using the approximation:
σ(T, λ)2 =E[V (T )2|A(T ) = λ]
=ΣNi,j=1
ωiωjρij
λ2
E[σi(T, Si(T ))σj(T, Sj(T ))Si(T )Sj(T )|A(T ) = λ].
(2.27)
Using this Basket local volatility term σ(T, ST ), the local volatility model whose
one-dimensional marginal distributions match those of (2.26) is given by:
dA(t) = σ(t, A(t))A(t)dW (t). (2.28)
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2.2 First-Order Expansion
Defining σˆi(t, Si(t)) = σi(t, Si(t))Si(t), we follow Piterbarg in using a first-order
Taylor expansion at the point of the forward price, Fi = Si(0)e
rT = Si(0):
σˆi(T, Si(T )) = pi(T, Fi) + qi(T, Fi)(Si(T )− Fi) +O((Si(T )− Fi)2)
= pi(T ) + qi(T )(Si(T )− Si(0)) +O((Si(T )− Si(0))2),
(2.29)
where pi(t) = pi(t, S0) and qi(t) = qi(t, S0) follow the definitions given in Section 2
for each asset. Using our approximation for σˆi(T, Si(T )) and that fact that, in our
case, r = 0 we can now write:
σˆi(T, Si(T ))σˆj(T, Si(T )) =
[pi(T ) + qi(T )(Si(T )− Si(0)) +O((Si(T )− Si(0))2)]
× [pj(T ) + qj(T )(Sj(T )− Sj(0)) +O((Sj(T )− Sj(0))2)]
= pi(T )pj(T ) + pi(T )qj(T )(Sj(T )− Sj(0))
+ pj(T )qi(T )(Si(T )− Si(0))
+ qi(T )qj(T )(Si(T )− Si(0))(Sj(T )− Sj(0))
+O((Sj(T )− Sj(0))2)× [pi(T ) + qi(T )(Si(T )− Si(0))]
+O((Si(T )− Si(0))2)× [pj(T ) + qj(T )(Sj(T )− Sj(0))]
+O((Si(T )− Si(0))2)×O((Sj(T )− Sj(0))2).
(2.30)
Dropping the higher order terms we write:
σˆi(T, Si(T ))σˆj(T, Si(T )) = pi(T )pj(T ) + pi(T )qj(T )(Sj(T )− Sj(0))
+ pj(T )qi(T )(Si(T )− Si(0))
(2.31)
and hence
σˆ(T, λ)2 = ΣNi,j=1ωiωjρijpi(T )pj(T )(1 + Ψi(T, λ) + Ψj(T, λ)) + Error, (2.32)
where we define Ψi(T, λ) to be:
Ψi(T, λ) =
qi(T )
pi(T )
E[Si(T )− Si(0)|A(T ) = λ]. (2.33)
and where Error is used to denote contribution of the higher-order terms in (2.30).
At this point, we utilise our second expansion technique, this time performing an
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asymptotic expansion on the underlying asset itself. This technique has proved to be
a useful tool in option pricing previously, being used by Benhamou, Gobet & Miri
[22] in their work on pricing European options. Introducing  ∈ [0, 1] we write the
parameterised diffusion
dSi (t) = σˆi(t, S

i (t))dWi(t) (2.34)
Clearly taking  = 1 corresponds to our original case. Performing a first order
expansion on Si(T ):
Si (T ) = Si,0(T ) + Si,1(T )+O(2), (2.35)
where
Si,k(t) =
∂kSi (t)
∂k
|=0. (2.36)
To get an expression for Si,0(T ), we consider the simple equation:
dSi,0(t) = 0, Si,0 = Si(0). (2.37)
From this we have that Si,0(t) = Si(0) for all t. To find the value of Si,1(t) we consider
the equation:
dSi,1(t) = σˆi(t, Si(0))dWi(t), Si,1(0) = 0. (2.38)
The solution of the above stochastic differential equation can be trivially expressed
as
Si,1(t) =
∫ t
0
σˆi(s, Si(0))dWi(s). (2.39)
Hence, setting  = 1, the value of the i-th asset at time T can be represented as:
Si(T ) = Si(0) + Si,1(T ) +O(1), (2.40)
with the value of the Basket being approximated, having dropped the error term, as:
A(T ) = A(0) + ΣNi=1ωiSi,1(T ) := Ac(T ). (2.41)
Each Si,1(T ) is a normally distributed random variable with mean 0 and variance∫ T
0
σˆi(t, Si(0))dt and hence the approximated Basket value, Ac(T ) is also a normally
distributed random variable with mean A(0) and variance
σc(T )
2 = ΣNi,j=1ωiωjρij
∫ T
0
σˆi(t, Si(0))σˆj(t, Si(0))dt. (2.42)
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Using the fact that the values Si,1(T ) and Ac(T ) are jointly normal, we can further
simplify the expectation that we are interested in, using equation (2.22)
E[Si(T )− Si(0)|A(T ) = λ] ≈ E[Si,1(T )|Ac(T ) = λ] = E[Si,1(T )]
+
(λ− A(0))Ci(T )
σc(T )2
,
(2.43)
where the covariance of Si,1(T ) and Ac(T ), Ci(T ) is given by:
Ci(T ) = Σ
N
j=1ωjρij
∫ T
0
σˆi(t, Si(0))σˆj(t, Sj(0))dt. (2.44)
Since E[Si,1(T )] = 0 we obtain the estimation
E[Si(T )− Si(0)|A(T ) = λ] ≈ (λ− A(0))Ci(T )
σc(T )2
. (2.45)
and we can write:
Ψi(T, λ) =
qi(T, S0)(λ− A(0))Ci(T )
pi(T, S0)σc(T )2
. (2.46)
Finally, we can write σ(T, λ), the Basket local volatility function, as
σ(T, λ) =
1
λ
√
a(T ) + b(T )(λ− A(0)), (2.47)
where we have used the terms:
a(T ) =ΣNi,j=1ωiωjρijpi(T, S0)pj(T, S0),
b(T ) =ΣNi,j=1
ωiωjρijpi(T, S0)pj(T, S0)
σc(T )2
(
qi(T, S0)
pi(T, S0)
Ci(T ) +
qj(T, S0)
pj(T, S0)
Cj(T )
)
.
(2.48)
We implemented the above procedure, taking our approximate local volatility func-
tion based on the Heston model (Approximation 2) and using it as the local volatility
function for each underlying asset. We found that, in general, the method did not
provide a very high level of accuracy, though the results were somewhat promising
in certain cases. Indeed, we noted that the choice of parameters played a significant
role in the accuracy of the routine. While the Monte Carlo simulation using the
Heston model often took several minutes to run, the Basket approximation was far
quicker, generally only taking a few seconds. A summary of results and the Heston
parameters used to obtain these results can be found in Appendix B.
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2.3 Second-Order Expansion
We now seek to extend the above method gradually, beginning with the Taylor
expansion of the approximated Heston local volatility function. While the expansion
used in the previous section may provide reasonable results for simple local volatility
functions, it is unlikely to be sufficient to produce accurate results for a model in
which the function σˆi(T, Si(T ))σˆj(T, Sj(T )) has non-linear behaviour. Instead of
expanding the local volatility function to the first-order, as we did in the preceding
section, we now expand to the second-order so that we have
σˆi(T, Si(T )) =pi(T, Fi) + qi(T, Fi)(Si(T )− Fi)
+
1
2
ri(T, Fi)(Si(T )− Fi)2 +O((Si(T )− Fi)3)
(2.49)
where ri(T, Fi) =
∂2
∂F 2i
σˆ(T, Fi). The product of two approximated volatility functions
may now be approximated as:
σˆi(T, Si(T ))σˆj(T, Si(T )) = pi(T )pj(T ) + pi(T )qj(T )(Sj(T )− Sj(0))
+ pj(T )qi(T )(Si(T )− Si(0)) + qi(T )qj(T )(Si(T )− Si(0))(Sj(T )− Sj(0))
+
1
2
[pi(T )rj(T )((Sj(T )− Sj(0))2) + pj(T )ri(T )((Si(T )− Si(0))2)]
+
1
2
[qi(T )rj(T )(Si(T )− Si(0))((Sj(T )− Sj(0))2)
+ qj(T )ri(T )(Sj(T )− Sj(0))((Si(T )− Si(0))2)]
+
1
4
[ri(T )rj(T )((Si(T )− Si(0))2)((Sj(T )− Sj(0))2)]
+O((Sj(T )− Sj(0))3)[pi(T ) + qi(T )(Si(T )− Si(0)) + 1
2
ri(T )(Si(T )− Si(0))2]
+O((Si(T )− Si(0))3)[pi(T ) + qj(T )(Sj(T )− Sj(0)) + 1
2
rj(T )(Sj(T )− Sj(0))2]
+O((Si(T )− Si(0))3)×O((Sj(T )− Sj(0))3)
(2.50)
Putting everything together, and condensing terms of order three or higher into a
single error term, our approximated Basket variance function can now be expressed
as:
σ(T, λ)2 = ΣNi,j=1
ωiωjρij
λ2
pi(T )pj(T )
× [1 + Ψj(T, λ) + Ψi(T, λ) + Ξij(T, λ) + Υj(T, λ) + Υi(T, λ)]
+ ¯Error
(2.51)
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where
Ξij(T, λ) =
qi(T )qj(T )
pi(T )pj(T )
E[(Si(T )− Si(0))(Sj(T )− Sj(0))|Ac(T ) = λ] (2.52)
and
Υi(T, λ) =
ri(T )
2pi(T )
E[(Si(T )− Si(0))2|Ac(T ) = λ] (2.53)
and where this time ¯Error denotes the contributions of the higher order terms in
(2.50). In the previous section, we only needed to evaluate expectations of the form
E[Si(T )−Si(0)|A(T ) = λ], but now we see that we will have additional terms of the
forms E[(Si(T )−Si(0))2|A(T ) = λ] and E[(Si(T )−Si(0))(Sj(T )−Sj(0))|A(T ) = λ].
In other words, where we previously had terms that were linear in the underlying
asset price, we now have square terms, which will require slightly different treatment,
making the calculations more complex. We begin by calculating:
E[(Si(T )− Si(0))(Sj(T )− Sj(0))|A(T ) = λ] = E[Si,1(T )Sj,1(T )|Ac(T ) = λ]
= E[(
∫ T
0
σˆi(t, Si(0))dWi(t))(
∫ T
0
σˆj(t, Sj(0))dWj(t))|A(0)
+ ΣNk=1ωk
∫ T
0
σˆk(t, Sk(0))dWk(t) = λ]
= E[(
∫ T
0
σˆi(t, Si(0))dWi(t))(
∫ T
0
σˆj(t, Sj(0))dWj(t))|ΣNk=1ωk
∫ T
0
σˆk(t, Sk(0))dWk(t) = λˆ]
(2.54)
where we have used λˆ = λ − A(0). Takahashi [49] uses the following formula to
compute conditional expectations of this kind:
E[
∫ s
0
z2(u)dW (u)
∫ t
0
z3(v)dW (v)|
∫ T
0
z1(u)dW (u) = x]
=
∫ s
0
z2(u)z1(u)
′du+ [
∫ s
0
z2(u)z1(u)
′du]Σ−1[xx′ − Σ]Σ−1[
∫ t
0
z1(v)z3(v)
′dv].
(2.55)
In the preceding formula, the following quantity has been used:
Σ :=
∫ T
0
z1(t)z
′
1(t)dt (2.56)
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Applying this formula to our case, we get the expression:
E[(Si(T )− Si(0))(Sj(T )− Sj(0))|A(T ) = λ] = E[Si,1(T )Sj,1(T )|A¯c(T ) = λˆ]
=
1
v2
[λˆ2 − v]
×
∫ T
0
ΣNk=1ωkρikσˆk(t, Sk(0))σˆi(t, Si(0))dt
∫ T
0
ΣNk=1ωkρjkσˆk(t, Sk(0))σˆj(t, Sj(0))dt
+
∫ T
0
ΣNk=1ωkρikσˆk(t, Sk(0))σˆi(t, Si(0))dt.
(2.57)
Applying the same formula, we can also obtain a result for our remaining conditional
expectation:
E[(Si(T )− Si(0))2|A(T ) = λ] = E[(Si,1(T ))2|A¯c(T ) = λˆ]
=
1
v2
[λˆ2 − v]
(∫ T
0
ΣNk=1ωkρikσˆk(t, Sk(0))σˆi(t, Si(0))dt
)2
+
∫ T
0
ΣNk=1ωkρikσˆk(t, Sk(0))σˆi(t, Si(0))dt.
(2.58)
The conditioning random variable, A¯c(T ) = Σ
N
i=1
∫ T
0
ωiσˆ(t, Si(0))dWi(t), has mean 0
and variance
v = ΣNi=1ωi
∫ T
0
ΣNk=1ρikωkσˆk(t, Sk(0))σˆi(t, Si(0))dt. (2.59)
Hence, we can in theory apply these formula to compute a result if we take a second
order Taylor expansion of our local volatility functions.
Note that, so far, we have only extended the Taylor expansion of the local volatil-
ity function to the second-order. However, it is possible that we extend our small-
disturbance expansion that we applied directly to the price of the underlying asset to
the second-order as well, again following the approach utilised in [22], by introducing
a parameterised diffusion, applying our expansion, and then setting  = 1:
Si (T ) = Si,0(T ) + Si,1(T ) +
2
2
Si,2(T ) +O(
3). (2.60)
The additonal derivative term that we have in the second order expansion that we
did not have before when we only considered expanding to the first order follows the
diffusion:
dSi,2(t) = 2
∂σˆi(s, S

i )
∂Si
|Si=S0i Si,1dWi(t) (2.61)
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Solving gives:
Si,2(t) =2
∫ t
0
∂σˆi(s, S

i )
∂Si
|Si=S0i Si,1(s)dWi(s)
=2
∫ t
0
∂σˆi(s, S

i )
∂Si
|Si=S0i
∫ s
0
σˆi(s, Si(0))dWi(s)dWi(s)
=2
∫ t
0
(∫ s
0
σˆi(sˆ, Si(0))dWi(sˆ)
)
qi(s)dWi(s)
(2.62)
It is clear that Si,1(t) is a normally distributed random variable with mean zero and
variance
∫ t
0
σˆi(t, Si(0))
2dt. Hence, in the first order case, we were able to compute
conditional expectations where the conditioning random variable followed a normal
distribution. However, it is far more difficult to say anything concrete about the
distribution of Si,2(t). Taking the expectation of the second-order Taylor expan-
sion in equation (2.50) in this scenario, in which, contrary to our previous cases,
Si(T ) − Si(0) = Si,1(T ) + 12Si,2(T ), we end up being required to compute the fol-
lowing (remember, we started off by using the first order expansions applied to both
local volatility and asset prices, then extended to use the second order expansion
Taylor expansion of the local volatility functions but the first order expansions of
the asset prices - here we are using both the second order Taylor series expansion of
the local volatility functions and the second order expansion of the asset prices):
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E[σˆi(T, Si(T ))σˆj(T, Si(T ))|A(T ) = λ] = pi(T )pj(T )
+ pi(T )qj(T )E[(Sj,1(T ) +
1
2
Sj,2(T ))|Ac(T ) = λ]
+ pj(T )qi(T )E[(Si,1(T ) +
1
2
Si,2(T ))|Ac(T ) = λ]
+ qi(T )qj(T )E[(Si,1(T ) +
1
2
Si,2(T ))(Sj,1(T ) +
1
2
Sj,2(T ))|Ac(T ) = λ]
+
1
2
[pi(T )rj(T )E[(Sj,1(T ) +
1
2
Sj,2(T ))
2|Ac(T ) = λ]]
+
1
2
[pj(T )ri(T )E[(Si,1(T ) +
1
2
Si,2(T ))
2|Ac(T ) = λ]]
+
1
2
[qi(T )rj(T )E[(Si,1(T ) +
1
2
Si,2(T ))(Sj,1(T ) +
1
2
Sj,2(T ))
2|Ac(T ) = λ]]
+
1
2
[qj(T )ri(T )E[(Sj,1(T ) +
1
2
Sj,2(T ))(Si,1(T ) +
1
2
Si,2(T ))
2|Ac(T ) = λ]]
+
1
4
[ri(T )rj(T )E[(Si,1(T ) +
1
2
Si,2(T ))
2(Sj,1(T ) +
1
2
Sj,2(T ))
2|Ac(T ) = λ]]
+O((Sj(T )− Sj(0))3)[pi(T ) + qi(T )E[(Si,1(T ) + 1
2
Si,2(T ))|Ac(T ) = λ]
+
1
2
ri(T )E[(Si,1(T ) +
1
2
Si,2(T ))
2|Ac(T ) = λ]]
+O((Si(T )− Si(0))3)[pi(T ) + qj(T )E[(Sj,1(T ) + 1
2
Sj,2(T ))|Ac(T ) = λ]
+
1
2
rj(T )E[(Sj,1(T ) +
1
2
Sj,2(T ))
2|Ac(T ) = λ]]
+O((Si(T )− Si(0))3)×O((Sj(T )− Sj(0))3)
(2.63)
We now no longer have a conditioning random variable that is normally distributed -
instead, it is the sum of a normally distributed random variable, A(0) + ΣNi=1Si,1(T ),
and some other random variable whose distribution remains unclear ΣNi=1S¯i,2(T ),
where S¯i,2(T ) :=
1
2
Si,2(T ):
A(T ) ≈ A(0) + ΣNi=1Si,1(T ) + ΣNi=1S¯i,2(T ) := Ac(T ), (2.64)
where in the above we have set the epsilon appearing in our stock price expansion
equal to one. So, we have a difficulty that arises in the computation of expectations
involving this term as the distribution of the conditioning random variable is now
unclear. For example, we are now computing terms such as:
E[(Si,1(T ) +
1
2
Si,2(T ))|A(0) + ΣNi=1Si,1(T ) + ΣNi=1S¯i,2(T ) = λ] (2.65)
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whereas before we were computing terms like:
E[Si,1(T )|A(0) + ΣNi=1Si,1(T ) = λ] (2.66)
One approach we could use is to use the second-order small-disturbance expansion
on the left-hand side of the conditional expectation, and condition on the partial
expansion of the approximated Basket value (that is we condition on the Basket
value A(T ) expanded up to the first order):
E[(Si,1(T ) +
1
2
Si,2(T ))|A(0) + ΣNi=1Si,1(T ) = λ] (2.67)
This means that the terms above may all be computed, once more making use of
the formulae of Takahashi [49] to obtain explicit expressions for each expectation
involving terms of the type E[Si,2(T )|Ac(T )]. However, this approach is perhaps not
rigourously mathematically justifiable. Another approach would be to attempt to
estimate the distribution of each Si,2(T ) and then see whether further progress can
be made with computing the expectation when the second-order expansion is used
as the conditioning variable (equation (2.65)).
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Chapter 3
Correlation between Multiple
Heston Models
In this chapter, we return to the comment made at the start of Chapter 2, that
referred to the computation of cross-expectation terms such as E[Si(T )Sj(T )] when
each asset is driven by separate and possibly correlated Heston models. To further
motivate this, we consider relaxing one of the assumptions we have held in place up
until this point. In the previous section, we have made the assumption that ωi ≥ 0
for every i - in other words, we have assumed that in our basket all underlying assets
have positive weights attached. In practice, this may not be the case, and the basket
may involve negative as well as positive weights. A commonly traded example of
this is the spread option, which has an underlying payoff given by the difference
between two underlying assets. In other words, A(T ) = S1(T )− S2(T ). In the more
general case with N underlying assets, each having a weight which is either positive
or negative, we may split the basket up into two sub-baskets, A(T )+ and A(T )−:
A(T ) = A(T )+ + A(T )−. (3.1)
Here, A(T )+ contains all underlying assets Si with ωi ∈ R+ and A(T )− contains
all underlying assets Si with ωi ∈ R−. Our pricing framework from the last section
may then be used to value each sub-basket individually. However, when following
this approach, we must ensure that cross-asset correlation is treated appropriately.
In the initial state, we have N correlated underlying assets, and we reduce this to
two correlated underlying quantities. Let is consider as a test case a basket with
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four underlying quantities Si with i = 1...4. We consider the following correlation
structure:

1 ρ12 ρ13 ρ14
ρ12 1 ρ23 ρ24
ρ13 ρ23 1 ρ34
ρ14 ρ24 ρ34 1

Suppose that S1 and S3 are assigned positive weights and that S2 and S4 are assigned
negative weights. Then we have two random variables defined as:
A(T )+ = S1(T ) + S3(T )
and
A(T )− = S2(T ) + S4(T )
(3.2)
The correlation structure for A(T )+ is clearly given by 1 ρ13
ρ13 1

and for A(T )− we have  1 ρ24
ρ24 1

At this point, we may use our approximation methods to calculate the values for
the two individual baskets, assuming that each follows a lognormal random variable,
A¯(T )+ and A¯(T )− . The question remains as to what the correlation between our
two baskets is. To answer this, we match the cross-moments in an attempt to recover
the correlation between the two baskets:
E[A¯(T )+A¯(T )−] = E[A(T )+A(T )−] (3.3)
corr(A(T )+, A(T )−) = E[A(T )+A(T )−] =
cov(A(T )+, A(T )−)√
var(A(T )+)var(A(T )−)
(3.4)
In the multi-asset case, we see that we will inevitably need to calculate cross-
expectation terms such as E[StS¯t] where St and S¯t are two possibly correlated assets.
The following considers calculating this quantity when each asset follows a Heston
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model, using and investigates the feasibility of using affine structure methods to do
so. To begin with, we consider two Heston stochastic volatility models, the first
specified by
dSt = µStdt+
√
vtStdWt
dvt = κ (θ − vt) dt+ ξ√vtdZt
ρdt = d[W,Z]t
(3.5)
and the second by
dS¯t = µ¯S¯tdt+
√
v¯tStdW¯t
dv¯t = κ¯
(
θ¯ − v¯t
)
dt+ ξ¯
√
v¯tdZ¯t
ρ¯dt = d[W¯ , Z¯]t
(3.6)
We purposefully postpone a discussion of the correlations present between the two
individual Heston models to a later point. As it stands, the solutions for the two
asset prices at time T may be expressed as
ST = S0 exp
(∫ T
0
(µ− 1
2
vt)dt+
∫ T
0
√
vudWu
)
(3.7)
and
S¯T = S¯0 exp
(∫ T
0
(µ¯− 1
2
v¯t)dt+
∫ T
0
√
v¯udW¯u
)
(3.8)
Our aim is to calculate the quantity E[StS¯t]. Proceeding directly
E[ST S¯T ] = E
[
S0 exp
(∫ T
0
(µ− 1
2
vt)dt+
∫ T
0
√
vudWu
)
× S¯0 exp
(∫ T
0
(µ¯− 1
2
v¯t)dt+
∫ T
0
√
v¯udW¯u
)]
= S0S¯0 exp
(∫ T
0
µ+ µ¯dt
)
× E
[
exp
(∫ T
0
√
vudWu +
∫ T
0
√
v¯udW¯u
)
exp(−1
2
∫ T
0
(vt + v¯t)dt)
]
= cE
[
exp
(∫ T
0
√
vudWu +
∫ T
0
√
v¯udW¯u
)
exp
(
−1
2
∫ T
0
(vt + v¯t)dt
)]
(3.9)
where we have defined the constant c = S0S¯0 exp ((µ+ µ¯)T ). Conditioning on some
intermediate time s, 0 < s < T and defining the sigma-algebra σ¯(T ) := σ(Zs, Z¯s; s ≤
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T ), we use the tower property of conditional expectations to write
E[ST S¯T ] = cE
[
E
[
exp
(∫ T
0
√
vudWu +
∫ T
0
√
v¯udW¯u
)
× exp
(
−1
2
∫ T
0
(vt + v¯t)dt
)
|σ¯(T )
]] (3.10)
Keeping in mind that, within each of the two individual Heston models, we have the
following correlations:
E[WtZt] = ρt
E[W¯tZ¯t] = ρ¯t
(3.11)
we can write
dWt = ρdZt +
√
1− ρ2dBt
dW¯t = ρ¯dZ¯t +
√
1− ρ¯2dB¯t
(3.12)
where B and B¯ are two Brownian motions such that Z ⊥ B and Z¯ ⊥ B¯. Note
that, if we assume some correlation between B and B¯, we are effectively assuming
a correlation between the two Heston models. We will make use of this fact later.
Using these terms, we make the appropriate substitution into our expectation:
E[ST S¯T ] = cE
[
E
[
exp
(
ρ
∫ T
0
√
vsdZs + ρ¯
∫ T
0
√
v¯sdZ¯s − 1
2
(
∫ T
0
vs + v¯s)ds
)
|σ¯(T )
]
× E
[
exp
(∫ T
0
√
vs
√
1− ρ2dBs +
∫ T
0
√
v¯s
√
1− ρ¯2dB¯s
)
|σ¯(T )
]]
(3.13)
The second inner expectation is of the general form
E
[
exp
(∫ T
0
fsdBs +
∫ T
0
f¯sdB¯s
)
|σ¯(T )
]
(3.14)
If the two Wiener processes B and B¯ are themselves uncorrelated, we can split this
expectation as
E
[
exp
(∫ T
0
fsdBs
)
|σ¯(T )
]
E
[
exp
(∫ T
0
f¯sdB¯s
)
|σ¯(T )
]
(3.15)
A key consequence of Girsanov’s Theorem is that
E
[
exp
(∫ T
0
fsdBs
)]
= exp
(
1
2
∫ T
0
f 2s ds
)
(3.16)
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provided that Novikov’s condition
E
[
exp
(
1
2
∫ T
0
f 2s ds
)]
<∞ (3.17)
holds, since
E
[
exp
(∫ T
0
fsdBs − 1
2
∫ T
0
f 2s ds
)]
(3.18)
is an exponential martingale with expectation 1. So we may compute
E
[
exp
(∫ T
0
fsdBs
)]
= E
[
exp
(∫ T
0
fsdBs − 1
2
∫ t
0
f 2s ds+
1
2
∫ t
0
f 2s ds
)]
= E
[
exp
(∫ T
0
fsdBs − 1
2
∫ t
0
f 2s ds
)]
exp
(
1
2
∫ t
0
f 2s ds
)
= exp
(
1
2
∫ t
0
f 2s ds
)
(3.19)
We can use this result to solve for these terms:
E
[
exp
(
1
2
∫ t
0
f 2s ds
)
|σ¯(T )
]
E
[
exp
(
1
2
∫ t
0
f¯ 2s ds
)
|σ¯(T )
]
= exp
(
1
2
∫ t
0
(
√
vs
√
1− ρ2)2ds
)
exp
(
1
2
∫ t
0
(
√
v¯s
√
1− ρ¯2)2ds
)
= exp
(
1
2
∫ t
0
vs(1− ρ2)ds
)
exp
(
1
2
∫ t
0
v¯s(1− ρ¯2)ds
)
= exp
(
1
2
∫ t
0
vs
(
1− ρ2)+ v¯s (1− ρ¯2) ds)
(3.20)
We combine this result with the other term that we still need to compute in the
expectation:
E
[
exp
(
ρ
∫ T
0
√
vsdZs + ρ¯
∫ T
0
√
v¯sdZ¯s − 1
2
(
∫ T
0
vs + v¯s)ds
)
× exp
(
1
2
∫ t
0
vs
(
1− ρ2)+ v¯s (1− ρ¯2) ds)]
E
[
exp
(
ρ
∫ T
0
√
vsdZs + ρ¯
∫ T
0
√
v¯sdZ¯s − 1
2
∫ T
0
(ρ2vs + ρ¯
2v¯s)ds
)
|σ¯(T )
] (3.21)
Using the two Heston diffusions defined earlier, this is equal to
E
[
exp
(
ρ
ξ
[v(T )− v(0)−
∫ T
0
κ(θ − v(s))ds]
+
ρ¯
ξ¯
[v¯(T )− v¯(0)−
∫ T
0
κ¯(θ¯ − v¯(s))ds]− 1
2
∫ T
0
(ρ2vs + ρ¯
2v¯s)ds
)
|σ¯(T )
]
(3.22)
67
Simplifying terms this can be expressed as
E
[
exp
(
ρ
ξ
[vT − v0 − κθT ] + ρ¯
ξ¯
[v¯T − v¯0 − κ¯θ¯T ] +
∫ T
0
(
ρ
ξ
κ− ρ
2
2
)
vs +
(
ρ¯
ξ¯
κ¯− ρ¯
2
2
)
v¯sds
)
|σ¯(T )
]
(3.23)
We define the functions
g(vT ) = exp
(
ρ
ξ
[vT − v0 − κθT ]
)
r(vs) =
(
ρ
ξ
κ− ρ
2
2
)
vs
(3.24)
and tidy up to obtain
E
[
g(vT )g(v¯T ) exp
(∫ T
0
r(vs) + r(v¯s)ds
)
|σ¯(T )
]
= E
[
g(vT ) exp
(∫ T
0
r(vs)ds
)
|σ¯(T )
]
E
[
g(v¯T ) exp
(∫ T
0
r(v¯s)ds
)
|σ¯(T )
] (3.25)
Each of these expectations can be solved analytically via the solution of a set of
Riccati equations as they fall under the affine class of models, whose results for
expectations are given by Duffie & Singleton [20].
3.1 General Case for Affine Term Structure Solu-
tion
Let X be a process defined by
Xt = X0 +
∫ t
0
µ(Xs)ds+
∫ t
0
σ(Xs)dWs + Jt (3.26)
where W is an Ft-adapted Brownian motion and J is a pure-jump process with
intensity λ. Additionally, assume some discount-rate function R(x) and that all
functions are affine, i.e:
µ(x) = K0 +K1x
σ(x)σ(x)
′
= (H0)ij + (H1)ijx
λ(x) = l0 + l1x
R(x) = ρ0 + ρ1x
(3.27)
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Then an expectation of the form
E
[
exp
(
−
∫ T
t
R(Xs)ds
)
euXT |Ft
]
(3.28)
has a solution of the form:
eα(t)+β(t)x (3.29)
where the functions α(.) and β(.) are determined by the solutions to the Riccati
equations:
dβ(t)
dt
= ρ1 −K ′1β(t)−
1
2
β(t)
′
H1β(t)− l1 (θ[β(t)]− 1)
dα(t)
dt
= ρ0 −K0β(t)− 1
2
β(t)
′
H0β(t)− l0 (θ[β(t)]− 1)
(3.30)
with boundary conditions
β(T ) = u
α(T ) = 0
(3.31)
where θ(.) is the jump transform
θ(x) =
∫
Rn
exp (xz) dv(z). (3.32)
3.2 Specific Case 1: No correlations
In our situation we have the expectation:
E
[
g(vT ) exp
(∫ T
0
r(vs)ds
)]
= E
[
exp
(
ρ
ξ
[vT − v0 − κθT ]
)
× exp
(∫ T
0
(
ρ
ξ
κ− ρ
2
2
)
vsds
)]
= exp
(
−ρ
ξ
v0 − ρ
ξ
κθT
)
× E
[
exp
(
ρ
ξ
vT
)
exp
(
−
∫ T
0
(
ρ2
2
− ρ
ξ
κ
)
vsds
)]
(3.33)
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Therefore, to apply the generalised approach to our case we have:
u =
ρ
ξ
v = −ρ
ξ
v0 − ρ
ξ
κθT
ρ0 = 0
ρ1 =
(
ρ2
2
− ρ
ξ
κ
)
K0 = κθ
K1 = −κ
H0 = 0
H1 = ξ
2
(3.34)
Clearly, we do not have any jumps to include in our case, so the Riccati equations
simplify to
dβ(t)
dt
=
(
ρ2
2
− ρ
ξ
κ
)
+ κβ(t)− 1
2
ξ2β(t)2
dα(t)
dt
= −κθβ(t)
(3.35)
with boundary conditions
β(T ) =
ρ
ξ
α(T ) = 0
(3.36)
The solutions are given explicitly by
β(s) =
1 + a1e
b1s
c1 + d1eb1s
α(s) = −ρ
ξ
v0 − κθT + m(a1c1 − d1)
b1c1d1
log
c1 + d1e
b1s
c1 + d1
+
m
c1
s
(3.37)
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where
c1 =
κ+
√
κ2 + 2ξ2
(
ρ2
2
− ρ
ξ
κ
)
2
(
ρ
ξ
κ− ρ2
2
)
d1 =
(
1− c1ρ
ξ
) −κ+ ξρ+√(ξρ− κ)2 − ξ2(ρ2 − 2κρ
ξ
+ 2
(
ρ
ξ
κ− ρ2
2
)
)
−2κρ
ξ
+ ρ2 + 2
(
ρ
ξ
κ− ρ2
2
)
a1 = (d1 + c1)
ρ
ξ
− 1
b1 =
d1(−κ+ 2
(
ρ
ξ
κ− ρ2
2
)
c1) + a1(−κc1 + ξ2)
a1c1 − d1 .
(3.38)
This finally provides us with the result of the expectation E[StS¯t], albeit in the case
where we do not have any correlations present, except within each Heston model. At
this point, it looks as though the work is done; however, upon closer inspection we
observe that following the solution to the generalised Riccati equation and applying
our conditions leads to the denominator of d1 becoming equal to zero. Hence, in this
degenerate case, we conclude that our Riccati equation requires special treatment.
We restart by considering the equation that determines β(t), dropping the time-
dependence in the below calculations for notational convenience.
−1
2
ξ2β2 + κβ +
(
ρ2
2
− ρ
ξ
κ
)
= 0 (3.39)
The roots are obtained by
κ2 + 2ξ2
(
ρ2
2
− ρ
ξ
κ
)
= 0
=⇒ β1/2 = κ±
√
κ2 + ξ2ρ2 − 2ρξκ
ξ2
(3.40)
71
We can rewrite the original differential equation as
dβ = −1
2
ξ2(β − β1)(β − β2)dt
=⇒ dβ
(β − β1)(β − β2) = −
1
2
ξ2dt
=⇒
(
1
β − β1 −
1
β − β2
)(
dβ
β1 − β2
)
= −adt
=⇒ log
(
β − β1
β − β2
)
= a (β1 − β2) t+ c
=⇒ β(t) = β1 − β2 exp(a (β1 − β2) t+ c)
(1− exp(a (β1 − β2) t+ c))
(3.41)
We recall that our terminal condition is given by
β(T ) =
ρ
ξ
(3.42)
So by substitution we see
β1 − β2 exp(a (β1 − β2)T + c)
(1− exp(a (β1 − β2)T + c)) =
ρ
ξ
=⇒ β1 − β2 exp(a (β1 − β2)T + c) = ρ
ξ
(1− exp(a (β1 − β2)T + c))
=⇒
(
ρ
ξ
− β2
)
exp(a (β1 − β2)T + c) = ρ
ξ
− β1
=⇒ c = log
(
ρ− ξβ1
ρ− ξβ2
)
− a (β1 − β2)T
(3.43)
Substituting back into our equation for β(t) gives the final solution of
β(t) =
β1 − β2
(
ρ−ξβ1
ρ−ξβ2
)
exp(a (β1 − β2) t− a (β1 − β2)T )(
1−
(
ρ−ξβ1
ρ−ξβ2
)
exp(a (β1 − β2) t− a (β1 − β2)T )
) (3.44)
Now that we have a new term for β(t), it is a simple exercise to obtain the corre-
sponding solution to the ordinary differential equation governing α(t).
3.3 Specific Case 2: Introducing correlation be-
tween models
Above, we have dealt with the case in which there does not exist any correlation
between the two Brownian motions B and B¯. If on the other hand there exists
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correlation between B and B¯, we cannot simply split the expectation
E[exp(
∫ T
0
fsdBs +
∫ T
0
f¯sdB¯s)] (3.45)
into two parts and use the standard form of the Girsanov Theorem. Instead, we con-
sider the correlation structure between Z, Z¯, B and B¯, which we denote P¯ . Having a
fully specified correlation structure between these processes will imply the correlation
between W and W¯ as we can compute
E[dWtdW¯t] = E[(ρdZt +
√
1− ρ2dBt)(ρ¯dZ¯t +
√
1− ρ¯2dB¯t)]
= E[ρdZtdZ¯t] + E[ρdZt
√
1− ρ¯2dB¯t]
+ E[
√
1− ρ2dBtρ¯dZ¯t] + E[
√
1− ρ2dBt
√
1− ρ¯2dB¯t]
= ρb
√
1− ρ2
√
1− ρ¯2dt.
(3.46)
In other words, we aim to indirectly introduce a correlation between the two Heston
models into place. Fixing the correlation between B and B¯ as ρb we have:
P¯ =

1 0 0 0
0 1 0 ρb
0 0 1 0
0 ρb 0 1

Given the correlation structure that we have specified, we can express the correlated
Brownian motions B and B¯ as follows:
Bs = ρbB¯s + (1− ρb)Bˆs (3.47)
where B¯s and Bˆs are independent. Using this fact, we are able to change our expec-
tation of interest to read:
E
[
exp
(∫ T
0
fs
(
ρbdB¯s + (1− ρb) dBˆs
)
+
∫ T
0
f¯sdB¯s
)]
= E
[
exp
(∫ T
0
(
fsρb + f¯s
)
dB¯s
)]
E
[
exp
(∫ T
0
fs (1− ρb) dBˆs
)] (3.48)
Now we are once more in a position to make use of the standard form of Girsanov’s
Theorem to calculate these terms.
E
[
exp
(∫ T
0
fs (1− ρb) dBˆs
)]
= exp
(
1
2
∫ T
0
(1− ρb)2f 2s ds
)
E
[
exp
(∫ T
0
(
fsρb + f¯s
)
dB¯s
)]
= exp
(
1
2
∫ T
0
ρ2bf
2
s + f¯
2
s + 2ff f¯sρbds
) (3.49)
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Gathering terms, we have in our case:
E
[
exp
(∫ T
0
fsdBs +
∫ T
0
f¯sdB¯s
)]
= exp
(
1
2
∫ T
0
f 2s + f
2
s ρ
2
b − 2f 2s ρb + ρ2bf 2s + f¯ 2s + 2fsf¯sρbds
)
= exp
(
1
2
∫ T
0
f 2s
(
1 + 2ρ2b − 2ρb
)
+ f¯ 2s + 2ρbfsf¯sds
) (3.50)
Again, we combine this with our other term:
E
[
exp
(
ρ
∫ T
0
√
vsdZs + ρ¯
∫ T
0
√
v¯sdZ¯s − 1
2
(
∫ T
0
vs + v¯s)ds
)
× exp
(
1
2
∫ T
0
f 2s
(
1 + 2ρ2b − 2ρb
)
+ f¯ 2s + 2ρbfsf¯sds
)
|σ¯
]
= E
[
exp
(
ρ
∫ T
0
√
vsdZs + ρ¯
∫ T
0
√
v¯sdZ¯s − 1
2
(
∫ T
0
vs + v¯s)ds
)
× exp
(
1
2
(∫ T
0
vs(1− ρ2)
(
1 + 2ρ2b − 2ρb
)
+ v¯s(1− ρ¯2) + 2ρb√vs
√
v¯s
√
1− ρ2
√
1− ρ¯2ds
))]
= E
[
exp
(
ρ
∫ T
0
√
vsdZs + ρ¯
∫ T
0
√
v¯sdZ¯s
)
− 1
2
∫ T
0
(vsρ
2(1 + 2ρb − 2ρb) + v¯sρ¯2)ds|σ¯
]
× E
[ ∫ T
0
ρb
√
vs
√
v¯s
√
1− ρ2
√
1− ρ¯2ds|σ¯
]
(3.51)
Here we encounter a problem, in that we no longer have an affine structure due to
the square root terms. We will not be able to separate the
√
vs
√
v¯s terms, and the
expectation
E
[ ∫ T
0
ρb
√
vs
√
v¯s
√
1− ρ2
√
1− ρ¯2ds|σ¯
]
(3.52)
will not be reducible to a system of Riccati equations in the same manner as discussed
previously. On the other hand, we have managed to simplify the calculation com-
plexity somewhat, as we now need only generate two independent random variables,
Zs and Z¯s and numerically calculate the expectation using Monte Carlo simulation
to arrive at E[ST S¯T ], versus generating four sets of correlated random variables using
the standard Monte Carlo simulation of the Heston model.
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Chapter 4
Conclusion
In this thesis, we started out by providing an overview of the different concepts that
arise in volatility modelling when pricing financial derivatives. In particular, we ex-
plored the link between stochastic and local volatility, following two methods to go
from one to the other. In the first instance, we begin with a stochastic volatility
model, make use of a large-time equivalence between this model and the SVI param-
eterisation of implied volatility and then compute the local volatility using Dupire’s
formula. As an alternative approach, we calculate the expectation of the variance
term in the Heston model conditioned on the level of the asset price process, which
can be shown to be equivalent to the local variance. Using these methods, we com-
pared a number of different volatility surfaces and calculated option prices in the
single asset case. Our finding was that the method giving the closest approxima-
tions was the conditioning method, with the SVI local volatility surface displaying
significant deviations from the Heston volatility surface at small times. This is not
completely unexpected, given that the parameter equivalences between the SVI pa-
rameterisation of implied volatility and the Heston model is derived under the as-
sumption of T → ∞. While the conditioning approach looks promising, we note
that issues can arise from terms in the volatility calculation becoming negative and
introducing complex terms in the result. We analysed the different scenarios under
which this could happen, and calculated the probability that this would happen at a
given time. From this point, we extended our analysis to multi-asset options, using a
combination of the Markovian projection and asymptotic expansion techniques. As
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it faired better than our SVI method in the volatility surface analysis, we used the
conditional expectation approach to represent stochastic volatility as local volatility
in this section. We found that, while the computations are relatively quick compared
to Monte Carlo simulations, this increased speed appears to come with the cost of
decreased precision. In an attempt to increase the precision, we discussed the possi-
bility of extending the computations to include higher order terms, but find that if
we increase all expansions in the computations to the second order, it is no longer
clear how the resulting conditional expectations can be computed analytically. We
also explore the possibility of using the Levy approximation for option pricing under
the Heston model, and find that the multi-asset case presents some issues, as the
calculation of the expectation of the product of two asset prices driven by correlated
Heston models does not allow us to use affine methods to obtain an analytical solu-
tion.
This approach to pricing multi-asset derivatives shows promise in terms of increased
speed over brute-force Monte Carlo simulations. Moving forward, it would be inter-
esting, and potentially useful, to see the same approach applied to other stochastic
volatility models. Of course, adding more features to the model may well increase
the level of approximation being used. To increase the accuracy of computations, it
would be useful to further assess the feasibility of computing the conditional expec-
tations arising from higher order expansions, either analytically or through the use
of efficient numerical methods.
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Appendix A
Local Volatility Approximation
Plots
The following four plots demonstrate the behaviour of the local volatility (Ap-
proximation 2) function. In the first plot, we have taken the parameters to be
κ = 2, θ = .07, ξ = .1, ρ = −.9, v0 = .04, S(0) = 100 and have varied S(t) along the
x-axis. In the second and third plots, we show that moving the ρ and ξ parameters
towards 0 (we take ρ = −.1 and ξ = .01) changes the behavior of the function sig-
nificantly. The fourth plot shows the effect of increasing ξ to 0.2. We see that the
curve pulls toward the x-axis at a faster rate. The point at which the curve hits the
axis is the point at which we encounter problems with complex numbers appearing
due to the square root.
77
The following two plots show how the components of the approximated local volatil-
ity function σˆ(t, St) evolve through time. In the first, we see that having ρ < 0 leads
to c2,t < 0, whereas in the second we see that this behaviour reversed when ρ > 0.
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The remaining plots compare the accuracy of our Basket approximation by consider-
ing the distribution of the Basket values at maturity, and highlighting the points at
which the approximations differ. The example shown is for the three-asset case. We
see that pricing using Approximation 2 produces a distribution that is more in line
with the result yielded by the brute-force Monte Carlo method than the alternative
approximation.
79
80
81
Appendix B
Local Volatility Approximation
Results
Table B.1: Basket Option Approximation - 3 Asset Portfolio
# Assets Heston MC Approx 1(%diff) MC Approx 2(%diff) MC Basket Approx(%diff)
3 17.2707 17.3301 (.35) 17.2661 (.03) 17.4919 (1.28)
3 2.9764 3.5573 (19.52) 2.9816 (.18) 3.0503 (2.48)
3 52.3352 51.9467 (.74) 52.3495 (.03) 52.1767 (.30)
3 17.5514 17.5694 (.10) 17.5452 (.04) 17.0296 (2.97)
3 12.9202 12.9865 (.51) 12.9274 (.06) 12.9247 (.03)
3 20.4265 20.4442 (.09) 20.4411 (.07) 20.8806 (2.22)
3 16.3664 16.4875 (.74) 16.4007 (.21) 15.7582 (3.72)
3 16.0437 16.1025 (.37) 16.1040 (.38) 15.8873 (.97)
Table B.2: Basket Option Approximation - 4 Asset Portfolio
# Assets Heston MC Approx 1(%diff) MC Approx 2(%diff) MC Basket Approx(%diff)
4 19.9288 19.9667 (.19) 19.9473 (.09) 20.2618 (1.67)
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Table B.3: Basket Option Approximation - 5 Asset Portfolio
# Assets Heston MC Approx 1(%diff) MC Approx 2(%diff) MC Basket Approx(%diff)
5 24.1532 24.2196 (.27) 24.1819 (.12) 24.4894 (1.39)
Table B.4: Test Parameters: Single Asset
Case κ θ ξ V0 S0 ρ K Steps Sims
1 2 .04 .1 .04 100 -.9 100 1000 20000
2 2 .04 .1 .04 100 -.9 150 1000 20000
3 2 .04 .1 .04 100 -.9 50 1000 20000
4 5 .04 .1 .04 100 -.9 100 1000 20000
5 2 .01 .1 .04 100 -.9 100 1000 20000
6 2 .07 .1 .04 100 -.9 100 1000 20000
7 2 .03 .1 .04 100 .9 100 1000 20000
8 2 .03 .1 .04 100 -.1 100 1000 20000
Table B.5: Test Parameters: 3 Asset Basket
Case κ θ ξ V0 S0 ρ K Steps Sims
1 2 .04 .1 .04 100 -.9 300 1000 20000
2 2 .04 .1 .04 100 -.9 350 1000 20000
3 2 .04 .1 .04 100 -.9 250 1000 20000
4 5 .04 .1 .04 100 -.9 300 1000 20000
5 2 .01 .1 .04 100 -.9 300 1000 20000
6 2 .07 .1 .04 100 -.9 300 1000 20000
7 2 .03 .1 .04 100 .9 300 1000 20000
8 2 .03 .1 .04 100 -.1 300 1000 20000
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