Abstract. For a general class of difference operators Hε = Tε + Vε on ℓ 2 ((εZ) d ), where Vε is a multi-well potential and ε is a small parameter, we analyze the asymptotic behavior as ε → 0 of the (low-lying) eigenvalues and eigenfunctions. We show that the first n eigenvalues of Hε converge to the first n eigenvalues of the direct sum of harmonic oscillators on R d located at the several wells. Our proof is microlocal.
Introduction
The central topic of this paper is the investigation of a rather general class of families of difference operators H ε on the Hilbert space ℓ 2 ((εZ) d ), as the small parameter ε > 0 tends to zero. The operator H ε is given by
(τ γ u)(x) = u(x + γ) and (a γ u)(x) := a γ (x, ε)u(x) for x, γ ∈ (εZ)
where V ε is a multiplication operator, which in leading order is given by V 0 ∈ C ∞ (R d ). We will show that the low lying spectrum of H ε on ℓ 2 ((εZ) d ) is in the limit ε → 0 asymptotically given by the spectrum of an adapted harmonic oscillator on L 2 (R d ). We remark that the limit ε → 0 is analog to the semiclassical limit → 0 for the Schrödinger operator − 2 ∆ + V . The central result of this paper (the validity of the harmonic approximation) is the first basic step in any WKB-theory for the Schrödinger operator (see e.g. Simon [20] , Helffer-Sjöstrand [12] ). In our case, this basic step is considerably more difficult. The discrete kinetic operator T ε is not a local operator (in particular, not a differential operator). Furthermore, H ε and the approximating harmonic oscillator act on different spaces. We remark that this is in fact crucial: Letting H ε act on L 2 (R d ) would lead to infinite multiplicity of the point spectrum. In addition, the proofs for the Schrödinger operator in Simon ([20] , [6] ) and Helffer-Sjöstrand [12] use special identities for differential operators of second order. To overcome these difficulties, we use a microlocal approach. The basic theorems necessary for our analysis are proven in Appendix A. This paper is based on the thesis Rosenberger [19] . It is the second in a series of papers (see ); the aim is to develop an analytic approach to the semiclassical eigenvalue problem and tunneling for H ε which is comparable in detail and precision to the well known analysis for the Schrödinger operator (see Simon [20] , [6] and Helffer-Sjöstrand [12] ). Our motivation comes from stochastic problems (see , Bovier-Eckhoff-Gayrard-Klein [3] , [4] , BaakeBaake-Bovier-Klein [2] ). A large class of discrete Markov chains analyzed in [4] with probabilistic techniques falls into the framework of difference operators treated in this article.
We assume γ (x) + ε a (1) γ (x) + R (2) γ (x, ε) , (1.4) where a
γ (x + h)| = O(|h|) for j = 0, 1 uniformly with respect to γ ∈ (εZ) d and x ∈ R d . Furthermore R
(ii) γ a (0) γ = 0 and a
γ ≤ 0 for γ = 0 (iii) a γ (x, ε) = a −γ (x + γ, ε) for x ∈ R d , γ ∈ (εZ) d (iv) For any n ∈ N and α ∈ N d there exists a C > 0 such that for j = 0, 1 uniformly with respect to x ∈ (εZ) d and ε
. (x, ε) ℓ 2 γ ((εZ) d ) ≤ Cε 2 .
(1.5)
γ (x) < 0} = R d for all x ∈ R d . (b) (i) The potential energy V ε is the restriction to (εZ) d of a function V ε ∈ C ∞ (R d ), which has an expansion V ε (x) = V 0 (x) + ε V 1 (x) + R 2 (x; ε) , (1.6) where
for some ε 0 > 0 and for any compact set K ⊂ R d there exists a constant C K such that sup x∈K |R 2 (x; ε)| ≤ C K ε 2 .
(ii) V ε is polynomially bounded and there exist constants R, C > 0 such that V ε (x) > C for all |x| ≥ R and ε ∈ (0, 
is positive definite (i.e. the absolute minima are non-degenerate). We call the minima {x j } m j=1 of V 0 potential wells. We set for ε ∈ (0, 1] t(x, ξ; ε) := 8) and denote the function on R 2d × [0, 1), which is 2π-periodic with respect to ξ by t as well. The expansion (1.4) of a γ (x, ε) leads to the definition t(x, ξ; ε) = t 0 (x, ξ) + ε t 1 (x, ξ) + t 2 (x, ξ; ε) , with (1.9) (c) By Hypothesis 1.1 (a)(iii) and since the a γ are real, the operator T ε defined in (1.1) is symmetric. In the probabilistic context, which is our main motivation, the latter is a standard reversibility condition while the former ist automatic for a Markov chain. Moreover, T ε is bounded (uniformly in ε) by condition (a)(iv) and bounded from below by −Cε for some C > 0 by condition (a)(iv),(iii) and (ii). (d) A combination of the expansion (1.4) and the reversibility condition (a)(iii) leads to the fact that the 2π-periodic function R d ∋ ξ → t 0 (x, ξ) is even.
(e) Since T ε is bounded, H ε = T ε + V ε defined in (1.1) possesses a self adjoint realization on the maximal domain of V ε . Abusing notation, we shall denote this realization also by H ε and its domain by D(H ε ) ⊂ ℓ 2 (εZ) d . The associated symbol is denoted by h(x, ξ; ε). Clearly, H ε commutes with complex conjugation.
We will use the notationã :
εη (x) ∈ R (1.12) and seth 13) where by Remark 1.
(1.14)
The main result of this paper is the following theorem: j , whereÃ j is given in (1.7) and B j = B(x j ) is defined in (1.10).
We denote by
. Then for any fixed n ∈ N * and ε sufficiently small, H ε has at least n eigenvalues. Counting multiplicity, we denote for k ∈ N * the k-th eigenvalue of K by e k and the k-th eigenvalue of H ε by E k (ε) (ordered by magnitude). Then, as ε → 0,
.
(1.16)
We remark that (under additional assumptions) Theorem 1.3 considerably sharpens Theorem 1 in Baake-Baake-Bovier-Klein [2] .
The strategy of the proof of Theorem 1.3 is to restrict the Hamilton operator H ε to small ε 2 5 -scaled neighborhoods of its critical points in x and ξ, i.e. to neighborhoods of {(x j , 0)} m j=1 in phase space. Then restricted to these regions, the difference operator can be compared with a corresponding differential operator acting on L 2 (R d ). We follow in part the ideas of the proof of Theorem 11.1 in Cycon-Froese-Kirsch-Simon [6] on the quasi-classical eigenvalue limit of a Schrödinger operator. But in contrast to this proof, our difference operator T ε depends on both position and momentum and acts on a different space than the harmonic oscillator. The first step of the proof consists in localizing the operator simultaneously with respect to x and ξ, which is done by use of a version of microlocal calculus adapted to the discrete setting as introduced in Definition 2.1. These localized operators still act on ℓ 2 ((εZ) d ). The second step consists in comparing the localized operators on ℓ 2 ((εZ) d ) with the associated localized operators on L 2 (R d ), which are standard pseudo-differential operators. With these preparations, the remaining part of the proof follows closely the arguments in Simon [20] .
The plan of the paper is as follows. We introduce in Section 2 some notations, define symbolspaces on R d × T d and associated operators and state some essential results concerning these symbols and operators. In Section 3 we state and prove lemmata, which are essential ingredients for the proof of Theorem 1.3. Proposition 3.1, Lemma 3.3 and Lemma 3.6 contain the main estimates on the error introduced by localizing the relevant operators on ℓ 2 ((εZ) d ) and L 2 (R d ). Lemma 3.7 estimates the difference between these operators. The proof of Theorem 1.3 is finally given in Section 4. Appendix A is concerned with pseudo-differential operators in the discrete setting. In particular, we collect some properties of symbols and prove the ℓ 2 -continuity of pseudodifferential operators with symbols in
. In Section B we show an analog of the Theorem of Persson for some class of difference operators.
Notations and Preliminaries
For ε > 0, we consider ℓ 2 (εZ) d , the space of square summable functions on the ε-scaled lattice, with scalar product
Denoting the d-dimensional torus by
We denote the associated norms by . ℓ 2 and . T . The discrete Fourier transform F ε :
where
dξ the standard scalar product and we introduce the ε-scaled Fourier transform
where compared to the usual Fourier transform the roles of x and ξ are interchanged. We notice
We write x := 1 + |x| 2 for x ∈ R d .
We introduce the symbol-spaces S(m)(
depending on the small parameter ε ∈ (0, 1] following Dimassi-Sjöstrand [7] . A corresponding symbolic calculus is introduced in Appendix A.
The best constants C α,β in (2.8) are denoted by a α,β and endow
We show in Appendix A, Lemma A.2 that Op
equipped with the Fréchet-topology associated to the family of seminorms · α . By standard arguments, Op
Defining the #-product
Corollary A.5 tells us that this product has a bilinear continuous extension to symbol spaces: 
(in the sense of Definition 2.1,(e) with k j = r 1 + r 2 + j(1 − 2δ)). We recall that the #-product reflects the composition of operators, i.e.
Let t denote the function defined in (1.8), then t ∈ S 0 0 (1). A straightforward calculation gives Op
Thus any such f can be considered as a function on the torus T d . We shall denote this function on T d byf .
Then the truncated quadratic approximation of t given by
(with the notation of Remark 2.2). The associated bounded operator on the lattice (see (2.9) ) is denoted by Op T ε (t π,q ) =: T ε,q . Moreover we define for a potential well x j of V 0 in the sense of Hypothesis 1.1
To compare H ε with an harmonic oscillator on L 2 R d , we associate to t (considered as an element of S 0 0 (1)(R 2d ) in the sense of Definition A.1) the translation operator on
(see (A.1)), and we define the associated Hamilton operator
Gx 0 is defined as the restriction map to the lattice G x0 , it follows that τ γ commutes with 1 Gx 0 . Then H ε = H ε 1 G0 and H ε,x0 := H ε 1 Gx 0 defines a natural realization of H ε on ℓ 2 (G x0 ).
By Hypothesis 1.1, at a potential well x j , for |x − x j | → 0, the potential energy V ε has the expansion
Remark 2.4 The operators K j defined in (1.15) are harmonic oscillators with the additional additive constant V 1 (x j ) + t 1 (x j , 0). Denoting by (ω j ν ) 2 for ω j ν > 0 the eigenvalues of the matrix A j , the eigenvalues of the operator K j are given by
The spectrum σ(K) of K is the union σ(K) = m j=1 σ(K j ) of the spectra σ(K j ) for all j. The normalized eigenfunctions of the operators K j associated to an eigenvalue e α,j are given by
, and each h αν is a one-dimensional Hermite polynomial
with k = α ν . We assume h α to be normalized in the sense that g α,Kj L 2 = 1. The phase function in (2.19) is given by
Localization estimates
The starting point of the proof lies in choosing a partition of unity. This permits us to treat separately the neighborhoods of the minima and the region outside of these neighborhoods.
By standard arguments, there exists χ ∈ C
We define for s > 0 functions which localize in ε s -scaled neighborhoods of the minima
(3.1) For ε sufficiently small, supp χ j,ε,s ∩ supp χ k,ε,s = ∅ for k = j and thus by (c)
Furthermore we set for j = 0, 1, . . . , m χ j,ε := χ j,ε, 2 5 .
Using this partition of unity, we obtain modulo O ε 2 for 1 ≤ j ≤ m with the notation V j 1 (x) := V 1 (x j ) (using (1.6) and (2.17))
, where the last estimate follows from
for x ∈ supp(χ j,ε ). We shall now simultaneously localize T ε around ξ = 0 and x = x j , which gives the main contribution to the low-lying spectrum. To this end we define a partition of unity by
and
As above we set
andφ k,ε :=φ k,ε, 2 5 , k = 0, 1 .
Proposition 3.1 Let T ε be a translation operator on the lattice (εZ) d as described in Hypothesis 1.1 with the symbol t and let T ε,q,j denote the quadratic approximation of T ε , associated to the symbol t π,q,j defined in (2.12). Let χ j,ε , 1 ≤ j ≤ m, andφ 0,ε be the cut-off-functions defined in (3.2) and (3.5) respectively. Then P = O ε 6 5 , where
Proof. By Proposition A.6, we only need to show that p ∈ S 6 5 δ (1) for some 0 ≤ δ ≤ 
Now choose cut-off-functions φ 0,ε (ξ) and χ j,ε constructed as above from χ ∈ C ∞ 0 (R n ) with χ = 1 for |x| ≤ 2 and χ = 0 for |x| ≥ 3. By Lemma A.12 and (3.7) it suffices to show that p ∈ S (1), where p(x, ξ; ε) := (χ j,ε #φ 0,ε #(t − t π,q,j ) φ 0,ε χ j,ε #φ 0,ε #χ j,ε )(x, ξ; ε) .
We first determine the symbol class of (t − t π,q,j ) φ 0,ε χ j,ε . Let α, β ∈ N d , then for α 1 + α 2 = α and
Writing t − t π,q,j = t − t π,q + t π,q − t π,q,j , we use that by the definition of t 1 , Hypothesis 1.1,(a),(i) and Remark 1.2,(a) for each
The scaling in the definition of the cut-off-functions yields |x − x j | = O ε 2 5 = |ξ|, therefore by
(1), thus inserting (3.10) in (3.8) shows
and therefore (t − t π,q,j ) φ 0,ε χ j,ε ∈ S (1), thus by Corollary A.5 we get p ∈ S ( [7] , in particular Proposition 7.7, Theorem 7.9 and Theorem 7.11, it is possible to show by similar considerations as in the lattice case that for T , T qj defined in (2.13) and (2.16) respectively, with the cut-off functions χ j,ε , φ k,ε defined in (3.2) and (3.5), one has the norm estimate
(3.6) suggests to define (see (2.17))
as an approximating operator of H ε and H ε respectively on L 2 (R d ). By means of the unitary
, the operator H j is unitarily equivalent to
where A j , B j are defined as in Theorem 1.3. Furthermore, by scaling, H j is unitarily equivalent to εK j . Thus the spectrum of H j and H j is given by ε σ(K j ). The eigenfunctions of H j and H j are
We will show now that modulo terms of order ε 6 5 one can decompose H ε with respect to the partition of unity introduced above into a sum of Dirichlet operators. This is a generalization of the IMS-localization formula for Schrödinger operators described for example in Cycon-FroeseKirsch-Simon [6] . Let χ j,ε , 0 ≤ j ≤ m andφ k,ε , k = 0, 1 be given by (3.2) and (3.5) respectively. Then the following estimates hold in operator norm.
(a)
Proof. (a):
H ε can be written as as
therefore we have to estimate the double commutators on the right hand side of (3.15). Since t ∈ S 0 0 (1) and χ j,ε ∈ S 0 2 5
(1), j = 0, . . . m, it follows at once from Lemma A.
(1), which leads to (a) by Proposition A.6. (b): The arguments are quite similar to (a), but we need to consider the expansions for the symbolic double commutator, since the quadratic potential V j ε is not bounded, but V j ε ∈ S 0 0 (|x| 2 ). Thus the general result on the symbol class of the double commutator given in Lemma A.8 does not allow to use Proposition A.6 directly. By Lemma A.8, the double commutator in the symbolic calculus with α, α 1 , α 2 ∈ N d for k = 0, 1 can be written as
(1) and furthermore that the second derivative of the quadratic term V (1). We (1), yielding by Proposition A.6 the stated norm estimate for the associated operator. ✷
We shall now restrict the eigenfunctions g αj of H j introduced in (3.14) to the lattice (εZ) d . We denote these restrictions by g ε αj and we shall use them as approximate eigenfunctions for H ε .
Lemma 3.4 Let f, g denote eigenfunctions of H j as defined in (3.14) and f ε , g ε their restriction
It thus remains to show that I 1 and I 2 are of order ε −d+ 1 2 . By the scaling of f and since f = O(ε
) for some j ∈ {1, . . . m}, we have by (3.18) and (3.19) 20) where in the last step we used that by the definition of the Riemann Integral
which is a constant independent of ε. The estimates for I 2 are analogous. ✷
The functions g αj defined in (3.14) are localized near the well x j for j = 1, . . . , m and decrease exponentially fast. We need the following localization estimates.
Lemma 3.5 For s < 1 2 let , χ j,ε , χ j,ε,s , 1 ≤ j ≤ m andφ 0,ε,s , denote the cut-off functions defined in (3.2), (3.1) and below (3.4) respectively. Let g
αj denote the eigenfunctions of the harmonic oscillator defined in (3.14) (or their restriction to the lattice). Then for ε → 0 :
(a) There exists a constant C > 0 such that
Estimating of 1 − χ 2 j,ε,s by 1 on its support gives
) and the exponential decay of g αj , the right hand side can be estimated from above by
for some c, C > 0 and some polynomial p, proving (a).
(b): To prove this statement, we sum by parts. Setting v := F −1 ε χ j,ε g ε αj and replacing the functioñ φ 1,ε,s on its support by 1, we get
We now estimate |v(ξ)| 2 . By the definition (2.4) of the inverse Fourier transform,
To analyze v andv, we use summation by parts and the discrete Laplace operator ∆ ε
By (3.25) we have
Combining (3.24), (3.27) and (3.26) for any N ∈ N leads to
We shall estimate the first factor on the right hand side of (3.28
To find an estimate for the remaining series on the right hand side of (3.28), we use the differentiability of the functions χ j,ε g αj . We set u := ε d 4 χ j,ε g αj , then by the chain rule and the scaling of g αj and χ j,ε ∂
Thus Taylor expansion gives
(3.31) Inserting (3.31) and (3.29) into (3.28) gives . Lemma 3.6 Let H ε and T ε be given as in Hypothesis 1.1, V j ε be given in (2.17) and T q,j in (2.16). Letφ 0,ε , φ 0,ε and χ j,ε , 1 ≤ j ≤ m, denote the cut-off functions defined in (3.5) and (3.2) respectively. Let g (ε) αj denote the eigenfunctions of H j defined in (3.14) (or their restriction to the lattice). Then for ε → 0 :
By Lemma 3.3
We consider the kinetic and potential term separately, starting with the potential term V ε . By estimating (1 − χ 2 j,ε ) on its support by 1 and using g βl = O(ε
V ε is by Hypothesis 1.1 polynomially bounded, thus the right hand side is bounded from above by
for some c, C > 0 and some polynomial p. This yields for some c > 0
The boundedness of T ε together with Lemma 3.5 yields 
where the second estimate follows from the boundedness of t and the last from Lemma 3.5, (b).
where we used that
for some N ∈ N, C, c > 0 and some polynomial q(ξ). Next observe that by (3.15) (1) and χ j,ε ∈ S 0 2 5
(1), using PDO-calculus on R d , in particular the Theorem of Calderon and Vaillancourt (see [7] ). Furthermore
by Lemma 3.5, (a). Combining 
ε (χ j,ε g) , we obtain by use of (2.5) that the left hand side of (a) is given by
where the last equalitiy follows from the "Parseval" relation (2.7) for the ε-Fourier transform F ε defined in (2.6). We claim that for any α < 1 2 and for j = 1, 2
which together with (3.46) proves (a). Using Cauchy-Schwarz in (3.45), we obtain by Lemma 3.5, (b), and the boundedness of G for any s < 
where, setting
Using Lemma 3.5, (a), we obtain for any s < 1 2 and ε sufficiently small
In the domain of integration we have χ j,ε = 1 for s ∈ (
2 ) and ε sufficiently small. This gives, applying the chain rule to the scaled function f ,
(3.53)
Combining (3.54), (3.52) and (3.51) gives, taking
To estimate h 1 (ξ), observe that for
uniformly in x and ξ. Inserting this into (3.49) and setting
gives by (3.21)
From (3.57), we obtain
Thus, taking 1 2 − s small, we get for any α < 1 2
Furthermore, since sup |ξ|<ε s |t q,j (ξ)| ≤ Cε 2s , we get using (3.43) and (2.5) 
Then, similar to the proof of (a), it remains to estimate I 1 and I 2 . We claim that We still need one more estimate for the proof of Theorem 1.3. It concerns replacing the xdependent quadratic approximation T q of the kinetic energy by the operator T q,j fixed at the well x j .
Lemma 3.9 Let T q and T q,j be given by (2.15) and (2.16) respectively for 1 ≤ j ≤ m. Let χ j,ε be the cut-off function defined in (3.2) and f, g denote normalized eigenfunctions of H j given in (3.12), then
Proof. By the definition of the operators T q and T q,j
As g is scaled by ε
Since |x − x j | ≤ 2ε Following Simon [20] , we prove equality in (1.16) by proving an upper and a lower estimate. For the sake of the reader, we give a complete proof.
Estimate from above.
E n (ε) ε ≤ e n + O ε 1 5 as ε → 0 . At first we use the points (a) and (c) of Lemma 3.6, leading to the estimate
By Proposition 3.1 and by (3.3) (quadratic approximation of T ε localized at ξ = 0, x = x j and of V ε localized at x = x j ) we have
, where for the second step, the transition from (functions and scalar product in)
we used Lemma 3.7,(a) and (b). Point (b) and (d) of Lemma 3.6 and (3.12) yield
where the second equality follows from the fact that H j and H j are unitarily equivalent (see (3.13)). Since by definition H j g ′ αj = εe n(α,j) g ′ αj , the estimates (4.4) and (4.3) can be combined to give g
where n(α, j) denotes the number of the eigenvalue corresponding to the pair (α, j). We shall show that (4.5) leads to (4.1) by use of the Min-Max-principle. Choose ζ 1 , . . . ζ n−1 in the domain of H ε and define For λ > 0 we can choose ζ 1 , . . . ζ n−1 , such that
It follows from Lemma 3.4 that for ε > 0 sufficiently small the functions g 9) in particular they are linearly independent and M n := span{g
⊥ is at least one dimensional. Thus there exists a function ψ ∈ N with ψ ℓ 2 = 1 and it follows from (4.5), (4.6) and (4.9) that
Since λ is arbitrary, we have by (4.8) and (4.10) µ n (ε) ≤ ε e n + O ε 6 5 .
(4.11)
By Theorem B.1, Hypothesis 1.1 ensures that inf σ ess (H ε ) ≥ c > 0 uniformly in ε for ε sufficiently small. Since µ n (ε) is by (4.11) of order ε, for ε small enough it follows from the Min-Maxprinciple that µ n (ε) belongs to the discrete spectrum and coincides with E n (ε).
Estimate from below.
E n (ε) ε ≥ e n + O ε 1 5 as ε → 0 (4.12)
For n > 1, let l ≤ n − 1 be such that e n = e n−1 = . . . = e l+1 > e l and set e ∈ (e l , e n ), for n = 1 choose e < e 1 (in particular e ∈ σ( j K j )). Then we claim that there exists a constant C > 0 such that
for some symmetric operator R l with rank R l ≤ l. This implies (4.12). To see this implication, let
(4.14) On the other hand there exists a ψ ∈ E n ∩ ker R l , since dim ker (R l | En ) ≥ 1. For this ψ the inequality (4.13) yields
which together with (4.14) gives (4.12). It therefore suffices to show (4.13). By Lemma 3.3, H ε splits as 16) where the estimate on the error term in the following estimates is understood with respect to operator norm. χ 0,ε is supported in the region outside of the wells, thus |x−x j | > ε 2 5 for 1 ≤ j ≤ m and x ∈ supp χ 0,ε . Since the kinetic term is positive modulo terms of order ε and the potential is of second order in x or of order ε, we have for ε sufficiently small, e < e n and some constantC > 0 In the neighborhoods of the wells, (3.3) allows to approximate the potential by the quadratic term, therefore (3.3) and (4.17) give
In the first summand we introduce the partition of unityφ k,ε , k = 1, 0 in momentum space, defined in (3.5), and get by Lemma 3.3
. (4.19)
By Proposition 3.1, modulo terms of order O ε 6 5 , it is possible to replace T ε by T ε,q,j near ξ = 0 and x = x j , j = 1, . . . m. The functionφ 1,ε is supported in the exterior region with |ξ| > ε 2 5 , thus we have by arguments similar to those leading to (4.17)
Substituting (4.20) in (4.19), replacing T ε by T ε,q,j in the first summand of (4.19) and substituting the resulting equation in (4.18) yields
, where (4.21)
By the isometry of the Fourier transform
In the last step we used that for ε sufficiently small we can replace the scalar product in
by the scalar product in L 2 R d , if we simultaneously replaceφ 0,ε by φ 0,ε and t π,q,j by t q,j . This follows from the fact that the range of the integral is in both cases restricted to the support of φ 0,ε . Moreover changing variables allows to replace H j = T q,j + V j ε by H j (see (3.13)) and
Denote by e k,j the kth eigenvalue of H j and by l j the number of eigenvalues of H j not exceeding e. Thus e lj ≤ e l < e for all j and m j=1 l j = l. By replacing all eigenvalues e kj > e of H j by e we get
where Π j k denotes the projection on the eigenspace of e k,j . Inserting (4.23) into the right hand side of (4.22) and replacing φ 0,ε byφ 0,ε and . , . L 2 by . , . T yields
Thus by (4.24) together with (4.21) there exists a constant C > 0 such that 
Since rank(A + B) ≤ rank A + rank B and rank Π j k = 1, the operator A j has rank at most l j . Conjugation does not increase the rank and moreover m j=1 l j = l, thus we get rank R l ≤ l. Introducingφ 
Again the first and third summand can be combined so that the cut-off functions in both spaces add up to 1. We thus get by (4.25) and (4.27), for some C > 0, 
We start this section showing that by use of the identification of functions on the torus T First we notice (see for example Hörmander [13] ) that for any 2π-periodic function g ∈ C ∞ R d the Fourier transform F ε g defined in (2.6) satisfies
where, as in Remark 2.3,
, where the space s (εZ) d with its natural Fréchet topology is defined in (2.10).
Proof. We will deduce the continuity of Op
d from the continuity of Op ε on S R d , which is proven e.g. in Grigis-Sjöstrand [9] . To this end, we consider a cut-off function ζ ∈ C
Then r • j = 1 s and Op .4) . It remains to show that r and j are continuous, which is straight forward with rf α ≤ f α,0 and jv α,β ≤ C β ε −|β| v α for some
The following lemma is an adapted and more detailed version of Dimassi-Sjöstrand [7] , Proposition 7.6. Lemma A.3 Let 0 ≤ δ ≤ 1 2 and m be an order function. Then e iεDxD ξ :
an element of the symbol class S r+N (1−2δ) δ (m) and the Fréchet-seminorms of R N depend (linearly) only on finitely many b α,β with |α|, |β| ≥ N :
for some M ∈ N and C α,β,α ′ ,β ′ > 0 independent of ε ∈ (0, 1] .
. Thus, to prove continuity, it remains to show that e iεDxD ξ a is periodic with respect to ξ for a ∈ S r δ (m)
Thus it remains to show that
-and depends only on Fréchet-seminorms b α,β with |α|, |β| ≥ N . We sketch the proof of these statements, since the standard proofs of (A.6) for b ∈ S r δ (m)(R 2d ) or some similar classes (see e.g. Dimassi-Sjöstrand [7] , Grigis-Sjöstrand [9] , Martinez [16] ) do not directly lead to these more refined remainder estimates.
First one proves the statement for b ∈ C ∞ 0 (R 2d ). Then the integral in (A.5) converges absolutely and
Thus it is formally obvious that R N α,β depends only on Fréchet-seminorms
One needs integration by parts and standard arguments to show that R N ∈ S 
Again, R N (b R ) converges to r N in the topology of S 
), but its Fréchet-seminorms depend on all Fréchet-seminorms of b! Of course, the relevant terms in the estimate for e iεDxD ξ (1 − h)b are precisely cancelled by corresponding terms in the estimate for e iεDxD ξ hb. This cancellation, however, is not evident from the estimates stated [9] and [16] .
The following corollary concerns the composition of symbols.
Corollary A.5 The map
has a bilinear continuous extension : 
(with respect to
the remainder R N is an element of the symbol class S r1+r2+N (1−δ1−δ2) δ (m 1 m 2 ) and it depends linearly on a finite number of derivatives of the single symbols a and b. Furthermore it depends only on derivatives of a and b with respect to ξ and x respectively which are at least of order N .
Proof. By the Leibnitz rule, the map
is continuous, since each Fréchet-norm of the product depends only on a finite number of Fréchet-norms of a and b. The same is true for the restriction map. The main part follows from Lemma A.3 by doubling the dimension of the space. ✷
It is shown in [9] that the #-product of symbols reflects the composition of the associated operators. In particular for a ∈ S
The following proposition is an adapted version of the Calderon-Vaillancourt-Theorem (see Calderon-Vaillancourt [5] ) . The proof is inspired by the proof of the Calderon-VaillancourtTheorem given by Hwang [14] .
. Then there exists a constant M > 0 such that, for the associated operator Op T ε (a) given by (2.9) the estimate
holds for any u ∈ s (εZ) d and ε > 0. Op T ε (a) can therefore be extended to a continuous operator:
Moreover M can be chosen depending only on a finite number of Fréchet-seminorms of the symbol a.
Remark A.7 There is a dual approach to the operators Op T ε (a), starting from pseudo-differential calculus on the torus
is the Sobolev-space of order k on the torus. Then we define the ε-quantization of a periodic symbol a, i.e. a(k + µ, η) = a(k, η) for all µ ∈ 2πZ d , in some Hörmander class S(m, g) by
where Op ε,t (b) :
(cf. Robert [18] and Dimassi-Sjöstrand [7] ). Op T * ε,t (a) is well defined, since by the periodicity of a, the operator Op ε,t (a) commutes with all translations τ γ , γ ∈ T d . Essentially, this is the approach in Gérard-Nier [8] . One now observes that (A.2) may be rewritten as
where r * is the adjoint of the restriction map r :
Furthermore, a straightforward calculation gives
(A.16)
, the symbol b is periodic in the sense mentioned before (A.14). Moreover, taking adjoints in (A.4) gives on s 
Under the additional assumption that
ε,t (a) follows from the standard Calderon-Vaillancourt-Theorem for Op ε (a) in R d and integration by parts (see for a simple proof in the case ε = 1, t = 1; the proof works for any t ∈ [0, 1]).
Proof. Since ε −r a ∈ S 0 δ (1), we can restrict the proof to the case r = 0. It suffices to show that for all u, v with compact support the estimate
holds, where M depends only on a finite number of Fréchet-seminorms ∂ α x ∂ β ξ a ∞ . We assume that supp a is compact. The general case then follows by standard techniques (approximating a by a compactly supported sequence a n with Op T ε (a n ) → Op T ε (a) strongly). We have
By the assumption on a, the iterated integrals (and sums) in (A.20) can be understood as integrals on the product space (thus Fubini's Theorem holds). Let ζ ∈ C ∞ 0 (R) be a cut-off-function with ζ = 1 at zero, then we split the right hand side of (A.20) in two summands by introducing ζ(
and (1 − ζ)(
It then suffices to show that the part multiplied by (1 − ζ)(
which we denote by I 1 , is an element of S ∞ (1) and the part multiplied with ζ(
|ξ + η|), denoted by I 2 , is bounded by a constant independent of ε.
To analyze I 1 , we use the operators
εeµ is a scaled version of the discrete Laplacian ∆ ε defined in (3.25) . Then L 1 and L 2 leave e and 1 − ε∆ ξ (using Fubini)
and Q α and P α denote polynomials with deg Q α + deg P α = 2l. With the notation
we have
(A.24) Thus by the Schwarz-inequality
with t = x − y, where the last estimate follows from (3.21) for l big enough. For G k,α , we have by the isometry of F
for any smooth function with bounded derivative and π 2 (1 − cos(
Since for k large enough
we get by inserting (A.28) into (A.27)
a(x, ξ; ε), we use that by Taylor expansion
By iteration, we have for a ∈ S 0 δ (1) 
To get an estimate for the modulus of I 2 , which denotes the integral over the support of ζ, we use L 1 given in (A.21) to get by integration by parts and similar arguments
|ξ + η| a(x, ξ; ε) .
Setting, for P α and Q α as above,
we have, with F l as in (A.23),
By the isometry of F ε and the arguments leading to (A.29), we have
where the estimate in the last line follows from the scaling of ζ. Analog to (A.25) we get by (A.33), (A.26) and (A.30) for k = 0
and therefore we finally get (A. 19) . ✷
= a#b − b#a denote the commutator in symbolic calculus. Then by (A.12)
The following lemma, which gives the resulting symbol class of double commutators, is an application of Corollary A.5 and A.12.
, where χ does not depend on ξ and φ does not depend on x. Then for α, α 1 , α 2 ∈ N d with α 1 + α 2 = α and |α k | ≥ 1, k = 1, 2, for δ := max{δ 1 , δ 2 } and for any N ∈ N, N ≥ 3:
and it has the expansion
where R N andR N are elements of the symbol class S
and depend linearly on a finite number of Fréchet-seminorms of the single symbols. Furthermore they depend only on the derivatives of h, which are at least of order N and of the product of derivatives of χ and φ respectively, which are of order N 1 and N 2 , such that
The double commutator is given by
(A.35) By Lemma A.5, these terms are for alpha ∈ N d given by
where 
where the second sum runs over
. The statement on the symbol class follows at once from this expansion, since each summand is at least of order ε 2(1−δ1−δ2) and by use of the Leibnitz rule.
(b): As above the double commutator consists of the terms
and the summands have for α ∈ N d the expansions The left hand side is independent of R and since the relation holds for all R > R δ , it is possible to take the limit R → ∞, which yields for all δ > 0
Thus in the limit δ the estimate (B.15) follows. ✷ Proof of Theorem B.1. We discuss the cases Σ(H ε ) = ∞ and Σ(H ε ) < ∞ separately.
Case 1: Σ(H ε ) < ∞: As in the preceding proof, we conclude the equality by showing that both inequalities hold.
Step 1: Estimate from below inf σ ess (H ε ) ≥ Σ(H ε ) (B.21)
As a function of R, the term lim inf |x|→∞ Λ R (x, H ε ) is monotonically decreasing, thus it follows by Lemma B. Case 2: Σ(H ε ) = ∞: By Lemma B.3 it follows at once that lim |x|→∞ Λ R (x, H ε ) = ∞, because Λ R (x, H ε ) is monotonically decreasing with respect to R. Thus for all M > 0 there exists a a M such that for all x ∈ (εZ) d with |x| > a M the estimate Λ R (x, H ε ) ≥ M holds. On the other hand by (B.23) and the semiboundedness of H ε it follows that there exists a constant C > 0 such that
for all x ∈ (εZ) d .
We can choose a function W ∈ c 0 (εZ) d such that W (x) ≥ C + M for |x| < a M and W (x) ≥ 0 everywhere. Then (H ε + W )φ , φ ℓ 2 ≥ (W + Λ R (.,
and thus for all M > 0 there exists a function W ∈ c 0 (εZ) d such that
As in the case Σ(H ε ) < ∞ we have σ(H ε + W ) = σ(H ε ) and therefore σ ess (H ε ) ≥ M for all M > 0 and thus σ ess (H ε ) = ∞. ✷
