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Abstract
In this paper an advanced mesh-free particle method for electromagnetic transient analysis, is presented. The aim is to obtain
efﬁcient simulations by avoiding the use of a mesh such as in the most popular grid-based numerical methods. The basic idea is
to obtain numerical solutions for partial differential equations describing the electromagnetic problem by using a set of particles
arbitrarily placed in the problem domain. The mesh-free smoothed particle hydrodynamics method has been adopted to obtain
numerical solution of time domain Maxwell’s curl equations. An explicit ﬁnite difference scheme has been employed for time
integration. Details about the numerical treatment of electromagnetic vector ﬁelds components are discussed. Two case studies
in one and in two dimensions are reported. In order to validate the new proposed methodology, named as Smoothed Particle
ElectroMagnetics, a comparison with the standard ﬁnite difference time domain method results is performed. The intrinsic adaptive
capability of the proposed method, has been exploited by introducing irregular particles distribution.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The increasing development of advanced information and communication technology (ICT) systems and apparatus,
involves ever more complicated electromagnetic (EM) environments. For these systems, the constraints due to the
electromagnetic compatibility (EMC) of the various interfering devices, need the use of computer simulations based
on ever more advanced numerical methods which enable to obtain results with a growing reﬁnement. Among the most
used numerical methods, the grid-based ones are of great interest and they are successfully used in solving different and
complex EM problems [16–18]. However, the accuracy of numerical approximation strictly depends on the connectivity
laws on the grid nodes and on the shape and dimension of the elementary cell. On the other hand, when complex and
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irregular geometry has to be treated, the need of the initial preprocessing grid construction could be a strong task. In fact,
in this case additional mathematical transformations are required, with the introduction of locally adaptive schemes for
a suitable treatment of boundaries, with the need of heavy complementary computational resources. Moreover, when
problems with diffuse non-homogeneity have to be treated or when free surfaces, deformable boundaries and mobile
interfaces have to be considered, more difﬁculties can arise. Furthermore, grid based numerical methods are not suited
to simulate physical problems in which the objects to be simulated have intrinsic characteristics of particles such as the
gas-stellar interactions in astrophysics [10,11].
Recently, the previous addressed problems have been approached with innovative computational methods. Advan-
tages over the traditional numerical methods can be obtained by using the so called mesh-free methods. In particular,
the mesh-free particle methods (MPMs) seem to be very promising in EM simulation. The basic idea is to obtain
accurate numerical solutions for partial differential equations (PDE) with generic boundary and initial conditions, by
using a set of particles arbitrarily placed in the problem domain.
Among the MPMs, the smoothed particle hydrodynamics (SPH) is a mesh-free, particle method suitable for modelling
dynamic ﬂuid ﬂows; it has some special advantages as its intrinsic adaptive nature [2,4,7,9,12,13]. This adaptability is
achieved at the earlier stage of the ﬁeld variable approximation, that is performed at each time step based on the actual
local set of arbitrarily distributed particles.
Differences among SPH and classic grid-based methods can be recognized as follows. The problem domain is
discretized by particles without using a mesh and a connectivity law among the nodes of the grid. Field functions and
their spatial derivatives are approximated by using the actual information belonging to the particles placed in the close
proximity of a ﬁxed one. As a great advantage with respect to grid-based methods, SPH enables to model irregular
problems geometry with generalized non-homogeneous media only with an initial discretization frame. Moreover, it
is possible to improve the particles distribution during the process time stepping.
The SPH method is fundamentally based on interpolation criterion; in fact it is well known that a generic function
can be expressed as summation of a set of basis functions: in SPH the basis function is named as smoothing kernel
function [5]. The SPH scheme can operate by using the particles as ﬁxed interpolation points for the ﬁeld variables,
as will be explained in the following sections. This approach suggests that SPH can also be applied in an efﬁcient and
ﬂexible way to solve problems involving other than hydrodynamics [6]. This is the idea behind the application of SPH
also in computational electromagnetics [1].
The method formulated for computational electromagnetics has been named by the authors Smoothed Particle
ElectroMagnetics (SPEM). It has been applied to obtain numerical solution of Maxwell’s curl equations. Since space-
time domain equations are used, an explicit ﬁnite difference scheme is employed for time integration. Details about
the numerical treatment of EM vector ﬁelds components specialized for particles approximation are discussed. Two
case studies in one-dimension (1D) and in two-dimensions (2D) are reported, to exploit the capability of the proposed
method. A comparison with the standard ﬁnite difference time domain (FDTD) method [17] results is discussed. In
order to show the intrinsic adaptive capability of the proposed method, the 1D simulation related to an irregular particles
distribution is described.
The paper is organized as follows. In Section 2 a brief description of the SPH method is reported. In Section 3
the equations governing the EM problem have been formulated by means of SPH giving rise to the SPEM method.
Details on the computational issues of SPEM are reported in Section 4. In Section 5 the new proposed method has been
validated by comparing 1D and 2D simulations with FDTD results.
2. The SPH method
Simulations with SPH involve:
(1) governing equations with proper boundary and/or initial conditions;
(2) integral representation of ﬁeld functions;
(3) numerical discretization technique by means of particle approximation;
(4) numerical solvers for the resultant discretized model.
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2.1. Kernel approximation
The ﬁrst step in SPH is the approximation of a ﬁeld function by means of the integral representation. The ﬁeld
function f (r) is approximated by means of the integral representation named as kernel approximation. To this aim a
smoothing kernel function (r − r ′, h), depending only by spatial parameters, is introduced; it is multiplied for the
ﬁeld function f (r) and integrated over the problem domain :
〈f (r)〉 =
∫

f (r ′)(r − r ′, h) dr ′, (1)
where r and r ′ are the position vectors and h is the so called smoothing length deﬁning the inﬂuence area of the
smoothing kernel .
The smoothing kernel has to satisfy some conditions. At ﬁrst, the unity condition has to be matched
∫

(r − r ′, h) dr ′ = 1. (2)
Secondly, the Dirac function property has to be satisﬁed:
lim
h→0 (r − r
′, h) = (r − r ′), (3)
thus, as the smoothing length tends to zero, the kernel approximation value approaches the function value.
The third condition is the so called compact condition:
(r − r ′, h) = 0 for |r − r ′|> h, (4)
where  is a constant related to the smoothing kernel for the particle at r. The condition |r−r ′|h deﬁnes the effective
support domain of the smoothing kernel of that particle. By using the compact condition the SPH approximation from
global operation changes into a local one. If the smoothing kernel satisﬁes the further condition:
∫

(r − r ′)(r − r ′, h) dr ′ = 0, (5)
the kernel approximation is of second order accurate [7], i.e.,
〈f (r)〉 = f (r) + O(h2). (6)
The spatial derivatives of ﬁeld functions can be easily approximated in SPH. It is interesting to underline that spatial
differential operator is transmitted only to the smoothing kernel.
The gradient approximation of a scalar ﬁeld function, i.e. gradf (r), is obtained by substituting this expression
in (1):
〈gradf (r)〉 =
∫

gradf (r ′)(r − r ′, h) dr ′. (7)
After some trivial manipulations, from (7) the following relation holds:
〈gradf (r)〉 =
∫
S
f (r ′)(r − r ′, h)n dS −
∫

f (r ′)grad′(r − r ′, h) dr ′, (8)
where S is the surface of the domain and n is the external unity vector perpendicular to S. Since the smoothing kernel
is supposed with compact support, the surface integral in (8) is zero when the support domain is located inside the
problem domain. So operating (8) is simpliﬁed as follows:
〈gradf (r)〉 = −
∫

f (r ′)grad′(r − r ′, h) dr ′. (9)
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On the other hand, if the support domain overlaps with the geometry boundary the smoothing kernel function  is
truncated and the surface integral is non-zero. In this case, the surface integral can be treated as zero by introducing
suitable expedients on problem boundary [7,8,14].
By operating in the same manner, the divergence and the curl kernel approximations of a vector ﬁeld function are
generated:
〈div f (r)〉 = −
∫

f (r ′) · grad′(r − r ′, h) dr ′, (10)
〈curl f (r)〉 = −
∫

grad′(r − r ′, h) × f (r ′) dr ′. (11)
2.2. Particle approximation
By introducing a number of particles covering the problem domain, the kernel approximation can be discretized. The
compact condition (4) imposed on the smoothing kernel involves that only a ﬁnite number of particles referred as nearest
neighboring particles (NNP) have to be considered for a satisfactory approximation. Therefore, kernel approximation
is expressed by summing the contribution over all the NNP [7] obtaining the so called particle approximation. Particle
approximation of a ﬁeld function, located over a particle i, is obtained by averaging function values involving all NNP
of the particle i:
〈f (ri)〉 =
Ni∑
j=1
f (rj )(ri − rj , h)j , (12)
where ri and rj are position vectors related to the i-th and j-th particles, Ni is the number of NNP of particle i and j
is the measure of the domain surrounding j-th particle.
So operating, the particle approximation of (9) is obtained:
〈gradf (ri)〉 = −
Ni∑
j=1
f (rj )gradj(ri − rj , h)j . (13)
2.3. Smoothing kernel function
In order to perform the function approximation based on a set of arbitrarily placed particles, without using a predeﬁned
mesh, the smoothing kernel is of primary importance. In fact, the (r − r ′, h) function deﬁnes the extension of the
support domain of each particle and determines the consistency and the accuracy of the SPH method [3,6,7]. The
smoothness is a fundamental property for the kernel function. Better approximations for a function and its derivatives
are obtained if the kernel is sufﬁciently smooth: this is because the kernel will be less sensitive to particles disorder, and
errors in approximating the integral interpolants will be reduced provided the particle disorder is not too extreme [7].
Furthermore, the unity condition gives the 0-th consistency order; moreover, if  is an even function the consistency
increases [8].
When the particle approximation is performed, the consistency condition could not be ensured when the particles
are at or near the boundary problem domain or when their distribution is irregular. In such a case, the consistency can
be restored by suitably modifying the kernel [8]. Different kinds of smoothing kernel have been used in literature [15].
One of the most popular one is the Gaussian [2,5,12,13]:
(R, h) =  exp(−R2), R = |r − r
′|
h
(14)
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Fig. 1. The Gaussian kernel and its ﬁrst and second derivatives for h = 1.
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The Gaussian kernel is smooth enough even for high orders derivatives and it monotonically decreases by increasing
the distance away from the particle (Fig. 1). In this way the physical consideration that nearer particles should have
bigger inﬂuence on the concerned one is obtained [7]. Generally, the smoothing length h can vary in time and space.
The particle approximation allows to describe a portion of the problem domain with a number of particles arbitrarily
chosen: in this way a multiscale process is performed. As a consequence it is necessary to establish a law to compute
the function kernel  by varying h. One way to obtain this law is to take the average of all the smoothing lengths [3]
or, alternatively, to consider the maximal or the minimal among these [7].
3. The Smoothed Particle ElectroMagnetics method: SPEM
Let us consider the time-dependent Maxwell’s curl equations in free space:
E
t
= 1
ε0
curl H , (15)
H
t
= − 1
0
curl E,
whereE andH are the electric and magnetic vector ﬁelds, ε0 is the vacuum permittivity and0 is the vacuum permeability.
In order to employ the smoothed particle approximation the set of equations (15) is rewritten for the 1D formulation
for the sake of simplicity:
Ex
t
= − 1
ε0
Hy
z
Hy
t
= − 1
0
Ex
z
, (16)
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by supposing the electric ﬁeld oriented in the x direction, the magnetic ﬁeld in the y direction, and the space variation
accounted for the z direction.
By using the particle approximation the following discrete equations hold:
Ex(zi)
t
= 1
ε0
Ni∑
j
Hy(zj )
(zi − zj , h)
zi
j (17)
Hy(zi)
t
= 1
0
Ni∑
j
Ex(zj )
(zi − zj , h)
zi
j , (18)
where the summations are extended to the Ni NNP of the particle zi .As already underlined the particles are interpolation
points in which the electromagnetic vector ﬁelds are computed. No connectivity needs for the particles involved.
Eqs. (17) and (18) have to be further handled in order to obtain the ﬁnal discretized model. To this aim a central
difference approximation for time derivatives has been used. In such a way, in computing the two interleaved Maxwell’s
curl equations it is necessary to introduce some relations among the mutual spatial positions of electric and magnetic
ﬁelds components: H ﬁeld values are considered to be located between the E ﬁeld values in both space and time. The
following ﬁnal leapfrog scheme holds:
E
n+(1/2)
x (zi) = En−(1/2)x (zi) + t
ε0
Ni∑
j
Hny (zj )
(zi − zj , h)
zi
j (19)
Hn+1y (zi) = Hny (zi) +
t
0
Ni∑
j
E
n+(1/2)
x (zj )
(zi − zj , h)
zi
j , (20)
where t is the time step and n is the number of the time steps involved. This explicit time integration scheme is
subjected to the Courant–Friedrichs–Levy (CFL) stability condition [17,18]. This condition requires the time step to be
proportional to the smallest spatial resolution, which in SPH formulation is represented by the smallest smoothing length
[7]. Regarding the boundary conditions treatment it is necessary to underline that, in the SPEM method, condition (2)
is not satisﬁed for particles near or on the boundary. For these particles only the NNP inside the boundary contribute to
the particle approximation. Moreover, as underlined in Section 2.1 the neglected surface integrals contribution corrupts
the solution because on solid surface some ﬁeld variables do not necessary reduce to zero; the absence of a particle in
a coordinate direction can be interpreted as the presence of a perfectly electric or magnetic conducting screen which
will raise spurious reﬂections.
As in FDTD, when open boundary problems have to be analyzed, in SPEM the domain is truncated by introducing
a particular class of absorbing boundary conditions, the so-called perfectly matched layer (PML) [18]. In this way,
magnetic and electric ﬁeld are progressively forced to zero within the external layer. As a consequence, the PML
boundary conditions considerably reduce the numerical results corruption deriving from neglecting surface integrals
contribution and from particles lacking outside the boundaries.
4. Computational details in SPEM
In order to select the particles within the support domain, a process of NNP searching for each concerned particle is
carried out. Unlike a grid-based numerical method, where the positions of neighboring grid-cells are well deﬁned once
the grids are given, the NNP in SPH deﬁnes the interacting particles in a dynamical way. Generally, this computational
step is very time consuming and many algorithms were exploited to this aim [7]. The adopted strategy in the SPEM
scheme is the pairwise interaction. Namely, two set of particles S1 = {zEi }Ni=1 and S2 = {zHi }Ni=1 have to be considered
for electric E and magnetic H ﬁelds components, respectively. By ﬁxing a zEi particle, the interacting particles are in S2;
analogously when zHi is a concerned particle, its NNP particles are in S1. Therefore, E_H and H_E pairs interacting
particles are obtained by means of the following algorithm.
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Fig. 2. Interacting particles pairs and relative Gaussian ﬁrst derivatives.
Pairwise interaction algorithm
1. E_H pairs generation (zEi , z
H
j )
1.1 E_c = 0; (E_c=number of interacting pairs)
1.2 E_nnp(N : 1) = 0; (E_nnp=number of particles near neighboring to zEi particle)
1.3 For each zEi and zHj particle do:
1.3.1 If |zEi − zHj |h (generation of effective support domain of )
1.3.1.1 E_c = E_c + 1;
1.3.1.2 E_nnp(i) = E_nnp(i) + 1;
1.3.1.3 E_i(E_c) = i (1st of the pair)
1.3.1.4 E_j (E_c) = j (2nd of the pair)
2. H_E pairs generation (zHi , z
E
j )
2.1 H_c = 0; (H_c=number of interacting pairs)
2.2 H_nnp(N : 1) = 0; (H_nnp=number of particles near neighboring to zHi particle)
2.3 For each zHi and zEj particle do:
2.3.1 If |zHi − zEj |h (generation of effective support domain of )
2.3.1.1 H_c = H_c + 1;
2.3.1.2 H_nnp(i) = H_nnp(i) + 1;
2.3.1.3 H_i(H_c) = i (1st of the pair)
2.3.1.4 H_j (H_c) = j (2nd of the pair).
The kernel derivatives for each E_H and H_E particle pairs, respectively, named as D(E_H) and D(H_E), can
be computed. In Fig. 2 interacting E_H and H_E particles pairs and relative Gaussian ﬁrst derivatives are shown. The
electric and magnetic ﬁelds are generated at each time step by using the algorithms reported in the following.
Electric ﬁeld computational steps
1. For each E_c
1.1 i = E_i(E_c);
1.2 j = E_j (E_c);
1.3 E(i) = E(i) + t/ε0[H(j)D(E_H)(j)].
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Magnetic ﬁeld computational steps
2. For each H_c
2.1 i = H_i(H_c);
2.2 j = H_j (H_c);
2.3 H(i) = H(i) + t/0[E(j)D(H_E)(j)].
5. Simulation results
The described method has been validated by comparing SPEM simulations with FDTD results related to 1D and 2D
case studies.
The 1D case study is related to the transient propagation of the following time variable pulse in free space:
Ex0 = 0.5[1 − cos(t/2)] cos(t), (21)
with excitation frequency f = 1.8 GHz (= 2f ). The time proﬁle of simulated propagating pulse is shown in Fig. 3.
The problem domain is half meter length, and the pulse is generated in the central point. Firstly, to solve Maxwell’s
equations (15), equally spaced particles have been considered. However, the spatial step must be small compared with
the wave length 	 [16,17]. In order to t satisﬁes the CFL condition, the spatial step is proportional to the smoothing
length.
The evolution of space proﬁle of the propagating pulse is shown in Fig. 4, in which the results obtained with both
SPEM and FDTD solvers are reported for a ﬁxed time step.
The SPEM space proﬁle has ripples smoothing by leaving the source point. In Fig. 5 the time proﬁles for the
point/particle, located at 0.4 m, are shown.
In order to show the intrinsic adaptive capability of SPEM, a different particles distribution has been adopted in the
problem domain. In a general way, irregular particles distribution can be necessary in order to better reproduce the
geometry of an object or of a region in the domain. It is important to underline that this problem in a FDTD scheme
constitutes a hard task. In fact, in this case two are the possibilities of accurately describing the object: a generalized
reﬁnement of the computational lattice or the implementation of complex sub-grid processes with overlapping mesh.
However, these tasks require additional computational resources which can become very cumbersome for large scale
simulations. On the contrary the intrinsic adaptive nature of the SPEM approach, allows to easily treat a similar physical
conﬁguration.
The previous 1D simulation has been handled by adding a double thick particles distribution closely to the center of
the domain (Fig. 6 ).
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Fig. 3. Time proﬁle of the simulated propagating pulse.
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Fig. 4. Space proﬁle of the propagating pulse for both SPEM and FDTD simulations.
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Fig. 5. Time proﬁle of the propagating pulse for both SPEM and FDTD simulations.
In Fig. 7 the space proﬁles of the propagating pulse are reported by comparing SPEM with regular and irregular
particles distributions.
As a second level of validation of the proposed method, a Gaussian pulse propagating in a 2D free space has been
considered. The resulting transverse magnetic ﬁeld obtained with standard FDTD scheme, based on the Yee lattice
[17,18], has been compared with the computation resulting from SPEM simulation. In Figs. 8 and 9 the Ez component
of the electric ﬁeld is reported.
In Fig. 10 the time proﬁles for the same point/particle, located at (0.15, 0.15) m, are shown.
As shown, a satisfactory agreement between the two computational results has been found.
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Fig. 6. Irregular particles distribution in 1D simulation.
Fig. 7. Space proﬁles of the propagating pulse with regular and irregular particles distributions.
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Fig. 8. Propagation of a Gaussian pulse generated in the center of the spatial domain 40 × 40 cm2, after 30 time steps: FDTD simulation.
6. Conclusions
In this paper a new mesh-free method, SPEM, for transient electromagnetic analysis is proposed. It has been validated
by comparing the numerical solution of Maxwell’s curl equations in free space for 1D and 2D cases with a standard ﬁnite
difference time domain method. In order to show the capability of the proposed method, an 1D multiscale simulation
is also reported. The results obtained encourage the authors to use SPEM method as a challenging and more ﬂexible
tool with respect to classic grid-based ones.
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Fig. 9. Propagation of a Gaussian pulse generated in the center of the spatial domain 40 × 40 cm2, after 30 time steps: SPEM simulation.
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References
[1] G. Ala, A. Spagnuolo, F. Viola, An advanced gridless method for electromagnetic transient simulation, in: Proceedings of EMC Europe 2004,
Eindhoven, September 6–10, 2004.
[2] W. Benz, 3D models of rotating magnetic gas clouds, Astron. Astrophys. 139 (1984) 378–388.
[3] W. Benz, Smoothed particle hydrodynamics: a review, in: Numerical Modelling of Non-linear Stellar Pulsation: Problems and Prospects, Kluwer
Academic, Boston, 1990.
[4] R.A. Gingold, J. J Monaghan, Smoothed particle hydrodynamics: theory and application to nonspherical stars, Mon. Not. R. Astron. Soc. 181
(1977) 375–389.
[5] R.A. Gingold, J.J. Monaghan, Kernel estimates as a basis for general particle method in hydrodynamics, J. Comput. Phys. 46 (1982) 429–453.
[6] P. Laguna, Smoothed particle interpolation, Astrophys. J. 439 (1994) 814–821.
[7] G.R. Liu, M.B. Liu, Smoothed Particle Hydrodynamics—a Mesh-free Particle Method, World Scientiﬁc, Singapore, 2003.
[8] M.B. Liu, G.R. Liu, K.Y. Lam, Constructing smoothing functions in smoothed particle hydrodynamics with applications, J. Comp. Appl. Math.
155 (2003) 263–284.
[9] L.B. Lucy, A numerical approach to the testing of the ﬁssion hypothesis, Astron. J. 82 (1977) 1013–1024.
[10] D. Molteni, V. Teresi, E. Toscano, SPH simulations of Shakura-Sunyaev instability at intermediate accretion rates, Mon. Not. R. Astron. Soc.
348 (2004) 361–367.
[11] D. Molteni, V. Teresi, E. Toscano, Ab initio simulations of accretion disks instability, Mon. Not. R. Astron. Soc. 351 (2004) 297–310.
[12] J.J. Monaghan, An introduction to SPH, Comput. Phys. Commun. 48 (1988) 89–96.
G. Ala et al. / Journal of Computational and Applied Mathematics 191 (2006) 194–205 205
[13] J.J. Monaghan, Smoothed particle hydrodynamics, Annu. Rev. Astron. Astrophys. 30 (1992) 543–574.
[14] J.J. Monaghan, Simulating free surface ﬂow with SPH, J. Comp. Phys. 110 (1994) 399–406.
[15] J.J. Monaghan, J.C. Lattanzio, A reﬁned particle method for astrophysical problems, Astron. Astrophys. 149 (1985) 135–143.
[16] M.N.O. Sadiku, Numerical Techniques in Electromagnetics, CRC Press, Boca Raton, FL, 1992.
[17] D.M. Sullivan, Electromagnetic Simulation using the FDTD Method, IEEE Press, New York, 2000.
[18] A. Taﬂove, S. Hagness, Computational Electrodynamics: The Finite-difference Time-domain Method, Artech House, Boston, 2000.
