The NKG2015 geoid model covers the Nordic and
Baltic countries and has been computed based on the least-squares modi cation of Stokes' formula with additive corrections method. New and precise terrestrial, airborne and shipborne gravimetric measurements, the recent global gravity model of the gravity eld and steadystate ocean circulation explorer (GOCE) and detailed digital terrain models over each territory have been used for computing this new geoid model. Some estimates for the error of this model have been roughly presented by comparing it with the global navigation satellite system (GNSS) data over each country. In this paper, our goal is to have a closer look at the relative error of this model by performing some statistical tests and nding the proper corrective surface for absorbing the systematic errors over each country. Our main assumption is realisticity of the errors of GNSS/levelling data and we will investigate its consequences in estimating the error of the geoid model. Our results show that the 4-parameter corrective surface is suitable for modelling the systematic trends of the di erences between the gravimetric and GNSS geoid heights in Sweden, Denmark and Finland, but a ltered discrepancies by a con dence interval of 95% should be used for Sweden. A 7-aparameter model is suitable for the ltered discrepancies with the con dence interval of 95% in Norway. Based on the selected corrective surface and our newly developed regional iterative variance estimator, the con dence interval for the error of NKG2015 geoid model in Sweden, Denmark and Norway yielded 0-6.5 mm, 1. 8-5.2 mm, 14.8-17.7 mm, respectively with a con dence level of 95%. We could not estimate the geoid error in Finland because the given error of the GNSS/levelling heights is signi cantly larger than the size of residuals. Based on the selected corrective surfaces and our presented local variance estimator, the average error of geoid becomes 3.6, 2.4, 8.8 and 5.8 mm with a con dence interval of 68%, respectively, over Sweden, Denmark, Norway and Finland.
Introduction
The geoid is an equipotential surface, which has the best t to mean sea level and continues beneath the continents. It is a reference for heights and called vertical datum in geodetic literature as well. Lateral variation of this surface represents changes in the Earth's gravity eld due to mountains, valleys, oceans as well as the Earth's interior structure and density. Therefore, the Earth's gravity eld and information about the density and height of topographic masses can be used for computing a geoid model. Today, according to advances in technology, the gravimetric measurements are collected with high qualities and spatial resolution. This makes the role of geoid even more important than before, and it is necessary to compute new geoid models whenever new data become available. Denitely, the qualities of the new models increase, and it is important to check such qualities prior to using the models.
The geoid can be used for solving the levelling problems. We know that levelling is a very time consuming and costly work. However, measuring the geodetic/ellipsoidal height by a global navigation satellite system (GNSS) receiver is much easier in practice, but the measured height is referred to the reference ellipsoid and not the geoid. We already know the relation between the geodetic, orthometric and geoid heights:
where N is the geoid height, H the orthometric height and h the ellipsoidal/geodetic height, which is measured by a GNSS receiver. If two of these heights are known, the other one can be computed. For example, if N has already been determined and h is measured by GNSS receivers, H can be determined, then, there will not be any need for performing the time consuming and costly sprit levelling. This method of height determination is called GNSS/levelling (GL) . The newest geoid model developed by the Nordic Geodetic Commission (NKG) was named NKG2015 geoid model (Ågren et al. 2016) . It is of importance to see how close this model is to the geoid heights computed from GL data. The NKG2015 geoid model is the most recent o cial geoid model, which has been developed specically for the Nordic countries Sweden, Norway, Finland and Denmark and some Baltic countries. It has been computed based on inland terrestrial gravimetric data, airborne/shipborne gravity data for the seas. The satellite gravity model GO_CONS_GCF_2_DIR_R5 (Bruinsma et al. 2013) to degree and order 300, has been used to present the long wavelength portion of the geoid model. This model is a satellite-only model based on a full combination of the gravity eld and steady-state ocean circulation explorer (GOCE) (ESA 1999) . The combined national topographic heights with those of Satellite Radar Topography Mission (SRTM3) (Farr et al. 2007 ) with the resolution 3 second and GTOPO30 as well as some ice models over Norway have been considered in geoid modelling. Amongst di erent methods of geoid determination, which were tested and applied, the unbiased type of least-squares modi cation of Stokes' formula with additive corrections was selected as the best method. This method has been developed at the Royal Institute of Technology (KTH) during years by Lars E. Sjöberg, and practically developed by Ågren (2004) and Ellmann (2004 Ellmann ( , 2005 and applied by Kiamehr (2006) , Daras (2009) , Abdalla (2009), Ulotou (2009) and Ssegendo (2016) successfully over di erent regions and countries. Some aspect about gravity survey in the geoid modelling process can be found in Märdla et al. (2017) . The National Land Survey of Sweden has adopted this method for geoid determination.
Quality of a geoid model is usually tested by comparing it with the GL data. Fotopoulos (2003 and used variance component estimation to calibrate the error of geoid models and GL data. She considered di erent corrective surfaces to model the discrepancies between geoid models and the geoid computed from the GL data. Full variance-covariance matrices of geoidal, orthometric and ellipsoidal heights were considered in her analyses. Such matrices can be obtained in di erent ways; for more details see Fotopoulos (2003 and . Other similar works were carried out by Kiamehr and Eshagh (2008) and Eshagh and Sjöberg (2008) for calibrating the error of the gravimetric geoid of Iran. They did not use the full variance-covariance matrices of the heights and used the as initial values of variance components, but they empirically estimated the error of the geoid, orthometric and ellipsoidal heights and used variance component estimation. Eshagh (2010) calibrated the error of the KTH08 geoid model (Ågren et al., 2009) using this method over Sweden. Another way for estimation of variance is to use the a pos-teriori variance factor directly, instead of variance component, if the error of some measurements are trustful. Wagner and McAdoo (2012) used this process to calibrate the gravity models and Eshagh (2013) used a similar method to calibrate the errors of the recent gravity eld models based on their di erences with respect to EGM08 (Pavlis et al. 2012) .
There are, however, previous quality analysis research on other geoid models, e.g. Eshagh (2010) performed a similar study in Sweden based on the KTH08 geoid model (Ågren et al. 2009 ). Zoghi (2015) and Eshagh and Zoghi (2016) analysed the quality of the geoid model, computed from the global gravity model EGM08 over the Nordic countries. In addition, the working group on geoid and height system determination of the NKG has speci ed new sets of GL heights for evaluation of the geoid models over the Nordic countries. Varbla et al. (2017) evaluated di erent marine geoid models including the NKG2015 model, by ship-borne Global Navigation Satellite Systems (GNSS) pro les. Ellmann et al. (2019) has also determined a geoid model over Estonia and evaluated it by an innovative twostage stochastic t based on least-squares collocation using these GL heights and estimated an accuracy of 5 mm for their geoid model. Here, our goal is to use these GL heights for evaluation of the NKG2015 geoid model in a di erent way by using corrector surfaces and variance estimation.
Error of geoid based on GNSS/levelling heights and discrepancies
Equation (1) shows the ideal relation between the ellipsoidal, orthometric and geoid heights. This equation is theoretically valid, but due to the presence of di erent errors and biases in the heights this is not so. To be more realistic we should write Eq. (1) in the following form: (2) is a condition adjustment model, in such a model the a posteriori variance factor can be estimated by:
After solving Eq. (3) for σ N we obtain:
Equation (4) has a real solution if:
This means that the ratio of squared of a discrepancy and a posteriori variance factor should be larger than the variance of the subtraction of the normal (orthometric) and ellipsoidal heights. However, the value of the a posterior variance factor is not given so that Eq. (5) can be applied for nding the error of the geoid height. In addition, we know that in an ideal case it should be equal to 1, when the mathematical model is suitable for modelling the data, no gross error exists on the data and the considered error for the data is in agreement with discrepancies.
As Eq. (5) shows w plays a signi cant role in estimation of the error of the geoid heights. Therefore, performing some statistical tests on it is of vital importance for a realistic estimation of the geoid height error.
Test of discrepancies
Discrepancies should be checked to see if they are normally distributed or contain any systematic trend. In the following, we will present ltering of the discrepancies based on con dence intervals (CIs) of 95% and 99%, chisquare goodness-of-t (GOF) test, and test of skewness and kurtosis of distribution of w.
. Filtering of discrepancies based on 95% and 99% con dence intervals
Here, values of w are computed for all points and their meanw and standard deviation sw are used for ltering the data with CIs of 95% and 99%. Generally, this CI can be written in the following form:
where for a CI of 95%, the signi cant level will be 5% and according to the normal standard distribution we have Z . = . and for 99% and 1%, we have Z . = . This means that each value of w should be inside the interval (6), otherwise, it is recognised as an outlier, and should be removed from the set of w.
. Chi-square goodness-of-t test Histogram of w can give us some idea about the normality visually. Histogram of normally distributed data should be bell-shaped and symmetric. However, if the goal is to check the normality of w by their histogram in a more complete way, the chi-square GOF should be applied. The statistic, which is used for such a test, is:
where i stands for counter of histogram classes or bins and nb is the total number of bins, and O i the measured frequency of the measurement in each bin and E i the expected frequency, which is estimated from a normal distribution function, computed based the sample mean and standard deviation. χ α,nb− is the number that we nd from the chi-square distribution function with signi cant level of α and nb -1 degree of freedom. The computed statistic y should be smaller than this value, if this is the case, w has probably normal distribution.
. Test of skewness and kurtosis of histogram
Generally, skewness is a factor showing lack of symmetry. A symmetric dataset looks the same to the left and right of the centre point. However, it can be skewed to the left and right of this point depending on the sign of skewness. Kurtosis is a factor showing if the data are heavy-tailed or lighttailed. That is, data sets with high kurtosis tend to have heavy tails, or outliers. Data sets with low kurtosis tend to have light tails, or lack of outliers. Normal distribution has zero skewness and kurtosis. The skewness S and kurtosis K of univariate data w i , i=1,2,..,n, where n is total number of the GL points are, respectively,
The variance of skewness and kurtosis are, respectively, approximated by 6/n and 24/n. The CIs for the standardised skewness and kurtosis are:
If the standardised skewness and kurtosis are inside the CI, then w has probably normal distribution.
Least-squares detrending of discrepancies and statistical tests
The discrepancies w may contain a pattern due to errors in the measured heights or gravity data and many other types of information, which are used in geoid modelling process. In any case, when we discuss about error, we mean uncertainty or random error rather than any systematic bias. Therefore, it is important to model any systematic trend and remove it from w. Here, we present how this process is done theoretically. Let the following Gauss-Helmert adjustment model
where B = I −I with I as an identity matrix with size of n the total number of data, L = h − H N T is the observation vector containing vector of the di erences between ellipsoidal and orthometric heights, h -H and the geoid height N, ϵ is the random error in the data with E {ϵ} = . The matrix A is related to the mathematical model, which is used for modelling the biases or systematic behaviour of w. There are well-known 4-, 5-and 7-parameter models for absorbing the shift and tilts of w (e.g. Fotopoulos 2005 , Eshagh 2010 
where φ and λ are, respectively, the latitude and longitude of each point having the GL and geoid heights, x i , i = 0, 1,. . . stands for the regression coe cients of each model absorbing the shifts and tilts of w, and k = − e sin φ , e is the reference ellipsoid's eccentricity. The rst term of Eq. (12) can be written in matrix forms, based on the number of parameters which are used to model the trends. For 4-, 5-and 7-parameter corrective surfaces, they are, respectively
cos φn cos λn cos φn sin λn sin φn
cos φn cos λn cos φn sin λn sin φn sin φn
cos φn cos λn cos φn sin λn sin φn cos φn sin φn cos λn/kn cos φn sin φn sin λn/kn sin φn kn
The least-squares solution of Eq. (12) is:
whereσ is the a posteriori variance factor with the following formula:σ
and m is the number of unknown parameters. The estimated a posteriori variance factor should be in the following CI:
where σ is a priori variance factor, which we assumed that it is equal to 1. χ α/ ,n−m and χ −α/ ,n−m are the values, selected from chi-square distribution based on the signicant level of α and the degree of freedom nm.σ will be in the interval (22) if there is no gross error on the data, the mathematical model presents the data properly and the a priori error of the data is in agreement with the size of residuals.
To test signi cance of the estimated parameters, the following interval should be constructed for each estimated coe cient of the model:
where τ α/ ,n−m is the value, which is selected from τdistribution with the signi cance level of α and the degree of freedom nm. τ-distribution has the following relation with t-distribution (Pope 1976) :
If the ratio of value estimated parameter and its error fall in this interval, then that parameter is not signi cantly different from 0 and can be removed from the model.
Regional estimation of variance of the geoid model
Under the assumption that errors of GL data are realistic, and the mathematical model of the corrective surface presents the systematic trends and removes them properly, we can, according to Eq. (21) and Eq. (22), write:
For solving Eq. (25), the upper and lower bounds of the interval are considered separately. When the lower bound is consider we obtain the following iterative estimators of variance for the geoid model:
and when the upper bound
where k stands for the iteration number. In this case, two values are obtained based on the degree of freedom and the selected signi cant level for the lower and upper bound of the geoid height variance.
Local estimation of variance of the geoid model
The iterative variance estimators (26) and (27) are of regional type, meaning that they give estimates of variance over a region, in this study, each country. Therefore, it is somehow an average estimate of the upper and lower bounds for the geoid error. Another way for estimating the variance for the geoid heights is to consider w at each point separately after detrending. In this case, we can estimate the variance for each point individually. To do so, we use the standardised residuals, meaning that the ratio of each residual after detredning and its estimated error should have normal distribution with a signi cant level α:
As shown in Eq. (21), the residuals are:
where
By applying the error propagation law to Eq. (29), the variance-covariance matrix of the estimated residuals is obtained:
Now, we square both hand sides of Eq. (28) and ignore the absolute value as a squared value is always positive:
After simpli cation of Eq. (29)-(31) and substituting the results into Eq. (32) we obtain:
where r i is the i-th row of the matrix R. Eq. (33) can be written as:
which is in fact an iterative estimator of the variance for the geoid height. This estimator is local meaning that it is applied to each point. The iteration process is repeated until the estimate converges and does not change by further iteration.
Application
In this section, the data over the Nordic countries are presented. Later di erent statistical tests as well as detrending model will be applied on w. A CI will be estimated for the geoid error over each country and the local variance estimator will be applied at the GL points.
. The NKG2015 geoid model and GNSS/levelling data The NKG2015 geoid model has a limited coverage between the latitudes 53˚N and 73˚N the longitudes 0˚E and 34˚E containing Sweden, Norway, Denmark and Finland. Since the GL data are collected only over lands, our study area will be limited to lands as well. The NKG2015 geoid model is shown in the background of the GL points over the study area in Fig. 1a . The lowest value of the geoid heights is seen in the southern of Finland and reaches to 15 metres and the highest value in the mountainous area of Norway to 50 metres. The GL data contain ellipsoidal heights measured by GNSS receivers and orthometric heights. As was mentioned before, the di erence between these two heights gives us the geoid height theoretically. In other words, the GL data can be used as check points for quality test of the NKG2015 geoid model. Note that not all the GL data are approved for this purpose by the national responsible authorities of the Nordic country, even if they are rather good. 197 GL points amongst all have been selected for Sweden, and 697, 923 and 50, respectively, for Denmark, Norway and Finland. The estimated precisions for these data are 11 mm for 25 points and 14 mm for the rest of the points in Sweden, 10, 15 and 25, respectively, for Denmark, Norway and Finland.
According to Fig. 1a the GL points over Finland have a rather sparse distribution and the geoid model is smooth there. The densest distribution of the GL points is seen in Denmark, a at and smaller area comparing to the rest of the countries. In this area the geoid cannot uctuate significantly. The GL points have evenly covered Sweden, but in mountainous Norway establishing these points with such a uniform distribution is not possible.
The map of di erences between the NKG2015 geoid model and the GL data, or discrepancies w, are presented in Fig. 1b . These di erences is gridded for a better visualisation purpose in this gure. As seen, they are almost positive meaning that there should be a shift between the geoid model and the GL data and smaller in the southern parts of Sweden and Norway, and rather constant over Denmark and Finland. Large di erences, reaching to 20 cm, are observed along the Norwegian coastal line, north of Sweden and Finland.
. . Test of discrepancies
As Eq. (4) shows, the discrepancies play an important role for determining the quality of the geoid heights. They should be normally distributed, but this is not the case in practice, as there may exist blunders amongst them and/or they may contain some systematic patterns or trends.
Here, our goal is to test normality of them by ltering based on the con dence intervals (CIs) of 95% and 99.7%, the chisquare goodness-of-t (GOF) test and test of skewness and kurtosis of the histograms of w. . . Filtering the discrepancies based on con dence intervals of 95% and 99.7%
Here, we lter w according to the CIs of 95% and 99.7% and after that we check to see possible improvements of their distribution according to the normal standard distribution for the signi cant level α = . . Therefore, it is rather simple to construct the CIs according to Eq. (6), from the mean value and standard deviation of the discrepancies. Figure 2a shows the removed GL points after ltering the discrepancies based on the CI of 95% and Fig. 2b a similar map based on 99.7%. The deleted points are located close to coastal lines and over the mountainous areas. In the case of considering the CI of 99.7% one point in Denmark and one in Finland were deleted and two in the northern and mountainous part of Sweden and few points close to the coastal lines in Norway. Heterogeneous quality of the topographic heights and gravimetry measurements in geoid computation on the one hand and other errors in measuring the normal and geodetic heights by GNSS receivers on the other hand are the probable reasons causing that some of the discrepancies fall outside the CIs.
. . Chi-square goodness-of-test
As described in Section 3.2, the chi-square GOF test is passed if the y value is smaller than χ α,nb− , this would indicate a good t to the normal distribution curve. This test has been applied to the un ltered and ltered discrepancies and its results are summarised in Table 1 . As observed, only Sweden and Finland discrepancies pass this test before and after ltering them, therefore probably they have normal distributions. Norway and Denmark's discrepancies clearly fail the test, and it cannot be said that they are normally distributed. What we can conclude here is that the ltering process does not necessarily improve the distribution of the discrepancies. 
. . Test of skewness and kurtosis
A complementary way to test the normality of the discrepancies is to check skewness and kurtosis of their histogram. Table 2 shows the standardised skewness and kurtosis, which can be derived by dividing each one by respective error; see Section 3.3. Based on a signi cant level of 0.05 of the normal standard distribution these ratios should have a value between − . and 1.96. Table 2 that the kurtosis before ltering is 3.98, signi cantly di erent from 0, meaning that the histogram is tailed signi cantly. After ltering, this ratio will be 2.08 for CI of 95% and 1.44 for 99.7%, which works rather ne but makes the histogram slightly skewed. In Denmark, the histogram of the ltered discrepancies by 95% CI is closer to normal distribution. In Norway, this histogram is far from a normal distribution even after ltering by 95% and 99.7% CIs, the standardised kurtosis will be smaller than 1.96, but the distribution is still skewed. However, as the table shows the standardised skewness is smaller for ltering based on 95% CI and probability will be smaller than 1.96 if they discrepancies are ltered by smaller percentage of CI. The his-togram is very close to the normal distribution in Finland even without applying lters. 
. . Least-squares detrending by the corrective surfaces
Now, the presented 4-, 5-and 7-parameters corrective surfaces in Eqs. (13)-(15), are applied for detrending the discrepancies. However, the main question is which one of these three models has the best t to the discrepancies of which country? To answer this question, we perform some statistical tests on the results of detrending process. The rst test is to check the signi cance of each estimated parameter to nd how many of the selected parameters in the corrective surface models have signi cant role in detrending. The test statistic has been already presented in Eq. (26). This means that the ratio of the estimated parameter and its estimated error should have τ-distribution with signi cant level of and degree of freedom of nm. Note that τ-, t-and normal distribution will be very close to each other when the degree of freedom is large, like this study. Proper selection of the corrective surface is important as by underestimating the number of the parameters, some parts of the trends, which are, in fact, systematic patterns will contribute to the random errors and by overestimating the parameters some parts of the random noise will be absorbed in the trend. Therefore, checking the normality of the residuals after detrending will be very helpful. If they have normal distribution, probably the selected model has the best t to that area.
For selecting the best corrective surface, no error is considered for the geoid and GL data, as their improper weights can in uence the tting. This means that in the mathematical model for the least-squares estimation of the parameters and their variance-covariance matrix, we consider σ = σ N = and Q = Q N = I, in Eqs. (19), (20) and (21).
The detrending will be performed in three di erent scenarios for each model, detrending the discrepancies without any ltering, ltered by CIs of 95% and 99.7%. In fact, by considering the ltered discrepancies, we have reduced the risk of presence of outliers in the least-squares detrending procedure. Table 3 summarises the ratio of the estimated parameters and their errors for each corrective surface model before and after ltering of discrepancies with CIs of 95% and 99.7%. The signi cant ratios are highlighted in the table.
As we observe, in Sweden the least-squares detrending of the non ltered discrepancies with 4-parameter model leads to signi cant values for the estimated parameters, whilst when the 5-parameter model is chosen, only one parameter comes out signi cant, and when 7parameter model is selected two will be statistically significant. In the case where the ltered discrepancies are used, the 4-parameter model has still signi cant parameters. In Denmark, the results of the signi cant test of the estimated parameters from detrended discrepancies before and after ltering with CI of 99.7% are similar, but when the ltering is done with a CI of 95% some parameters of 5-and 7-parameter models comes out signi cant. In Norway, the test shows that the 4-parameter model has some insignicant parameters, but when 5-and 7-parameter models are applied the estimated parameters will be signi cant before or after ltering of discrepancies. Filtering has no signicant impact on the result of the signi cant test of the estimated parameters and in all cases of using the 4-and 7parameter models in Finland.
Looking at the signi cance of the estimated parameter can somehow give us some idea about the quality of the tting or detrending process. However, it is not easy to conclude about the results rigorously. Therefore, more statistical tests are required for doing so. One method for testing the t of a mathematical model to data is to test the normality of residuals. If the residuals after detrending are normality distributed, we may conclude that the tting and detrending process have been successful. Here, a chi-square GOF test of the residuals to the normal distribution with the same mean and standard deviation of them is needed. Table 4 represents the results of the chi-square GOF test of the residuals estimated from least-squares detrending using 4-, 5-and 7-parameter models. It shows that this test is passed only in the case of detrending the ltered discrepancies with a CI of 95% in Sweden. The importance of ltering discrepancies over this area is clear. All three models passed the test when the ltered discrepancies with a CI of 99.7% is applied in detrending for Denmark. In Norway, the test is passed only when a 7-paramter model is applied for the ltered data with CI of 95%. In Finland, it seems that that ltering of discrepancies has no role. In Table 5 , we present the results of the skewness and kurtosis signi cant test of the estimated residuals after detrending of the non ltered and ltered discrepancies by the three corrective surface models. From this ta-ble, we can conclude that the best t is achieved in Sweden when the 4-parameter corrective surface is chosen for the detrending the discrepancies with CI of 95%. The 4parameter surface in Denmark and Finland for un ltered discrepancies and nally the 7-parameter corrective surface model for detrending of ltered discrepancies by a CI of 95%. Figure 3 is the map of residuals after detrending the ltered or non-ltered discrepancies of each country based on the selected corrective surface models. The map shows that the residuals range from -5 cm to 6.3 cm, the extreme values are seen mostly in Norway over its mountains and close to coast. However, we should admit that the topography of Norway is rather rough and complicated, even if we could select a 7-parameter model for detrending the ltered discrepancies, there is still risk that this model cannot present the trends well. These residuals and the priori errors of the GL data can be used for estimating the uncertainty of the geoid model in each country. The estimated error from these residuals are, 13, 11, 22 and 17 mm, respectively, in Sweden, Denmark, Norway and Finland. These values are close to the claimed error for the GL heights except of Norway, which the claim is 15 mm and Finland 25 mm. Simply by assuming that these claims are correct, the error of geoid will be very small. For example, in Norway, the geoid error should be 16 mm to match the residuals. The geoid error is not estimable based on the claimed error the GL data of Finland. In Denmark, the geoid error should be about 5 mm. .
. Con dence interval for the geoid error in each country
The discrepancies are also dependent on the errors of the GL data and the geoid model. The estimated errors for the GL heights and, some rough estimates of the geoid height errors are given by the developers (Ågren et al. 2016) . Here, we apply our new method; see Eqs. (26) and (27) to estimate a CI for the error of the geoid model based on the estimated residuals and the priori errors of the GL heights with assumption that their errors are realistic. Our method is of iterative nature and the estimates are iterated 60 times until the estimated variance converges for the upper and lower bounds of the CIs with a signi cant level of 0.05. The estimated CIs for the errors of the geoid model is presented Table 7 . The CIs are compared to the estimated errors of the geoid to analyse whether the given errors are within the CIs.
The given geoid error for Sweden is within the error interval before ltering and after ltering with 99.7% CI, except the case where the 7-parameter model is used. This could be expected as in the estimation of this given error no ltering has been applied to the discrepancies. When the ltered discrepancies are used, the CI becomes smaller, but the lower bound will be zero, which is not very realistic, but we can say that the geoid error over Sweden is less than 7 mm.
The given geoid error for Denmark is larger than the upper bounds of the CIs, but as we can see for the case of detrening non-ltered discrepancies with the 4-parameter model, the geoid error will range between 1.8 mm to 5.2 mm in Denmark. This seems to be realistic as the area is considerably small and at, the geoid does not vary signi cantly over the data. The situation will be di erent in Norway, the given error is smaller than the lower bounds of the CIs, if the discrepancies are not ltered, but after ltering and detredning with the 7-parameter model, it will be between 14.8-17.7 mm. However, as the table shows, the error of geoid comes out zero, which is not realistic. This is because of the pessimistic error of the GL heights in Finland, which are not in agreement with the size residuals. In other words, the residuals are too small that the geoid error can contribute to them. In order to give a general idea about the error of the NKG2015 geoid model, the CIs for the error of the geoid model are determined by varying the error the GL heights from 1 mm to 25 mm. In Figs. 4a-4d the graphical relations between the error of the GL heights and the error of the NKG2015 geoid model with a CI of 95% for each country are plotted based on the best corrective surface for detrending of discrepancies in each country, and applying the method presented in Section 5. Figure 4a shows that a GL height error of 13.6 mm and a geoid error of 10 mm has a relation to the residuals that is close to the upper limit. When the error of the GL heights becomes larger than 13.6 mm, then the error of the geoid model will come out zero, which is not logical. Figure 4b shows a similar plot but in Denmark. The CI is slimmer, the a priori errors of the GL and the geoid heights are 10 mm, which are both outside of the interval, meaning that either the error of the geoid is smaller than the estimated value or the GL error is smaller than its estimated value. The plot indicates that both a priori errors in Denmark are large and they both contribute to the result. The plot says, for example, if the error of the GL heights is 10 mm, the error of the NKG2015 geoid model is between 2 mm and 5 mm within CI of 95%.
The CIs of the error of the NKG2015 geoid model in Norway are presented in Fig. 4c . However, the interval stretches further towards a greater value of the GL. This is reasonable as the topography of Norway is rough. The plot of Norway reveals a GL height error of 15 mm and a geoid error of 22 mm it is outside the upper limit of the interval. However, it is relatively close to the upper limit, which indicates that the estimated errors are somewhat reasonable. Fig. 4d is another similar plot but for Finland. The CIs are larger than those in the rest of countries because of the small number of the GL points. Finland is rather a at region, which logically indicates that the error of the GL data should be relatively small so as the residuals. If we consider that the error of the GL height is 15 mm, then the plot says that the error of NKG geoid model should be between 1 and 16 mm, which is rather large.
One issue regarding the plots presented in Fig. 4 is the size of the CIs of the geoid error. For example, CI is larger in Finland comparing to those of Norway and Finland. This is logical as there are fewer points GL points over Finland, this causes that the degree of freedom decreases considerably. In Denmark we have about 600 GL points with very dense distribution, in addition to the atness of the area causes that the discrepancies are all small and in the same order. The high degree of freedom on one hand and the close values of the residuals, causing a small value for the variance, on the other hand make the CI smaller. The degree of freedom is high in Norway but the values of the discrepancies are not close to each other. The CI for the geoid error is larger in Sweden than these two countries due to smaller amount of GL points.
Here, the method presented in Section 6, Eq. (34) for local estimation of the error of the geoid model based on each individual residual is presented in a CI of 95%. This method is also of iterative nature and the solution has been repeated up to 50 times until it converges. The error of the geoid model reaches to about 30 mm in some places, mostly in Norway, and northern parts of Sweden and Finland. Small errors are observed over Denmark, south of Sweden and Finland. However, we emphasise that detrending of discrepancies plays a signi cant role in es- timation of error, and if another corrective surface model is selected other estimates will be obtained for the geoid error. Generally, a corrective surface with a limited number of parameters may be enough for detrending even if we have tested the residuals and their normalities. However, the presence of extreme values around 30 mm and close to zero is rather critical for the geoid model errors. The reason is that by assuming the error of GL heights to be realistic, therefore, in the estimation process the only parameter which can change is the error of geoid model to match the size of residuals and the GL height errors. Our local estimator presents small values for the geoid error in a con dence interval of 95%. This is because in many places the size of discrepancies is smaller than the a priori error of the GNSS/levelling heights. However, the average value of these locally estimated errors in Sweden in about 1.8 mm, and inside the interval presented in Table 7 showing that the error of the geoid is between 0 and 6.5 mm. For Denmark it will be 1.3 mm, close to the lower bound of the mentioned intervals, 1.8 and 5.2 mm, For Norway, it is 4.4 mm, which is quite unrealistic for such a mountainous environment. Finally, we could nd an estimate for the geoid in Finland, based on the mean value of 2.8 mm. Since the residual value at each GL point has been in applied in this approach and this value is di erent from one point to another there is high risk that the size of the residuals at many points are smaller than the size of the claimed error. In this case, the estimator gives a small value to the error of the geoid to balance it with the claimed error for the GL data and the estimated residual. This is the reason of obtaining a small average value of 4.4 mm for the geoid error in Norway, but we have already estimated that the error of the geoid model should be about 16 mm and inside the interval 14.8 and 17.7 mm. However, we should note that the regional and the local estimators of the variance are di erent in their nature as well. In addition, we have considered a CI of 95% for presenting the upper bound of the local geoid errors. In the case of using a CI of 68% (one sigma), the values of the mean values derived from the local error will be larger by 2. This means that the average geoid error in Sweden, Denmark, Norway and Finland will be, 3.6, 2.4, 8.8 and 5.8 mm, respectively. Fig. 5 shows the map of the local geoid error based on the CI of 68%. The map has been smoothed by a Gaussian lter for a better visualisation. 
Conclusions and recommendations
In this study, the quality of NKG2015 geoid model has been investigated by statistical methods. A regional and a local method have been presented for estimation of variance of the geoid model and applied successfully. Two important factors for achieving proper and realistic results from these methods are to select a proper detrender or the corrective surface model for absorbing the systematic trends of the di erences between the GNSS/levelling and geoid heights (discrepancies); and a priori error of the GNSS/levelling heights. If these factors are chosen improperly unrealistic estimates will be obtained for the geoid error. Here, the a priori error of the Finnish GNSS/levelling heights is 25 mm, which signi cantly larger than the size of the discrepancies. In this case, the geoid error comes out 0 and unrealistic. We concluded that in case of a 4-parameter detrender, which is applied to model the systematic trends of the di erences between the gravimetric and GNSS geoid heights, is suitable over Denmark and Finland, but a ltered discrepancies by a con dence interval of 95% should be used with this detrender in Sweden. A 7-parameter detrending model is suitable for the ltered discrepancies with the con dence interval of 95% in Norway. Based on the selected detrender, the con dence interval for the error of NKG2015 geoid model in Sweden, Denmark and Norway came out 0-6.5 mm, 1.8-5.2 mm, 14.8-17.7 mm, respectively with a condence level of 95%. In addition, we estimated and plotted con dence intervals for the error of the NKG2015 geoid model based on di erent assumed values for the error of the GNSS/levelling height ranging from 1 to 25 mm. The con dence interval in Finland is larger than those of other due to limited number of the GNSS/levelling points but is small for Denmark having a dense distribution of these points over a small area. Therefore, by applying the plots, the users can visually estimate the error of the NKG2015 geoid model based on the a priori value of the GNSS/heights. This is quite normal as these given errors are regional but the geoid error that we estimate is local. Our local estimator of variance for the geoid is sensitive to the size of residuals if they are smaller than the claimed error for the GNSS/levelling heights, a value of zero will be estimated for the geoid error. We found that in the case of applying this estimator to estimate a con dence interval of 68% for the local errors, the average errors of the geoid model will be inside the estimated intervals by the regional variance estimator except for Norway. Generally, this local estimator delivers average errors of 3.6, 2.4, 8.8 and 5.8 mm for the geoid model over Sweden, Denmark, Norway and Finland.
