Non-uniform Multi-rate Estimator based Periodic Event-Triggered Control for resource saving by Cuenca, Ángel et al.
 
Document downloaded from: 
 

























Cuenca, Á.; Zheng, M.; Tomizuka, M.; Sanchez, S. (08-2). Non-uniform Multi-rate Estimator




Non-uniform Multi-rate Estimator Based Periodic
Event-Triggered Control for Resource SavingI
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Abstract
This paper proposes a systematic non-uniform multi-rate estimation and
control framework for a periodic event-triggered system which is subject to
external disturbance and sensor noise. When the disturbance dynamic model
is available, and in order to efficiently estimate the state variable and dis-
turbance from non-uniform slow-rate measurements, a time-varying Kalman
filter is designed. When the disturbance dynamic model is not available,
a disturbance observer is proposed as an alternative approach. Both the
Kalman filter and the disturbance observer are proposed in a non-uniform
multi-rate format. Such disturbance estimation enables faster controller up-
dating in spite of slower measurement. Interlacing techniques are used in the
control system to uniformly distribute the computational load at each fast
sampling instance. Compared to the conventional time-triggered sampling
paradigm, the control solution is able to reduce the resource utilization, while
maintaining a satisfactory control performance. The proposed control solu-
tion will reduce the number of transmissions among devices, which enhances
the energy and computational efficiency. Simulation results are provided to
validate the effectiveness and benefits of the proposed control algorithms.
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Universitat Politècnica de València (UPV), and he was a Visiting Fulbright Scholar at
the Mechanical Systems Control (MSC) Laboratory, Mechanical Engineering (ME) De-
partment, University of California, Berkeley (UC Berkeley) (e-mail: acuenca@isa.upv.es);
M. Zheng and M. Tomizuka are with the MSC Lab, ME Dept., UC Berkeley (e-mails:
minghuizheng@berkeley.edu, tomizuka@berkeley.edu); and S. Sánchez is with DISA, UPV
(e-mail: sersncca@etsid.upv.es).
Preprint submitted to Elsevier May 1, 2018





PETC Periodic Event-Triggered Control
MRIC Multi-Rate Controller with Interlacing
NUMRE Non-Uniform Multi-Rate Estimator
DOB Disturbance Observer
WSN Wireless Sensor Networks
NCS Networked Control System
HDD Hard Disk Drive
ZOH Zero-Order Hold
MTM Mixed Triggered Mechanism
ESO Extended State Observer
LFT Linear Fractional Transformation
CS Computation Saving
ISE Integral Squared Error
ISEP Integral Squared Error for PETC
NE Sampling efficiency
Uc, Ua Utilization of the controller, and actuator
NETSsc ,
NETSca
Number of sensor-to-controller, and
controller-to-actuator transmissions for
the ETS
NTTS Number of transmissions for the TTS
Cc Amount of computation by the controller
GPI Generalized Performance Index
1. Introduction
Event-Triggered Sampling (ETS) in control systems has been initialized
in the past decades [17] and it has been become a trending research direction
recently [36, 25, 16, 10] because of its wide applications in emerging areas
such as Wireless Sensor Networks (WSN), and Networked Control Systems
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(NCS) where similar problems like network-induced delays [7, 9, 43, 40],
packet dropouts [7, 27, 39], and packet disorder [6, 28, 46] are faced as well.
In the Time-Triggered Sampling (TTS) strategy the plant is periodically
sampled, while in the ETS strategy the plant is sampled only when the norm
of the output errors exceeds certain thresholds, which is considered as an
event. The integration of TTS and ETS paradigms results in a Periodic
Event-Triggered Control (PETC) technique [16, 45, 44, 14, 3], in which the
event-triggering conditions are evaluated periodically. The PETC scenario
can be developed in both continuous-time (see [18], and references therein)
and discrete-time frameworks (see [25] among others). In this paper, the
PETC is incorporated with a Multi-Rate Controller with Interlacing (MRCI)
along with a Non-Uniform Multi-Rate Estimator (NUMRE) and a Distur-
bance Observer (DOB), when it is required. Compared to the TTS, ETS
enables to can further reduce the resource utilization (mainly, data transfer,
processing power, and energy consumption). This paper exploits PETC to
reduce the number of transmissions. It means that only when the event-
triggered conditions that are evaluated periodically hold, the packets are
transmitted. This would reduce the utilization of the control system devices,
and result in considerable reductions in the overall energy usage. For exam-
ple, in wireless networks, the network devices are battery-powered, and the
reductions would extend the lives of the batteries in the devices [16, 29]. Since
the ETS strategy utilizes less system information, the control performance
may be worsened [42] compared to the desired one defined by the TTS case.
One solution to solve this problem is to include the controller in the event-
triggering decision process (see [36, 25] and references therein). However,
it may compromise the resource saving. Furthermore, event-based sampling
and control heavily depend on each other, and changing one requires a re-
design of the other to guarantee the stability and desired performance for the
closed-loop system. A more versatile option is to decouple the event-based
sampling and control by including event-based estimation techniques. With-
out these techniques, relevant system information on inter-sampling times
would not be available. With such inter-sampling information, both resource
saving and performance criteria can be guaranteed.
There are some existing literature that addresses various challenges on
the event-based state estimation problem. In [16], a Luenberger observer at
the sensor device and a model-based predictor, that runs both at the sen-
sor and the controller, were proposed to estimate the state of the plant. In
[11], a nominal model of the system, which was incorporated into the ac-
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tuator/controller node in order to estimate the state between non-periodic
updating intervals with time-varying delays, is presented. In [19], an H∞ fil-
ter for NCS with communication delay is developed. In [12, 15], distributed
event-triggered filters over Sensor Networks (SN) by employing H∞ control
techniques are designed. In [24], distributed event-triggered filtering over
WSN is proposed using a recursive algorithm to obtain an upper bound of the
filtering error variance. In [13], event-triggered distributed set-membership
estimators are constructed by taking the influence of unknown-but-bounded
process and measurement noise into account. In [27, 34], networked esti-
mation problems are presented using modified Kalman filters to deal with
packet dropouts. In [32], a Gaussian sum filter is introduced. In [26], a mod-
ified Kalman filter with intermittent measurement updates is investigated for
a household network. In [37], time-varying Kalman filters are used to esti-
mate the state conditioned on the received measurements in a multi-agent
framework.
This paper follows a recent line of research [26, 37], in which the cel-
ebrated Kalman filter is considered in a time-varying fashion. The filter
includes a slow-rate non-uniform measurement update (due to the event-
based sampling policy) along with a fast-rate model-based prediction, which
is a Non-Uniform Multi-Rate Estimator. While in previous works the esti-
mator periodically calculates estimated state even when the sensor nodes do
not transmit data, in this paper the state is only updated when receiving a
measurement (when the event is triggered), but computing at this moment
an h-step ahead cascade prediction. Then, the control stage is not needed
to work at any synchronous time but only when a measurement is received,
resulting in less device usage. To the best of the authors’ knowledge, this
working mode is novel in this kind of frameworks.
Regarding the cascade prediction approach used in this work, similar ones
are utilized by [48] which is in a uniform multi-rate scenario (with a time-
invariant Kalman filter gain), [16] which is based on a simple model-based
predictor, and [42, 41] which is exploiting model-based predictions to com-
pensate for network-induced delays. Kalman filtering can be indistinctly used
for the scenario where non-delivery of measurement data results from packet
drops or from an event-based mechanism. The prediction and estimation ca-
pabilities of the proposed Kalman filter are able to address typical problems
in Networked Control Systems (NCS) such as network-induced delays and
packet dropouts. To be more specific, it is relevant for instance in network-
based rehabilitation systems [1], which are based on battery-powered wireless
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devices and limited computing power microprocessors, and human-machine
systems [23], which requires both safety and efficient interactions among hu-
man workers and robots.
In this work, the plant is subject to some external disturbance. If the
disturbance dynamics is known, the disturbance is estimated from the state
estimates (computed by the Non-Uniform Multi-Rate Estimator). When the
dynamics is not available, the disturbance estimation is carried out by adding
a Disturbance Observer to the control system [22, 49]. The controller is de-
signed as a Multi-Rate Controller with Interlacing [8, 30] to compensate the
disturbance and to guarantee closed-loop performance. Besides the bene-
fits of computation saving in Periodic-Event Triggered Control solution, the
consideration of the interlacing technique enables additional saving of the
computation resources by uniformly distributing them at each fast sampling
instance.
The main contribution of this paper is the development of a new and com-
prehensive approach, where a Non-Uniform Multi-Rate Estimator (NUMRE),
a Multi-Rate Controller with Interlacing (MRCI), and optionally a Distur-
bance Observer (DOB) are systematically brought together in a Periodic
Event-Triggered Control (PETC) framework in order to significantly reduce
resource utilization, while maintaining a satisfactory control performance.
The remainder of the paper is organized as follows. Section 2 describes the
event-triggered control system. Section 3 presents different control structures
and event-based conditions included in the control system. Section 4 analyzes
the trade-off between control performance and resource utilization, and how
to find optimal threshold values for the event-based conditions. In section 5,
a numerical example coming from a practical Hard Disk Drive (HDD) plant
model is studied and simulated by means of Truetime [4] (a Matlab/Simulink-
based simulation tool) and the effectiveness of the proposed algorithm is
validated. Section 6 concludes the paper.
2. Problem description
The control system considered in this paper is depicted in Figure 1. It
has two components: the plant side which includes sensor, actuator, and
plant (subject to disturbance dk and noise vk signals), and the control side
which includes a reference generator, a Multi-Rate Controller with Inter-
lacing (MRCI), a Non-Uniform Multi-Rate Estimator (NUMRE), and an
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Figure 1: Control system
conditions will be evaluated in the control system. One is related to the
system output (defined at the sensor device), and the other one is related
to the control action (defined at the control side). The main difference be-
tween the two ET conditions is: whereas at the sensor device the condition
is periodically evaluated (Periodic ET -PET- condition), at the controller
side the condition is evaluated only when a measurement is received from
the sensor (ET condition). In addition, a Time-Triggered (TT) condition
will be included at the sensor for safety reasons or reference tracking and
to ensure that a new, updated process output measurement is put into the
control system after elapsing the maximum predefined time.
Let us denote x̂(i|j) as the estimate of the state xi based on the measure-
ment up to time instant j, where j ≤ i. The proposed framework works as
follows (more details are in Section 3):
• When the Periodic Event-Triggered or the Time-Triggered condition
holds at the sensor device, a new output yk (k ∈ N are the time index
with period T ) is received at the control side. Then, the control side
calculates the amount of T -periods elapsed between the previous and
current output. This value is known as multiplicity N , which is time-
6
varying due to the non-uniform nature of the output pattern that is
received by the control side.
• From N , the gain K(N) of the Non-Uniform Multi-Rate Estimator
(Kalman filer) (NUMRE) will be computed and the correction of the
estimator will be carried out, yielding the estimate of the state, x̂(k|k).
• From x̂(k|k), the estimated (corrected, filtered) output ŷk and the esti-
mated disturbance d̂k (if the disturbance dynamics are known) can be
obtained. When the disturbance model is not provided, a Disturbance
Observer can be added to get d̂k.
• From ŷk, d̂k, and the reference rk, the Multi-Rate Controller with In-
terlacing (MRCI) is used to compute the current (estimated) control
action ûk in order to reach the desired control performance by compen-
sating for the actual disturbance dk.
• From ûk and the plant model, the NUMRE’s prediction stage can be
performed, yielding x̂(k+1|k). Then, ŷk+1 and d̂k+1 can be calculated,
and hence, the MRCI is able to compute the next ûk+1 (taking into
account rk+1 as well). Following this cascade prediction procedure up
to h-step ahead estimations, {ûk+1, ..., ûk+h} can be obtained.
• If the Event-Triggered condition at the control side holds, the current
control action ûk and the h future ones {ûk+1, ..., ûk+h} are sent to the
actuator in a packet. Therefore, the actuator injects (via Zero-Order
Hold -ZOH-) the current control action ûk at instant k, and the future
ones {ûk+1, ..., ûk+h} at instants k + 1, . . . , k + h while no new control
action is received for the h future instants.
3. Control solution













where yk is the measurement, ûk is the control signal, dk is the disturbance
signal, and vk is the measurement noise. x
p
k is the plant state variable, and
Ap, Bp, Cp are matrices with proper dimensions.
Assume the disturbance dk is generated through the following dynamics








where xdk is the disturbance state, and Ad, Bd, Cd are matrices with suitable

































































It is further written in the following compact format
xk+1 = Axk +Bûk +Bwwk
yk = Cxk + vk
dk = C̄xk
(4)
3.1.2. Periodic Event-Triggered (PET) and Time-Triggered (TT) conditions
at the sensor device
At the sensor device, both PET and TT conditions will be evaluated and
the sensor is configured as a mixed sampling based device.
Let βk ∈ {0, 1} denote the scheduling variable at the sensor, where βk = 1
denotes transmission of the sensor data yk, and βk = 0 denotes no transmis-
sion. The latest sensor data is stored in ȳk. Therefore:
ȳk = βkyk + (1− βk)ȳk−1 (5)
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Regarding the Periodic Event-Triggered condition at the sensor, a Mixed
Triggered Mechanism (MTM) [2] is implemented based on the system output
in such a way that the output is sent to the control side when
‖ȳk−1 − yk‖2 > σs‖yk‖2 + δs (6)
where σs and δs are positive constants. The idea behind this is: when the
measurement exceeds the threshold defined by (6), the measurement is sent to
the control side to calculate a new control signal; otherwise, the measurement
will not be sent in order to save energy and computation.
Regarding the Time-Triggered condition at the sensor, it can be defined
from the following two different points of view:
• Safety reasons [31]. In this case, the condition is triggered when a
maximum predefined time tmax = kmaxT (kmax ∈ N) is elapsed from
the moment in which the sensor sent the last measurement tlm = klmT
(klm ∈ N). Therefore, additionally to (6), the measurement yk is sent
to the remote side when
kmax = k − klm (7)
where kmax can be chosen depending on safety requirements or process
dynamics.
• Quick detection of possible changes in the reference signal rk. If the
reference were predefined, the moments in which this signal changes
would be known. In this case, the condition is triggered when the
predefined time tmax is elapsed from the last moment in which the
reference changed tlr = klrT (klr ∈ N). Then, additionally to (6), the
measurement yk is sent to the control side when
kmax = k − klr (8)
3.2. Control side
3.2.1. Non-Uniform Multi-Rate Estimator (NUMRE)
For single-rate system in (4), conventional Kalman filter provides the best
linear estimation for xk in the sense of mean square error when wk and vk are
zero-mean white noises [33]. To save the computation cost, the measurement
yk is not returned at every sampling instant, which results in a multi-rate
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estimator including predictions and corrections [48]. The prediction is an
open-loop estimate process before the next measurement comes; the correc-
tion is made to the estimation once the next measurement is available. The
combination of prediction with faster updating and estimation with slower
correction results in a multi-rate estimator. When the multiplicity N is time-
varying, this estimation strategy becomes Non-Uniform Multi-Rate Estima-
tor (NUMRE). We propose a NUMRE in this paper based on the techniques
of Extended State Observer (ESO) [47] and multi-rate Kalman filter [48, 35],
which allows non-uniform multi-rate estimation for both the state and the
disturbances.
According to (6) (and, additionally, to (7) and (8)), the measurements
sensed at the fast rate 1/T arrive to the control side at a slower rate and
follow non-uniform patterns. Previously, in section 2, the multiplicity N was
introduced. Now, it is defined in more detail, from the previous measurement
received by the control side ȳk−1 (which was sensed in time, say, klsT ) and
the current received measurement ȳk = yk. Hence
N = k − kls (9)
Due to the non-uniform nature of the pattern, N will be time-varying.
From the current received measurement, the NUMRE can compute h-
step ahead state predictions at the fast rate. As a multi-rate structure, to be










yk = Cxk + vk
(10)
where the estimator is based on a multi-rate Kalman filter [35, 48], and wk,
vk are assumed to be zero-mean, white, and Gaussian noises in order to reach
the best linear estimation in the sense of mean square error for the augmented
state [33].
Taking into account the representation in (10), and remembering that
x̂(i|j) denotes the estimate of the state xi based on the measurement previ-
ously taken at instant j, the h-step ahead prediction stage and the correc-
tion/filtering stage of the NUMRE are designed as follows (and depicted in
Figure 2):
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• Correction/filtering stage: at time k, there is a new measurement yk












− ANMkCT[CMkCT + V ]−1CMk(AN)T
(12)















where W = Cov(w) and E{·} denotes the expectation.
• Prediction stage: there is no new measurement available between the
previous measurement yk and the next measurement yk+N ; the best







where h must be defined in such a way that the maximum value of
N , Nmax, fulfills h ≥ Nmax. In this way, the ahead state x̂(k+N |k)
required to compute the NUMRE’s correction/filtering stage will be
available. In addition, from x̂(k+l|k), the set of h estimated outputs and
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Figure 2: Structure of the Non-Uniform Multi-Rate Estimator
3.2.2. Disturbance Observer (DOB)
The estimate of the disturbance d̂k can be obtained from (15), which re-
quires the disturbance dynamic model. When such a model is not available,
the disturbance estimation can be carried out by adding a Disturbance Ob-
server (DOB) to the control system. This paper designs the DOB through
the optimization method based on H∞ synthesis, which is proposed in [49].
From the transfer function representation, let us denote G(z) as the model of
the plant in (1), and C(z) as the baseline feedback controller. The structure
of the DOB is shown in Figure 3, where D(z) = [D1(z), D2(z)], D1(z) is a
filter closed to −1, and D2(z) is a stable casual filter closed to the inverse of
G(z). From Figure 3, the disturbance estimation can be obtained from
d̂ = D1(z)û+D2(z)ŷ (16)




s.t. Fl(M(z), D(z)) stable
‖Fl(M(z), D(z))‖∞ < γ
(17)
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In (17), Fl stands for the Linear Fractional Transformation (LFT), and
M =
 1 −1−C(1 +GC)−1G 1− C(1 +GC)−1G
(1 +GC)−1G (1 +GC)−1G
 (18)
where z is omitted for simplicity.
Note that, in this case, ŷk is computed by the Non-Uniform Multi-Rate
Estimator with no knowledge of the dynamic model of the disturbance, that






Figure 3: Structure of the Disturbance Observer [49]
3.2.3. Multi-Rate Controller with Interlacing (MRCI)
The main goal of the interlacing technique is to reduce and uniformly dis-
tribute the amount of computation required at each fast sampling instance
by a baseline controller C(z). In order to reach it, C(z) may be decom-
posed (in parallel or in serial decomposition), resulting in m slow dynamics
Csi (z), (i = 1, ...,m), and n fast dynamics C
f
j (z), (j = 1, ..., n). The main idea
is that the slow modes Csi (z) will be implemented at an m times slower rate
without losing performance. Therefore, a multi-rate control approach with
multi-rate ratio m is needed. The conversion of the slow dynamics Csi (z) to
the slow rate Csi (z
m) is carried out following this expression [8]
Csi (z
m) = Ci(z
mI − Ami )−1(
m−1∑
j=0




i = {Ai, Bi, Ci, Di} is a state-space realization for the slow mode
Csi (z).
Then, the set of slow modes is interlaced, that is, each Csi (z
m) must be
updated at instant k = mj+i−1, (j ∈ N), instead of all at the same sampling





In order to do this interlacing operation (see in Figure 4), a down-sampling
operator (↓ m) is required at the input of each Csi (zm) to pick up the error
signal ek = rk − ŷk at every m instances of the fast rate, and later, the con-
sequent signal is delayed z−(i−1). Finally, a ZOH (at period T ) is included at
the output of each Csi (z
m) to convert the slow-rate control signals to fast-rate
ones. Every fast-rate control signal is summed along with the disturbance
estimate d̂k in order to get the control action ûk. Following this operation
mode for the next ŷk+l and d̂k+l, (l = 1, . . . , h), the set of future control
actions {ûk+1, ..., ûk+h} can be obtained.
3.2.4. Event-Triggered (ET) condition at the controller
As a result of the estimation and design steps, the control signal {ûk, ûk+1, ..., ûk+h}
is generated when βk = 1 (i.e. when a measurement is received by the control
side from the sensor device).
Let γk ∈ {0, 1} denote the scheduling variable for the control signal in
such a way that γk = 1 denotes transmission of the control signal, and γk = 0
otherwise. The first value ûk of the last sent control signal is stored in ¯̂uk:
¯̂uk = γkûk + (1− γk)¯̂uk−1 (21)
The control signal is transmitted to the plant side using the following Mixed
Triggered Mechanism (MTM):
‖¯̂uk−1 − ûk‖2 > σc‖ûk‖2 + δc (22)
where σc and δc are positive constants.
Note that the feedback loop is only closed from plant side to control side,
and back to plant side, when the conditions (6) (either (7) or (8)) and (22)
hold (and hence, βk = γk = 1). If one of them fails (that is, βk = 0 or
γk = 0), then there is no update of the control signal, but the actuator can
use the future control actions {ûk+1, ..., ûk+h} previously sent. This model-





































Figure 4: Structure of the Multi-Rate Controller with Interlacing
4. Cost functions to analyze control performance and resource uti-
lization
In order to carry out an exhaustive evaluation of the control performance
and resource utilization for the different sampling strategies, a set of cost
functions can be used. Regarding control performance, similarly to [38],
these indexes are considered:
• the Integral Squared Error (ISE), which provides a measure about








where eTTSk = rk − yk.
• a kind of Integral Squared Error for the Periodic Event-Triggered Con-
trol solution (ISEP ), which compares the output obtained for the
Event-Triggered Sampling (ETS) strategy with the one obtained for




|yETSk − yTTSk |2 (24)
• the cost function known as sampling efficiency NE, which relates the





ISE will be a constant value along the study, but ISEP will vary
according to the ET conditions. The lower NE is, the better control
performance will be for the PETC strategy.
To analyze the number of times in which the controller and the actuator
are used in the PETC solution (i.e., the utilization of the controller Uc, and
the utilization of the actuator Ua), the number of transmitted values from
the sensor to the controller, NETSsc , and from the controller to the actuator,
NETSca , can be compared with the number of transmissions needed in the TTS










Taking into account the computation saving reached by including the
interlacing technique in (20), the amount of computation required by the




) · 100% (28)
Finally, to summarize the different cost indexes, a Generalized Perfor-
mance Index (GPI) is introduced (as similarly defined in [38]):




i=1Wi = 1. Wi are weights indicating the importance of the cor-
responding factor (W1 and W2 are related to resource utilization, and W3 is
connected to control performance). The selection of the weight values Wi in
practical applications depends on the following factors:
• User requirements on ISE and the number of corresponding events.
The later depends also on the characteristics of used devices, e.g. CPU
runtime properties, communication protocol, etc.
• Assignment of the control elements to automation nodes. For example,
if the controller and the actuator are implemented in one node, then
W2 is set to 0.
GPI indicates the trade-off between event rates and control performance.
The less this index is, the better the overall performance will be. In this
work, GPI will be mainly used to find optimal values for the thresholds
included in the ET conditions (6) and (22).
5. Simulation results via Truetime
Here, a practical Hard Disk Drive (HDD) model with two large reso-
nances is used to perform the simulation study. This HDD model is modified










s2 + 2ζiwis+ w2i
)
(30)
where kvi (i = 1, 2) are the gains of resonances; wi (i = 1, 2) are the resonance
frequencies; ζi (i = 1, 2) denotes the corresponding damping ratios. The plant
model is discretized at period T=20µs. The parameters of the resonances
are provided in Table 2. These frequency resonances are attenuated by notch
filters. Here the notch filters are designed as follows:
N = Π2i=1
1− 2αi cos(wiT )z−1 + α2i z−2
1− 2βi cos(wiT )z−1 + β2i z−2
(31)
All the parameters are provided in Table 2.
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Table 2: Parameters in HDDs
i ki wi(Hz) ζi αi βi
1 0.02 5000 0.03 0.965 0.975
2 0.01 10000 0.01 0.3 0.3
• The plant to be controlled includes the resonances and notch filters,
which results in a 10th-order model that is considered to represent the
actual HDD plant in a good extent in existing literature [20, 5]. It was
converted to the state space realization (1) in the simulation.













0 1 · 105
]
(32)
• A digital controller is designed at period T
CD(z) =
1.0882(z − 0.9813)(z − 0.9681)(z + 1)
(z − 1)(z − 0.8496)(z − 0.6137)
(33)
where two slow modes (poles in z=0.8496 and z=1) and one fast mode
(pole in z=0.6137) are detected. Then, considering (19), the controller
can be decomposed from the multi-rate with interlacing perspective













implying, according to (20), a computation saving CS=33%.
• The Non-Uniform Multi-Rate Estimator is designed considering the
augmented state resulting from the 10th-order plant model (from (30)-
(31)) and from the disturbance (32), when the disturbance dynamics
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are known; otherwise, it is designed taking into account only the plant
model.
• The Disturbance Observer is designed through solving the H∞ opti-
mization problem (17).
• The constant values in the Event-Triggered (ET) conditions (6) and
(22) will be respectively δs = σs = 100 · 10−7 and δc = σc = 1.32 · 10−2.
These values are obtained as the optimal ones when giving preference
to resource saving in (29), that is, choosing the weights W1,W2 greater
than W3. In this case, the selection is W1=W2=0.45, W3=0.1. Eval-
uating the ET conditions for different thresholds (choosing, for the
sake of simplicity, δs = σs and δc = σc) the consequent values for the
Generalized Performance Index GPI are obtained, generating the sur-
face depicted in Figure 5. The optimal values for the thresholds are
achieved from the lowest GPI value. Finally, the Time-Triggered (TT)
conditions (7) or (8) at the sensor are not required in this example.
5.1. Case 1: Time-Triggered Sampling (TTS) scenario with no noise, no
disturbance, no Non-Uniform Multi-Rate Estimator (NUMRE)
The results obtained in this case are illustrated in Figure 6, yielding the
Integral Squared Error ISE=3.75 and the number of transmissions carried
out in the TTS approach NTTS=464. The top subplot shows the desired
system response. The middle subplot presents the consequent control signal.
The bottom subplot indicates the utilization of the controller and actuator
by including a bar at each sampling instance when the devices are used. As
a TTS case, the utilization for controller and actuator is Uc=Ua=1 (since, as
expected, every measurement/control action is sent). Note that, due to the
interlacing technique, the total amount of computation will be Cc = 66%.
5.2. Case 2: Periodic Event-Triggered Control (PETC) scenario with no
noise, no disturbance, no Non-Uniform Multi-Rate Estimator (NUMRE)
This case is shown in Figure 7, where:
• the number of transmitted values from the sensor to the controller is
NETSsc =250 and hence the utilization of the controller is Uc=0.54, which
implies reducing 46% the amount of packets transmitted in comparison
with the TTS case. In addition, the total amount of computation will
be Cc = 35%, which approximately represents a 31 percentage point















































Figure 5: GPI results (Wi for resource saving)
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Figure 6: TTS results (no noise, no disturbance, no estimator)
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Figure 7: PETC results (no noise, no disturbance, no estimator)
• the number of transmitted values from the controller to the actuator is
NETSca =78 and hence the utilization of the actuator is Ua=0.16, which
leads to reduce 84% the data transferred from controller to actuator.
• the Integral Squared Error for the Periodic Event-Triggered Control
solution is ISEP=0.54 and hence the sampling efficiency becomes
NE=0.14, representing a considerable worsening of control performance
(14%), which is mainly noticed at the steady-state response.
5.3. Case 3: Periodic Event-Triggered Control (PETC) scenario with no
noise, no disturbance, but Non-Uniform Multi-Rate Estimator (NUMRE)
In this case, the NUMRE has been implemented in the PETC scenario,
reaching the expected results (see in Figure 8), that is, the control system
is able to achieve the desired performance (that obtained for the TTS case,
shown in Figure 6) despite clearly reducing resource usage. Now:
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Figure 8: PETC results (NUMRE, no noise, no disturbance)
• NETSsc =120, and hence, Uc=0.26 and Cc=17%. Cc represents a 18 per-
centage point decrease in computation with respect to that obtained in
Case 2, and 49 regarding the TTS case.
• NETSca =50, and hence Ua ≈0.1, which implies reducing 36% the amount
of transmitted packets in comparison with Case 2, and around 90%
regarding the TTS case.
Note that, when considering the NUMRE, the actuator is always applying
a control action, that is, when the Event-Triggered condition at the control
side is triggered, the actuator applies the current control action (marked by
a black point at the bottom subplot in Figure 8); otherwise, a future control
action is applied.
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5.4. Case 4: Periodic Event-Triggered Control (PETC) scenario with noise,
disturbance (knowing its dynamic model), and Non-Uniform Multi-Rate
Estimator (NUMRE)
In this case (shown in Figure 9):
• NETSsc =203 (Uc=0.44, Cc=29%) and NETSca =77 (Ua=0.15) and hence,
in comparison with the TTS strategy, the transferred data have been
respectively reduced around 56% and 85%, resulting a 37 percentage
point decrease in computation. With respect to Case 2, these values
represent respectively 10% and 1% of additional reduction of sensor-to-
controller and controller-to-actuator transmitted packets, and 17 per-
centage point decrease in computation.
• However, as shown in Figure 9, the behavior of the estimated output
is worsened at the steady-state response in comparison with that ob-
tained in the TTS strategy (the sampling efficiency becomes NE=9%).
Contrarily, NE represents a 5 percentage point decrease compared to
the Case 2.
Thus, despite including noise and disturbance in the PETC scenario, the con-
sideration of the NUMRE continues being beneficial both for resource saving
and for control performance. Although, as expected, the fact of including
noise and disturbance has increased the devices’ utilization with respect to
those obtained in Case 3. Mainly, the utilization of the controller Uc has
experimented around a 20 percentage point increase.
The performance worsening with regard to the Time-Triggered Sampling
case can be explained observing the control signal, which is negatively af-
fected by a not accurate estimation of the disturbance (as shown at the top
subplot in Figure 10). This is due to the consideration of wide thresholds
in the Event-Triggered conditions (remember that they were chosen to give
priority to resource saving in Figure 5), which implies higher values for the
time-varying multiplicity N , mainly at the steady-state response (as depicted
in the middle plot in Figure 10), and then, worse estimations. Note that N=0
at the bottom subplot in Figure 10 means no event is triggered at the sensor
device, which is quite probable in this case as a consequence of the chosen
thresholds.
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Figure 9: PETC results (NUMRE, noise, disturbance)
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Figure 10: PETC results: disturbance signal and multiplicity N
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5.5. Case 5: Periodic Event-Triggered Control (PETC) scenario (narrower
thresholds) with noise, disturbance (knowing its dynamic model), and
Non-Uniform Multi-Rate Estimator (NUMRE)
In this case (Figure 11), narrower thresholds has been chosen (concretely,
δs = σs = 1 ·10−7 and δc = σc = 1 ·10−4). As expected, compared to the pre-
vious case, now the number of transmitted packets is increased (NETSsc =338,
and hence Uc =0.73, Cc=48%; and N
ETS
ca =231). But compared to the Time-
Triggered Sampling scenario, these results still represent a 18 percentage
point decrease in computation, and around 27% and 52% respectively of
reduction in sensor-to-controller and controller-to-actuator transferred pack-
ets. These figures are achieved while practically maintaining the desired
performance (NE=2%). Therefore, this case illustrates the trade-off between
resource saving and control performance.
Now, as depicted in Figure 12, the disturbance is accurately estimated,
since lower values for N are achieved (due to the consideration of narrower
thresholds in the Event-Triggered conditions). As expected, the likelihood
of not triggering an event (N = 0) is lower than in the previous case.
5.6. Case 6: Periodic Event-Triggered Control (PETC) scenario (narrower
thresholds) with noise, disturbance (no dynamic model), Non-Uniform
Multi-Rate Estimator (NUMRE), and Disturbance Observer (DOB)
In this last study, as the dynamic model of the disturbance is not known,
a DOB is added. Figure 13 shows the results. Compared to the previous case,
a similar computation saving is achieved (NETSsc = 360, and hence Uc = 0.78,
Cc = 53%) but sending around 15% more packets from controller to actu-
ator (NETSca = 315). Although the control signal presents some oscillations
in the steady-state response (because N tends to be higher, and then the
disturbance estimation is not so accurate), very similar performance to that
achieved in the previous case is obtained (NE = 1%). In summary, despite
relaxing the knowledge of the disturbance model, similar resources are used,
leading to similar system behavior.
6. Conclusions
The main benefit of using Event-Triggered Sampling strategies together
with multi-rate estimation and control techniques (via Non-Uniform Multi-
Rate Estimator and Multi-Rate Controller with Interlacing) is to achieve
resource saving while maintaining control performance at approximately the
27





















































Figure 11: PETC results (narrower thresholds, NUMRE, noise, disturbance)
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Figure 12: PETC results (narrower thresholds): disturbance signal and multiplicity N
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Figure 13: PETC results (narrower thresholds, NUMRE, DOB, noise, disturbance with
no model)
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same level as the Time-Triggered Sampling solution. As analyzed, some
trade-off between the performance and the saving can be reached by con-
veniently tuning the thresholds of the Event-Triggered conditions. In ideal
conditions (with no noise and no disturbance), significant reduction of trans-
mitted packets and computation is attained while the desired performance is
maintained. When the noise and disturbance are added, the average reduc-
tion is considerable but some performance compromise is observed. To reach
the desired performance in presence of disturbance and noise, the thresholds
in the Event-Triggered conditions have to be narrower while lessening the
average resource saving. These results can be obtained by adding a Distur-
bance Observer as an alternative when the dynamic model of the disturbance
is not known.
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