Some sequential inference problems for Polya urns by Doctor, Pamela Ananis
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1976
Some sequential inference problems for Polya urns
Pamela Ananis Doctor
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Doctor, Pamela Ananis, "Some sequential inference problems for Polya urns " (1976). Retrospective Theses and Dissertations. 6203.
https://lib.dr.iastate.edu/rtd/6203
INFORMATION TO USERS 
This material was produced from a microfilm copy of the original document. While 
the most advanced technological means to photograph and reproduce this document 
have been used, the quality is heavily dependent upon the quality of the original 
submitted. 
The following explanation of techniques is provided to help you understand 
markings or patterns which may appear on this reproduction. 
1. The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the missing 
page(s) or section, they are spliced into the film along with adjacent pages. 
This may have necessitated cutting thru an image and duplicating adjacent 
pages to insure you complete continuity. 
2. When an image on the film is obliterated with a large round black mark, it 
is an indication that the photographer suspected that the copy may have 
moved during exposure and thus cause a blurred image. You will find a 
good image of the page in the adjacent frame. 
3. When a map, drawing or chart, etc., was part of the material being 
photographed the photographer followed a definite method in 
"sectioning" the material. It is customary to begin photoing at the upper 
left hand corner of a large sheet and to continue photoing from left to 
right in equal sections with a small overlap. If necessary, sectioning is 
continued again — beginning below the first row and continuing on until 
complete. 
4. The majority of users indicate that the textual content is of greatest value, 
however, a somewhat higher quality reproduction could be made from 
"photographs" if essential to the understanding of the dissertation. Silver 
prints of "photographs" may be ordered at additional charge by writing 
the Order Department, giving the catalog number, title, author and 
specific pages you wish reproduced. 
5. PLEASE NOTE: Some pages may have indistinct print. Filmed as 
received. 
Xerox University Microfilms 
300 North Zeeb Road 
Ann Arbor. Michigan 48106 
76-28,238 
DOCTOR, Pamela Ananis, 1944-
SOME SEQUENTIAL INFERENCE PROBLEMS FOR 
POLYA URNS. 
Iowa State University, Ph.D., 1976 
Stati sti cs 
Xerox University Microfilms, Ann Arbor. Michigan48io6 
Some sequential inference problems 
for Polya urns 
by 
Pamela Ananis Doctor 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major: Statistics 
Approved: 
In Charge of Major Work 
For the Major Department 
For the Graduate College 
Iowa State University 
Ames, Iowa 
1976 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION AND REVIEW OF LITERATURE 1 
II. RELATIONSHIPS AMONG BERNOULLI, 
HYPERGEOMETRIC, AND POLYA PROCESSES 9 
III. CLOSURE 59 
IV. SIMPLICITY, DECOMPOSABILITY, 
AND THEIR CONSEQUENCES 95 
V. COMPLETENESS 105 
VI. SEQUENTIAL UMVU ESTIMATION 122 
VII. BIBLIOGRAPHY 141 
VIII. ACKNOWLEDGMENTS 143 
1 
I. INTRODUCTION AND REVIEW OF LITERATURE 
In 1946, Girshick, Mosteller, and Savage considered the problem 
of the uniform-minimum-variance-unbiased (UMVU) estimation of the 
Bernoulli parameter p for Bernoulli sampling (i.e., sampling with 
replacement) from a dichotomous population under certain sequential 
sampling schemes. 
Suppose that the dichotomous population is in fact an urn con­
taining W white and B black balls, with = p. Successive Ber­
noulli random variables are defined as follows: When the i*"^  ball 
is drawn from the urn, takes the value 1 (resp.,0) if the drawn 
ball is white (resp., black), and the ball is returned to the urn. 
The outcome of n successive draws is represented as the n-vector 
-n ~ (^ 1' ^ 2' "•• ' ^n) ' 
When the sampling scheme calls for drawing precisely n^  balls 
(single sampling), the UMVU estimate of p, based on X , is X = 
o o 
n 
o _ 
H X./n ; however, X is not the UMVU estimate of p for sequential 
i=l  ^° o^ 
sampling schemes in general. 
For any sampling scheme, the outcome of the first n draws can 
be usefully represented as a "path segment" on the (n,d)-plane, 
n 
where n is the number of the draw and d is the value of 2 X.. 
i=l  ^
The path segment starts at the origin, and at each successive draw, 
moves one step diagonally (resp., horizontally) when the drawn ball 
is white (X^  = 1) (resp., black (X^  = 0)). 
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It is assumed that one constructs axi estimate for p only after 
sampling has stopped, and so one needs some predetermined plan for 
deciding when to stop. This is provided by a stop rule S (Lehmann 
(1949-1950)5 page 2-34, calls S the sample space) which is a count­
able collection of path segments which satisfy the following condi­
tion: If = (X^ , ... , X_) S s, there exist no path subsegments 
X^  = (X^ , ... , X^ ) , 1 < k < n-1, for which )C^ GS. The term "stop 
rule" is synonymous with "sequential sampling scheme." 
A stop rule partition, call it S_, is a partition of the path 
segments of S into subsets v of S. The stop rule partitions dealt 
with by Girshick, Hosteller, and Savage (1946) are defined below. 
Definition 1.1 A stop rule partition is a GMS (Girshick, 
Mosteller, Savage) stop rule partition if 
"1 "2 
(i) X £ Y and X Gy, then n = n^  and Z X . = EX., and 
~"l "^ 2 1  ^ i=i i=l 
(ii) X^ SY, then (2^ )^ ® Y» provided that cr ()C^ ) ^  S, for all k, 
1 < k < n-1, where ()(^ , ) is a permutation of the coordinates of X^ ,. 
For a GMS stop rule partition S_, there exists, for each set 
Y G S_, a unique point = (n^ , d^ ) , where n^  and d^  are the values 
of n and S X. common to all path segments in Y • The point G. is 
i=l  ^  ^
a stop point; that is, it literally stops every path segment which 
reaches it, hence the name "boundaxy", given by the three authors, 
to the set of points , Y® Every path segment that reaches 
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the point cc. = (n,d) has to be a member of the set so that, 
as far as the work of Girschick, Mosteller, and Savage (1946) is 
concerned, the stop points , Y ^  S^ , are synonymous with S^ . 
The "stop-points" of the familiair binomial Sequential Proba­
bility Ratio Test (SPRT) (See Chapter V of Wald [1947]) in fact 
form the boundary which corresponds to a GMS stop rule partition. 
For a GMS stop rule partition, one may associate with any point 
0. of the boundary, a number k(a.) , called path segment count (hereafter, 
"path count") which is the number of path segments of S to reach Q.. 
Girshick, Mosteller, and Savage (1946) exploited the geometric 
nature of their boundary in the development of a sequential UMVU 
estimate of p. They identified a sufficient condition for closure 
of a stop rule (that is, the probability of sampling being termina­
ted equals 1) and developed am unbiased estimate of p defined on the 
closed boundary which is a function of the path counts. With Wolfo-
witz (1946) and Savage (1947), they established a necessary and suf­
ficient property for the closed boundary to be boundedly complete. 
In a general discussion of sufficiency in the sequential case, 
Bahadur (1954) seems to indicate the possibility of some of the 
generalizations of the work of Girshick, Mosteller, and Savage 
(1946) considered in this thesis, although no details for imple­
menting such generalizations axe provided. 
In 1956, David and Olkin studied UMVU estimation for GMS stop 
rule partitions in the case of sampling without replacement from 
a dichotomous population, and also formulated a certain "generalized 
4 
finite population correction". 
Sampling without replacement from a dichotomous population 
(hypergeometric sampling) is also describable in terms of the urn, 
with the provision that, after each draw, the ball is not returned 
to the urn. A parameter of interest in this case is also the pro­
portion p of white balls in the urn before sampling begins. 
Up to this point we have discussed stop rules for sampling 
from a dichotomous population with ajid without replacement. There 
is aziother possible replacement policy: replacement with an addi­
tion, which we will call a Polya (or urn) replacement policy. 
Returning to our model of the urn with white and black balls, 
the sampling procedure is now as follows: After a white (resp., 
black) ball is drawn, that ball plus some fixed number P of white 
(resp., black) balls are added to the urn. Again, the parameter 
we wish to estimate is p, the original proportion of white balls in 
the urn. Thus one of the aims of this dissertation is to investi­
gate the UMVU estimate of p under a Polya replacement policy, and 
we do this in the context of sequential sampling schemes more 
general than those considered by Girshick, Hosteller, Savage (1946), 
Wolfowitz (1946), and Savage (1947). We also compare and contrast 
the properties of stop rules under Bernoulli sampling and Polya 
(or urn) sampling. 
To begin with, in Chapter II, we give a compendium of facts 
that will be utilized throughout the dissertation. The three types 
of sampling procedures (Bernoulli, hypergeometric, and Polya) each 
5 
give rise to a sequence of random variables i e z' where Z is 
a subset of the positive integers, which defines a stochastic process; 
the respective processes are the Bernoulli, hypergeometric, and Pol-
ya. The probability distributions that underly the three processes 
are, respectively, the Bernoulli, hypergeometric, and Polya. The 
relationships among the distributional properties of these three 
processes are detailed in Section 2.2. In Section 2.3, we intro­
duce a generalization of the finite population correction for a 
fixed sample size in the Polya sampling context. Section 2.4 
establishes conditions under which one can infer the value of 
sums of Polya probabilities from the known corresponding sum of 
Bernoulli probabilities, and conversely. As the multinomial dis­
tribution is the multivariate version of the Bernoulli distribution, 
so there exists a multivariate analog of the Polya distribution. 
All of the relationships between the respective univariate distri­
butions discussed in the chapter also hold for the multivariate 
case aond are given at the end of their respective sections. 
In Chapter III, we give a sufficient condition for closure of 
a stop rule under Polya sampling, similar to the condition given 
by Wolfowitz (1946) for Bernoulli sampling. We then relate the 
closure (non-closure) of a stop rule under Bernoulli sampling to 
closure (non-closure) under Polya sampling. We also show that if 
a GMS stop rule partition can be approximated for large n by a pair 
of non-parallel straight lines, say 
6 
then the stop rule is not closed with respect to Polya sampling. 
As a consequence of this, the SPRT with respect to Polya sampling 
is not closed. 
A point that has not been resolved is the discovery of a 
necessary condition for closure either with respect to Polya sam­
pling or Bernoulli sampling. Also, the extension of the closure 
condition for stop rules in the context of multivariate Polya and 
Bernoulli sampling awaits investigation. 
In Chapter IV we investigate some geometric properties of 
boundaries introduced by Girshick, Hosteller, and Savage (1946) 
ajid David and Olkin (1956) in a context divorced from their proba-
bistic origins. We also prove the converse of a theorem by 
Plackett (1948) for closed, finite boundaries. 
In Chapter V, we exploit the geometric properties of boundaries 
discussed in Chapter IV in developing conditions to ensure the com­
pleteness of an arbitrary stop rule partition, with respect to 
Polya sampling- We then relate the completeness of stop rule par­
titions with respect to certain classes of statistics under Polya 
sampling to the same type of completeness under Bernoulli sampling, 
and conversely. 
Chapter VI deals with estimation. In Section 6.2, we establish 
conditions for the existence of a UMVU estimate of p under Polya 
7 
sampling, emd show that any finite closed stop rule which satisfies 
these conditions is a boundary in the sense used by Girshick, 
Mosteller, and Savage (1946). We compare the conditions for the 
existence of the UMVU estimate of p in Bernoulli sampling to those 
for Polya sampling in Section 6.3. Then, in Section 6.4, we intro­
duce a sequential version of the finite population correction for 
the context of Polya sampling. 
Since the random variables generated by Polya sampling 
form a stochastic process, our estimation problem can be viewed as 
one in estimation for a randomly stopped Polya process. 
Other work somewhat related to the estimation problem for 
Polya sampling includes the following three papers. 
Audley and Jonckheere (1956), in the context of psychological 
learning theory, proposed an approximate maximum likelihood method 
to estimate the parameters for a more complex version of the Polya 
process than the one we wish to consider here. Bush and Mosteller 
(1953), again in the context of learning theory, introduced the 
notion of a linear operator to describe the changes of a stochastic 
process, and they proposed maximum likelihood estimates for the 
parameters. However, the Polya process cannot be expressed using 
linear operators. 
One problem with these approaches is that one is left with 
having to estimate quite a few parameters from only one realization 
of the process. Both Audley and Jonckheere (1956), and Bush and 
Mosteller (1953) averaged several realizations, but with mixed 
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results. We note that in the UMVU approach to the problem, al­
though one only observes one realization of the process, the other 
possible outcomes play a role in the estimation. 
Klotz (1973) proposed fixed-sample-size inference procedures 
for Bernoulli sampling with a Markov dependence, where both p and 
the dependence parameter, 
 ^= P Cx. = ilx. = ll , 
are unknown. His approach does not apply to Polya sampling, since 
the dependence between  ^and X^  is not Markovian. It is the 
sum, and not the individual X^ 's, which has the Markov property in 
this case. 
We close the introductory chapter by pointing to possible areas 
of further research. These include optimal stopping rules for Polya 
processes similar to the work done by Bahadur (1954) for the general 
case and by DeGroot (1959) for the binomial case, and the consistency 
of Polya estimates (see Wolfowitz [1947]) among the class of non-
GMS stop rules. Also Bayesian estimation procedures do not seem 
to have been studied for Polya sampling. 
One could investigate the work of Karlin (1974) in fixed-
sample-size symmetric sampling schemes for sampling with and without 
replacement as it applies to Polya single and sequential sampling. 
There is the whole field of sequential test procedures, and the 
work of Robbins (1970) on non-closed tests, to investigate with 
regard to Polya sampling. 
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II. RELATIONSHIPS AMONG BERNOULLI, HYPERGEOMETRIC, 
AND POLYA PROCESSES 
2.1. Preliminaries 
Consider sampling a population consisting initially of N 
items of two types. Suppose that, after each sampling occasion, 
(1+^ ) items of the type sampled are returned to the population. 
The values of ^  and N determine the name attached to the stochastic 
process generated by the sampling procedure, as indicated in the 
following display: 
N finite N infinite 
g > 0 Polya Bernoulli 
 ^= 0 Bernoulli Bernoulli 
U
) 
II
 1 H
 
Hypergeometric Bernoulli 
Section 2.2 details the relationships inherent in the display, 
and the further relationship that Polya processes are beta mixtures 
of Bernoulli processes. The asymptotic distributions of cumulative 
counts for Polya and Bernoulli processes also are compared, and ex­
tensions are given to the multivariate case of k types. 
In Section 2.3, the finite population correction for a fixed 
sample size is generalized to Polya sampling. 
Section 2.4 introduces certain relationships between sums of 
10 
i i terms of type A- -p q and sums of terms of the type A. . —p- . '.s , 
 ^ ij i+]J 
where the A^ .^'s are constants, = X (X-t^  ) ... (X + (i-1) P), 
and N = W + B. These relationships will be extensively used in 
Chapters III, V, and VI. 
2.2. Distributions and Moments 
Polya, Bernoulli, and hypergeometric processes arise from the 
sampling of a dichotomous population, and, predictably, this similar­
ity is reflected by algebraic similarities in the distributions in­
volved. 
Recall the urn containing N balls, W of iidiich are white and B 
W black with p = —. Suppose that n balls are drawn from this urn, 
yielding the sample Ix^ , ... , x^ l, where, as before, x^  ^is 1 
(resp., O) if the i"*"^  ball drawn is white (resp., black). 
Sampling the urn with replacement leads to the Bernoulli proc­
ess under which 
n n 
S n- 2 x^  
n n 
Z X. n- 2 x. 
. 
N 
where x_^  = (x^ , x^ , ... , x^ ) and q = 1-p. Here successive draws 
are independent, and sampling can continue indefinitely. 
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The hypergeometric process, under which 
n n 
2 X . — 1 n— 2 X . — 1 
i=l ^  i=l ^  
TT (W-j) TT (B-j) 
fh(2n' = 252 , (2.2.2) 
TT (N-j) 
3=0 
n 
max [O, n-B] < g x. < W, represents the case of sampling without 
i=l  ^
replacement, where trials are not independent and sampling cannot 
proceed beyond n = N. 
In the case of the Polya process, we sample with replacement, 
plus an addition. That is, after each draw, the drawn ball is re­
placed, and, in addition, ^  > 0 balls of the color drawn are added 
to the urn, leading to 
n n 
2x - — 1 n— Zx. — 1 
i=l^  i=l^  
TT (w+jp) rr (B+jP) 
''u<2n> =  ^
TT (N+3 P) 
J=0 
n n 
[ 2 X.] [n- S X.] 
L:j . N' 
wtiere = X(X-t^  ) ... (X + (i-1) ^ ). Here trials are not indepen­
dent, as in the hypergeometric case, and sampling can continue in­
definitely, as in the Bernoulli case. 
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The relationships among the three processes can be stated 
succintly by noting that the Bernoulli and hypergeometric can be 
considered special cases of the Polya process if we allow and set 
3=0 and -1 respectively. We note as well that all three processes 
share the property of exchangeability; that is all k-dimensional 
marginal distributions are the same (see page 228 of Feller, 1971). 
In the case of the Bernoulli process (when ^  = 0), this reduces to 
independence. 
The Bernoulli process can also be related to the Polya and 
hypergeometric processes in another way. Suppose for example that 
3 > 0 is fixed and that the urn initially contains, respectively, 
|_msl and LmPj white and black balls, where Lvl represents the largest 
integer in y, and O<P=1-0<1. Then 
r 1 i^-i""^  ^ r 1 '"''~i=i^ ^^  Z n- Z 
RJ^ ). (2.2.4) 
In other words, the Bernoulli process is, in the sense of (2.2.4), 
a limiting form of a Polya process. 
In addition, the Bernoulli and Polya processes are related by 
the fact that the Polya density is a beta mixture of binomials (see 
Johnson and Kotz (19Ô9), page 229): 
13 
r r (f) j-1 I 
'u(2n) = J 0 ^ b(£n) p (W, 
-1 ^ -1 
dp . (2.2.5) 
n 
Turning now to the first and second moments of 2 X. under 
i=l 
the three processes, exchangeability leads, for all three, to 
n 
E ( 2 X.) = np, (2.2.6) 
i=l 
where p = ^ , and n < N in the hypergeometric case. 
n 
The variances of 2 X. under the three processes differ. The 
i=l  ^
Bernoulli variance is 
n 
Var (2 X.) = npq; (2.2.7) 
° i=l 
the hypergeometric variamce is 
Var^  (2 X^ ) = npq ) j (2.2.8) 
i=l 
w±iere the term is called the finite population correction; aind 
the Polya variance is 
Var^ ( 2 X.) = npq - (2.2.9) 
14 
Note that the factor is entirely analogous to the 
hypergeometric finite population correction. 
Note as well that the hypergeometric process assigns a smaller 
variance, and the Polya process a larger variance, than the Bernoul­
li, to g X., ivhich seems in keeping with the underlying replacement 
i=l  ^
policies. 
Applying the Central Limit Theorem to the Bernoulli process. 
n 
E X_. - np 
i=l 
/I npq n->» 
N (0,1). (2.2.10) 
On the other hand, Freedman (1965) found that, for the Polya process. 
n 
E X. 
i=l a.s. 
n ' W B ' » B , (2.2.11) 
where Z, „ denotes a random variable distributed according to the 
w B 
; 
beta density,  ^, with parameters ^  and which appears in F 'F  
(2.2.5), so that, in particular. 
i . 
" n-^  ^ R 
15 
The dependence on n of the variances in (2.2.7) and (2.2.9) 
are reflected in the norming constaoits of (2.2.10) and (2.2.11), 
cOid also in the fact, as will be seen in Chapter III, that more 
stop rules are closed under Polya sampling than under Bernoulli 
sampling. 
The k-color versions of the above distributional facts can 
be readily obtained, aind are given below. 
Consider an urn initially containing W balls of color 1, 
k 
W_ balls of color 2 ,  ... , and W balls of color k. Let N = S W., 
i=l  ^
k— 1 
Pi = —> P2 = ••• » and p^  = — = 1 - 2 p^ . When a ball is 
drawn from the urn, the result is usefully indicated by the vector 
T 
(x^ , Xg, ... , x^ _^ ) where (x^ , ... , x^ _^ ) = 1 or 0 depending 
on whether or not a ball of color 1 (2, ... , k-1) is dravjn, and, 
if n balls are drawn from the urn, the outcome is then indicated 
by the matrix x = 
=n 11 
21 
x 12 
22 
In 
2n 
-^11 -^12 -^1 n 
The random vector taking values (x^ , ... , x^  ^ ) will be denoted 
f n n 
by (X , ... , X ) . With this notation, 2 x -, Z x , ... , 
1 k-1 i=i i=i 
k-1 n 
n - 2 S X.. respectively count the numbers of balls of colors 
j=l i=l 
1 ,  2 ,  . ,  and k obtained in n draws. 
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In the case of sampling with replacement, the analogue of 
(2.2.1) is multinomial: 
v w .  -J=1 
k-1 
TT 
= 
n 
W. 
J 
n -
k-1 
2 
n 
2 
N' 
W, 
n 
j=l i=l 
(2.2.1a) 
the analogue of (2.2.2) is 
n k-1 n 
k-1 i=i 
TT ( TT (W__j)) TT (W -j) 
Ph(^ ) ^  n-1  ^
TT (N-j) 
j=0 
n n 
where 0 < Z x < W , 0 < 2 o^- 5. • •• ' 
i=l  ^ i=l 
k-1 n 
0 < n - 2 Z X . < W, ; and the analogue of (2-2.3), adding p > 0 
£=1 i=l 
balls of the color drawn, is 
17 
n k-1 n 
2 x-.-l n - 2 Z 
k-1 i=l =^1 i=l 
TT ( TT (W^ +jP)) TT (W + jp) 
P (X ) A -Asî 1=0 KO. 
n-1 
TT (N + j p ) 
j=0 
^=1 
(2.2.3a) 
The three multivariate processes axe also exchangeable, and, 
if we allow ajid set ^  = O and -1, the multivariate Polya process 
becomes, respectively, the multinomial ajid multivariate hyper-
geometric process. The limiting relationship (2.2.4) extends 
trivially as well. 
It can also be shown that a multivariate Polya process is a 
Dirichlet mixture of multinomial processes: 
rt ,Nv k-1 -g--l 
\ / Pj 'iPi dP2 *k 
k W. *=1 
Pi' P2' (2.2.5a) k 
3 S p.=l 
i=l 
f b^(=n^ o&w. W. (Pl'""Pk) ^Pl **• ^ Pk* 
?!» P2' " ' ' ^k — 
k 
T, D. = l 
18 
The expectations and variances are as in the univariate case; 
the covariances are given by 
Cov.^  ( Z I = 
i_=l 
—nW - W Jt m 
n 
Cov, ( . 2  s  =  -
1=1 1=1 ,.2 ' 
and 
1=1  ^' il = 
^^ •£^ ia pN+n_§-| 
^2 p J (2.2.12) 
(see page 301 of Johnson and Kotz [1969]). Hence, in view of (2.2.8) 
and (2.2.9), the variance-covariance matrix for the hypergeometric 
or Polya process is given by the product of the multinomial variance-
.trix cind the factor or respectively. 
rs—J. iN*r p 
The analogue of (2.2.10) for k = 3 is now 
covariance mat 
n n 
( Z X^ ,, Z X^ .) 
1=1 1=1 
- n(Pi, Pg) 
n n^ 
N ((0,0), 2), (2.2.10a) 
"p^ (l_p^ ) _ p^ p^  
where Z = 
-PTP 1^2 
This is given by Theorem 2.4.3, page 74, of Anderson (1958). 
19 
The multivariate analog of (2.2.11) is given in the following: 
n n 
Lemma 2.2.1 If the distribution of ( SX,., ... , Z X,, ^  ,-) is 
i=l i=i  ^
given by (2.2.3a), then 
n 
i=l 
n 
n 
Z ' S . - i i  
1=1 
n 
•) 
'W 
_1 \ ' (2.2.11a) 
where Z, W 
J. 
w. 
is a Dirichlet rajidom variable with parameters 
k 
' 3 
^1 ^2 
• 5 3JÎQ  ^e 
k-1 
Proof: For t^ , ., , t , e  [ 0 , 1 ]  , with Z  t  < 1 ,  
i=l ^  
lim P^ ( Z X^ . < nt^ , . 
n-^  i=l ' A-i i S «k-r "i' 1=1 
• , w, ,p) = 
lim 
rH>= 
n n 
Pb ( l^i - "^ l'*--'.^ \^-li-"\-l'Pl'*""Pk^  
1=1 1=1 
Pj 5 5  ^
k 
3 Z P^- = l 
i=l 
4. (p^ 3 5 P^ ) '^ P]_ " * • "^ Pj, 
;' ••• ' # 
20 a 
by (2.25a), which, by the Lebesque Dominated Convergence Theorem, 
equals 
n n 
J  rw® 1=1 1=1 
Pk> 0 
3 E P^ -=l 
i=l 
£) 
' w. W (Pl = k 
which 5 in view of (2.2.9a), equals 
sPk) 
k 
3 Z P.=l 
i=l 
1^ 
-p-,... ,-y 
(P]_ J • • • 'Pjç) 
where & (t^ , ... ••• , P^ ) = 1 if i=l, ... , 
 ^O otherwise, 
J C0 W, W, 'Pi'"*'Pk^  dPi-.-dp^ " 
Pl'---'Pk-° -J,".,-J 
3 Pi S , i=l, ... , k-1 
k 
axid 2 p.=l 
i-1  ^
Therefore 
20b 
.2, 'S.-i i ^  
p '  • * •  '  p  
t can be easily shown that for j=l, ... , k-l. 
n 
"j * 
N + np 
is a bounded martingale and hence has an almost-sure limit, Y^ ., 
by the Martingale Convergence Theorem. Notice that 
!i. i ! i z  X. ,  
( N aË " n-y= — + —^ 
n n 
pointwise for all positive integers W, B, and- P; therefore, 
n 
i=l a.s.x. ,r 
> Yj 
and 
) (Ï1 (2-2-14) 
Since almost sure convergence implies convergence in distribution, it 
follows from (2.2.13) and (2.2.14) that (Y^ , ... , Y^  has the 
indicated Dirichlet distribution. , qed 
It should be noted that when k=2, the above is ajn alternate 
proof of (2.2.11) to the one given by Freedman (1965)» 
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2.3. Polya Sampling of Finite Populations and 
a Polya Sampling Correction 
We saw in Section 2.2 that the variance of cumulative counts 
for the h}^ ergeometric or Polya process is the product of the bi­
nomial variance npq and a certain factor £ or , respectively) 
which, in the hypergeometric case, is known as the finite population 
correction. 
Recall now that this finite population correction ^  " actually 
applies not only to hypergeometric processes, but to finite popula-
2 
tion sampling generally, where it takes the form Var^  ( Z X^ ) = n 
('n'~i) ' variance of the finite population sampled. 
It is now natural to ask whether the Polya factor  ^also N+ p 
applies as well when an arbitrary finite population is "Polya-
sampled," i.e., is successively sampled with replacement, on each 
sampling occasion, of ( ^ + 1) copies of the item draivn. The question 
is answered in the affirmative in the following: 
Lemma 2.3.1 Suppose a sample . , X^ 3 is drawn from a 
population of N numbers z^ , z^ , ... , z^ , in such a way that, after 
each draw, the number drawn aind ^  > 0 copies of it are added to the 
population. Then the variance of the sum SX. xs where 
1=1 
Proof: Let n_. be the number of times that z. is drawn in n trials. 
3 
n  ^ N  ^
Then X_. equals 2 n^ z., and 
i=l j=l 
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n N 
Var ( 2 X ) = Var ( Z n z ) 
* i=i  ^ i=i ^  ^  
N N 
(2.3.1) = Z 2." Var (n.) + 2 Z Z z Cov^ (n .n^ ), 
j=l •' j=l k=j+l 
1 
which, substituting (2.2.9) and (2.2.12) in (2.3.1), where 
becomes 
-»f-f J .  • ;  - w j i  À  i . - f t  
- g f i i . - j ' - "  
n a2 N±n£ 
z N+ ^  * 
qed 
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2.4. The Relationships Between "Polya" Identities 
and "Bernoulli" Identities 
This section is devoted to the exploration of the relation-
W B 
ship between identities in series of "Polya-like" terms, [i+J] 
and the corresponding series in "Bernoulli-like" terms, p^ qJ, 
In particular, in Theorems 2.4.1 and 2.4.2, we ask under what 
conditions 
2 A.. p^ q^  = 2 C p^ q^  (2.4.1) 
(i,j) (i,j) 
implies 
[i] R [j] .7 Ci] o [j] 
Two versions of the converse are studied in Theorems 2.4.3 and 2.4.4. 
Theorem 2.4.1 sets conditions on the convergence of 
2 A. . 
 ^[i] g [j] 
(i,j) N 
and 
2 r w B 
(i,j) ij  ^[i+j] 
to ensure the applicability of Fubini's Theorem to (2.2.5), aind 
requires that (2.4.1) hold for all p S (0,1). Its corollaxy details 
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the situation when the ' s and 's are bounded in absolute 
value. 
Theorem 2.4.1 Consider two doubly indexed sequences and 
, and three positive integers W, B, and ^  . Suppose that 
(i) either 
Z 1a. J  ^ ° (2.4.3) 
(i,j)  ^N 
or 
C S IA. .I PV ] B DP < + =, (2.4.4) 
0 F' F 
(ii) either 
I , w [i] B C:'] 
or 
<1 
[ 2 IC. J PV ] ^  B (P) dp < + ", P f (i,j) (2.4.6) 
and, for all p £ (0,1), 
2 A. . p^ q^  = Z C. . p\^ . 
(±,j) (i,j) ^  
(2.4.7) 
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Then 
(W) " N (i.J) N 
Proof: Let I denote the set of pairs (i,j) of non-negative integers, 
and let ^  denote the measure on I assigning unit weight to each 
p a i r .  D e f i n e  ^  t o  b e  t h e  m e a s u r e  c o r r e s p o n d i n g  t o g .  
F'F F'J. 
It is clear that (2.4.4) ensures the integrability of p^ q^  over 
I X (0,1), with respect to the product measure x^  g, so by 
P F 
Fubini's Theorem (Theorem 19, page 269 of Royden [1968]), 
1 , Z. '»ij B <P> J 0 ;' g 
>1 
= s f A. , p^ q-^  & (p) dp. (2.4.8) 
jo ' F'F 
On the other hand, (2.4.8) holds as well under (2.4.3), since in 
view of (2.2.5), 
E 
(i,j) 
Ai^ .l 
W [i] B [j] 
N 
[ i+j] = E (i,j) 
Ai:-! p q' w 
F' 
(P) dp. 
so that A. . p^ q^  also is integrable over I x (0,1) with respect to 
^ B-
g' g 
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Similar considerations hold for p^ q"^ , so that by (2.2.5), 
(2.4.8), (2.4.7), and the analogues of (2.4.8) and (2.2.5), 
S A. . 
w B 
(i,i) N [ (i,j) i^j  ^B (P) 
F' F 
_^.,^ij ^ ""9^ B (P) 
0  è '  #  
0  ^ f (P) * 
Cy PV ^  
(i.j) W B 
F' ; 
(P) dp 
= 2 c. . W B 
(i,j) « N [""j] 
qed 
Corollary 2.4.1 Consider two doubly indexed sequences and 
Ic^ j] and three positive integers W, B and P . Suppose that W, B > P , 
and sup 1A. -1 , sup lc..l<K<°'. If 
(±,j) (i,j) 
S A.. p^ qJ = Z C-. p^ q^  
(i,j) (i,j) 
27 
for almost all p £ (0,1), then 
S A. . 
W B 
(i,j) <\ N [i+jJ 
Z c. . 
^ [ J B [ 
i±,j) 
Proof: We need only show (2.4.4) and (2.4.6) hold to satisfy the 
conditions of the theorem. So 
[ z 1a, .1 PV ] 
(i,j) W B 
F' F 
(P) dp < f  1 
 ^m w B(P> * 
Jo F' P 
= K I:::} |::ir < -
and similarly for the 's. 
qed 
It seems reasonable that inequalities, as well as equalities, 
are preserved under the mixing operation given in (2.2.5). 
Lemma 2.4.1 Consider two doubly-indexed sequences ajid 
which satisfy conditions (i) and (ii) of Theorem 2.4.4. If, 
for all p £ (0,1), 
2  A .  .  p V  <  S C .  p \ ^ ,  
(i,j) (i,j) 
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then 
7 A  ^ B < T c W B 
(i,j) " N -(i,j) N [i'j] 
for all positive integers W, B, and P. 
Proof: Fix axbitraxy W, B, and ^ . In view of conditions (i) and 
(ii), the following integration is possible: 
r 1 
s A- . p q-
(i,j) ij " •' W B 
(P) dp < 
(lo) g". 
Applying Fubini's Theorem (see Theorem 19, page 269 of Royden 
[ 1968] ), we have 
S A^ - ^  I p^ q-" Q (P) dp < 
(i,j) W B P F 
C [ pV'% B (P) 
Jo f'ÏÏ 
which is equivalent, by (2.2.5), to 
y A. .  ^ y r. . 
(i,j) " (i,j) 
qed 
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Theorem 2.4.2 also requires absolute summabiLity of 
and 
(i,j) ^  N 
y p W B 
(i,j) N [ 
but approaches the problem from the theory of power series; so it 
places constraints on the difference I A. . - C. .1 to ensure the ab-
XJ XJ 
= = i 4 
solute convergence of T T (A. . - C. p q , when the binomial ex-
i=0 j=0 
pans ion is substituted for qJ. But in contrast to Theorem 2.4.1, 
(2.4.1) need only hold on a subset (0,b) of (0,1). 
The proof of Theorem 2.4.2 requires a result for sums of 
"Polya-type" terms analogous to the binomial expansion. It is 
given in 
Lemma 2.4.2 For all positive integers i, N, k, r, ^ , and for 
P S [0,1] , 
k  ^  ^ _ [k-f]  ^[^ ] [k] 
Z (-1) (7)(N+ (i+r+^ )g) (Np+ig) = (Nq+rp) 
=^0 
(2.4.9) 
Proof: Let i, N, p be fixed, but arbitrary integers and p £ [0,l] . 
The proof will be by induction on k azid r. 
Let k = 1; r is arbitrary. 
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1 c T [1--^ ] U] 
Z (-1) (;)(N + (i+r+^ ) p) (Np+ip) 
£=0 
= (N + (i+r) p) - (Np + iS) = Nq + rP. 
Assume it is true for k = m-l and all r > 0. Let k = m, r = 0, then 
m . [m-^ ] [£] 
Z (-1) O (N + (i+^ ) P) (Np + ig) 
£=0 
[m]  ^ [m-l] 
= (N + ig) - (p(N + (i+l)P) (Np + ip) 
Cm-2] [2] 
+ (p(N+(i+2)P) (Np+iP) 
[ 2] [m—2] 
m-2^  + ... + (-1)°"-^ ( ™o)(N4- (i+m_2)P)^ "(Np+ip) 
[m-l] 
+ (-1) (N + (i+ra-l)p)(Np + iP) 
[w 
+ (-1)"° (Np + ip) 
aoid using the fact that (^ ) = (^ "^ ) + (^ 7^ ) , i=l, ... , k-1, we have 
[m] . ^ [m-l] 
(N+iP) - [( g ) + ( 1 )] (N+(i+l)P) (Np+ip) 
T T [ m— 2] [ 2] 
+ + ("": )] (N+(i+2)P) (Np+iP) 
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+ [CI3) + Cl2)](N+(i+m-2)P)" (Np+iP) 
[2] [m-2] 
C 
+ (-1)°"^ [("Is) + ci)] {N+(i+m-l)P)(Np+iP) 
+ (-1)" (Np + ig) 
[m] 
[m-l] , [m-2] 
= (N+(i+l)P) (N+i3-Np-i3)-r^ -^ ) (N+(i+2) p) (Np+iP) 
• [N+(i+l)3-Np-(i+l)H + ... 
_ . [m-2] 
+ (-1)°^ " (N+(i+m-l) P) (NpH-ig) [N+(i+m-2) p-Np 
- (i+m-2)P)] 
1 L 1] 
+ (-1)^ " (Np+ig) (N+(i+m-l) p-Np-(i+m-l) p) 
[m-l] [m-2] 
Nq [(N+(i+l)P) - )(N+(i+2) P) (Np+ip) + ... 
o 1 [ m—2] 
+ (-1) CZ2) (N+(i+m-l) P) (Np+ip) 
_ , [m-l] 
+ (-1) (Np+ip) ], 
[m-l] 
which by (2.4.9), with k = m-l and r = 1, equals Nq (Nq + P) 
[m] 
= (Nq) 
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Assume it is true for k = m, r = s. 
Let k = m, r = s+1, then 
m g  ^ [m-^ ] [j2] 
Z (-1) C)(X4.(i+s+l+^)P) (Np+ig) 
1-0 
[:^ ] m  ^[^ -1] 
= (N+(i+s+l)^ ) - (2^ ) (N+(i+s+2) (Np+ip) 
[m-2] [2] 
+ (p (N+(i+s+3)3) (Np+ip) + ... 
[2] [m-2] 
+ (^ 2^)(N+(i+s+in-l)3) (Np+ip) 
[ m— 1] 
+ (-1)™" (N+(i+s+m) P) (Np+iP) 
[m] 
+ (-1)® (Np+iP) 
[m]  ^ [m-l] 
= (N+(i4.s+l)g) -[(g) + (ï)](N+(i+s+2);) (Np+ig) 
[m-2] [2] 
+ [(^ -l) + (^ l^)](N+(i+s+3)P) (Np+ig) + ... 
„ . _ [2] [m-2] 
+ (-1) [CZ3) + CZ2)](N+(i+s+m-l)g) (Np+ig) 
 ^ [m-l] 
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[::] 
+ (-1) (Np+ip) 
[m-l] 
= (N+(i+s+2)p) (N+(i+s+l) 3-Np-ip) 
[m-3] 
- Q (N+(i+s+3) g) (Np+ip) (N+(i+s+2) p-Np-(i+l) g) + ... 
_ C 
+ (N+(i+s+m) P) (NpH-ip) (N+(i+s+m-l) P 
-Np-(i+m-2)p) 
C 
+ (-1)'^ " (Np+iP) (N+(i+s+m) P-Np-(i+m-l) P) 
[m-l] [m-3] 
= (Nq+(s+l)P)[(N+(i+s+2)p) -(^)(N+(i+s+3)P (Np+ig) 
o 1 [ m—2] 
+ ... + (-1)"^ ' (N+(i+s+m) p) (Np+ip) 
[m-l] 
+ (-1)"""^  (Np+i3) 
and by (2.4.9), with k = m-l and r = s+2, equals 
[m-l] 
= (Nq+(s+l) P) (Nq+(s+2) P) 
[m] 
= (Nq+(s+l)P) 
qed 
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Theorem 2.4.2 Consider two doubly indexed sequences amd 
and positive integers W, B, and P, for which 
 ^  ^ w B 
ana 
W B 
i±,j) N 
are absolutely suxamable, and 
iD.-i — IA. . — C--1 ^ ij • iJ D • 
N e=0 ^ (N+iP)['^ ] 
for G , '^ 1 > o. Ij 
Z A PV = Z C PV (2.4.10) 
(i,j) (i,j)  ^
for p£ (0,b) , then 
( (&) ij ITîï^ 
Proof: As in the proof of Theorem 2.4.1, the absolute summability 
w [i] B [:'] . _ W Li] 3 [j] 
of 2 A. . r - , and Z .^ . r ^  j (2.2.5), and 
(i,j) N (i,j) N 
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Fubini's Theorem (Theorem 19, page 269 of Royden [1968]) guarantee 
the absolute summability of Z A. . p^ q"^  and £ C. . for 
(i,i) (i,j) 
almost all p S (0,1). Hence (2.4.10) implies 
Z Z D pV = 0 (2.4.11) 
i=0 j=0 
for almost all p S (0,b). Substituting the binomial expansion of 
q^ i n  (2. 4 . 1 1 ) ,  f o r  a l m o s t  a l l  p  £ ( 0 , 1 ) ) ,  
Z Z D p"- Z (^) (-P)^ = 0. (2.4.12) 
i=0 j=0 k=0 
In order to rearrange (2.4.12), it is necessary to establish 
the absolute summability of the left hand side: 
N (N+ig) 
<  Z  Z  (l-£) ^ 
i=0 j=0 
1 
= iïï" (2.4.13) 
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For p < p^  < (2.4.13) implies the absolute summability 
N"-
of (2.4.12) for p e (0, ^ ). Let b = min (^ , b), then for almost 
all p £ (0,b ), 
Z ( Z (-1)^ Z (JJ = 0. (2.4.14) 
k=0 jg=0 j=k~£  ^
Since the left hand side of (2.4.14) is a convergent power series 
f 
for almost all p G (0,b ), it is analytic ajid identically zero on 
(0,b ), which implies that it has derivatives of all orders on 
[0,b ]j and that these are all zero on [0,b ], particularly at 
zero. Successive term-wise differentiation at zero (see page 198 
of Buck [1965]) then yields 
for all k = 0, 1, ... , and 
o k  ^o ra -J 
Z ( Z (-1)^"  ^ Z (J.) D ) ^  = 0. (2.4.15) 
k=0 £=0 j=k-X  ^
The left hand side of (2.4.15) is a rearrangement of 
gC j] ^  gCj] 
(i,j) (i,j) 
which can be seen as follows: 
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Rewriting the left hand side of (2.4.15) as 
Î Z 0,-j S (j) (-1)'^  ' (2.4.16) 
%=0 j=0 N- =^0 (N+ip)'-
we recognize that (2.4.16) equals zero by the absolute summability 
shown in (2.4.13). Multiplying 
Z (j) (-1)-^ 
=^0 (N+ip)^ "^ -' 
by (N+i^ )^ -^  ^ in (2.4.16) and applying Lemma 2.4.2, we have 
jo jEo 
„[i3 g[j] MCiDgCJ] 
the absolute summability of 2 A. . —p . and £ C. . —p •- -v-
(i,j) (i,j) 
implies that 
(i,j) (i,j) 
qed 
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In Theorems 2.4.1 and 2.4.2, (2.4.1) holding for an interval 
of p ((0,1) in Theorem 2.4.1 and (0,b), 0 < b < 1 in Theorem 2.4.2) 
implies (2.4.2) for all possible values of W, B, and ^ . Now, in 
studying the reverse implication, in Theorems 2.4.3 and 2.4.4, the 
more restrictive hypothesis for (2.4.2) holding on the tail of sub-
W 
q u e n c e  ^ B ^ ) ]  fo r  w h i c h  ~  con v e r g e s  t o  a  p a r t i c u l a r  p * ,  l e a d s  
u 
to a more restrictive conclusion: that (2.4.1) holds for the p* 
only. 
The two theorems differ in that, while Theorem 2.4.3 (simi­
larly, Theorems 2.4.1 and 2.4.2) is stated in terms of an arbitrary 
order of summation, axid hence, the necessity for the assumption of 
absolute summability of each side in (2.4.3), Theorem 2.4.4 is con­
cerned only with a particular order of summation. 
Theorem 2.4.3 Consider p* e(0,1) as well as a positive integer 
P, and a sequence Iw , B } of pairs of positive integers such that 
W u u 
W -» + CO, — » p*, where N = W + B . Suppose that there are 
u  '  N  u u u  
u 
two doubly indexed sequences {and , aund am integer m 
such that 
 ^[^ J 3 [j] 
is absolutely summable for u > m. 
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W [i] B [j] 
(ii) I C,. 
(i,j) 
is absolutely summable for u > m, 
(iii) for r = 1 + p. 
2 A. . p^ r^  is uniformly absolutely summable for 
(i,j) 
p £ (0,1): that is, there exists anwAt < " such that 
s U 1 pV < >t 
(i.j)  ^
for p £ (0,1), and 
(iv) 2 C.. p^ r^  
(i,j) ^  
is uniformly absolutely summable for p £ (0,1) 
t 
Then if there exist an m such that 
 ^[i] 3 [j]  ^[i] g [J] 
S A,, r<Jl = 2  ^ (2.4.17) 
for u > m , then 
2 A. . p*^  q*^ " = SC.. p*" q*^ . (2.4.18) 
(i,j) (i,j) 
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Proof: To begin with, in view of (i), (ii) and (2.2.5), we have for 
every u > m that 
1a .  J pV B (P) dp < + °, 
(W)J. 
and 
/I 
2 
(i,j) P 9- - „ B u u 
(p) dp < + 
T' T 
By Fubini's Theorem (see Theorem 19, page 269 of Royden [1968]), 
! 
(2.2.5), and (2.4.17) we have for every u> max (m, m ), 
r 
; 
(P) àp 
V S X p q" W B 
u u 
T' P 
(P) dp 
[i] g [j] 
y A. . r-^ 
(i,j) 
2 C. . 
w B 
u u 
(i,j) N [ i+j] 
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•1 
, .2:. =ij '^ W B <P> 
Jo -f.^  
A 
PV] B (P) 
0 f ' f 
SO that, setting f(p) = S A. . - Z C. . , 
(i,j) ^  (i,j)  ^
/I 
f (p) g (p) dp = 0. (2.4.19) 
0 T ' F 
In view of (iii) g A. . p^  (1-p)^  is absolutely summable for 
(i,j) 
every p G (0,1), and thus can be rearranged into an absolutely con­
vergent power series on (0,1): 
I = S A . p^ q^ ' = f (p) 
k  ^ (i,j)  ^
But, in view of Theorem 22, p. 196 of Buck (1965), a power series 
is analytic (and hence continuous) within its circle of convergence, 
so that f^ (p) is continuous on (0,1). 
The analogous remarks apply for f (p) = Z C.. p^ q^ , so that 
= (i,j) 
the function f(p) = f^ (p) - f^ (p) is continuous on (0,1). Hence, 
given £ > 0, there is a neighborhood m* of p* such that 
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lf(p) - f(p*)i < e (2.4.20) 
for p £ m*; also, in view of (iii) and (iv), there is a constant ^  * 
such that 
i f (P)  i  *  (2.4.21)  
for p S (0,1). 
Now choose u greater than m such that 
for u > m. 
j  B ( P ) d p > l - e ,  ( 2 . 4 . 2 2 )  
u u 
° T' T 
and uorite (2.4.19) in the form 
{ f(P*) g (P)dP + I (f(P)-f(P*)) ^  3 (P)dP 
. u u •' u u 
T'T T'T 
I B 
(0,l)-in* 
and, talking the second and third terms to the right hand side. 
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I B (P)dp = - J (f(P)-f(P*)) g (P)dp 
' 11 II ' 11 11 
m* 
u u
T'T m* 
u u
T'T 
1 f(P) B u u 
T'T 
then 
f (f(p)-f(p*)) B (P)dp - f f(p) ^  B (p)dp u u u u 
f(p*) = - m* 
P' g T'T 
[K B (P) 
J U U 
m* g ' g 
so that 
f(P)-f(P*)I ^  B (P)àp + 
u u 
U(p)i^ , 
f(p*)l < m* (0,1)-m* 
W B 
u u 
g 
(p)dp 
/ W B u u (P) dp 
m* P ' P 
e + 
1 - e 
which follows from (2.4.20), (2.4.21), and (2.4.22), 
qed 
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The situation when the A. .'s and C. ,'s are bounded is given in 
2.J x j  
Corollary 2.4.3a, where conditions (iii) and (iv) must be assumed. 
It is to be noted that if one assumes that the coefficients of terms 
containing p only or q only are zero, conditions (iii) and (iv) 
are satisfied, ajid Corollary 2.4.3a, itself, has a corollary, given 
in Corollary 2.4.3b. 
Corollary 2.4.3a Consider a positive integer P axid a sequence 
B^ } of pairs of positive integers such that ®, and 
~ p* G(0,1). Suppose that there are two doubly indexed sequences 
u 
and Cc^^.} for which sup IA^  I , sup I C_. _. | < K < =, axid in-
tecer m such that 
(i,j) (i,j) 
for u > m. Suppose also that conditions (iii) and (iv) of Theorem 
2.4.3 hold, then 
I A. . p*^  = Z C. . p*^  q*^ ". 
(i,j)  ^ (i,j)  ^
Proof : Let sup I A. . I , sup i C. -1 < K < co. Then 2 1 A. . 1 p^ q^  
(i,j) (i,j) (i,3) 
< K and since we can choose m such that W , B > B for u> m, 
— pq u u — 
45 
0 
r U I pV^w B (p) 
(i,j)  ^ _u 
j pq % % 
0  ^
< K I T— % _ (p) dp 
p' ,3 
= ^  (w^ -P)(B^ -3) °" 
This implies 
W B LJ] 
( w )  t r s # -
u 
Z 
(i,j) ; 
A j l p V ^  B  
u u 
< m, 
SO condition (i) of Theorem 2.4.3 holds, and a similar argument es­
tablishes condition (ii) 
qed 
Corollary 2.4.3b Consider a positive integer ^  and a sequence 
iw^ , B^ } of pairs of positive integers such that -> + =» and 
W 
p* £ (0,1). Suppose there are two doubly indexed sequences 
" u 
IA. .i and (c. for which sup i A. . i , SUD I C. . I < K €: =>, A- . = 0 
(W) (ilj) 
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and = 0 if either i = 0 or j = 0, and 
 ^[i] B [j] w B 
S A, . " r.-Jn = SC.," 
(i,J) " " (itj) 'j 
for all u. Then 
I A. . p*^  q*J = E C. p*"- q*J 
(i,j) ^  (i,j) ^  
Proof: Note that 
Z 
(i,j) 
PV « 
w 
u 
B (P) dp 
u 
B 
u 
(P) dp 
( - T )  ( ^ )  w p ' u u 
; 
B„ (P) dp 
= 1. 
Let sup 1a. - I , sup |C..| < K, then 
(i,j)  ^(i,j) 
K> Z 1A. -1 PV B (P) dp 
Jo  CM)  -
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/I 
= z 
(i,j) 
i i ^  
^ijl w B (P) 
u u 
P' p 
so that condition (i) of Theorem 2.4.3 is satisfied with m = 1, and 
similarly for condition (ii). 
Conditions (iii) and (iv) are checked in the same manner: 
for example. 
z iA. .i s K ( Z P")( Z q-") 
== i. , = j, 
(i,j) 13 i=l j=l 
= K (^ ) (-3-) = K. 
qed 
Theorem 2.4.4 Consider p* 2(0,1), as well as a positive integer 
 ^ and a sequence IW , B J of pairs of positive integers such that 
W 
W^ -^  + = , and — > p*. Suppose that there are two sequences and 
u  ^
(c^ }, and an ordering l(i^ , of the points of I x I, where I is 
the set of positive integers, such that 
(i) There is an integer m such that 
„ [i„] g [jy] 
V N [ 
u 
converges uniformly in u, for u > m; that is given S > 0, 
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there is am (S) such that 
W , [V B [jy] 
u u 
& n"C V v^] 
u 
< G (2.4.23) 
for all u > m and k > v^ (S); 
(ii) There is am integer m such that 
W B 
[i,L N V -'v-' 
u 
converges uniformly in u, for u > m; 
1 3 
(iii) 2 A p* q* converges; 
V 
(iv) 2 C p* ^  q* ^  converges. 
V 
If there exists an m such that 
S A 
V 
W [^ v^  B [^ v^  
u u 
•v  ^[ V^ 'v^  
u 
w cy B [jv] 
y C " " 
V " nCV^V^ 
u 
(2.4.24)  
for u > m , then 
1 J 1 J . 
2 A^ . p* ^  q* ^  = S P* ^  q* 
V v 
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Proof: By assumptions (iii) and (iv), given S > 0, there is a 
such that, for k> v^ {&) , 
° \ v^ 
E p* q* 
v=k 
C G (2.4.25) 
and 
° V 
Z p* q* 
v=k 
< G, (2.4.26) 
Finally, it is clear, in view of (2.4.24), given G > 0, and letting 
VQ(G) = max {v^ (G), V2(G)1, that there exists an m(G) such that 
_ . u u _ 
u 
v^ v^ 
z q* 
v=0 
C G (2.4.27) 
for u> m(G), and similarly for the C^ 's. 
Hence, given G > o, write, for any u> max Cm, m , m (G)}, 
1 3 
S p* * q* " - S p* ^  q* ^  
V V 
o^(G) j = j 
Z /If* q* + Z q* 
V=1 V=V_(G) + 1 
o^(:) i j 
Z C^ « " q* " 
V=1 
° v^ v^ 
Z Cj)* q* 
v=Vo(S)+l 
lA 
J 
m 
H 
M 0 
* 
LJ. 
H m 
% 
* 
<-j. 
M m 
n 
H m 
* 
<_l. 
H M 9-. 
H m 
< M 
> 
+ 
u. 
<L 
w 
I 
< M 
n 
'C 
ro 
V-J. 
+ 
u. 
<u I—I u. 
tu 
•H 
u. 
1_ 
ro 
II 
w 
• MB 
+ 
U. 
<L, 
I—I 
V-J. 
o 
+ 
H 
M 8 
* 
H M 
H m 
u. 
"n M 
H 
H m 
"y 
* 
H m 
m 
• M 8 
+ 
H 
O 
+ LJ. 
t. 
I 1 
U. 
<u 
0 
+ 
M 
M 0 o 
+ 
LJ. ijW I—I 
u. 
<• 
u. 
tu 
tu 
-W 
I 1 
U. 
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2 C p* q* 
v=VQ(e) + l 
CO 
I 
v=VQ(e)+i 
W 3 
I — =-: 
 ^ N t V^ vJ 
u 
CO 
z 
w cy B [j„] 
u u 
V" 
V=V_(G)+1 V 
u 
I A 
V 
V 
f B 
_u u 
N [ V^v] 
u 
- Z c. 
W B '-^ V 
u u 
V 
V N I CVJJ 
u 
' ^ S  +  £ +  S +  £  +  S  +  C  +  0 «  
The six E's are due, respectively, to (2.4.27), the analog of 
(2.4.27) for theC^ -^'s, (2.4.25), (2.4.26), (2.4.23), and the 
analog of (2.4.23), and the zero is due to (2.4.24). 
The case when the coefficients are bounded is given by 
Corollary 2.4.4a Consider a positive integer P and a sequence 
IW^ j B^ } of pairs of positive integers such that -> + cs and 
\ K'u 
-7 + a and — -» p* e (0,l). Suppose there are two sequences iA_^ } 
u u 
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and Ce }, for which sup 1A 1, sup |C I < K < an ordering 
^ V ^ V ^ 
{(i^ xj^ )} of the points I x I, and an integer m such that 
W B 
V N 
u 
is uniformly convergent in u, for u > m, and 
W ^ v^^  B [^ v^  W '-^ v^  B ^ v^^  
V N C ° V N 
u u 
for u > m. Then 
V v^ v V 
Z \ P* q* = Z P* q* • 
V V 
Proof: The boundedness of the A 's and C 's insures the convergence 
i j i j 
V „ V „ v ^ V 
o f  S  A q *  a n d  S C ^ *  q '  
V V 
qed 
If the summation is taken over a finite number of terms, all 
conditions of the previous four theorems axe trivially satisfied. 
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Corollary 2.4.4b Let n be finite and A.., C.. be constants. 
 ^ ij ij 
Then 
J 2 A.. . g z C. . 
i=0 j=0 i=0 j=0 
for all positive integers W, B, ^ , and n, if and only if 
n n . . n n . . 
S I A . p^ q^  = S S C . . p\^  
i=0 j=0 i=0 j=0 
for all p £ (0,1). 
We now turn our attention to the multivariate version of the 
relation between identities of sums of "Polya-like" terms and the 
corresponding identities of "Bernoulli-like" terms. As in the sec­
ond section of the chapter, the results will be given for a popula­
tion consisting of k types. 
We ask under what conditions 
k k 
I A - TT p.^ 3 = Z C . n p.^ j 
(i^ ,...,i^ )^ r--^  j=i J (i^ ,...,i^ )^ i'"=hc j=i : 
implies, and in turn is implied by 
TT TT wJ^ j^  
z  .  A .  .  Z  . C i . . ,  
(il,...,ij^ ) 1 k [ 2 i .]  ^ [ Z i-] 
N ' N ' 
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Theorem 2.4.1a Assume that 2 A. . TT p and 
for arbitrary constants A- . and C. . . 
h  ^ "^ 1  ^
Theorems 2.4.1 and 2.4.4 are the most readily generalized, and 
are given here as Theorems 2.4.1a and 2.4.4a with their respective 
corollaries for bounded coefficients. Corollary 2.4.5a covers the 
case of finite sums. 
k 
 ^ _ 
(i^ ,...,i^ ) "-1"'^  j=l  ^
k i. 
2 C. . TT p. J are absolutely sxunmable and finite 
(i^,...,i^) j=l : 
and that 
 ^ in  ^ i • S A - Z P. ^ = Z c . TT p 3 
(i^ ,...,i^ ) ^ l--- k j=l J (i^ ,...,i^ ) i=l  ^
k 
for all p,...,p.G(0,1) such that 2 P- = 1. Then 
 ^  ^ i=l 1 
Ic r . n 
TT W.[ ^ 
(i^ ,...,ij^ ) 1^- [ S ij 
N ' 
= 2 . c, ... 
(il,...,i^ ) 1  ^ [ Z i-] 
N ' 
k 
for all positive integers W , ... , W. and g such that N = Z W.. 
 ^  ^ i=l 1 
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. ' s aund c. . ' s axe bounded Corollary 2.4.1b If the A. n
in absolute value, and 
k i . k 
Z A . z p. J = Z c. i_ n P : 
(i^ ,...,i^ ) "-1"' k j=i J (i^ ,...,i^ ) ^ 1'"^  j=i J 
for ail p., ,p £(0,1) such that Z P- = 1, 
1  ^ i=l 1 
then 
TT TT 
^ . 'fi ...i ^ ^ k  ^  ^ . ^ i ...i^  
(Xi,...,i^ ) 1 k [ 2 i.] (^ 1'-"'^ ) [Z i-] 
N j=l ' N j=l ^ 
for ail positive integers W^ , ... , W^ , and P. 
Theorem 2.4.4a Fix ^  and choose p^ , ... , p^ S(0,1) such that 
k 
2 p. = 1. Let R(m) be the set of all k-tuples (i^ , ... , i^ ) such 
i=l 
that max (i , ... , i, ) = m. Suppose there exist subsequences of 
positive integers (w^ , ... , such that — p^ , ... , — p^ , 
and for which 
n w.Cij] 
i=l : 
z  z  A  ^ ^  
m=0 (i^ ,...,i^ )GR(m) 1'"^  [ 2 i ] 
N ' 
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n w. ty 
Z 2 c, ^ 
m=0 (i^  i^ )eR(m) ^ r--^  [Si] 
N ' 
exists and is finite. If, given e > 0, there exist an such 
that 
TT W.[ 
2 2 A, , « I 
j: 
m=mo (i^ ,...,ij^ ) SR(m) ^ 1***^  ^ ^ j 
3=1 
N 
and 
CO 
n w.cy 
Z  S C .  «  I  
m=mo (i^ ,...,ij^ )eR(m) 1'"' k  ^^   ^^  
N ' 
on Iw ,... ,W } , and if 2 A. . TT p.^ j and 
 ^  ^ 1^''' k j=l  ^
k 
2 C. . TT p. ^  are sbsolutely summable, then 
(i^ ,...,i^ ) ^ l"'"-k j=l  ^
k k 
I A . TT p = E C TT p 
^1'"^ 3=1 ^  (i^ ,...,i^ ) 3=1 J ' 
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Corollary 2.4.4a Fix ^  and choose p^ ,... ,Pj^ e (0,1) such that 
k 
J p. = 1. If the A. . 's and C. . 's are bounded in ab-
i=l  ^ 1^"*\ 1^"'^  
solute value, and there exist subsequences of positive integers 
1 Wi %% 
IV;, such that ' ~ which 
: w [s-] 
z 2 A  ^
m=0 (i^,...,i^)GR(m) ^l-'-^k [ 2 i] 
N ' 
: w [ V 
= Z Z c "  ^ , 
m=0 (i^,...,i^)GR(m) ^1"'^ j- g .J 
N  ^
then 
k k 
S A. . Ti p-^ J = S C . TT p.^ j. 
1 k j=i : (i^ ,...,i^ ) "-r*- k j=i  ^
Corollary 2.4.4b Given constants A_. - and C. - and 
1^'"^  1^""^  
finite n. 
n k n k  ^_ 
Z A . - TT p . j = Z  ^ ' 
i^ ,...,L^ =0 1"*^  j=l  ^ i^ ,...,i^ =0 1''' k j=l 
for all p. e(0,l) such that 2 p.=l, if and only if 
 ^ j=i : 
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n 
Z A. 
TT «, 
k 
[ Z i.] 
V J=1  ^
n 
z C 
i, ,...,i, =0 
n w.cy 
1=1  ^
k-" " " [ r ij 
N ' 
for all values of W^ ., j=l, ... , k. 
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III. CLOSURE 
Recall from Chapter I that Q'lS stop rule partitions are char­
acterized as boundaries in the (n,d)-plane. In the work of Girshick, 
Hosteller, and Savage (1946), the point (n,d) represents the occur­
rence of d white draws out of a total of n draws under Bernoulli-
sampling. Since the points themselves have no probability structure, 
exchangeability allows the point (n,d) to be thought of, also, as 
representing a sample of d white and n-d black balls resulting from 
either Polya or hypergeometric sampling. 
We will also use the terms Bernoulli sampling and Polya sampling 
to describe the probability assigned to the points (n,d) generated 
by the Bernoulli and Polya processes, respectively. 
Denote by B*, the boundary corresponding to a QMS stop rule 
partition. Girshick, Hosteller, smd Savage (1946) defined closure 
to mean P^ (B*) = 1, and established a sufficient condition for its 
existence: lim = 0, where A(n) represents the number of points 
n 
at each n for which sampling continues. Wolfowitz (1946) relaxed 
the condition to 
" AT 
In this chapter, we define closure to mean P^ (S) = 1, and 
establish a similar' sufficient condition for closure for Polya sam­
pling for general stop rules, which is 
lim ACn) 
n-^  n 
= 0, 
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n 
where now A(n) is the number of distinct values at time n of 2 x. 
i=l 
for the path segments for which sampling continues. 
It will also be shown that any stop rule closed under Bernoulli 
sampling is closed under Polya sampling, and that any stop rule not 
closed for am interval of p in the Bernoulli case, will not be 
closed for any values of the parameters W, B, and P in the Polya 
case. 
For a GMS stop rule partition, we show that if the boundary can 
be approxiiaated by de verging lines, then the stop rule is not closed 
under Polya sampling. As an example of this type of stop rule par­
tition we derive the boundary of the SPRT under Polya sampling. 
Consider, for a moment, a QMS stop rule partition. The set of 
points corresponding to the path segments for which sampling con­
tinues is called the sampling region R by Girshick, Hosteller, and 
Savage (1946). Suppose that the R lies between two curves; the two 
conditions for closure imply that for laxge n, the distance between 
the curves, the "throat," is of order 0(/ n ) in the Bernoulli case 
and o(n) in the Polya case. In Chapter II, it was noted that the 
variance of the Bernoulli process is a function of n, while that 
2 
of the Polya process is a function of n , so the larger Polya var-
isince permits a larger sampling region be closed with respect to 
Polya sampling. 
The first result of this chapter is the proof of the sufficient 
condition for closure under Polya sampling, which requires two lemmas 
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establishing the various shapes of the Polya density under different 
values of the parameters W, B, P, and now n. 
Lemma 3.f Let f^  be the Polya density with parameters n, W, B, 
g > 0, The shape of f^  is then described by one of the following 
five cases: 
(1) For large n, if ^  < 1 and ^  < 1, f^  has a discrete U-
shaped density; 
-p - X auu -p -(2) For large n, if > 1 nd•§> 1, f is discrete and 
unimodal; 
(3) If •^  = -^  = 1, f has the discrete uniform density; p p u 
(4) If ^  > 1 and ^  < 1, but W ^  B, then f^  is monotone 
increasing; 
(5) If < 1 and % > 1, but W ^  B, then f is monotone 
 ^ ' p — p — u 
decreasing. 
Proof; Let f^  be a Polya density with n representing the number 
of white and black balls, respectively, in the urn at time zero, 
and P, the number of balls added after each trial. 
(J, =^1 = 
n n [k] [n-k] 
P ( 2 X.=k) W B 
" i=l  ^
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- w-fkg _ n(w-g) - (B-3) - k(N-2g) 
k+1 * B+(n-k-l) P "*• (k+1) (B+(n-k-l) P) ' 
k = O, ... , n-1. 
Then reaches a maximum or minimum at k, when the above ratio is 
equal to one; that is, when 
V = n(W-P) - (B-P) 
(W— p) + (B— p) 
Let m(n) = + ~ ( B ^ ™ ( " )  e x i s t s ,  t h e n  i s  i n c r e a s i n g  
when 
n(W-P) - (B-P) > k(N-2P), 
and decreasing when 
n(W-P) - (B-P) < k(N-2P). 
The occurrence of these events depends on the values W, B, P assume. 
Case 1. Let ^  < 1 aind ^  < 1, then W-P < 0 and B-P < 0. There 
exist an n large enough such that nlw-gl > IB- , so 
Then f increases when 
u 
n(W—P) — (B—P) ^  k(N—2p) 5 or. 
since (N-2P) < 0, k> m(n) , and decreases when 
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n(W—p) — (B—P) ^  lc(N—2^ )5 ox 
k < m(n). 
Case 2. Let -^  > 1 and -^  > 1, then W-P> O and B-P> 0. 
For n large enough, n(W-P) > so 
Now increases when n(W-3) - (B-3) > k(N-2P) , or k < ia(n) , 
and decreases when n(W-P) - (B-P) C k(N-2p) , or k> m(n) . 
Case 3. Let ^  = 1 and ^  = 1, then 
k-1  ^ n-k-1 
Z i - " 
nl kl (n-k) 1 _ 1 
k! (n-k)! (n+1)! n+1 
for all k = 0, ... , n. 
Case 4. Let -^  > 1, < 1, and W ^  B. 
(a) Suppose ^  > I and -^  < 1, then 
n 
( 2 X = k+i) 
 ^ i=i  ^
n 
Pu ( Z = k) 
n-k 
k+1 
1'' 
n—k— 1 
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n-k k+1 
k+1 B 
n-k-l 
n-k 
n-k — 1 # 
(b) Suppose 1, ^  < 1, then 
n 
( Z X = k+1) 
i=l _ n-k 1+k  ^n-k _ 
n ~ k+1 B , , 1 + n-k-l ~ ' 
P ( r X = k) 1* a-k-l 
 ^i=l  ^
(c) Suppose 1, ^  = 1 then 
n 
P„ ( S X = k+1) 
i=l 
n 
n-k 
k+1 
1+k 
1 + n-k-l k+1 
= 1. 
P„ ( S X = k) 
i=l 
Case 5. Let ^  ^ 1 and -^  > 1 with W ^  B. 
P — P — 
(a) Suppose ^  «S 1 and •^  > 1, then 
n 
P„ ( 2 X = k+1) 
i=l 
n 
n-k 
k+1 
ill 
p„ ( s X = k) 
i=l 
•ê + n-k-l 
P 
n-k 1+k 
k+1 B 
n-k 
n-k 
1 + n-k-l 
= 1. 
(b) Suppose ^  = 1 and •^  > 1, then 
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n 
P„ ( Z X = k+i) 
i=l n-k 1+k  ^ n-k 
n k+1 B , , _ 1 + n-k-1 
P„ ( s X. = k) p" 
i=l 
W R (c) Suppose -g < 1 and -^  = 1, then 
n k+1 1 + n-k-1 k+1 
P„ ( I X = k) 
i=l 
Lemma 3.2 Let be a Polya density with ^  < 1, < 1 ('^  > 1, 
g 
-p > 1). Define m(n) to be the minimum (maximum) of f^ . Then 
lim 2Xlll=ni, where m is the minimum (maximum) of ^  , the 
n ; 
beta limiting distribution of 2 X. . 
i=l  ^
n 
Proof : By Lemma 3.1, m(n) is the minimum (maximum) of f^  when 
 ^1 and < 1 (^  > 1 and > 1) , and 
m(n) _ W- 3 - n W- P 
n ~ (W-p) + (B-g) n-^  W+B-2p * 
The maximum or minimum of a beta density with parameters and ^  
is given by 
W _ B , 
 ^[ J" = 0. 
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solved for 2, so that 
J-( 1-2) -  0 ,  
and simplifying, we have 
(|-1)(1.2) - (|-1) 2=0. 
Thus, 
(|-i) + (|-i) 
so that 
n n 
m. 
qed 
We are now in a position to state and prove the sufficient 
condition for closure for a stop rule under Polya sampling. 
Theorem 3.1 A sufficient condition that a stop rule S is closed 
under Polya sampling is that 
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n 
where A(n) is the number of distinct values of Z X for the path 
i=l  ^
segments for which sampling continues at time n. 
Proof: Define X to be the set of all finite sequences of O's and 
I's. At each n, the set of path segments for which sampling continues 
is given by the set 
A = tx G X: X  ^S, and for 1 < k < n-1, x,  ^s3. 
n —n —n — — 
Define the set b = Cx e s) which is the set of sequences for which 
n —n 
CO 
termination occurs at time n, then U b. = S. Next, define 
n i=l  ^
K = U b. , the set of path segments which have been stopped up 
i=l 
to and including time n. 
We want to show P^  (S) = 1. Since A^  is the set of all path 
segments at time n which have not been stopped previously, it is 
clear that 
Now lim P (K ) = P (S), so that it remains to show that lim P 
un u 0-»= 
i-\) = 0. 
Partition the set A^  into mutually exclusive sets A^ ,^ where 
J = 1 
that is, A ^  is the subset of A for which the first n draws yield 
n n 
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exactly a^  white balls. Let A(n) be the number of distinct sub­
sets A ^  in A , then 
n n 
A(n) . 
A = U A . 
n . . n 1= J. 
Next define the sets A as 
n 
t -• 
A = (x G X ;  2 X .  = a.}, i=l, 5 A(n) 
n —n J 1 j=l 
i ' i 
so A C A . Now 
n n 
A(n) . A(n) , - A(n) n 
= .2: n ) = Z, Pu<2n"^ = 
1=1 1=1 1=1 J = 1 
Let W (B ) be the number of white (black) balls in the urn 
n n 
after the nth draw. From Freedman (1965), we have that 
W 
^  3 .  •  S  •  V  „  
W + B rw<3 W B ' 
n n p'p 
where 2 has the beta density, *2? , given in (2.2.5), so that 
vV o W o 
p'? 
for constants 0 < D_ < < 1, 
W 
Pu(Di £ ^r-f-r « °2) ^  
n n 
rD 
„ B (P) *-
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Since 
W " • s r X. 
n _ 1=1 
•••3 Iv' + B "T n 3 ' 
{^ .1} oecciaes 
(W + B + np) — W n (W + B + np) — W 
z 
i=l 
( ; 1 .2 X. < ; ) 
^  r ' 3  W B (p) dp. 
)D^  g'g 
The number of integers in the interval 
D (W + B + nP) — W D_ (W + B + n^ ) — W 
[- ; ; ] 
(Dg - D )(W + B) 
is p + - D^ ) 5 and hence of order n. 
There are four parametric cases to consider. 
Case 1:  ^< 1, 1. Choose a sequence of integers tK^ (n)} and 
CK^ (n)J such that 0 < K^ (n) , K^ (n) < n, axid A(n) = K^ (n) + K^ (n) 
for all n. Since —^  = 0, there exist a subsequence n such 
n-^  n V 
A(n^ ) i^("v) (^"v) 
that > 0, so that for i = 1, 2, 0 < < > O. 
n ' n — n v-^  
V V V 
R I I 
Given S > 0 and ^  > 0 there exists an n such that for n > n , f 
V — u 
has a discrete U-shaped density, by Lemma 3.1, and 
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Kl(%) . . , 
< £ emd < £, so that 
% 
/I 
I B (P) dp < ^  and 8^  g (p) dp ^  
Jo g'g j 1-e p 
We can choose a subset A , ox size A(n ), from the set of integers 
V 
[1, , n^ }, which has maximal probability under single Polya 
sampling at time n^ . Since f^  is U-shaped for large n, the integer 
y £ A will be a member of one of the sets lo, ... , K^ (n)} or 
^ ' V 
1^ 2(n)g ... , ni. 
We want to show that S P (x ) > 0. 
X GA 
-"v "v 
n 
n V 
Let P (^y) be the probability that D X. = y under single Polya 
" i=l  ^
sampling at time n^ . Choose > n , then 
n n 
Z ) < Z (0< Z K (n )) 
X SA V y£A* i=l 
—n n n 
V V V 
n 
+ ^  J"" - "^ 2 (%) ^ S %) 
Z=J. 
l^(%) n "v n 
Z ""(y) + Z P^  ""(y) 
y=0 y=n^ -K2(n^ ) 
71 
Ki(n„) 
n V 
y=0 
py(y) + 
n V 
y=n S<"v' 
pj^y) 
n 
n 
V 
V 
n 
n V n 
V _ „„ V 
n V 
< P (0 < Z X. < e-n ) + P (n (1-2) < Z X. < n ) 
— U  ^  ^ 1 — v' U  ^ 2. — 1=1 1=1 
/• G 
0 P'P 
(p)dp + B(p)dp 
1-e P' p 
by (3.1). 
Case 2: -^  > 1, -^  > 1. Choose sequences of integers {K^ (n)} and 
CK2(n)} such that 0 < K^ (n), Kg(n) < n, and A(n) = K^ (n) + K2(n) 
for all n. Since = 0, there exist a subsequence n such 
n-^  n V 
that 
A(=v) 
n w= 
V 
» 0, 
then for i = 1, 2, 0 < 
A(n^ ) 
— n — n v-^  V V 
-> 0. 
c t t 
Given £ > 0 and ° > 0, there exists an n such that for n_. > n , 
f is unimodal by Lemma 3.1, 
u 
Ki(n^ ) 
< e 
n V n 
< £ 
V 
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amd 
f m+£ 
I  ^B (P)  ^' 
J m-o S' S 
•where 21 is the mode of g. Let > n . Since is unimodal, 
"i'"P 
the set of size A(n^ ) with maximal probability with respect to single 
Polya sampling at time n is A = im(n ) - K^ (n ), m(n^ ) - K^ (n^ ) + V V V V 
1, ... , m(n^ ) + - I5 m(%) + K^ (n^ )i, where m(n^ ) is the 
mode of f at time n , Then 
u V 
—n n n 
V V V 
n 
n V 
V 
Pu (m(n^ ) - K^ (n^ ) < Z < m(n^ ) + K^ (n^ )) 
i=l 
n 
V 
p ( . n < 2 X. 
u n V n V — . - i V V 1=1 
—  n  V  n  v ' —  u  n  ' v  
V V V 
"v m(n ) 
S Z, X. < (^ p- + €, „ ) 
1=1 V 
,m+S 
 ^I U (P) <^ P < ^  v-»cs  ^w _B 
J m-G p 
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by (3-1) and Lemma 3.2. 
W B There is no need to treat the case where -^  = -^  = 1 separately, 
since by Lemma 3-1, is discrete uniform for all n, so we can 
choose our set of maximal probability anyivhere we wish. We will 
consider this as part of Case 3. 
Case 3: % < 1, % > 1. Since = q there exist a subsequence p — p — n-b=> n 
A(n ) 
n such that v > 0. 
V n ^
 ^ - t t 
Given £ > 0 and ° > 0, there exist an n such that for n^  > n , 
A(n ,) \
IT^  < e and j g (P) dp < 6 . 
Since f^  is monotone non-increasing, the set of size A(n^ ) 
of maximal probability, under single Polya sampling of size n^ , is 
* (* "5 * 
A = to, ... , A(n )i. Let n > n , then 
V 
- n 
n "v 
Z > £ S "(y) = Z "(y) = S 
X G A * V y£A y=0 y=0 
—n n n 
V V V 
n 
n V 
V 
< P  ( 0  <  Z X. <  G  -  n  )  
— u — - .1 —  ^1=1 V 
0 P'P 
by (3.1). 
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Case 4: >^1, W^ B. Since = 0 there exist a 
subsequence n such that ) 0. Given £ > 0, ° > 0, there exist 
an n such that, if n^  > n , 
— < £ 
n 
ana 
 ^B (P) dp < 6 
1^-e g'P 
Since f^  is monotone increasing, the set of size A(n^ ) of maximal 
probability, under single Polya sampling at time n , is A = 
f T '  ^In - A(n ) + 1, ... , n i. Let n > n , then i r  V t » /  ?  • ' X T  T T  ^  
n 
n V 
z PutSn ) < z* = z (y) 
X SA V y£A y=n -A(n ) 
—n n n  ^ v  ^v' 
V V V 
"v n 
y=n^ (l - — ) 
n 
n V 
 ^P (^n (1-e) < ZX. < n ) 
u ^ V ^ ^ X — v' 1=1 
^ f % ' 
Ji_e p 
by (3.1). qed 
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In the case where the A(n) ' s are bounded, the hypothesis of 
Theorems 3.1 is satisfied, leading to the following corollary. 
Corollaary 3.1 For a stop rule S, if A(n) is bounded, then S 
is closed. 
Proof: Given A(n) bounded, there exist a constant m such that 
0 < m < and A(n) < m for all n. Then 
% àL3XK%B^ 0. 
n — n 
Applying Theorem 3.1, we are finished. 
qed 
Since the proof of Theorem 3.1 is long and tedious, one may be 
inclined to try a more direct proof using the uniform convergence 
of the cumulative distribution function to its limit. It appears, 
however, that one is left with a requirement on the rate of growth 
of A(n) in terms of the rate of convergence of the Polya distribu­
tion to its beta limit, as is indicated by Theorem 3.2. 
First, for each n, we define a right-continuous Polya density, 
P (z), z e [0,l], from the discrete Polya density, P (y), y G Co, 
"n . ""n 
..., ni, as follows: 
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r ( Lnz] ) • 2n for 2 e 
P^ *i^ )-{ (0) • n for z < ^  
n n 
for 2 > 1 - 2^  , 
where, as in Chapter II, Lyj denotes the largest integer in y. 
Let F (z) be the corresponding distribution function, and (z) 
n 
the cumulative beta distribution function to which it converges, 
and define 
= TÏ [0,1] 'V (") -
and 
g^  = min (n, -^ ) 
n 
Theorem 3.2 If, for a stop rule S, -^ (")= q, then S is 
 ^ 9^  
closed. 
n 
Proof: Let a. be the jth distinct value of 2 x. for x £A , 
J i=i  ^ —n n 
where A is defined in the proof of Theorem 3.1. Place an interval 
1 1 L . of radius — about the point —that is L . = [—^  - —, 
nj 2n  ^ n nj n 2n' 
 ^ where L^ .^ = [0, —1 or (1 - —, 1) if a^ . = 0 or n, and 
A(n) 
let D = U L .. 
i=l 
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Denote by the Lebesgue measure of the set D, and let 
f^ (•) be the beta density. By Proposition 13, page 85 of Royden 
(1968), given £ > 0, there exists a 5(G) ^  0 such that 
Si^ (D) <26 (G) 
iip-olies that 
r 
(3.2a) 
Let Ô*(g\ = min (e, &(G)). By assumption, given 6*(G) > 0, where 
exists a V(G) such that v> v(G) implies that 
A 
ç/ÔTT*: * (G) < G. (3.2b) 
V 
Choose such that v> v(G), then 
Pu ) = Pu ' (°n ) S Fl, <°n > 
n V n V V 
V V 
* (Dn ) I ' 
n V V 
V 
where P (D ) is the probability of D under the limiting beta 
® v^ % 
distribution. Now 
2A(n ) 2A(n ) 
u, (D )< < < 2 S (3.3) 
L  ^ n — n — g  ^ ' V V n^ 
V 
by (3.2b). Since 
= / ( Pg )  J (2) d (2), 
' °n 
V 
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Pg (Dn ) < 2 G, tr/ (3.2a) 
It remains only to show that 
i p.. * (D, ) - Pg (D„ ) 
"n % V 
is small, 
!F%, (D. ) - Pg (Dn ) 
% V 
A(n^ ) 
I * 
Î 1% - ^3 'V 
V 
Afn^ ) 
Z j=l 
* (^) 
n V 
2n 
V V 
2n 
1 
- Fjd (—— + (• 1 
 ^^  n 2n ^ ^ n 2n ' 
V V V V 
X *  A ' - *  
V 
2n 
V
V V 
2n 
V 
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A(%) 
 ^jEi 
= 2 A (n^ ) d 
V 
A(%) 
n 
< 2 e by (3.2) 
qed 
We next investigate the relationships between closure of a 
stop rule under Bernoulli sampling and closure under Polya sampling. 
From the sufficient conditions for closure of a stop rule under Ber­
noulli and Polya sampling, it is obvious that, for under Bernoulli sampling, 
liiii A(n")  ^c lim A(nl „ , , , , , , , „ , 
 ^< , tnen = 0, so that closure holds under Polya 
n->=i )— n-^  n /n 
sampling as well. This fact, however, does not imply that a stop 
rule which is closed under Bernoulli sampling will be closed under 
Polya sampling, since the given condition for closure is a suf­
ficient, but not a necessary one. We will now prove that closure 
under binomial sampling implies closure under Polya sampling. 
Theorem 3.3 If a stop rule S is closed under Bernoulli sampling 
for all p G (0,1), then it is closed under Polya sampling for all 
positive integers W, B, and P. 
80 
Proof ; Recall the set K^ , n=l, 2, ... , introduced in the proof of 
Theorem 3.1, which is the set of path segments in S stopped by time 
n. Since the s are a monotonically increasing sequence of sets 
converging to S, the probabilities, P^ (K^ ) and P^ (K^ ) aire monotoni­
cally increasing functions bounded by one. Therefore lim P (K ) = D n 
P (S) and lim P (K ) = P (S). Fix W, B, and ^  ; then in view of 
o XI ri ix 
(2.2.5), the Monotone Convergence Theorem (see Theorem 12, page 227 
of Royden [1968]), and closure for Bernoulli sampling. 
fu(S) = ^ 42 Fu(Kn) = 
n 
rl 
' 0 " "p'l 
/1 
Since this argument holds for all values of W, B, and p, P^ (S) = 1 
for all W, B, and p. 
qed 
It is apparent that when Girshick, Hosteller, Savage ajid 
wolfowitz talked about closure, they meant P^ (S) = 1 for all pos­
sible values of the parsoneter p azid this has been our view for 
Polya sampling plajis until now. 
A less restrictive definition of closure would allow a stop 
rule to be open (P(S) < 1) for certain values of the parameters. 
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There is some precedence for this in the area of sequential decision 
rules in the work of Robbins (1970). The fact that the SPRT for 
Polya sampling is not closed lends some credence to the idea. 
Since sampling is undertaken to estimate and test hypotheses 
about parameters, and in most practical situations, some knowledge 
of the parameters usually exists, a stop rule which is closed for 
an appropriate subset of parameters could be employed. This could 
be desirable if it possesses a smaller expected sample size or an 
estimate with a smaller variance than stop rules which are closed 
for all paxameter values. 
In Theorem 3.4, exploiting the relationship between the Ber­
noulli and Polya processes further, we show that any stop rule which 
is open for an interval of p values under Bernoulli sampling will 
be open for all values of the parameters under Polya sampling. 
Theorem 3.4 If a stop rule S is open for am interval of p values 
under Bernoulli sampling, it is open under Polya sampling for all 
values of W, B, and p. 
Proof: Assume S is open under Bernoulli sampling for an interval 
I C (0,1); that is 
Pb (S) < 1 
for all p S I. 
Recall the sets and K^ , n=l, 2, ... , defined in the proof 
of Theorem 3.1, which axe, respectively, the set of all path segments 
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for which sampling continues at time n, and the set of all path 
segments for which sampling has stopped by time n. Since 
1 = (A„) * R (K^ ) , 
and, P, (X ) and P (K ) are monotonically increasing functions, 
cr n' ir 
P. (A ) and P (A ) must be decreasing functions which are bounded 
o n' u^ n' 
below by zero. Therefore, the limits. 
lim P, (A ) and lim P (A ) b  ^ ir u  ^ ir n->=) 
exist, and for Bernoulli sampling. 
lim = 1 - P^ /S) > 0. (3.4) 
n-5<=> 
Fix W, B, and by the Lebesgue Convergence Theorem (see Theorem 
16, page 229 of Royden [19680), and (3.4), 
n 
lim P (A ) = 
u^ n' 
lim P^ (A^ ):$^  g(p)dp 
0 g'P 
(1 _ (S))^  ^g(p)dp 
> o. 
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Since this argument holds for all W, B, and P, 
p„ (s) c 1 
for ail v., 3, and jS. 
qed 
We now turn our attention to GMS stop rule partitions. Recall 
that we have defined the closure of stop rules, that is, P(S) = 1. 
However, when dealing with GMS stop rule partitions, it seems 
natural to think of the boundaries as being closed, and therefore 
the stop rule partition S^  being closed. 
In Theorem 3.5, we establish that if a GMS stop rule partition 
is described by a boundary approximated by two diverging straight 
lines, then it is open under Polya sampling for all parameter 
values. 
Theorem 3.5 Consider a GMS stop rule partition S^ , whose sampling 
region R lies between the points (n, d^ )^ and (n, d^ )^ for each n. 
Suppose that (i) there exist constants s axtd s„, 0 < s < s„ < 1, 
d —:— d lim 2n _ . lim In .  ^
sucn that > s_, and < s, , aund (ii) the sequence 
nH» n — 2 ' n->=i n — 1  ^ ' 
of points {(n, Ln(s^  + s^ )/^  j, where Lyj is the greatest integer 
in y, belong to R for all n. Then S_ is open under Polya sampling 
for all W, B, and 3. 
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Proof: We will define a subset of R for which, under Bernoulli 
sampling for some interval of p, there is positive probability that 
sampling may never stop. 
Set £ > 0. Choose n (£) large enough such that, for n> n (£) 
"^ In - + G) n and <^ 2n - ^ 2^ " (3.5) 
Suppose that Y^ , i=l, 2, ... , are independent Bernoulli (p) 
random variables. Let 
then, again, wihere [y] is the greatest integer in y. 
n 
P. Id < 2 Y. d for all n, and p £ i] 
In — . , X — 2n '  ^
1=1 
r " r 1 
Pb l.Z = Ln(Si+S2)/2j, n<: n(e) 
i=l 
n 
and d^ n < g Y^  < ^ 2n' " — + 1, P ^  ll 
1=1 
n 
= t Z = Ln(s^ +s2)/2j , 1 $ n < n(e) , p £ ll 
i=l 
'dl^ +n(e) - Ln(e)(s,+s2)/2j < f Y < 
 ^ ' J = 1 
Sv«(C) - 1. P ^  l5 
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which, by defining 
n 
6(G) = FV ( Z Tf; = Ln(si+5-)/2Û, If: n<: n(G), p G i], 
i=l -
by (3.5), and by the fact that i,n(e ) (s^ +s2)/2j < n(e ) (s^ +S2)/2, 
is greater than 
5(S) [(s^ +G)(r+n(G)) _ n(e)(s^ +s^ )/2) < Z 
j-1 
< (52-S)(nr+n(G)) -n(G)((s^ +S2)/2),Tr> 1, pG %] 
which, by rearranging terms, equals 
û(e) - în(e) (S^  + e - s^ /2 - s^ 2) + Ir(s^  + s) 
< Z Y. < n(G) (s^  - G _ s^ /2 _ 5^ 2) + -vr(s2 - G) 
j=l 
> 1, p £ 
= 6(G) p^  ln(G)((s^ -s^ )/2 + G) + + G) 
< Z Y. <n(e)((s^ -s^ )/2-G) + irCsg-G), 
j=l 
> 1, p G il. (3.6) 
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Now choose a(£) > 0 and b(£) > O such that 
a(G) b(e) > 1, (3.7) 
n(2) ((5^ -s^ )/2 S) + ir(5^ +e) 
< -b(S) + IT (p - a(G) pq), (3.8) 
for V" > 1 and p £ I, 
n(G) ((s2-s^ )/2 - 2) + ^ (sg - G) 
> b(G) + -V-(p + a(G) pq), (3.9) 
for V > 1 and p £ I. 
In view of (3.8) and (3.9), (3.6) is larger than 
^ (G) P, {-vp - ira(G)pq - b(G) < Z Y < Y p  + 'Y'a(G) pq 
 ^ j=l 
+ b(G) , -V"> 1, p G l] 
which, by Corollary (7) of Dubins and Freedman (1965), is greater 
than 
bjej ; 1 (3.10) 
> 0. 
for p e I, by (ii) and (3.7). By Theorem 3.4, S is therefore open 
under Polya sampling. 
qed 
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An important class of stop rules arc those associated with the Sequen­
tial Probability Ratio Test (SPRT). Wald (1947) derived the binomial 
SPRT for the hypothesis p = p^  vs P^ PQ' showed that 
"he sampling region, v.^ ich consists of the points (n,d) lying be­
tween two parallel straight lines, is closed for all p £ [0,1]. 
It will be shown in Leroma 3.6 that the analogous SPRT sampling 
region in the Polya case lies between two diverging lines, and is 
open for all values of the parameters W, B, and Lemmas 3.3-3.5 
establish some necessary preliminaries. 
Fix N = VJ + B, 3, and n and let > W^ . Define 
[npj-1 n-[np]-l 
P (i,npj,n; W ,B ,3) LnpJ-1 n-LnpJ-1 
TT (W +iP) TT (B +iP) 
i=0 i=0 
for p ~ (0,1), where [yj is the largest integer in y. Note that if 
np is an integer, say d, f^ C^") is the likelihood ratio 
P^ (d,n; 
P^ (d,n; Wo.Bg.S) • 
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Lemma 3.3 For fixed N, and n, f^ (p) is non-decreasing in 
P e [0,1] . 
Proof: Let and > p^ , then > 3^  and for all i, J=0, 
therefore 
l.np]_j-i n-[np3_J-l [npgj -1 n-[npoi-l 
TT (W +ig) TT (3 +i3) TT (W 4-ig) TT (B +ig) 
i=0 i=0 _ i=0 i=0 
i.npj-1 n-LnpJ-l "" [npg] -1 n-InpoJ-1 
n (W^ +ig) TT (B^ +ig) TT (W^ +ip) TT (B^ +ig) 
qea 
Lemma 3.4 For fixed N, and f^ (p) converges uni­
formly to 
x-(p, 
f (f) r (4) 
for p £ [a,b] c (0,1). 
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Proof; Utilizing (12.25), p. 66 of Feller (1968), in (3.11) we 
have 
f ^ ( p )  =  — ^ ^  In p l  ( n - l n p l )  +  o ( l )  
r (-f) r (^) 
"o. „ B "i-Wo 
''<T'r(T' -JHE 
W B I ' 
r i-j) r (-p-) 
+ o(l). 
n- Inpl 
since 
Therefore 
W_ W^ -W^  
rt-firi-ii 
for p e (0,1). 
The uniformity of this convergence now follows by a standard 
ax griment : 
Establish a grid of fineness, S, ou [f(a), f(b)], and, by ap­
plication of the monotone function f ^ (•)j a corresponding grid on 
[a,b]. Denote the points of that grid by 
a — a^  < a^  ... < a^  s b. 
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Since there are a finite number of a^ 's, choose n(G) such that 
1 f^ (a^ ) - f(a.)1 < e (3.13) 
for i=0, ... , k and n> n(G). Let t e (a^ , ajid n> n(e), 
then 
I  f^ (t) - f(t) l  < If^ (t) - f(a^ ) l  + If(a^ ) - f(aj__^ )^| 
Now If(a^ ) - f | < £ and | f - f (t) | < s by construction, 
and 
+ lf(a.^ )^ - f(a. ) l  <2 6, 
by construction and the convergence of f^ («) to f(*)-
qed 
Recall that for constants, O < B < 1 < A, chosen by the 
desired levels of the Types I and II errors, C. eind ^  , respectively, 
the SPRT is defined as follows: 
accept if f^  (f) > A, 
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accept HQ if f^  (f) < B, 
and 
c i  
continue sampling if 3 < (—) < A. 
The boundary of the Polya SPRT, in view of Lemiaa 3.3, for every 
t T 
n, consists of the points (n, d^ )^ and (n, d^ )^ where 
< ' T (;) s B) 
and 
'^ 2n = "d ' («) £ 
Lemma 3.5 now shows that the boundary of the Polya SPRT is 
"essentially" given by two diverging straight lines. 
Lemma 3.5 For a Polya SPRT with critical values B < A and 
? r 
boundary consisting of the points (n, d_^ ) and (n, for each n, 
T T 
— h f (^B) and > f ~ (A) , where f is defined in (3.12). n n-»® n n^ = \ j ' \ j 
Proof : Talcing a < f ^ (3) and b> f ^ (A) in Lemma 3.4, it is clear 
r J 
d . d 
that — > f"-^ (B) and —- > f~^ (A) . 
n n-><= ' n n^  ' 
qed 
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We are now in a position to prove Polya SPRT*s are not 
closed. 
Lemma 3»6 Polya SPRT sampling regions are open for all values 
of the parameters W, B, p. 
Proof: Apply Theorem 3.5 with s^  = f ^ (B) and s^  = f ^ (A). 
qed 
Even though the Polya SPRT is not closed, bounds on the Types 
I and II errors may be calculated in a manner, similar to the well-
known method for the closed case. Define the sets 
Di = {(n, d^ )^} 
and 
that is, the set of points for which Hq is accepted, and the set 
of points for which is accepted, respectively. 
For critical constants B < A, 
P^  (D^ ; N, W^ , P) 
Pu %' P' 
(3.14) 
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P (D t N, W , p) 
p, (D, I m s 
The lack of closure implies 
ID^ ; N, p] -r ID^ ; N, W^ , S] = ^  < 1 
and 
P^  (D^ ; N, WQ, g] + P^  N, WQ, = Ô < 1. 
Solving for P^  ID^ ; N, and P^  (D^ ; N, W^ , p], respectively, 
and substituting in (3.14) and (3.15), where ^  = P^  N, W^ , p] 
and ^  = P^  [o^ ; N, W^ , pi , '^ i and ^  satisfy the following inequalities. 
n±> A 
0 ~ 
and 
A 
< B. 
6-P 
This of course would only be useful if "H or ^  are either known 
or estimable. 
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IV. SIMPLICITY, DEœMPOSABILITY, AND 
THEIR CONSEQUENCES 
For every positive integer n, let be a subset of the non-
negative integers (0, 1, ... , n). The stop rules considered by 
Girshick, Mosteller, and Savage (1946), Wolfowitz (1946), and 
Savage (1947) involve a stop rule partition based on a sequence 
(D^ , D^ , ... ) in the following way: If z. is the i^  ^Bernoulli 
 ^  ^n 
sample, sampling stops the first time that E z- ® D . If 
i=l ^  " 
D =Cd,, ..., d, }, then it is natural (as indeed was done 
n nl nk '  ^
n 
by the aforementioned authors) to call the set of points, 
^(Ij ^2%) ' *"* ' ("^Ik ) ' (^3 ^21^' *** ' (*^2k ) " ^ 5 
the boundary. 
The geometrically suggestive term "boundary" is appropriate 
for this reason: If the progress of sampling is documented by 
n 
plotting the successive values of (n, 2 z.) in the plane, the stop 
i=l ^  
rule is properly portrayed by literally construing the points (i, 
d. .) as obstacles to the progress of the "path" 1(1, z^ ), (2, z^ +z^ ), 
} . 
Thus, the ŒIS stop rule partitions studied by Girshick, Mostel­
ler, Savage (1946), Wolfowitz (1946), and Savage (1947) axe repre-
sentable geometrically, and it is not totally surprising that the 
entirely geometric property of simplicity, to be defined below, 
plays an important role in their treatment of completeness. 
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In contrast to the GMS stop rule partitions that Girshick, 
Mosteller, Savage (1946), Wolfowitz (1946), and Savage (1947) 
studied, the discussion in Chapter V treats more general stop rule 
partitions 5 v.hich, rather than being themselves boundaries, induce 
certain '"derived point configurations" in the (n, d) plane. Hence 
our terminology intentionally is made to differ from that of the 
above four authors in that it distinguishes stop rule partition 
from boundary, as well as the relevant properties associated with 
each. 
Consider a finite sequence of points in the plane [ i=]_ 
with the following properties : 
(i) (Xo'Vo) = (0,0), 
(ii) and are non-negative integers such that y^  < 
(iii) either 
(iiia) y._^ )^ = (x.+l, y.) 
or 
(iiib) (x^ _^ ,^ y^ +l) -
Such a sequence of points will be called a path segment, consisting 
of horizontal steps (iiia) and diagonal steps (iiib), starting at 
the origin, with path stop point (x^ , y^ ). 
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Remark 4.1 Note that, in Chapter I, we represented a path seg­
ment as an n-vector of zeros and ones. Now we have represented 
it as a finite sequence of points, l(x^ , It should be ob­
vious that the two representations are equivalent: we can derive 
the sequence of points from the vector, and conversely. 
Denote by 7^  the points of the plane ivith non-negative integer 
coordinates (x, y) satisfying x > y. Let C be a configuration of 
points in 'P, and a point of C be called a C-point. C partitions the 
points of p into three types given by the following three defini­
tions : 
Definition 4.1 A point of 'P is origin-disconnected (0-D) if 
every path from the origin to the point passes through at least 
one C-point. 
Definition 4.2 A point of IP is a stop point if it belongs to 
C  and is not an 0-D point. 
Definition 4.3 A point of^  is origin-connected (0-C) if it 
is neither a stop nor an 0-D point. 
In addition, we give the following definitions: 
Definition 4.4 The set of all stop points in C  is called the 
lining of C, denoted b y  L( C ) .  
Definition 4.5 (Girshick, Mosteller and Savage [1946]). C is 
simple if each vertical segment between two 0-C points contains 
only O-C points. 
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David and Olkin (1956) also investigated Q-IS stop rule parti­
tions, but in the case of geometric sampling. They proposed another 
geometric property, in their study of completeness, namely decompos-
ability, vjr.ich v:ill bs defined belov;. 
Definition 4.6 (David and Olkin [1956]) A horizontal (diagonal) 
line y = b (y = x-a), a, b=0, 1, 2, ... , is called a b-cut (a-cut). 
Definition 4.7 (David and Olkin [1956]). C is decomposable if 
there exist a sequence of cuts with the following properties: 
(i) The subsequence of b-cuts (a-cuts) is y = 0, y = 1, 
y = 2, 
(y = X, y = x-1, y = x-2, ) . 
(ii) Every cut of the sequence contains exactly one point 
of L(C) not contained in a previous cut ; 
(iii) Every point of L(C) lies on some cut of the sequence. 
Another geometric property is the following: 
Definition 4.8 (see Sobel [1953]) If there exist either or both 
(possibly finite) double sequences t(n^ ,c^ ), (n^ jC^ ), ... } and 
r '  '  •) 
l(n^ ,d^ ), (n^ jd^ ), ...j for which n^  < "^ i+i' 
t t _ 
n. < n. ,, d. ,<d., and c. < d., and if L (b) contains either or 1 1+1 1+1 1 1 i'  ^' 
both sets of points 
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L = 1.(n^ jO), (n^ jl), ... 5 
(^ 9 jC^ +1) , ( Tl^  ,0^ +2) , ... , (^ 93 ^ - y )  3  
(n^  : cg+1 ) 5 ( rig, c^ +2) , ... , (^ g ? *^ 2^  ' 
} 
or 
 ^— I. (n^ , "^ 1^  ' (^ 2 ' ' •••? ( ^2 ' ' ( ^2 ' '^ 2^  ' (^ 2 ' *^ 9"*"^  ^ ' 
f t t t t t 
. . .  , ( J (^2™ ^ '''^2""^1 ^ ^ ^3 ' *^3^ ' ( ^ 3 ' ^2"*"^) ' ... 5 
f T T -, 
(Og, 0^ -1+0^ -02)' -•• J 5 
then C is of the GSPRT-type (for Generalized Sequential Probability 
Ratio Test). 
! 
Note that if = n^ , the well-knoivn multiple sampling scheme 
is a special case of the GSPRT-type. 
Remark 4.2 It should be mentioned that our definitions of sim­
plicity, decomposability, and GSPRT-type are stated as properties 
of the point configuration, C, iitiile their conditions are restric­
tions on the lining L(C). The reason for this distinction will be­
come apparent in the next chapter. 
The relationship between simplicity and decomposability is 
given in the following theorem. 
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Theorem 4.1 If C is simple, it is decomposable. 
Proof: Assume C  is simple. Let m^  be the smallest of the first 
coordinates of the points of L(C). All the points lying on the 
line X = m^  must be 0-C or stop points. By simplicity, the 0-C 
points must be contiguous, which means that (m^ ,0) and (m^ ,m^ ) 
cannot both be 0-C points. 
Assume, without loss of generality, that (m^ ,m^ ) is a stop 
point; then it lies on the cut y - y = 0, which, by the definition 
of stop point, can contain no other stop points. Hence, x - y = 0 
serves as the first cut. 
Suppose that there is another stop point on the line x = m^ . 
Recall from the above, that all points on the line x = m^  are either 
0-C or stop points. Then, as before, (m^ , m^ -1) and (m^ , 0) cannot 
both be 0-C points, in view of simplicity. Suppose, without loss 
of generality, that (m^ , m^ -1) is a stop point, then it lies on 
the cut X - y = 1, and there cannot be another stop point on the 
cut X - y = 1. Hence x - y = 1 serves as the second cut. 
The stop point(s) on x = m^  thus provides (provide) the 
initial cut(s), and, if all the points on x = m^  axe stop points, 
in fact provide all the cuts. 
Suppose that not all the stop points lie on x = m^ . Let 
be the smallest of the first coordinates of the stop points not 
on x = m^ . 
The cuts, say y=0, y=l, ... ,y=a, x-y=0, x-y=l. 
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... , X - y = b, a, b > 0, provided by the stop points on x = 
yield two possibly contiguous sets of 0-D points on the line x = 
... y (rïi^ 5a)l 
and 
and the remaining contiguous set of points I (m^ a^+l) , {m^ ,a.+2) , 
, (m^ jin^ -n-l)} must contain only O-C and stop points. As before, 
both (ia^ ,a+l) and (m^ ,m^ -b-l) cannot both be O-C points, since sim­
plicity would then be violated. Suppose, therefore, for example, 
that (m^ ,a+l) is a stop point, it lies on the cut y = a+1, and, 
since, in view of the stop points uncovered so far, there can be 
no other stop point on this cut, so y = a+1 serves as the next cut. 
The remaining stop points on x = m^  provide cuts in a manner 
analogous to the manner in which cuts were provided by the points 
with first coordinate m^ . 
If there are remaining stop points not on x = m^ , define m^  as 
the smallest of the first coordinates of these remaining stop 
points, and proceed to find cuts as was done for the stop points 
with first coordinate m^  and first coordinate m^ -
The process continues until all stop points are matched with 
cuts. 
qed 
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If one assumes the closure of C (in which case almost all path 
segments are stopped by points of L(C)), then decomposability implies 
simplicity and GSPRT-type. Since GSPRT-type is obviously simple, it 
is possible to establish an equivalence among the three properties. 
If C  is also finite, the equivalence can be carried one step 
further. 
Definition 4.9 C  is finite if there is an integer m such that 
no stop point of C has first coordinate greater than m. 
Plackett (1948) showed that a closed, finite boundary (OlS 
stop rule partition) which has exactly m+1 stop points, where m is 
the maximum sample size, is simple. 
We can establish, using Plackett's (1948) result a_nd Theorem 
4.1, the following 
Theorem 4.2 If C  is closed and finite, then (a) C  is simple 
(b) Q is decomposable ^  (c) C  is of GSPRT-type ^  (d) C  contains 
exactly m+1 boundary points. 
Proof: a) ^  b) by Theorem 4.1. 
b) ^  c) : Let m^  be the smallest of the first coordinates of the 
points of L(C). Assume there are > 1 stop points on the line 
X = m^ , then by closure and decomposability, there is a set of 
diagonal and vertical cuts 
X - y = 0, , X - y = a, 
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and 
y = 0, ... , y = j^ -2-a, 
a > 0, associated with the respective stop points: 
... , (m^ , m^ -a), 
and 
(in^ ,0), ... , (m^ , j^ -2-a). 
So for c^  = j^ -2-a and d^  = m^ -a. 
Let be the smallest of the first coordinates of the remain­
ing points of L(C). Suppose there are > 1 stop points on the 
line X = m^ . The points (m^ jO) , ... , j"^ -2-a) and , ... , 
(mg,m^ -a) are 0-D points in view of the cuts provided by the stop 
points on X = m^ . The cuts provided by the stop points on x = m^  
axe 
x-y = a+1, ... , x-y = a+l+b 
and 
y = j^ -l+a, ... , y = j^ -l+a+j^ -^ -b 
b > 0, corresponding to the stop points 
m^ -a-l)5 ... , (m^ , m^ -a-l-b) 
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emd 
(m2, j'l-l+a), ... , (m^ , j^ +j^ -S+a-b). 
So that for = j^ +j^ -S+a-b and = m^ -a-l-b. 
In the same manner, and d^  may be determined successively 
for each line x = n^  containing stop points. 
c) :$ a) Obvious. 
d) a) By Plackett (1948). 
b) d) : Let be the number of stop points on the line x = m^ . 
For X = m, the last line which contains stop points, there are at 
most m+1 points in "p. By closure aind decomposability, the points 
on X = m lying on the cuts provided by the stop points, i < m, 
axe all O-D points. The number of 0-C points on x = m must then be 
m+1 — 2 k.; 
i<m 
but since C is closed at x=m, this implies 
m+1 —  ^k. — 0. 
i^ m ^  
Therefore, the number of stop points must be m+1. 
qed 
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V. COMPLETENESS 
The purpose of this chapter is to investigate completeness in 
the context of Polya sampling for stop rules partitions which are 
not necessarily GMS. 
Tivro examples of stop rule partitions which are not GMS are 
(i) Stop after three consecutive white draws, and 
(ii) Stop the first time 
1=1 
where the c^  axe not identically one. 
We now introduce notation for stop rule partitions that are 
not GMS: 
Let X denote the space of infinite sequences (x^ , x^ , •••) 
with x^  = 0 or 1. Let S be an arbitrary stop rule and for x £ S, 
v' there exists a set of sequences T(x) in ^  whose first n coordinates 
are the coordinates of x. Recall that for each n, 
T = (x es], (5.1) 
n —n ' 
so that if S is closed 
( U \) = 1. 
n=l 
If S is not closed, let 
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. , œ -
E = - U U T (x)] 
n=l X G T 
— n 
For each xne nimber of path segments in is finite, so suppose 
that {y . , Y , Y 1 } is a partition of T" , and define 
ni n2 nk ^ n 
S_ - lY^ ,^ ... , "^ In^ ' ^ 21' ••• ' 
to be a stop rule partition S_ of the stop rule S. 
For purposes of this chapter, the sample space (p contains E 
and the elements of and the parameter space 0 consists of all 
pairs of positive integers W and B. Henceforth, we assume that ^  
is fixed. 
We now define bounded completeness for Polya sampling for 
stop rule partitions which are not necessarily closed, nor GMS. 
Definition 5.1 The stop rule S is defined to be boundedly 
complete with respect to Polya sampling if for every bounded 
real valued function m(-), defined on Y such that m(E) = 0 
Z m(Y)P (Y) = 0, 
V s 3 
for all W, B £ 0 , impli les 
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This definition of bounded completeness is equivalent to re­
quiring that 
E m(Y)P (Y) = 0 
for all W, B £ © implies 
m(Y) = 0 
on S^ . 
It is useful to associate a set of points, C(S^ ), in the plane 
with the stop rule partition S^ . This set C(S^ ), constructed 
as follows, will be called the derived point configuration of S^ . 
Consider the sets T and Y  • of (5.1) and (5.2). For each 
n nj  ^  ^ ' 
X ST define 
—n n 
1=1 
and 
= n - d(x^ ). 
and for each define 
d(Y) = min d(x ) 
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and 
2(V) = min z (x ). 
X ey 
—n 
Each of the elements Y of can thus be represented by a point 
(d(Y) + z(Y), d(Y)) = (n(Y), d(Y)), of the derived point configura­
tion C(Sp|.). 
Note that the mapping C(S|^ ) may be many-to-one, so that 
is not necessarily characterized by C(S^ ). 
Since C(Sj^ ) is a set of points in the (n, d)-plane, a subset 
L(Sj^ ), called the lining of C(Sj^ ) , may be thought of as a boundary 
in the sense used by Girshick, Hosteller, and Savage (1946). That 
is, all points CX £ L(S^ ) may be reached by a sample path from the 
origin vAiich does not contain another point of L(S^ ) . 
Theorem 5.1 Let S^  be a stop rule partition. If (i) the 
mapping of to C(S^ ) is one-to-one, 
(ii) L(S^) = C(S^), 
and (iii) L(S^ ) is simple, then S is boundedly complete with 
respect to Polya sampling. 
Proof: If L(S^ ) = C(S^ ), and L(S^ ) is simple, it is decomposable, 
so the points of L(S^ ) may be associated with a certain sequence 
of cuts. It is possible to order the sets of S_ by the order in 
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which the corresponding points of L(S^ ) are associated with the 
sequence of cuts. Since the mapping of to L(S^ ) is one-to-one, 
there is a unique set y in S^ for each point Ct, in L(S^ ) . 
Suppose that there exists a real-valued bounded function 
m(Y), such that lm(Y)l < m * < ", and 
E m(Y) P (Y) = 0 (5. 
Y^S^ 
for a fixed B and W, B s 0. We must show that 
m( Y )  = O 
for all Y s S^ . 
Suppose y* is the first set of S^ , with respect to the order­
ing imposed on L(S^ ), for which 
m(Y*) r 0-
Let "Y > Y*" denote the sets Y which follow Y* in the ordering of 
S^ , then (5.3) becomes 
m(Y*) P (y*) + E m(Y) P (Y) = 0 
Y>Y* 
for all W, which implies 
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2 lm(Y)lP^ (Y) 
U(V)l£ ^  
P„(V) 
" v/v. . ;W)T 
- ,., [dci")] 
w '• " P (Y*) 
N [dCY*)] 
for all positive integers W and B. 
Since Y* has at least one element, x*, such that d(x*) 
d(Y*), this implies 
j^ d(Y*)] 
P„(V) 
bC^ (£*)] (W+d(2*) P)C'i(S)-d(£*)]B[^ (£»)] 
JY*(N+d(2*)pf^(2*'J "JY* (N4.d(x.)P)B^(2M(2»)+z(x)] 
d(x)=d(Y*) d(x)/d(Y*) 
Decomposability and the one-to-one correspondence between elements 
of and C(S^ ) imply that d(Y) > d(Y*), for all Y > Y*j so 
Ill 
w 
Since (5.3) must hold for all integers W and B, choose a sequence 
W 
iw jB } such that N axid 0^. Then for all x G y > y* 
n n n N nr>= — • 
n 
(N +d(v.)pj:'^ (2)-d(Y*)+3(x|] (=••*) 
ana 
n '• n y  ^ n 
Therefore l m(Y* ) i  < 0 by (5.3), (5.4) and (5.5). In the same manner, 
it can be shown, for each successive Y^ S^ , that m(Y) = 0. 
qed 
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The importance of the parameter space enters the proof in (5.4) 
and (5.5) where we force terms of the type 
« B 
n n 
V"' 
to zero. Notice that if the parameter space had been 0 =1^ =0, 
all positive integers W, b], (5.4) and (5.5) still go to zero, 
leading to the following 
Corollary 5.1a Let SL. be a stop rule partition idiose derived 
point configuration C(S^ ) satisfies conditions (i), (ii), and (iii) 
of the theorem, then is boundedly complete with respect to Ber­
noulli sampling for the parameter space Q = (p: p = W, B 
positive integers^ . 
Since A is a subset in (0,1), the above result easily leads 
to a sufficient condition for completeness of arbitrary stop rules 
partitions for Bernoulli sampling situations with the natural 
parameter space, 0" = (0,1). 
Corollary 5.1b Let be a stop rule partition whose derived 
point configuration C(S_) satisfies (i), (ii), and (iii) of the 
theorem, then S_ is boundedly complete with respect to Bernoulli 
. M 
sampling with parameter space© . 
Analogously to Chapter III, we now relate completeness with 
respect to Bernoulli sampling to completeness with respect to 
Polya sampling, and conversely. 
113 
For the sake of ease of exposition we introduce terms that 
distinguish between completeness with respect to Polya and Ber­
noulli sampling procedures. 
Definition 5.2 A stop rule partition is called Polya-complete 
with respect to the class J of functions defined on S^ , if, for 
m £ 
S m(Y) P„(Y) = 0 
for a fixed positive P amd all W, implies that 
m(Y) = 0. 
Definition 5.3 A stop rule partition is called Bernoulli-
complete with respect to the class 2 of functions defined on S^ , 
if, for m^ -£, 
2 m(Y) P, (Y) = 0 
rt" for all p £ y implies that 
m(Y) = 0. 
Before proceeding to our utilization of the theorems of Sec­
tion 2.4, we require another condition on a stop rule partition. 
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Definition 5.4 A stop rule partition is minimal if x G 
X with / Y2' implies that (n , d ) / (n ,d ). 
For each set Y in the minimal stop rule partition S , let 
n(Y) 
r(Y) be the number of distinct values of 2 x., and k (Y),, k (Y), 
i=l  ^ 11^  
... 5 k^ (Y) represent the number of path segments belonging to Y 
a s s o c i a t e d  w i t h  e a c h  v a l u e ,  d ^ ( Y ) ,  d ^ ( Y )  .  ,  d ^ ^  ^ .  
There are four theorems, two dealing with the Polya-to-
Bernoulli direction, and the other two with the converse. They 
are applications of the four theorems of Section 2.4, which relate 
arbitrary sums of "Polya-like" and "Bernoulli-like" terms. 
Each of the theorems 5.2 to 5.5 allows us to establish a cor­
respondence between Polya-completeness and Bernoulli-completeness 
under the assumption of minimality for a restricted set of statistics, 
whose composition is determined by the theorem used. 
Bringing to bear Theorem 2.4.1 involves the following construc­
tion: 
For each (i,j) , i, j=0, 1, ... , and each function m(Y) on a 
stop rule partition into the reals, define 
= m(Y)k^ (Y), 
if there is a path segment in any y S for which (d^ (Y) ,z^ (Y) ) = (i, j) 
if there is no such path segment in ajiy Y® (5.6) 
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For the purposes of Theorem 5.2, the class is the class 
of functions m such that condition (i) of Theorem 2.4.1 holds for 
A. . = . for all W, B G A in other words, is the class of 
1J ij 1 
statistics whose expectation is absolutely summable. 
Theorem 5.2 If the minimal stop rule partition is Polya-
complere with respect to it is Bernoulli-complete with respect 
to 
Proof : Suppose that m(Y), Y® S^ , is such that 
(1) 2 m(Y)P, (Y) converges absolutely for pS (0,1), 
(2) E m(Y)P, (Y) = 0 for pG (0,1), and 
(3 )  
Now substituting for P^ (Y) in the above three conditions, we have 
that 
r(Y) d (Y) z (Y) 
(1 ) Z m(Y) Z k (Y)P q 
Y £ S„ i=l 
I 1 
converges absolutely by the positivity of k^ (Y), for 
all Y G S_, so that we may rewrite it as 
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r(Y) d (Y) 2. (Y) 
2 Z m(Y) kj.(Y) p ^  q , 
Y e S^ i=l 
t T 
(2 ) in view of (1 ), (2) becomes 
r(Y) d (Y) z.(Y) 
E S m(Y)k.(Y)p q = 0 
i=i 
for ail pS (0,1), axid 
( 3 ) m e 3^  . 
From the minimality of S^ , we can use (5.6) to associate a constant 
A?j with each pair Y® and i = 1, ... , r (Y), so that the 
three conditions can now be rewritten as 
" m 11 (1 ) 2 S PV 
i j 
absolutely convergent for ps (0,1), 
(2") ES A" PV = 0, 
i j 
for p e (0,1). 
tt JJJ (3 ) satisfy condition (i) of Theorem 2.4.1 for each 
W , Be 0  .  
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In view of Theorem 2.4.1, 
m 
for all W, B G 0, and in view of condition (i) of the theorem. 
r(Y) [z^ CY)] 
since is Polya-complete with respect to 
m(Y) S 0< 
qed 
The proofs of the next two theorems are similar to that of 
Theorem 5.2, therefore the theorems will be stated without proof. 
For Theorem 5.3, the class ^  is the class functions m 
such that A.. = A?. satisfies the conditions of Theorem 2.4.2 for ij xj 
all W, E^ d. 
Theorem 5.3 If the minimal stop rule partition is Polya-
complete with respect to it is Bernoulli-complete with respect 
to 4-
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In the case of Theorem 5.4, the class xf is the set of 
functions m for idiich A. . = A?. satisfy conditions (i) and (iii) 
xj XJ \ / V / 
of Theorem 2.4.3 for every p*£ (0,1). 
Theorem 5.4 If the minimal stop rule partition is Bernoulli-
complete with respect to J^  it is Polya-complete with respect to 
4 -
Since Theorem 5.5 is relied upon in Chapter VI to relate the 
existence of a UMVU estimate of p under Polya sampling to its 
existence under Bernoulli sampling, we provide a detailed proof. 
The class is now the class of bounded functions m for 
vAiich A. . = A™, satisfy condition (i) of Theorem 2.4.4 for all 
XJ XJ  ^' 
p * e  ( 0 , 1 ) .  
Theorem 5.5 If the minimal stop rule partition is Bernoulli-
complete with respect to it is Polya-complete with respect to 
Proof: Suppose that m(Y),Y ^  is such that 
(1) 2 m(y) P (Y) converges absolutely for all W, BS0, 
(2) 2 m(Y) P^ (Y) = o 
YGS^ 
for all W, Be©, and 
(3) mS <(,. 
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Substituting for P (Y) in (1) - (3) yields 
u 
W - B 
[d^ (Y)] [Zj^ (Y)] 
converges absolutely for all W, B £ 0, so that it may be 
rewritten as 
-(V) 
(2 ) in view of (1 ), 
r(V) 
"(V) VV) = 0 
for all W, B G 9 , sind 
(3 ) me 
Utilizing (5.6) by the minimality of S^ , we associate a con­
stant A?j with each pair (y, i), Y G S_ and i=l, ... , r(Y) so that 
t t 
(1 ) and (2 ) can be rewritten as 
" m 
' i j 
converges absolutely for all W, B G 0, 
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for all VJ, 3^ 0. 
" r 1® 
Fix p*S(0,l). Now (2 ) holds on any sequence for which 
W " ™ 
 ^p*. In view of (1 ), let (i^ ,be the ordering for 
u 
which condition (i) of Theorem 2.4.4 holds. Condition (iii) of the 
theorem is assured by the boundedness of m. 
Now applying Theorem 2.4.4, 
W B 
u 
for all u, implies that 
T. p* ^  q* ^  = 0. 
V 
The boundedness of m assures the absolute convergence of 
Z I A?, p*^  } so that 
i j 
Z 2 A®, p*^  = 0. (5.7) 
i j 
Substituting for A?j, and by absolute convergence, we may rewrite 
(5.7) as 
121 
S m(Y) = O. 
Y G S ^  i = l  
Since S^  is Bernoulli-complete with respect to 
m(Y) = 0. 
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VI. SEQUENTIAL UMVU ESTIMATION 
6.1. Introduction 
In Section 6.2, we identify conditions for the existence of a 
UMVU estimate of p, under Polya sampling, for stop rule partitions 
which are not necessarily of the CS4S type. Part of this section 
involves a different emphasis of the point configuration C(S^ ) and 
lining L(S^ ). C(S^ ) and L(S^ ) originally were introduced in Chapter 
IV as geometrically constructive devices, and in Chapter V, under 
the assumption C(S^ ) = L(S^ ), served to relate the essentially 
geometric notions of simplicity and decomposability to the bounded 
completeness of general, not necessarily CMS stop rule partitions. 
In Theorem 6.2.1 C(S^ ) and L(S^ ) perform a similar function under 
the additional conditions of minimality and sufficiency. However, 
in Example 6.2.1, Lemmas 6.2.2, 6.2.3, and 6.2.4, L(Sy_) is now in­
terpreted as a GMS stop rule partition in its own right, certain of 
whose inferential properties are related to the corresponding prop­
erties of S^ . 
We also show that a finite stop rule partition which satisfies 
the conditions for the existence of UMVU estimate of p given by 
Theorem 6.2.1, is a 04S stop rule partition. 
In Section 6.3, we relate questions concerning UMVU estimates 
of p in the Bernoulli case to the corresponding questions for Polya 
sampling, including questions of existence of the UMVU estimates for 
both sampling procedures, using the relationship between the 
123 
respective minimum variances. 
Section 6.4 presents a sequential generalization of the finite 
population correction to Polya sampling. 
6.2. Sequential Polya UMVU Estimates 
We begin with a formulation of sufficiency suitable to sequen­
tial, not necessarily Q^ S, stop rule partitions. 
Definition 6.2.1 A stop rule partition is sufficient if the 
conditional probability of a path segment, given the partition set 
in S^  to which it belongs, is independent of the parameters. 
Lemma 6.2.1 A stop rule partition S^  is (a) sufficient with 
respect to Polya sampling, if and only if (b) it is sufficient which 
respect to Bernoulli sampling, if and only if (c) for all Y G s^  
all path segments contained in y have the same value of n and 
n 
Z X . 
i=l 
Proof: (a) ^  (b) If S^  is sufficient for Polya sampling (resp., 
Bernoulli sampling), then for each Y G and each path segment 
t f 
X G Y, the conditional probability of x given Y, 
[d(x')] [ 2(x')] 
W B 
[n(Y)] 
N 
[d(x)] [2(x)] (6.2.1) 
fv [n(Y)] 
-  ^ N 
W B 
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for all W and B, 
(resp.. 
d(x ) 2(X ) 
P q 
= d(2) .(X) = 
Z p q 
xSy 
for all p), 
where K(Y) is a constant and d(x) and 2(x) are the values of 
n n 
T x .  and n- Ex. corresponding to x. 
i=l ^  i=l ^  
Since the number of path segments in each set y is finite, we 
csun apply Corollary 2.4.4b, so that (6.2.1) holds if and only if 
(6.2.2) holds. 
(b) ^  (c) If S is sufficient in the Bernoulli context, then 
d(x ) z(2E ) 
1, p q 
l Y )  =  K ( Y )  =  —  d(x) z(2£) 
2 P q 
xSY 
(d(x)-d(x )) ( z ( x )  -  2(x  ) )  
1 + Z P q 
xSy 
for all p. 
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"This implies that 
(d(x)-d(x )) (z(x)-z(x )) 
for all p, 
which in turn implies that 
d(x) = d(x ) 
and 
2(X) = 2(X ) 
for all X S Y-
(c) ^  (b) If for all x ® Ys d(x) = d and z(x) = z, then 
where k(Y) is the number of path segments in Y « 
qed 
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Remark 6.2.1 In view of part of the proof of ((a) ^  (b)), a 
stop rule partition may be identified as sufficient, without 
specifying whether the sampling procedure is a Polya or Bernoulli 
one. 
Remark 6.2.2 In view of the lemma, there is, for each y of a 
sufficient S , a unique associated value of Z ^ , (n^  = n(Y))j 
i=l ^  " 
henceforth denoted by d^ . It follows that the point of C(S^ ) cor­
responding to a given Y is now simply 
(d(Y) + z(Y), d(Y)) = (n^ , d^ ) = (n,d)^ . 
Remark 6.2.3 The properties of S^ , minimality (defined in 
Chapter V) and sufficiency, refer simultaneously to both sampling 
procedures. 
Remark 6.2.4 When is minimal and sufficient, there is a 
unique Q. G C(S^ ) , namely (n,d)^  = CL (Y), corresponding to any 
Y £ S^ , and a unique Y ® say YF) , with (n,d)^  = (n,d) , 
corresponding to amy given Cc = (n,d) e C(S^ ). 
We are now in a position to state conditions under which 
there exists a UMVU estimate for p in the context of Polya sampling. 
Theorem 6.2.1 extends the work of Girshick, Hosteller, Savage 
(1946) and Wolfowitz (1946) in two directions: to Polya sampling 
and to stop rule partitions which are not necessarily GMS. Two im­
mediate consequences of the theorem are that the estimate given by 
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the theorem is the UMVU estimate for p (i) under Polya sampling for 
a GMS stop rule partition, and (ii) under Bernoulli sampling for 
certain non-GMS stop rule partitions. 
Theoren 6.2.1 If the stop rule partition is (i) closed and 
(ii) isiniip-al sufficient, (iii) = C(S_) , and (iv) L(S^ ) is 
simple, then there exists a bounded-UMVU estimate of p, under Polya 
sampling, given by 
t(Y) = , (6.2.3) 
y  £  S^ , i\±iere k( y )  is the number of path segments belonging to 
y, and k (Y) is the number of path segments, among the k(Y) path 
segments belonging to Y, for which = 1. 
Proof: Define a statistic u on the path segments x of S as 
follows: 
u(x) = 
1 if x^  = 1 
0 if x^  = O. 
Since S is closed. 
E  (u(x)) =  1  •  Z  P  ( x )  + 0 - 2  P ^ ( x )  
xSS 
3X^ =1 3X^ =0 
= P, 
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so u(-) is unbiased for p. 
By conditioning u on the sufficient partition S^ , we produce 
a statistic on S^ : 
t(Y) = (u(x)IV) 
= 1 . (u(x) = liv) + O • (u(x) = o Iy) 
= (u(x) = I1Y) 
P^  (x e Y and u(x) = 1) 
= P^ (x e Y) 
^ ' UÇ 
N ^ 
[5^  [ny-(L] 
k(Y) — ® 
- k*(Y) 
-  k ( Y )  '  
which is unbiased for p and bounded by one. 
In view of Remark 6.2.1, minimality and sufficiency together 
imply the one-to-one correspondence between and C(S^ ), so that 
conditions (ii), (iii), and (iv) ensures the bounded Polya-complete-
ness of by Theorem 5.1. Therefore, t is the only bounded un­
biased estimate for p on S^ . 
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Let s be any other unbiased estimate of p on S. We may con-
T  
dition s on S^ , as before, to get an unbiased, bounded estimate t 
on S^ . By Jensen's Inequality for conditional expectations (see 
Theorem 9.1.4, page 281 of Chung [1968]), 
so that 
Var (s) > Var (t ). 
u — u ' 
f 
The bounded completeness of implies that t = t; therefore 
Var^ (s) > Var^ (t), 
so that t is the bounded-UMVU estimate of p under Polya sampling. 
qed 
One may well be concerned that the conditions imposed on 
by Theorem 6.2.1 may restrict the class of stop rules to which it 
applies to only those which are O^ S. This is not the case. 
Example 6.2.1 Suppose we have a stop rule S whose members are 
as follows: 
(1) (1,1,1,0) 
(2) (1,1,1,1) 
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(3) for all n > 4, all path segments (x^ , ... , x^ ) with 
n 
2 x .  = n-4, except those for which (x ,x ,x ,x ) = 
i_l 1 
(1,1,1,0) or (1,1,1,1). 
We define the stop rule partition to be 
= (1,1,1,0) 
Yg = (1,1,1,1) 
n 
Y^ _^  = C(x^ , ... , x^ ): Xj^  = n-4 and 
(x^ , Xg, x^ , x^ ) / (1,1,1,0) or 
(x^ , x^ , x^ , X^ ) ^  (1,1,1,1)}, 
for n > 4. 
Now S is minimal aoid sufficient since each Y contains all 
"""l 
n 
path segments of S which have the same value of n and 2 x.. It 
i=l ^  
may be seen that L(S ) = C(S ) and L(S ) is simple; S , in 
1 1 1 1 
view of Theorem 3.1, is closed since the number of values of 
n 
2 X. for the non-terminated path segments at each n is three. 
i=l ^ 
By Theorem 6.2.1, is an infinite stop rule partition which ad­
mits a UMVU estimate of p, but is clearly not GMS. 
It should be noted, however, that if S„ is a finite stoD rule 
TT 
partition and satisfies Theorem 6.2.1 then is GMS. 
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Lemma 6.2.2 A finite, closed, minimally sufficient stop rule 
partition for which L(S^ ) = C(S^ ) and L-(Sjj) is simple is a QMS 
stop rule partition. 
Proof: Assume that is not a GMS stop rule partition. Since 
S^  is minimally sufficient, for each there exists a unique 
point Q..eL(S ) such that (n,x) = (n,x)~ . Also, since S is not 
1 TT Î ^   ^ 11 
CMS, there exists at least one i such that k(Y k( Ck ) . Let 
Yj and be the set of S^  and corresponding point of L(S<^ ) with 
the smallest value of n for which this occurs. 
Claim: k(Ck) > k(Yj). Assume not; then Yj stops more paths 
than . Since Y^  and Ct,^ , i=l, ... , j-1 stop the same paths, then 
Yj must stop at least one path that had been previously stopped. 
This contradicts the definition of the stop sets , and hence the 
definition of a stop rule. 
Without loss of generality, let the path segment x = (1,0,1,1,0) 
be stopped by Ok = (5,3), but not by Yj- Since is finite, there 
T  
exists a number n such that 
t 
n = max (n„ ) = max (n,^  ^ ). 
i i i i 
t 
Again, assume, without loss of generality, that n = 10. Consider 
T  t î  
the two eleven-tuples x = (1,0,1,1,0,1,1,1,1,1,1) and x = 
(1,0,1,1,0,0,0,0,0,0,0). Since S^  is closed, paths must be ter-
t  t t  
minated with probability one, but P^ (x ) > O and P^ (x ) > 0. There-
t  t t  
fore, the path segments represented by x and x must have been 
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stopped on or before trial 10. There must now exist two sets of 
t t t ft 
r^r' "*^ 1 y2 ' •which contain a truncated version of x and x , 
t t I 
respectively, and associated points of L(S^ ), = (n^  , n^  - 2) 
t I t 1 
and CC^  = (n^  , 3), where 6 < n^  , n^  < 10. 
Since L(S^ ) is simple, it is decomposable by Theorem 5.2; there­
fore, Ck must lie on one of the cuts, y = x-2 or y = 3. Assume 
T  
lies on the cut y = x-2; but also lies on y = x-2, which violates 
decomposability. The same contradictory situation exists if- Ck lies 
on the cut y = 3. 
qed 
At this point we change our emphasis of L(S^ ), as was mentioned 
in Section 6.1, and now interpret it as a GMS stop rule partition in 
its own right, that is, as a "boundary." We relate the Polya-
coinpleteness of to the Polya-completeness of the stop rule de­
fined by the boundary L(S^ ), and conversely, without resorting to 
simplicity and being tied to bounded completeness. 
Remark 6.2.5 When S^  is minimal and sufficient and C(S^ ) = 
L(S^ ), then the one-to-one map (Y(^ )j ^ Y)) of Remark 6.2.4 of 
course involves S^  and L(S^ ). Moreover, in view of L(Sj^ ) = C(S^ ), 
all the sets Y of S^ , and points cc of L(S^ ) involved in this map 
have associated path counts greater than zero. 
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The following two lemmas concern the Polya-completeness of 
atnd the Polya-completeness of L(S^ ) ; only the second meshes into 
our development of UMVTJ estimates, but the first is natural. 
Lemma 6.2.1 If is minimal and sufficient and L(S^ ) = C(S^ ), 
then is Polya-complete if and only if L(S^ ) is Polya-complete. 
Proof; Consider first a sequence of constants such that 
Z (GL.) = 0, 
1 
s L (Sjj)- By the assumptions of the theorem and Remarks 6.2.4 
and 6.2.5, we may write 
c i^) =RY;T ''u 
Then 
Z  = Z  ( Y ( ° i ) ) '  
X X vi^y 
and in view of Remark 6.5.1, the Polya-completeness of implies 
that 
= 0 
for all X. The proof in the other direction interchanges P^ ( 0,) 
qed 
134 
The next lemma will be stated without proof; its proof is 
essentially the same as that of the previous lemma. 
Lemma 6.2.2 Denote by the ratios k( 0% )/k(Y( Ck )) appearing 
in the proof of Lemma 6.2.1. Suppose that is minimal smd suffi­
cient, C(S^ ) = L(S^ ), and that there are constants and such 
that 
0 < < +®-
Then is boundedly Polya-complete if and only if L(S^ ) is boundedly 
Polya-complete. 
6.3. Polya UMVU Estimates and 
Bernoulli UMVU Estimates 
The existences of UMVU estimates under Polya and Bernoulli 
sampling are related in the theorems of this section. 
For ease of exposition, we define terms for unbiasedness under 
Polya and Bernoulli sampling. 
Definition 6.3.1 A statistic s is Polya-unbiased for p if 
E^ (s) = p, for all W, B, and p. 
Definition 6.3.2 A statistic s is Bernoulli-unbiased for p if 
E^ (s) = p, for all p e (0,1). 
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Theorem 6.3.1 If the stop rule partition is closed under 
Polya sampling, minimal, sufficient, and Bernoulli-complete with 
respect to and t (see (6.2.3)) belongs to then t is the 
UMVU estimate of p with respect tounder Polya sampling. 
Proof: Since is minimal and Bernoulli-complete with respect 
by Theorem 5.5, is also Polya-complete with respect to 
By sufficiency and closure under Polya sampling, t is Polya' 
unbiased for p. 
Let s be a Polya-unbiased estimate of p. We may condition : 
t  
on to obtain an unbiased statistic t , such that 
Var^ (s) > Var^ (t') 
by Jensen's Inequality (Theorem 9.1.4, page 281 of Chung [1968]), 
If t G then by the Polya-completeness with respect to ^  of 
f  
S^ , t = t, so that 
Var (s) > Var ( t) . 
u ' — u ' 
Hence t is UMVU with respect to under Polya sampling. 
Theorem 6.3.2 If the stop rule partition is closed under 
Bernoulli sampling, minimal, sufficient, and Polya-complete with 
respect to J^  then t (see (6.2.3)) is the UMVU estimate of p with 
respect tox^ , under Bernoulli sampling. 
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Proof: Since is closed with respect to Bernoulli sampling and 
sufficient, t is Bernoulli-unbiased for p. Also, since t is bounded, 
E(ltl) is finite, so that t £ 
By Theorem 5.2, minimality and Polya-completeness imply the 
Bernoulli completeness of S^ . 
Let s be any Bernoulli-unbiased estimate of p. Conditioning s 
t  
on yields an unbiased statistic t on for which, by Jensen's 
Inequality (Theorem 9.1.4, page 281 of Chung [1968]), 
Var^ (s) > Var^ (t ). 
r 
since S^  is Bernoulli-complete, t = t, emd 
Var^ (s) > Var^ (t), 
so that t is the UMVU estimate of p under Bernoulli sampling. 
Theorem 6.3.3 Let be the class of Bernoulli-unbiased statis­
tics m which have finite Bernoulli second moments. If t (see 
(6.2.3)) is a member of and has uniformly smallest Bernoulli 
variance among the statistics in then t is the UMVU estimate 
of p with respect to xf^  under Polya sampling. 
Proof: Since s is Bernoulli-unbiased, it is Polya-unbiased by 
Theorem 2.4.1. 
Let m be any other statistic of then 
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for all p G (0,1). Since m G by Lemma 2.4.1, 
(t^ ) 
for all W, B G so that 
Var^ (m) > Var^ (t) 
for all W, B G therefore, t is the UMVU estimate of p under Polya 
sampling. 
6.4. Sequential Polya Correction 
In Section 2.3, we introduced a fixed-sample-size generaliza­
tion, for Polya sampling, of the well-known finite population cor­
rection. 
It is possible to generalize the finite population correction 
in another sense—namely from fixed-sample-size sampling to sequen-
tiad. sampling. 
Suppose that Mary has in hand a certain statistic s that she 
knows to be unbiased for p under Bernoulli sampling with respect 
to a certain stop rule S and has computed the variance of s under S 
as a polynomial Var^ (s) in p. Suppose also that Mary tells Jeine 
just (1) that s is Bernoulli unbiased for p under S and (2) the 
polynomial Var^ (s), but tells her nothing else—in particular, shows 
her neither s nor S. It is possible for Jane, using only the infor­
mation available to her, to compute the variance V3r^ (s) of s under 
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S and hypergeometric sampling from a dichotomized finite population 
of size W + B s N, assuming only that W and B are large enough so 
that S can be carried out without truncation. 
Jane's simple general recipe for computing Var^ (s) from Var^ (s) 
is the "sequential finite population correction" formulated by David 
and Olkin (1956). 
There is an analogous simple recipe for computing Var^ (s) from 
Var^ (s), and it will be called the sequential Polya correction and 
its form is given in Theorem 6.4.1. 
Theorem 6.4.1 Consider a minimal stop rule partition S_ and a 
Bernoulli-unbiased statistic s defined on S„. If the variance of 
1 I 
s under Bernoulli sampling is given by 
r(Y) d (Y) (n(Y)-d.(Y)) 
Z Z A(Y,i) p q (6.4.1) 
i=l 
and 
r(Y) [^ i(V)] [n(Y)-d^ (Y)] 
Z s(Y) Z k (Y) (6.4.2) 
and 
2 r(Y) [d,(Y)] [n(Y)-d,(Y)] 
v?s/ iSi "i'"' TXYii 
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both satisfy condition (i) of Theorem 2.4.1, then the variance of 
s with respect to Polya sampling is given by 
[di(Y)] [n(Y)-di(Y)] [2] 
N N 
Proof: Since s is Bernoulli-unbiased, and in view of (6.4.2), s 
is Polya-unbiased by Theorem 2.4.1. 
Now 
R(Y) _ D^(Y) (n(Y)-dj. (Y) ) 
Var (s) = Z Z A(Y,i) p q 
YGS^  i=l 
= - [Eb(s)]^  
2 r(Y) d.(Y) (n(Y)-d.(Y)) 2 
= Z s(Y) Z k^ (Y)p q - P ; 
YSS^  i=l 
2 
Rewriting E^ (s ) and Var^ (s) by the minimality of S^ , and utilizing 
(6.6), we have 
E. (s^ ) = Z p\^  = Z AÎ p^ q^  + = Var (s) + p^ . 
° (i,j) (i,j) 
Since (6.4.2) and (6.4.1) satisfy condition (i) of Theorem 2.4.1, 
so also do 
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[i] [JJ 
y A® ^ 
do-) 
ajid 
[i] [j] 
z c!.^   ^
(i,j) 
so, by Theorem 2.4.1, 
[i] [j] [i] [j] [2] 
z [i+j] = \i+j] " %:! ' 
Rewriting (6.4.4) by the absolute convergence of (6.4.2) aind (6.4.3), 
we have 
Var^ (s) = E^ (s^ ) -
_/Y\ [<ii(Y)3 [n(Y)-d^(Y)] [2] 
' ; VJ B w 2 
= : WYli  ^-PJ - P • 
N N 
qed 
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