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1Chapter 1
Introduction
1.1 Overview
Optimization has been a major motivation and a driving force for developing differential and
integral calculus. Indeed, solving an optimization problem leads to introducing the notion of
derivative and the invention of the Fermat stationary principle, which is credited to the famous
mathematician Pierre de Fermat. Briefly, the stationary principle states that:
“if a function f(x) attains its local maximum/minimum at a point x¯ then f ′(x¯) = 0”.
This fundamental principle led to the rising of differential calculus, which was developed sys-
tematically by Gottfried Leibnitz and Isaac Newton. It has been well recognized that differential
calculus is a very powerful mathematical tool, which is efficiently used in various applications.
However, the limitation of differential calculus amounts to the requirement of differentiability
of the data, while nonsmooth structures arise naturally and frequently in many mathematical
models. Nonsmooth analysis refers to the study of generalized differential properties of sets,
functions, and set-valued mappings without smoothness (differentiability) assumptions on their
initial data. The term “variational analysis” is usually used to indicate a broader area based on
variational principles, which includes nonsmooth and set-valued analysis, optimization, equilib-
rium, control, stability and sensitivity with respect to data perturbations, etc.
In searching for solutions to optimization problems, it would be reasonable, though not
trivial, to think of some general “extremality” in the behavior of the objective functions and
the constraints. This encourages the use of convex separation as well as the development of
extremal principles. Let us mention that although convex separation is a well known principle
in mathematics, it has not played a pivotal role in optimization theory until being employed
2by Jean-Jacques Moreau and R. Tyrrell Rockafellar in their study of generalized differential
properties of convex sets and convex functions in the 1960s. The main ingredient used is the
derivative-like object for convex functions at reference points. This object is called subdiffer-
ential, which is defined to be a set of subgradients in contrast to classical derivatives/gradients
which are singletons. This area, now known as convex analysis, plays a fundamental role in
mathematics and applied science. The next breakthrough development was the definition of the
subdifferential for locally Lipschitz functions, given by Francis Clarke in his Ph.D dissertation
in 1973 under the supervision of Rockafellar. Clarke’s subdifferential is always a convex set, and
convexity still plays a crucial role in this area. However, the beauty of convexity inevitably faces
challenges in many applications. In the mid 1970s, Boris Mordukhovich made a further signif-
icant contribution to Variational Analysis by developing a dual approach, where the convexity
limitations were avoided. Basically, the “extremality” idea mentioned above was successfully
involved in nonconvex structures. This eventually led to the invention of extremal principles,
which furnished the calculus of the Mordukhovich/limiting/basic subdifferential. Since the lat-
ter subdifferential is generally nonconvex and always smaller than Clarke’s subdifferential, it
provides a sharper and more efficient tool for the analysis and applications. It is important
to note that practical problems in, e.g., engineering and economics, always demand more and
more effective tools to reduce cost and increase productivity. Besides the theoretical beauty and
various applications of generalized differentiation to optimization and control theory, it is also
important to develop numerical algorithms of nonsmooth optimization, e.g., subgradient and
Newton-type methods, which are among the most efficient tools in applications. It has been
widely recognized that Newton’s method and its extensions play a vital role in solving systems
of nonlinear equations and computing solutions to a variety of practical problems.
3Great progress has been made in the developments and applications of variational analysis.
Basics of variational analysis in finite dimensional spaces can be found in the book “Variational
Analysis” by Rockafellar and Wets [61]. Further developments and applications including in-
finite dimensional problems are thoroughly studied in the book “Techniques of Variational
Analysis” by Borwein and Zhu [7], and in the two volume monograph “Variational Analysis
and Generalized Differentiations” by Mordukhovich [47, 48]. The development of many aspects
of variational analysis and its applications to optimal control, variational inequalities, etc, can
be found in the excellent books by Aubin and Frankowska [3], Clarke [12], Clarke et al. [13],
Facchinei and Pang [21], Schirotzek [62], Vinter [68], and the references therein.
1.2 About this dissertation
Besides Chapter 2 which is reserved for preliminary concepts, the main topics of this disser-
tation has two parts. The first part concerns some extensions of the aforementioned extremal
principles. The second part develops some numerical algorithms of Newton-type.
In the first part, the major motivation for our work is to develop and apply extremal princi-
ples of variational analysis the first version of which was formulated in [35] for finitely many sets
via ε-normals, which is defined by (2.3) in the next chapter; see [47, Chapter 2] for more details
and discussions. Recall [47, Definition 2.5] that a set system {Ω1, . . . ,Ωm}, m ≥ 2, satisfies the
approximate extremal principle at x¯ ∈ ∩mi=1Ωi if for every ε > 0 there are xi ∈ Ωi ∩ (x¯ + εIB)
and x∗i ∈ N̂(xi; Ωi) + εIB∗, i = 1, . . . ,m, such that
x∗1 + . . .+ x
∗
m = 0 and ‖x∗1‖2 + . . .+ ‖x∗m‖2 = 1. (1.1)
If the dual vectors x∗i can be taken from the limiting normal cone N(x¯; Ωi) (2.5), then we say
4that the system {Ω1, . . . ,Ωm} satisfies the exact extremal principle at x¯.
Note that the known extremal principles do not involve any tangential approximations of
sets in primal spaces and do not employ convex separation. This dual-space approach exhibits
a number of significant advantages in comparison with convex separation techniques and opens
new perspectives in variational analysis, generalized differentiation, and their numerous appli-
cations. On the other hand, we are not familiar with any versions of extremal principles in
the scope of [47, 48] for infinite systems of sets; it is not even clear how to formulate them
appropriately in the lines of the developed methodology. Among primary motivations for con-
sidering infinite systems of sets we mention problems of semi-infinite programming, especially
those concerning the most difficult case of countably many constraints vs. conventional ones
with compact indexes; cf. [24].
Efficient conditions ensuring the fulfillment of both approximate and exact versions of the
extremal principle can be found in [47, Chapter 2] and the references therein. Roughly speaking,
the approximate extremal principle in terms of Fre´chet normals holds for locally extremal points
of any closed subsets in Asplund spaces ([47, Theorem 2.20]) while the exact extremal principle
requires additional sequential normal compactness assumptions that are automatic in finite
dimensions; see [47, Theorem 2.22].
Recall [35, 47] that a point x¯ ∈ ∩mi=1Ωi is locally extremal for the system {Ω1, . . . ,Ωm} if
there are sequences {aik} ⊂ X, i = 1, . . . ,m, and a neighborhood U of x¯ such that aik → 0 as
k →∞ and
m⋂
i=1
(
Ωi − aik
)
∩ U = ∅ for all large k ∈ N. (1.2)
As shown in [47], this extremality notion for sets encompasses standard notions of local
optimality for various optimization-related and equilibrium problems as well as for set systems
5arising in proving calculus rules and other frameworks of variational analysis.
In Chapter 3, we propose and justify extremal principles of a new type, which can be applied
to infinite set systems while also provide independent results for finitely many nonconvex sets.
To achieve this goal, we develop a novel approach that incorporates and unifies some ideas from
both tangential approximations of sets in primal spaces and nonconvex normal cone approxi-
mations in dual spaces. The essence of this approach is as follows. Employing a variational
technique, we first derive a new conic extremal principle, which concerns countable systems of
general nonconvex cones in finite dimensions and describes their extremality at the origin via an
appropriate countable version of the generalized Euler equation formulated in terms of the non-
convex limiting normal cone in [45]. Then we introduce a notion of tangential extremal points for
infinite (in particular, finite) systems of closed sets involving their tangential approximations.
The corresponding tangential extremal principles are induced in this way by applying the conic
extremal principle to the collection of selected tangential approximations. The major attention
is paid to the case of tangential approximations generated by the (nonconvex) Bouligand-Severi
contingent cone, which exhibits remarkable properties that are most appropriate for implement-
ing the proposed scheme and subsequent applications. The contingent cone is replaced by its
weak counterpart when the space in question is infinite-dimensional. Selected applications of
the developed theory to problems of semi-infinite programming and multiobjective optimization
are also given.
At the same time, the above tangential extremal principles concern the so-called tangential
extremality (and only in finite dimensions) and do not reduce to the conventional extremal prin-
ciples of [47] for finite systems of sets even in simple frameworks. In Chapter 4, we develop new
rated extremal principles for both finite and infinite systems of closed sets in finite-dimensional
6and infinite-dimensional spaces. Besides being applied to conventional local extremal points of
finite set systems and reducing to the known results for them, the rated extremal principles
provide enhanced information in the case of finitely many sets while open new lines of devel-
opment for countable set systems. The results obtained in this way allow us, in particular, to
derive intersection rules for generalized normals of infinite intersections of closed sets, which
imply in turn new necessary optimality conditions for mathematical programs with countable
constraints in finite and infinite dimensions.
The second part studies some generalized algorithms of Newton-type. It is well-recognized
that Newton’s method is one of the most powerful and useful methods in optimization and in
the related area of solving systems of nonlinear equations
H(x) = 0 (1.3)
defined by continuous vector-valued mappings H : Rn → Rn. In the classical setting when H
is a continuously differentiable (smooth, C1) mapping, Newton’s method builds the following
iteration procedure
xk+1 := xk + dk for all k = 0, 1, 2, . . . , (1.4)
where x0 ∈ Rn is a given starting point, and where dk ∈ Rn is a solution to the linear system
of equations (often called “Newton equation”)
H ′(xk)d = −H(xk). (1.5)
A detailed analysis and numerous applications of the classical Newton’s method (1.4), (1.5) and
its modifications can be found, e.g., in the books [15, 32, 51] and the references therein.
7However, in the vast majority of applications, including those to optimization, variational
inequalities, complementarity and equilibrium problems, etc, the underlying mapping H in
(1.3) is nonsmooth. Indeed, the aforementioned optimization-related models can be written
via Robinson’s formalism of “generalized equations,” which in turn can be reduced to stan-
dard equations of the form above (using, e.g., the projection operator) while with intrinsically
nonsmooth mappings H; see [21, 43, 59, 54] for more details, discussions, and references.
Robinson originally proposed (see [58] and also [60] based on his earlier preprint) a point-
based approximation approach to solve nonsmooth equations (1.3), which then was developed
by his student Josephy [29] to extend Newton’s method for solving variational inequalities
and complementarity problems. Other approaches replace the classical derivative H ′(xk) in
the Newton equation (1.5) by some generalized derivatives. In particular, the B-differentiable
Newton’s method developed by Pang [52, 53] uses the iteration scheme (1.4) with dk being a
solution to the subproblem
H ′(xk; d) = −H(xk), (1.6)
where H ′(xk; d) denotes the classical directional derivative of H at xk in the direction d. Besides
the existence of the classical directional derivative in (1.6), a number of strong assumptions are
imposed in [52, 53] to establish appropriate convergence results.
In another approach developed by Kummer [36] and Qi and Sun [57], the direction dk in
(1.4) is taken as a solution to the linear system of equations
Akd = −H(xk), (1.7)
where Ak is an element of Clarke’s generalized Jacobian ∂CH(xk) of a Lipschitz continuous
8mapping H. In [56], Qi suggested to replace Ak ∈ ∂CH(xk) in (1.7) by the choice of Ak from
the so-called B-subdifferential ∂BH(x
k) of H at xk, which is a proper subset of ∂CH(x
k); see
Section 4 for more details. We also refer the reader to [21, 33, 60] and bibliographies therein for
wide overviews, historical remarks, and other developments on Newton’s method for nonsmooth
Lipschitz equations as in (1.3) and to [31] for some recent applications.
It is proved in [57] and [56] that the Newton type method based on implementing the gener-
alized Jacobian and B-subdifferential in (1.7), respectively, superlinearly converges to a solution
of (1.3) for a class of semismooth mappings H; see Section 4 for the definition and discussions.
This subclass of Lipschitz continuous and directionally differentiable mappings is rather broad
and useful in applications to optimization-related problems. However, not every mapping aris-
ing in applications is either directionally differentiable or Lipschitz continuous. The reader can
find valuable classes of functions and mappings of this type in [47, 61] and overwhelmingly in
spectral function analysis, eigenvalue optimization, studying of roots of polynomials, stability
of control systems, etc.; see, e.g., [8] and the references therein.
In Chapter 5, we propose a new Newton-type algorithm to solve nonsmooth equations (1.3)
described by general continuous mappings H that is based on graphical derivatives. It reduces
to the classical Newton’s method (1.5) when H is smooth, being different from previously
known versions of Newton’s method in the case of Lipschitz continuous mappings H. Based on
advanced tools of variational analysis involving metric regularity and coderivatives, we justify
well-posedness of the new algorithm and its superlinear local and global (of the Kantorovich
type) convergence under verifiable assumptions that hold for semismooth mappings but are not
restricted to them. Detailed comparisons of our algorithm and results with the semismooth and
B-differentiable Newton’s methods are given and certain improvements are justified.
9In Chapter 6, we follow the stream of ideas in Pang [52] to consider the so-called merit
function
q(x) =
1
2
‖H(x)‖2 = 1
2
H(x)TH(x), (1.8)
where xT y is the usual scalar product for x, y ∈ Rn. One can easily observe that solving (1.3)
is equivalent to solving the equation
q(x) = 0.
Since q(x) is nonnegative, one idea to solve this equation is to find some iterations {xk} such
that certain level of decrease is obtained, i.e., q(xk) > q(xk+1), k ∈ N. To furnish, we replace
the Newton iteration (1.4) by a damped iteration
xk+1 := xk + αkd
k for all k = 0, 1, 2, . . . , (1.9)
where dk is a solution of Newton equation (1.5), and αk ∈ (0, 1] is a suitable chosen scalar.
This method also has an advantage that we can guarantee the global convergence of the it-
erations. Similar to Chapter 5, we present a damped Newton’s method based on graphical
derivatives. We also employ the advanced tools of variational analysis, the metric regularity
and its coderivative criterion to justify the well-posedness and the local/global convergence of
the proposed algorithm.
Note metric regularity and related concepts of variational analysis has been employed in the
analysis and justification of numerical algorithms starting with Robinson’s seminal contribution;
see, e.g., [1, 38, 49] and their references for the recent account. However, we are not familiar
with any usage of graphical derivatives and coderivatives for these purposes.
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Chapter 2
Preliminary
In this chapter we briefly overview some basic tools of variational analysis and generalized
differentiation that are widely used in what follows. Our notation is basically standard in
variational analysis; see, e.g., [47, 61] for more details and references. Unless otherwise stated,
the space X in question is Banach with the norm ‖ · ‖ and the canonical pairing 〈·, ·〉 between
X and its topological dual X∗. Recall that B(x¯, r) stands for a closed ball centered at x¯ with
radius r > 0, that IB and IB∗ are the closed unit ball of the space in question and its dual,
respectively, and that N := {1, 2, . . .}. The symbols w→ and w∗→ indicate the weak convergence in
X and the weak∗ convergence in X∗, respectively. The notation x Ω→ x¯ means that x→ x¯ with
x ∈ Ω. Finally, N := {1, 2, . . .} signifies the collection of all natural numbers.
Given a set-valued mapping F : X ⇒ Y between Banach spaces X and Y , we denote by
Lim sup
x→x¯
F (x) :=
{
y ∈ Y
∣∣∣ ∃ sequences xk → x¯ and yk → y as k →∞
such that yk ∈ F (xk) for all k ∈ N
} (2.1)
the sequential Painleve´-Kuratowski outer limit of F at x¯. its When Y is the topological dual
X∗, we use the weak∗ limit yk
w∗→ y by convention. Given ∅ 6= Ω ⊂ X, denote by
cone Ω :=
⋃
λ≥0
λΩ =
⋃
λ≥0
{
λv
∣∣∣ v ∈ Ω}
the conic hull of Ω and by
co Ω :=
{∑
i∈I
λiui
∣∣∣ I finite , λi ≥ 0, ∑
i∈I
λi = 1, ui ∈ Ω
}
11
the convex hull of this set.
2.1 Tangents and Normal to Nonconvex Sets
We recall some basic notions of tangent and normal cones to nonempty sets closed around the
reference points. Given Ω ⊂ X and x¯ ∈ Ω, the closed (while often nonconvex) cone
T (x¯; Ω) := Lim sup
t↓0
Ω− x¯
t
, (2.2)
which is also known as the Bouligand-Severi tangent/contingent cone to Ω at x¯. When the
“Lim sup” is taken with respect to the weak topology, we have the weak contingent cone to Ω
at x¯ denoted by Tw(x¯; Ω). For any ε ≥ 0, the collection
N̂ε(x¯; Ω) :=
{
x∗ ∈ X∗
∣∣∣ lim sup
x
Ω→x¯
〈x∗, x− x¯〉
‖x− x¯‖ ≤ ε
}
(2.3)
is called the set of ε-normals to Ω at x¯. In the case of ε = 0 the set N̂(x¯; Ω) := N̂0(x¯; Ω) is
a cone known as the Fre´chet/regular normal cone (or the prenormal cone) to Ω at this point.
Note that the Fre´chet normal cone is always convex while it may be trivial (i.e., reduced to
{0}) at boundary points of simple nonconvex sets in finite dimensions as for Ω = {(x1, x2) ∈
R2| x2 ≥ −|x1|
}
at x¯ = (0, 0). If the space X is reflexive, then
N̂(x¯; Ω) = T ∗w(x¯; Ω) :=
{
x∗ ∈ X∗∣∣ 〈x∗, v〉 ≤ 0, ∀v ∈ Tw(x¯; Ω)}. (2.4)
The Mordukhovich/basic/limiting normal cone to Ω at a point x¯ ∈ Ω is defined by
N(x¯; Ω) := Lim sup
x→x¯
ε↓0
N̂ε(x; Ω) (2.5)
12
via the sequential outer limit Painleve´-Kuratowski outer limit (2.1) of ε-normals (2.3) as x→ x¯
and ε ↓ 0. If the space X is Asplund (i.e., each of its separable subspace has a separable dual
that holds, in particular, when is reflexive) and the set Ω is locally closed around x¯, we can
equivalently put εk = 0 in (2.5); see [47] for more details. If X = Rn, the basic normal cone
(2.5) can be equivalently described as
N(x¯; Ω) = Lim sup
x→x¯
{
cone
[
x−Π(x; Ω)]} (2.6)
via the Euclidian projector Π(x; Ω) := {w ∈ Ω| ‖x− w‖ = dist (x; Ω)} of x ∈ Rn onto Ω, which
was the original definition in [45].
It is worth mentioning that the limiting normal cone (2.5) is often nonconvex as, e.g., for
the set Ω ⊂ R2 considered above, where N(0; Ω) = {(u1, u2) ∈ R2| u2 = −|u1|}. It does not
happen when Ω is normally regular at x¯ in the sense that N(x¯; Ω) = N̂(x¯; Ω). The latter class
includes convex sets when both cones (2.3) as ε = 0 and (2.5) reduce to the classical normal
cone of convex analysis and also some other collections of “nice” sets of a certain locally convex
type. At the same time it excludes a number of important settings that frequently appear in
applications; see, e.g., the books [47, 48, 61] for precise results and discussions. Being nonconvex,
the normal cone N(x¯; Ω) in (2.5) cannot be tangentially generated by duality of type (2.4), since
the duality/polarity operation automatically implies convexity. Nevertheless, in contrast to
Fre´chet normals, this limiting normal cone enjoys full calculus in general Asplund spaces, which
is mainly based on extremal principles of variational analysis and related variational techniques;
see [47] for a comprehensive calculus account and further references.
The next simple observation is useful in what follows.
Proposition 2.1 (generalized normals to cones). Let Λ ⊂ X be a cone, and let w ∈ Λ.
13
Then we have the inclusion
N̂(w; Λ) ⊂ N(0; Λ).
Proof. Pick any x∗ ∈ N̂(w; Λ) and get by definition (2.3) of the Fre´chet normal cone that
lim sup
x
Λ→w
〈x∗, x− w〉
‖x− w‖ ≤ 0.
Fix x ∈ Λ, t > 0 and let u := x/t. Then (x/t) ∈ Λ, tw ∈ Λ, and
lim sup
x
Λ→tw
〈x∗, x− tw〉
‖x− tw‖ = lim sup
x
Λ→w
t〈x∗, (x/t)− w〉
t‖(x/t)− w‖ = lim sup
u
Λ→w
〈x∗, u− w〉
‖u− w‖ ≤ 0,
which gives x∗ ∈ N̂(tw; Λ) by (2.3). Letting finally t → 0, we get x∗ ∈ N(0; Λ) and thus
complete the proof of the proposition. 
2.2 Subdifferentials and Coderivatives
Given a set-valued mapping F : X ⇒ Y between Banach spaces with the graph
gphF :=
{
(x, y) ∈ X × Y ∣∣ y ∈ F (x)},
we define the (normal) coderivative of F at (x¯, y¯) ∈ gphF via the normal cone (2.6) by
D∗NF (x¯, y¯)(y
∗) :=
{
x∗ ∈ X∗∣∣ (x∗,−y∗) ∈ N((x¯, y¯); gphF )}, y∗ ∈ Y ∗, (2.7)
where y¯ = f(x¯) is omitted if F = f : X → Y is single-valued. The notion of normal coderivative
and its counter part D∗MF , the so-called mixed coderivative, were originally introduced in [47].
Both notions coincide when Y is finite dimensional and will be denoted by D∗F .
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Observe that the coderivative (2.7) is a positively homogeneous mapping D∗NF (x¯, y¯) : Y
∗ ⇒
X∗, which reduces to the single-valued adjoint derivative operator
D∗Nf(x¯)(y
∗) =
{∇f(x¯)∗y∗} for all y∗ ∈ Y ∗ (2.8)
if f is strictly differentiable at x¯ in the sense that
lim
x→x¯
u→x¯
f(x)− f(u)− 〈∇f(x¯), x− u〉
‖x− u‖ = 0;
the latter is automatic if f when C1 around x¯.
Given an extended-real-valued function ϕ : X → R := (−∞,∞], recall that the Fre´chet/regular
subdifferential of ϕ at x¯ with ϕ(x¯) <∞ is defined by
∂̂ϕ(x¯) :=
{
x∗ ∈ X∗
∣∣∣ lim inf
x→x¯
ϕ(x)− ϕ(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖ ≥ 0
}
. (2.9)
It is easy to see that N̂(x¯; Ω) = ∂̂δ(x¯; Ω) for the indicator function δ(·; Ω) of Ω defined by
δ(x; Ω) := 0 when x ∈ Ω and δ(x; Ω) =∞ otherwise. We define its limiting/basic subdifferential
at x¯ by
∂ϕ(x¯) :=
{
x∗ ∈ X∗∣∣ (x∗,−1) ∈ N((x¯, ϕ(x¯)); epiϕ)} (2.10)
via the normal cone (2.5) to the epigraph epiϕ := {(x, µ) ∈ X × R| µ ≥ ϕ(x)}. When X is
Asplund, the subdifferential (2.10) can be equivalently represented as
∂ϕ(x¯) = Lim sup
x
ϕ→x¯
∂̂ϕ(x). (2.11)
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2.3 Graphical Derivatives and Related Notions
Given a mapping F : Rn ⇒ Rm and (x¯, y¯) ∈ gphF , the graphical/contingent derivative of F at
(x¯, y¯) is introduced in [2] as a mapping DF (x¯, y¯) : Rn ⇒ Rm with the values
DF (x¯, y¯)(z) :=
{
w ∈ Rm∣∣ (z, w) ∈ T ((x¯, y¯); gphF )}, z ∈ Rn, (2.12)
defined via the contingent cone (2.2) to the graph of F at the point (x¯, y¯); see [3, 61] for
various properties, equivalent representation, and applications. We also drop y¯ in the graphical
derivative notation when the mapping in question is single-valued at x¯. Note that the graphical
derivative (2.12) and coderivative constructions (2.7) are not dual to each other, since the basic
normal cone (2.5) is nonconvex and hence cannot be tangentially generated.
The following modified derivative construction for mappings, which seems to be new in
generality although constructions of this (radial, Dini-like) type have been widely used for
extended-real-valued functions.
Definition 2.2 (restrictive graphical derivative of mappings). Let F : Rn ⇒ Rm, and
let (x¯, y¯) ∈ gphF . Then a set-valued mapping D˜F (x¯, y¯) : Rn ⇒ Rm given by
D˜F (x¯, y¯)(z) := Lim sup
t↓0
F (x¯+ tz)− y¯
t
, z ∈ Rn, (2.13)
is called the restrictive graphical derivative of F at (x¯, y¯).
The next proposition collects some properties of the graphical derivative (2.12) and its
restrictive counterpart (2.13) needed in what follows.
Proposition 2.3 (properties of graphical derivatives). Let F : Rn ⇒ Rm and (x¯, y¯) ∈
gphF . Then the following assertions hold:
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(a) We have D˜F (x¯, y¯)(z) ⊂ DF (x¯, y¯)(z) for all z ∈ Rn.
(b) There are inverse derivative relationships
DF (x¯, y¯)−1 = DF−1(y¯, x¯) and D˜F (x¯, y¯)−1 = D˜F−1(y¯, x¯).
(c) If F is single-valued and locally Lipschitzian around x¯, then
D˜F (x¯)(z) = DF (x¯)(z) for all z ∈ Rn.
(d) If F is single-valued and directionally differentiable at x¯, then
D˜F (x¯)(z) =
{
F ′(x¯; z)
}
for all z ∈ Rn.
(e) If F is single-valued and Gaˆteaux differentiable at x¯ with the Gaˆteaux derivative F ′G(x¯),
then we have
D˜F (x¯)(z) =
{
F ′G(x¯)z
}
for all z ∈ Rn.
(f ) If F is single-valued and (Fre´chet) differentiable at x¯ with the derivative F ′(x¯), then
DF (x¯)(z) =
{
F ′(x¯)z
}
for all z ∈ Rn.
Proof. It is shown in [61] that the graphical derivative (2.12) admits the representation
DF (x¯, y¯)(z) = Lim sup
t↓0, h→z
F (x¯+ th)− y¯
t
, z ∈ Rn. (2.14)
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The inclusion in (a) is an immediate consequence of Definition 2.2 and representation (2.14).
The first equality in (b), observed from the very beginning [2], easily follows from definition
(2.12). We can similarly check the second one in (b).
To justify the equality in (c), it remains to verify by (a) the opposite inclusion ‘⊃’ when F is
single-valued and locally Lipschitzian around x¯. In this case fix z ∈ Rn, pick any w ∈ DF (x¯)(z),
and find by representation (2.14) sequences hk → z and tk ↓ 0 such that
F (x¯+ tkhk)− F (x¯)
tk
→ w as k →∞.
The local Lipschitz continuity of F around x¯ with constant L ≥ 0 implies that
∥∥∥F (x¯+ tkhk)− F (x¯)
tk
− F (x¯+ tkz)− F (x¯)
tk
∥∥∥ = ∥∥∥F (x¯+ tkhk)− F (x¯+ tkz)
tk
∥∥∥
≤ L‖hk − z
∥∥∥
for all k ∈ N sufficiently large, and hence we have the convergence
F (x¯+ tkz)− F (x¯)
tk
→ w as k →∞.
Thus w ∈ D˜F (x¯)(z), which justifies (c). Assertions (d) and (e) follow directly from the defini-
tions. Finally, assertion (f) is implied by (e) in the local Lipschitzian case (c) while it can be
easily derived from the (Fre´chet) differentiability of F at x¯ with no Lipschitz assumption; see,
e.g., [61, Exercise 9.25(b)]. 
Proposition 2.3 reveals important differences between the graphical derivative (2.12) and
the coderivative (2.7). Indeed, assertions (c) and (d) of this proposition show that the graphical
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derivative of locally Lipschitzian and directionally differentiable mappings F : Rn → Rm is al-
ways single-valued. At the same time, the coderivative single-valuedness for locally Lipschitzian
mappings is equivalent to the strict/strong Fre´chet differentiability of F at the point in question;
see [47, Theorem 3.66]. It follows from the well-known formula
coD∗F (x¯)(z) =
{
AT z
∣∣ A ∈ ∂CF (x¯)} (2.15)
where ∂CF (x¯) denotes the Clarke’s genelaized Jacobian of F at x¯ and that the strict differentia-
bility of F characterizes also the single-valuedness of ∂CF . In the case of F = (f1, . . . , fm) : Rn →
Rm being locally Lipschitzian around x¯ the coderivative (2.7) admits the subdifferential descrip-
tion
D∗F (x¯)(z) = ∂
( m∑
i=1
zifi
)
(x¯) for any z = (z1, . . . , zm) ∈ Rm, (2.16)
Finally, we recall the notion of metric regularity and its coderivative characterization that
play a significant role in algorithm designs. A mapping F Rn ⇒ Rm is metrically regular around
(x¯, y¯) ∈ gphF if there are neighborhoods U of x¯ and V of y¯ as well as a number µ > 0 such
that
dist
(
x;F−1(y)
) ≤ µdist(y;F (x)) for all x ∈ U and y ∈ V. (2.17)
Observe that it is sufficient to require the fulfillment of (2.17) just for those y ∈ V satisfying
the estimate dist(y;F (x)) ≤ γ for some γ > 0; see [47, Proposition 1.48].
We will see later that metric regularity is crucial for justifying the well-posedness of our
generalized Newton algorithm and establishing its local and global convergence. It is also worth
mentioning that, in the opposite direction, a Newton-type method (known as the Lyusternik-
Graves iterative process) leads to verifiable conditions for metric regularity of smooth mappings;
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see, e.g., the proof of [47, Theorem 1.57] and the commentaries therein. The latter procedure
is replaced by variational/extremal principles of variational analysis in the case of nonsmooth
and set-valued mappings under consideration; cf. [27, 47, 61].
We will broadly use the following coderivative characterization of the metric regularity prop-
erty for an arbitrary set-valued mapping F with closed graph, known also as the Mordukhovich
criterion (see [46, Theorem 3.6], [61, Theorem 9.45], and the references therein): F is metrically
regular around (x¯, y¯) if and only if the inclusion
0 ∈ D∗F (x¯, y¯)(z) implies that z = 0, (2.18)
which amounts the kernel condition kerD∗F (x¯, y¯) = {0}.
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Part A: Variational Extremal Principles
Chapter 3
Tangential Extremal Principles
3.1 Tangential Extremal Systems and Extremality Conditions
We start the chapter with this section introducing the notions of conic and tangential extremal
systems for finite and countable collections of sets and discuss extremality conditions, which are
at the heart of the conic and tangential extremal principles justified in the subsequent sections.
These new extremality concepts are compared with conventional notions of local extremality
for set systems.
We start with the new definitions of extremal points and extremal systems of a countable
or finite number of cones and general sets in normed spaces.
Definition 3.1 (conic and tangential extremal systems). Let X be an arbitrary normed
space. Then we say that:
(a) A countable system of cones {Λi}i∈N ⊂ X with 0 ∈ ∩∞i=1Λi is extremal at the origin,
or simply is an extremal system of cones, if there is a bounded sequence {ai}i∈N ⊂ X with
∞⋂
i=1
(
Λi − ai
)
= ∅. (3.1)
(b) Let {Ωi}i∈N ⊂ X be an countable system of sets with x¯ ∈ ∩∞i=1Ωi, and let Λ := {Λi(x¯)}i∈N
with 0 ∈ ∩∞i=0Λi(x¯) ⊂ X be an approximating system of cones. Then x¯ is a Λ-tangential
local extremal point of {Ωi}i∈N if the system of cones {Λi(x¯)}i∈N is extremal at the origin.
In this case the collection {Ωi, x¯}i∈N is called a Λ-tangential extremal system.
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(c) Suppose that Λi(x¯) = T (x¯; Ωi) are the contingent cones to Ωi at x¯ in (b). Then {Ωi, x¯}i∈N
is called a contingent extremal system with the contingent local extremal point
x¯. We use the terminology of weak contingent extremal system and weak contingent
local extremal point if Λi(x¯) = Tw(x¯; Ωi) are the weak contingent cones to Ωi at x¯.
Note that all the notions in Definition 3.1 obviously apply to the case of systems containing
finitely many sets; indeed, in such a case the other sets reduce to the whole spaceX. Observe also
that both parts in part (c) of this definition are equivalent in finite dimensions. Furthermore,
they both reduce to (a) in the general case if all the sets Ωi are cones and x¯ = 0.
Let us now compare the new notions of Definition 3.1 with the conventional notion of locally
extremal points for finitely many sets in (1.2).
We first observe that for finite systems of cones the local extremality of the origin in the
sense of (1.2) is equivalent to the validity of condition (3.1) of Definition 3.1.
Proposition 3.2 (equivalent description of cone extremality). The finite system of cones
{Λ1, . . . ,Λm} is extremal at the origin in the sense of Definition 3.1(a) if and only if x¯ = 0 is
a local extremal point of {Λ1, . . . ,Λm} in the sense of (1.2).
Proof. The “only if” part is obvious. To justify the “if” part, assume that there are elements
a1, . . . , am ∈ X such that
m⋂
i=1
(
Λi − ai
)
= ∅. (3.2)
Now for any η > 0 we have by (3.2) and the conic structure of Λi that
∅ =
m⋂
i=1
η
(
Λi − ai
)
=
m⋂
i=1
(
ηΛi − ηai
)
=
m⋂
i=1
(
Λi − ηai
)
.
Letting η ↓ 0 implies that the extremality condition (1.2) holds, i.e., the origin is a local extremal
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point of the cone system {Λ1, . . . ,Λm}. 
Next we show that the local extremality (1.2) and the contingent extremality from Defini-
tion 3.1(c) are independent notions even in the case of two sets in R2.
Example 3.3 (contingent extremality versus local extremality).
(i) Consider two closed subsets in R2 defined by
Ω1 := epiϕ with ϕ(x) := x sin(1/x) as x 6= 0, ϕ(0) = 0 and Ω2 := (R× R−) \ int Ω1.
Take the point x¯ = (0, 0) ∈ Ω1 ∩ Ω2 and observe that the contingent cones to Ω1 and Ω2 at x¯
are computed, respectively, by
T (x¯; Ω1) = epi (−| · |) and T (x¯; Ω2) = R× R−.
It is easy to see that x¯ is a local extremal point of {Ω1,Ω2} but not a contingent local extremal
point of this set system.
(ii) Define two closed subsets of R2 by
Ω1 :=
{
(x1, x2) ∈ R2
∣∣ x2 ≥ −x21} and Ω2 := R× R−.
The contingent cones to Ω1 and Ω2 at x¯ = (0, 0) are computed by
T (x¯; Ω1) = R× R+ and T (x¯; Ω2) = R× R−.
We can see that {Ω1,Ω2, x¯} is a contingent extremal system but not an extremal system of sets.
Our further intention is to derive verifiable extremality conditions for tangentially extremal
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points of set systems in certain countable forms of the generalized Euler equation expressed via
the limiting normal cone (2.5) at the points in question. Let us first formulate and discuss the
desired conditions, which reflect the essence of the tangential extremal principles of this chapter.
Definition 3.4 (extremality conditions for countable systems). We say that:
(a) The system of cones {Λi}i∈N in X satisfies the conic extremality conditions at
the origin if there are normals x∗i ∈ N(0; Λi) for i = 1, 2, . . . such that
∞∑
i=1
1
2i
x∗i = 0 and
∞∑
i=1
1
2i
‖x∗i ‖2 = 1. (3.3)
(b) Let {Ωi}i∈∈N with x¯ ∈ ∩∞i=1Ωi and Λ := {Λi}i∈N with 0 ∈ ∩∞i=1Λi be, respectively, systems
of arbitrary sets and approximating cones in X. Then the system {Ωi}i∈N satisfies the Λ-
tangential extremality conditions at x¯ if the systems of cones {Λi}i∈N satisfies the conic
extremality conditions at the origin. We specify the contingent extremality conditions
and the weak contingent extremality conditions for {Ωi}i∈N at x¯ if Λ = {T (x¯; Ωi)}i∈N
and Λ = {Tw(x¯; Ωi)}i∈N, respectively.
(c) The system of sets {Ωi}i∈N in X satisfies the limiting extremality conditions at
x¯ ∈ ∩∞i=1Ωi if there are limiting normals x∗i ∈ N(x¯; Ωi), i = 1, 2, . . ., satisfying (3.3).
Let us briefly discuss the introduced extremality conditions.
Remark 3.5 (discussions on extremality conditions).
(i) All the conditions of Definition 3.4 can be obviously specified to the case of finite systems
of sets by considering all the other sets as the whole space therein. Then the series in (3.3)
become finite sums and the coefficients 2−i can be dropped by rescaling.
(ii) It easily follows from the constructions involved that the contingent, weak contingent,
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and limiting extremality conditions are are equivalent to each other if all the sets Ωi are either
cones with x¯ = 0 or convex near x¯.
(iii) As we show below, the weak contingent extremality conditions imply the limiting ex-
tremality conditions in any reflexive space X and also in Asplund spaces under a certain ad-
ditional assumption, which is automatic under reflexivity. Thus the contingent extremality
conditions imply the limiting ones in finite dimensions. The opposite implication does not hold
even for two sets in R2. To illustrate it, consider the two sets from Example 3.3(i) for which
x¯ = (0, 0) is a local extremal point in the usual sense, and hence the limiting extremality condi-
tions hold due to [47, Theorem 2.8]. However, it is easy to see that the contingent extremality
conditions are violated for this system.
Observe that for the case of finitely many sets {Ω1, . . . ,Ωm} the limiting extremality con-
ditions of Definition 3.4(c) correspond to the generalized Euler equation in the exact extremal
principle of [47, Definition 2.5(iii)] applied to local extremal points of sets. A natural version of
the “fuzzy” Euler equation in the approximate extremal principle of [47, Definition 2.5(ii)] for
the case of a countable set system {Ωi}i∈N at x¯ ∈ ∩∞i=1Ωi can be formulated as follows: for any
ε > 0 there are
xi ∈ Ωi ∩ (x¯+ εIB) and x∗i ∈ N̂(xi; Ωi) +
1
2i
εIB∗, i ∈ N, (3.4)
such that the relationships in (3.3) is satisfied. It turns out that such a countable version of
the approximate extremal principle always holds trivially, at least in Asplund spaces, for any
system of closed sets {Ωi}i∈N at every boundary point x¯ of infinitely many sets Ωi.
Proposition 3.6 (triviality of the approximate extremality conditions for countable
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set systems). Let {Ωi}i∈N be a countable system of sets closed around some point x¯ ∈ ∩∞i=1Ωi,
and let ε > 0. Assume that for infinitely many i ∈ N there exist xi ∈ Ωi ∩ (x¯ + εIB) such that
N̂(xi; Ωi) 6= {0}; this is the case when X is Asplund and x¯ belongs to the boundary of infinitely
many sets Ωi. Then we always have {x∗i }i∈N satisfying conditions (3.3) and (3.4).
Proof. Observe first that the fulfillment of the assumption made in the proposition for the
case of Asplund spaces follows from the density of Fre´chet normals on boundaries of closed sets
in such spaces; see, e.g., [47, Corollary 2.21]. To proceed further, fix ε > 0 and find j ∈ N so
large that
√
2j
2j−1
≤ 1
2
ε and N̂(xj ; Ωj) 6= {0} with xj ∈ Ωj ∩ (x¯+ εIB).
This allows us to get 0 6= x∗j ∈ N̂(xj ; Ωj) such that ‖x∗j‖ =
√
2j and then choose
x∗1 := −
1
2j−1
x∗j ∈ 0 +
1
2
εIB∗ ⊂ N̂(x1; Ω2) + 1
2
εIB∗, x∗j ∈ N̂(xj ; Ωj) +
1
2j
εIB∗,
and x∗i := 0 ∈ N̂(xi; Ωi) +
1
2i
εIB∗ for all i 6= 1, j.
Thus we have the sequence {x∗i }i∈N satisfying (3.4) and the relationships
∞∑
i=1
1
2i
x∗i =
1
2
(
− 1
2j−1
x∗j
)
+ 0 + . . .+
1
2j
x∗j + . . . = 0,
∞∑
i=1
1
2i
‖x∗i ‖2 > 1,
which give (3.3) and complete the proof of the proposition. 
3.2 Conic Extremal Principle for Countable Systems of Sets
This section addresses the conic extremal principle for countable systems of cones in finite-
dimensional spaces. This is the first extremal principle for infinite systems of sets, which ensures
the fulfillment of the conic extremality conditions of Definition 3.4(a) for a conic extremal system
at the origin under a natural nonoverlapping assumption. We present a number of examples
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illustrating the results obtained and the assumptions made.
To derive the main result of this section, we extend the method of metric approximations
initiated in [45] to the case of countable systems of cones; cf. an essentially different realization
of this method in the proof of the extremal principle for local extremal points of finitely many
sets in Rn given in [47, Theorem 2.8]. First observe an elementary fact needed in what follows.
Lemma 3.7 (series differentiability). Let ‖ · ‖ be the usual Euclidian norm in Rn, and let
{zi}i∈N ⊂ Rn be a bounded sequence. Then a function ϕ : Rn → R defined by
ϕ(x) :=
∞∑
i=1
1
2i
∥∥x− zi∥∥2, x ∈ Rn,
is continuously differentiable on Rn with the derivative ∇ϕ(x) =
∞∑
i=1
1
2i−1
(
x− zi
)
, x ∈ Rn.
Proof. It is easy to see that both series above converge for every x ∈ Rn. Taking further
any u, ξ ∈ Rn with the norm ‖ξ‖ sufficiently small, we have
‖u+ ξ‖2 − ‖u‖2 − 2〈u, ξ〉 = ‖u‖2 + 2〈u, ξ〉+ ‖ξ‖2 − ‖u‖2 − 2〈u, ξ〉 = ‖ξ‖2 = o(‖ξ‖).
Thus it follows for any x ∈ Rn and y close to x that
ϕ(y)− ϕ(x)−
〈
∇ϕ(x), y − x
〉
=
∞∑
i=1
1
2i
[
‖y − zi‖2 − ‖x− zi‖2 − 2
〈
x− zi, y − x
〉]
=
∞∑
i=1
1
2i
‖y − x‖2 = o(‖y − x‖),
which justifies that ∇ϕ(x) is the derivative of ϕ at x, which is obviously continuous on Rn. 
Here is the extremal principle for a countable systems of cones, which plays a crucial role in
the subsequent applications in this chapter.
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Theorem 3.8 (conic extremal principle in finite dimensions). Let {Λi}i∈N be an extremal
system of closed cones in X = Rn satisfying the nonoverlapping condition
∞⋂
i=1
Λi = {0}. (3.5)
Then the conic extremal principle holds, i.e., there are x∗i ∈ N(0; Λi) for i = 1, 2, . . . such that
∞∑
i=1
1
2i
x∗i = 0 and
∞∑
i=1
1
2i
‖x∗i ‖2 = 1.
Moreover, one can find wi ∈ Λi for which x∗i ∈ N̂(wi; Λi), i = 1, 2, . . ..
Proof. Pick a bounded sequence {ai}i∈N ⊂ Rn from Definition 3.1(a) satisfying
∞⋂
i=1
(
Λi − ai
)
= ∅
and consider the unconstrained optimization problem:
minimize ϕ(x) :=
[ ∞∑
i=1
1
2i
dist 2(x+ ai; Λi)
] 1
2
, x ∈ Rn. (3.6)
Let us prove that problem (3.6) has an optimal solution. Since the function ϕ in (3.6) is
continuous on Rn due the continuity of the distance function and the uniform convergence of
the series therein, it suffices to show that there is α > 0 for which the nonempty level set
{x ∈ Rn| ϕ(x) ≤ infx ϕ + α} is bounded and then to apply the classical Weierstrass theorem.
Suppose by the contrary that the level sets are unbounded whenever α > 0, for any k ∈ N find
xk ∈ Rn satisfying
‖xk‖ > k and ϕ(xk) ≤ inf
x
ϕ+
1
k
.
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Setting uk := xk/‖xk‖ with ‖uk‖ = 1 and taking into account that all Λi are cones, we get
1
‖xk‖ϕ(xk) =
[ ∞∑
i=1
1
2i
dist 2
(
uk +
ai
‖xk‖ ; Λi
)] 12
≤ 1‖xk‖
(
inf
x
ϕ+
1
k
)
→ 0 as k →∞. (3.7)
Furthermore, there is M > 0 such that for large k ∈ N we have
dist
(
uk +
ai
‖xk‖ ; Λi
)
≤
∥∥∥uk + ai‖xk‖
∥∥∥ ≤M.
Without relabeling, assume uk → u as k → ∞ with some u ∈ Rn. Passing now to the limit as
k →∞ in (3.7) and employing the uniform convergence of the series therein and the fact that
ai/‖xk‖ → 0 uniformly in i ∈ N due the boundedness of {ai}i∈N, we have
[ ∞∑
i=1
1
2i
dist 2(u; Λi)
] 1
2
= 0.
This implies by the closedness of the cones Λi and the nonoverlapping condition (3.5) of the
theorem that u ∈ ⋂∞i=1 Λi = {0}. The latter is impossible due to ‖u‖ = 1, which contradicts
our intermediate assumption on the unboundedness of the level sets for ϕ and thus justifies the
existence of an optimal solution x˜ to problem (3.6).
Since the system of closed cones {Λi}i∈N is extremal at the origin, it follows from the con-
struction of ϕ in (3.6) that ϕ(x˜) > 0. Taking into account the nonemptiness of the projection
Π(x; Λ) of x ∈ Rn onto an arbitrary closed set Λ ⊂ Rn, pick any wi ∈ Π(x˜ + ai; Λi) as i ∈ N
and observe from Proposition 2.1 above and the proof of [47, Theorem 1.6] that
x˜+ ai − wi ∈ Π−1(wi; Λi)− wi ⊂ N̂(wi; Λi) ⊂ N(0; Λi). (3.8)
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Furthermore, the sequence {ai − wi}i∈N is bounded in Rn due to
‖x+ ai − wi‖ = dist (x+ ai; Λi) ≤ ‖x+ ai‖.
Next we consider another unconstrained optimization problem:
minimize ψ(x) :=
[ ∞∑
i=1
1
2i
‖x+ ai − wi‖2
] 1
2
, x ∈ Rn. (3.9)
It follows from ψ(x) ≥ ϕ(x) ≥ ϕ(x˜) = ψ(x˜) for all x ∈ Rn that problem (3.9) has the same
optimal solution x˜ as (3.6). The main difference between these two problems is that the cost
function ψ in (3.9) is smooth around x˜ by Lemma 3.7, the smoothness of the function
√
t
around nonzero points, and the fact that ψ(x˜) 6= 0 due to the cone extremality. Applying now
the classical Fermat rule to the smooth unconstrained minimization problem (3.9) and using
the derivative calculation in Lemma 3.7, we arrive at the relationships
∇ψ(x˜) =
∞∑
i=1
1
2i
x∗i = 0 with x
∗
i :=
1
ψ(x˜)
(
x˜+ ai − wi
)
, i ∈ N. (3.10)
The latter implies by (3.8) that x∗i ∈ N̂(wi; Λi) ⊂ N(0; Λi) for all i ∈ N. Furthermore, it follows
from the constructions of x∗i in (3.10) and of ψ in (3.9) that
∞∑
i=1
1
2i
‖x∗i ‖2 = 1, which thus
completes the proof of the theorem. 
In the remaining part of this section, we present three examples showing that all the as-
sumptions made in Theorem 3.8 (nonoverlapping, finite dimension, and conic structure) are
essential for the validity of this result.
Example 3.9 (nonoverlapping condition is essential). Let us show that the conic extremal
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principle may fail for countable systems of convex cones in R2 if the nonoverlapping condition
(3.5) is violated. Define the convex cones Λi ⊂ R2 as i ∈ N by
Λ1 := R× R+ and Λi :=
{
(x, y) ∈ R2∣∣ y ≤ x
i
}
for i = 2, 3, . . . .
Observe that for any ν > 0 we have
(
Λ1 + (0, ν)
) ∞⋂
k=2
Λk = ∅,
which means that the cone system {Λi}i∈N is extremal at the origin. On the other hand,
∞⋂
i=1
Λi = R+ × {0},
i.e., the nonoverlapping condition (3.5) is violated. Furthermore, we can easily compute the
corresponding normal cones by
N(0; Λ1) =
{
λ(0,−1)∣∣ λ ≥ 0} and N(0; Λi) = {λ(−1, i)∣∣ λ ≥ 0}, i = 2, 3, . . . .
Taking now any x∗i ∈ N(0; Λi) as i ∈ N, observe the equivalence
[ ∞∑
i=1
1
2i
x∗i = 0
]
⇐⇒
[λ1
2
(
0,−1)+ ∞∑
i=2
λi
2i
(− 1, i) = 0 with λi ≥ 0 as i ∈ N].
The latter implies that λi = 0 and hence x
∗
i = 0 for all i ∈ N. Thus the nontriviality condition
in (3.3) is not satisfied, which shows that the conic extremal principle fails for this system.
Example 3.10 (conic structure is essential). If all the sets Ωi for i ∈ N are convex but
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some of them are not cones, then the equivalent extremality conditions of Definition 3.4(b,c) are
natural extensions of the conic extremality conditions in Theorem 3.8. We show nevertheless
that the corresponding extension of the conic extremal principle under the nonoverlapping
requirement
∞⋂
i=1
Ωi = {0} (3.11)
fails without imposing a conic structure on all the sets involved. Indeed, consider a countable
system of closed and convex sets in R2 defined by
Ω1 :=
{
(x, y) ∈ R2∣∣ y ≥ x2} and Ωi := {(x, y) ∈ R2∣∣ y ≤ x
i
}
for i = 2, 3, . . . .
We can see that only the set Ω1 is not a cone and that the nonoverlapping requirement (3.11)
is satisfied. Furthermore, the system {Ωi}i∈N is extremal at the origin in the sense that (3.1)
holds. However, the arguments similar to Example 3.9 show that the extremality conditions
(3.3) with x∗i ∈ N(0; Ωi) as i ∈ N fail to fulfill. Note that, as shown in Section 3.4, both
contingent and limiting extremal principles hold for countable systems of general nonconvex
sets if nonoverlapping condition (3.11) is replaced by another one reflecting the contingent
extremality.
Example 3.11 (failure of the conic extremal principle in infinite dimensions). This
last example demonstrates that the conic extremal principle of Theorem 3.8 with the nonover-
lapping condition (3.5) may fail for countable systems of convex cones (in fact, half-spaces)
in an arbitrary infinite-dimensional Hilbert space. To proceed, consider a Hilbert space X
with the orthonormal basis {ei| i ∈ N} and define a countable system of closed half-spaces by
Λ1 :=
{
x ∈ X∣∣ 〈x, e1〉 ≤ 0} and Λi := {x ∈ X∣∣ 〈x, ei − ei−1〉 ≤ 0} for i = 2, 3, . . .
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It is easy to compute the corresponding normal cones to the above sets:
N(0; Λ1) =
{
λe1
∣∣ λ ≥ 0} and N(0; Λi) = {λ(ei − ei−1)∣∣ λ ≥ 0} for i = 2, 3, . . . .
Now let us check that the nonoverlapping condition (3.5) is satisfied. Indeed, picking any point
x =
∞∑
i=1
αiei ∈
∞⋂
i=1
Λi,
we have α1 = 〈x, e1〉 ≤ 0 and αi = 〈x, ei〉 ≤ 〈x, ei−1〉 = αi−1 for i = 2, 3, . . .. This clearly leads
to αi = 0 for all i ∈ N, which yields x = 0 and thus justifies (3.5). The same arguments show
that
(Λ1 − e1) ∩
∞⋂
i=2
Λi = ∅,
i.e., {Λi}i∈N is a conic extremal system. However, the conic extremality conditions of Defini-
tion 3.4(a) fail for this system. To check this, suppose that there exist x∗i ∈ N(0; Λi) as i ∈ N
satisfying the relationships
∞∑
i=1
x∗i = 0 and
∞∑
i=1
‖x∗i ‖ > 0. (3.12)
By the above structure of N(0; Λi) we have x
∗
1 = λ1e1 and x
∗
i = λi(ei − ei−1) as i = 2, 3, . . . for
some λi ≥ 0 as i ∈ N. Thus the first condition in (3.12) reduces to
λ1e1 +
∞∑
i=2
λi
(
ei − ei−1
)
= 0.
The latter is possible if either (a): λi = 1 for all i ∈ N or (b): λi = 0 for all i ∈ N. Case (a)
surely contradicts the convergence of the series in the second condition of (3.12) while in case
(b) the latter series converges to zero. Hence the conic extremal principle of Theorem 3.8 does
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not hold in this infinite-dimensional setting.
3.3 Tangential Normal Enclosedness and Approximate Normal-
ity
In this section we introduce and study two important properties of tangents cones that are of
their own interest while allow us make a bridge between the extremal principles for cones and
the limiting extremality conditions for arbitrary closed sets at their tangential extremal points.
The main attention is paid to the contingent and weak contingent cones, which are proved to
enjoy these properties under natural assumptions.
Let us start with introducing a new property of sets that is formulated in terms of the
limiting normal cone (2.5) and plays a crucial role of what follows.
Definition 3.12 (tangential normal enclosedness). Given a nonempty subset Ω ⊂ X and
a subcone Λ ⊂ X of a Banach space X, we say that Λ is tangentially normally enclosed
(TNE) into Ω at a point x¯ ∈ Ω if
N(0; Λ) ⊂ N(x¯; Ω). (3.13)
The word “tangential” in Definition 3.12 reflects the fact that this normal enclosedness
property is applied to tangential approximations of sets at reference points. Observe that if the
set Ω is convex near x¯, then its classical tangent cone at x¯ enjoys the TNE property; indeed, in
this case inclusion (3.13) holds as equality. We establish below a remarkable fact on the validity
of the TNE property for the weak contingent cone to any closed subset of a reflexive Banach
space.
To study this and related properties, fix Ω ⊂ X with x¯ ∈ Ω and denote by Λw := Tw(x¯; Ω)
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the weak contingent cone to Ω at x¯ without indicating Ω and x¯ for brevity. Given a direction
d ∈ Λw, let T wd be the collection of all sequences {xk} ⊂ Ω such that
xk − x¯
tk
w−→ d for some tk ↓ 0.
It follows from definition of Λw = Tw(x¯; Ω) that T wd 6= ∅ whenever d ∈ Λw.
Definition 3.13 (tangential approximate normality). We say that Ω ⊂ X has the
tangential approximate normality (TAN) property at x¯ ∈ Ω if whenever d ∈ Λw and
x∗ ∈ N̂(d; Λw) are chosen there is a sequence {xk} ∈ T wd along which the following holds: for
any ε > 0 there exists δ ∈ (0, ε) such that
lim sup
k→∞
[
sup
{〈x∗, z − xk〉
tk
∣∣∣ z ∈ Ω ∩ (xk + tkδIB)}] ≤ 2εδ, (3.14)
where tk ↓ 0 is taken from the construction of T wd .
The meaning of this property that gives the name is as follows: any x∗ ∈ N̂(d; Λw) for the
tangential approximation of Ω at x¯ behaves approximately like a true normal at appropriate
points xk near x¯. It occurs that the TAN property holds for any closed subset of a reflexive
Banach space. The next proposition provides even a stronger result.
Proposition 3.14 (approximate tangential normality in reflexive spaces). Let Ω be
a subset of a reflexive space X, and let x¯ ∈ Ω. Then given any d ∈ Λw = Tw(x¯; Ω) and
x∗ ∈ N̂(d; Λw), we have (3.14) whenever sequences {xk} ∈ T wd and tk ↓ 0 are taken from the
construction of T wd . In particular, the set Ω enjoys the TAN property at x¯.
Proof. Assume that x¯ = 0 for simplicity. Pick any ε > 0 and by the definition of Fre´chet
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normals find δ ∈ (0, ε) such that
〈x∗, v − d〉 ≤ ε
2
‖v − d‖ for all v ∈ Λw ∩ (d+ δIB). (3.15)
Fix any sequences {xk} ∈ T wd and tk ↓ 0 from the formulation of the proposition and show that
property (3.14) holds with the numbers ε and δ chosen above. Supposing the contrary, find
{xk} ∈ T wd and the corresponding sequence tk ↓ 0 such that
lim
k→∞
{
sup
〈x∗, z − xk〉
tk
∣∣∣ z ∈ Ω ∩ (B(xk + tkδIB)} > 2εδ
along some subsequence of k ∈ N, with no relabeling here and in what follows. Hence there is
a sequence of zk ∈ ∩(xk + tkδIB) along which
〈x∗, zk − xk〉
tk
> εδ for k ∈ N.
Taking into account the relationships
∥∥∥zk
tk
− xk
tk
∥∥∥ ≤ δ and xk
tk
w−→ d as k →∞,
we get that the sequence
{xk
tk
}
is bounded in X, and so is
{zk
tk
}
. Since any bounded sequence
in a reflexive Banach space contains a weakly convergent subsequence, we may assume with no
loss of generality that the sequence
{zk
tk
}
weakly converges to some v ∈ X as k →∞. It follows
from the weak convergence of this sequence that
‖v − d‖ ≤ lim inf
k→∞
∥∥∥zk
tk
− xk
tk
∥∥∥ ≤ δ.
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This allows us to conclude that
〈x∗, v − d〉 ≥ εδ > ε
2
δ ≥ ε
2
‖v − d‖,
which contradicts (3.15) and thus completes the proof of the proposition. 
The next theorem is the main result of this section showing that the TAN property of a
closed set in an Asplund space implies the TNE property of the weak contingent cone to this
set at the reference point. This unconditionally justifies the latter property in reflexive spaces.
Theorem 3.15 (TNE property in Asplund spaces). Let Ω be a closed subset of an Asplund
space X, and let x¯ ∈ Ω. Assume that Ω has the tangential approximate normality property at x¯.
Then the weak contingent cone Λw = T (x¯; Ω) is tangentially normally enclosed into Ω at this
point. Furthermore, the latter TNE property holds for any closed subset of a reflexive space.
Proof. We are going show that the following holds in the Asplund space setting under the
TAN property of Ω at x¯:
N̂(d; Λw) ⊂ N(x¯; Ω) for all d ∈ Λ, ‖d‖ = 1, (3.16)
which is obviously equivalent to N(0; Λw) ⊂ N(x¯; Ω), the TNE property of the weak contingent
cone Λw. Then the second conclusion of the theorem in reflexive spaces immediately follows
from Proposition 3.14. Assume without loss of generality that x¯ = 0. To justify (3.16), fix
d ∈ Λw and x∗ ∈ N̂(d; Λw) with ‖d‖ = 1 and ‖x∗‖ = 1. Taking {xk} ∈ T wd from Definition 3.13,
it follows that for any ε there is δ < ε such that (3.14) holds with x¯ = 0. Hence
〈x∗, z − xk〉 ≤ 3tkεδ whenever z ∈ Q := Ω ∩ (xk + tkδIB), k ∈ N. (3.17)
37
Consider further the function ϕ(z) := −〈x∗, z − xk〉, z ∈ Q, for which we have by (3.17) that
ϕ(xk) = 0 ≤ inf
z∈Q
ϕ(z) + 3tkεδ.
Setting λ := tkδ3 and ε˜ := 3tkεδ, we apply the Ekeland variational principle (see, e.g., [47,
Theorem 2.26]) with λ and ε˜ to the function ϕ on Q. In this way we find x˜ ∈ Q such that
‖x˜− xk‖ ≤ λ and x˜ minimizes the perturbed function
ψ(z) := −〈x∗, z − xk〉+ ε˜
λ
‖z − x˜‖ = −〈x∗, z − xk〉+ 9ε‖z − x˜‖, z ∈ Q.
Applying now the generalized Fermat rule to ψ at x˜k and then the fuzzy sum rule in the Asplund
space setting (see, e.g., [47, Lemma 2.32]) gives us
0 ∈ −x∗ + (9ε+ λ)IB∗ + N̂(x˜k;Q) (3.18)
with some x˜k ∈ Ω ∩ (x˜+ λIB). The latter means that
‖x˜k − xk‖ ≤ ‖x˜k − x˜‖+ ‖x˜− xk‖ ≤ 2λ < tkδ.
Hence x˜k belongs to the interior of the ball centered at x˜ with radius tkδ, which implies that
N̂(x˜k;Q) = N̂(x˜k; Ω). Thus we get from (3.18) that
x∗ ∈ N̂(x˜k; Ω) + (9ε+ λ)IB∗, k ∈ N.
Letting there k → ∞ and then ε ↓ 0 gives us x˜k → x¯ and x∗ ∈ N(x¯; Ω). This justifies (3.16)
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and completes the proof of the theorem. 
Corollary 3.16 (TNE property of the contingent cone in finite dimensions). Let a
set Ω ⊂ Rn be closed around x¯ ∈ Ω. Then the contingent cone T (x¯; Ω) to Ω at x¯ is tangentially
normally enclosed into Ω at this point, i.e., we have
N(0; Λ) ⊂ N(x¯; Ω) with Λ := T (x¯; Ω). (3.19)
Proof. It follows from Theorem 3.15 due to T (x¯; Ω) = Tw(x¯; Ω) in Rn. 
Note that another proof of inclusion (3.19) in Rn can be found in [61, Theorem 6.27].
3.4 Contingent and Weak Contingent Extremal Principles for
Countable and Finite Systems of Closed Sets
By tangential extremal principles we understand results justifying the validity of extremality
conditions defined in Section 3.1 for countable and/or finite systems of closed sets at the cor-
responding tangential extremal points. Note that, given a system of Λ = {Λi}-approximating
cones to a set system {Ωi} at x¯, the results ensuring the fulfillment of the Λ-tangential extremal-
ity conditions at Λ-tangential local extremal points are directly induced by an appropriate conic
extremal principle applied to the cone system {Λi} at the origin. It is remarkable, however,
that for tangentially normally enclosed cones {Λi} we simultaneously ensure the fulfillment of
the limiting extremality conditions of Definition 3.4(c) at the corresponding tangential extremal
points. As shown in Section 3.3, this is the case of the contingent cone in finite dimensions and
of the weak contingent cone in reflexive (and also in Asplund) spaces.
In this section we pay the main attention to deriving the contingent and weak contingent
extremal principle involving the aforementioned extremality conditions for countable and finite
39
systems of sets and finite-dimensional and infinite-dimensional spaces. Observe that in the case
of countable collections of sets the results obtained are the first in the literature, while in the
case of finite systems of sets they are independent of the those known before being applied to
different notions of tangential extremal points; see the discussions in Section 3.1.
We begin with the contingent extremal principle for countable systems of arbitrary closed
sets in finite-dimensional spaces.
Theorem 3.17 (contingent extremal principle for countable sets systems in finite di-
mensions). Let x¯ ∈ ⋂∞i=1 Ωi be a contingent local extremal point of a countable system of closed
sets {Ωi}i∈N in Rn. Assume that the contingent cones T (x¯; Ωi) to Ωi at x¯ are nonoverlapping
∞⋂
i=1
{
T (x¯; Ωi)
}
=
{
0
}
.
Then there are normal vectors
x∗i ∈ N(0; Λi) ⊂ N(x¯; Ωi) for Λi := T (x¯; Ωi) as i ∈ N
satisfying the extremality conditions in (3.3).
Proof. This result follows from combining Theorem 3.8 and Corollary 3.16. 
Consider further systems of finitely many sets {Ω1, . . . ,Ωm} in Asplund spaces and derive for
them the weak contingent extremal principle. Recall that a set Ω ⊂ X is sequentially normally
compact (SNC) at x¯ ∈ Ω if for any sequence {(xk, x∗k)}k∈N ⊂ Ω×X∗ we have the implication
[
xk → x¯, x∗k w
∗→ 0 with x∗k ∈ N̂(xk; Ω), k ∈ N
]
=⇒ ‖x∗k‖ → 0 as k →∞.
40
In [47, Subsection 1.1.4], the reader can find a number of efficient conditions ensuring the SNC
property, which holds in rather broad infinite-dimensional settings. The next proposition shows
that the SNC property of TAN sets is inherent by their weak contingent cones.
Proposition 3.18 (SNC property of weak contingent cones). Let Ω be a closed subset of
an Asplund space X satisfying the tangential approximate normality property at x¯ ∈ Ω. Then the
weak contingent cone Tw(x¯; Ω) is SNC at the origin provided that Ω is SNC at x¯. In particular,
in reflexive spaces the SNC property of a closed subset Ω at x¯ unconditionally implies the SNC
property of its weak contingent cone Tw(x¯; Ω) at the origin.
Proof. To justify the SNC property of Λw := Tw(x¯; Ω) at the origin, take sequences dk → 0
and x∗k ∈ N̂(dk; Λw) satisfying x∗k
w∗→ 0 as k → ∞. Using the TAN property of Ω at x¯ and
following the proof of Theorem 3.15, we find sequences εk ↓ 0 and x˜k Ω→ x¯ such that
x∗k ∈ N̂(x˜k; Ω) + εkIB∗ for all k ∈ N.
Hence there are x˜∗k ∈ N̂(x˜k; Ω) with ‖x˜∗k − x∗k‖ ≤ εk, which implies that x˜∗k
w∗→ 0 as k →∞. By
the SNC property of Ω at x¯ we get that ‖x˜∗k‖ → 0, which yields in turn that ‖x∗k‖ → 0 as k ∈ ∞.
This justifies the SNC property of Λw at the origin. The second assertion of this proposition
immediately follows from Proposition 3.14. 
Now we are ready to establish the weak contingent extremal principle for systems of finitely
many closed subsets of Asplund spaces in both approximate and exact forms.
Theorem 3.19 (weak contingent extremal principle for finite systems of sets in
Asplund spaces). Let x¯ ∈ ⋂mi=1 Ωi be a weak contingent local extremal point of the system
{Ω1, . . . ,Ωm} of closed sets in an Asplund space X. Assume that all the sets Ωi, i = 1, . . . ,m,
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have the TAN property at x¯, which is automatic in reflexive spaces. Then the following versions
of the weak contingent extremal principle hold:
(i) Approximate version: for any ε > 0 there are x∗i ∈ N(x¯; Ωi) as i = 1, . . . ,m satisfying
‖x∗1 + . . .+ x∗m‖ ≤ ε and ‖x∗1‖+ . . .+ ‖x∗m‖ = 1. (3.20)
(ii) Exact version: if in addition all but one of the sets Ωi as i = 1, . . . ,m are SNC at
x¯, then there exist x∗i ∈ N(x¯; Ωi) as i = 1, . . . ,m satisfying
x∗1 + . . .+ x
∗
m = 0 and ‖x∗1‖+ . . .+ ‖x∗m‖ = 1. (3.21)
Proof. It follows from Proposition 3.2 that the cone system {Λiw = Tw(x¯; Ωi)} as i =
1, . . . ,m is extremal at the origin in the conventional sense (1.2). Applying to it the approximate
extremal principle from [47, Theorem 2.20], for any ε > 0 we find xi ∈ Λiw and x∗i ∈ N̂(xi; Λiw)
as i = 1, ...,m such that all the relationships in (3.20) hold. Then
x∗i ∈ N̂(xi; Λiw) ⊂ N(0; Λiw) ⊂ N(x¯; Ωi), i = 1, . . . ,m,
by Proposition 2.1 and Theorem 3.15, which justifies assertion (i).
Now to justify (ii), observe that all but one of the cones Λiw are SNC at the origin by
Proposition 3.18. Thus (ii) follows from [47, Theorem 2.22] and Theorem 3.15. 
3.5 Fre´chet Normals to Countable Intersections of Cones
In this section we present applications of the conic extremal principle established in Theo-
rem 3.8 to deriving several representations, under appropriate assumptions, of Fre´chet normals
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to countable intersections of cones in finite-dimensional spaces. These calculus results are cer-
tainly of their independent interest while their are largely employed to problems of semi-infinite
programming and multiobjective optimization.
To begin with, we introduce the following qualification condition for countable systems of
cones formulated in terms of limiting normals (2.5), which plays a significant role in deriving
the results of this section as well as in the subsequent applications.
Definition 3.20 (normal qualification condition for countable systems of cones). Let
{Λi}i∈N be a countable system of closed cones in X. We say that it satisfies the normal
qualification condition at the origin if
[ ∞∑
i=1
x∗i = 0, x
∗
i ∈ N(0; Λi)
]
=⇒ [x∗i = 0, i ∈ N]. (3.22)
This definition corresponds to the normal qualification condition of [47] for finite systems of
sets; see the discussions and various applications of the latter condition therein. In this section
we use the normal qualification condition of Definition 3.20 to represent Fre´chet normals to
countable intersections of cones in terms of limiting normals to each of the sets involved. Let
us start with the following “fuzzy” intersection rule at the origin.
Theorem 3.21 (fuzzy intersection rule for Fre´chet normals to countable intersections
of cones). Let {Λi}i∈N be a countable system of arbitrary closed cones in Rn satisfying the
normal qualification condition (3.22). Then given a Fre´chet normal x∗ ∈ N̂(0;⋂∞i=1 Λi) and a
number ε > 0, there are limiting normals x∗i ∈ N(0; Λi) as i ∈ N such that
x∗ ∈
∞∑
i=1
1
2i
x∗i + εIB
∗. (3.23)
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Proof. Fix x∗ ∈ N̂
(
0;
⋂∞
i=1 Λi
)
and ε > 0. By definition (2.3) of Fre´chet normals we have
〈x∗, x〉 − ε‖x‖ < 0 whenever x ∈
∞⋂
i=1
Λi \ {0}. (3.24)
Define a countable system of closed cones in Rn+1 by
O1 :=
{
(x, α) ∈ Rn × R∣∣ x ∈ Λ1, α ≤ 〈x∗, x〉 − ε‖x‖} and Oi := Λi × R+ for i = 2, 3, . . . .
(3.25)
Let us check that all the assumptions for the validity of the conic extremal principle in Theo-
rem 3.8 are satisfied for the system {Oi}i∈N. Picking any (x, α) ∈
⋂∞
i=1Oi, we have x ∈
⋂∞
i=1 Λi
and α ≥ 0 from the construction of Ωi as i ≥ 2. This implies in fact that (x, α) = (0, 0). Indeed,
supposing x 6= 0 gives us by (3.24) that
0 ≤ α ≤ 〈x∗, x〉 − ε‖x‖ < 0,
which is a contradiction. On the other hand, the inclusion (0, α) ∈ O1 yields that α ≤ 0 by the
construction of O1, i.e., α = 0. Thus the nonoverlapping condition
∞⋂
i=1
Oi = {(0, 0)}
holds for {Oi}i∈N. Similarly we check that
(
O1 − (0, γ)
)
∩
∞⋂
i=2
Oi = ∅ for any fixed γ > 0, (3.26)
i.e., {Oi}i∈N is a conic extremal system at the origin. Indeed, violating (3.26) means the existence
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of (x, α) ∈ Rn × R such that
(x, α) ∈
[
O1 − (0, γ)
]
∩
∞⋂
i=2
Oi,
which implies that x ∈ ⋂∞i=1Oi and α ≥ 0. Then by the construction of O1 in (3.25) we get
γ + α ≤ 〈x∗, x〉 − ε‖x‖ ≤ 0,
a contradiction due the positivity of γ in (3.26).
Applying now the second conclusion of Theorem 3.8 to the system {Oi}i∈N gives us the pairs
(wi, αi) ∈ Oi and (x∗i , λi) ∈ N̂
(
(wi, αi);Oi
)
as i ∈ N satisfying the relationships
∞∑
i=1
1
2i
(
x∗i , λi
)
= 0 and
∞∑
i=1
1
2i
∥∥(x∗i , λi)∥∥2 = 1. (3.27)
It immediately follows from the constructions of Oi as i ≥ 2 in (3.25) that λi ≤ 0 and x∗i ∈
N̂(wi; Λi); thus x
∗
i ∈ N(0; Λi) for i = 2, 3, . . . by Proposition 2.1. Furthermore, we get
lim sup
(x,α)
O1→(w1,α1)
〈x∗1, x− w1〉+ λ1(α− α1)
‖x− w1‖+ |α− α1| ≤ 0 (3.28)
by the definition of Fre´chet normals to O1 at (w1, α1) ∈ O1 with λ1 ≥ 0 and
α1 ≤ 〈x∗, w1〉 − ε‖w1‖ (3.29)
by the construction of O1. Examine next the two possible cases in (3.27): λ1 = 0 and λ1 > 0.
Case 1: λ1 = 0. If inequality (3.29) is strict in this case, find a neighborhood U of w1 such
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that α1 < 〈x∗, x〉 − ε‖x‖ for all x ∈ U , which ensures that (x, α1) ∈ O1 for all x ∈ Λ1 ∩ U .
Substituting (x, α1) into (3.28) gives us
lim sup
x
Λ1→w1
〈x∗1, x− w1〉
‖x− w1‖ ≤ 0,
which means that x∗1 ∈ N̂(w1; Λ1). If (3.29) holds as equality, we put α := 〈x∗, x〉 − ε‖x‖ and
get
|α− α1| =
∣∣〈x∗, x− w1〉+ ε(‖w1‖ − ‖x‖)∣∣ ≤ (‖x∗‖+ ε)‖x− w1‖.
Furthermore, it follows from (3.28) that
lim sup
(x,α)
O1→(w1,α1)
〈x∗1, x− w1〉
‖x− w1‖+ |α− α1| ≤ 0.
Thus for any ν > 0 sufficiently small and α chosen above, we have
〈x∗1, x− w1〉 ≤ ν
(‖x− w1‖+ |α− α1|) ≤ ν(1 + ‖x∗‖+ ε)‖x− w1‖
whenever x ∈ Λ1 is sufficiently closed to w1. The latter yields that
lim sup
x
Λ1→w1
〈x∗1, x− w1〉
‖x− w1‖ ≤ 0, i.e., x
∗
1 ∈ N̂(w1; Λ1).
Thus in both cases of the strict inequality and equality in (3.29), we justify that x∗1 ∈ N̂(w1; Λ1)
and thus x∗1 ∈ N(0; Λ1) by Proposition 2.1. Summarizing the above discussions gives us
x∗i ∈ N(0; Λi) and λi = 0 for all i ∈ N
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in Case 1 under consideration. Hence it follows from (3.27) that there are x˜∗i := (1/2
i)x∗i ∈
N(0; Λi) as i ∈ N, not equal to zero simultaneously, satisfying
∞∑
i=1
x˜∗i = 0.
This contradicts the normal qualification condition (3.22) and thus shows that the case of λ1 = 0
is actually not possible in (3.29).
Case 2: λ1 > 0. If inequality (3.29) is strict, put x = w1 in (3.28) and get
lim sup
α→α1
λ1(α− α1)
|α− α1| ≤ 0.
That yields λ1 = 0, a contradiction. Hence it remains to consider the case when (3.29) holds as
equality. To proceed, take (x, α) ∈ O1 satisfying
x ∈ Λ1 \ {w1} and α = 〈x∗, x〉 − ε‖x‖.
By the equality in (3.29) we have
α− α1 = 〈x∗, x− w1〉+ ε(‖w1‖ − ‖x‖) and thus |α− α1| ≤ (‖x∗‖+ ε)‖x− w1‖.
On the other hand, it follows from (3.28) that for any γ > 0 sufficiently small there exists a
neighborhood V of w1 such that
〈x∗1, x− w1〉+ λ1(α− α1) ≤ λ1γε
(‖x− w1‖+ |α− α1|) (3.30)
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whenever x ∈ Λ1 ∩ V . Substituting (x, α) with x ∈ Λ1 ∩ V into (3.30) gives us
〈x∗1, x− w1〉+ λ1(α− α1) = 〈x∗1 + λ1x∗, x− w1〉+ λ1ε(‖w1‖ − ‖x‖)
≤ λ1γε(‖x− w1‖+ |α− α1|)
≤ λ1γε
[‖x− w1‖+ (‖x∗‖+ ε)‖x− w1‖]
= λ1γε
(
1 + ‖x∗‖+ ε)‖x− w1‖.
It follows from the above that for small γ > 0 we have
〈x∗1 + λ1x∗, x− w1〉+ λ1ε(‖w1‖ − ‖x‖) ≤ λ1ε‖x− w1‖
and thus arrive at the estimates
〈x∗1 + λ1x∗, x− w1〉 ≤ λ1ε‖x− w1‖+ λ1ε(‖x‖ − ‖w1‖) ≤ 2λ1ε‖x− w1‖
for all x ∈ Λ1 ∩ V . The latter implies by definition (2.3) of ε-normals that
x∗1 + λ1x
∗ ∈ N̂2λ1ε(w1; Λ1). (3.31)
Furthermore, it is easy to observe from the above choice of λ1 and the structure of O1 in (3.25)
that λ1 ≤ 2 + 2ε. Employing now the representation of ε-normals in (3.31) from [47, formula
(2.51)] held in finite dimensions, we find v ∈ Λ1 ∩ (w1 + 2λ1εIB) such that
x∗1 + λ1x
∗ ∈ N̂(v; Λ1) + 2λ1εIB∗ ⊂ N(0; Λ1) + 2λ1εIB∗. (3.32)
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Since λ1 > 0 in the case under consideration and by −x∗1 = 2
∞∑
i=2
1
2i
x∗i due to the first equality
in (3.27), it follows from (3.32) that
x∗ ∈ N(0; Λ1) + 2
λ1
∞∑
i=2
1
2i
x∗i + 2εIB
∗,
and hence there exists x˜∗1 ∈ N(0; Λ1) such that
x∗ ∈
∞∑
i=1
1
2i
x˜∗i + 2εIB
∗ with x˜∗i :=
2x∗i
λ1
∈ N(0; Λi) for i = 2, 3, . . . .
This justifies (3.23) and completes the proof of the theorem. 
Our next result shows that we can put ε = 0 in representation (3.23) under an additional
assumption on Fre´chet normals to cone intersections.
Theorem 3.22 (refined representation of Fre´chet normals to countable intersections
of cones). Let {Λi}i∈N be a countable system of arbitrary closed cones in Rn satisfying the nor-
mal qualification condition (3.22). Then for any Fre´chet normal x∗ ∈ N̂
(
0;
⋂∞
i=1 Λi
)
satisfying
〈x∗, x〉 < 0 whenever x ∈
∞⋂
i=1
Λi \ {0} (3.33)
there are limiting normals x∗i ∈ N(0; Λi), i = 1, 2, . . ., such that
x∗ =
∞∑
i=1
1
2i
x∗i . (3.34)
Proof. Fix a Fre´chet normal x∗ ∈ N̂
(
0;
⋂∞
i=1 Λi
)
satisfying condition (3.33) and construct
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a countable system of closed cones in Rn × R by
O1 :=
{
(x, α) ∈ Rn × R∣∣ x ∈ Λ1, α ≤ 〈x∗, x〉} and Oi := Λi × R+ for i = 2, 3, . . . . (3.35)
Similarly to the proof Theorem 3.21 with taking (3.33) into account, we can verify that all the
assumptions of Theorem 3.8 hold. Applying the conic extremal principle from this theorem
gives us pairs (wi, αi) ∈ Oi and (x∗i , λi) ∈ N̂
(
(wi, αi);Oi
)
such that the extremality conditions
in (3.27) are satisfied. We obviously get λi ≤ 0 and x∗i ∈ N̂(wi; Λi) for i = 1, 2, . . ., which
ensures that x∗i ∈ N(0; Λi) as i ≥ 2 by Proposition 2.1. It follows furthermore that for i = 1 the
limiting inequality (3.28) holds. The latter implies by the structure of the set O1 in (3.35) that
λ1 ≥ 0 and α1 ≤ 〈x∗, w1〉. (3.36)
Similarly to the proof of Theorem 3.21 we consider the two possible cases λ1 = 0 and λ1 > 0
in (3.36) and show that the first case contradicts the normal qualification condition (3.22). In
the second case we arrive at representation (3.34) based on the extremality conditions in (3.27)
and the structures of the sets Oi in (3.35). 
The next theorem in this section provides constructive upper estimates of the Fre´chet normal
cone to countable intersections of closed cones in finite dimensions and of its interior via limiting
normals to the sets involved at the origin.
Theorem 3.23 (Fre´chet normal cone to countable intersections). Let {Λi}i∈N be a
countable system of arbitrary closed cones in Rn satisfying the normal qualification condition
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(3.22), and let Λ :=
⋂∞
i=1 Λi. Then we have the inclusions
int N̂(0; Λ) ⊂
{ ∞∑
i=1
x∗i
∣∣∣ x∗i ∈ N(0; Λi)}, (3.37)
N̂(0; Λ) ⊂ cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(0; Λi), I ∈ L}, (3.38)
where L stands for the collection of all finite subsets of the natural series N.
Proof. First we justify inclusion (3.37) assuming without loss of generality that intN(0; Λ) 6=
∅. Pick any x∗ ∈ int N̂(0; Λ) and also γ > 0 such that x∗ + 3γIB∗ ⊂ N̂(0; Λ). Then for any
x ∈ Λ \ {0} find z∗ ∈ Rn satisfying the relationships
‖z∗‖ = 2γ and 〈z∗, x〉 < −γ‖x‖.
Since x∗ − z∗ ∈ x∗ + 3γIB∗ ⊂ N̂(0; Λ), we have 〈x∗ − z∗, x〉 ≤ 0 and hence
〈x∗, x〉 = 〈x∗ − z∗, x〉+ 〈z∗, x〉 < −γ‖x‖ < 0.
This allows us to employ Theorem 3.22 and thus justify the first inclusion (3.37).
To prove the remaining inclusion (3.38), pick pick x∗ ∈ N̂(0; Λ) and for any fixed ε > 0
apply Theorem 3.21. In this way we find x∗i ∈ N(0; Λi), i ∈ N, such that x∗ ∈
∞∑
i=1
1
2i
x∗i + εIB
∗.
Since ε > 0 was chosen arbitrarily, it follows that
x∗ ∈ A := cl
{ ∞∑
i=1
1
2i
x∗i
∣∣∣ x∗i ∈ N(0; Λi)
}
.
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Let us finally justify the inclusion
A ⊂ clC with C :=
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(0; Λi), I ∈ L}.
To proceed, pick z∗ ∈ A and for any fixed ε > 0 find x∗i ∈ N(0; Λi) satisfying
∥∥∥∥∥z∗ −
∞∑
i=1
1
2i
x∗i
∥∥∥∥∥ ≤ ε2 .
Then choose a number k ∈ N so large that
∥∥∥∥∥z∗ −
k∑
i=1
1
2i
x∗i
∥∥∥∥∥ ≤ ε.
Since
k∑
i=1
1
2i
x∗i ∈ C, we get (z∗ + εIB∗) ∩ C 6= ∅, which means that z∗ ∈ clC. This justifies
(3.38) and completes the proof of the theorem. 
3.6 Tangents and Normals to Infinite Intersections of Sets
The main purpose of this section is to derive calculus rules for representing generalized normals
to countable intersections of arbitrary closed sets under appropriate qualification conditions.
Besides employing the tangential extremal principle, one of the major ingredients in our ap-
proach is relating calculus rules for generalized normals to countable set intersections with the
so-called “conical hull intersection property” defined in terms of tangents to sets, which was
intensively studied and applied in the literature for the case of finite intersections of convex sets;
see, e.g., [6, 11, 16, 19, 41] and the references therein. In what follows, we keep the terminology
of convex analysis (that goes back probably to [11]) replacing the tangent and normal cones
therein by the nonconvex extension (2.2) and (2.6).
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Definition 3.24 (CHIP for countable intersections). A set system {Ωi}i∈N in Rn is said
to have the conical hull intersection property (CHIP) at x¯ ∈ ⋂∞i=1 Ωi if
T
(
x¯;
∞⋂
i=1
Ωi
)
=
∞⋂
i=1
T (x¯; Ωi). (3.39)
In convex analysis and its applications the CHIP is often related to the so-called “strong
CHIP” for finite set intersections expressed via the normal cone to the convex sets in question;
see also [40] for infinite intersections of convex sets. Following this terminology in the case of
infinite intersections of nonconvex sets, we say that a countable system of sets {Ωi}i∈N has the
strong conical hull intersection property (or the strong CHIP) at x¯ ∈ ⋂∞i=1 Ωi if
N
(
x¯;
∞⋂
i=1
Ωi
)
=
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}. (3.40)
When all the sets Ωi as i ∈ N are convex in (3.40), the strong CHIP of the system {Ωi}i∈N can
be equivalently written in the form
N
(
x¯;
∞⋂
i=1
Ωi
)
= co
∞⋃
i=1
N(x¯; Ωi). (3.41)
We say that a countable set system {Ωi}i∈N has the asymptotic strong CHIP at x¯ ∈
⋂∞
i=1 Ωi if
the latter representation is replaced by
N
(
x¯;
∞⋂
i=1
Ωi
)
= cl co
∞⋃
i=1
N(x¯; Ωi). (3.42)
The next result shows the equivalence between the CHIP and the asymptotic strong CHIP for
intersections of convex sets in finite dimensions. It follows from the proof that this equivalence
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holds for arbitrary intersections of convex sets, not only for countable ones studied in this
chapter.
Theorem 3.25 (characterization of CHIP for intersections of convex sets). Let
{Ωi}i∈N be a system of convex sets in Rn, and let x¯ ∈
⋂∞
i=1 Ωi. The following are equivalent:
(a) The system {Ωi}i∈N has the CHIP at x¯.
(b) The system {Ωi}i∈N has the asymptotic strong CHIP at x¯.
In particular, the strong CHIP implies the CHIP but not vice versa.
Proof. Observe first that for convex sets in finite dimensions, in addition to the duality
property (2.4) with N̂(x¯; Ω) replaced by N(x¯; Ω), we have the reverse duality representation
T (x¯; Ω) = N∗(x¯; Ω) :=
{
v ∈ Rn∣∣ 〈x∗, v〉 ≤ 0 for all x∗ ∈ N(x¯; Ω)}. (3.43)
Let us now justify the equality
( ∞⋂
i=1
T (x¯; Ωi)
)∗
= cl co
∞⋃
i=1
N(x¯; Ωi). (3.44)
The inclusion “⊃” follows from (2.4) by the observation N(x¯; Ωi) = T ∗(x¯; Ωi) ⊂
( ∞⋂
i=1
T (x¯; Ωi)
)∗
due the closedness and convexity of the polar set on the right-hand side of the latter inclusion.
To prove the opposite inclusion “⊂” in (3.44), pick some x∗ 6∈ cl co ⋃∞i=1N(x¯; Ωi). Then the
classical separation theorem for convex sets ensures the existence of a vector v ∈ Rn such that
〈x∗, v〉 > 0 and 〈u∗, v〉 ≤ 0 for all u∗ ∈ cl co
∞⋃
i=1
N(x¯; Ωi). (3.45)
Hence for each i ∈ N we get 〈u∗, v〉 ≤ 0 whenever u∗ ∈ N(x¯; Ωi), which implies that v ∈
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N∗(x¯; Ωi) and therefore v ∈ T (x¯; Ωi) by (3.43). This gives us v ∈
∞⋂
i=1
T (x¯; Ωi), and so x
∗ 6∈
( ∞⋂
i=1
T (x¯; Ωi)
)∗
due to 〈x∗, v〉 > 0 in (3.45). It justifies the inclusion “⊂” in (3.44), which holds
as equality. Taking into account that the set ∩∞i=1T (x¯; Ωi) is a closed convex cone and agrees
hence with its second dual, we get
∞⋂
i=1
T (x¯; Ωi) =
(
cl co
∞⋃
i=1
N(x¯; Ωi)
)∗
. (3.46)
Assuming that the CHIP in (a) holds and employing (2.4) and (3.44) for the set intersection
Ω :=
∞⋂
i=1
Ωi allow us to arrive at the equalities
N(x¯; Ω) = T ∗(x¯; Ω) =
( ∞⋂
i=1
T (x¯; Ωi)
)∗
= cl co
∞⋃
i=1
N(x¯; Ωi),
which give the asymptotic strong CHIP in (b). Conversely, assume that (b) holds. Then
employing (3.43) and (3.46) implies the relationships
T (x¯; Ω) = N∗(x¯; Ω) =
(
cl co
∞⋃
i=1
N(x¯; Ωi)
)∗
=
∞⋂
i=1
T (x¯; Ωi),
which ensure the fulfillment of the CHIP in (a) and thus establish the equivalence the properties
in (a) and (b). Since the strong CHIP implies the asymptotic strong CHIP due to the closedness
of N(x¯; Ω), it also implies the CHIP. The converse implication does not hold even for finitely
many sets; counterexamples are presented, in particular, in [6, 19]. 
The following simple consequence of Theorem 3.25 computes the normal cone to set of
feasible solutions in linear semi-infinite programming with countable inequality constraints; cf.
[9].
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Corollary 3.26 (normal cone to sets of feasible solutions of linear semi-infinite pro-
grams with countable constraints). Consider the set
Ω :=
{
x ∈ Rn∣∣ 〈ai, x〉 ≤ 0, i ∈ N}, (3.47)
where the vectors ai ∈ Rn are fixed. Then the normal cone to Ω at the origin is computed by
N(0; Ω) = cl co
[ ∞⋃
i=1
{
λai
∣∣ λ ≥ 0}]. (3.48)
Proof. It is easy to see that the set (3.47) is represented as a countable intersection of sets
having the CHIP. Furthermore, the asymptotic strong CHIP for this system is obviously (3.48).
Thus the result follows immediately from Theorem 3.25. 
There are also interesting connections of Corollary 3.26 with the results of [24, Theo-
rem 5.3(i)] and with the so-called “local Farkas-Minkowski qualification condition” for infinite
systems of linear inequalities [55], which happens to be equivalent to the strong CHIP in this
setting. The reader can find more discussions on related conditions for infinite convex inequality
systems in Section 3.7.
Now let us show that the CHIP may be violated in rather simple situations involving finite
and infinite intersections of convex sets defined by inequalities with convex functions.
Example 3.27 (failure of CHIP for finite and infinite intersections of convex sets).
(i) First consider the two convex sets
Ω1 :=
{
(x1, x2) ∈ R2
∣∣ x2 ≥ x21} and Ω2 := {(x1, x2) ∈ R2∣∣ x2 ≤ −x21}
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and their intersection at x¯ = (0, 0). We have
Ω1 ∩ Ω2 = {x¯}, T (x¯; Ω1) = R× R+, and T (x¯; Ω2) = R× R−.
Thus the CHIP does not hold in this case, since
T (x¯; Ω1 ∩ Ω2) = {(0, 0)} 6= T (x¯; Ω1) ∩ T (x¯; Ω2) = R× {0}.
(ii) In the next case we have the CHIP violation for the countable intersection of convex
sets, with the intersection set having nonempty interior. For each i ∈ N, define ϕi(x) := ix2 if
x < 0 and ϕi(x) := 0 if x ≥ 0. Let Ωi := epiϕi and x¯ = (0, 0). It is easy to see that
∞⋂
i=1
Ωi = R+ × R+ and T (x¯,Ωi) = R× R+ for i ∈ N.
It gives therefore the relationships
T
(
x¯,
∞⋂
i=1
Ωi
)
= R+ × R+ 6=
∞⋂
i=1
T (x¯; Ωi) = R× R+, i ∈ N,
which show that the CHIP fails for this system of sets at the chosen point x¯ = (0, 0).
Of course, we cannot expect to extend the equivalence of Theorem 3.25 to intersections
of nonconvex sets. In what follows we are mainly interested in obtaining calculus rules for
generalized normals as in the strong CHIP using the nonconvex CHIP from Definition 3.24 (i.e.,
a calculus rule for tangents) as an appropriate assumption together with additional qualification
conditions. Observe that the implication CHIP =⇒ strong CHIP does not hold even for finite
intersections of convex sets; see Theorem 3.25.
57
To implement this strategy, we first intend to obtain some sufficient conditions for the CHIP
of countable intersections of nonconvex sets. Note that a number of sufficient conditions for
the CHIP has been proposed for finite intersections of convex sets, where convex interpolation
techniques play a particularly important role; see [6, 11, 16, 41] and the references therein.
However, such techniques do not seem to be useful in nonconvex settings. To proceed in deriving
sufficient conditions for the CHIP of countable nonconvex intersections, we explore some other
possibilities.
Let us start with extending the concept and techniques of linear regularity in the direction
of [6, 41, 65] to the case of infinite nonconvex systems; cf. various results and discussions therein
on particular cases of linear regularity and its applications. Given a countable system of closed
sets {Ωi}i∈N, we say that it is linearly regular at x¯ ∈ Ω :=
⋂∞
i=1 Ωi if there exist a neighborhood
U of x¯ and a number C > 0 such that
dist (x; Ω) ≤ C sup
i∈N
{
dist (x; Ωi)
}
for all x ∈ U. (3.49)
In the next proposition we denote for convenience the distance function dist(x; Ω) by dΩ(x)
and employ the standard notion of equi-convergence for families of functions.
Proposition 3.28 (sufficient conditions for CHIP in terms of linear regularity). Let
{Ωi}i∈N be a countable system of closed sets in Rn with the intersection Ω :=
⋂∞
i=1 Ωi, and let
x¯ ∈ Ω. Assume that the system of sets {Ωi}i∈N is linearly regular at x¯ with some C > 0 in
(3.49) and that the family of functions {dΩi(·)}i∈N is equi-directionally differentiable at x¯ in the
sense that for any h ∈ Rn the functions
{
dΩi(x¯+ th)
t
, i ∈ N
}
58
of t > 0 converge as t ↓ 0 to the corresponding directional derivatives d′Ωi(x¯;h) uniformly in
i ∈ N. Then for all h ∈ Rn and the positive constant C from (3.49) we have the estimate
dist (h; Λ) ≤ C sup
i∈N
{
dist (h; Λi)
}
with Λ := T (x¯; Ω) and Λi := T (x¯; Ωi) as i ∈ N. (3.50)
In particular, the set system {Ωi}i∈N satisfies the CHIP at x¯.
Proof. Fixing h ∈ Rn and using definition (2.2) and [61, Exercise 4.8], we get
dist (h; Λ) = lim inf
t↓0
dist
(
h;
Ω− x¯
t
)
= lim inf
t↓0
dist (x¯+ th; Ω)
t
.
When t is small, the assumed linear regularity yields that
dist (x¯+ th; Ω)
t
≤ C sup
i∈N
dist (x¯+ th; Ωi)
t
.
Applying further the equi-directional differentiability gives us
dist (x¯+ th; Ωi)
t
→ d′Ωi(x¯;h) = dist (h; Λi) uniformly in i as t ↓ 0,
i.e., for any ε > 0 there exists δ > 0 such that whenever t ∈ (0, δ) we have
∣∣∣dist (x¯+ th; Ωi)
t
− dist (h; Λi)
∣∣∣ ≤ ε for all i ∈ N.
Hence it holds for any t ∈ (0, δ) that
sup
i∈N
dist (x¯+ th; Ωi)
t
≤ sup
i∈N
{
dist (h; Λi)
}
+ ε.
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Combining all the above, we get the estimates
dist (h; Λ) ≤ C lim inf
t↓0
sup
i∈N
dist (x¯+ th; Ωi)
t
≤ C sup
i∈N
{
dist (h; Λi)
}
+ Cε,
which imply (3.50), since ε was chosen arbitrarily. Finally, the CHIP of the system {Ωi}i∈N at
x¯ follows directly from (3.50) and the definitions. 
Now we present a consequence of Proposition 3.28 that simplifies the verification of linear
regularity for countable set systems.
Corollary 3.29 (CHIP via simplified linear regularity). Let {Ωi}i∈N be a countable sys-
tem of closed subsets in Rn, and let x¯ ∈ Ω = ⋂∞i=1 Ωi. Assume that the family {d(·; Ωi)}i∈N is
equi-directionally differentiable at x¯ and that there are numbers C > 0, j ∈ N, and a neighbor-
hood U of x¯ such that
dist (x; Ω) ≤ C sup
i 6=j
{
dist (x; Ωi)
}
for all x ∈ Ωj ∩ U.
Then the set system {Ωi}i∈N satisfies the CHIP at x¯.
Proof. Employing Proposition 3.28, it suffices to show that the set system {Ωi}i∈N is
linearly regular at x¯. To proceed, take r > 0 so small that dist (x; Ω) ≤ C sup
i 6=j
{
dist (x; Ωi)
}
for
all x ∈ Ωj∩(x¯+3rIB). Since the distance function is nonexpansive, for every y ∈ Ωj∩(x¯+3rIB)
and x ∈ Rn we have
0 ≤ C sup
i 6=j
{
dist (y; Ωi)
}− dist (y; Ω) ≤ C sup
i 6=j
({
dist (x; Ωi)
}
+ ‖x− y‖
)
− dist (x; Ω) + ‖x− y‖
≤ C sup
i 6=j
{
dist (x; Ωi)
}− dist (x; Ω) + (C + 1)‖x− y‖.
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Then it follows for all x ∈ Rn that
dist (x; Ω) ≤ (2C + 1) max [ sup
i 6=j
{
dist (x; Ωi)
}
, dist
(
x; Ωj ∩ (x¯+ 3rIB)
)]
.
Thus the linear regularity of {Ωi}i∈N at x¯ in the form of
dist (x; Ω) ≤ (2C + 1) sup
i∈N
{
dist (x; Ωi)
}
would follow now from the relationship
dist
(
x; Ωj ∩ (x¯+ 3rIB)
)
= dist (x; Ωj) for all x ∈ x¯+ rIB. (3.51)
To show (3.51), fix a vector x ∈ x¯ + rIB above and pick any y ∈ Ωj \ (x¯ + 3rIB). This readily
gives us ‖x− y‖ ≥ ‖y − x¯‖ − ‖x¯− x‖ ≥ 3r − r = 2r and implies that
dist
(
x; Ωj \ (x¯+ 3rIB)
) ≥ 2r while dist (x; Ωj ∩ (x¯+ 3rIB)) ≤ ‖x− x¯‖ ≤ r.
Hence we get the equalities
dist (x; Ωj) = min
{
dist
(
x; Ωj \ (x¯+ 3rIB)
)
, dist
(
x; Ωj ∩ (x¯+ 3rIB)
)}
= dist
(
x; Ωj ∩ (x¯+ 3rIB)
)
,
which justify (3.51) and thus complete the proof of the corollary. 
The next proposition, which holds in fact for arbitrary (not only countable) intersections
of sets, establishes a new sufficient condition for the CHIP of {Ωi}i∈N. To formulate it, we
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introduce a notion of the tangential rank of the intersection Ω :=
⋂∞
i=1 Ωi at x¯ ∈ Ω by
ρΩ(x¯) := inf
i∈N
 lim supx→x¯
x∈Ωi\{x¯}
dist (x; Ω)
‖x− x¯‖
 , (3.52)
where we put ρΩ(x¯) := 0 if Ωi = {x¯} for at least one i ∈ N.
Proposition 3.30 (sufficient condition for CHIP via tangential rank of intersection).
Given a countable system of closed sets {Ωi}i∈N in Rn, suppose that ρΩ(x¯) = 0 for the tangential
rank of their intersection Ω :=
⋂∞
i=1 Ωi at x¯ ∈ Ω. Then this system exhibits the CHIP at x¯.
Proof. The result holds trivially if Ωi = {x¯} for some i ∈ N. Assume that Ωi \ {x¯} 6= ∅ for
all i ∈ N and observe that T (x¯; Ω) ⊂ T (x¯; Ωi) whenever i ∈ N. Thus we always have
T (x¯; Ω) ⊂
⋂
i∈N
T (x¯; Ωi).
To prove the reverse inclusion, fix an arbitrary vector 0 6= v ∈ ⋂∞i=1 T (x¯; Ωi). By ρΩ(x¯) = 0 and
definition (3.52), for any k ∈ N we find a set Ωk from the system under consideration such that
lim sup
x→x¯
x∈Ωk\{x¯}
dist (x; Ω)
‖x− x¯‖ <
1
k
.
Since v ∈ T (x¯; Ωk), there are sequences {xj}j∈N ⊂ Ωk and tj ↓ 0 satisfying
xj → x¯ and xj − x¯
tj
→ v as j →∞,
which in turn implies the limiting estimate
lim sup
j→∞
dist (xj ; Ω)
‖xj − x¯‖ <
1
k
.
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The latter allows us to find a vector xk ∈ {xj}j∈N with ‖xk − x¯‖ ≤ 1/k and the corresponding
number tk ≤ 1/k such that
∥∥∥∥xk − x¯tk − v
∥∥∥∥ ≤ 1k and dist (xk; Ω)‖xk − x¯‖ < 1k .
Then it follows that there exists zk ∈ Ω satisfying the relationships
‖zk − xk‖ < 1
k
‖xk − x¯‖ ≤ 1
k2
.
Combining all the above together gives us the estimates
∥∥∥∥zk − x¯tk − v
∥∥∥∥ ≤ ∥∥∥∥zk − xktk
∥∥∥∥+ ∥∥∥∥xk − x¯tk − v
∥∥∥∥ ≤ 1k
∥∥∥∥xk − x¯tk
∥∥∥∥+ 1k ≤ 1k(‖v‖+ 1k)+ 1k , k ∈ N.
Now letting k → ∞, we get zk Ω−→ x¯, tk ↓ 0, and
∥∥∥∥zk − x¯tk − v
∥∥∥∥ −→ 0. The latter verifies that
v ∈ T (x¯; Ω) and thus completes the proof of the proposition. 
To conclude our discussions on the CHIP, we give yet another verifiable condition ensuring
the fulfillment of this property for countable intersections of closed sets. We say that a set A
is of invex type if it can be represented as the complement to a union with respect to t ∈ T of
some open convex sets At, i.e.,
A = Rn \
⋃
t∈T
At, (3.53)
The following lemma needed for the next proposition is also used in Section 5.
Lemma 3.31 (sets of invex type). Let A ⊂ Rn be a set of invex type (3.53), and let
x¯ ∈ ⋂t∈T bdAt ∩ bdA be taken from the boundary intersections. Then we have the inclusion
involving the tangent cone T (x¯;A): x¯+ T (x¯;A) ⊂ A.
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Proof. To justify desired inclusion, suppose on the contrary that there is v ∈ T (x¯;A) such
that x¯ + v /∈ A. For this v we find by definition (2.2) sequences sk ↓ 0 and xk ∈ A such that
xk−x¯
sk
→ v as k → ∞. Since x¯ + v /∈ A, by invexity (3.53) there is an index t0 ∈ T for which
x¯+ v ∈ At0 . Thus we get the inclusion
x¯+
xk − x¯
sk
∈ At0 for all k ∈ N sufficiently large.
Then employing the convexity of At0 gives us that
xk = (1− sk)x¯+ sk
(
x¯+
xk − x¯
sk
)
∈ At0
for the fixed index t0 ∈ T and all large numbers k ∈ N. This contradicts the fact that of xk ∈ A
and thus justifies the claimed inclusion. .
Now we are ready to derive the aforementioned sufficient condition for the CHIP.
Proposition 3.32 (CHIP for countable intersections of invex-type sets). Given a
countable system {Ωi}i∈N in Rn, assume that there is a (possibly infinite) index subset J ⊂ N
such that each Ωi for i ∈ J is the complement to an open and convex set in Rn and that
x¯ ∈
(⋂
i∈J
bd Ωi
)
∩ int
⋂
i 6∈J
Ωi (3.54)
for some x¯. Then the system {Ωi}i∈N enjoys the CHIP at x¯.
Proof. Take any Ωi with i ∈ J and consider the convex and open set A ⊂ Rn such that
Ω = Rn \A. Then x¯ ∈ bdA∩bd Ωi by (3.54). Then Lemma 3.31 ensures that x¯+T (x¯; Ωi) ⊂ Ωi
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for this index i ∈ J . By the choice of x¯ in (3.54) we have furthermore that
∞⋂
i=1
T (x¯; Ωi) =
⋂
i∈J
T (x¯; Ωi) ⊂
⋂
i∈J
(Ωi − x¯).
Since the set on the left-hand side of the latter inclusion is a cone, it follows that
∞⋂
i=1
T (x¯; Ωi) ⊂ T
(
0;
⋂
i∈J
(Ωi − x¯)
)
= T
(
x¯;
⋂
i∈J
Ωi
)
= T
(
x¯;
∞⋂
i=1
Ωi
)
. (3.55)
As the opposite inclusion in (3.55) is obvious, we conclude that the CHIP is satisfied for the
countable set system {Ωi}i∈N at x¯. 
For countable systems of linear inequalities we have a useful consequence of Proposition 3.32.
Corollary 3.33 (CHIP for countable linear systems). Consider the set system {Ωi}i∈N
defined by linear inequalities
Ωi :=
{
x ∈ Rn∣∣ 〈ai, x〉 ≤ bi},
where ai ∈ Rn and bi ∈ R are fixed as i ∈ N. Given a point x¯ ∈ Ω and the associated set J(x¯)
of active indices, suppose that
x¯ ∈ int{x ∈ Rn∣∣ 〈ai, x〉 ≤ bi, i ∈ N \ J(x¯)}.
Then the countable linear system {Ωi}i∈N enjoys the CHIP at x¯.
Proof. It obviously follows from Proposition 3.32. Note that one of the referees suggested
an alternative proof of this result based on Farkas’ lemma with no usage of Lemma 3.31. 
In the last part of this section we show that the CHIP for countable intersections of non-
convex sets, combined with some other classification conditions, allows us to derive principal
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calculus rule for representing generalized normals to infinite set intersections. Thus the verifiable
sufficient conditions for the CHIP established above largely contribute to the implementation
of these calculus rules. Note that the results obtained in this direction provide new information
even for convex set intersections, since in this case they furnish the required implication CHIP
=⇒ strong CHIP, which does not hold in general nonconvex settings; see Theorem 3.25 for
more discussions.
First we formulate and discuss appropriate qualification conditions for countable systems of
sets in terms of the basic normal cone (2.6).
Definition 3.34 (normal closedness and qualification conditions for countable set
systems). Let {Ωi}i∈N be a countable system of sets, and let x¯ ∈
⋂∞
i=1 Ωi. We say that:
(a) The set system {Ωi}i∈N satisfies the normal closedness condition (NCC) at x¯ if
the combination of basic normals
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L} is closed in Rn, (3.56)
where L stands for the collection of all the finite subsets of N.
(b) The system {Ωi}i∈N satisfies the normal qualification condition (NQC) at x¯ if
the following implication holds:
[ ∞∑
i=1
x∗i = 0, x
∗
i ∈ N(x¯; Ωi)
]
=⇒
[
x∗i = 0 for all i ∈ N
]
. (3.57)
The NCC in Definition 3.34(a) relates to various versions of the so-called Farkas-Minkowski
qualification condition and its extensions for finite and infinite systems of sets. We refer the
reader to, e.g., [17, 18] and the bibliographies therein, as well as to subsequent discussions in
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Section 4, for a number of results in this direction concerning convex infinite inequality systems
and to [10] for more details on linear inequality systems with arbitrary index sets in general
Banach spaces.
The NQC in Definition 3.34(b) is a direct extension of the corresponding condition (3.20))
for system of cones. The counterpart of (3.57) for finite systems of sets is studied and applied in
[47, 48] under the same name. The following proposition presents a simple sufficient condition
for the validity of the NQC in the case of countable systems of convex sets.
Proposition 3.35 (NQC for countable systems of convex sets). Let {Ωi}i∈N be a system
of convex sets for which there is an index i0 ∈ N such that
Ωi0 ∩
⋂
i 6=i0
int Ωi 6= ∅. (3.58)
Then the NQC in (3.57) is satisfied for the system {Ωi}i∈N at any x¯ ∈
⋂∞
i=1 Ωi.
Proof. Suppose without loss of generality that i0 = 1 and fix some w ∈ Ω1 ∩
⋂∞
i=2 int Ωi.
Taking any normals x∗i ∈ N(x¯; Ωi) with i ∈ N satisfying
∞∑
i=1
x∗i = 0,
we get by the convexity of the sets Ωi that 〈x∗i , w − x¯〉 ≤ 0 for all i ∈ N. Then it follows that
〈x∗i , w − x¯〉 = −
∑
j 6=i
〈x∗j , w − x¯〉 ≥ 0, i ∈ N,
which yields 〈x∗i , w − x¯〉 = 0 whenever i ∈ N. Picking u ∈ Rn with ‖u‖ = 1 and taking into
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account that w ∈ ∩∞i=2int Ωi, we get
λ〈x∗i , u〉 = 〈x∗i , w + λu− x¯〉 ≤ 0, i = 2, 3, . . . ,
whenever λ > 0 is sufficiently small. Since u is any vector satisfying ‖u‖ = 1, it follows that
x∗i = 0 for i = 2, 3, . . . and therefore x
∗
i = 0 for all i ∈ N. 
Finally, we obtain the main result of this section, which expresses Fre´chet normal to infinite
set intersections via basic normals to the sets involved under the above CHIP and qualification
conditions. This major calculus rule for arbitrary closed sets employs the corresponding inter-
section rule for cones from Theorem 3.23, which is based on the tangential extremal principle.
Theorem 3.36 (generalized normals to countable set intersections). Let {Ωi}i∈N be
a countable system of closed sets in Rn, and let x¯ ∈ Ω := ⋂∞i=1 Ωi. Assume that the CHIP in
(3.39) and NQC in (3.57) are satisfied for {Ωi}i∈N at x¯. Then we have the inclusion
N̂(x¯; Ω) ⊂ cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}, (3.59)
where L stands for the collection of all the finite subsets of N. If in addition the NCC in (3.56)
holds for {Ωi}i∈N at x¯, then the closure operation can be omitted on the right-hand side of
(3.59).
Proof. Using the assumed CHIP for {Ωi}i∈N at x¯, constructions (2.2) and (2.3), and the
duality correspondence (2.4) gives us
N̂(x¯; Ω) = N̂
(
0;T (x¯; Ω)
)
= N̂
(
0;
∞⋂
i=1
T (x¯; Ωi)
)
. (3.60)
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It follows from (3.19) that N
(
0;T (x¯; Ωi)
) ⊂ N(x¯; Ωi) for all i ∈ N, and thus the assumed NQC
in (3.57) implies the conic one in (3.20). Applying Theorem 3.23, we have
N̂
(
0;
∞⋂
i=1
T (x¯; Ωi)
)
⊂ cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(0;T (x¯; Ωi)), I ∈ L}.
Now the intersection rule (3.59) follows from (3.19) and (3.60). Finally, the closure operation
in (3.59) can be obviously dropped if the system {Ωi}i∈N satisfies the NCC at x¯. 
3.7 Applications to Semi-Infinite Programming
This section is devoted to deriving necessary optimality conditions for various problems of semi-
infinite programming (SIP) with countable constraints. Problems with countable constraints
are among the most difficult in SIP, in comparison with conventional ones involving constraints
indexed by compact sets. In fact, SIP problems with countable constraints are not different from
seemingly more general problems with arbitrary index sets. Problems of the latter class have
drawn particular attention in a number of recent publications, where some special structures
of this type (mostly with linear and convex inequality constraints) have been considered; see,
e.g., [10, 17, 18] and the references therein. In this section we derive, based on the tangential
extremal principle and its calculus consequences, new optimality conditions for SIP with various
types of countable constraints and compare them with those known in the literature.
Let us start with SIP involving countable constraints of the geometric type:
minimize ϕ(x) subject to x ∈ Ωi as i ∈ N, (3.61)
where ϕ : Rn → R is an extended-real-valued function, and where {Ωi}i∈N ⊂ Rn is a countable
system of constraint sets. Considering in general problems with nonsmooth and nonconvex cost
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functions and following the classification of [48, Chapter 5], we derive necessary optimality con-
ditions of two kinds for (3.61) and other SIP minimization problems: lower subdifferential and
upper subdifferential ones. Conditions of the “lower” kind are more conventional for minimiza-
tion dealing with usual (lower) subdifferential constructions. On the other hand, conditions of
the “upper” kind employ upper subdifferential (or superdifferential) constructions, which seem
to be more appropriate for maximization problems while bringing significantly stronger infor-
mation for special classes of minimizing cost functions in comparison with lower subdifferential
ones; see [48] for more discussions, examples, and references.
We begin with upper subdifferential optimality conditions for (3.61). Given ϕ : Rn → R
finite at x¯, the upper subdifferential of ϕ at x¯ used in this paper is of the Fre´chet type defined
by
∂̂+ϕ(x¯) := −∂̂(−ϕ)(x¯) =
{
x∗ ∈ Rn
∣∣∣ lim sup
x→x¯
ϕ(x)− ϕ(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖ ≤ 0
}
(3.62)
via (2.9). Note that ∂̂+ϕ(x¯) reduces to the upper subdifferential (or superdifferential) of convex
analysis if ϕ is concave. Furthermore, the subdifferential sets ∂̂ϕ(x¯) and ∂̂+ϕ(x¯) are nonempty
simultaneously if and only if ϕ is Fre´chet differentiable at x¯.
As before, in the next theorem and in what follows the symbol L stands for the collection
of all the finite subsets of the natural series N.
Theorem 3.37 (upper subdifferential conditions for SIP with countable geometric
constraints). Let x¯ be a local optimal solution to problem (3.61), where ϕ : Rn → R is an
arbitrary extended-real-valued function finite at x¯, and where the sets Ωi ⊂ Rn for i ∈ N are
locally closed around x¯. Assume that the system {Ωi}i∈N has the CHIP at x¯ and satisfies the
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NQC of Definition 3.34(b) at this point. Then we have the set inclusion
− ∂̂+ϕ(x¯) ⊂ cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}, (3.63)
which reduces to that of
0 ∈ ∇ϕ(x¯) + cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}. (3.64)
if ϕ is Fre´chet differentiable at x¯. If in addition the NCC of Definition 3.34(a) holds for {Ωi}i∈N
at x¯, then the closure operations can be omitted in (3.63) and (3.64).
Proof. It follows from [48, Proposition 5.2] that
− ∂̂+ϕ(x¯) ⊂ N̂
(
x¯;
∞⋂
i=1
Ωi
)
. (3.65)
Applying now to (3.65) the representation of Fre´chet normals to countable set intersections
from Theorem 3.36 under the assumed CHIP and NQC, we arrive at (3.63), where the closure
operation can be omitted when the NCC holds at x¯. If ϕ is Fre´chet differentiable at x¯, it follows
that ∂̂+ϕ(x¯) = {∇ϕ(x¯)}, and thus (3.63) reduces to (3.64). 
Note that the set inclusion (3.63) is trivial if ∂̂+ϕ(x¯) = ∅, which is the case of, e.g., non-
smooth convex functions. On the other hand, the upper subdifferential necessary optimality
condition (3.63) may be much more selective than its lower subdifferential counterparts when
∂̂+ϕ(x¯) 6= ∅, which happens, in particular, for some remarkable classes of functions including
concave, upper regular, semiconcave, upper-C1, and other ones important in various applica-
tions. The reader can find more information and comparison in [48, Subsection 5.1.1] and the
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commentaries therein concerning problems with finitely many geometric constraints.
Next let us present a lower subdifferential condition for the SIP problem (3.61) involving
the basic subdifferential (2.10), which is nonempty for majority of nonsmooth functions; in
particular, for any local Lipschitzian one. To formulate this condition, recall the notion of the
singular subdifferential of ϕ at x¯ defined by
∂∞ϕ(x¯) :=
{
x∗ ∈ Rn∣∣ (x∗, 0) ∈ N((x¯;ϕ(x¯)); epiϕ)}. (3.66)
Note that ∂∞ϕ(x¯) = {0} if ϕ is locally Lipschitzian around x¯. Recall also that a set Ω is
normally regular at x¯ if N(x¯; Ω) = N̂(x¯; Ω). This is the case, in particular, of locally convex
and other “nice” sets; see, e.g., [47, 61] and the references therein.
Theorem 3.38 (lower subdifferential conditions for SIP with countable geometric
constraints.) Let x¯ be a local optimal solution to problem (3.61) with a lower semicontinuous
cost function ϕ : Rn → R finite at x¯ and a countable system {Ωi}i∈N of sets locally closed around
x¯. Assume that the feasible solution set Ω :=
⋂∞
i=1 Ωi is normally regular at x¯, that the system
{Ωi}i∈N satisfies the CHIP (3.39) and the NQC (3.57) at x¯, and that
cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}⋂(− ∂∞ϕ(x¯)) = {0}, (3.67)
which holds, in particular, when ϕ is locally Lipschitzian around x¯. Then we have
0 ∈ ∂ϕ(x¯) + cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}. (3.68)
The closure operations can be omitted in (3.67) and (3.68) if the NCC (3.56) is satisfied at x¯.
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Proof. It follows from [48, Proposition 5.3] that
0 ∈ ∂ϕ(x¯) +N(x¯; Ω) provided that ∂∞ϕ(x¯) ∩ (−N(x¯; Ω)) = {0} (3.69)
for the optimal solution x¯ to the problem under consideration with the feasible solution set
Ω :=
⋂∞
i=1 Ωi. Since the set Ω is normally regular at x¯, we can replace N(x¯; Ω) by N̂(x¯; Ω)
in (3.69). Applying now Theorem 3.36 to the countable set intersection Ω in (3.69) under the
assumptions made, we arrive at all the conclusions of this theorem. 
Next we consider a SIP problem with countable operator constraints defined by:
minimize ϕ(x) subject to f(x) ∈ Θi as i ∈ N, (3.70)
where ϕ : Rn → R, Θi ⊂ Rm for i ∈ N, and f : Rn → Rm. The following statements are
consequences of Theorems 3.37 and 3.38, respectively.
Corollary 3.39 (upper and lower subdifferential conditions for SIP with operator
constraints). Let x¯ be a local optimal solution to (3.70), where the cost function ϕ is finite at
x¯, where the mapping f : Rn → Rm is strictly differentiable at x¯ with the surjective (full rank)
derivative, and where the sets Θi ⊂ Rm as i ∈ N are locally closed around f(x¯) while satisfying
the CHIP (3.39) and NQC (3.57) conditions at this point. The following assertions holds:
(i) We have the upper subdifferential optimality condition:
− ∂̂+ϕ(x¯) ⊂ cl
{∑
i∈I
∇f(x¯)∗y∗i
∣∣∣ y∗i ∈ N(f(x¯); Θi), I ∈ L}, (3.71)
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(ii) If ϕ is lower semicontinuous around x¯ and
cl
{∑
i∈I
∇f(x¯)∗y∗i
∣∣∣ y∗i ∈ N(f(x¯); Θi), I ∈ L}⋂(− ∂∞ϕ(x¯)) = {0}, (3.72)
then we have the inclusion
0 ∈ ∂ϕ(x¯) + cl
{∑
i∈I
∇f(x¯)∗y∗i
∣∣∣ y∗i ∈ N(f(x¯); Θi), I ∈ L}. (3.73)
Furthermore, the closure operations can be omitted in (3.71)–(3.73) if the set system {Θi}i∈N
satisfies the NCC (3.56) at f(x¯).
Proof. Observe that problem (3.70) can be equivalently rewritten in the geometric form
(3.61) with Ωi := f
−1(Θi), i ∈ N. Then employing the well-known results on representing the
tangent and normal cones in (2.2) and (2.6) to inverse images of sets under strict differentiable
mappings with surjective derivatives (see, e.g., [47, Theorem 1.17] and [61, Exercise 6.7]), we
have
T
(
x¯; f−1(Θ)
)
= ∇f(x¯)−1T (f(x¯); Θ) and N(x¯; f−1(Θ)) = ∇f(x¯)∗N(f(x¯); Θ). (3.74)
It follows from the surjectivity of ∇f(x¯) that the CHIP and NQC for {Θi}i∈N at f(x¯) are
equivalent, respectively, to the CHIP and NQC of {Ωi}i∈N at x¯; see [47, Lemma 1.18]. This
implies the equivalence between the qualification and optimality conditions (3.71)–(3.73) for
problem (3.70) under the assumptions made and the corresponding conditions (3.63), (3.67),
and (3.68) for problem (3.61) established in Theorems 3.37 and 3.38. To complete the proof of
the corollary, it suffices to observe similarly to (3.74) that the assumed NCC for {Θi}i∈N at f(x¯)
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is equivalent under the surjectivity of ∇f(x¯) to the NCC (3.56) for the inverse images {Ωi}i∈N
at x¯. Thus the possibility to omit the closure operations in the framework of the corollary
follows directly from the corresponding statements of Theorems 3.37 and 3.38. 
The rest of this section concerns SIP problems with countable inequality constraints:
minimize ϕ(x) subject to ϕi(x) ≤ 0 as i ∈ N, (3.75)
where the cost function ϕ is as in problems (3.61) and (3.70) while the constraint functions
ϕi : Rn → R, i ∈ N, are lower semicontinuous around the reference optimal solution. Note that
problems with infinite inequality constraints are considered in the vast majority of publications
on semi-infinite programming, where the main attention is paid to the case of convex or linear
infinite inequalities; see below some comparison with known results for SIP of the latter types.
Although our methods are applied to problems (3.75) of the general inequality type, for
simplicity and brevity we focus here on the case when the constraint functions ϕi, i ∈ N, are
locally Lipschitzian around the optimal solution. In the general case we need to involve the
singular subdifferential (3.66) of these functions; see the proofs below. Let us first introduce
subdifferential counterparts of the normal qualification and closedness conditions from Defini-
tion 3.34.
Definition 3.40 (subdifferential closedness and qualification conditions for countable
inequality constraints). Consider a countable constraint system {Ωi}i∈N ⊂ Rn with
Ωi :=
{
x ∈ Rn∣∣ ϕi(x) ≤ 0}, i ∈ N, (3.76)
where the functions ϕi are locally Lipschitzian around x¯ ∈
⋂∞
i=1 Ωi. We say that:
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(a) The system {Ωi}i∈N in (3.76) satisfies the subdifferential closedness condition
(SCC) at x¯ if the set
{∑
i∈I
λi∂ϕi(x¯)
∣∣∣ λi ≥ 0, λiϕi(x¯) = 0, I ∈ L} is closed in Rn. (3.77)
(b) The system {Ωi}i∈N in (3.76) satisfies the subdifferential qualification condi-
tion (SQC) at x¯ if the following implication holds:
[ ∞∑
i=1
λix
∗
i = 0, x
∗
i ∈ ∂ϕi(x¯), λi ≥ 0, λiϕi(x¯) = 0
]
=⇒ [λi = 0 for all i ∈ N]. (3.78)
The next theorem provides necessary optimality conditions of both upper and lower subdif-
ferential types for SIP problems (3.75) without any smoothness and/or convexity assumptions.
Theorem 3.41 (upper and lower subdifferential conditions for general SIP with in-
equality constraints). Let x¯ be a local optimal solution to problem (3.75), where the constraint
functions ϕi : Rn → R are locally Lipschitzian around x¯ for all i ∈ N. Assume that the level set
system {Ωi}i∈N in (3.76) has the CHIP at x¯ and that the SQC (3.78) is satisfied at this point.
Then the following assertions hold:
(i) We have the upper subdifferential optimality condition:
− ∂̂+ϕ(x¯) ⊂ cl
{∑
i∈I
λi∂ϕi(x¯)
∣∣∣ λi ≥ 0, λiϕi(x¯) = 0, I ∈ L}, (3.79)
where the closure operation can be omitted if the SCC (3.77) is satisfied at x¯.
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(ii) Assume in addition that ϕ is lower semicontinuous around x¯ and that
cl
{∑
i∈I
λi∂ϕi(x¯)
∣∣∣ λi ≥ 0, λiϕi(x¯) = 0, I ∈ L}⋂(− ∂∞ϕ(x¯)) = {0}, (3.80)
which is automatic if ϕ is locally Lipschitzian around x¯. Then
0 ∈ ∂ϕ(x¯) + cl
{∑
i∈I
λi∂ϕi(x¯)
∣∣∣ λi ≥ 0, λiϕi(x¯) = 0, I ∈ L} (3.81)
with removing the closure operation in (3.80) and (3.81) when the SCC (3.77) holds at x¯.
Proof. It is well known from the basic subdifferential calculus (see, e.g., [47, Theorem 3.86])
that
N(x¯; Ω) ⊂ R+∂ϑ(x¯) :=
{
λx∗ ∈ Rn∣∣ x∗ ∈ ∂ϑ(x¯), λ ≥ 0} for Ω := {x ∈ Rn∣∣ ϑ(x) ≤ 0} (3.82)
provided that ϑ : Rn → R is locally Lipschitzian around x¯ and that 0 /∈ ∂ϑ(x¯), which is ensured
by the assumed SQC. Now we apply inclusion (3.82) to each set Ωi in (3.76) and substitute
this into the NQC (3.57) as well as into the qualification condition (3.67) and the optimality
conditions (3.63) and (3.68) for problem (3.61) with the constraint sets (3.76). It follows in
this way that the SQC (3.78) and all the relationships (3.79)–(3.81) imply the aforementioned
conditions of Theorems 3.37 and (3.38) in the setting (3.75) under consideration. It shows
furthermore that the SCC (3.77) yields the NCC (3.56) for the sets Ωi in (3.76), which thus
completes the proof of the theorem. 
Now we consider in more detail the case of convex constraint functions ϕi in (3.75). Note
that the validity of the SQC (3.78) is ensured in the case by the interior-type condition (3.58) of
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Proposition 3.35. The next theorem justifies necessary optimality conditions for problems with
countable convex inequalities, which does not require either interiority-type or SQC constraint
qualifications while containing a qualification condition that implies both the CHIP and SCC
in (3.77). Let us first recall (see [17, 18] and the references therein) that the SIP problem
(3.75) with the constraints given by convex functions ϕi, i ∈ N, satisfies the Farkas-Minkowski
constraint qualification (FMCQ) if the set
co
[
cone
∞⋃
i=1
epiϕ∗i
]
is closed in Rn × R, (3.83)
where ϑ∗(x∗) := sup{〈x∗, x〉 − ϑ(x)| x ∈ Rn} stands for the Fenchel conjugate function to
ϑ : Rn → R. In fact, this condition can be considered as a consequence of the Farkas-Minkowski
property for linear inequality systems [24] via a linearization of convex inequalities by using the
Fenchel conjugates. Following [24, Section 7.5] and [23, Definition 5.12], we say that system
(3.76) defined by convex inequalities satisfies the local Farkas-Minkowski (LFM) property at
x¯ ∈ Ω := ∩∞i=1Ωi if
N(x¯; Ω) = co
[
cone
⋃
i∈J(x¯)
∂ϕi(x¯)
]
=: B(x¯), (3.84)
where J(x¯) := {i ∈ N| ϕi(x¯) = 0} is the the collection of active indices at x¯. Note that the
LFM property (3.84) is called the “basic constraint qualification” in [39, 42].
It has been observed for the convex systems under consideration that FMCQ=⇒LFM. We
refer the reader to [22] for a comprehensive study of relationships between various qualification
conditions for systems of convex inequalities.
Having this in hand, we get the following results for infinite convex inequality systems,
where we assumed for simplicity that the cost function in (3.75) is locally Lipschitzian. The
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final formulation and the proof of the theorem below is suggested to us by Marco Lo´pez.
Theorem 3.42 (upper and lower subdifferential conditions for SIP with convex in-
equality constraints). Let all the general assumptions but SQC (3.78) of Theorem 3.41 be
fulfilled at the local optimal solution x¯ to (3.75). Suppose in addition that the cost function ϕ
is locally Lipschitzian around x¯, that the constraint functions ϕi, i ∈ N, are convex, and that
the LFM property (3.84) holds at x¯. Then the SCC (3.77) and CHIP (3.39) also hold, and
both necessary optimality conditions (3.79) and (3.81) are satisfied with the closure operations
omitted therein.
Proof. Observe that the SCC in (3.77) is nothing else but the closedness of the set B(x¯),
and hence we have the implication LFM=⇒SCC by the closedness of the normal cone N(x¯; Ω).
Furthermore, we always have the inclusions
B(x¯) ⊂ co
⋃
i∈J(x¯)
N(x¯; Ωi) ⊂ N(x¯; Ω). (3.85)
Hence the LFM property combined with (3.85) implies the strong CHIP. By Theorem 3.25 we
have the CHIP as well since N(x¯; Ωi) = {0} whenever i /∈ J(x¯). Taking all this into account,
we get under the assumptions made the inclusions
−∂̂+ϕ(x¯) ⊂ N(x¯; Ω) and 0 ∈ ∂ϕ(x¯) +N(x¯; Ω),
which imply in turn the validity of
−∂̂+ϕ(x¯) ⊂ B(x¯) and 0 ∈ ∂ϕ(x¯) +B(x¯),
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and thus complete the proof of the theorem. 
Next we present specifications of both upper and lower subdifferential optimality condi-
tions derived above for SIP (3.75) with linear inequality constraints. In the finite-dimensional
countable case under consideration the results obtained in this way reduce to those from [10,
Theorems 3.1 and 4.1] while it is not assumed here the strong Slater condition and the coefficient
boundedness imposed in [10]. For simplicity we consider the case of homogeneous constraints
and suppose that x¯ = 0 is a local optimal solution.
Proposition 3.43 (upper and lower subdifferential conditions for SIP with linear
inequality constraints). Let x¯ = 0 be a local optimal optimal solution to the SIP problem
minimize ϕ(x) subject to 〈ai, x〉 ≤ 0 for all i ∈ N, (3.86)
where ϕ : Rn → R is finite at the origin. Then we have the inclusions
− ∂̂+ϕ(0) ⊂ cl co
[ ∞⋃
i=1
{
λai
∣∣ λ ≥ 0}]. (3.87)
0 ∈ ∂ϕ(0) + cl co
[ ∞⋃
i=1
{
λai
∣∣ λ ≥ 0}], (3.88)
where (3.88) holds provided that ϕ is lower semicontinuous around the origin and
(
cl co
[ ∞⋃
i=1
{
λai
∣∣ λ ≥ 0}]) ∩ (− ∂∞ϕ(0)) = {0}. (3.89)
Furthermore, the LFM property implies that the closure operations can be omitted in (3.87)–
(3.89).
Proof. It follows the lines in the proof of Theorem 3.42 with the usage of the normal cone
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representation (3.48) from Corollary 3.26. 
Finally in this section, we present several examples illustrating the qualification conditions
imposed in Theorem 3.42 and their comparison with known results in the literature.
Example 3.44 (comparison of qualification conditions). All the examples below con-
cern lower subdifferential conditions for SIP problems (3.75) with convex cost and constraint
functions.
(i) The CHIP (3.39) and the SCC (3.77) are independent. Consider a linear constraint
system in (3.43) at x¯ = (0, 0) ∈ R2 for ϕi(x) = 〈ai, x〉 with ai = (1, i) as i ∈ N, which has the
CHIP. At the same time the set
co
∞⋃
i=0
R+∂ϕi(x¯) = co
{
λ(1, i) ∈ R2∣∣ λ ≥ 0, i ∈ N} = R2+ \ {(0, λ)∣∣ λ > 0}
is not closed, and hence the SCC (3.77) does not hold. On the other hand, for the quadratic
functions ϕi(x) = ix
2
1 − x2 as i ∈ N as x = (x1, x2) ∈ R2, we get ∂ϕi(0) = ∇ϕi(0) = (0,−1),
and hence the SCC (3.77) holds at the origin while the CHIP is violated at this point similarly
to Example 3.27(ii).
(ii) (CHIP and SCC versus FMCQ and CQC). Besides the FMCQ (3.83), another
qualification condition is employed in [17, 18] to obtain necessary optimality conditions of
Karush-Kuhn-Tucker (KKT) type (no closure operation in (3.81)) for fully convex SIP prob-
lems (3.75) involving all the convex functions ϕ and ϕi. This condition, named the closedness
qualification condition (CQC) is formulated as follows via the convex conjugate functions: the
set
epiϕ∗ + co
[
cone
∞⋃
i=1
epiϕ∗i
]
is closed in Rn × R. (3.90)
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The next example presents a fully convex SIP problem satisfying both CHIP and SCC but
neither the CQC nor the FMCQ. This shows that Theorem 3.42 holds in this case to produce
the KKT optimality condition while the corresponding result of [17] is not applicable.
Consider the SIP (3.42) with x = (x1, x2) ∈ R2, x¯ = (0, 0), ϕ(x) = −x2, and
ϕi(x1, x2) =

ix21 − x2 if x1 < 0,
−x2 if x1 ≥ 0,
i ∈ N.
We have ∂ϕi(x¯) = ∇ϕi(x¯) = (0,−1) for all i ∈ N, and hence the SCC (3.77) holds. It is easy to
check that the CHIP holds at x¯, since
T
(
x¯;
∞⋂
i=1
Ωi
)
= T (x¯; Ωi) = R× R+ for Ωi :=
{
x ∈ R2∣∣ ϕi(x) ≤ 0}, i ∈ N.
On the other hand, for x∗ = (λ1, λ2) ∈ Rn we compute the conjugate functions by
ϕ∗(x∗) =

0 if (λ1, λ2) = (0,−1),
∞ otherwise
and ϕ∗i (x
∗) =

λ21
4i
if λ1 ≤ 0, λ2 = −1,
∞ otherwise.
This shows that the convex sets
co
[
cone
∞⋃
i=0
epiϕ∗i
]
and epiϕ∗ + co
[
cone
∞⋃
i=0
epiϕ∗i
]
are not closed in R2 × R, and hence the FMCQ (3.83) and the CQC (3.90) are not satisfied.
(iii) (SQC does not imply CHIP for countable systems). As noted by one of the
referees, the SQC (3.78) implies the CHIP for finitely many sets described by smooth inequal-
ities. However, it is not the case for countably many inequalities described by smooth convex
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functions. Indeed, consider the functions ϕi : R2 → R of this type given by
ϕi(x1, x2) := ix
2
1 − x2, i ∈ N,
for which the SQC holds at (0, 0). On the other hand, the sets Ωi := {(x1, x2) ∈ R2| ϕi(x1, x2) ≤
0} reduce to those in Example 3.27(ii) for which the CHIP is violated at the origin.
3.8 Applications to Multiobjective Optimization
The last section of this chapter concerns problems of multiobjective optimization with set-valued
objectives and countable constraints. Although optimization problems with single-valued/vector
and (to a lesser extent) set-valued objectives have been widely considered in optimization and
equilibrium theories as well as in their numerous applications (see, e.g., the books [25, 28, 48] and
the references therein), we are not familiar with the study of such problems involving countable
constraints. Our interest is devoted to deriving necessary optimality conditions for problems of
this type based on the dual-space approach to the general multiobjective optimization theory
developed in [4, 5, 48] and the new tangential extremal principle established in Section 3.1.
The main problem of our consideration is as follows:
minimize F (x) subject to x ∈ Ω :=
∞⋂
i=1
Ωi ⊂ Rn, (3.91)
where Ωi, i ∈ N, are closed subsets of Rn, where F : Rn ⇒ Rm is a set-valued mapping of closed
graph, and where “minimization” is understood with respect to some partial ordering “≤” on
Rm. We pay the main attention to the multiobjective problems with the Pareto-type ordering:
y1 ≤ y2 if and only if y2 − y1 ∈ Θ,
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where ∅ 6= Θ ⊂ Rm is a closed, convex, and pointed ordering cone. In the aforementioned
references the reader can find more discussions on this and other ordering relations.
Recall that a point (x¯, y¯) ∈ gphF with x¯ ∈ Ω is a local minimizer of problem (3.91) if there
exists a neighborhood U of x¯ such that there is no y ∈ F (Ω ∩ U) preferred to y¯, i.e.,
F (Ω ∩ U) ∩ (y¯ −Θ) = {y¯}. (3.92)
Note that notion (3.92) does not take into account the image localization of minimizers around
y¯ ∈ F (x¯), which is essential for certain applications of set-valued minimization, e.g., to economic
modeling; see [5]. A more appropriate notion for such problems is defined in [5] under the name
of fully localized minimizers as follows: there are neighborhoods U of x¯ and V of y¯ such that
F (Ω ∩ U) ∩ (y¯ −Θ) ∩ V = {y¯}. (3.93)
The next result establishes necessary optimality conditions of the coderivative type for fully
localized minimizers of problem (3.91) with countable constraints based on the approach of [48]
to problems of multiobjective optimizations, whose implementations in [4, 5] focus specifically
on problems with set-valued criteria, and the tangential extremal principle for countable sets
in Section 3.1. We address here fully localized minimizers for multiobjective problems (3.91)
with normally regular feasible sets, i.e., when N(x¯; Ω) = N̂(x¯; Ω), which particularly includes
the case of convex set Ωi, i ∈ N.
Theorem 3.45 (optimality conditions for fully localized minimizers of multiobjective
problems with countable constraints and normally regular feasible sets). Let the pair
(x¯, y¯) ∈ gphF be a fully localized minimizer for (3.91) with the CHIP system of countable
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constraints {Ωi}i∈N. Assume that the feasible set Ω =
⋂∞
i=1 Ωi is normally regular at x¯ ∈ Ω and
that the NQC (3.57) and the coderivative qualification condition
D∗F (x¯, y¯)(0)
⋂[
− cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}] = {0} (3.94)
are satisfied. Then there is 0 6= y∗ ∈ −N(0; Θ) such that
0 ∈ D∗F (x¯, z¯)(y∗) + cl
{∑
i∈I
x∗i
∣∣∣ x∗i ∈ N(x¯; Ωi), I ∈ L}. (3.95)
Proof. Applying [5, Theorem 3.4] for fully localized minimizers of set-valued optimization
problems with abstract geometric constraints x ∈ Ω (cf. also [4, Theorem 5.3] for the case of
local minimizers (3.92) and [48, Theorem 5.59] for vector single-objective counterparts), we find
0 6= −y∗ ∈ N(0; Θ) and x∗ ∈ D∗F (x¯, y¯)(y∗) ∩ (−N(x¯; Ω)) (3.96)
provided the fulfillment of the qualification condition
D∗F (x¯, y¯)(0) ∩ (−N(x¯; Ω)) = {0}. (3.97)
To complete the proof of the theorem, it suffices to employ in (3.96) and (3.97) the sum rule
for countable set intersections from Theorem 3.36 by taking into account the assumed normal
regularity of the intersection set Ω at x¯. 
Note that the qualification condition (3.94) holds automatically if the objective mapping F
is Lipschitz-like (or has the Aubin property) around (x¯, y¯) ∈ gphF , i.e., there are neighborhoods
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U of x¯ and V of y¯ such that
F (x) ∩ V ⊂ F (u) + `‖x− u‖IB for all x, u ∈ U
with some number ` ≥ 0. Indeed, it follows from the Mordukhovich criterion in [61, Theo-
rem 9.40] (see also [47, Theorem 4.10] and the references therein) that D∗F (x¯, y¯)(0) = {0} in
this case.
Next we introduce two kinds of “graphical” minimizers for multiobjective problems for which,
in particular, we can avoid the normal regularity assumption in optimality conditions of type
(3.95) in Theorem 3.45. The definition below concerns multiobjective optimization problems
with general geometric constraints that may not be represented as countable set intersections.
Definition 3.46 (graphical and tangential graphical minimizers). Let (x¯, y¯) ∈ gphF
with x¯ ∈ Ω. We say that:
(i) (x¯, y¯) is a local graphical minimizer to problem (3.91) if there are neighborhoods U
of x¯ and V of y¯ such that
gphF ∩
[
Ω× (y¯ −Θ)
]
∩ (U × V ) = {(x¯, y¯)}. (3.98)
(ii) (x¯, y¯) is a local tangential graphical minimizer to problem (3.91) if
T
(
(x¯, y¯); gphF
) ∩ [T (x¯; Ω)× (−Θ)] = {0}. (3.99)
Similarly to the discussions and examples on relationships between local extremal and tan-
gentially extremal points of set systems given in Section 3.1, we observe that the optimality
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notions in Definition 3.46 are independent of each other. Let us now compare the the graphical
optimality of Definition 3.46(i) with fully localized minimizers of (3.93).
Proposition 3.47 (relationships between fully localized and graphical minimizers).
Let (x¯, y¯) ∈ gphF be a feasible solution to problem (3.91) with general geometric constraints.
Then the following assertions are satisfied:
(i) (x¯, y¯) is a local graphical minimizer if it is a fully localized minimizer for this problem.
(ii) The opposite implication holds if there is a neighborhood U of x¯ such that y¯ /∈ F (x) for
every x ∈ Ω ∩ U , x 6= x¯.
Proof. To justify (i), assume that (x¯, y¯) is a local graphical minimizer, take its neighborhood
U × V from Definition 3.46(i), and pick any
y ∈ F (Ω ∩ U) ∩ (y¯ −Θ) ∩ V.
Then there is x ∈ Ω ∩ U such that y ∈ F (x), and so
(x, y) ∈ gphF ∩ [Ω× (y¯ −Θ)] ∩ (U × V ) = {(x¯, y¯)}.
Thus F (Ω ∩ U) ∩ (y¯ −Θ) ∩ V = {y¯}, i.e., (x¯, y¯) is a fully localized minimizer for (3.91).
Next we prove (ii). Suppose that (x¯, y¯) is a fully localized minimizer with a neighborhood
U × V , shrink U so that the assumption in (ii) holds, and take
(x, y) ∈ gphF ∩ [Ω× (y¯ −Θ)] ∩ (U × V ).
Since y ∈ F (x), it follows that y ∈ F (Ω∩U)∩(y¯−Θ)∩V = {y¯}. If x 6= x¯, the latter contradicts
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the assumption in (ii). Thus x = x¯, which completes the proof of the proposition. 
The next theorem uses the full strength of the tangential extremal principle in Section 3.1
justifying the necessary optimality conditions of Theorem 3.45 for tangential graphical mini-
mizers of the multiobjective problem (3.91) with countable constraints without imposing the
normal regularity requirement of the feasible set.
Theorem 3.48 (optimality conditions for tangential graphical minimizers). Let (x¯, y¯)
be a local tangential graphical minimizer for problem (3.91) under the fulfillment all the assump-
tions of Theorem 3.45 but the normal regularity of Ω at x¯. Suppose in addition that intΘ 6= ∅.
Then there is 0 6= y∗ ∈ −N(0; Θ) such that the necessary optimality condition (3.95) is satisfied.
Proof. We have by Definition 3.46(ii) that T ((x¯, y¯); gphF ) ∩ [Λ × (−Θ)] = {0} with
Λ := T (x¯; Ω). Since the system {Ωi}i∈N has the CHIP at x¯, it follows that
Λ =
∞⋂
i=1
Λi with Λi := T (x¯; Ωi).
Further, define the closed cones Γ0 := T ((x¯, y¯); gphF ) and Γi := Λi × (−Θ) as i ∈ N with
∞⋂
i=0
Γi = {0} and show that for any ξ ∈ Θ \ {0} we get
∞⋂
i=1
Γi
⋂[
Γ0 + (0, ξ)
]
= ∅. (3.100)
Indeed, supposing the contrary gives us a vector (x, y) ∈ Rn × Rm with (x, y − ξ) ∈ Γ0 and
(x, y) ∈ Λi× (−Θ) for all i ∈ N. Since Θ is a convex cone, we also have the inclusion (x, y−ξ) ∈
Λi × (−Θ) = Γi as i ∈ N, and hence (x, y − ξ) ∈
∞⋂
i=0
Γi = {0}.
It follows therefore that y = ξ ∈ −Θ, which implies by the pointedness of the cone Θ that
ξ ∈ (−Θ) ∩Θ = {0}, a contradiction justifying (3.100).
88
The latter means that {Γi}, i = 0, 1, . . ., is a countable system of cones extremal at the
origin with the nonoverlapping condition
⋂∞
i=0 Γi = {0}. Now applying the tangential extremal
principle of Theorem 3.17 to this system of cones, we get elements (x∗i , y
∗
i ) as i = 0, 1, . . .
satisfying the relationships
(x∗0, y
∗
0) ∈ N(0; Γ0) ⊂ N
(
(x¯, y¯); gphF
)
, (3.101)
(x∗i , y
∗
i ) ∈ N(0; Γi) ⊂ N(x¯; Ωi)×
[−N(0; Θ)], i ∈ N, (3.102)
∞∑
i=0
1
2i
(
x∗i , y
∗
i
)
= 0, and
∞∑
i=0
1
2i
(
‖x∗i ‖2 + ‖y∗i ‖2
)
= 1. (3.103)
It follows from (3.101)–(3.103) that
x∗0 ∈ D∗F (x¯, y¯)(−y∗0) and − y∗0 =
∞∑
i=1
1
2i
y∗i ∈ −N(0; Θ), (3.104)
where the latter inclusion holds by the convexity and closedness of the cone N(0; Θ).
There are the two possible cases in (3.104): y∗0 6= 0 and y∗0 = 0. In the first case we get
0 ∈ D∗F (x¯, y¯)(−y∗0) +
∞∑
i=1
1
2i
x∗i ,
which readily implies the optimality condition (3.95) with 0 6= y∗ := −y∗0 ∈ −N(0; Θ); cf. the
proof of the second part of Theorem 3.23.
To complete the proof of this theorem, it remains to show that the case of y∗0 = 0 in (3.104)
cannot be realized under the imposed qualification conditions (3.57) and (3.94). Indeed, for
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y∗0 = 0 we have from (3.102) and (3.104) that
− 1
2
y∗1 =
∞∑
i=2
1
2i
y∗i ∈
[−N(0; Θ)] ∩N(0; Θ). (3.105)
Since the cone Θ is convex, it follows from (3.105) that
〈y∗1, y〉 ≤ 0 and 〈y∗1, y〉 ≥ 0 for any y ∈ Θ,
i.e., 〈y∗1, y〉 = 0 on Θ. The latter implies that y∗1 = 0 by intΘ 6= ∅.
Proceeding in this way by induction gives us that y∗i = 0 for all i ∈ N. Now it follows from
(3.102) and the first inclusion in (3.104) that x∗0 = 0 by the assumed coderivative qualification
condition (3.94). Hence we get from (3.103) the relationships
∞∑
i=0
1
2i
x∗i = 0 and
∞∑
i=0
1
2i
‖x∗i ‖2 = 1,
which contradict the assumed NQC (3.57) and thus complete the proof of the theorem. 
Note in conclusion that, similarly to Section 3.7, we can develop necessary optimality condi-
tions for multiobjective problems with countable constraints of operation and inequality types.
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Chapter 4
Rated Extremal Principles
4.1 Rated Extremality of Finite Systems of Sets
In this first section of this chapter, we introduce a new notion of rated extremality for finite
systems of sets, which essentially broader the previous notion (1.2) of local extremality. We
show nevertheless that both exact and approximate versions of the extremal principle hold for
this rated extremality under the same assumptions as in [47] for locally extremal points. Let
us start with the definition of rated extremal points. For simplicity we drop the word “local”
for rated extremal points in what follows.
Definition 4.1 (Rated extremal points of finite set systems). Let Ω1, . . . ,Ωm as m ≥ 2
be nonempty subsets of X, and let x¯ be a common point of these sets. We say that x¯ is a (local)
rated extremal point of rank α, 0 ≤ α < 1, of the set system {Ω1, . . . ,Ωm} if there are
γ > 0 and sequences {aik} ⊂ X, i = 1, . . . ,m, such that rk := maxi ‖aik‖ → 0 as k →∞ and
m⋂
i=1
(
Ωi − aik
) ∩B(x¯, γrαk ) = ∅ for all large k ∈ N. (4.1)
In this case we say that {Ω1, . . . ,Ωm} is a rated extremal system at x¯.
The case of local extremality (1.2) obviously corresponds to (4.1) with rate α = 0. The next
example shows that there are rated extremal points for systems of two simple sets in R2, which
are not locally extremal in the conventional sense of (1.2).
Example 4.2 (Rated extremality versus local extremality). Consider the sets Ω1 :={
(x1, x2) ∈ R2
∣∣ x2 − x21 ≤ 0} and Ω2 := {(x1, x2) ∈ R2∣∣ − x2 − x21 ≤ 0}. Then it is easy to
check that (x¯1, x¯2) = (0, 0) ∈ Ω1 ∩ Ω2 is a rated extremal point of rank α = 12 for the system
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{Ω1,Ω2} but not a local extremal point of this system.
Prior to proceeding with the results in this section, we briefly discuss relationships between
the rated extremality and the tangential extremality of set systems introduced in Chapter 3.
The next proposition result and the subsequent example reveal relationships between the rated
extremality and tangential extremality of set systems.
Proposition 4.3 (relationships between rated and tangential extremality of finite
systems of sets). Let {Ω1, . . . ,Ωm} as m ≥ 2 be a Λ-tangential extremal system of sets at x¯.
Assume that there are real numbers C > 0, p ∈ (0, 1) and a neighborhood U of x¯ such that
dist (x− x¯; Λi) ≤ C‖x− x¯‖1+p for all x ∈ Ωi ∩ U and i = 1, . . . ,m. (4.2)
Then {Ω1, . . . ,Ωm} is a rated extremal system at x¯.
Proof. Since the general case of m ≥ 2 can be derived by induction, it suffices to justify
the result in the case of m = 2. Let {Λ1,Λ2} be an extremal system of approximation cones
and find by definition elements a1, a2 ∈ X such that
(Λ1 − a1) ∩ (Λ2 − a2) = ∅.
Without loss of generality, assume that a1 = −a2 =: a. Take α ∈ (0, 1) with β := α(1 + p) > 1
and show that for all small t > 0 we have
(Ω1 − ta) ∩ (Ω2 + ta) ∩B(x¯, ‖ta‖α) = ∅. (4.3)
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Suppose by contradiction that there exists
x ∈ (Ω1 − ta) ∩ (Ω2 + ta) ∩B(x¯, ‖ta‖α). (4.4)
That implies by using condition (4.2) that
dist (x− x¯; Λ1 − ta) = dist (x+ ta− x¯; Λ1) ≤ C‖x+ ta− x¯‖1+p,
dist (x− x¯; Λ2 + ta) = dist (x− ta− x¯; Λ2) ≤ C‖x− ta− x¯‖1+p.
Thus we have for some constant C˜ that
‖x+ ta− x¯‖1+p ≤ C˜ max{‖x− x¯‖, ‖ta‖}1+p ≤ C˜ max{‖ta‖β, ‖ta‖1+p} = o(‖ta‖) as t ↓ 0
and similarly ‖x − ta − x¯‖1+p = o(‖ta‖). Put then d := dist (Λ1 − a,Λ2 + a) > 0 and observe
due the conic structures of Λ1 and Λ2 that
td = dist (Λ1 − ta; Λ2 + ta) > 0
for all t > 0 sufficiently small. Combining all the above gives us
td = dist (Λ1 − ta; Λ2 + ta) ≤ dist (x− x¯; Λ1 − ta) + dist (x− x¯; Λ2 + ta) = o(‖ta‖),
which is a contradiction. Thus {Ω1,Ω2, x¯} is a rated extremal system at x¯ with rank α chosen
above. This completes the proof of the proposition. 
One of the most important special cases of tangential extremality is the so-called contingent
extremality when the approximating cones to Ωi are given by the Bouligand-Severi contingent
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cones to this sets. The following example (of two parts) shows that the notions of rated ex-
tremality and contingent extremality are independent from each other in a simple setting of two
sets in R2.
Example 4.4 (independence of rated and contingent extremality). Let X = R2, and
let x¯ = (0, 0).
(i) Consider two closed sets in R2 given by
Ω1 := epi f and Ω2 := R× R− \ int Ω1,
where f(x) := x sin 1x for x ∈ R with f(0) := 0. It is easy to see that the contingent cones to
Ω1 and Ω2 at x¯ are computed by
Λ1 = epi (−| · |) and Λ2 = R× R−.
We can check that the set system {Ω1,Ω2} is locally extremal at x¯, and hence x¯ is a rated
extremal point of this system of sets with rank α = 0. On the other hand, the contingent
extremality is obviously violated for {Ω1,Ω2} at x¯ as follows from the above computations of
Λ1 and Λ2.
(ii) Now we define two closed sets in R2 by
Ω1 := R× R− and Ω2 := epi f with f(x) := −x
1+
1
ln2 |x| for x 6= 0 and f(0) := 0.
The contingent cones to Ω1 and Ω2 at x¯ are easily computed by Λ1 = R×R− and Λ2 = R×R+.
We can check that x¯ is not a rated extremal point of {Ω1,Ω2} whenever α ∈ [0, 1), while the
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contingent extremality obviously holds for this system at x¯.
The next theorem justifies the fulfillment of the exact extremal principle for any rated
extremal point of a finite system of closed sets in Rn. It extends the extremal principle of [47,
Theorem 2.8] obtained for local extremal points, i.e., when α = 0 in Definition 4.1.
Theorem 4.5 (Exact extremal principle for rated extremal systems of sets in fi-
nite dimensions). Let x¯ be a rated extremal point of rank α ∈ [0, 1) for the system of
sets {Ω1, . . . ,Ωm} as m ≥ 2 in Rn. Assume that all the sets Ωi are locally closed around
x¯. Then the exact extremal principle holds for {Ω1, . . . ,Ωm} at x¯, i.e, there are x∗i ∈ N(x¯; Ωi)
for i = 1, . . . ,m satisfying the relationships in (1.1).
Proof. Given a rated extremal point x¯ of the system {Ω1, . . . ,Ωm}, take numbers α ∈ [0, 1)
and γ > 0 as well as sequences {aik} and {rk} from Definition 4.1. Consider the following
unconstrained minimization problem for any fixed k ∈ N:
minimize dk(x) :=
[
m∑
i=1
dist 2
(
x+ aik; Ωi
)] 12
+
√
m
γ
1
α
‖x− x¯‖ 1α , x ∈ Rn. (4.5)
Since the function dk is continuous and its level sets are bounded, there exists an optimal
solution xk to (4.5) by the classical Weierstrass theorem. We obviously have the relationships
dk(xk) ≤ dk(x¯) =
[
m∑
i=1
dist 2
(
x¯+ aik; Ωi
)] 12 ≤ [ m∑
i=1
‖aik‖2
] 1
2
≤ rk
√
m,
which readily imply the estimate
√
m
γ
1
α
‖xk − x¯‖
1
α ≤ rk
√
m, i.e., ‖xk − x¯‖ ≤ γrαk .
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Taking the latter into account, we get
νk :=
[
m∑
i=1
dist 2
(
xk + aik; Ωi
)] 12
> 0,
since the opposite statement νk = 0 contradicts the rated extremality of x¯. Furthermore, the
optimality of xk in (4.5) and choice of {aik} give us the relationships
dk(xk) = νk +
√
m
γ
1
α
‖xk − x¯‖
1
α ≤
[
m∑
i=1
‖aik‖2
] 1
2
↓ 0 as k →∞,
which ensure in turn that xk → x¯ and νk ↓ 0 as k →∞.
We now arbitrarily pick wik ∈ Π(xk + aik; Ωi) for i = 1, . . . ,m in the closed set Ωi and for
each k ∈ N consider the problem:
minimize ρk(x) :=
[
m∑
i=1
‖x+ aik − wik‖2
] 1
2
+
√
m
γ
1
α
‖x− x¯‖ 1α , x ∈ Rn, (4.6)
which obviously has the same optimal solution xk as for (4.5). Since νk > 0 and the norm ‖ · ‖
is Euclidian, the function ρk(·) in (4.6) is continuously differentiable around xk. Thus applying
the classical Fermat rule to the smooth unconstrained minimization problem (4.6), we get
∇ρk(xk) =
m∑
i=1
x∗ik + C‖xk − x¯‖
1−2α
α (xk − x¯) = 0 for some constant C,
where x∗ik := (xk + aik − wik)/νk for i = 1, . . . ,m with ‖x∗1k‖2 + . . .+ ‖x∗mk‖2 = 1.
Observe that ‖xk − x¯‖
1−2α
α (xk − x¯) = ‖xk − x¯‖
1−α
α
xk − x¯
‖xk − x¯‖ → 0 as xk → x¯. Due to the
compactness of the unit sphere in Rn, we find x∗i ∈ Rn as i = 1, . . . ,m such that x∗ik → x∗i
as k → ∞ without relabeling. It follows from the equivalent description (2.6) of the limiting
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normal cone that x∗i ∈ N(x¯; Ωi) for all i = 1, . . . ,m. Moreover, we get from the constructions
above that
‖x∗1‖2 + . . .+ ‖x∗m‖2 = 1 and x∗1 + . . .+ x∗m = 0.
This gives all the conclusions of the exact extremal principle and completes the proof of the
theorem. 
The next example shows that the exact extremal principle is violated if we take α = 1 in
Definition 4.1.
Example 4.6 (Violating the exact extremal principle for rated extremal points of
rank α = 1). Define two closed sets in R2 by
Ω1 := epi (−‖ · ‖) and Ω2 := R× R−.
Taking any ak ↓ 0, we see that
(
Ω1 + (0, ak)
) ∩ (Ω1 − (0, ak)) ∩B(x¯, ak/2) = ∅,
i.e., x¯ = (0, 0) is a rated extremal point of {Ω1,Ω2} of rank α = 1. However, it is easy to check
that the relationships of the exact extremal principle do not hold for this system at x¯.
Observe that Example 4.6 shows that the relationships of the approximate extremal principle
are also violated when α = 1. However, for rated extremal systems of rank α ∈ [0, 1) the
approximate extremal principle holds in general infinite-dimensional settings. Let us proceed
with justifying this statement extending the corresponding results of [47] obtained for the rank
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α = 0 in Definition 4.1.
Theorem 4.7 (Approximate extremal principle for rated extremal systems in Fre´chet
smooth spaces). Let X be a Banach space admitting an equivalent norm Fre´chet differen-
tiable off the origin, and let x¯ be a rated extremal point of rank α ∈ [0, 1) for a system of
sets Ω1, . . . ,Ωm locally closed around x¯. Then the approximate extremal principle holds for
{Ω1, . . . ,Ωm} at x¯.
Proof. Choose an equivalent norm ‖ · ‖ on X differentiable off the origin and consider first
the case of m = 2 in the theorem. Let x¯ ∈ Ω1 ∩Ω2 be a rated extremal point of rank α ∈ [0, 1)
with γ > 0 taken from Definition 4.1. Denote r := max{‖a1‖, ‖a2‖} and for any ε > 0 find
a1, a2 such that
r1−α ≤ min
{γ
2
,
ε
(2γ)(1−α)/α
}
and
(
Ω1 − a1
) ∩ (Ω2 − a2) ∩B(x¯, γrα) = ∅.
We also select a constant C > 0 with ( 2C )
α = γ2 and denote β :=
1
α > 1. Define the function
ϕ(z) := ‖(x1 − a1)− (x2 − a2)‖ for z = (x1, x2) ∈ X ×X (4.7)
with the product norm ‖z‖ := (‖x1‖2 + ‖x2‖2)1/2 on X ×X, which is Fre´chet differentiable off
the origin under this property of the norm on X. Next fix z0 = (x¯, x¯) and define the set
W (z0) :=
{
z ∈ Ω1 × Ω2
∣∣ϕ(z) + C‖z − z0‖β ≤ ϕ(z0)} , (4.8)
which is obviously nonempty and closed. For each z = (x1, x2) ∈ W (z0) we have i = 1, 2:
C‖xi − x¯‖β ≤ C‖z − z¯‖β ≤ ϕ(z0) = ‖ − a1 + a2‖ ≤ 2r.
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That implies ‖xi − x¯‖ ≤
(
2
C
) 1
β r
1
β =
(
2
C
)α
rα = γ2 r
α and thus
W (z0) ⊂ B(x¯, γrα)×B(x¯, γrα) ⊂ B
(
x¯, 12ε
α
1−α
)×B(x¯, 12ε α1−α ).
It follows from Definition 4.1 and constructions (4.7) and (4.8) that ϕ(z) > 0 for all z ∈W (x0).
Indeed, assuming on the contrary that ϕ(z) = 0 for some z = (x1, x2) ∈W (x0) gives us
‖x1 − a1 − x¯‖ ≤ ‖x1 − x¯‖+ ‖a1‖ ≤ γ2 rα + r =
(γ
2 + r
1−α) rα ≤ γrα
and thus x1 − a1 = x2 − a2 ∈
(
Ω1 − a1
) ∩ (Ω2 − a2) ∩B(x¯, γrα) 6= ∅, a contradiction.
Hence ϕ is Fre´chet differentiable at any point z ∈W (z0). Pick any z1 ∈ Ω1 × Ω2 satisfying
ϕ(z1) + C‖z1 − z0‖β ≤ inf
W (z0)
{
ϕ(z) + C‖z − z0‖β
}
+
r
2
and define further the nonempty and closed set
W (z1) :=
{
z ∈ Ω1 × Ω2
∣∣∣ ϕ(z) + C‖z − z0‖β + C ‖z − z1‖β
2
≤ ϕ(z1) + C‖z1 − z0‖β
}
.
Arguing inductively, suppose we have zk and W (zk), then pick zk+1 ∈W (zk) such that
ϕ(zk+1) + C
k∑
i=0
‖zk+1 − zi‖β
2i
≤ inf
W (zk)
{
ϕ(z) + C
k∑
i=0
‖z − zi‖β
2i
}
+
r
22k+1
and construct the subsequent nonempty and closed set
W (zk+1) :=
{
z ∈ Ω1 × Ω2
∣∣∣ ϕ(z) + C k+1∑
i=0
‖z − zi‖β
2i
≤ ϕ(zk+1) + C
k∑
i=0
‖zk+1 − zi‖β
2i
}
.
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It is easy to see that the sequence {W (zk)} ⊂ Ω1 × Ω2 is nested. Let us check that
diamW (zk+1) := sup
{‖z − w‖ ∣∣ z, w ∈W (zk+1)}→ 0 as k →∞. (4.9)
Indeed, for each z ∈W (zk+1) and k ∈ N we have
C
‖z − zk+1‖β
2k+1
≤ ϕ(zk+1) + C
k∑
i=0
‖zk+1 − zi‖β
2i
−
(
ϕ(z) + C
k∑
i=0
‖z − zi‖β
2i
)
≤ ϕ(zk+1) + C
k∑
i=0
‖zk+1 − zi‖β
2i
− inf
W (zk)
{
ϕ(z) + C
k∑
i=0
‖z − zi‖β
2i
}
≤ r
22k+1
,
which implies that diamW (zk+1) ≤ 2
( r
C2k
) 1
β
and thus justifies (4.9). Due to the completeness
of X the classical Cantor theorem ensures the existence of z¯ = (x¯1, x¯2) ∈ W (z0) such that
∞⋂
k=0
W (zk) = {z¯} with zk → z¯ as k → ∞. Now we show that z¯ is a minimum point of the
function
φ(z) := ϕ(z) + C
∞∑
i=0
‖z − zi‖β
2i
(4.10)
over the set Ω1×Ω2. To proceed, take any z¯ 6= z ∈ Ω1×Ω2 and observe that z 6∈W (zk) for all
k ∈ N sufficiently large while z¯ ∈W (zk). This yields the estimates
φ(z) ≥ ϕ(z) + C
k∑
i=0
‖z − zi‖β
2i
≥ ϕ(zk) + C
k−1∑
i=0
‖zk − zi‖β
2i
≥ ϕ(z¯) + C
k∑
i=0
‖z¯ − zi‖β
2i
and hence justifies the claimed inequality φ(z) ≥ φ(z¯) by letting k →∞.
We get therefore that the function φ(z)+δ(z; Ω1×Ω2) attains at z¯ its minimum on the whole
space X ×X. The generalized Fermat rule gives us the inclusion 0 ∈ ∂̂(φ(z) + δ(z; Ω1 × Ω2)).
Since ϕ(z¯) > 0 and the norm ‖ · ‖β is smooth, the function φ in (4.10) is Fre´chet differentiable
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at z¯. Applying the sum rule from [47, Proposition 1.107], the Fre´chet subdifferential formula
for the indicator function, and the product formula for Fre´chet normal cone (2.3) from [47,
Proposition 1.2], we get
−∇φ(z¯) = −(u∗1, u∗2) ∈ N̂(z¯; Ω1 × Ω2) = N̂(x¯1; Ω1)× N̂(x¯2; Ω2),
where the dual elements u∗i , i = 1, 2, are computed by
u∗1 = x
∗ +
∞∑
j=0
w∗1j
‖x¯1 − x1j‖β−1
2j
and u∗2 = −x∗ +
∞∑
j=0
w∗2j
‖x¯2 − x2j‖β−1
2j
with zj = (x1j , x2j), x
∗ = ∇(‖ · ‖)((x¯1 − a1)− (x¯2 − a2)), and
w∗ij =

∇(‖ · ‖)(x¯i − xij) if x¯i − xij 6= 0,
0 otherwise.
for i = 1, 2 and j = 0, 1, . . . due to the construction of the function φ in (4.10). Observing
further that ‖x∗‖ = 1 and that z¯, zi ∈W (z0) gives us
‖x¯i − xij‖ ≤ ε
1−α
α = ε
1
β−1 ,
which implies the estimates ‖x¯i − xij‖β−1 ≤ ε and
∞∑
j=0
‖w∗ij‖
‖x¯i − xij‖β−1
2j
≤ 2ε, i = 1, 2.
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Setting finally x∗1 := −x∗/2, x∗2 := x∗/2, and xi := x¯i for i = 1, 2, we arrive at the relationships
‖x∗1‖+ ‖x∗2‖ = 1, and x∗1 + x∗2 = 0,
with x∗i ∈ N̂(xi; Ωi) + εB∗, xi ∈ B(x¯, ε) for i = 1, 2, which show that the approximate extremal
principle holds for rated extremal points of two sets.
Consider now the general case of m > 2 sets. Observe that if x¯ as a rated extremal point of
the system {Ω1, . . . ,Ωm} with some rank α ∈ [0, 1), then the point z¯ := (x¯, . . . , x¯) ∈ Xn−1 is a
local rated extremal point of the same rank for the system of two sets
Θ1 := Ω1 × . . .× Ωn−1 and Θ2 :=
{
(x, . . . , x) ∈ Xn−1∣∣x ∈ Ωm}. (4.11)
To justify this, take numbers α ∈ [0, 1) and γ > 0 and the sequences (a1k, . . . , amk) from
Definition 4.1 for m sets and check that
(
Θ1 − (a1k, . . . , an−1,k)
)
∩
(
Θ2 − (ank, . . . , ank)
)
∩B((x¯, . . . , x¯); γrαk ) = ∅ (4.12)
with rk := max{‖a1k‖, . . . , ‖ank‖}. Indeed, the violation of (4.12) means that there are xm ∈ Ωm
and (x1, ..., xn−1) ∈ Ω1 × ...× Ωn−1 satisfying
x1 − a1k = . . . = xm−1 − am−1,k = xm − amk ∈ B(x¯, γrαk ),
which clearly contradicts the rated extremality of x¯ with rank α for the system {Ω1, . . . ,Ωm}.
Applying finally the relationships of the approximate extremal principle to the system of two
sets in (4.11) and taking into account the structures of these sets as well as the aforementioned
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product formula for Fre´chet normals, we complete the proof of the theorem. 
The next theorem elevates the fulfillment of the approximate extremal principle for rated
extremal points from Fre´chet smooth to Asplund spaces by using the method of separable
reduction; see [20, 47].
Theorem 4.8 (Approximate extremal principle for rated extremal systems in As-
plund spaces). Let X be an Asplund space, and let x¯ be a rated extremal point of rank α ∈ [0, 1)
for a system of sets Ω1, . . . ,Ωm locally closed around x¯. Then the approximate extremal principle
holds for {Ω1, . . . ,Ωm} at x¯.
Proof. Taking a rated extremal point x¯ for the system {Ω1, . . . ,Ωm} of rank α ∈ [0, 1), find
a number γ > 0 and sequences {aik}, i = 1, . . . ,m, from Definition 4.1. Consider a separable
subspace Y0 of the Asplund space X defined by
Y0 := span
{
x¯, aik
∣∣ i = 1, . . . ,m, k ∈ N}.
Pick now a closed and separable subspace Y ⊂ X with Y ⊃ Y0 and observe that x¯ is a rated
extremal point of rank α for the system {Ω1 ∩ Y, . . . ,Ωm ∩ Y }. Indeed, we have
(
(Ω1 ∩ Y )− a1k
)
∩ . . . ∩
(
(Ωm ∩ Y )− amk
)
∩BY (x¯; γrαk )
⊂
(
Ω1 − a1k
)
∩ . . . ∩
(
Ωm − amk
)
∩BX(x¯; γrαk ) = ∅,
where rk := max{‖a1k‖, . . . , ‖amk‖}, and where BX and BY are the closed unit balls in the
space X and Y , respectively. The rest of the proof follows the one in [47, Theorem 2.20] by
taking into account that Y admits an equivalent Fre´chet differentiable norm off the origin. 
We conclude this section with deriving the exact extremal principle for rated extremal
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systems of rank α ∈ [0, 1) in Asplund spaces extending the corresponding result of [47, Theo-
rem 2.22] obtained for α = 0.
Theorem 4.9 (Exact extremal principle for rated extremal systems in Asplund
spaces). Let X be an Asplund space, and let x¯ be a rated extremal point of rank α ∈ [0, 1) for
a system of sets Ω1, . . . ,Ωm locally closed around x¯. Assume that all but one of the sets Ωi,
i = 1, . . . ,m, are SNC at x¯. Then the exact extremal principle holds for {Ω1, . . . ,Ωm} at x¯.
Proof. Follows the lines in the proof of [47, Theorem 2.22] by passing to the limit in the
relationships of the rated approximate extremal principle obtained in Theorem 4.8. 
4.2 Rated Extremal Principles for Infinite Set Systems
This section concerns new notions of rated extremality and deriving rated extremal principles
for infinite systems of closed sets. The main results are obtained in the framework of Asplund
spaces.
Let us start with introducing a notion of rated extremality for arbitrary (may be infinite
and not even countable) systems of sets in general Banach spaces. We say that R(·) : R+ → R+
is a rate function if there is a real number M such that
rR(r) ≤M and lim
r↓0
R(r) =∞. (4.13)
In what follow we denote by |I| the cardinality (number of elements) of a finite set I.
Definition 4.10 (Rated extremality for infinite systems of sets). Let {Ωi}i∈T be a
system of closed subsets of X indexed by an arbitrary set T , and let x¯ ∈ ⋂t∈T Ωi. Given a rate
function R(·), we say that x¯ is an R-rated extremal point of the system {Ωi}i∈T if there
exist sequences {aik} ⊂ X, i ∈ T and k ∈ N, with rk := supi∈T ‖aik‖ → 0 as k → ∞ such
104
that whenever k ∈ N there is a finite index subset Ik ⊂ T of cardinality |Ik|3/2 = o(Rk) with
Rk := R(rk) satisfying
⋂
i∈Ik
(
Ωi − aik
) ∩B(x¯; rkRk) = ∅ for all large k. (4.14)
In this case we say that {Ωi}i∈T is an R-rated extremal system at x¯.
It is easy to see that a finite rated extremal system of sets from Definition 4.1 is a particular
case of Definition 4.10. Indeed, suppose that x¯ is a rated extremal point of rank α ∈ [0, 1) for a
finite set system {Ω1, . . . ,Ωm}, i.e., condition (4.1) is satisfied. Defining R(r) := γr1−α , we have
that rR(r) → 0 and R(r) →∞ as r → 0; thus R(·) is a rate function while condition (4.14) is
satisfied.
Let us discuss some specific features of the rated extremality in Definition 4.10 for the case
of infinite systems. For simplicity we denote R = R(r) in what follows if no confusion arises.
Remark 4.11 (Growth condition in rated extremality). Observe that, although {Ωi}i∈T
is an infinite system in Definition 4.10, the rated extremality therein involves only finitely many
sets for each given accuracy ε > 0. The imposed requirement |I|3/2 = o(R) guarantees that
|I|3/2 grows slower than R, which is very crucial in our proof of the extremal principle below.
In other words, the number of sets involved must not be too large; otherwise the result is trivial.
We prove in Theorem 4.15 that the rate |I|3/2 = o(R) ensures the validity of the rated extremal
principle, where the number r measures how far the sets are shifted.
Define next extremality conditions for infinite systems of sets, which will be justified as
an appropriate extremal principle in what follows. These conditions are of the approximate
extremal principle type expressed in terms of Fre´chet normals at nearby points.
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Definition 4.12 (Rated extremality conditions for infinite systems). Let {Ωi}i∈T be a
system of nonempty subsets of X indexed by an arbitrary set T , and let x¯ ∈ ⋂t∈T Ωi. We say
that the set system {Ωi}i∈T satisfies the rated extremal principle at x¯ if for any ε > 0
there exist a number r ∈ (0, ε), a finite index subset I ⊂ T with cardinality |I|r < ε, points
xi ∈ Ωi ∩B(x¯, ε), and dual elements x∗i ∈ N̂(xi; Ωi) + rIB∗ for i ∈ I such that
∑
i∈I
x∗i = 0 and
∑
i∈I
‖x∗i ‖2 = 1. (4.15)
Observe that when a system consists of finitely many sets {Ω1, . . . ,Ωm} with |I| = m, we
put the other sets equal to the whole space X and reduce Definition 4.10 in this case to the
conventional conditions of the approximate extremal principle for finite systems of sets; see
Section 2.
Now we address the nontriviality issue for the introduced version of the extremal principle
for infinite set systems. It is appropriate to say (roughly speaking) that a version of the extremal
principle is trivial if all the information is obtained from only one set of the system while the
other sets contribute nothing; i.e., if y∗i = 0 ∈ N̂(xi; Ωi) for all but one index i. It has been shown
in Chapter 3 that a “natural” extension of the approximate extremal principle for countable
systems is trivial.
The next proposition justifies the nontriviality of the rated extremal principle for infinite
set systems proposed in Definition 4.12.
Proposition 4.13 (Nontriviality of rated extremality conditions for infinite systems).
Let {Ωi}i∈T be a system of set satisfying the extremality conditions of Definition 4.12 at some
point x¯ ∈ ⋂t∈T Ωi. Then the rated extremal principle defined by these conditions is nontrivial.
106
Proof. Suppose on the contrary that the rated extremal principle of Definition 4.12 is
trivial, i.e., there is i0 ∈ T (say i0 = 1) and y∗i ∈ X∗ as i ∈ T such that
x∗i ∈ y∗i + rIB∗ ⊂ N̂(xi; Ωi) + rIB∗ for all i ∈ I,
∑
i∈I
x∗i = 0,
∑
i∈I
‖x∗i ‖2 = 1, and y∗i = 0 whenever i ∈ I \ {1}
in the notation of Definition 4.10. It follows that ‖x∗i ‖ ≤ r for all i ∈ I \ {1} implying that
∥∥∥y∗1 +∑
i 6=1
x∗i
∥∥∥ ≤ r and ‖y∗1‖ ≤ |I|r.
Thus we arrive at the relationships
∑
i∈I
‖x∗i ‖2 < (‖y∗1‖+ r)2 +
∑
i 6=1
r2 ≤ |I|2r2 + 2|I|r2 + r2 + (|I| − 1)r2 < Cε2 ↓ 0
as ε ↓ 0, a contradiction. This justifies the nontriviality of the rated extremal principle. 
Observe further that the extremal principle of Definition 4.12 may be trivial is the rate
condition |I|r < ε is not imposed. The following example describes a general setting when this
happens.
Example 4.14 (The rate condition is essential for nontriviality). Assume that the
condition |I|r < ε is violated in the framework of Definition 4.12. Fix ν > 0, suppose that
I = {1, . . . , N} with Nr > ν, pick some u∗ ∈ N̂(x1; Ω1) with the norm ‖u∗‖ = ν, and define
the dual elements x∗1 := u∗ − u
∗
N ∈ N̂(x1; Ω1) + rIB∗ and x∗i := 0− u
∗
N ∈ N̂(xi; Ωi) + rIB∗ for all
i = 2, . . . , N .
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Then we have the relationships
x∗1 + . . .+ x
∗
N = 0 and ‖x∗1‖2 + . . .+ ‖x∗N‖2 >
ν2
4
,
which imply the triviality of the rated extremal principle by rescaling.
Now we are ready to derive the main result of this section, which justifies the validity of the
rated extremal principle for rated extremal points of infinite systems of closed sets in Asplund
spaces.
Theorem 4.15 (Rated extremal principle for infinite systems). Let {Ωi}i∈T be a system
of closed sets in an Asplund space X, and let x¯ be a rated extremal point of this system. Then
the rated extremality conditions of Definition 4.12 are satisfied for {Ωi}i∈T at x¯.
Proof. Given ε > 0, take r = supi ‖ai‖ sufficiently small and pick the corresponding index
subset I = {1, . . . , N} with N3/2 = o(R) from Definition 4.10. Consider the product space XN
with the norm of z = (x1, . . . , xN ) ∈ XN given by ‖z‖ := (‖x1‖2 + . . .+ ‖xN‖2) 12 and define a
function ϕ : XN → R by
ϕ(z) :=
(
N∑
i=2
‖(x1 − a1)− (xi − ai)‖2
) 1
2
. (4.16)
To proceed, denote z¯ := (x¯, x¯, . . . , x¯) ∈ Ω1 × . . .× ΩN and form the set
W :=
(
Ω1 × . . .× ΩN
)
∩
(
B
(
x¯, (R− 1)r)× . . .×B(x¯, (R− 1)r)), (4.17)
which is nonempty and closed. We conclude that ϕ(z) > 0 for all z ∈ W . Indeed, suppose
on the contrary that ϕ(z) = 0 for some z = (x1, . . . , xN ) ∈ W and get by the estimates
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‖x1 − a1 − x¯‖ ≤ ‖x1 − x¯‖+ ‖a1‖ ≤ (R− 1)r + r = Rr the relationships
x1 − a1 = . . . = xN − aN ∈
N⋂
i=1
(Ωi − ai) ∩B(x¯, Rr) 6= ∅,
which contradict the extremality condition (4.14). Observe further that
ϕ(z¯) =
( N∑
i=2
‖a1 − ai‖2
) 1
2
< 2r
√
N ≤ inf
z∈W
ϕ(z) + 2rN
1
2 .
Now we apply Ekeland’s variational principle (see, e.g., [47, Theorem 2.26]) with the parameters
ε := 2rN
1
2 and λ := rR
1
2N
3
4 to the lower semicontinuous and bounded from below function
ϕ(z)+δ(z;W ) on XN and find in this way z0 ∈W such that ‖z0− z¯‖ ≤ λ and that z0 minimizes
the perturbed function
ϕ(z) + β‖z − z0‖+ δ(z;W ) on z ∈ XN with β := ε
λ
=
2
R
1
2N
1
4
. (4.18)
By the imposed growth condition N
3
2 = o(R) as r ↓ 0 we have
ε = 2rN
1
2 = r · o(R 13 ) ≤ r · o
(1
r
) 1
3 ≤ r · o
(1
r
)
→ 0,
and similarly,
λ
Rr
=
rR
1
2N
3
4
Rr
=
N
3
4
R
1
2
→ 0,
Nβ =
2N
R
1
2N
1
4
=
2N
3
4
R
1
2
= 2
(N 32
R
) 1
2 → 0 as r ↓ 0.
Thus λ = o(Rr) and β ↓ 0 as r ↓ 0 for the quantity β defined in (4.18). Taking into account
that the function ϕ(·) + β‖ · −z0‖ is obviously Lipschitz continuous around z¯, we apply to this
sum the subdifferential fuzzy sum rule from [47, Lemma 2.32]. This allows us to find, for any
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given number η > 0, elements z1 = (y1, . . . , yN ) ∈ z0 + ηIB and z2 = (x1, . . . , xN ) ∈ z0 + ηIB
such that ∣∣ϕ(z1) + β‖z1 − z0‖ − ϕ(z0)∣∣ ≤ η, z2 ∈W, and (4.19)
0 ∈ ∂̂
(
ϕ(·) + β‖ · −z0‖
)
(z1) + N̂(z2;W ) + ηIB
∗. (4.20)
Our next step is to explore formula (4.20). Since ϕ(z0) > 0, we choose
η ≤ min
{
β, λ,
ϕ(z0)
2(1 + β)
}
.
Then it follows from (4.19) that
|ϕ(z1)− ϕ(z0)| ≤ (1 + β)η ≤ (1 + β) ϕ(z0)
2(1 + β)
=
ϕ(z0)
2
,
which implies that ϕ(z1) =: α > 0. It is easy to see that the function ϕ(·) in (4.16) is convex.
Applying the Moreau-Rockafellar theorem of convex analysis gives us
∂̂
(
ϕ(·) + β‖ · −z0‖
)
(z1) = ∂̂ϕ(z1) + βIB
∗, (4.21)
where the Fre´chet subdifferentials on both sides of (4.21) reduce to the classical subdifferential
of convex functions. By the structure of ϕ in (4.16) and that of z1 we have
ϕ(z1) =
( N∑
i=2
‖(y1 − a1)− (yi − ai)‖2
) 1
2
.
Denote further ξi := y1 − a1 − yi + ai for i = 2, . . . , N and observe that α = ϕ(z1) =(∑N
i=2 ‖ξi‖2
) 1
2
. Since the square root function is smooth at nonzero point, we apply the chain
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rule of convex analysis to derive that any element (y∗1, . . . , y∗N ) ∈ ∂̂ϕ(z1) has the representation
y∗i =

− u
∗
i
α
· ‖ξi‖ if ξi 6= 0,
0 if ξi = 0,
i = 2, . . . , N,
and y∗1 = −y∗2 − y∗3 − . . . − y∗N , where u∗i ∈ ∂̂‖ · ‖(ξi) is a subgradient of the norm function
calculated at the nonzero point ξi; hence ‖u∗i ‖ = 1. This yields that
‖y∗2‖2 + . . .+ ‖y∗N‖2 = 1 and ‖y∗1‖2 + . . .+ ‖y∗N‖2 ≥ 1.
On the other hand, we have the estimates
‖z2 − z¯‖ ≤ |z2 − z0‖+ ‖z0 − z¯‖ ≤ η + λ ≤ 2λ = o(Rr)
for z2 = (x1, . . . , xN ) and hence ‖xi − x¯‖ < ‖z2 − z¯‖ = o(Rr) for i = 1, . . . , N . The latter
ensures that each component xi lies in the interior of the ball B(x¯, (R − 1)r). Furthermore, it
follows from the structure of W in (4.17) and the product formula for Fre´chet normals that
N̂(z2;W ) = N̂
(
z2; Ω1 × . . .× ΩN
)
= N̂(x1; Ω1)× . . .× N̂(xN ; ΩN ),
which implies by combining with (4.20) and (4.21) the existence of (y∗1, . . . , y∗N ) ∈ ∂̂ϕ(z1) satis-
fying
y∗1 + . . .+ y
∗
N = 0, and ‖y∗1‖2 + . . .+ ‖y∗N‖2 > 1,
with 0 ∈ y∗i + N̂(xi; Ωi) + 2βIB∗, ‖xi − x¯‖ < 2λ→ 0 as r ↓ 0.
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Finally, replace y∗i by −y∗i and get from the above that
y∗i ∈ N̂(xi; Ωi) + 2βIB∗, ‖xi − x¯‖ < 2λ→ 0,
for i = 1, . . . , N, Nβ → 0 as r ↓ 0,
y∗1 + . . .+ y
∗
N = 0, and ‖y∗1‖2 + . . .+ ‖y∗N‖2 ≥ 1,
which gives all the relationships of the rated extremal principle and completes the proof of the
theorem. 
From the proof above we can distill some quantitative estimates for the elements involved
in the relationships of the rated extremal principle.
Remark 4.16 (Quantitative estimates in the rated extremal principle). The proof
of Theorem 4.15 essentially uses the growth assumptions N3/2 = o(R) and R ≤ Mr on rated
extremal points. Observe in fact that the given proof allows us to make the following quantitative
conclusions: For any ε > 0 there exist a number r ∈ (0, ε), an index subset I = {j1, . . . , jN}
with N3/2 = o(R(r)), and elements
y∗i ∈ N̂(xi; Ωi) with ‖xi − x¯‖ ≤ 2rR
1
2N
3
4 for all i ∈ I
satisfying the relationships
‖y∗j1 + . . .+ y∗jN ‖ ≤ 2Nβ =
4N
3
4
R
1
2
and ‖y∗j1‖2 + . . .+ ‖y∗jN ‖2 ≥ 1.
Similar but somewhat different quantitative statement can be also made: For any rated extremal
point x¯ of the system {Ωi}i∈T with a rate function R(r) = O(r) there is a constant C > 0 such
that whenever ε > 0 there exist a number r ∈ (0, ε), an index subset I = {j1, . . . , jN} with
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N3/2 = o(1r ), and elements
y∗i ∈ N̂(xi; Ωi) with ‖xi − x¯‖ ≤ C
√
rN
3
2 for all i ∈ I
satisfying the estimates
‖y∗j1 + . . .+ y∗jN ‖ ≤ C
√
rN
3
2 and ‖y∗j1‖2 + . . .+ ‖y∗jN ‖2 ≥ 1.
In the last part of this section we introduce and study a certain notion of perturbed extremal-
ity for arbitrary (finite or infinite) set systems and compare it, in particular, with the notion of
linear subextremality known for systems of two sets. Given two sets Ω1,Ω2 ⊂ X, the number
ϑ(Ω1,Ω2) := sup
{
ν ≥ 0∣∣ νIB ⊂ Ω1 − Ω2}
is known as the measure of overlapping for these sets [34]. We say that the system {Ω1,Ω2} is
linear subextremal [48, Subsection 5.4.1] around x¯ if
ϑlin(Ω1,Ω2, x¯) := lim inf
x1
Ω1→ x¯,x2
Ω2→ x¯
r↓0
ϑ
(
[Ω1 − x1] ∩ rIB, [Ω2 − x2] ∩ rIB
)
r
= 0, (4.22)
which is called “weak stationarity” in [34]; see [34, 48] for more discussions and references. It
is proved in [34] and [48, Theorem 5.88] that the linear subextremality of a closed set system
{Ω1,Ω2} around x¯ is equivalent, in the Asplund space setting, to the validity of the approximate
extremal principle for {Ω1,Ω2} at x¯.
Our goal in what follows is to define a perturbed version of rated extremality, which is
applied to infinite set systems while extends linear subextremality for systems of two sets as
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well. Given an R-rated extremal system of sets {Ωi}i∈T from Definition 4.10, we get that for
any ε > 0 there are r = sup ‖ai‖, R = R(r), and I ⊂ T satisfying
⋂
i∈I
(
Ωi − x¯− ai
) ∩ (rR)IB = ∅. (4.23)
Let us now perturb (4.23) by replacing x¯ with some xi ∈ Ωi ∩Bε(x¯) and arrive at the following
construction.
Definition 4.17 (Perturbed extremal systems). Let {Ωi}i∈T be a system of nonempty sets
in X, and let x¯ ∈ ⋂i∈T Ωi. We say that x¯ is R-perturbed extremal point of {Ωi, i ∈ T} if
for any ε > 0 there exist r = supi∈I ‖ai‖ < ε, I ⊂ T with |I|3/2 = o(R), and xi ∈ Ωi ∩Bε(x¯) as
i ∈ I such that ⋂
i∈I
(
Ωi − xi − ai
) ∩ (rR)IB = ∅. (4.24)
In this case we say that {Ωi}i∈T is an R-perturbed extremal system at x¯.
The next proposition establishes a connection between linear subextremality and perturbed
extremality for systems of two sets {Ω1,Ω2}.
Proposition 4.18 (Perturbed extremality from linear subextremality). Let a set sys-
tem {Ω1,Ω2, x¯} be linearly subextremal around x¯. Then it is an R-perturbed extremal system at
this point.
Proof. Employing the definition of linear subextremality, for any ε > 0 sufficiently small
we find xi ∈ Ωi ∩Bε(x¯) and r′ < ε such that
ϑ
(
[Ω1 − x1] ∩ r′IB, [Ω2 − x2] ∩ r′IB
)
< r′ε.
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This implies the existence of a vector a ∈ X satisfying ‖a‖ ≤ r′ε and
a 6∈
(
[Ω1 − x1] ∩ r′IB
)
−
(
[Ω2 − x2] ∩ r′IB
)
,
which ensures in turn that
(
[Ω1 − x1] ∩ r′IB − a
2
)
∩
(
[Ω2 − x2] ∩ r′IB + a
2
)
= ∅. (4.25)
Let us show that the latter implies the fulfillment of
[
Ω1 − x1 − a
2
]
∩
[
Ω2 − x2 + a
2
]
∩ r
′
2
IB = ∅. (4.26)
Indeed, suppose that (4.26) does not hold and pick ξ ∈ X from the left-hand side set in (4.26).
Since ξ + a2 ∈ Ω1 − x1 and ‖ξ‖ ≤ r
′
2 , we have
∥∥∥ξa
2
∥∥∥ ≤ r′
2
+
r′ε
2
≤ r
′
2
+
r′
2
= r′
and consequently ξ ∈ [Ω1−x1]∩r′IB− a
2
. Similarly we get ξ ∈ [Ω2−x2]∩r′IB− a
2
. This clearly
contradicts (4.25) and thus justifies the claimed relationship (4.26).
By setting r :=
‖a‖
2
, out remaining task is to construct a continuous function : R+ → R+
such that R(r)→∞ as r ↓ 0 and that for each ε > 0 there is r < ε satisfying
[
Ω1 − x1 − a
2
]
∩
[
Ω2 − x2 + a
2
]
∩ (rR)IB = ∅.
We first construct such a function along a sequence rk ↓ 0 as k → ∞. Picking εk ↓ 0, find
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r′k < εk and select ak ∈ X with ‖ak‖ ≤ r′kεk such that the sequence of ‖ak‖ is decreasing. Then
define rk :=
‖ak‖
2
and R(εk) :=
1
εk
. It follows from the constructions above that
rkR(rk) ≤ r′kεk
1
εk
= r′k, k ∈ N.
We clearly see that the sequence {R(rk)} is increasing as rk ↓ 0. Extending R(·) piecewise
linearly to R+ brings us to the framework of Definition 4.17 and thus completes the proof of
the proposition. 
Finally in this section, we show the rated extremality conditions of Definition 4.12 holds for
R-perturbed extremal points of infinite set systems from Definition 4.17.
Theorem 4.19 (Rated Extremal Principle for Perturbed Systems). Let x¯ be an R-
perturbed extremal point of a closed set system {Ωi}i∈T in an Asplund space X. Then the rated
extremal principle holds for this system at x¯.
Proof. Fix ε > 0 and find I, {xi}i∈I , and {ai}i∈I from Definition 4.17 such that
⋂
i∈I
(
Ωi − xi − ai
) ∩ (rR)IB = ∅.
For convenience denote I := {1, . . . , N} and define
Ω :=
{
(u1, . . . , uN ) ∈ XN
∣∣∣ui ∈ Ωi ∩ (xi + rRIB), i ∈ I}.
For any z = (u1, . . . , uN ) ∈ Ω consider the function
ϕ(z) :=
( N∑
i=2
‖(u1 − x1 − a1)− (ui − xi − ai)‖2
) 1
2
> 0.
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Furthermore, for z¯ = (x1, . . . , xN ) we have the estimates
ϕ(z¯) =
( N∑
i=2
‖a1 − ai‖2
) 1
2
< 2r
√
N ≤ inf
z∈Ω
ϕ(z) + 2rN
1
2 .
The rest of the proof follows the arguments in the proof of Theorem 4.15. 
4.3 Calculus Rules for Rated Normals to Infinite Intersections
In the last section of this chapter we apply the rated extremal principle of Section 4.2 to deriving
some calculus rules for general normals to infinite set intersections, which are closely related to
necessary optimality conditions in problems of semi-infinite and infinite programming. Unless
otherwise stated, the spaces below are Asplund and the sets under consideration are closed
around reference points. As in Section 4.2, we often drop the subscript “r” for simplicity in the
notation of rate functions Rr = R(r) if no confusion arises. In addition, we always assume that
rate functions are continuous.
We start with the following definition of rated normals to set intersections.
Definition 4.20 (Rated normals to set intersection). Let Ω :=
⋂
i∈T Ωi, and let x¯ ∈ Ω.
We say that a dual element x∗ ∈ X∗ is an R-normal to the set intersection Ω if for any r ↓ 0
there is I = I(r) ⊂ T of cardinality |I|3/2 = o(Rr) such that
〈x∗, x− x¯〉 − r‖x− x¯‖ < r for all x ∈
⋂
i∈I
Ωi ∩B(x¯, rRr). (4.27)
The next proposition reveals relationships between Fre´chet and R-normals to set intersec-
tions.
Proposition 4.21 (Rated normals versus Fre´chet normals to set intersections). Let
x¯ ∈ Ω = ⋂i∈I Ωi. Then any R-normal to Ω at x¯ is a Fre´chet normal to Ω at x¯. The converse
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holds if I is finite.
Proof. Assume x∗ is an R-normal to Ω at x¯ with some rate function R(r) while x∗ is not
a Fre´chet normal to Ω at this point. Hence there are δ > 0 and a sequence xk
Ω→ x¯ such that
δ‖xk − x¯‖ < 〈x∗, xk − x¯〉 for all k ∈ N. Hence xk 6= x¯ and
δ‖xk − x¯‖ < 〈x∗, xk − x¯〉 < r‖xk − x¯‖+ r
whenever ‖xk − x¯‖ ≤ rR. Now suppose that rR = M > 0 for some M and then fix a number
k ∈ N such that ‖xk − x¯‖ ≤ rR. Letting r ↓ 0, we arrive at the contradiction δ‖xk − x¯‖ ≤ 0.
Consider next the remaining case when rR→ 0 as r ↓ 0 and find rk > 0 sufficiently small so
that ‖xk − x¯‖ = rkR(rk) due to the continuity of R and the convergence rR r↓0−→ 0. It follows
that
δrkR(rk) < r
2
kR(rk) + rk and hence δ < rk +
1
R(rk)
, k ∈ N,
which gives a contradiction as k →∞. Thus x∗ is a Fre´chet normal to Ω at x¯.
Conversely, assume that the index set I is finite, i.e., I = {1, . . . , N}, and that x∗ is a Fre´chet
normal. Then for any r > 0 we have by (2.3) that
〈x∗, x− x¯〉 − r‖x− x¯‖ ≤ 0 for all x ∈
N⋂
i=1
Ωi ∩ U,
where U is a neighborhood of x¯. This clearly implies (4.27) with any rate function R, which
ensures that x∗ is an R-normal to Ω at x¯ and thus completes the proof of the proposition. 
The next example concerns infinite systems of convex sets in R2. It illustrates the way of
computing R-normals to infinite intersections and shows that R-normals in this case reduce to
usual ones.
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Example 4.22 (Rated normals for infinite systems). Let m ≥ 4 be a fixed integer.
Consider an infinite system of convex sets {Ωk}k∈N in R2 defined as the epigraphs of the convex
and smooth functions
gk(x) :=

kmx2 for x ≥ 0,
0 for x < 0,
k = 1, 2, . . . .
Let x¯ := (0, 0), Ω :=
⋂∞
k=1 Ωk, and let R = R(r) = r
α−1 for some α ∈ (0, 211). We obviously get
Ω = R− × R+ and N(x¯; Ω) = R+ × R−. Let us verify that x∗ = (1, 0) is an R-normal to Ω at
x¯, which implies the whole normal cone N(x¯; Ω) consists of R-normals.
To proceed, fix any r > 0 sufficiently small and denote by k0 the smallest integer such that
max
{ 1
4r2
,
1
4r2+α
}
=
1
4r2+α
≤ km0 .
Now consider I := {1, . . . , k0} and check that
k0 ≤
( 1
4r2+α
)1/m
+ 1 <
1
r
2+α
m
.
Since 1− 32m(2 + α)− α ≥ 1− 38(2 + α)− α ≥ 14 − 118 α > 0, it follows that
|I|3/2
R
<
r1−α
r
3(2+α)
2m
= r1−
3
2m
(2+α)−α → 0 when r ↓ 0.
Defining further Ω0 :=
⋂k0
k=1 Ωk, it remains to show that
〈x∗, x〉 − r‖x‖ < r for all x ∈ Ω0 ∩B(0; rR). (4.28)
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To verify (4.28), take x := (t, s) and consider only the case when t > 0, since the other case of
t ≤ 0 is obvious. For t > 0 we have s ≥ km0 t2 and
〈x∗, x〉−r‖x‖ = t−r
√
t2 + s2 ≤ t
(
1−r
√
1 + k2m0 t
2
)
< t
(
1−rkm0 t
)
= −rkm0 t2+t =: f(t). (4.29)
It follows from ‖x‖ ≤ rR = rα that
rα ≥
√
t2 + s2 ≥ t
√
1 + k2m0 t
2 > km0 t
2
and hence t <
(
rα
Km
)1/2
. The latter implies that for all x = (t, s) ∈ Ω0 ∩B(0; rR) with t > 0 we
have
〈x∗, x〉 − r‖x‖ < f(t) ≤ sup
[0,a]
f(t) with a :=
( rα
km0
)1/2 ≥ 1
2rkm0
.
Observe finally that the function f(t) in (4.29) attains its maximum on [0,a] at the point t = 12rkm0
and that
sup
[0,a]
f(t) = −rk0 1
4r2k2m0
+
1
2rkm0
=
1
4rkm0
≤ r.
Combining all the above, we arrive at (4.28) and thus achieve our goals in this example.
The next example related to the previous one involves the notion of equicontinuity for
systems of mappings. Given fi : X → Y , i ∈ T , we say that the system {fi}i∈T is equicontinuous
at x¯ if for any ε > 0 there is δ > 0 such that ‖fi(x)− fi(x¯)‖ < ε for all x ∈ B(x¯, δ) and i ∈ T .
This notion has been recently exploited in [63] in the framework of variational analysis; see
Remark 4.33.
Example 4.23 (Non-equicontinuity of gradient and normal systems). Given an integer
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m ≥ 4, define an infinite systems of functions ϕk : R2 → R for k ∈ N by
ϕk(x1, x2) :=

kmx21 − x2 for x1 > 0,
−x2 for x1 ≤ 0.
(4.30)
It is easy to check that the system of gradients {∇ϕk}k∈N is not equicontinuous at x¯ = (0, 0).
Furthermore, observe that the sets Ωk in Example 4.22 can be defined by
Ωk :=
{
x ∈ R2∣∣ ϕk(x) ≤ 0}, k ∈ N. (4.31)
Given any boundary point (x1, x2) of the set Ωk, we compute the unit normal vector to Ωk at
(x1, x2) by
ξk(x1, x2) =

1√
4k2mx21 + 1
(2kmx1,−1) for x1 > 0,
(0,−1) for x1 ≤ 0.
and then check the relationships for x1 > 0:
‖ξk(x1, x2)− ξk(0, 0)‖2 = 8k
2mx21 − 2
√
4k2mx21 + 1
4k2mx21 + 1
→ 2 as k →∞.
The latter means that the system of {ξk}k∈N is not equicontinuous at x¯ = (0, 0).
The next major result of this chapter establishes a certain “fuzzy” intersection rule for rated
normals to infinite set intersections. Its proof is based on the rated extremal principle for infinite
set systems obtained above in Theorem 4.15. Parts of this proof are similar to deriving a fuzzy
sum rule for Fre´chet normals to intersections of two sets in Asplund spaces given in [50] and in
[47, Lemma 3.1] on the base of the approximate extremal principle for such set systems.
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Theorem 4.24 (Fuzzy intersection rule for R-normals). Let x¯ ∈ Ω := ⋂i∈T Ωi, and let
x∗ ∈ X∗ be an R-normal to Ω at x¯. Then for any ε > 0 there exist an index subset I, Fre´chet
normals x∗i ∈ N̂(xi; Ωi) with ‖xi − x¯‖ < ε for i ∈ I, and a number λ ≥ 0 such that
λx∗ ∈
∑
i∈I
x∗i + εIB
∗ and λ2 + λ2‖x∗‖2 +
∑
i∈I
‖x∗i ‖2 = 1. (4.32)
Proof. Without loss of generality, assume that x¯ = 0. Pick any x∗ ∈ N̂(0; Ω) and by
Definition 4.20 for any r > 0 sufficiently small find an index subset |I|3/2 = o(R) such that
〈x∗, x〉 − r‖x‖ < r whenever x ∈
⋂
i∈I
Ωi ∩ (rR)IB. (4.33)
Then we form the following closed subsets of the Asplund space X × R:
O1 :=
{
(x, α) ∈ X × R
∣∣∣ x ∈ Ω1, α ≤ 〈x∗, x〉 − r‖x‖},
Oi := Ωi × R+ for i ∈ I \ {1},
(4.34)
where I = {1, . . . , N} with “1” denoting the first element of I for simplicity. This leads us to
(
O1 − (0, r)
)
∩
⋂
i∈I\{1}
Oi ∩ (rRr)IB = ∅. (4.35)
Indeed, if on the contrary (4.35) does not hold, we get (x, α) from the above intersection
satisfying α ≥ 0, x ∈ ⋂i∈I Ωi ∩ (εRε)IB, and
r ≤ α+ r ≤ 〈x∗, x〉 − r‖x‖,
where the latter is due to (x, α+ r) ∈ O1. This clearly contradicts (4.33) and so justifies (4.35).
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Thus we have that (0, 0) ∈ X × R is a rated extremal point of the set system {O1, O2} from
(4.34) in the sense of Definition 4.10. Applying to this system the rated extremal principle from
Theorem 4.15 with taking into account Remark 4.16 to find elements (wi, αi) and (x
∗
iλi) for
i = 1, . . . , N satisfying the relationships

(x∗i , λi) ∈ N̂
(
(wi, αi);Oi
)
, ‖(wi, αi)‖ ≤ 2rR 12N 34 , i ∈ I,∥∥∥(x∗1, λ1) + . . .+ (x∗N , λN )∥∥∥ ≤ 4N 34
R
1
2
=: η ↓ 0 as r ↓ 0,
‖(x∗1, λ1)‖2 + . . .+ ‖(x∗N , λN )‖2 = 1.
(4.36)
By the structure of Oi as i = 1, . . . , N we have from the first line of (4.36) that x
∗
i ∈ N̂(wi; Ωi),
that λi ≤ 0 for i = 2, . . . , N , and that
lim sup
(x,α)
O1→(w1,α1)
〈x∗1, x− w1〉+ λ1(α− α1)
‖x− w1‖+ |α− α1| ≤ 0 (4.37)
by the definition of Fre´chet normals. It also follows from the structure of O1 that λ1 ≥ 0 and
α1 ≤ 〈x∗, w1〉 − r‖w1‖. (4.38)
This allows us to split the situation into the follows two cases.
Case 1: λ1 = 0. If inequality (4.38) is strict in this case, there is a neighborhood W of w1 such
that α1 ≤ 〈x∗, x〉 − r‖x‖ for all x ∈ Ω1 ∩W .
This implies that (x, α1) ∈ O1 for x ∈ Ω1 ∩W . Substituting (x, α1) into (4.37) gives us
lim sup
x
Ω1→w1
〈x∗1, x− w1〉
‖x− w1‖ ≤ 0, i.e., x
∗
1 ∈ N̂(w1; Ω1).
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If (4.38) holds as equality, we denote α := 〈x∗, x〉 − r‖x‖ and get
|α− α1| =
∣∣∣〈x∗, x− w1〉+ r(‖w1‖ − ‖x‖)∣∣∣ ≤ (‖x∗‖+ r)‖x− w1‖,
which implies by (4.37) that
lim sup
(x,α)
O1→(w1,α1)
〈x∗1, x− w1〉
‖x− w1‖+ |α− α1| ≤ 0.
Thus it follows for any ε′ > 0 sufficiently small and the number α chosen above that
〈x∗1, x− w1〉 ≤ ε′
(
‖x− w1‖+ |α− α1|
)
≤ ε′
(
1 + ‖x∗‖+ r
)
‖x− w1‖
for all x ∈ Ω1 sufficiently closed to w1. This ensures that
lim sup
x
Λ1→w1
〈x∗1, x− w1〉
‖x− w1‖ ≤ 0, i.e., x
∗
1 ∈ N̂(w1; Ω1)
when (4.38) holds as equality as well as the strict inequality. Since λ1 = 0 in Case 1 under
consideration and since λi ≤ 0 for all i ≥ 2, it follows that
λ22 + . . .+ λ
2
N ≤ (λ2 + . . .+ λN )2 ≤ η2.
This leads us to the estimates
‖x∗1‖2 + . . .+ ‖x∗N‖2 ≥ 1− (λ22 + . . .+ λ2N ) ≥
1
2
,
and thus we get from (4.36) all the conclusion of the theorem with λ = 0 in (4.32) in this case.
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Case 2: λ1 > 0. If inequality (4.38) is strict in this case, put x := w1 and get from (4.37) that
lim sup
α→α1
λ1(α− α1)
|α− α1| ≤ 0,
which yields λ1 = 0, a contradiction. It remains therefore to consider the case when (4.38) holds
as equality. Take then a pair (x, α) ∈ O1 with x ∈ Ω1 \ {w1} and α = 〈x∗, x〉 − r‖x‖, and hence
get from (4.38) that: α− α1 = 〈x∗, x− w1〉+ r(‖w1‖ − ‖x‖).
This implies the relationships
〈x∗1, x− w1〉+ λ1(α− α1) = 〈x∗1 + λ1x∗, x− w1〉+ λ1r(‖w1‖ − ‖x‖),
|α− α1| ≤ (‖x∗‖+ r)‖x− w1‖.
On the other hand, it follows from (4.37) that for any ε′ > 0 sufficiently small there exists a
neighborhood V of w1 such that
〈x∗1, x− w1〉+ λ1(α− α1) ≤ λ1ε′r
(
‖x− w1‖+ |α− α1|
)
,
whenever x ∈ Ω1 ∩ V and that
〈x∗1 + λ1x∗, x− w1〉+ λ1r(‖w1‖ − ‖x‖) ≤ λ1ε′r(‖x− w1‖+ |α− α1|)
≤ λ1ε′r
[
‖x− w1‖+ (‖x∗‖+ r)‖x− w1‖
]
= λ1ε
′r
(
1 + ‖x∗‖+ r)‖x− w1‖.
Let us now choose ε′ > 0 sufficiently small so that
〈x∗1 + λ1x∗, x− w1〉+ λ1r(‖w1‖ − ‖x‖) ≤ λ1r‖x− w1‖.
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and for all x ∈ Ω1 ∩ V get the estimate
〈x∗1 + λ1x∗, x− w1〉 ≤ λ1r‖x− w1‖+ λ1r(‖x‖ − ‖w1‖) ≤ 2λ1r‖x− w1‖.
It follows from definition (2.3) of ε-normals that x∗1 + λ1x∗ ∈ N̂2λ1r(w1; Ω1), where λ1 ≤ 1
by the third line of (4.36). Using the representation of ε-normals in Asplund spaces from [47,
(2.51)], we find v ∈ Ω1 ∩ (w1 + 2λ1r)IB) such that
x∗1 + λ1x
∗ ∈ N̂(v; Ω1) + 2λ1rIB∗.
Hence ‖v‖ ≤ ‖v − w1‖+ ‖w1‖ ≤ 2λ1r + 2rR 12N 34 ≤ 3rR 12N 34 and there is x˜∗1 ∈ N̂(v; Ω1) with
λ1x
∗ ∈ x˜∗1 − x∗1 + 2λ1rIB∗.
Taking into account that x∗1 + . . .+ x∗N ∈ ηIB∗, we get
λ1x
∗ ∈ x˜∗1 + x∗2 + . . .+ x∗N + (2λ1r + η)IB∗.
On the other hand, it follows from −x∗1 = λ1x∗ − x˜∗1 − u∗ with some ‖u∗‖ ≤ 2λ1r ≤ 2r that
‖x∗1‖2 ≤
(
λ1‖x∗‖+ ‖x˜∗1‖+ 2r
)2 ≤ 2λ21‖x∗‖2 + 2‖x˜∗1‖2 + 14 .
Moreover, since |λ1 + λ2 + . . . + λN | ≤ η ↓ 0 as r ↓ 0 by the second line of (4.36) and since
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λ1 ≥ 0 while λi ≤ 0 for i = 2, . . . , N , we have
η2 > λ21 + (λ2 + . . .+ λN )
2 + 2λ1(λ2 + . . .+ λN ) > λ
2
1 + (λ2 + . . .+ λN )
2 + 2λ1(−λ1 − η)
It also follows from (4.36) and 0 < λ1 < 1 that
λ21 ≥ (λ2 + . . . λN )2 − η2 − 2ηλ1 ≥ λ22 + . . .+ λ2N −
1
4
,
which leads us to the subsequent estimates: λ21 + . . .+ λ
2
N ≤ 2λ21 +
1
4
and
1 ≤
(
λ21 + . . .+ λ
2
N
)
+
(
‖x∗1‖2 + . . .+ ‖x∗N‖2
)
≤ 2λ21 + 2λ21‖x∗‖2 + 2‖x˜∗1‖2 +
(
‖x∗2‖2 + . . .+ ‖x∗N‖2
)
+
1
2
.
This finally ensures that
1
4
≤ λ21 + λ21‖x∗‖2 + ‖x˜∗1‖2 + ‖x∗2‖2 + . . .+ ‖x∗N‖2
and brings us to all the conclusions of the theorem with λ := λ1 in (4.32). 
Remark 4.25 (Quantitative estimates in the intersection rule). It can be observed
directly from the proof of Theorem 4.24 that we get in fact the following quantitative estimates in
intersection rule obtained for infinite set systems when r > 0 is sufficiently small: |I|3/2 = o(R),
‖xi − x¯‖ < 3rR 12 |I| 34 , and λx∗ ∈
∑
i∈I
x∗i +
(
2r + 4
|I| 34
R
1
2
)
IB∗.
In particular, for R = O
(
1
r
)
, there is C > 0 such that all the conclusions hold with |I|3/2 =
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N3/2 = o
(
1
r
)
,
‖xi − x¯‖ < C
√
rN
3
2 , and λx∗ ∈
∑
i∈I
x∗i + C
√
rN
3
2 IB∗.
Remark 4.26 (Perturbed rated normals to infinite intersections). Inspired by our
consideration of perturbed extremal systems, we define a perturbed version of R-normals to
infinite set intersections as follows: x∗ ∈ X∗ is a perturbed R-normal to the intersection Ω :=⋂
i∈T Ωi at x¯ ∈ Ω if for any ε > 0 there exist a number r > 0, an index subset I with cardinality
|I|3/2 = o(Rr), and points xi ∈ Ωi ∩B(x¯, ε) as i ∈ I such that r|I| < ε and
〈x∗, x〉 − r‖x‖ < r whenever x ∈
⋂
i∈I
(
Ωi − xi
) ∩ (rRr)IB.
Then the corresponding version of the intersection rule from Theorem 4.24 can be derived for
perturbed rated normals to infinite intersections by a similar way with replacing in the proof
the rated extremal principle from Theorem 4.15 by its perturbed version from Theorem 4.19.
We proceed with deriving calculus rules for the so-called limiting R-normals (defined below)
to infinite intersections of sets. First we propose a new qualification conditions for infinite
systems.
Definition 4.27 (Approximate qualification condition) We say that a system of sets
{Ωi}i∈T ⊂ X satisfies the approximate qualification condition (AQC) at x¯ ∈
⋂
i∈T Ωi if
for any ε ↓ 0, any finite index subset Iε ⊂ T , and any Fre´chet normals x∗iε ∈ N̂(xiε; Ωi) ∩ IB∗
with ‖xiε − x¯‖ ≤ ε as i ∈ Iε the following implication holds:
∥∥∥∑
i∈Iε
x∗iε
∥∥∥ ε↓0−→ 0 =⇒∑
i∈Iε
‖x∗iε‖2 ε↓0−→ 0. (4.39)
128
The next proposition presents verifiable conditions ensuring the validity of AQC for finite
systems of sets under the SNC property; see [47] for more details.
Proposition 4.28 (AQC for finite set systems under SNC assumptions) Let {Ω1, . . . ,Ωm}
be a finite set system satisfying the limiting qualification condition at x¯ ∈ ⋂mi=1 Ωi: for any se-
quences xik
Ωi→ x¯ and x∗ik
w∗→ x∗i with x∗ik ∈ N̂(xik; Ωi) as k →∞ and i = 1, . . . ,m we have
‖x∗1k + . . .+ x∗mk‖ → 0 =⇒ x∗1 = . . . = x∗m = 0,
which is automatic under the normal qualification condition via the basic normal cone (2.5):
[
x∗1 + . . .+ x
∗
m = 0 and x
∗
i ∈ N(x¯; Ωi), i = 1, . . . ,m
]
=⇒ x∗i = 0 for all i = 1, . . . ,m.
Assume in addition that all but one of Ωi are SNC at x¯. Then the AQC is satisfied for
{Ω1, . . . ,Ωm} at x¯.
Proof. Pick εk ↓ 0, x∗ik ∈ N̂(xik; Ωi) ∩ IB∗, ‖xik − x¯‖ ≤ εk as i = 1, . . . ,m and assume that
‖x∗1k + . . .+ x∗mk‖ → 0 as k →∞. (4.40)
Taking into account that the sequences {x∗ik} ⊂ X∗ are bounded when X is Asplund, we extract
from them weak∗ convergent subsequences and suppose with no relabeling that x∗ik
w∗→ x∗i as
k → ∞ for all i = 1, . . . ,m. It follows from the imposed limiting qualification condition for
{Ω1, . . . ,Ωm} at x¯ that x∗1 = . . . = x∗m = 0. Since all but one (say for i = 1) of the sets
Ωi are SNC at x¯, we have that ‖x∗ik‖ → 0 as k → ∞ for i = 2, . . . ,m. Then (4.40) implies
that ‖x∗1k‖ → 0 as well, which verifies implication (4.39) and thus completes the proof of the
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proposition. 
The following example illustrates the validity of the AQC for infinite systems of sets.
Example 4.29 (AQC for infinite systems) We verify that the AQC holds in the framework
of Example 4.23 at the origin x¯ = (0, 0) ∈ R2. Recall that for each k ∈ N the normal cone to a
convex set Ωk from (4.31) at a boundary point x = (x1, x2) is computed by
N(x; Ωk) = R+ξk(x) with ξk(x) = ξk(x1, x2) =

(2kmx1,−1) for x1 > 0,
(0,−1) for x1 ≤ 0.
If according to the left-hand side of (4.39) we have
∥∥∥∑
k∈Iε
λεkξk(xεk)
∥∥∥→ 0 as ε ↓ 0,
then it follows from the above representation of ξk that its component goes to zero as k →∞.
Thus ∑
k∈Iε
‖λεkξk(xεk)‖2 → 0 as ε ↓ 0,
which verifies the AQC property of the system {Ωk}k∈N at x¯.
Now we are ready to define limiting R-normals and derive infinite intersection rules for
them. In the definition below Rk stands for a rate function for each x
∗
k; these functions may be
different from each other.
Definition 4.30 (Limiting R-normals to infinite set intersections) Consider an arbitrary
set system {Ωi}i∈T ⊂ X, and let Ω :=
⋂
i∈T Ωi with x¯ ∈ Ω. We say that a dual element x∗ is
a limiting R-normal to Ω at x¯ if there exist sequences {(xk, x∗k)}k∈N ⊂ X × X∗ such that
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xk
Ω→ x¯, x∗k
w∗−→ x∗ as k →∞ and that each element x∗k is an Rk-normal to Ω at xk,
It is clear from the definition and Proposition 4.21 that any limiting R-normal is a ba-
sic/limiting normal to Ω at x¯. Conversely, if T is a finite index set and X is an Asplund space,
then we the reverse implication holds, i.e., any limiting/basic normal is a limiting R-normal.
The next theorem provides a representation of limiting R-normals to infinite set intersections
via Fre´chet normals to each set under consideration. In particular, it implies a useful calculus
rule for the basic normal cone (2.5) to infinite intersections.
Theorem 4.31 (Representation of limiting R-normals to infinite intersections) Let
Ω :=
⋂
i∈T Ωi with x¯ ∈ Ω for the system {Ωi}i∈T ⊂ X satisfying the AQC property from
Definition 4.27 at x¯. Then for any given limiting R-normal to Ω at x¯ and any ε > 0 we have
the inclusion
x∗ ∈ cl ∗
{∑
i∈I
x∗i + εIB
∗
∣∣∣ x∗i ∈ N̂(xi; Ωi), ‖xi − x¯‖ < ε, I ⊂ T},
where I ⊂ T is a finite index subset. In particular, if all the limiting/basic normals to Ω at x¯
are limiting R-normals in this setting, then
N(x¯; Ω) ⊂
⋂
ε>0
cl ∗
{∑
i∈I
x∗i + εIB
∗
∣∣∣ x∗i ∈ N̂(xi; Ωi), ‖xi − x¯‖ < ε, I ⊂ T}. (4.41)
Proof. Take a sequence {x∗k} of R-normals to Ω at xk with xk → x¯ and x∗k
w∗→ x∗ as k →∞.
The latter convergence ensures by the Uniform Boundedness Principle that the set {‖x∗k‖}k∈N
is bounded in X∗. Picking ε > 0 sufficiently small, we find xk ∈ Ω with ‖xk− x¯‖ < ε. Applying
Theorem 4.24 to x∗k for each k ∈ N gives us sequences x∗ik ∈ N̂(xik; Ωi) with ‖xik − xk‖ < ε for
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i ∈ Ik ⊂ T and λk ≥ 0 satisfying
λkx
∗
k ∈
∑
i∈Ik
x∗ik + εIB
∗ and λ2k + λ
2
k‖x∗k‖2 +
∑
i∈Ik
‖x∗ik‖2 = 1, k ∈ N. (4.42)
Let us show that the sequence {λk} is bounded away from 0. Assuming on the contrary λk ↓ 0
as k →∞, we have ∥∥∥∑
i∈Ik
x∗ik
∥∥∥ −→ 0 as k →∞
from the inclusion in (4.42). Then the imposed AQC leads us to
∑
i∈Ik
‖x∗ik‖2 → 0 as k →∞,
which contradicts the equality in (4.42) and thus shows that there is constant C > 0 with
λk > C for all k ∈ N sufficiently large. Rescaling finally the inclusion in (4.42), we get
x∗k ∈
∑
i∈I
x∗ik
λk
+
ε
C
IB∗, k ∈ N,
which ensures that x∗k
w∗−→ x∗ as k → ∞ and thus justifies the first conclusion of the theorem.
The second ones on basic normals follows immediately. 
The next corollary provides more explicit results for the case of infinite systems of cones,
with the replacement of Fre´chet normals in Theorem 4.31 by basic normals at the origin.
Corollary 4.32 (Limiting R-normals to intersection of cones). Let {Λi}i∈T be a system
of cones in X, and let Λ :=
⋂
i∈T Λi. Suppose that x
∗ ∈ X∗ is a limiting R-normal to Λ at the
origin and that the AQC property from Definition 4.27 holds at x¯ = 0. Then for any ε > 0 we
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have the representation
x∗ ∈ cl ∗
{∑
i∈I
x∗i + εIB
∗
∣∣∣ x∗i ∈ N(0; Λi), I ⊂ T}
via finite index subsets I ⊂ T . If furthermore all the limiting/basic normals to Λ at the original
are limiting R-normals in this setting, then
N(0; Λ) ⊂
⋂
ε>0
cl ∗
{∑
i∈I
x∗i + εIB
∗
∣∣∣ x∗i ∈ N(0; Λi), I ⊂ T}.
Proof. It follows from Proposition 2.1 that N̂(wi; Λi) ⊂ N(0; Λi) for any cone Λi and any
wi ∈ Λi. Then we have both conclusions of the corollary from Theorem 4.31. 
Remark 4.33 (Comparison with known results). For the case of finite set systems the
intersection rules of Theorems 4.24 and 4.31 go back to the well-known results of [47]. In fact,
not much has been known for representations of generalized normals to infinite intersections.
Chapter 3 presents our first results in this direction obtained on the base of the tangential
extremal principle in finite dimensions, have a different nature and do not generally reduce to
those in [47] for finite set systems.
An interesting representation of the basic normal cone (2.5) has been recently established in
[63, Theorem 3.1] for infinite intersections of sets given by inequality constraints with smooth
functions. This result essentially exploits specific features of the sets and functions under
consideration and imposes certain assumptions, which are not required by our Theorem 4.31.
In particular, [63, Theorem 3.1] requires the equicontinuity of the constraint functions involved,
which is not the case of our Theorem 4.31 as shown in Examples 4.22 and 4.23. Note to this
end that all the limiting normals are limiting R-normals in the framework of Example 4.22 and
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that the AQC assumption is satisfied therein; see Example 4.29.
We finish the paper with deriving necessary optimality conditions for problems of semi-
infinite and infinite programming with geometric constraints given by
minimize ϕ(x) subject to x ∈ Ωi, t ∈ T, (4.43)
with a general cost function ϕ : X → R and constraints sets Ωt ⊂ X indexed by an arbitrary
(possibly infinite) set T . We refer the reader to [10, 24] and the bibliographies therein for
various results, discussions, and examples concerning optimization problems of type (4.43) and
their specifications. The limiting normal cone representation (4.41) for infinite set intersections
in Theorem 4.31, combined with some basic principles in constrained optimization, leads us
to necessary optimality conditions for local optimal solutions to (4.43) expressed via its initial
data.
The next theorem contains results of this kind in both lower subdifferential and upper sub-
differential forms; see Section 3.7.
Theorem 4.34 (Necessary optimality condition for semi-infinite and infinite pro-
grams with general geometric constraints). Let x¯ be a local optimal solution to problem
(4.43). Assume that any basic normal to Ω :=
⋂
i∈T Ωi at x¯ is a limiting R-normal in this set-
ting, and that the AQC requirements is satisfied for {Ωi}i∈T at x¯. Then the following conditions,
involving finite index subsets I ⊂ T , hold:
(i) For general cost functions ϕ finite at x¯ we have
− ∂̂ϕ(x¯) ⊂
⋂
ε>0
cl ∗
{∑
i∈I
x∗i + εIB
∗
∣∣∣ x∗i ∈ N̂(xi; Ωi), ‖xi − x¯‖ < ε, I ⊂ T}. (4.44)
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(ii) If in addition ϕ is locally Lipschitzian around x¯, then
0 ∈ ∂ϕ(x¯) +
⋂
ε>0
cl ∗
{∑
i∈I
x∗i + εIB
∗
∣∣∣ x∗i ∈ N̂(xi; Ωi), ‖xi − x¯‖ < ε, I ⊂ T}. (4.45)
Proof. It follows from [48, Proposition 5.2] that
− ∂̂ϕ(x¯) ⊂ N̂(x¯; Ω) ⊂ N(x¯; Ω) (4.46)
for the general constrained optimization problem
minimize ϕ(x) subject to x ∈ Ω. (4.47)
Employing now in (4.46) the intersection formula (4.41) for basic normals to Ω =
⋂
i∈T Ωi, we
arrive at the upper subdifferential necessary optimality condition (4.44) for problem (4.43).
To justify (4.45), we get from [48, Propostion 5.3] the lower subdifferential necessary opti-
mality condition
0 ∈ ∂ϕ(x¯) +N(x¯; Ω) (4.48)
for problem (4.47) provided that ϕ is locally Lipschitzian around x¯. Using the intersection
formula (4.41) in (4.48) completes the proof of the theorem. 
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Part B: Generalized Newton’s methods
Chapter 5
Pure Newton’s method
5.1 The Pure Newton’s Algorithm
This section presents a new generalized Newton’s method for nonsmooth equations, which is
based on graphical derivatives. We first precisely describe the algorithm and justify its well-
posedness/solvability. Then a local superlinear convergence result under appropriate assump-
tions will be presented. Finally, we establish a global convergence result of the Kantorovich
type for our generalized Newton algorithm.
5.1.1 Description and Justification of the Algorithm
Keeping in mind the classical scheme of the smooth Newton’s method in (1.4), (1.5) and tak-
ing into account the graphical derivative representation of Proposition 2.3(f), we propose an
extension of the Newton equation (1.5) to nonsmooth mappings given by:
−H(xk) ∈ DH(xk)(dk), k = 0, 1, 2, . . . . (5.1)
This leads us to the following generalized Newton algorithm to solve (1.3):
Algorithm 5.1 (generalized Newton’s method).
Step 0: Choose a starting point x0 ∈ Rn.
Step 1: Check a suitable termination criterion.
Step 2: Compute dk ∈ Rn such that (5.1) holds.
Step 3: Set xk+1 := xk + dk, k ← k + 1, and go to Step 1.
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The proposed Algorithm 5.1 does not require a priori any assumptions on the underlying map-
ping H : Rn → Rn in (1.3) besides its continuity, which is the standing assumption in this paper.
Other assumptions are imposed below to justify the well-posedness and (local and global) con-
vergence of the algorithm. Observe that Proposition 2.3(c,d) ensures that Algorithm 5.1 reduces
to scheme (1.6) in the B-differentiable Newton method provided that H is directionally differ-
entiable and locally Lipschitzian around the solution point in question. In Section 5 we consider
in detail relationships with known results for the B-differentiable Newton’s method, while Sec-
tion 4 compares Algorithm 5.1 and the assumptions made with the corresponding semismooth
versions in the framework of (1.7).
To proceed further, we need to make sure that the generalized Newton equation (5.1) is
solvable, which is a major part of the well-posedness of Algorithm 5.1. The next proposition
shows that an appropriate assumption to ensure the solvability of (5.1) is metric regularity.
Proposition 5.2 (solvability of the generalized Newton equation). Assume that H : Rn →
Rn is metrically regular around x¯ with y¯ = H(x¯), i.e., we have kerD∗H(x¯) = {0}. Then there
is a constant ε > 0 such that for all x ∈ Bε(x¯) the equation
−H(x) ∈ DH(x)(d) (5.2)
admits a solution d ∈ Rn. Furthermore, the set S(x) of solutions to (5.2) is computed by
S(x) = Lim sup
t↓0, h→−H(x)
H−1
(
H(x) + th
)− x
t
6= ∅. (5.3)
Proof. By the assumed metric regularity (2.17) of H we find a number µ > 0 and neigh-
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borhoods U of x¯ and V of H(x¯) such that
dist
(
x;H−1(y)
) ≤ µ dist(y;H(x)) for all x ∈ U and y ∈ V.
Pick now an arbitrary vector x ∈ U and select sequences hk → −H(x) and tk ↓ 0 as k → ∞.
Suppose with no loss of generality that H(x) + tkhk ∈ V for all k ∈ N. Then we have
dist
(
x;H−1(H(x) + tkhk)
) ≤ µtk‖hk‖, k ∈ N,
and hence there is a vector uk ∈ H−1(H(x) + tkhk) such that ‖uk −x‖ ≤ µtk‖hk‖ for all k ∈ N.
This shows that the sequence {‖uk−x‖/tk} is bounded, and thus it contains a subsequence that
converges to some element d ∈ Rn. Passing to the limit as k →∞ and recalling the definitions
of the outer limit (2.1) and of the tangent cone (2.2), we arrive at
(
d,−H(x)) ∈ Lim sup
t↓0
gphH − (x,H(x))
t
= T
(
(x,H(x)); gphH
)
,
which justifies the desired inclusion (5.2). The solution representation (5.3) follows from (2.12)
and Proposition 2.3(b) in the case of single-valued mappings, since
S(x) = DH(x)−1
(−H(x))
due to (5.2). This completes the proof of the proposition. 
5.1.2 Local Convergence
In this subsection we first formulate major assumptions of our generalized Newton’s method
and then show that they ensure the superlinear local convergence of Algorithm 5.1.
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(H1) There exist a constant C > 0, a neighborhood U of x¯, and a neighborhood V of the origin
in Rn such that the following holds:
For all x ∈ U , z ∈ V , and for any d ∈ Rn with −H(x) ∈ DH(x)(d) there is a vector
w ∈ D˜H(x)(z) such that
C‖d− z‖ ≤ ‖w +H(x)‖+ o(‖x− x¯‖).
(H2) There exists a neighborhood U of x¯ such that for all u ∈ U and for all v ∈ D˜H(x)(x¯− x)
we have
‖H(x)−H(x¯) + v‖ = o(‖x− x¯‖).
A detailed discussion of these two assumptions and sufficient conditions for their fulfillment
are given in the next section. Note that assumption (H2) means, in the terminology of [21,
Definition 7.2.2] focused on locally Lipschitzian mappings H, that the family {D˜H(x)} provides
a Newton approximation scheme for H at x¯.
Now we establish our principal local convergence result that makes use of the major assump-
tions (H1) and (H2) together with metric regularity.
Theorem 5.3 (superlinear local convergence of the generalized Newton’s method).
Let x¯ ∈ Rn be a solution to (1.3) for which the underlying mapping H : Rn → Rn is metrically
regular around x¯ and assumptions (H1) and (H2) are satisfied. Then there is a number ε > 0
such that for all x0 ∈ Bε(x¯) the following assertions hold:
(i) Algorithm 5.1 is well defined and generates a sequence {xk} converging to x¯.
(ii) The rate of convergence xk → x¯ is at least superlinear.
139
Proof. To justify (i), pick ε > 0 such that assumptions (H1) and (H2) hold with U := Bε(x¯)
and V := Bε(0) and such that Proposition 5.2 can be applied. Then we choose a starting point
x0 ∈ Bε(x¯) and conclude by Proposition 5.2 that the subproblem
−H(x0) ∈ DH(x0)(d)
has a solution d0. Thus the next iterate x1 := x0 + d0 is well defined. Let further z0 := x¯− x0
and get ‖z0‖ ≤ ε by the choice of the starting point x0. By assumption (H1), find a vector
w0 ∈ D˜H(x0)(z0) such that
C‖x1 − x¯‖ = C‖(x1 − x0)− (x¯− x0)‖ = C‖d0 − z0‖ ≤ ‖w0 +H(x0)‖+ o(‖x0 − x¯‖).
Taking this into account and employing assumption (H2), we get the relationships
C‖x1 − x¯‖ ≤ ‖w0 +H(x0)‖+ o(‖x0 − x¯‖) = ‖H(x0)−H(x¯) + w0‖+ o(‖x0 − x¯‖)
= o(‖x0 − x¯‖) ≤ C2 ‖x0 − x¯‖,
which imply that ‖x1 − x¯‖ ≤ 12‖x0 − x¯‖. The latter yields, in particular, that x1 ∈ Bε(x¯). Now
standard induction arguments allow us to conclude that the iterative sequence {xk} generated
by Algorithm 5.1 is well defined and converges to the solution x¯ of (1.3) with at least a linear
rate. This justifies assertion (i) of the theorem.
Next we prove assertion (ii) showing that the convergence xk → x¯ is in fact superlinear
under the validity of assumption (H2). To proceed, we basically follow the proof of assertion
(i) and construct by induction sequences {dk} satisfying −H(xk) ∈ DH(xk)(dk) for all k ∈ N,
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{zk} with zk := x¯− xk, and {wk} with wk ∈ D˜H(xk)(zk) such that
C‖xk+1 − x¯‖ ≤ ‖wk +H(xk)‖+ o(‖xk − x¯‖), k ∈ N.
Applying then assumption (H2) gives us the relationships
C‖xk+1 − x¯‖ ≤ ‖H(xk)−H(x¯) + wk‖+ o(‖xk − x¯‖) = o(‖xk − x¯‖),
which ensure the superlinear convergence of the iterative sequence {xk} to the solution x¯ of
(1.3) and thus complete the proof of the theorem. 
5.1.3 Global Convergence
Besides the local convergence in the Newton’s method based on suitable assumptions imposed at
the (unknown) solution, there are global (or semi-local) convergence results of the Kantorovich
type [30] which show that, under certain conditions at the starting point x0 and a number
of assumptions to hold in a suitable region around x0, Newton’s iterates are well defined and
converge to a solution belonging to this region; see [15, 30] for more details and references. In
the case of nonsmooth equations (1.3) results of the Kantorovich type were obtained in [57, 60]
for the corresponding versions of Newton’s method. Global convergence results of different
types can be found in, e.g., [14, 21, 26, 53] and their references.
Here is a global convergence result for our generalized Newton’s method to solve (1.3).
Theorem 5.4 (global convergence of the generalized Newton’s method). Let x0 be a
starting point of Algorithm 5.1, and let
Ω :=
{
x ∈ Rn∣∣ ‖x− x0‖ ≤ r} (5.4)
141
with some r > 0. Impose the following assumptions:
(a) The mapping H : Rn → Rn in (1.3) is metrically regular on Ω with modulus µ > 0, i.e.,
it is metrically regular around every point x ∈ Ω with the same modulus µ.
(b) The set-valued map DH(x)(z) uniformly on Ω converges to {0} as z → 0 in the sense
that: for all ε > 0 there is δ > 0 such that
‖w‖ ≤ ε whenever w ∈ DH(x)(z), ‖z‖ ≤ δ, and x ∈ Ω.
(c) There is α ∈ (0, 1/µ) such that
µ‖H(x0)‖ ≤ r(1− αµ) (5.5)
and for all x, y ∈ Ω we have the estimate
‖H(x)−H(y)− v‖ ≤ α‖x− y‖ whenever v ∈ DH(x)(y − x). (5.6)
Then Algorithm 5.1 is well defined, the sequence of iterates {xk} remains in Ω and converges
to a solution x¯ ∈ Ω of (1.3). Moreover, we have the error estimate
‖xk − x¯‖ ≤ αµ
1− αµ‖x
k − xk−1‖ for all k ∈ N. (5.7)
Proof. The metric regularity assumption (a) allows us to employ Proposition 5.2 and,
for any x ∈ Ω and d ∈ Rn satisfying the inclusion −H(x) ∈ DH(x)(d), to find sequences of
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hk → −H(x) and tk ↓ 0 as k →∞ such that
‖d‖ = lim
k→∞
∥∥∥H−1(H(x) + tkhk)− x
tk
∥∥∥ ≤ lim
k→∞
µ‖hk‖ = µ‖H(x)‖.
In view of assumption (5.5) in (c) and the iteration procedure of the algorithm, this implies
‖x1 − x0‖ = ‖d0‖ ≤ µ‖H(x0)‖ ≤ r(1− αµ),
which ensures that x1 ∈ Ω due to the form of Ω in (5.4) and the choice of α. Proceeding further
by induction, suppose that x1, . . . , xk ∈ Ω and get the relationships
‖xk+1 − xk‖ = ‖dk‖ ≤ µ‖H(xk)‖ ≤ µ‖H(xk)−H(xk−1) +H(xk−1)‖
≤ αµ‖xk − xk−1‖
(
using (5.6) and −H(xk−1) ∈ DH(xk−1)(xk − xk−1)
)
≤ (αµ)k‖x1 − x0‖ ≤ r(αµ)k(1− αµ),
which imply the estimates
‖xk+1 − x0‖ ≤
k∑
j=0
‖xj+1 − xj‖ ≤
k∑
j=0
r(αµ)j(1− αµ) ≤ r
and hence justify that xk+1 ∈ Ω. Thus all the iterates generated by Algorithm 5.1 remain in Ω.
Furthermore, for any natural numbers k and m, we have
‖xk+m+1 − xk‖ ≤
k+m∑
j=k
‖xj+1 − xj‖ ≤
k+m∑
j=k
r(αµ)j(1− αµ) ≤ r(αµ)k,
which shows that the generated sequence {xk} is a Cauchy sequence. Hence it converges to
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some point x¯ that obviously belongs to the underlying closed set (5.4).
To show next that x¯ is a solution to the original equation (1.3), we pass to the limit as
k →∞ in the iterative inclusion −H(xk) ∈ DH(xk)(xk+1 − xk), k ∈ N.
It follows from assumption (b) that limk→∞H(xk) = 0. The continuity of H then implies
that H(x¯) = 0, i.e., x¯ is a solution to (1.3).
It remains to justify the error estimate (5.7). To this end, first observe by (5.5) that
‖xk+m+1 − xk‖ ≤
k+m∑
j=k
‖xj+1 − xj‖ ≤
m∑
j=0
(αµ)j+1‖xk − xk−1‖ ≤ αµ
1− αµ‖x
k − xk−1‖
for all k,m ∈ N. Passing now to the limit as m → ∞, we arrive at (5.7) thus completes the
proof of the theorem. 
5.2 Discussion of Major Assumptions and Comparison with
Semismooth Newton’s methods
In this section we pursue a twofold goal: to discuss the major assumptions made in Section 3
and to compare our generalized Newton’s method based on graphical derivatives with the semis-
mooth versions of the generalized Newton’s method developed in [56, 57]. As we will see from
the discussions below, these two aims are largely interrelated. Let us begin with sufficient con-
ditions for metric regularity in terms of the constructions used in the semismooth versions of
the generalized Newton’s method. Given a locally Lipschitz continuous vector-valued mapping
H : Rn → Rm, we have by the classical Rademacher theorem that the set of points
SH := {x ∈ Rn
∣∣ H is differentiable at x} (5.8)
is of full Lebesgue measure in Rn.
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Thus for any mapping H : Rn → Rm locally Lipschitzian around x¯ the set
∂BH(x¯) :=
{
lim
k→∞
H ′(xk)
∣∣∣ ∃ {xk} ⊂ SH with xk → x¯} (5.9)
is nonempty and obviously compact in Rm. It was introduced in [66] for m = 1 as the set
of “almost-gradients” and then was called in [56] the B-subdifferential of H at x¯. Clarke’s
generalized Jacobian [12] of H at x¯ is defined by the convex hull
∂CH(x¯) := co
{
∂BH(x¯)
}
. (5.10)
We also make use of the Thibault derivative/limit set [67] (called sometimes the “strict graphical
derivative” [61]) of H at x¯ defined by
DTH(x¯)(z) := Lim sup
x→x¯
t↓0
H(x+ tz)−H(x)
t
, z ∈ Rn. (5.11)
Observe the known relationships [33, 67] between the above derivative sets
∂BH(x¯)z ⊂ DTH(x¯)(z) ⊂ ∂CH(x¯)z, z ∈ Rn. (5.12)
The next result gives a sufficient condition for metric regularity of Lipschitzian mappings in
terms of the Thibault derivative (5.11).
Proposition 5.5 (sufficient condition for metric regularity in terms of Thibault’s
derivative). Let H : Rn → Rn be locally Lipschitzian around x¯, and let
0 /∈ DTH(x¯)(z) whenever z 6= 0. (5.13)
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Then the mapping H is metrically regular around x¯.
Proof. Kummer’s inverse function theorem [37, Theorem 1.1] ensures that condition (5.13)
implies (actually is equivalent to) the fact that there are neighborhoods U of x¯ and V of H(x¯)
such that the mapping H : U → V is one-to-one with a locally Lipschitzian inverse H−1 : V → U .
Let µ > 0 be a Lipschitz constant of H−1 on V . Then for all x ∈ U and y ∈ V we have the
relationships
dist
(
x;H−1(y)
)
= ‖x−H−1(y)‖ = ‖H−1(H(x))−H−1(y)‖
≤ µ‖H(x)− y‖ = µ dist(y;H(x)),
which thus justify the metric regularity of H around x¯. 
To proceed further with sufficient conditions for the validity of our assumption (H1), we
first introduce the notion of directional boundedness.
Definition 5.6 (directional boundedness). A mapping H : Rn → Rm is said to be direc-
tionally bounded around x¯ if
lim sup
t↓0
∥∥∥∥H(x+ tz)−H(x)t
∥∥∥∥ <∞ (5.14)
for all x near x¯ and for all z ∈ Rn.
It is easy to see that if H is either directionally differentiable around x¯ or locally Lipschitzian
around this point, then it is directionally bounded around x¯. The following example shows that
the converse does not hold in general.
Example 5.7 (directionally bounded mappings may be neither directionally differ-
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entiable nor locally Lipschitzian). Define a real function H : R→ R by
H(x) :=

x sin
(
1
x
)
if x 6= 0,
0 if x = 0.
It is easy to see that this function is not either directionally differentiable at x¯ = 0 or locally
Lipschitzian around this point. However, it is directionally bounded around x¯. Indeed, for any
x 6= 0 near x¯ condition (5.14) holds because H is simply differentiable at x 6= 0. For x = 0 we
have
lim sup
t↓0
∣∣∣H(tz)−H(0)
t
∣∣∣ = lim sup
t↓0
|H(tz)|
t
= lim sup
t↓0
∣∣∣z sin( 1
tz
)∣∣∣ = |z| <∞.
The next proposition and its corollary present verifiable sufficient conditions for the fulfill-
ment of assumption (H1).
Proposition 5.8 (assumption (H1) from metric regularity). Let H : Rn → Rn, and let
x¯ be a solution to (1.3). Suppose that H is metrically regular around x¯ (i.e., kerD∗H(x¯) = 0),
that it is directionally bounded and one-to-one around this point. Then assumption (H1) is
satisfied.
Proof. Recall that the metric regularity of H around x¯ is equivalent to the condition
kerD∗H(x¯) = {0} by the coderivative criterion (2.18). Let U ⊂ Rn be a neighborhood of x¯
such that H is metrically regular and one-to-one on U . Choose further a neighborhood V ⊂ Rn
of H(x¯) = 0 from the definition of metric regularity of H around x¯. Then pick x ∈ U , z ∈ V and
an arbitrary direction d ∈ Rn satisfying −H(x) ∈ DH(x)(d). Employing now Proposition 5.2,
we get
d ∈ Lim sup
h→−H(x), t↓0
H−1
(
H(x) + th
)− x
t
.
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By the local single-valuedness of H−1 and the metric regularity of H around x¯ there exists a
number µ > 0 such that
∥∥∥∥H−1(H(x) + th)− xt − z
∥∥∥∥ ≤ µ∥∥∥∥H(x) + th−H(x+ tz)t
∥∥∥∥ = µ ∥∥∥∥H(x+ tz)−H(x)t − h
∥∥∥∥
for all t > 0 sufficiently small. It follows that
‖d− z‖ ≤ lim sup
t↓0
h→−H(x)
∥∥∥∥∥H−1
(
H(x) + th
)− x
t
− z
∥∥∥∥∥ ≤ µ lim supt↓0
h→−H(x)
∥∥∥∥H(x+ tz)−H(x)t − h
∥∥∥∥ <∞
by the directional boundedness of H around x¯. The boundedness of the family
{
v(t) :=
H(x+ tz)−H(x)
t
}
, t ↓ 0,
allows us to select a sequence tk ↓ 0 such that v(tk) → w for some w ∈ Rn. By passing to the
limit above as k →∞ and employing Definition 2.2 we get that
w ∈ D˜H(x)(z) and 1
µ
‖d− z‖ ≤ ‖w +H(x)‖,
which completes the proof of the proposition. 
Corollary 5.9 (sufficient conditions for (H1) via Thibault’s derivative). Let x¯ be a
solution to (1.3), where H : Rn → Rn is locally Lipschitzian around x¯ and such that condition
(5.13) holds, which is automatic when detA 6= 0 for all A ∈ ∂CH(x¯). Then (H1) is satisfied
with H being both metrically regular and one-to-one around x¯.
Proof. Indeed, both metric regularity and bijectivity of H around x¯ assumed in Proposi-
tion 5.8 follow from Proposition 5.5 and its proof. Nonsingularity of all A ∈ ∂CH(x¯) clearly
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implies (5.13) by the second inclusion in (5.12). 
Note that other conditions ensuring the fulfillment of assumption (H1) for Lipschitzian
and non-Lipschitzian mappings H : Rn → Rn can be formulated in terms of Warga’s derivate
containers by [69, Theorems 1 and 2] on “fat homeomorphisms” that also imply the metric
regularity and one-to-one properties of H.
Next we proceed with the discussion of assumption (H2) and present, in particular, sufficient
conditions for their fulfillment via semismoothness. First observe the following.
Proposition 5.10 (relationship between graphical derivative and generalized Jaco-
bian). Let H : Rn → Rm be locally Lipschitzian around x¯. Then we have
DH(x¯)(z) ⊂ ∂CH(x¯)z for all z ∈ Rn. (5.15)
Proof. Pick w ∈ DH(x¯)(z) and get by Proposition 2.3(c) and Definition 2.2 a sequence of
tk ↓ 0 as k →∞ such that
w = lim
k→∞
H(x¯+ tkz)−H(x¯)
tk
. (5.16)
It is easy to see from (5.16) and the definition of the Thibault derivative (5.11) that we have
w ∈ DTH(x¯)(z). Then the desired result w ∈ ∂CH(x¯) follows from (5.12). 
Inclusion (5.15), which may be strict as illustrated by Example 5.11 below, shows that
our generalized Newton algorithm 5.1 based on the graphical derivative provides in the case
of Lipschitz equations (1.3) a more accurate choice of the iterative direction dk via (5.1) in
comparison with the iterative relationship
−H(xk) ∈ ∂CH(xk)dk, k = 0, 1, 2, . . . , (5.17)
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used in the semismooth Newton’s method [57] and related developments [33, 36] based on the
generalized Jacobian. If in addition to the assumptions of Proposition 5.10 the mapping H is
directionally differentiable at x¯, then DH(x¯)(z) = {H ′(x¯; z)} by Proposition 2.3(c,d). Thus in
this case we have from Proposition 5.10 that for any z ∈ Rn there is A ∈ ∂CH(x¯) such that
H ′(x¯; z) = Az, which recovers a well-known result from [57, Lemma 2.2].
The following example shows that the converse inclusion in Proposition 5.10 is not satisfied in
general even with the replacement of the set DH(x¯)(z) in (5.15) by its convex hull coDH(x¯)(z)
in the case of real functions. Furthermore, the same holds if we replace the generalized Jacobian
in (5.15) by the smaller B-subdifferential ∂BH(x¯) from (5.9).
Example 5.11 (graphical derivative is strictly smaller than B-subdifferential and
generalized Jacobian). Consider the simplest nonsmooth convex function H(x) = |x| on R.
In this case ∂BH(0) = {−1, 1} and ∂CH(0) = [−1, 1]. Thus
∂BH(0)z = {−1, 1} and ∂CH(0)z = [−1, 1] for z = 1.
Since H(x) = |x| is locally Lipschitzian and directionally differentiable, we have
DH(0)(z) =
{
H ′(0; z)
}
= |z| = {1} for z = 1.
Hence it gives the relationships
DH(0)(z) = co
{
DH(0)(z)
} ⊂ ∂BH(0)z ⊂ ∂CH(0)z,
where both inclusions are strict. Observe also the difference between the convexification of the
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graphical derivative and of the coderivative; in the latter case we have equality (2.15).
As mentioned in Section 1, there is an improvement [56] of the iterative procedure (5.17)
with the replacement the generalized Jacobian therein by the B-subdifferential
−H(xk) ∈ ∂BH(xk)dk, k = 0, 1, 2, . . . . (5.18)
Note that, along with obvious advantages of version (5.18) over the one in (5.17), in some settings
it is easier to deal with the generalized Jacobian than with its B-subdifferential counterpart due
to much better calculus and convenient representations for ∂CH(x¯) in comparison with the case
of ∂BH(x¯), which does not even reduce to the classical subdifferential of convex analysis for
simple convex functions as, e.g., H(x) = |x|. A remarkable common feature for both versions in
(5.17) and (5.18) is the efficient semismoothness assumption imposed on the underlying mapping
H to ensure its local superlinear convergence. This assumption, which unifies and labels versions
(5.17) and (5.18) as the “semismooth Newton’s method”, is replaced in our generalized Newton’s
method by assumption (H2). Let us now recall the notion of semismoothness and compare it
with (H2).
A mapping H : Rn → Rm, locally Lipschitzian and directionally differentiable around x¯, is
semismooth at this point if the limit
lim
h→z, t↓0
A∈∂CH(x¯+th)
{
Ah
}
(5.19)
exists for all z ∈ Rn; see [21, Definition 7.4.2]. This notion was introduced in [44] for real-valued
functions and then extended in [57] to the vector mappings for the purpose of applications to a
nonsmooth Newton’s method. It is not hard to check [57, Proposition 2.1] that the existence of
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the limit in (5.19) implies the directional differentiability of H at x¯ (but may not around this
point) with
H ′(x¯; z) = lim
h→z, t↓0
A∈∂CH(x¯+th)
{
Ah
}
for all z ∈ Rn.
One of the most useful properties of semismooth mappings is the following representation for
them obtained in [54, Proposition 1]:
‖H(x¯+ z)−H(x¯)−Az‖ = o(‖z‖) for all z → 0 and A ∈ ∂CH(x¯+ z), (5.20)
which we exploit now to relate semismoothness to our assumption (H2).
Proposition 5.12 (semismoothness implies assumption (H2)). Let H : Rn → Rm be
semismooth at x¯. Then assumption (H2) is satisfied.
Proof. Since any semismooth mapping is Lipschitz continuous on a neighborhood U of x¯,
we have by Proposition 2.3(c) that
D˜H(x)(x¯− x) = DH(x)(x¯− x) for all x ∈ U.
Proposition 5.10 yields therefore that
D˜H(x)(x¯− x) ⊂ ∂CH(x)(x¯− x) whenever x ∈ U.
Given any v ∈ D˜H(x)(x¯ − x) and using the latter inclusion, find a matrix A ∈ ∂CH(x) such
that v = A(x¯− x). Applying finally property (5.20) of semismooth mappings, we get
‖H(x)−H(x¯) + v‖ = ‖H(x)−H(x¯)−A(x− x¯)‖ = o(‖x− x¯‖) for all x ∈ U,
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which thus verifies (H2) and completes the proof of the proposition. 
Note that the previous proposition actually shows that condition (5.20) implies (H2). The
next result states that the converse is also true, i.e., we have that assumption (H2) is completely
equivalent to (5.20) for locally Lipschitzian mappings.
Proposition 5.13 (equivalent description of (H2)). Let H : Rn → Rm be locally Lips-
chitzian around x¯, and let assumption (H2) hold with some neighborhood U therein. Then
‖H(x)−H(x¯)−A(x− x¯)‖ = o(‖x¯− x‖) for all x ∈ U and A ∈ ∂BH(x). (5.21)
Therefore assumption (H2) is equivalent to (5.20).
Proof. Arguing by contradiction, suppose that (5.21) is violated and find sequences xk → x¯,
Ak ∈ ∂BH(xk) and a constant γ > 0 such that
‖H(xk)−H(x¯)−Ak(xk − x¯)‖ ≥ γ‖x¯− xk‖, k ∈ N.
By the Lipschitz property of H and by construction (5.9) of the B-subdifferential there are
points of differentiability uk ∈ SH close to xk with H ′(uk) sufficiently close to Ak satisfying
‖H(uk)−H(x¯)−H ′(uk)(uk − x¯)‖ ≥ γ2‖x¯− uk‖, k ∈ N.
Then Proposition 2.3(c,f) gives us the representations
D˜H(uk)(x¯− uk) = DH(uk)(x¯− uk) = −H ′(uk)(uk − x¯)
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for all k ∈ N, which imply therefore that
‖H(uk)−H(x¯) + v‖ ≥ γ2‖x¯− uk‖ whenever v ∈ D˜H(uk)(x¯− uk), k ∈ N.
This clearly contradicts assumption (H2) for k sufficiently large and thus ensures property (5.21).
The equivalence between (H2) and (5.20) follows now from the implication (H2)=⇒(5.21) and
the proof of Proposition 5.12. 
It is well known that, for the class of locally Lipschitzian and directionally differentiable
mappings, condition (5.20) is equivalent to the original definition of semismoothness; see, e.g.,
[21, Theorem 7.4.3]. Proposition 5.13 above establishes the equivalence of (5.20) to our major
assumption (H2) provided that H is locally Lipschitzian around the reference point while it may
not be directionally differentiable therein. In fact, it follows from Example 5.15 that assumption
(H2) may hold for locally Lipschitzian functions, which are not directionally differentiable and
hence not semismooth. Let us now illustrate that (H2) may also be satisfied for non-Lipschitzian
mappings, in which case it is not equivalent to property (5.20).
Example 5.14 (assumption (H2) holds for non-Lipschitzian one-to-one mappings).
Consider the mapping H : R2 → R2 defined by
H(x1, x2) :=
(
x2
√
|x1|+ |x2|3, x1
)
for x1, x2 ∈ R. (5.22)
It is easy to check that this mapping is one-to-one around (0, 0). Focusing for definiteness on
the nonnegative branch of the mapping H, observe that at any point (x1, x2) ∈ R2 with either
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x1, x2 > 0, the classical Jacobian JH(x1, x2) is computed by
JH(x1, x2) =

x2
2
√
x1 + x32
√
x1 + x32 +
3x32
2
√
x1 + x32
1 0
 .
Setting x1 = x
3
2, we see that the first component
x2
2
√
x1 + x32
=
x2
2
√
x32 + x
3
2
is unbounded when x1, x2 ↓ 0. This implies that the Jacobian JH(x1, x2) is unbounded around
(x¯1, x¯2) = (0, 0), and hence H is not locally Lipschitzian around the origin.
Let us finally verify that the underlying assumption (H2) is satisfied for the mapping H in
(5.22). First assume that x1, x2 > 0. Then we need to check that
‖H(x1, x2)−H(x¯1, x¯2) + JH(x1, x2)(−x1,−x2)‖
=
∣∣∣∣∣x2
√
x1 + x32 −
x1x2
2
√
x1 + x32
− x2
√
x1 + x32 −
3x42
2
√
x1 + x32
∣∣∣∣∣
=
∣∣∣∣∣ x1x22√x1 + x32 + 3x
4
2
2
√
x1 + x32
∣∣∣∣∣ = o(
√
x21 + x
2
2
)
.
The latter surely holds as (x1, x2)→ (0, 0) due to the estimates
x1x2
2
√
x1 + x32
√
x21 + x
2
2
≤ x1√
x1 + x32
≤ √x1,
3x42
2
√
x1 + x32
√
x21 + x
2
2
≤ 3x
3
2
2
√
x1 + x32
≤ 3x2,
which thus justify the fulfillment of assumption (H2) in this case. The other cases where
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x1 > 0, x2 ≤ 0 or x1 < 0, x2 > 0 or x1 < 0, x2 ≤ 0 or, finally, x1 = 0, x2 arbitrary (here H is not
differentiable) can be treated in a similar way.
To complete our discussion on the major assumptions in this section, let us present an exam-
ple of a locally Lipschitzian function, which satisfies assumptions (H1) and (H2) being locally
one-to-one and metrically regular around the point in question while not being directionally
differentiable and hence not semismooth at this point. Other examples of this type involving
Lipschitzian while not directionally differentiable functions useful for different versions of the
generalized Newton’s method can be found in [21, 33, 36].
Example 5.15 (non-semismooth but metrically regular, Lipschitzian, and one-to-
one functions satisfying (H1) and (H2)). We construct a function H : [−1, 1]→ R in the
following way. First set H(x¯) := 0 at x¯ = 0. Then define H on the interval (1/2, 1] staying
between two lines (
1− 1
2
)
x+
1
4
≤ H(x) ≤ x
in the following way: start from (1, 1) and let H be continuous piecewise linear when x goes
from 1 to 1/2 with the slope 1+1/4 and then with the slope 1/2 − 1/4 alternatively until x
reaches 1/2. Consider further each interval (2−k, 2−(k−1)] for k = 2, 3, . . . and, starting from
the point
(
2−(k−1), 2−(k−1)
)
, define H to be continuous piecewise linear with the corresponding
slopes of either 1 + 2−2k or 1− 2−k − 2−2k staying between the two lines
(
1− 1
2k
)
x+
1
22k
≤ H(x) ≤ x. (5.23)
Thus we have constructed H on the whole interval [0, 1]. On the interval [−1, 0], define the
function H symmetrically with respect to the origin. Then it is easy to see that H in continuous
156
on [−1, 1] and satisfies the following properties:
• H is clearly Lipschitz continuous around x¯ = 0.
• Since H is continuous and monotone with a positive uniform slope, it is one-to-one and
metrically regular around x¯, which directly follows, e.g., from the coderivative criterion
(2.18). This ensures the fulfillment of assumption (H1) by Proposition 5.8.
• To verify assumption (H2), fix k ∈ N and x ∈ (2−k, 2−(k−1)] and then pick any
v ∈ DH(x)(x¯− x) ⊂
[
1− 1
2k
− 1
22k
, 1 +
1
22k
]
(x¯− x).
Since x¯ = 0, the latter implies that
−
(
1 +
1
22k
)
x ≤ v ≤
(
1− 1
2k
− 1
22k
)
x
Thus we have by (5.23) and simple computations that
|H(x)−H(x¯) + v| ≤ 1
2k
|x|+ 1
22k
+
1
22k
= o
( 1
2k
)
= o(|x− x¯|),
which shows that assumption (H2) is satisfied. In fact, it follows from above that the
latter value is O(2−2k) = O(‖x− x¯‖2).
• Let us finally check that H is not directionally differentiable at xk = 2−k for any k ∈ N;
therefore it is not directionally differentiable around the reference point x¯ = 0 and hence
not semismooth at x¯. Indeed, this follows directly from computing the graphical derivative
by
DH(xk)(1) =
[
1− 1
2k
, 1
]
, k ∈ N,
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which is not single-valued at xk, and thus H is not directionally differentiable at xk due
to Proposition 2.3(c,d).
5.3 Application to the B-differentiable Newton Method
In this section we present applications of the graphical derivative-based generalized Newton’s
method developed above to the B-differentiable Newton’s method for nonsmooth equations
(1.3) originated by Pang [52].
Throughout this section, suppose that H : Rn → Rn is locally Lipschitzian and directionally
differentiable around the reference solution x¯ to (1.3). Proposition 2.3(c,d) yields in this setting
that the generalized Newton equation (5.1) in our Algorithm 5.1 reduces to
−H(xk) = H ′(xk; dk) (5.24)
with respect to the new search direction dk and that the new iterate xk+1 is computed by
xk+1 := xk + dk, k = 0, 1, 2, . . . . (5.25)
Note that Pang’s B-differentiable Newton’s method and its further developments (see, e.g.,
[21, 26, 53, 56, 57]) are based on Robinson’s notion of the B(ouligand)-derivative [58] for non-
smooth mappings; hence the name. As was then shown in [64], the B-derivative of a locally
Lipschitzian mapping agrees with the classical directional derivative. Thus the iteration scheme
in Pang’s B-differentiable method reduces to (5.24) and (5.25) in the Lipschitzian and direc-
tionally differentiable case, and so we keep the original name of [52].
The next theorem shows what we get from applying our local convergence result from
Theorem 5.3 and the subsequent analysis developed in Sections 3 and 4 to the B-differentiable
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Newton’s method. This theorem employs an equivalent description of assumption (H2) held in
the setting under consideration and the coderivative criterion (2.18) for metric regularity of the
underlying Lipschitzian mapping H ensuring the validity of assumption (H1).
Theorem 5.16 (solvability and local convergence of the B-differentiable Newton’s
method via metric regularity). Let H : Rn → Rn be semismooth, one-to-one, and metrically
regular around a reference solution x¯ to (1.3), i.e.,
0 ∈ ∂〈z,H〉(x¯) =⇒ z = 0. (5.26)
Then the B-differentiable Newton’s method (5.24), (5.25) is well defined (meaning that equation
(5.24) is solvable for dk as k ∈ N) and converges at least superlinearly to the solution x¯.
Proof. Since H is locally Lipschitzian around x¯, the coderivative criterion (2.18) is equiv-
alently written in form (5.26) via the limiting subdifferential (2.10) due to the scalarization
formula (2.16). Applying Theorem 5.3 to the B-differentiable Newton’s method, we need to
check that assumptions (H1) and (H2) are satisfied in the setting under consideration. In-
deed, it follows from Proposition 5.13 and the discussion right after it that (H2) is equivalent
to the semismoothness for locally Lipschitzian and directionally differentiable mappings. The
fulfillment of assumption (H1) is guaranteed by Proposition 5.8. 
More specific sufficient conditions for the well-posedness and superlinear convergence of the
B-differentiable Newton’s method are formulated via of the Thibault derivative (5.11).
Corollary 5.17 (B-differentiable Newton method via Thibault’s derivative). Let
H : Rn → Rn be semismooth at the reference solution point x¯ of equation (1.3), and let condition
(5.13) be satisfied. Then the B-subdifferential Newton’s method (5.24), (5.25) is well defined and
159
converges superlinearly to the solution x¯.
Proof. Follows from Theorem 5.16 and Proposition 5.9. 
Observe by the second inclusion in (5.12) that the assumptions of Corollary 5.17 are satisfied
when all the matrices from the generalized Jacobian ∂CH(x¯) are nonsingular. In the latter case
the solvability of subproblem (5.24) and the superlinear convergence of the B-differentiable
Newton’s method follow from the results of [57] that in turn improve the original ones in [52],
where H is assumed to be strongly Fre´chet differentiable at the solution point.
Further, it is shown in [56] that the B-differentiable method for semismooth equations (1.3)
converges superlinearly to the solution x¯ if just matrices A ∈ ∂BH(x¯) are nonsingular while
assuming in addition that subproblem (5.24) is solvable. As illustrated by the example presented
on pp. 243–244 of [56], without the latter assumption the B-differentiable Newton method may
not be well defined for semismooth mappings H on the plane with all the nonsingular matrices
from ∂BH(x¯). We want to emphasize that the solvability assumption for (5.24) is not imposed
in Theorem 5.16—it is ensured by metric regularity.
Let us now discuss interconnections between the metric regularity property of locally Lips-
chitzian mappings H : Rn → Rn via its coderivative characterization (5.26) and the nonsingu-
larity of the generalized Jacobian and B-subdifferential of H at the reference point. To this
end, observe the following relationships between the corresponding constructions.
Proposition 5.18 (relationships between the B-subdifferential, generalized Jacobian,
and coderivative of Lipschitzian mappings). Let H : Rn → Rm be locally Lipschitzian
around x¯. Then we have
∂BH(x¯)
T z ⊂ ∂〈z,H〉(x¯) ⊂ ∂CH(x¯)T z for all z ∈ Rm, (5.27)
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where both inclusions in (5.27) are generally strict.
Proof. Recall that the middle term in (5.27) expressed via the limiting subdifferential
(2.10) is exactly the coderivative D∗H(x¯)(z) due to the scalarization formula (2.16) for locally
Lipschitzian mappings. Thus the second inclusion in (5.27) follows immediately from the well-
known equality (2.15) involving convexification, and it is strict as a rule due to the usual
nonconvexity of the limiting subdifferential; see [47, 61].
To justify the first inclusion in (5.27), observe that the limiting subdifferential ∂f(x¯) of every
function f : Rn → R continuous around x¯ admits the representation
∂f(x¯) = Lim sup
x→x¯
∂̂f(x) (5.28)
via the outer limit (2.1) of the Fre´chet/regular subdifferentials
∂̂f(x) :=
{
p ∈ Rn
∣∣∣ lim inf
u→x
f(u)− f(x)− 〈p, u− x〉
‖u− x‖ ≥ 0
}
(5.29)
of f at x; see, e.g., [47, Theorem 1.89]. We obviously have from (5.29) that ∂̂f(x¯) = {f ′(x¯)} if
f is (Fre´chet) differentiable at x¯ with its derivative/gradient f ′(x¯).
Having the mapping H = (h1, . . . , hm) : Rn → Rm in the proposition and fixing an arbitrary
vector z¯ = (z¯1, . . . , z¯m) ∈ Rm, form now a scalar function fz¯ : Rn → R by
fz¯(x) :=
m∑
i=1
z¯ihi(x), x ∈ Rn. (5.30)
Then the first inclusion in (5.27) amounts to say that
∂BH(x¯)
T z¯ ⊂ ∂fz¯(x¯). (5.31)
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To proceed with proving (5.31), pick any matrix A ∈ ∂BH(x¯)T z¯ and denote by ai ∈ Rn,
i = 1, . . . , n, its vector rows. By definition (5.9) of the B-subdifferential ∂BH(x¯) there is a
sequence {xk} ⊂ SH from the set of differentiability (5.8) such that xk → x¯ and H ′(xk) → A
as k →∞. It is clear from (5.30) that the function fz¯ is differentiable at each xk with
f ′z¯(x
k) =
m∑
i=1
z¯ih
′
i(x
k)→
m∑
i=1
z¯iai = A
T z¯ as k →∞.
Since ∂̂fz¯(x
k) = {f ′¯z(xk)} at all the points of differentiability, we arrive at (5.31) by representa-
tion (5.28) of the limiting subdifferential and thus justify the first inclusion in (5.27).
To illustrate that the latter inclusion may be strict, consider the function H(x) := |x| on R.
Then ∂BH(0)z = {−z, z} for all z ∈ R, while
∂(zH)(0) = D∗H(0)(z) =

[−z, z] for z ≥ 0,
{−z, z} for z < 0.
This completes the proof of the proposition. 
It follows from Proposition 5.18 in the case of Lipschitzian transformations H : Rn → Rn
that the nonsingularity of all the matrices A ∈ ∂CH(x¯) is a sufficient condition for the metric
regularity of H around x¯ due to the coderivative criterion (5.26) while the nonsingularity of all
A ∈ ∂BH(x¯) is a necessary condition for this property. Note however, as it has been discussed
above, that the nonsingularity condition for ∂BH(x¯) alone does not ensure the solvability of
subproblem (5.24) in the B-differentiable Newton’s method, and thus it cannot be used alone
for the justification of algorithm (5.24), (5.25) in the B-differentiable semismooth case. Fur-
thermore, we are not familiar with any verifiable condition to support the nonsingularity of
∂BH(x¯) in the full justification of the B-differentiable Newton’s method.
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In contrast to this, the metric regularity itself, via its verifiable pointwise characterization
(5.26), ensures the solvability of (5.24) and fully justifies the B-differentiable Newton’s method
with its superlinear convergence provided that the mapping H is semismooth and locally in-
vertible around the reference solution point. Note that the nonsingularity of the generalized
Jacobian ∂CH(x¯) implies not only the metric regularity but simultaneously the semismoothness
and local invertibility of a Lipschitzian transformation H : Rn → Rn. However, the latter con-
dition fails to spot a number of important situations when all the assumptions of Theorem 5.16
are satisfied; see, in particular, Corollary 5.17 and the corresponding conditions in terms of
Warga’s derivate containers discussed right after Corollary 5.9. We refer the reader to the spe-
cific mappings H : R2 → R2 from [37, Example 2.2] and [69, Example 3.3] that can be used to
illustrate the above statement.
5.4 Concluding Remarks
In this chapter we develop a new generalized Newton’s method for solving systems of nonsmooth
equations H(x) = 0 with H : Rn → Rn. Local superlinear convergence and global (of the Kan-
torovich type) convergence results are derived under relatively mild conditions. In particular,
the local Lipschitz continuity and directional differentiability of H are not necessarily required.
We show that the new method and its specifications have some advantages in comparison with
previously known results on the semismooth and B-differentiable versions of the generalized
Newton’s method for nonsmooth Lipschitz equations.
Our approach is heavily based on advanced tools of variational analysis and generalized
differentiation. The algorithm itself is built by using the graphical/contingent derivative of H,
while other graphical derivatives and coderivatives are employed in formulating appropriate as-
sumptions and proving solvability and convergence results. The fundamental property of metric
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regularity and its pointwise coderivative characterization play a crucial role in the justification
of the algorithm and its satisfactory performance.
In the other lines of developments, it seems appealing to develop an alternative Newton-type
algorithm, which is constructed by using the basic coderivative instead of the graphical deriva-
tive. This requires certain symmetry assumptions for the given problem, since the coderivative
is an extension of the adjoint derivative operator. Major advantages of a coderivative-based
Newton’s method would be comprehensive calculus rules held for the coderivative in contrast
to the contingent derivative, complete coderivative characterizations of Lipschitzian stability,
and explicit calculations of the coderivative in a number of settings important for applications.
The details of these ideas are part of our future research.
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Chapter 6
Damped Newton’s method
6.1 The Damped Newton’s Algorithm
In this section, we present the damped Newton’s algorithm together with the standing assump-
tions. These conditions are needed to realize the algorithm and its the convergence results. We
first let γ : R+ → R+ be a continuous nondecreasing function satisfying γ(t) ↓ 0 as t ↓ 0. Let
η : Rn × Rn → R+ be a continuous function satisfying
η¯ := lim sup
‖H(x)‖→0
‖u‖→0
η(x, u) <
1
M
for some given M > 0.
To begin our analysis, we assume the following assumptions
(G1) DH(·) satisfies the γ-range
diamDH(x)(d) ≤ γ(‖H(x)‖) for all ‖d‖ = 1.
(G2) DH(·) satisfies the η-approximation
H(x+ u)−H(x) ∈ DH(x)(u) + η(x, u)‖u‖IB,
for all small u ∈ Rn.
(G3) H is canonically uniformly continuous in the following sense: For all ε, r > 0, there exists
δ = δ(r, ε) > 0 such that
‖H(x+ u)−H(x)‖ ≤ ε , for all x ∈ Ω, ‖H(x)‖ ≥ r , ‖u‖ ≤ δ.
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Briefly, assumption (G1) requires the “size” of the graphical derivative of H at each direction
should not be too large as ‖H(x)‖ → 0. In this scheme, γ serves as a gauge function depending on
‖H(x)‖ only. Assumption (G2) indicates that the graphical derivative could well-approximate
the function difference H(x+u)−H(x) up to some error proportional to ‖u‖ (or probably even
superlinear to ‖u‖ when we impose some assumptions on η). Finally, assumption (G3) suggests
some uniform continuity away from the zero points of H, which is obviously fulfilled in the case
H is Lipschitzian. Moreover, this assumption makes sense in the case H is not Lipschitzian at
zero points.
We now present the damped Newton’s method, also known as Newton’s method with line-
search. The algorithm was first introduced in [52], and later studied in [54, 56]. To start, we
define the region of convergence Ω by
Ω :=
{
x ∈ Rn
∣∣∣ ‖H(x)‖ < γ−1 (1−Mη¯M )},
where we mean γ−1(a) = sup{z|γ(z) = a} as convention. The fact that Ω might be open,
however, does not interfere our analysis in the sequel. In our argument, we will always assume
all the level set is bounded and hence Ω is bounded. We also choose some “slope”-parameter
σ ∈ (0, 1). The parameter σ will play some role in the convergence of the algorithm. Indeed, for
each starting point x0 ∈ Ω, we will choose a suitable σ such that the algorithm is executable.
Algorithm 6.1 (Generalized Damped Newton’s method). Let β ∈ (0, 1) be a given
scalar.
(S.0) Choose a starting point x0 ∈ Ω.
(S.1) Check a suitable termination criterion.
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(S.2) Compute dk ∈ Rn such that (5.1) holds, i.e.,
−H(xk) ∈ DH(xk)(dk),
and ‖dk‖ ≤M‖H(xk)‖.
(S.3) Let αk = β
mk where mk is the first nonnegative integer m for which
q(xk + βmdk)− q(xk)
βm
≤ −σq(xk) (6.1)
(S.4) Set xk+1 = xk + αkd
k, k ← k + 1, and go to (S.1).
The crucial matter in Newton’s method is that solving the Newton equation (5.1) must be
easier than solving the original equation (1.3), otherwise the Newton’s method would be useless.
Therefore, the solvability of the Newton equation should be taken into account. Let us mention
that Proposition 5.2 provides a result of solvability based on metric regularity. In addition, the
proof of Proposition 5.2 shows that the solution d of (5.2) also satisfies ‖d‖ ≤ µ‖H(x)‖. Thus,
it implies that Step (S.2) is always accomplished if we set M to be any constant larger than the
metric regularity modulus of H.
Our next task is to verify that direction d in Step (S.2) produces a descent direction, which
consequently implies the realization of Step (S.3).
Lemma 6.2 (descent direction). Let (G1) hold and assume that d 6= 0 is taken from Step
(S.2), i.e., d is a solution to
−H(x) ∈ DH(x)(d)
with ‖d‖ ≤M‖H(x)‖. The following hold
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(i) If x ∈ Ω and H(x) 6= 0 then d is a descent direction of q at x.
(ii) If the parameter σ < 1−Mγ(‖H(x)‖), then step (S.3) is realized.
Proof. By assumption we have −H(x)‖d‖ ∈ DH(x)
(
d
‖d‖
)
. Using (G1) we have
DH(x)( d‖d‖) ⊂ −H(x)‖d‖ + γIB.
Since ‖d‖ ≤M‖H(x)‖, it follows that
DH(x)(d) ⊂ −H(x) +M‖H(x)‖γIB.
Since H(x) is finite, one has DH(x)(d) is bounded. It follows that
Lim sup
λ→0
∥∥∥∥H(x+ λd)−H(x)λ
∥∥∥∥ < +∞. (6.2)
We define the distance
rλ := r(λ) = dist
(
H(x+ λd)−H(x)
λ
;DH(x)(d)
)
,
and that,
H(x+ λd)−H(x)
λ
∈ DH(x)(d) + rλIB.
We claim that rλ ↓ 0 as λ ↓ 0. Indeed, suppose it is not the case and there is δ > 0, λk ↓ 0 such
that rλk > δ > 0, from (6.2) we may assume that
H(x+ λkd)−H(x)
λk
→ v ∈ DH(x)(d).
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This is a contradiction to rλk > δ and verifies our claim. Now one has
q(x+ λd)− q(x)
λ
=
1
2
[
H(x+ λd) +H(x)
]T [H(x+ λd)−H(x)
λ
]
⊂ 1
2
[
H(x+ λd) +H(x)
]T [
DH(x)(d) + rλIB
]
⊂ 1
2
[
H(x+ λd) +H(x)
]T [−H(x) +M‖H(x)‖γIB + rλIB]
⊂ −1
2
[
H(x+ λd) +H(x)
]T
H(x)+
+
1
2
[
H(x+ λd) +H(x)
]T
M‖H(x)‖γIB + rλ
2
[
H(x+ λd) +H(x)
]T
IB
That implies
q(x+ λd)− q(x)
λ
≤− 1
2
[
H(x+ λd) +H(x)
]T
H(x)+
+
1
2
‖H(x+ λd) +H(x)‖.M‖H(x)‖γ + rλ
2
‖H(x+ λd) +H(x)‖
Letting λ ↓ 0, we arrive
lim sup
λ↓0
q(x+ λd)− q(x)
λ
≤ −‖H(x)‖2 + ‖H(x)‖2Mγ
=
(
− 1 +Mγ
)
‖H(x)‖2 ≤ 2
(
− 1 +Mγ
)
q(x).
The last inequality follows from γ = γ(‖H(x)‖) ≤ 1−Mη¯M due to the fact that x ∈ Ω. This
guarantees d is a descent direction of q at x. Moreover, since σ ≤ 1− γM , one has for m large
q(x+ βmd)− q(x)
βm
< −σq(x).
This verifies Step (S.3) in Algorithm 6.1 and completes the proof. 
Note that when the graphical derivative is singleton, i.e., H is directionally differentiable,
one has γ ≡ 0 and Lemma 6.2 goes back to Pang [52, Lemma 1].
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Theorem 6.3 (Algorithm executability). Assume that (G1) holds and H is metrically
regular with modulus µ ≤M . For a starting point x0 ∈ Ω, we choose the parameter
0 < σ < 1−Mγ(‖H(x0)‖).
Then Algorithm 6.1 generates a sequence {xk} satisfying ‖H(xk+1)‖ < ‖H(xk)‖ for all k, hence
{xk} remains in Ω.
Proof. Starting at x0, by Lemma 6.2 we have d0 is a descent direction and find α0 by step
(S.3) such that
q(x0 + α0d
0)− q(x0)
α0
≤ −σq(x0).
Hence q(x1) < (1−σ)q(x0) with x1 = x0 +α0d0, i.e., ‖H(x1)‖ < ‖H(x0)‖. That implies x1 ∈ Ω
and that
σ < 1−Mγ(‖H(x0)‖) < 1−Mγ(‖H(x1)‖),
which in turn implies the procedure is executable at x1 by Lemma 6.2. The proof is then
complete by using induction. 
6.2 Convergence Analysis
In this section, we justify the convergence of Algorithm 6.1 under the assumptions made. The
following results present our convergence analysis. Let us mention that Theorem 6.4 is modified
from Pang [52].
Theorem 6.4 (Preliminary convergence analysis). Assume (G1) holds and Algorithm 6.1
is executable, in particular, H is metrically regular on Ω with some modulus µ ≤ M . Let {xk}
with the corresponding αk be the sequence generated by Algorithm 6.1. Assume further that
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H(xk) 6= 0 for all k and that lim supk αk > 0. Then {xk} converges to a zero of H.
Proof. The sequence {q(xk)} is nonnegative and decreasing, thus it converges and
lim
k→∞
(
q(xk)− q(xk+1)) = 0.
Due to (6.1) one has
lim
k→∞
αkq(x
k) = 0.
By extracting a subsequence, we assume that lim
l→∞
αkl = C > 0 then lim
l→∞
q(xkl) = 0. Since
{q(xk)} is decreasing, it implies the whole sequence {q(xk)} decreases to zero as k →∞.
From (6.1), we have
√
q(xk)−
√
q(xk+1) ≥ σαkq(x
k)√
q(xk) +
√
q(xk+1)
≥ σαk
2
√
q(xk),
which implies
‖H(xk)‖ − ‖H(xk+1)‖ ≥ σαk
2
‖H(xk)‖.
Now one has
‖xk+1 − xk‖ = αk‖dk‖ ≤Mαk‖H(xk)‖ ≤ 2M
σ
(
‖H(xk)‖ − ‖H(xk+1)‖
)
.
Inductively, one has for all p that
‖xk+p − xk‖ ≤ 2M
σ
(
‖H(xk)‖ − ‖H(xk+p)‖
)
≤ 2M
σ
‖H(xk)‖ → 0 as k →∞.
This verifies {xk} is a Cauchy sequence, thus converges to some x¯ which is obviously a zero of
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H. The proof is now complete. 
Theorem 6.5 (Convergence analysis). Assume (G1)-(G3) hold and Algorithm 6.1 is exe-
cutable, in particular, H is metrically regular in Ω with some modulus µ ≤ M . Then for any
starting point x0 ∈ Ω, there exists σ > 0 for Algorithm 6.1 such that the generated sequence
{xk} converges to a zero of H.
Proof. Since x0 ∈ Ω, one has ‖H(x0)‖ < γ−1
(
1−Mη¯
M
)
. Therefore, we can choose σ such
that
‖H(x0)‖ < γ−1
(
1−σ−Mη¯
M
)
,
which means
σ < 1−Mη¯ −Mγ(‖H(x0)‖).
The choice of σ guarantees Algorithm 6.1 is executable by Theorem 6.3. We denote {xk}
the sequence generated by Algorithm 6.1 with our choice of σ. Then it is clear from Lemma 6.2
and Theorem 6.4 that ‖H(xk)‖ is decreasing.
Suppose lim sup
k→∞
αk > 0 then the conclusion follows from Theorem 6.4 and we finish the
proof. So our remaining task is to prove the remaining case when lim
k→∞
αk = 0.
To furnish, we first claim that ‖H(xk)‖ → 0. Suppose by contrary that there is r > 0 such
that ‖H(xk)‖ > r for all k. By the choice of αk, the scalar αkβ does not satisfy (6.1), i.e.,
∆k :=
q(xk + αkβ d
k)− q(xk)
αk
β
> −σq(xk) = −σ
2
‖H(xk)‖2. (6.3)
Employing (G2) with u = λd, we find δ > 0 such that
H(x+ λd)−H(x)
λ
∈ DH(x)(d) + η¯‖d‖IB
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whenever ‖λd‖ ≤ δ and x ∈ Ω. Now employing (G3), take ε > 0 small we shrink δ such that
‖H(x+ λd)−H(x)‖ ≤ ε whenever ‖λd‖ ≤ δ.
Now since C := ‖H(x0)‖ ≥ ‖H(xk)‖ ≥ r, αk ↓ 0 and ‖dk‖ ≤M‖H(xk)‖, we have
‖αkβ dk‖ ≤ δ for all large k.
Therefore, (G2) implies for large k that
H(xk + αkβ d
k)−H(xk)
αk
β
∈ DH(xk)(dk) + η¯‖dk‖IB.
Similar to Lemma 6.2, we have
DH(xk)(dk) + η‖dk‖IB ⊂ −H(xk) + ‖H(xk)‖.MγkIB +Mη¯‖H(xk)‖IB,
where we denote γk = γ(‖H(xk)‖) for brevity in notation. Define 2u := H(xk + αkβ dk)−H(xk),
then due to (G3) we have ‖2u‖ ≤ ε, and thus
∆k =
q(xk + αkβ d
k)− q(xk)
αk
β
=
1
2
[
H(xk + αkβ d
k) +H(xk)
]T [H(xk + αkβ dk)−H(xk)
αk
β
]
∈
[
H(xk) + u
]T [−H(xk) + ‖H(xk)‖.MγkIB +Mη¯‖H(xk)‖IB]
So we have the estimate
∆k ≤ −‖H(xk)‖2 + ‖H(xk)‖2(Mγk +Mη¯) + ε
2
‖H(xk)‖
(
1 +Mγk +Mη¯
)
.
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Choose ε small such that the second term on the right hand side is less than
σ
4
r2, then
∆k ≤ ‖H(xk)‖2
(
− 1 +Mγk +Mη¯
)
+
σ
4
r2 ≤ ‖H(xk)‖2
(
− 1 +Mγk +Mη¯ + σ
4
)
.
Combining this with the estimate (6.3) we have
− σ
2
≤ −1 +Mγk +Mη¯ + σ
4
(6.4)
Due to ‖H(xk)‖ < ‖H(x0)‖ < γ−1
(
1−σ−η¯M
M
)
, we have γk = γ(‖H(xk‖) ≤ 1−σ−η¯MM . Thus from
(6.4),
−σ
2
≤ −1 + (1− σ − η¯M) +Mη¯ + σ
4
= −3σ
4
,
which is a contradiction. This verifies our claim that ‖H(xk)‖ → 0.
Finally, using the same argument in Theorem 6.4, we conclude that {xk} converges to some
x¯ which is a zero of H. The proof is now complete. 
Remark 6.6 Comparing to [52], Theorem 6.4 and 6.5 show one special feature that the sequence
of iterates {xk} converges solely to a single zero of H. Of course, the original equation might
have more than one solution.
In the rest of this section, we provide some result on the convergence rate of the algorithm.
Suppose we can choose αk = 1 for all k large in Step (S.3) of Algorithm 6.1. In this case, the
damped Newton’s method becomes the Newton’s method in classical sense, which is also known
as pure Newton’s method. Generally, the pure Newton’s method is very appealing due to its
superlinear convergence under mild assumptions.
Theorem 6.7 (pure Newton’s method). Assume (G1), (G2), (G3) hold and Algorithm 6.1
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is executable, in particular, H is metrically regular in Ω with some modulus µ ≤ M . Assume
further that
η¯ = lim sup
‖H(x)‖→0
‖u‖→0
η(x, u) <
√
2−1
M .
Then:
(i) For any starting point x0 ∈ Ω, there exists σ > 0 for Algorithm 6.1 such that the
generated sequence {xk} converges to a zero of H.
(ii) Algorithm 6.1 eventually becomes the pure Newton’s method, i.e., αk = 1 for k large,
or equivalently, for all k large the iterations are given by
xk+1 = xk + dk with dk solves −H(xk) ∈ DH(xk)(dk).
(iii) There exists a constant C > 0 such that one has the error estimate
‖xk − x¯‖ ≤ C(1− σ)k/2 for all k large. (6.5)
where x¯ is a zero of H.
Proof. Let η˜ := lim sup
‖H(x)‖,‖u‖↓0
η(x, u) and choose the parameter σ such that
0 < σ < min
{
4− 2(1 + η˜M)2, 1−Mη¯ −Mγ(‖H(x0)‖)}.
Let {xk} be the iterations generated by Algorithm 6.1. It is clear that all conclusions in Theorem
6.5 hold, which verifies (i). To prove (ii), we show that eventually αk = 1 for all k large.
Since ‖H(xk)‖ → 0, one has ‖dk‖ ≤M‖H(xk)‖ → 0 and γk = γ(‖H(xk)‖)→ 0 as well. For
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k large one has by (G2) that
H(xk + dk)−H(xk) ∈ DH(xk)(dk) + ηk‖dk‖IB
⊂ −H(xk) + (Mγk +Mηk)‖H(xk)‖IB,
where ηk = η(rk) for rk = sup
‖v‖≤‖dk‖
‖H(xk + v)‖. This implies
H(xk + dk) +H(xk) ∈ H(xk) + (Mγk +Mηk)‖H(xk)‖IB.
One has
2
[
q(xk + dk)− q(xk)
]
=
[
H(xk + dk) +H(xk)
]T [
H(xk + dk)−H(xk)
]
⊂
[
H(xk) + (Mγk +Mηk)‖H(xk)‖IB
]T [−H(xk) + (Mγk +Mηk)‖H(xk)‖IB].
So
2
[
q(xk + dk)− q(xk)
]
≤ −‖H(xk)‖2 + 2‖H(xk)‖2(Mγk +Mηk) + ‖H(xk)‖2(Mγk +Mηk)2
= ‖H(xk)‖2
(
− 1 + 2(Mγk +Mηk) + (Mγk +Mηk)2
)
= q(xk)
(
− 4 + 2(1 +Mγk +Mηk)2
)
.
Take k → ∞, then xk → x¯ and ‖dk‖, ‖H(xk)‖ → 0, so rk → 0 by the continuity of H. This
implies γk → 0 and ηk → η˜. It follows that for k sufficiently large
−4 + 2(1 +Mγk +Mηk)2 < −σ.
Hence one has
q(xk + dk)− q(xk) ≤ −σq(xk). (6.6)
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This implies (6.1) in step (S.3) of Algorithm 6.1 is satisfied with αk = 1, for all k large.
It remains to prove (iii). From the argument in Theorem 6.4, one has
‖xk − xk+p‖ ≤ 2Mσ ‖H(xk)‖,
Let p→∞, one has
‖xk − x¯‖ ≤ 2Mσ ‖H(xk)‖ = C
√
q(xk).
From (6.6) one has
q(xk) ≤ (1− σ)q(xk−1) for k large.
Combining the last two relations, we verify (iii). The proof is now complete. 
Theorem 6.8 (pure Newton’s method with superlinear convergence). Assume (G1),
(G2) and (G3) hold and Algorithm 6.1 is executable, in particular, H is metrically regular in Ω
with some modulus µ ≤M . Assume further that
lim
‖H(x)‖→0
‖u‖→0
η(x, u) = 0.
Then all conclusions of Theorem 6.7 hold. Moreover, the rate of convergence is superlinear.
Proof. It is obvious that all conclusions in Theorem 6.7 hold. It remains to prove that the
convergence rate is superlinear. Let {xk} be the iterations generated by Algorithm 6.1 which
converges to a zero x¯ of H. It follows from the proof of Theorem 6.7 that
‖xk+1 − x¯‖ ≤ 2Mσ ‖H(xk+1)‖ for all k.
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Using −H(xk) ∈ DH(xk)(xk+1 − xk) for k large, we continue the estimate as follows
‖H(xk+1)‖ = ‖H(xk+1)−H(xk) +H(xk)‖
≤ dist
(
H(xk+1)−H(xk);DH(xk)(xk+1 − xk)
)
+ diamDH(xk)(xk+1 − xk)
≤ ηk‖xk+1 − xk‖+ γk‖xk+1 − xk‖
= (ηk + γk)‖xk+1 − xk‖,
where γk = γ(‖H(xk)‖) and ηk = η(xk, dk). Since ‖H(xk)‖, ‖dk‖ ↓ 0, we have that both
γk, ηk → 0.
Now for any small ε > 0, with k sufficiently large one has
‖xk+1 − x¯‖ ≤ ε‖xk+1 − xk‖ ≤ ε‖xk+1 − x¯‖+ ε‖xk − x¯‖.
It follows that
‖xk+1 − x¯‖ ≤ ε
1− ε‖x
k − x¯‖ ≤ 2ε‖xk − x¯‖,
which implies ‖xk+1 − x¯‖ = o(‖xk − x¯‖), i.e., the convergence rate is superlinear. 
Remark 6.9 Under the assumptions in Theorem 6.8, one can consider the damped Newton’s
method as a “hybrid” algorithm. That means it has two phases: the first phase is applied for
global convergence as we need to be sufficiently closed to the solution, while the second phase
is the pure Newton’s method which will converge superlinearly.
Theorem 6.10 (pure Newton’s method with locally superlinear convergence). As-
sume (G1), (G2) and (G3) hold on some region Ω′ and Algorithm 6.1 generates a sequence {xk}
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converges to an isolated zero x¯ ∈ Ω′ of H. Assume further that
lim
x→x¯
‖u‖↓0
η(x, u) = 0.
Then {xk} becomes the pure Newton’s iterations in some neighborhood U of x¯ and the rate of
convergence is superlinear.
Proof. Pick some neighborhood U of x¯ such that
η(x, u) <
√
2−1
M for all x, x+ u ∈ U.
Since {xk} converges to x¯, we may assume x0 ∈ U . Then the rest of the proof is similar to
Theorem 6.7 and Theorem 6.8. 
6.3 Discussion on Major Assumptions
In this section, we discuss some sufficient conditions for our major assumptions (G1), (G2), and
(G3). Notice that assumption (G1) is automatic when H is directionally differentiable. We will
also use the notions in Section 5.2 and their relationships.
In the next two lemmas, we provide sufficient condition for assumption (G2) and (G3).
Proposition 6.11 (assumptions (G2) and (G3) for Lipschitz functions). Let H : Rn →
Rn be Lipschitz on some closed bounded set Ω ⊂ Rn, hence (G3) holds on Ω automatically. The
following hold
(i) Assume for some η > 0 one has ηM < 1 and
diam [∂CH(x)(d)] < η for all x ∈ Ω, ‖d‖ ≤ 1. (6.7)
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Then (G2) holds on Ω with η(·) ≡ η.
(ii) Assume for some η > 0 one has ηM <
√
2− 1 satisfying (6.7). Then (G2) holds on Ω
and the damped Newton’s method eventually becomes pure Newton’s method.
Proof. By contrary assume there exist xk ∈ Ω, ‖λkdk‖ ↓ 0 such that (G2) does not hold,
i.e.,
wk :=
H(xk + λkdk)−H(xk)
λk
6∈ DH(xk)(dk) + η‖dk‖IB,
Hence ‖dk‖ > 0, we divide by ‖dk‖ and arrive
H(xk + λ
′
kd
′
k)−H(xk)
λ′k
6∈ DH(xk)(d′k) + ηIB,
where λ′k := λk‖dk‖ ↓ 0 and d′k := dk‖dk‖ . So we may assume λk ↓ 0 and ‖dk‖ = 1. To proceed,
we pick a sequence vk ∈ DH(xk)(dk) ⊂ ∂CH(xk)(dk) such that
‖wk − vk‖ > η.
Due to Lipschitz property and Ω is bounded, by taking subsequences we can assume that
xk → x¯ ∈ Ω, dk → d for some ‖d‖ = 1 and
wk → ξ ∈ DTH(x¯)(d) ⊂ ∂CH(x¯)(d),
vk → v˜ ∈ ∂CH(x¯)(d).
Combining all we have
η ≤ ‖ξ − v˜‖ ≤ diam ∂CH(x¯)(d) < η,
which is a contradiction. Hence the proof is complete. 
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Corollary 6.12 (Damped Newton’s method for Lipschitz functions). Let H : Rn → Rn
be a Lipschitz function satisfying (G1) and assume that H is metrically regular on Ω with some
modulus µ ≤M . Assume further that there is η > 0 with ηM < 1 such that
diam [∂CH(x)(d)] < η for all ‖d‖ ≤ 1, x ∈ Rn.
Then for any starting point ‖H(x0)‖ < γ−1
(
1−ηM
M
)
, there is σ > 0 such that Algorithm 6.1
generates a sequence {xk} converges to a zero x¯ of H. Moreover if η satisfies ηM < √2 − 1
then there exist an algorithm parameter σ and C > 0 such that the error estimate (6.5) holds.
Proof. Using Lemma 6.11, then assumption (G2) and (G3) are also satisfied. Thus the
conclusions follow from Theorem 6.4 and Theorem 6.5, and Theorem 6.7. 
Corollary 6.13 (Damped Newton’s method for directional differentiability func-
tions). Let H : Rn → Rn be a directionally differentiable Lipschitz function and assume that
H is metrically regular on Ω with some modulus µ ≤ M . Assume further that there is η > 0
with ηM < 1 such that
diam [∂CH(x)(d)] < η for all ‖d‖ ≤ 1, x ∈ Rn.
Then for any starting point x0, there is σ > 0 such that Algorithm 6.1 generates a sequence
{xk} converges to a zero x¯ of H. Moreover if η satisfies ηM < √2 − 1 then there exist an
algorithm parameter σ and C > 0 such that the error estimate (6.5) holds.
Proof. We first check all assumptions (G1),(G2) and (G3). Obviously, assumption (G3)
holds due to Lipschitz property. Since H is directionally differentiable, the graphical derivative
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is a singleton and coincides with the directionally derivative:
DH(x)(d) = H ′(x, d) for all x, d ∈ Rn.
So (G1) is satisfied with γ ≡ 0. We now choose σ such that
1− σ − ηM > 0.
For any starting point x0, define the level set
Ω :=
{
x
∣∣ ‖H(x)‖ ≤ ‖H(x0)‖}
which is bounded by our standing assumption. Finally assumption (G2) holds on Ω due to by
Proposition 6.11. Hence, we can now proceed similar to Theorem 6.5 and Theorem 6.7 and
derive the convergence result. 
6.4 Future Development
In this chapter we develop a new generalized damped Newton’s method for solving systems of
nonsmooth equations H(x) = 0. Several global convergence results are derived under relatively
mild conditions. Similar to Chapter 5, variational analysis and generalized differentiation play
a fundamental role in our study. The algorithm is also built based on the graphical/contingent
derivatives. The metric regularity and its pointwise coderivative characterization play a crucial
role in the justification of the algorithm and its convergence. Besides, we also give some results
on its convergence rate, which occur under some special situations.
The damped Newton’s method has its own advantage since it generally provides global
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convergence results, which are extremely important in applications. Our next development
will concentrate on its applications to problems with complicated structures, e.g., variational
inequalities, nonlinear complementarity problems, etc. On the other hand, we also continue to
study its performance comparing with other well-known methods. The details of these ideas
are part of our future research.
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In this dissertation we investigate some applications of variational analysis in optimization
theory and algorithms. In the first part we develop new extremal principles in variational analy-
sis that deal with finite and infinite systems of convex and nonconvex sets. The results obtained,
under the name of tangential extremal principles and rated extremal principles, combine primal
and dual approaches to the study of variational systems being in fact first extremal princi-
ples applied to infinite systems of sets. These developments are in the core geometric theory
of variational analysis. Our study includes the basic theory and applications to problems of
semi-infinite programming and multiobjective optimization. The second part of this disserta-
tion concerns developing numerical methods of the Newton-type to solve systems of nonlinear
equations. We propose and justify a new generalized Newton algorithm based on graphical
derivatives. Based on advanced tools of variational analysis and generalized differentiation,
we establish the well-posedness and convergence results of the algorithm. Besides, we present
a new generalized damped Newton algorithm, which is also known as Newton’s method with
line-search. Some global convergence results are also justified.
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