We present low uncertainty measurements of line parameters for 15 rotation-vibration transitions of water vapor in the wave number range of 7170.27-7183.02 cm −1 . These experiments incorporated frequencystabilized cavity ring-down spectroscopy and a primary standard humidity generator which produced a stable and accurately known amount of water vapor in a nitrogen carrier gas stream. Intensities and line shape factors were derived by fitting high-resolution spectra to spectral models that account for collisional narrowing and speed-dependent broadening and shifting effects. For most transitions reported here, we estimate the relative combined standard uncertainty of the line intensities to be Ͻ0.4%, of which approximately one half this value we ascribe to limited knowledge of the line shape. Our measured intensities and broadening parameters are compared to experimental and theoretical literature values. Agreement between our experimental intensity measurements and those derived by recent ab initio calculations of the dipole moment surface of water vapor is within 1.5%.
I. INTRODUCTION
A quantitative understanding of the rotation-vibration spectrum of water is critical to many scientific and technical fields. Water vapor dominates the absorption of incoming ͑solar͒ and outgoing ͑thermal͒ radiations in the Earth's atmosphere, and its rotation-vibration spectrum is relevant to remote sensing techniques in which the atmospheric compositions of water vapor and other species are retrieved from measured absorption spectra ͓1͔. Further, there are many applications where the measurement of water vapor amount via absorption spectroscopy provides essential information for system quantification, control, and optimization. Examples include propulsion ͓2͔, combustion ͓3-6͔, ultrahigh purity gases for semiconductor manufacturing ͓7,8͔, particle synthesis ͓9͔, and human breath analysis ͓10͔. Increasing demands on sensitivity and accuracy in these diverse fields motivate complementary experimental and theoretical studies leading to a comprehensive and quantitative description of the rotation-vibration spectrum of water vapor. To be most useful, this description must be valid over a wide range of wavelength, temperature, pressure, and gas mixture composition.
A thorough understanding of the water vapor rotationvibration spectrum includes knowledge ͑expected values and uncertainties͒ of the positions, intensities, and line shape coefficients of all relevant transitions. Significant progress has recently been made on ab initio line lists derived from variational calculations that incorporate accurate potential energy surfaces ͓11͔. These line lists enable prediction of transition wave numbers at the 0.02 cm −1 level, comparable to experimental uncertainties for weak and blended lines. Similarly, recent advances in the calculation of dipole moment surfaces such as the Barber-Tennyson 2 ͑BT2͒ model ͓12͔ and the core correlation valence-only relativistic ͑CVR͒ model ͓13͔ are expected to improve theoretical predictions of water vapor line intensities.
Line lists based on ab initio calculations require benchmark intensity data against which they can be validated. However because of difficulties in delivering a water vapor sample of known concentration to an absorption spectrometer, the measurement of absorption coefficients for water vapor is problematic and often fraught with systematic uncertainty. In the case of optically thick transitions, relatively small concentrations of water vapor must be sampled. This requirement precludes accurate pressure measurement and renders measurements sensitive to relatively slow and difficult-to-control adsorption and desorption processes that involve the water vapor and internal surfaces of the sample volume. Many laboratory techniques are also sensitive to the presence of ambient water vapor and temperature gradients within the sample volume, thus increasing the combined uncertainty in water vapor concentration ͑and hence line intensity͒.
The validation and application of nonstandard line shape models such as those accounting for collisional narrowing and speed-dependent broadening and shifting effects are critical to the realization of water vapor intensity measurements at the subpercent relative uncertainty level ͓14,15͔. We have recently measured rotation-vibration intensities ͓16͔ and pressure broadening parameters ͓17͔ for water vapor in the 930 nm region by integrating high-resolution cavity ringdown spectroscopy measurements, detailed line shape analyses, and sample generation methods directly traceable to primary standards of humidity. In the first study we measured line intensities with relative standard uncertainties approaching 0.5% ͓16͔, and subsequently Shirin et al. ͓11͔ presented ab initio dipole moment surface calculations of intensities that were within 3% of our measured values. In the second study the relative standard deviation between our line broadening measurements and theoretical calculations was 1.7% with a mean relative difference of ϳ0.6% ͓17͔.
In this paper we present line intensity and nitrogenbroadened line shape parameter measurements for a number of near-infrared rotation-vibration transitions of water vapor. High-resolution absorption spectra of water vapor/ N 2 mixtures were acquired using the frequency-stabilized cavity ring-down spectroscopy ͑FS-CRDS͒ technique ͓18,19͔. Below we discuss the measurement technique and line shape analysis, and we compare our results to literature data and theoretical calculations.
II. EXPERIMENTAL APPARATUS
The experimental apparatus, which is located at the National Institute of Standards and Technology ͑NIST͒ in Gaithersburg, Maryland, USA, comprises a primary standard humidity generator known as the low frost-point generator ͑LFPG͒ ͓20,21͔ and a FS-CRDS apparatus ͓22͔. The former provides a known quantity of water vapor in a steady flow of nitrogen carrier gas and the latter is the spectrometer used to measure the absorption spectrum of water vapor. The principal components of the humidity generation system and gas sampling scheme are shown in Fig. 1 . The FS-CRDS apparatus for probing water vapor includes a single-mode continuous-wave distributed feedback diode laser which selectively pumps individual longitudinal modes of a lengthstabilized ring-down cavity. The present spectrometer is identical to that previously described, with the exception of a modified gas flow configuration, and the incorporation of an insulating enclosure designed to minimize diurnal fluctuations in the system temperature. As shown in Fig. 1 , the sample gas was introduced into the middle of the ring-down cell and symmetrically exhausted out the two ends of the cavity. This new arrangement reduced the background water vapor contribution emanating from the cell walls and ensured that gas flow swept all internal surfaces bounded by the ring-down cavity mirrors, eliminating so-called "dead volumes" of stagnant gas where the local water vapor concentration is driven by diffusion to or from the bounding metal surfaces. Gas flow was drawn through the ring-down cell by a diaphragm vacuum pump, giving a volumetric flow rate of 0.85 l min −1 ͑at standard temperature and pressure conditions͒ for all line parameter measurements reported here. A critical-flow orifice plate between the LFPG ͑see Fig.  1͒ and ring-down cavity maintained a large pressure drop between the two systems, and a servo-controlled solenoidactuated valve regulated the gas pressure in the ring-down cell. We measured the sample gas pressure, p, with a capacitance diaphragm gauge ͓u r ͑p͒ Ͻ 0.07%͔, and temperature, T, was measured with a 2.4 k⍀ thermistor mounted in good thermal contact with the outer surface of the stainless steel tube comprising the sample cell. The thermistor temperature uncertainty was u͑T͒ = 15 mK, and two thermocouples were mounted at opposite ends of the ring-down spectrometer and indicated a maximum temperature difference of 30 mK.
A. Primary standard humidity generator
The LFPG is a primary standard humidity generator developed and maintained at NIST to support hygrometric measurements in ultradry gas streams. This system produces steady flow mixtures of trace water vapor in nitrogen over the water vapor molar fraction range, x w = 4 nmol mol −1 -4 mmol mol −1 . The humidity level delivered by the LFPG can be modeled in terms of relatively simple thermodynamic relations, and its output has been validated against NIST's primary gravimetric humidity standards ͓23͔. The LFPG consists of an isothermal copper saturator with actively controlled temperature ͑with a precision of 2 mK͒ over the range of −101 to −5°C. The saturator has a 4-m-long channel filled with ice over which nitrogen carrier gas flows. The long flow path and isothermal conditions ͑maximum temperature difference of 10 mK͒ ensure that the water vapor content in the exiting gas stream is independent of gas flow rate. Thus the water vapor in the sample stream can be assumed to be in thermodynamic equilibrium with the ice-coated channel of the LFPG saturator, and the water vapor molar fraction in the output stream of the LFPG is given by x w = e w ͑T s ͒f͑T s , p s ͒ / p s , where e w is the vapor pressure of hexagonal ice ͓24͔, T s and p s are the saturator temperature and pressure, respectively, and f is the enhancement factor accounting for nonideal gas and nonideal mixing effects ͓25͔. In this study f͑T s , p s ͒ is assumed to be that of air and is ϳ1.007. Over the range of measurements reported here, the relative combined standard uncertainty, u r ͑x w ͒, increases with decreasing x w and varies from 0.21% at x w = 3.3ϫ 10 −6 to 0.065% at x w = 1.7ϫ 10 −3 ͓26͔. In our previous study of water vapor line intensities ͓21͔ we used a portable humidity generator and a transfer-standard chilled-mirror hygrometer having u r ͑x w ͒ = 0.4%. The present configuration eliminated this additional uncertainty since the FS-CRDS gas sampling system was connected directly to the output of the NIST primary standard humidity generator. 
B. Determination of line intensity
We modeled the measured FS-CRDS spectra, denoted by ͓c͔͑͒ −1 , as the sum of absorption line shape profiles superimposed on a linear baseline n 0 ͓c͔͑͒
Here n 0 is the broadband ͑nonresonant͒ index of refraction of the medium ͓27͔, c is the speed of light, is the measured ring-down time constant, ᐉ is the cavity length, and L b ͑͒ is the effective base cavity loss comprising all losses other than local line absorption by the gas sample. This baseline term typically exhibits a weak wave number dependence and includes transmittance, absorbance, scattering, and diffraction losses associated with the ring-down mirrors, Rayleigh scattering by the medium, as well as far-wing absorption and continuum absorption by water vapor. Measurements of the empty cavity losses and inspection of fit residuals showed that etaloning in the baseline ͑caused by coupled cavity effects and manifest as a sinusoidally varying loss ͓28͔͒ was negligible. From dispersion relations for the refractive index of nitrogen ͓29͔, we calculate that 1.8ϫ 10 −5 Ͻ ͑n 0 −1͒ Ͻ 7.2ϫ 10 −5 for all sample conditions considered here and therefore we set n 0 = 1 in the spectral analysis. The spectrum wave number equals s + q FSR / c, in which s is the laser's starting wave number measured by a wave meter, FSR is the cavity free spectral range having dimensions of frequency q is the index counting the number of ring-down cavity longitudinal mode orders through which the laser is tuned relative to the beginning of the scan. We note that in the FS-CRDS technique, the comb of resonant frequencies of the ringdown cavity is actively stabilized using a frequencystabilized reference laser, thus giving rise to a highly linear and precise spectrum axis having a wave number resolution Ͻ3 ϫ 10 −5 cm −1 ͑ϳ1 MHz͒ ͓30͔. We used the ideal gas relation ͑which is a good assumption for mixtures of water vapor and nitrogen in the temperature and pressure range considered here͒ x w p͑k B T͒ −1 to calculate the water vapor number density, n, in which k B is the Boltzmann constant. The line area A is found by evaluating ͐d␣͑ − 0 ͒, where ␣ is the absorption coefficient ͑from the line shape fit to the observed spectrum͒ and 0 is the transition wave number. Measured values of n and A enable calculation of the line intensity via the relation S͑T͒ = A / n. All line intensities reported here are corrected to the reference temperature T r = 296 K using
where h is the Planck constant, q͑T͒ is the total internal partition function, and EЉ is the lower state energy level ͑wave number units͒. Both q͑T͒ and EЉ were taken from the 2004 edition of the HITRAN database ͓31͔.
III. EXPERIMENTAL RESULTS AND DISCUSSION
We chose to investigate 15 water vapor transitions within the wave number region between 7170 and 7183 cm −1 , having line intensities in the range from about 1.5ϫ 10 −20 to 2.7ϫ 10 −23 cm −1 / ͑molecule cm −2 ͒. The complete list of transitions investigated in this paper together with their wave numbers, intensities, lower state energies, and quantum numbers reported in the HITRAN database is given in Table I . In this study all reported transitions are for the H 2 16 O isotopologue, and the reported intensities are effectively weighted for natural isotopic abundance of this water isotopologue which is equal to 0.997 317 ͓32͔.
To minimize systematic error in the water vapor sample preparation, we measured the background water vapor molar fraction associated with outgassing from the connecting tubing and/or ring-down cell. We purged the ring-down cell for several days with a molecular-sieve purified nitrogen "zero-TABLE I. List of investigated water transitions with transition wave numbers, intensities at T r = 296 K, lower state energy levels, and quantum assignments. Data are taken from HITRAN ͓31͔. gas" stream ͑x w Ͻ 0.5 nmol mol −1 ͒, and we measured the residual water vapor in the ring-down cell by FS-CRDS of the 0 = 7181.155 78 cm −1 transition. We found that the background water vapor molar fraction was approximately 4 nmol mol −1 . This background level corresponds to a 0.12% relative uncertainty in line intensity for the 7181.155 78 cm −1 transition and a relative uncertainty Ͻ0.03% for all other transitions considered here.
In Fig. 2 the measured temperature and pressure in the ring-down cell over a 10 h time period are presented. During this time spectra of the 7181.155 78 cm −1 line broadened by 26.7 kPa ͑200 Torr͒ of nitrogen were measured. The time required to record one spectrum was about 15 min. In the bottom graph of Fig. 2 the intensity S of the measured line is presented as a function of time. These values are corrected to the reference temperature T r as discussed above. The results presented in Fig. 2 demonstrate our measurement precision. For 15 min time periods, corresponding to the acquisition of a single spectrum, the cell temperature change is smaller than 9.5 mK. The pressure measurements indicate statistical ͑ran-dom͒ noise rather than systematic changes and the standard deviation of p over one spectrum acquisition is Ͻ6.7 Pa ͑0.05 Torr͒, which corresponds to a relative standard deviation of p smaller than 2.5ϫ 10 −4 . As can be seen in the plot of line intensities vs time the measured intensities are not correlated with slow cell temperature or pressure drift. For this case the relative standard deviation of the measured line intensity is 1.8ϫ 10 −3 . In order to find a line shape model that properly fits our experimental spectra four different models were fitted: the commonly used Voigt profile ͑VP͒, the Galatry profile ͑GP͒ ͓33͔ which takes collisional ͑Dicke͒ narrowing into account using the soft-collision approximation, the speed-dependent Voigt profile ͑SDVP͒ ͓34͔ which accounts for the fact that collisional broadening and shifting effects depend on the absorber-perturber speed, and the speed-dependent NelkinGhatak profile ͑SDNGP͒ ͓35,36͔ ͑also called the speeddependent Rautian profile͒. This profile takes into account collisional narrowing and the speed dependence of collisional broadening and shifting. The collisional narrowing effect in the SDNGP model is treated in the hard-collision approximation. Here we chose the profile based on the hardcollision approximation because its form is simpler than the corresponding soft-collision version ͑speed-dependent Galatry profile͒ or the relatively complicated billiard-ball collision model ͑speed-dependent billiard-ball profile͒ ͑see ͓37͔ and references therein͒. All of these profiles were used before by many authors and in some cases for near-infrared water spectra. For both the SDVP and SDNGP the speed dependence of collisional broadening and shifting was modeled by a quadratic function as described by Priem et al. ͓38͔ . In this model we have two parameters a W and a S , which describe the speed dependence of the collisional broadening and shifting, respectively. They were found from the best fit of profiles to experimental data.
A description of semiclassical line shape models used in this paper can be found in Ref. ͓39͔ . We give only an expression for the SDNGP with quadratic speed-dependence functions to facilitate use of the experimental line shape parameters reported herein. The intensity distribution of an isolated spectral line can be written as the real part of the complex line shape function,
For the SDVP the complex line shape function can be expressed in terms of an integral over the absorber's velocity distribution as
where x is the reduced absorber velocity,
Here 0 is the unperturbed line center frequency, ⌫ and ⌬ are the collisional width ͓half width at half maximum ͑HWHM͔͒ and shift, respectively, and D = ␥ D / ͑2 ͱ ln 2͒, where ␥ D is the Doppler width ͓full width at half maximum ͑FWHM͔͒ of the line. B W ͑x͒ and B S ͑x͒ are the reduced speed-dependent collisional width and shift functions ͓40͔ which in the case of quadratic speed dependence can be written as
For the SDNGP the complex line shape function has the following form:
where z = opt / D and I SDVP‫ء‬ ͑u͒ is I SDVP ͑u͒ with gB W ͑x͒ replaced by gB W ͑x͒ + z. The frequency of optical collisions opt quantifies the collisional narrowing effect. Figure 3 presents the experimental profile of the 7179.752 01 cm −1 line broadened by 13.3 kPa ͑100 Torr͒ of nitrogen. Below are the residuals R͑͒ corresponding to respective fits of model line shapes: VP, GP, SDVP, and SD-NGP. For all profiles the Doppler width of the line was con- strained to the value calculated from the measured cell temperature. The collisional width and collisional narrowing parameters for the GP and SDNGP were fitted. The collisional shifting was constrained to the value for shifting by air ͑given in HITRAN͒ because N 2 -induced shifting coefficients are not available in the literature for the transitions investigated here. The unperturbed line position 0 and both of the quadratic speed-dependence parameters a W and a S were also fitted. The line narrowing effect is clearly seen in the VP residuals and the fit quality can be greatly improved when a single narrowing effect ͑Dicke narrowing-GP or speed dependence of pressure broadening-SDVP͒ is taken into account. However, only when both the speed-dependence and Dicke narrowing are modeled together ͑SDNGP͒ do the fits give residuals having only random noise.
Fitting individual profiles with the SDNGP or any other profile that has two variable parameters corresponding to collisional narrowing and speed dependence of collisional broadening leads to an additional difficulty caused by correlation of these two parameters. As a result, one obtains a nonlinear dependence of these parameters with pressure and increased uncertainty in their fitted values. For the problem of nonlinear increase in collisional narrowing with pressure which was reported earlier by many authors, e.g., ͓41-43͔, the best remedy would be to constrain the speed dependence of collisional broadening to the calculated values if available. Unfortunately for the water lines investigated in this paper such data are unavailable. Also, the collisional narrowing parameter cannot be easily calculated and constrained in the fitting procedure because ͑as been demonstrated in many cases including water spectra͒ the value of opt cannot be determined from the diffusion coefficient of the absorber within the buffer gas. This fact can be understood in the framework of semiclassical line shape theory and is attributed to correlations between phase-and velocity-changing collisions ͓35,44-46͔.
In this paper multispectrum fits spanning a range of pressure were done for all experimental data. This method of data analysis was used before by Benner et al. ͓47͔ and Pine and co-workers ͓48,49͔. Here we simultaneously fit sets of profiles corresponding to different pressures by fitting the collisional broadening ␥ = ⌫ / p and narrowing coefficients, ␤ = opt / p, instead of the respective widths, ⌫ and opt , for each pressure. The ␦ = ⌬ / p values were constrained and the line centers 0 were fitted individually for each pressure. This approach ensures a linear dependence of the broadening and narrowing widths on pressure, and it eliminates the correlation of opt and a W because the former is proportional to pressure whereas the latter is independent of pressure. The problem of correlation between the speed dependence of ⌫ and collisional narrowing was analyzed before in ͓38,50͔.
In Fig. 4 we present experimental profiles of the 7179.752 01 cm −1 water vapor line broadened by nitrogen for p = 6.67, 13.3, and 26.6 kPa and x w = 1.8ϫ 10 −4 . Below are the residuals obtained from the multispectrum fit of the SDNGP. The residuals do not reveal any systematic discrepancies between model and experimental data for all measured pressures. The same fit procedure was applied to spectra of the other water transitions investigated here. Any weak neighboring lines were also taken into account and in most cases their positions and relative intensities were constrained to values from HITRAN. In several cases their positions or intensities were fitted to achieve better residuals. In order to properly model wings of strong lines we measured lines from the strongest to the weakest in the investigated region, enabling us to use our line intensities and line shape parameters. The relative line positions were taken from the HITRAN database.
An interesting test of the parameters resulting from the multispectrum fit is presented in Fig. 5 . The upper and lower graphs show the variation in a W and opt , respectively, vs nitrogen pressure. The blue ͑solid͒ symbols correspond to parameters obtained from individual fits of the SDNGP for each pressure with both a W and opt fitted. The red ͑open͒ symbols correspond to individual fits of the SDNGP in which a W was constrained to the value yielded by the multispectrum fit and opt was fitted for each pressure. Straight lines correspond to parameters from the multispectrum fits. It is clearly seen that the fitted opt depends linearly on pressure and the scatter in the fitted values is greatly reduced when a W is constrained to be equal to the value determined from the multispectrum fit.
In Fig. 6 we present a comparison of the fitted line area of the 0 = 7170.277 81 cm −1 water vapor line at p = 13.3 kPa of nitrogen as a function of length of spectrum for three different model profiles: VP, GP, and SDNGP. Note that the FWHM of this transition is approximately 1.2 GHz at this pressure. As the spectrum length is reduced, systematic error in the line area grows, especially for the Voigt profile, because it fits the data poorly and there is less information about the line wings with reduced scan length. For a given spectrum length a better profile is needed to find the line area properly. Even with a scan length that is more than 15 times the FWHM of the line, this plot clearly shows how inappropriate the Voigt profile is for quantitative water spectroscopy. The fitted line area is underestimated by 2-11% for this case, which is typical of many measurements. It is interesting that the Galatry profile is almost as good as the SDNGP for this line area determination. Also the line areas from the SDVP fits ͑not shown here͒ are very similar to those of the GP and SDNGP fits. This result agrees with the conclusions of Wehr et al. ͓51͔ who found that any profile giving a good quality of the fit also provides a good estimation of line area even if it is not physical. However, the clear advantage of the SD-NGP is that, contrary to the GP, one can find all the pressuredependent width parameters to be linear with pressure. One should note that the difference in the VP line area and that of the GP or SDNGP may be smaller at higher pressures ͑for example, at atmospheric pressure͒ where the line shape is dominated by collisional broadening and the Doppler component is less important. Such a high pressure, however, is less convenient to use for quantitative spectroscopy because lines are blended and line mixing effects ͓52,53͔ often need to be taken into account. Moreover, the speed-dependent effects are also important for high pressures.
Table II summarizes our experimental results of water line intensities and line shape parameters based on the SDNGP fits. 0 HT is the transition wave number taken from HITRAN. S is our line intensity and u͑S͒ is the combined standard uncertainty of S, which takes into account the standard deviation of the fitted spectrum area and the measurement repeatability, as well as systematic ͑type B͒ uncertainties in the pressure and temperature measurements, LFPG and background water vapor molar fractions, and ring-down cavity free spectral range. Additionally in Table II , the systematic uncertainty associated with the line shape model was taken into account. From differences between the fitted line areas for the SDVP, GP, and SDNGP, we estimate an upper limit of 0.2% for the relative standard uncertainty arising from the choice of line shape. The component uncertainties for the respective transitions are plotted in Fig. 7 vs measured line intensity, where we have divided the combined uncertainty of line intensity into those due to water vapor sample preparation ͑LFPG output water vapor molar fraction, background water vapor molar fraction, temperature and pressure measurements͒ and those associated with the spectroscopic measurement of line area ͑line shape model, profile fitting, ringdown measurement reproducibility͒. It can be seen that the dominant uncertainty arises from the cavity ring-down measurement of line area where approximately half of this value comes from the estimated upper bound error caused by incomplete knowledge of the true line shape. Conversely, the water vapor sample preparation component contributes on the average only about one third of the combined uncertainty, and in the absence of spectroscopic measurement errors, we estimate that by using primary standards of humidity generation such as those implemented in this study, there would be a lower bound of ϳ0.15% for the relative uncertainty in line intensity. It is interesting to note that the relative combined standard uncertainty is less than 0.4% for the majority of the transitions reported here, which is arguably an unprecedented level of accuracy for water vapor rotation-vibration intensity measurements. Table II also gives the quantities ␥ N 2 and u͑␥ N 2 ͒ which are the collisional broadening coefficient ͑HWHM͒ and its combined standard uncertainty, respectively, at the reference temperature T r . Here the temperature exponent coefficients from HITRAN ͓31͔ were used for temperature correction of ⌫. For all measured lines the temperature correction was between 0.5% and 0.8% of ⌫. ␤ N 2 and u͑␤ N 2 ͒ are the collisional narrowing coefficient ͑␤ = opt / p͒ and its combined standard uncertainty, respectively. a W and a S are the quadratic speed-dependence parameters of collisional broadening and shifting and u͑a W ͒ and u͑a S ͒ are their respective standard uncertainties. In the last column of Table  II the coefficients of collisional shifting by air, taken from HITRAN and denoted by ␦ air HT , are shown for completeness so that our fitted spectra can be reconstructed from the data. One should note that the experimental a S parameters responsible for line asymmetry should be interpreted together with the pressure shifting ␦ coefficients that were assumed when fitting the spectra. As the assumed value of ␦ increases, the line asymmetry increases for a given value of a S . In the last row of Table II there are no uncertainties for ␤ N 2 , a W , and a S because these values were constrained to be the same as for neighboring lines, which were about ten times stronger in intensity and fitted together. For comparison in Table III we present the collisional broadening ␥ N 2 ͓GP͔ and narrowing ␤ N 2 ͓GP͔ coefficients, with their standard uncertainties u͑␥ N 2 ͓GP͔ ͒ and u͑␤ N 2 ͓GP͔ ͒. These coefficients are for the same water lines as in Table II but obtained from fits of GPs to the experimental spectra. The values of ␤ N 2 ͓GP͔ presented here were obtained from profiles measured at p = 13.3 kPa of nitrogen. The collisional broadening coefficients based on the GP fits are in most cases about 1% smaller than the respective coefficients based on SDNGP fits. It is worth noting that the collisional narrowing coefficients from the GP fits are 5-60 times bigger than the corresponding coefficients from the SDNGP fits. This result is not surprising because in fits of the Galatry profile the entire narrowing effect is interpreted to be a consequence of Dicke narrowing ͑which is described by the ␤ coefficient͒, whereas in the SDNGP fits most of narrowing effect is attributed to the speed dependence of collisional width ͑described by the parameter a W ͒. We emphasize that because of the nonlinearity with pressure of the GP-fit-derived collisional narrowing, the ␤ N 2 ͓GP͔ coefficients are valid only for a nitrogen pressure of 13.3 kPa and should not be extrapolated to different pressures. To quantify this effect we simulated spectral line shapes over the pressure range p =5-30 kPa using the SD-NGP line parameters in Table II for the 0 = 7181.155 78 cm −1 transition. We fit a series of Galatry profiles to the SDNGP profiles, subject to the constraint that opt = p␤ N 2 ͓GP͔ . We found that the ratio of line areas ͑GP to SDNGP͒ decreased from 1.004 to 0.994, changing nearly linearly at a rate of ϳ−0.04% kPa −1 . This simple calculation illustrates that relatively large systematic errors in measured line area could be introduced by fitting a speed-dependent profile with a GP whose narrowing parameter is constrained to be linear with pressure.
In Fig. 8 Error bars correspond to the standard uncertainties u͑S͒ reported in ͓54,55͔. Our results and their standard uncertainties are shown as black circles and error bars centered at unity on the vertical axis. The relative differences between our intensities and those of HITRAN, which were measured using Fourier transform spectroscopy, are between −4% and 2.5% and in most cases are within the combined standard uncertainties of these results. For weaker lines, ͑which correspond to higher JЈ quantum numbers͒ our line intensities are systematically smaller than the HITRAN values, the average ratio S / S HT being 0.991. It is interesting to note that our measured line intensity for the strongest line in this spectral region ͑ 0 HT = 7181.155 78 cm −1 ͒ is in excellent agreement with the HITRAN value. The relative difference ͑S − S HT ͒ / S HT is only −1.5ϫ 10 −4 Ϯ 3.2ϫ 10 −3 . Such a good agreement may be accidental, considering results for the other lines considered here. However confirmation of the commonly used HITRAN value is important for many applications because this transition is used in commercially available and widely used optical hygrometers ͓58,59͔. Comparison with line intensities reported by Parvitte et al. ͓55͔ ͑denoted by S P ͒ that was obtained from diode laser spectroscopy reveals that our results are higher for most lines and the average ratio is S / S P = 1.024. Theoretical values of line intensities given by Partridge and Schwenke ͓56͔, S PS , are in most cases smaller than our values and the average ratio S / S PS = 1.02. The most recent line intensities of Tennyson, S T , calculated from CVR dipole moment surfaces ͓57͔ are systematically greater than our measured intensities by about 1.4%, and the standard deviation of the ratios of our measured intensities to those of Tennyson is 0.8%, which is the smallest of all data sets considered here. This comparison does not include a lone outlier transition at 0 = 7179.752 01 cm −1 ͑see Fig. 3͒ in Tennyson's calculations which is ϳ22% lower than our measured value. Systematic differences between line intensities of stronger and weaker lines, which are observed for S / S HT data, do not occur for the ratios given by S / S P , S / S PS , and S / S T , which quantify our results relative to those of Parvitte et al. ͓55͔, Partridge and Schwenke ͓56͔, and Tennyson ͓57͔, respectively. In Fig. 9 ratios of our coefficients of collisional broadening by nitrogen ␥ N 2 to the corresponding data available in literature are presented. Data reported by Zéninari et al. ͓60͔ , both experimental and theoretical ͓marked as ͑expt.͒ and ͑theor.͒ in Fig. 9͔ , are in best agreement with our results. Unfortunately there are only three lines available for comparison with our data. The sets of ␥ N 2 for only three lines reported by Moretti et al. ͓61͔ and by Fiadzomor et al. ͓63͔ seem to have a little bigger scatter. The theoretical pressure broadening coefficients of Delaye et al. ͓62͔ are systematically smaller than our ␥ N 2 . One should note that our ␥ N 2 were obtained from fits of the SDNGP to experimental profiles whereas the experimental data of Zéninari et al. ͓60͔, Moretti et al. ͓61͔, and Fiadzomor et al. ͓63͔ were fitted with Voigt profiles. This difference in data analysis can lead to systematic differences in the fitted pressure broadening coefficients, which in some cases may be as big as a few percent ͑see e.g., ͓17,64͔͒ and depend on experimental conditions.
IV. CONCLUSIONS
We have presented reference-grade line parameter measurements for rotation-vibration transitions of water vapor. These results were enabled by combining a primary humidity generation technique for sample preparation, a high-stability cavity ring-down spectroscopy method for accurate spectral measurements, and line shape models that incorporate collisional narrowing and speed-dependent broadening and line shifting effects. These data should serve as a reliable benchmark for validation of ab initio models of rotation-vibration spectra and for calibration of hygrometers employing laser absorption spectroscopy. For most cases the relative combined standard uncertainty in measured line intensity was Ͻ0.4%, half of which we assign to incomplete knowledge of the spectral line shape. Typically spectrum profile information ͑tabulated in line lists such as HITRAN͒ contains quantities sufficient to implement the Voigt profile. These include self-and air-broadening and shifting parameters and temperature exponents. Our results illustrate that the addition of three physically based parameters used with more advanced line shape models; the narrowing coefficient, the speed dependence of collisional broadening coefficient, and the speed dependence of collisional shifting coefficient substantially improve the prediction of line shape over a wide pressure range. 
