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CHAPTER I
DEGREES OF SENSIBLE LAMBDA THEORIES.
INTRODUCTION.
A X-theory  T is a consistent set of equations between X-terms c.losed under
I B
denVnbilifcy. The degree  of T i s  the degree of the s e t  o f  G'ddel numbers o f  
i t s  e lem en ts .  A A -theory  T i s
I
sen s ib le  i f f  T I- Kg (= {m=n j M,N unsolvable}) .
In §1 it is proved that the theory 5C is E2-complete. We present Wadsworth’s 
proof that its unique maximal consistent extension JC* (= ThfD^)) is Il^-complete. 
In §2 it is proved that (= Xrj-calculus + 3Q ife not closed under the w-rule 
(see [1] ) -
In §3 arguments are given to conjecture that 3(u) • (= X + + U)~rule) is Ti\ -complete 
This is done by representing recursive sets of sequence numbers as X-terms 
and by connecting well-foundedness of trees with provability in JCjj.
In §4 a set of equations independent over Jfr) will be constructed. From this it
& ^  
follows that there are 2 0 sensible theories T s.t JT C T C Jf* and 2 0 sensible 
hard models of arbitrarily high degrees-
In §5 some non-provability results needed in §1,2 are established. For this 
purpose one uses the theory 3£rj extended with a reduction relation for which 
the Church-Rosser theorem holds. The concept of Gross reduction is used in order 
to show that certain terms have no common reduct.
Familiarity with [2] is assumed.
-2 -
§1. D egrees  o f  3C,;JC* and JCco.
The X-theory K  has a unique maximal consistent extension 3C* ( [2] §4) . Let ?fu)
be the set of equations provable in X + + a)-rule. Then one has
JC C ?frj C iKo) C 3fC*. The first two inclusions are trivial, the last one follows
from the fact that 3C* = Th(D ) and D satisfies the co-rule, see [6] .
CO 00
Moreover
the inclusions are proper, 3C Kr\ follows from the C-R property for 5Cr|.
i
Jfr] ^ JCw is proved in 1.9. JCu) ^ follows by an extension of the consistency
proof in [l] : It can be proved that if Jio I- M=I, then X I- MI = I where I is 
some sequence of I*s. If JCto = JC*, then 3C(o 1- J=I, where J is Wadsworth's term 
Y(Xjxy.x( jy)) , since J and I have equivalent Bohin trees [2] , 6 . 7  • So
X k JI=I, contradicting the C-R property for the X-calculus.
It will be proved that Jf(r|) is S^-complete and that 30“ is IlJJ-complete. 
is conjectured that ¡Ku) is II*-complete.
It
N o ta t io n . Ì2 denotes the term (Xx.xx)(Xx.xx).
I f ---- > i s  a reduction  r e l a t i o n ,  — t  ran s i  t i v e
r e f l e x iv e  c lo su re .
73
W j
"} } are one step  B -  resp .  ^ - r e d u c t io n .
4P
1.1 Lemma. Let R(x) be an r.e. predicate (on go) . Then for some terra F
K  I- Fn =1 if R(n)
3C f- Fn =ß if nR(n) .
Proof.
Let R(x) 3y A(x,y) with A recursive
If A{x,y) then I else F(x+1),
Fn is unsolvable, hence - Q in
combinator
Then F works,since if -iR(n) , then
1.2 Def. (i) Ordered tuples are represented as terms as follows
(ii)
< V - “o
<M0........* W < V  M1 ............“ n + I  ’ 1 ’
where [ , ] is some pairing with inverses Xx.(x)q ,Xx .(x)^.
If is a definable sequence of terms (i.e. for some M, f- Mi^  =M^ 
for all i) , then the infinite sequence (M^> is represented as a term







1.3 Lemma. There is a term Aix.irx such that A k tt <M,> = M (for




7F. x = If i=0 then (*)q else tt, ^((x )^).
1.4 Lemma. If < M^> , < N ) are definable sequences then
Vi Jf I- M.= N. *=* 3C* I- < M. > = (N. >
1 1  1 1 1  iGOJ
Proof.






BT(M ) Az.z 
1 /
BT(M ) %%
and similarly for the theorem of Hyland and Wadsworth
K* 1- P=Q <=> BT(P) ^  BT(Q) , see [2] JA.Q), ^  follows that the mentioned
are equivalent and the result follows.
1
** : By applying tt , of 1.3.
1.5 Theorem (Wadsworth [7] ). X* is Il^-complete,
Proof.
(i) 3C* I- M=N <=> *M=N G 3C* <=> Vc [ ] [C [M] is solvable <=> C [N] is solvable] 
(see [2] , §5) - The latter is clearly 11®.
(ii) Let Va 3b A(a,b) be any II !| predicate? A is recursive (and has a not 
explicitly mentioned parameter c).
By 1.1 there is a term F such that
X  Fa =1 if 3b A(a,b)
3C t- Fa
Let H = < Fo,F^, . . . > , H* = < 1,1, . . . ) .
Now Va 3b A(afb)
4
Va 3C 1~ Fa “I
Va X* f- Fa -I since X C X* and 3(* V I “ ft





1.6 Theorem. JC(ri) is E°-complete.
Proof.
(i) The set of axioms 3C = {m =N | M,N unsolvable} is clearly 11°, therefore 
they generate a £i| theory.
(ii) Let 3a Vb A(a,b) be any Ej predicate. By 1.1 there is a term F such that
3C F£ if Vb A(a,b)
=1 else.
Let Hi a £ [ I, Fa(H i a+1)] by the fixed point operator.
Let x,y be different variables.
Claim: 3a Vb A(a,b) <=* 3C(r]) \- H x o  = Hyo.
If 3a Vb A(a,b), then
X  (- H x o  = [1,1,..., fi] = H y o  
<*: If -»3a Vb A(a,b), then
Va 3C (- Fa_ -I, so H i n  ^  [l,H i n+ij and H i o  ^  [l,IM .M Hin] 
Then 3Cr\ ^ H x  o = H y o  as is proved in §5.
So each predicate can be reduced to provability in ?C(r|) . G3
I5
§2. 3Cr) Y to.
2.1 D e f . A X-theory T is closed under the to-rule, notation T (- w, if
I
for all closed F,Ff 
T V FZ = F'Z for all closed Z =>
T 1- F 2= F 1 .
%
Note that Th(ft) co iff Ml 0 is extensional.
In [4] it is shown that Xrj (/ 0)
Now two proofs will be given that JCr| V co ,
symmetric
alternative one. There a term A is constructed which in is constant on all 
closed terms, but not constant in general,
*
Also in [4] a pseudo-constant term is used to prove Xf| ^ co. The construction 
is totally different however. See also [l] .
/Vn
2.2 L e m m a . Let FM ~ FM..*M . . . Then
n times
,  '"on
VZ closed 3n ft h Zft = fi.
Proof.
If Z is unsolvable, then h Z-ft.
Otherwise Z has a head normal form ([2] , 4.3) Xx4..,x -x.N,...N . Then
1 n 1 1 m
3f Zi] n  =  i l .
2.3 Theorem. 3Cr)  ^ to.
First Proof.
o,n
Define a term 0 such that O i n  4  Ay*yft (0 i n+1 y )
0 can be constructed by the fixed point theorem and an F such that
f\jn
X I- F y 11 = yft . Take e.g. F y n = If^  Zero n then y else Fy(n-l)ft 
Claim 1. VZ closed Jf h O x o  Z = O y o  Z
2. Jirj V Oxo = Oyo.*
i
As to 1. |- O x o  2 = Zft (0 x ^ Z  ) = ... =
= Zf2 (Zfifl (. .. (Zfl (Oxn+1 Z )) ...)) = ...
Hence by 2.1 there exists an n such that
‘K (-'Oxo Z = Zii(... (Zif'11“1) ...) = O y o Z  .
As to- 2. This is proved in §5.
By the claim ^ 00.
Alternative proof. Define a terra A such that
1
Az £  Xy .y (A (zf2) ) . Then
3C I- AI = Xy.y(Aft) = Xy.y (Xy.y (Aft)) = ...
= C*(Aft) = ..., where C*a = Xy.ya.
Claim: VZ closed JC 1- AZ = AI . Indeed,
AZ £ Xy.y(A(Zfi)) C*(A(Zfl ))
C* (AtZfi^11)) £  C*(Aft) £  AI 
for n large enough by 2.2,
Hence V closed Z 3C AZ = K(AI)Z.
But Jffri ^ A = K(AI) as is proved in §5. El
§3. C o n jec tu re :  ftco i s  J l j -co m p le te .
We will give a strong argument to conjecture that flh), the X-calculus 
extended by the axioms JC and the w-rule, is II j-complete.
I
Given a recursive set T of sequence numbers two terras can be defined.
It will be proved that: T is well-founded => 3(ü) \- Bq = B^. The converse is 
probably true.
3,1 D ef .  Let Va 3n R(a(n)), with R recursive, be any IT [-predicate.
s
Define by 1.1 a term □ such that X3C |- □— * I if ^R(s)
*= if R(s) .
As in  the proof o f  1 .5  we do not e x h ib i t  e x p l i c i t l y  the main parameter c 
the whole con stru ct ion  i s  uniform in  c.
Define by the double fixed point theorem, [ 1] 3.1, terms B,A such that
X k B.s i  Xy.DS (A.s y)
i  x / £
a l  * s  * r r , s *( n > sX h ? Ay.U. -  , yC2 (A J y)]
where * is the representation of the concatenation function of sequence numbers.
i V *
Finally set B = B*' , B 1 = . Note B? > = [[ [■•] [•••] ••] [[-][-]••• ] --- 1.
i «J
3.2 Theorem. Va 3n R(a(n)) => \3Cuj I- B = B,
O 1
Proof.
(i) R(s) => XJCu) I- B -  = B -  . Indeed R(s) =» D -  = fi => B -  = ft = B
o  1 o




Indeed the assumption implies as in the proof of 2.2 that
X^Coj t- B —  Z = B,—  Z for all closed Z.
£  JL
Hence the conclusion follows by the w-rule.
f
Now it follows by bar induction from (i) , (ii) and the well-foundedness
that XJf(D f- B^ = B^ , i.e. X ^ w  h B - B .
o 1 o 1
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For the converse of 3.2, which establishes the conjecture that 3Cu) is II 
complete, a proof-theoretic analysis of 3Cco is needed.
§4. 2 0 s e n s i b l e  hard m o d e ls .
Let T be a A-theory.
A set S of equations between A-terms is 'independent 
T + S - {M=N} V M=N.
A set of terms X is independent over T if S = {M=N
\ 1
M,N e  Xj M|£n } is independent
over T.
We will construct a countable set of closed terms {Bo,Bl,...} independent
«
over JCrj. Hence the theories T  = {Bn = Bo
A
n 6 a }, with A C 0) - {o} , are
all different.
Since an equation is provable in a A-theory iff it is true in its term model,
it follows that the closed term models of 3C + T, are 2 0 sensible hard models
A
I
By taking the open term models of Jin + T^, 
are obtained.
2 o sensible extensional models
A relation ^ between terms has the Church-Rosser (CR) property iff
i . e . (M— >N & M—>L) = >  3 P  (N—>P & L
4.1 Def .
p ) .





To be explicit 
U) - Abxz. z (bbx) ,
M
L
It will be proved that {Bo,Bj_,...} is an independent set over 3Cri.
In order to do this we introduce a reduction relation satisfying the Church“
♦
Rosser theorem, which generates the equality in the theory 3Cr|A =
+ {Bn = Bo n G A } for A C u) - {o} .




ß ß for all unsolvables H
ß MZ ß * NZ, ZM ß ZN, Xx.M ß ’»Ax .N, for all Z.
ß »  M.
(ii)
Clearly










Lemma $r) ß has the CR property
See [3] §2. 30.
4
I
4.4 Def. (i) Red(Bx) ~ {c (x) I Bx ~r> C (x) }
P
(ii) The reduction relation - — > is defined by
A
1* C(n) ---> C(o) for all n e A and C(x) G Red(B)
—  A —
2. M --->N =* MZ ---> NZ, ZM ---> ZN, ÀX.M -r—> z )
A A A A
3, M — » M.
A
-8 -
( l l l )  BnfìA > u #
Clearly .Q"'-n --> generates the equality of ?Cr|A
p r i ^
The following notation is used in order to facilitate the computation of the 
reduction tree of Bx*
4.5 D e f . □ Bx = uxox. If A  is a term, then
lA := ((Axz.zA)x) and oA := (Xz.aA).
4.6 Lemma. Bx — $->C(x) *=> C(x) has the form i. .. .i □,
p i n




(i) Each one step $-reduct of oA is oA1 where A* is a one step $-reduct
of A.
(ii) Each one step $-reduct of 1A is oA or l A 1 where A1 is a one step
(3-reduct of A.
(iii) The only one step g-reduct of □ is ID.
From (i)-(iii) it follows that all possible 0-reducts of D a r e  of the form (*).
*
Moreover all terms of the form (*) are reducts of Q
4*7 Cor. Let Bx C(x) . Then
p
(i) C(x) has no r| or Q redices.
(ii) The only free variable in C(x) occurs at the end.
(iii) C(rO 2 =* Z = c f {n) with Bx - J ^ C 1 (x) .




4.8 Lemma. — — > has the CR property.
ft
Proof.
Let two terms be obtained from some term M by replacing some rx by o_. Hence a
common
■9'
4.9 Lemma. ■ > is cr. 
3n«A
Proof.
By 4.8 and 4.3 and - Q are CR. So by the lemma of Hindley-Rosen,
A prjM






(i) Let R = (Az.V)W be the $-redex contracted in M — N and C(n) the
P
" A - r e d e x "  i n  M ------> L .
A
1, R n C(n_) = 0, is trivial.
*
Case 2, R C C(ri) . By 4.7 (iii) we are done.
Case 3, C (n) C R. 3.1: C(n_) C W, is easy. 3.2: C(rO C V: since C(n_) is
closed this case is trivial. 3.3: C(n) E Az.V. By 4.7 (iv)
C(n) E Az.zC1 (nO where C'(x) G Red(Bx) ; hence N = ...WCf(n)...,
L E... C(o)W... E ... (Az.zC*(o))W... . Take P EE ...WC'(o)... .
(ii) Let H be the £2-redex and C(n_) the A-redex in M.
Case I, H O  C (n_) = 0, is trivial.
Case 2, H C C(n.) , does not occur, by 4.7 (i) .
Case 3, C(n) C H; H = H'[ C(n)] , M E . . .H. . . , . N = . . .fl. . . , L E . . .H'[ C (o) ] ., . .
Claim: H*[c(o)] is unsolvable. So take P E N to complete the diagram.
Proof of claim (see [2] for the concepts of Bohm-tree and solvably equivalence) 
C(nJ and C(cO have the same Bohm-tree, hence are solvably equivalent, i.e. 
for every context D[ ] we have:
D[C(rO] is unsolvable D[C(<o)] is unsolvable.
Now take D[ ] E H'[ ] .
(iii) Let E E Ax.Fx be the r)~redex and C(nj be the A-redex in M 
Case 1, E D  c(nj - 0, is trivial.
Case 2, E C  C(n_) , does not occur, by 4.7 (i) .
3, C(rO C E; 3.1: C (ii) E Fx cannot occur by 4.7 (ii) .
i
3.2: C(n) C F: easy.
4.10 Lemma. F o r  n  £ A , n  ^ o, iKr|A ¥ Bn_ = Bo^.
Proof.
If the equation were provable there would be a term Z s.t. Bri  2 an(3
Bo ■ > Z . By 4.7 (ii) it would follow that n and o would occur at the
—  SnftA —  —
same place in Z* S3
4.11 C o r . Let o £ A , A ' C w and A / A'. Then
3Cr|A y  ifriA'.
Proof.
Let n G A but n g A' , say. Then
JCriA |- Bn_ = Bo and Mt|A' V Bn = B£ by 4.10. 0
►
4.12 Theorem. There are 2^ theories between 3Cr| and 3C*.
Proof.
By 4.10 each JfrjA is consistent, hence C by [2] ,4.8. The result
follows from 4.11. 13
4.13 Cor. (i) There are 2 0 sensible hard models.
(ii) There are 2 0 sensible extensional models.
Proof.
Note that for X-theories T,T* ?72^°^(T) - ¿ ^ ^ ( T * )  <=> T = T*.
T
The results follow by taking closed respectively open term models, [g)
§5. A p p l i c a t i o n s  o f  G r o s s - r e d u c t io n .
In the preceding paragraphs we have postponed some technicalities, viz. the 
proofs of
1. ifrj V H x^ o = H yo where H is a term s.t. H x n  [ I,Fn_(H x n+1)] 
and Fn ~— > i for all n.
“ p
/V
2. Tfrj ^ O x o  = O y o  where 0 is s.t. O x n  -4“> Xz.zf2 (Oxn+1)_  —  p
3. 3fr) V Ax = Al where A is s.t. Ax Xz.z(A(xQ)),
P
In all three cases the proof is similar: if an equation were provable, 
the terms would have a common reduct by the Church-Rosser theorem for JCr).
In order to prove that this is impossible one wants to show that the first 
term has in each reduct the free variable x (and it is clear that for no 
reduct of the second term x occurs freely in it).
The verification of the last statement is still quite intricate, since 
the reduction trees of the terms involved are quite complicated due to many 
detour reductions. To overcome this difficulty we use the concept of a 
(deterministic) Gross-reduction chain which is cofinal in the reduction tree. 
This cofinality enables us to reduce properties of the whole reduction tree 
to the more easily computable Gross-reduction chain.
-10-
11
5.1 Def. The Gross-contvaction of a term M, notation M*, is the complete
reduction of M w.r.t. all of its redices.
9
In [3] it is shown that this definition makes sense for Jfrj. 
The Gross-reduction-chain of M is the sequence (M)q = M,
5.2 L e m m a For 7Cr| the Gross-reduction-chain of M is cofinal in the 
reduction tree of M.
Proof. 
See [3] .
5.3 P r o o f  o f  1 , 2 , 3 .






p —  m
for some m
we have
H x o H y o
(H x o)
[ H x o ] <
m
for some n,m. But
X e FV ([ H x o] ) ,
—  m
hence
x e FV(Hyo) , 
contradiction.
(* )
Now A|3r|i2 ^ H x o  = Hyo. Suppose not, then by (5,2), (5.3), (*)
2 . Define [Oxo]^ = Xy .y (yfi (yffi(.. . (y£2 (Ox n+1 )). . J)). Then
(0 x o) fl>[Oxo] as direct computation shows, 
n p —  n
The rest of the proof is entirely analogous to that of 1.
3. AX = UXOX, 03 Xax2. 2 (aa ( xS7) ) .
%n
Define [ Ax] ~ vXz. z (Xz. z (Xz. ^  (axjO(xfi! )})...)). A simple
n times
calculation shows (Ax) - ~ > [ a x] . The rest of the proof is 
n p n
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I n tr o d u c t io n » In s e c t i o n s  1 and 2 the Church-Rosser theorem i s  
proved for  the \fi> -  r e s p e c t i v e l y  V  ( A )  - c a l c u lu s  .
To add another proof  o f  t h i s  theorem 
needs some m o t iv a t io n ,  e s p e c i a l l y  s in c e  for  the Aß.- c a l c u lu s  th
i s  a sh o r ter  one due to T ait  and Martin-L'df ( se e  [ l ] ) , which can be
extended to the Afor) - c a lc u lu s  u s in g  the lemma o f  H indley-Rosen,
see [ 9 ]
X(b Church-Rosser theorem i s  g iven
i n  [ 7 ] ,  v i a  the f i n i t e  developments (FD) theorem, v/hich id ea  goes  
back to Curry, see a l s o  [6j .  As a byproduct [ 6] shows the p o s s i b i l i t y  
o f  d e f in in g  G ross-red u ct ion  and i t s  c o f i n a l i t y .
We prove the FD theorem u s in g  a la b e l in g  o f  v a r ia b le s .  This-method 
a p p l ie s  a l s o  to the XfinoiQ ) - c a l c u l u s , v/hich i s  the ex ten s ion  o f  the 
theory obta ined  by adding e x t e n s io n a l ly  (and equating a l l  u n so lvab le
te r m s) .
Now the m otiva t ion  o f  the f i r s t  three s e c t io n s  o f  t h i s  paper i s  th a t  
i t  g iv e s  a s tra igh tforw ard  proof o f  the FD theorem which works for  
a l l  th e o r ie s  con s id ered .  Secondly, we e s t a b l i s h  the c o f i n a l i t y  o f  
G ross-red u ct ion  for the A ^ r i .0 -c a lc u lu s , v/hich r e s u l t  v/as used in  (_2j .
In s e c t i o n  we consider  reduction  s t r a t e g i e s ;  i . e .  fu n c t io n s  
th a t  a s s ig n  to a term one o f  i t s  r e d u c ts .  V/e d i s t in g u i s h  var iou s
k in d s  o f  s t r a t e g i e s , s t r a t e g i e s  are c l a s s i f i e d
a c c o r d in g ly .  Furthermore the (n o n )e x is te n c e  o f  c e r ta in  kinds o f  
( r e c u r s iv e )  s t r a t e g i e s  i s  proved.
♦
In. sect ion . 5 we prove that  there e x i s t s  a recu rs iv e  s t r a te g y  
th a t  f in d s  an i n f i n i t e  reduction  sequence i f  i t  e x i s t s «
In s e c t io n  6 we prove by one method two theorems in  [4 ]  , [5 ] ,
the postponement o f  ^ -r e d u c t io n s  and the f a c t  th a t  [b- and ^y-norma- 
n o r m a l i z i b i l i t y  are the same.
F in a l ly  in  s e c t io n  J some non-norm alizing S-terms are c o n s tr u c te d .
v i z
J V»'«» ^  -
1 4
1 . THE CHURCH-ROSSER THEOREM FOR THE X ft-CALCULUS. . ___ _-_ ~ - - ------*--— __^ ^
1 . 0 .  The f i n i t e  developments (FD) any
o f  red ice s  in  a term M, a l l  developments o f  are f i n i t e .  
See [ 6J fo r  terminology.
We formulate and prove FD using  underlined and la b e le d  terms.
The underlin ing  s p e c i f i e s  and keeps track o f  a s e t  J l  o f  r e d ic e s  
The la b e l in g  i s  used to prove th a t  underlined  terms s tr o n g ly
norm aliz e .
l . l . D e f .  l a b . Aß and underlined A-terms,
v a r ia b le  x and
2 .  M € l a b .  Aß
3« M, N £ lab.X# MN 6 lab.X/5 and (Ax. M )N S la b . \p
Remark that  only v a r ia b le s  not preceded by A are la b e le d .
1 . 2 . D e f »    a ------ ^  i s  one s tep  underlined  j^ -red u ction
between terms £. lab .A A  defined  by
C [(Ax. M)N^ ----i r i J S ---> C [ [ N |x3 -f‘ ] > where
N, M Glab.A/3,c[ ] 6 l a b . M i s  a context  with one h o le ,  and | i s
the s u b s t i tu t io n -o p e r a to r  d ef in ed  by J"n x| x11 = N and the u su a l
other  r u le s .
9
Remark that  A - r e d ic e s  whose head-A i s  not u n d er l in ed ,  are not  a l low ed
to  co n tra c t .
1 .3  .D ef.  The same system without l a b e l s  w i l l  be c a l l e d  , the
corresponding reduction
«  V
- 1 5 -
1.4« Def. L et  Mê l a b . \ 3  and N e  M (N i s  subterm o f  M). Then:
N = sura o f  the l a b e l s  occurr ing  in  N
Remark th a t  N > 0 .
1..5* Def. L et  lab .X # . The la b e l in g  o f  M i s  c a l l e d  d e c r e a s in g  i f f
b -redex (A x| >  Q fo r  a l l  x € P.
Example: (Ax. x6x7)Ux. x 2x 3) i s  d e c r e a s i n g  l a b e l e d ,  but
(Ax. x ^x^ H A x . x^x^) i s  not.
1 . 6 .  Lemma. Let Kfc X/J.. Then there  i s  a d ecreas in g  l a b e l in g  fo r  M. 
Proof:  number the occu rrences  in  M o f  v a r ia b le s  from r ig h t  to l e f t ,
t a r t i n e the l a b e l  2n .
X (S 3 \ b- 2Example: i f  M = x y ( ( X z .z ) x )  the r e s u l t  i s  x y ( ( A z .z  )x ) .
n  v n - 1  ^O bviously  t h i s  i s  a d ecrea s in g  l a b e l i n g ,  s in c e  2 > 2  + . . .  + 2 .
1 . 7 .  Lemma. Let M elab.X/3 , such th a t  M's l a b e l in g  i s  d e c r e a s in g ,
I
and l e t  M l a b j f - »  N* Then Ci) -M  > lN
( i i )  N 's  l a b e l i n g  i s  aga in  d e c r e a s in g .
P roof  o f  ( i ) .  L et  (Ax. P)Q be the #  -red ex  con tracted  in  M------ > N.
Each x 6 P i s  r ep la ced  by Q; s in c e  | x | >  |q |  t h i s  means th a t  the sum
o f  the l a b e l s  i n  the contractum i s  g e t t i n g  l e s s .  Also i f  P c o n ta in s
v an ish es  and |Q|> 0 . ( i )
P r o o f  o f  ( i i ) .  Let (Ax'. P')Q' be the Q -r ed ex  o f  whose r e s i d u a l s  
we must check th a t  they s a t i s f y  the c o n d it io n  for  a l a b e l i n g  to be 
d e c r e a s in g .  For the numbering o f  the c a s e s ,  see the c a se s  1 1 . .  i n
the scheme o f  r e l a t i v e  p o s i t i o n s  o f  r e d i c e s .
I
Schene of relative positions of radices*
R 5 (jkx,P)Q
R ‘ 2  R
1 1 «
ll/*2
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1 1 2
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( a l l  the other cases  are fo r  use i n  s e c t io n  2)
only  two are not t r i v i a l :
1121 M = . . . (Xx.
v
N • 4
(Here 0 ' (Q) = Q1 )
Since x| > | q | for  a l l  x i P ,  Q' (Q) < Q'|. Also
x f € Pf . Hence x i > |q' (Q)| for  a l l  x' £ P' .
P ' ( x ) ) Q ' ( x ) . . .
P 1 (Q))Qf (Q ) . . •
) Q
X t > Qf
4 4
4 4
f o i  a l l
l l i + 2 . M = ...(Xx'. P ')
N = . . . ( X xr I P' )
Now (Xx. P(:t))Q > |p(Q)| , so > Q"
4 4
• 4 4 v/ here
= 0»
= Qi i
, hence in  N fo r  a l l
x ’ € P 1 we have x 1 >  Q I I
1*8. C o r o l l . ( F in i t e  developments theorem: FD).
I f  M e M ,  then every 6- r e d u c t io n  sequence s t a r t in g  with M term in ates .
i
P r o o f .  By 1 .6  and 1 .7  s in c e  in  a reduction  l a b e l s  can be taken a long .  ¡*3
- 17-
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1 . 9 .  Del- Let ------
( i )   — > i s  the
( i i )
( i i i )
Then
and closu re  o f  
- >  .
"7  •
-> i s  the t r a n s i t i v e  c lo su re  o f -----
-» has the Church-Rosser property  ( i s  CR) i f f
( i v ) -> has the weak Church-Rosser property ( i s  weakly CR) i f f
* /
S '
( v) i f  M —
( v i )  an endpoint i
w i l l» N, N




su ccesso r  o f  M. 
s u c c e s s o r s .
N where N i s  an endpoint.
1 .1 0 .  Lemma. fb $ i s  we aid y CR.
Proof: A t r i v i a l  a n a ly s i s  o f  a few c a s e s ,  u s in g
M fb -> M
i i N lb -> N
i >[n ‘ i x] Mi
1 .1 1 .  Lemma. Let > be a red u ct ion  r e l a t i o n  such that
( l )  every red u ct ion  sequence term inates  and ( 2) 
Then every term has a unique endpoint.
i s  weakly CR.
P r o o f .  (Bar in d u c t io n )
A terra i s  b iv a le n t  i f  M has a t  l e a s t  two d i f f e r e n t  e n d p o in ts ,
o th erw ise  u n iv a le n t .
Claim: i f  M i s  b i v a l e n t ,  then M has a b iv a le n t  s u c c e s s o r .
Indeed, l e t  M— ^ M-^  ■*' ■> and M > M 2 ~>M!2
A
be two red u c t io n  sequences  term inatin g  i n  d i f f e r e n t
#
en d p o in ts  M’ , M!,, p o s s i b l y  with M, = M2 *
By the weak CR p rop erty  there e x i s t s  a term N
>  N. L et  N1 be ansuch th a t  M,—-^ N , M2 —
*
endpoint o f  N. I f ,  s a y ,  M^  were u n iv a le n t ,
then Mi = Ni , th e r e fo r  K' £ , and hence







By th e  claim a b iv a le n t  terra would y i e l d  a n o n -term in a t in g  
r e A u c t io n -se q u e n c e , c o n t r a d ic t in g  ( 1 ) .  Hence each term i s  u n i v a l e n t .
v
X/b. Then every maximal sequence
s t a r t i n g  with M, term inates  in  a unique r e s u l t  N, which w i l l  be 
c a l l e d  the complete reduct  o f  M.
1*13* N o ta t io n , ( i )  I f  M'G Xfi we w i l l  a l s o  w r ite  M1 = (M ,V )  where 
MeX and V i s  the u n d e r l in in g  o f  M, i . e .  the s e t  o f  o ccu rren ces  o f  X
( i i )  (M, 0)  v/here 0 i s  the empty u n d e r l in in g ,  w i l l  be i d e n t i f i e d  w ith
M & X • (MeA means: M is a X-term, without underlining.)
(iii) I f  K s (N, 0 ) is the complete reduct of ( M ,V )6 X/3, we will v/rite
Cm, v ) cp l N .
1 . 1 4 .  C o r o l l . ( M , XI )
cp l
N
Proof: 1 .1 2 .
1 . 1 5 .  Def. ( i )  (M ,l ) )  (M, V )  i f f - U '  C  \ J  .
4
( i i )  (M ,V ) + (M, V 1 ) = ( H , l l u U ' )
Proof: it is sufficient to
con s id er  the case where
( M ,  U ' )
i s  one s tep ;  and fo r  t h i s  ca se
the lemma i s  t r i v i a l .
I
19
1 . 1 7 .  D ef .  Let f C  i'N G X . Then
M- 1 c p l
N for  some u n d e r l in in g  v  o f  M
Remark
X -  terms)
/0 -r e d e x .
1
>  (the  u su a l  one
T h is  fo l lo v /s  by c o n s id e r in g  the u n d e r l in in g  o f  j u s t  one
1 . 1 8 .  Lem ma. P ro o f .
( M , l / )
c p l
(M,%/ ) a; lemma 1 . 16 .
N' s
V
b: c o r o l l .  1 .14*
c: d e f .  1 . 1 ? .
cp l ( H . V 1)
Ch. v  )
N








1 . 1 9 .  Lemma. 1
P roof:
a ,  a ' ;  d e f .  1 .1 7 *
b: d e f .  1 .15*






1 . 2 0 .  Theorem (CHURCH -  R0SS2R): *
A
P
-> i s  CR.




(ò >  «
A
>  ( s e e  remark a t  1 .1 7 )  and »  Q
♦*
1 >
















2 . THE CHURCH-ROSSER THEOREM FOR THE À^(O)-CALCULUS
2 . 0 .  In trod u ct ion . and
r a l i a l  cu lu so we
want to use the method o f  s e c t io n  1 for the c a lc u lu s .  But then
th ere  i s  a problem when one t r i e s  to define analogon
A
» )
u s in g  the method o f  the l a b e l s  as  in  s e c t io n  1 ,  the FD theorem i s  
s t i l l  v a l id ,  but 1 .10  f a i l s ,  as  i s  shown by the example in  [4-1 P* 119
denotes a s p e c i f i e d  (i-
(Xy. M)N
M)x)N
Here _  
redex and
[N|y]M
a s p e c i f i e d  /n -r e d e x , 
in  our n o ta t io n .
That FD i s  s t i l l  v a l i d  can be 
e a s i l y  v e r i f i e d ,  but we w i l l  n o t  
do t h i s  because by a simple  
r e s t r i c t i o n  (on what s e t s  o f  
s p e c i f i e d  r e d i c e s ,  i . e .  what 
u n d e r l in in g s ,  are allowed) we have moreover FD (se e  1 .12 )  for  the
AfiV-calculus.
3C is the X-theory in which all unsolvable terms are equated.
As with ordinary convers ion ,  i t  i s  u s e fu l  to have a reduction  r e l a t i o n  
s a t i s f y i n g  the Church-Rosser theorem which generates  e q u a l i ty  in  0~C-. 
This w i l l  be /S-flO-reduction which i s  defined  by adding jT l-contraction  
defined  by 0[H] 71 c[n]
where f l  = (Xx. xx)(Xx. xx) and H i s  u n so lva b le .
The CR theorem i s  proved f i r s t  for a r e s t r i c t e d  form o f  C l- r e d u c t io n  
( th e  i l - r e d i c e s  have to be maximal w . r . t .  in c lu s io n  o f  subterms; 
t h i s  i s  c a l le d  -Q '-red u ct ion )  from which the theorem i s  proved for
the  general form. ß -  and ^ - r e d i
The CR theorem for Xft'Tj
TO-redices and S~}
than [9]
The b e n e f i t  o f  the method here i s  that i t  g iv e s  an easy proof for  





• 2 . 1 .  D e f . ( i )  To the language o f  the la b .X £  -term s we add an e x t r a  
symbol which w i l l  be used to i n d i c a t e  - r e d i c e s ,  r e l a t i v e  to
w i l l  be w r i t t e n  under the head -  A
o f  an ' n - redex: Xy. My (y ^ FV(M) )
Formally: ex ten d  d e f .  1 . 1  with the e x tr a  r u le  fo r  terra-formation:
4. M e  lab.XftT) = »  Xy. My e  1 ab,\y$2 <y i  FV(M) )
aH>7) i s  the corresponding s e t  o f  terras v/ithout l a b e l s .
Remark. In a ( la b .  -terra a À can be underlined  with i f  i t  i s  a
/3-redex \  and v;ith ^  i f  i t  i s  an. 71-redex A, but no A can be underlined
by both and
2 . 2 .  D e f . L e t  M, N6 Apy. Then M— ^—>N  i s  d e f in ed  a s  f o l l o w s .
*
L et (Xx. P)Q d  M be the /3 -r e d e x  to  red u ce .
t  %
Case 1. M s C TXy. (Xx. P(x))yJ , i . e .  Q s y ,  y $£ FV(P) ,  and c[ 
i s  some c o n te x t  (w ith  one h o l e ) .  Then
ß
»
Case 2 .  I f  n o t  case  1 ,  then
M s c [  (Xx. P(x)  )q ] -----C [  P(Q>]
N€ . Then M———>N i s  defined, as  f o l l o w s .
Ay. Dy G  M be the o')-redex to reduc*v rsft e*
Case 1 . K s  C Xy. (Xx. P)y , i . e .  Dy s  (Xx. P)yj y ^  FV(P), and
C some c o n t e x t .  Then
M — _ >  C [Xx. P
rsL
Case 2 .  I f  n o t  case 1 ,  then
2 .4 .  Def. Y a bTTS— ^  ^  ^ 9X6 th® corresPondinG
*•“* fsJ
r e d u c t io n  r e l a t i o n s  i n  the presence  o f  l a b e l s .
2 . 5 . Remark. The u n d e r l in in g s  and under lin ed  r e d u c t io n s  fo r m a l iz e  
the same concept o f  r e s id u a l  o f  £>- and t o - r e d ic e s  a s  i n  ] page I 17 ) I
«
2 . 6 .  D ef .  ( i )  Let Me A and N ç l i .  The subterm N i s  a maximal
subterm i f f  1 .  N i s  u n so lv a b le
■
and 2 .  ( a l l  L) Nç Lg M Se L u n so lv a b le  N = L.
* |
( i i )  (1 ab . ) XlbyCl i s  ( l a b . ) X ^ .  where ma 
be u n d er l in ed  with a d o t - l i n e  . .# • • *
subterms w i l l  be c a l l e d  A L - r e d i c e s .
CT c a n
maximal
• * «
# + • *
( i i i )   one s top  ^ - r e d u c t i o n  i n  X 6^Q , i s  d e f in e d  by
W
° [ . ? . ] ..... ~ i r - »* * •
w h e r e X \=  (Xx. xx )(X x . xx) and c [  J i s  some c o n te x t  w ith  one h o le
m
i s  the corresponding red u ct io n  i n  1 a b . 'Xfbvfl d e f in e d  byl a b . m
* + •
where Ct.=  (Xx. x^x^)(Xx. x^x1) and C[ J i s  some c o n te x t  i n  1 a b . \ ( b ^ jd .
2 . 7 .  M£* E xtension  o f  ( i )  — ( f ab)’/5— ^  * i^:L  ^ ( l a b . ) ' n ^  from
( l a b t o  ( l a b . ) Xô^ri1. ~
( i )  L e t  M'6 ( la b .  )kfcrlC ï , then M* can be co n s id ered  as . a p a ir  (M, U)/-----
where KG ( la b .  ) Xfr>7 and U i s  the s e t  o f  o ccu rren ces  o f  - r e d i c e s .
« i •
«
L e t  M — d a b ”)/3—^  anc* ^ s e  ^ d escen d an ts  o f  the
subterms i n  U. (Here the concept o f  descendant i s  i n  a n a tu r a l  w.
su g g es ted  by keeping track  o f  u n d er l ir i in gs  during  the  r e d u c t io n . )
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F u r th e r ,  l e t  W be the s e t  o f  maximal u n so lv a b le  subterms o f  N g e n er a ted
by V a s  f o l lo w s :  He W -4 1 .  H i s  maximal u n so lv a b le  subterm
and- 2 . 3  L c H  such th a t  L £  V.
Now d e f in e ( l a b . )#
(M, U) ( l a b .  )fb
Example: (Xx. x ( D x ) ) 0
♦ + • 75
( i i )  S im ila r  d e f i n i t i o n  for  
(Remark: i n " t h i s  case  V = W)
9 0
( l a b .
rs^
>  in  ( l a b . ) X/fr>0 .
2 . 8 .  D ef . (lab.)^ n r - >  = ( l a b .  )[h>  U ( l a b . )?) > U ( l a b . )  ƒ ! '
« #
2 .9«  D e f . Let Mg l a b . \lb 'r)C l. Again, M's l a b e l i n g  i s  c a l l e d  d e c r e a s in g  
i f f  a l l  i t s  - r e d i c e s  (Xx. .P)Q are d e c r e a s in g ly  l a b e l e d ,  i . e .  fo r  a l l
x € P: x > N -
2 . 1 0 .  Le mna. L et ! e Then there  i s  a d ecrea s in g  l a b e l i n g  fo r  M
P roof:  same a s  o f - lemma 1 . 6 .
2 . 1 1 .  Lemna. L e t  M 6 la b  »kfovD., such th a t  M's l a b e l i n g  i s  d e c r e a s in g ,
and l e t  M Ut.Crtn: N. Then ( i )  m| >  | n
( i i )  N 's  l a b e l i n g  i s  a g a in -d e c r e a s in g
P r o o f  o f  ( i ) . In M' £  IT i s  con tracted  1) a /3 - r e d e x ,  2) a n ^ - r e d e x ,
m
or 3) an / )  - r e d e x .• # »
Case 1 )  v/as co n s id e re d  in  the p r e v io u s  sec bi o  a ,
2) Let the on-redex  be Xy.Dy , y«iFV(D). Then
A J  /
D y
k = k + D > D s in c e  k >  0 .
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3) Let H be
n !
Then H (Xx. x1x*)(Xx
analy n
co n ta in in g  4 v a r ia b l e s ,  or H co n ta in s  more than 4 v a r ia b le s
In the l a t t e r  case H |  >  5 , since the l a b e l s  are > i ;  so
indeed H contractum o f  H
1 1 .In the former c a s e ,  trouble  seems to a r i s e  when H = (Xx.x'x) (Ax.xx1)
‘but t h i s  case does not occur s in ce i n i t i a l
l a b e l i n g ,  i . e .  the l a b e l in g  in  the preced ing  lemma, are  ^ 2 .
Hence i f  a l a b e l  o f  some x i s  1 ,  then x occurs  in  




no u n d er l in in g .
Ci)
P roof  o f  ( i i ) .  We have to  check that  a l l  r e s i d u a l s  o f  the y3 - r e d i c e s
i n  M are again  d e c r e a s in g ly  la b e le d .  To do t h i s  we use the f i r s t  
row o f  the scheme o f  r e l a t i v e  p o s i t i o n s  o f  r e d i c e s ,  i . e .  the c a s e s
1 . . .  Here R, E or H are the r e d ic e s  con tracted  in  M ^N,  and R'
i s  the /3 -redex  in  M whose r e s id u a l s  in  N we have to check. Only the
n o n - t r i v i a l  cases  w i l l  be mentioned.
Case 1222. Remark th a t  R' has no underlined  r e s id u a l :
Xy.M ** Dy = Xy. (Ax'. P » ) y _ _ £  Xx' . P 1
1232 does not occur ,  s in c e and are not  allowed to c o in c id e .
1233* Here Q' = c[e] fo r  some co n tex t  c [  ] . Now i f  x ' €  P 1 ,
then x t > c 0 ] by the h y p o th e s is  o f  the lemma, and
E > D
m
, hence in  the r e s id u a l  o f  R1: x 1 > c [d] so
t h i s  p  - r e d e x  i s  again  d e c r e a s in g ly  la b e le d .
4
132, 133* Rf has no underlined residual.
1342 does not occur, since Xx', P' is not maximal unsolvable.
1343. Let Q' = C Now if x'€ P* then x 1 >  c
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2 .1 2 .  C o r o l l . I f  Me Xf on f l , then, every  ft7)i l  - r e d u c t io n  sequence s t a r t i n g
w ith  M te r m in a te s .
P r o o f .  By 2 .1 0  and 2 .1 1  s in ce  in  a redu ction  
l a b e l s  can be taken a lon g .
2 .13*  Lemma. — i s  weakly CR , i . e . ;
/(& }& ■'
P r o o f .  See the scheme o f  r e l a t i v e  p os it ion s  o f  r e d i c e s .  Let R1 , E ' , H* 
be the rede'x c o n tra c ted  i n  M N and R, E, H the redex con tractedm £ t ‘ r '
i n  M Only the n o n - t r i v i a l  c a se s  w i l l  be mentioned.
The c a s e s  1 1 . .  are analogous to the corresponding c a s e s  in  S i .
Case 1222 . M = c £/\y. (Xx'. P ' ( x ' ) ) y J  where C^ J i s  some c o n te x t ,
N s  c[Xy. P '(y )J  and L = C j\x' . P ' (x ' ) ] .  Take P s N s  L. 
1232 . M =■ C £(A y. Dy)Q'J . However, _  and ^  are not a l low ed  to
c o in c id e  ( s e e  2 . 1 . ( i )  ) ,  so t h i s  case does not occur.
A
132, 133* N o t ic e  th a t  the s e t  o f  u n so lv a b le s  i s  c lo s e d  under
^ - r e d u c t i o n .
4
232 , 233- N o t ic e  th a t  the s e t  o f  u n so lv a b le s  i s  c lo s e d  under
/Y) - r e d u c t i o n . and
J
1342 , 2342, 332 and 334 do not occur bccause an jQ .-redex i s
• * •
d e f in e d  as  a maxim"! u n so lv a b le  oubtorm.
2.14* C o r o l l. L et Kg. X/Vj.0.. Then every maximal /^.O. - r e d u c t io n
sequence s t a r t i n g  w ith  M, term inates  i n  a unique r e s u l t ,  which w i l l
*  ♦
be c a l l e d  the complete reduct  o f  M.
4
P r o o f .  2 .1 2 ,  2 .1 3  and 1 .1 1 .
2 .15* N o t a t io n . Analogon o f  1 .1 3  for X^7) 0- and — s t ead of
a n d — *—^ • Ì J i s  now a t r i p l e  c o n s i s t i n e  of a s e t  o f  occurrencos o f
à
X, a s e t  o f  X' s , and a s e t  o f  maximal unaolvablo subterms.
- 2 6
2 .1 6 .  C o r o l l . Analogous to c o r o l l .  l . I Z f
2 .1 7 .  Def. Let M, N t A .  Then M --- » N <=*• (M,-u) — N fo r  some
u n d er l in in g  y  o f  M.
2 .1 8 .  Remark. Up to here we gen era l ized  the red u ct ion  — from the
to the as  in Si, i s  to prove
th a t  —7—> i s  CR. In §1 t h i s  was done by talcing the union o f  two 
u n d er l in in g s  of M. In the present  case t h i s  would r e s u l t  in  
co in c id en ces  o f  and ( i . e .  X) which is forbidden; hence the d e f i n i t i o n
o f  a 'union' o f  two u n d er l in in g s  req u ires  more c o n s id e r a t io n .
Suppose we are given a A-term with an u n d er l in in g  in  which two l i n e s  
(_  o r ^ )  occur. These two l i n e s  allow tv/o r e d u c t io n -s te p s ;  except
in  the fo l low in g  case: . . .  Ay. (Ax. r')y •••
This m otivates  the d e f i n i t i o n  o f  a chain and i t s  energy.
Au, Ap be two occurrences of X  in M€ A
, and X 2 are connected, written X^''^ Xg > iff they occur in a context 
X,x. (A,y. N)x for some N such that x ^ FV(N).
( i i )  A maximal sequence o f  connected X's i s  c a l l e d  a chain .
The length  o f  the chain i s  i t s  number o f  X's.
Example: ^a.(Ab.(Ac.(Xd.N)c)b)a
X '^ - 'X
( i i i )  A non-connected A forms a chain on i t s  own.
2 . 20. N o ta t io n . Let HeX . Then (M)q = M
(M)n+1 = Xx.(M)nx where ^ FV((M) ) .
2 .2 1 .  Remark. Sometimes we w i l l  i d e n t i f y  a chain o f  len gth  n+1
with its corresponding A-ten,, « W e b  can be written ao (A«.*>n ,
where n > 0 , (Xa.A)n does not occur in  a con text  Xb.(Aa.A) b,
A d (Aa .A )a .
n • and
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2 .2 2 .  D ef . Let ( C , V  ) be a chain with u n d er l in in g  u. The energy of  
( C , v ) ,  ||(C,'U)j, i s  the number o f  occurrences o f  _ Jrvj in  (C, ^ norraa]_)
where V , r e s u l t s  from V as fo l lo w s:  whenever occurs irinormal
( C , V )  then i t  i s  rep laced  by • (Remark: i t  i s  a lso  p o s s ib le
to d e le t e  __ in  s tead  o f ^ . )
2 .2 3 -  £ e f -  ( i )  (M,TJ ) ^  (M, -u* ) '< = >  I -  ||(C, u)| |  ||(C, \J')fi for
every chain 0 in  M, and 2 . y  ) CZ ) where i s
the s e t  o f  occurrences  o f  ^ ¿ - r e d i c e s  in  ( M, U) .
* • «
(ii) (M.TJ) + (M, U 1 ) = (M, /U I ') where \j* ' is some
u n d er l in in g  such th a t  1 .  I(C, 'UM )|  = max. ( 1(C,U )|| , ¡(C, U ’ )1 ) 
fo r  every chain C in  M, and 2. 1 ) = -^ (m , y* )
2 .2 4 .  C o r o l l . (M,“U)  + ( M . V  ) (H,*U),  ( K , V ) .
2.25« Lemma. (M,V)
(N,T|>*)
P r o o f .  I t  i s  s u f f i c i e n t  to consider  the case that  ( M , ' U 1 ) ( ^ > y 1 )
i s  one s te p .  There are 3 cases:  1 .  a 0 -r e d e x ,  2. an T)-rede:; , or
an fi- redex is contracted.
• • •
Case 1 , 2 . Consider the chain C in (M,"U' ) of which the head-X of the 
contracted ft- oroo-redex is a part. We will distinguish two subcases: a.
'■si'
the lenght of C is ) 1 ,  b. the length of G is 1.
3 .« Let C — Aa • (Aa -% # * « • (  Aa^ *(Aa*A)a« ) • • ♦) a — CAa«A) * n ^ l
- n n-1 1 . 1  n n y
and l e t  ||(C,TJ')|| = m ' > 1 .  By d e f .  2 .2 3 ,  |(C,U)|| = m > ra1 > 1 ,  hence 
(C,D) has an underlined  X (X or X). A fter  co n tra c t io n  o f  such a X or
( i t  does not matter which underlined  X o f  the chain i s  c o n t r a c t e d ) ,
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descendant o f  C i n  (N,-^ ) such that
( C  ,\p)f| = m-1. Because ||(C* , i^ 1 ) I = m’ - l  w© have indeed ||(C* ,y)|| ^
(C1 ,Tl;' )|| , The other chains in  M are c l e a r ly  not  a f f e c t e d  by the 
co n tr a c t io n .
b. In t h i s  case there i s  the problem th at  new chains can be c r e a te d ,  
by concatenation  o f  two (or in  one case even th r e e )  cha ins .
Example. Let (L s  (X a .za )n and = (Xb.B)^; then
(Az.c^jcg (Ab.B)m+1+n .
The problem i s  as fo l low s:  suppose that CL = . .  and C^  . . .
concatenate to . .  , . .  , then there would be a ' l o s s  o f  energy'
and the lemma would f a i l h o w e v e r
For suppose C.. = (Xa.Aa) where a^FV(A) and A ^ Xa'. A' (*£•), and
C = ^b.B. Then must occur in  (CgD) for  some D. Let (Ab.B')D' be
the re s id u a l  o f  C^ D a f t e r  the con tract ion  th a t  causes the con caten ation
The concatenated chains must have the form (X a.(X b .B ')a )  . Hence^ — n
D' = a, but this can only be the case if C. = (Xa.(Ab.B)a) , in
l  ~  — n
c o n t r a d ic t io n w i t h  ($•).
Case Suppose H Ç  (H,U' ) i s  the contracted  j f¿ -r e d e x .  Let (N,\L0
♦ • • '
be the r e s u l t  o f  the co n trac t io n  o f  the homologous H Q  (M,lO.
b
Let C C N  be a chain and l e t  us compare (C ,^)!  and ¡ ( 0 , ^ ' )
|
By the raaxitnality o f  O - r e d i c e s  there aré on ly  the fo l lo w in g  two
« •
p o s s i b i l i t i e s :  i )  C CI N i s  the descendant o f  the 'same' chain in
*
(M,U) (although the corresponding subterms can be d i f f e r e n t ) ,
i i )  C i s  the r e s u l t  o f  concatenation  o f  some cha ins
in  (M,U).
In case i )  there i s  no problem. In case i i )  we prove by the 





2 . 2 6 . Analogou
2 .2 7 •  Lemma. 1
Proof: analogous to the proof o f  1.19*
2 . 28. Lemma. is CR.
Proof: analogous to the proof o f  1 .2 0 .
Nbw we w i l l  prove that
2.29» Lemma.
> as defined in 2.0. is CR
\
(l) X jb'TjCl [-- N-, = N „ HI L
1 2 tj _> L <£—- — NLil l tyfF  ^ ¡ftrjcE 2
(2)
(3)
w p CZ frrjQ. »
M
Cl
> MI L M
Proof:  (1) i s  the standard reform ulation  o f  the Church-Rosser 
theorem 2 . 28. ( 2) fo l lo w s  d i r e c t l y  from the d e f i n i t i o n s .
( 3 ) .  Let H1 be the Cl -red ex  in  M and l e t  H be the maximal u n so l-
vab le con ta in in g the
required  L.
2 .3 ° •  Theorem. *fb r jil > i s  CR.
P roof .  Suppose that N
2 *
Then by 2 .2 9  (3)  Xfi'TjCL f~ ^1 = ^2 anc* hence by 2 .29  Cl)
*-
N.. , N n have a common -„-r-yrr^  -r e d u c t  N,.




> i s  CR.
2
% •  .  %  ■
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3. THE COFINALITY OF GROSS -  REDUCTION
and communi
al [6J .  Due to the r e s u l t  i n  the p rev iou s  s e c t io n  v/e can
duce a s im i la r  s tr a te g y  for  the Ay3^(.Q)“ ca lcu lu 6
3.1. Gross-reduction in Xfi
3 .1 .1 *  D e f«- GP>
> , one s tep  G ro ss -r ed u c t io n ,  i s  d e f in ed  by:
M G > N $■ cpl »  N
where "U+0 * i s the t o t a l  u n d er l in in g  o f  a l l  {b
3 * 1 .2 .  Lemma. M Proof:
L
The p roof  i s  a d i r e c t  consequence

















»  c ;
'/a




3 I * 2 » 1 . 1 9
.  «
and â simple diagram -chasing argument as
«
suggested  by the f ig u r e :
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3*2.  Gross -  red u ct ion  in  the X/Vo(.0-) -  c a l c u l u s «
3 . 2 . 1 .  Def .  ( i ) G,f/ tyn
^  , one step  G ross-reduction , i s  defined  by:
M cpl
( i i )  the t o t a l  u n d er l in in g ,  i s  def ined  as fo l low s:
a. Underline maximal sub terms o f  M with
• « «
b .  Underline a l l  non-connected 'Yj-redex X's with
c .  Underline a l l  non-connected /J>-redex X1 s with u n le ss  such a 
i s  a l lr e a d y  underlined  by b . •
d .  I f  C = .(Xa.A) i s  a chain o f  len g th  > 2, we d i s t in g u is h  three
c a se s .  1 .  C i s  a c t i v e ,  i . e .  occurs i n  a context  (CD) for some D.
X X W X ■X
2. C i s  not a c t i v e ,  and A = A'a for some A' s . t .  a I  FV(A'
Then the u n d er l in in g  w i l l  be X X • « « A
/Vi Ansj
3 . N e ith er  1. nor 2.
Then the u n d er l in in g  w i l l  be X A— . . ' W
In t h i s  way we have given each chain in  M a maximal amount o f  
energy. C lea r ly  (M, ' U. o t ) (M,"U) for a l l  U ,
3 . 2 . 2 .  Lemma., I-
f
t1
Proof: s im i la r




m u m m u r n  »




» A/3 7II' |— M = L by 2 .2 9 . ( 3 ) .  By 2.29. (1)
M and 1 have a common 
N such that
}  -reduct P. So by 3.2.3« there i s  an
N
L
By 2 .2 9 (2 )  N i s  as  required
I
4 . reductio;:  s t r a t e g i e s
4 . 1 .  De f « Let Ab e  the s e t  o f  a l l  A- terms.
A f reduction^ strategy is a map F : X ----> X U { such that
( i )  M ^ > Ft!'!) i f  m i s  not in  normal form.
( i i )  F(M) = ®  M i s  in  normal form ( n f ) .
A strategy  i s  a 1 -stra tegy  (or one step s tr a te g y ) i f  for a l l  M not in
n f  M~ ^ F(M)* In c o n tr a s t  to standard use -■ i s  not  r e f l e x i v e .
1 1 0
A s tr a te g y  i s  r e c u r s iv e  i f  i t  i s  r e c u r s iv e  a f t e r  coding o f  the terms.
4 . 2 . Examples o f  r e c u r s iv e  1 -s tra teg ies  are
( i )  G ross*red u ct ion , d ef in ed  in  3 . 1 . 1 .
( i i )  Normal red u ct ion  ( se e  [ 4 * ] p . l 4 0 ) .
Note that both s t r a te g ie s  only depend on the skeleton of terms. (The 
skeleton  of e . g .  y(Ax. xx) i s  o ( An . □ □ ) . )
4.3« Def. Let F be a strategy. t
(1) P is normalizing if for all M having a nf, E3n F £(m) *=
( i i )  F i s  co f in a l  i f  for a l l  M and N such that M -£->N, d «  N F (M).
(iii) F is perpetual if for all Mt M has an infinite reduction se—
1
quence = 4> Vn Fn(M) /• ® .
ft
* 4
m •  *
%
Remarks, ( i )  Let A have no nf .  Then KIA i s  a term with a normal foirm 
which a lso  has an i n f i n i t e  reduction sequence (KIA KIA1 • • • ) •
Thus in order to show that a term has no n f  i t  i s  not s u f f i c i e n t  to  
show that a term M' has an i n f i n i t e  reduction sequence. Therefore a nor*- 
malizing s trategy  F i s  u se fu l ,  s ince  i t  shows that a term M has no n f  
i f  F does not terminate on M.
( i i )  There are even terms M such that each subterm ha3 a n f ,  but-M
does have an i n f i n i t e  reduction sequence, e .g .  PP, with P s Ak.(Axy.y) (zz
( i i i )  In 5*18 i t  i s  proved that a perpetual strategy cannot depend orify’
on the skeleton  o f  a term.
4. 4. P rop os it ion, ( i )  Any co f in a l  s trategy  i s  normalizing, ( i i )  Gross- 
reduction i s  a recu rs ive  co f in a l  s tra teg y ,  ( i i i )  Normal reduction i s  a  
recursive  one step  s tra teg y .
Proof, ( i )  Obvious, ( i i )  See 3.1.3* ( i i i )  See [4] P 142. fgj
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re curs i  ve perpetual s trategy
4.5* D e f i n i t i o n . Let F be a s t r a te g y .  Then
LF (M) = y a n . ( F n (M) = ®)
Bf (M) = rnax.11 enßth(FnCm))- n e w  & k < n =» F^K)^ ®j.
L_(m), B„(;M) are possib ly  00.
r  £
4. 6. Def. Let F and G be normalizing s t r a t e g ie s .
F G <=* V m [ M has a nf #  lf (m) ^
F  ^  Vm [  M has a n f  = £  Bp((M) <  Bg (M)3
#
F i s  L (B )~better  than G i f  F G and not G F.
F i s  L(B)-optimal i f  no s tr a te g y  i s  L (B ) -b e t te r  than F.
F i s  L(b )—1 —op
b etter  than F.
strategy and no 1-s tr a te g y
n
4«7. Proposition, There e x i s t s
i .  an L-optimal strategy
i i .  a B^-optimal strategy
i i i .  no recursive L-optimal s tra tegy
iv .  no recursive B-optimal strategy
v .  an L-1-optimal s tra tegy  
vi# a B—1-optimal s tra tegy .
P r o o f . i , i i  are t r i v i a l ,  i i i :  l e t  F be a r e c u r s iv e  L-optimal s t r a t e g y .  
Then for a l l  M having a nf F(M) i s  a n f  or ® , hence M has a nf i f f  F(M)
i s  a nf or (g>. This makes ' H has a n f 1 dec idab le  which i s  im p o ss ib le
ft
iv :  s im ila r  to the proof  of thm. 4*8. v and v i  are t r i v i a l .
4*8 . Theorem. There i s  no recu rs iv e  B-1'r.optimal s tra teg y .
P roof .  Let f  be a p a r t i a l  recu rs iv e  function  with index 0 such th a t  
the = ,jx f i x )  = i j  for  i  = 0 ,1  are r e c u r s iv e ly  in se p a r a b le .
We can f in d  terms A^  and A^  which have the fo l lo w in g  p r o p e r t ie s  
(which are s ta te d  in  a very informal way):
i )  The terms A.x can reduce in  a t  most one way. Their red u cts  have the
1 —
+
same property and so on. Let (A. x)  be the n -th  reduct ( i . e .  n tim es
•L
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one step  red u ct ion )  o f  A^x i f  i t  e x i s t s .
i i )  I f  ^(x) f  0  and y*(x) ƒ= 1 the len g th  o f  the (A^x)n depends as  




,^x and An x have no normal form. 
Cr~ 1 —
i i i )  I f  7 (x) = 0 then the dependence i s  as fo l lo w s .
(Let k be the le n g th  o f  the computation [e} (x) .)
Further (Aq_x) and (A-iZ) are in  normal form.
i v )  F in a l ly  i f  ^(x) = 1 ,  then the dependence o f  l t h ( ( A^x)n) on n i s  as  
in  i i i )  but with the p ic t u r e s  in terchanged .
4
Let C = Ay. y(AQx) (A, x ) . N orm alizations o f  C c o n s i s t  j u s t  o f  m ixtures
t
o f  n o rm aliza t ion s  o f  AqX and A,x* Suppose F i s  a recu rs iv e  s t r a te g y  
which m in im alizes  breadth. Obviously there e x i s t s  a recu rs iv e  f  
such th a t  f (x )  = 0 i f  F says that  f i r s t  AQx has to be reduced
and
We
f ( x )  = 1  i f  the reduction  has to s t a r t  with A.x* 
claim that  f  g iv e s  a recu rs iv e  sep aration  o f  and VL .
n+1 i s  inSuppose x € V L , then f i x )  = 1 .  In t h i s  case for some n, (A^x) 
n f  and l t h (  (A x ) n+'L) = 1* Further l t h ( ( A 0x)*c) ' s t a b i l i z e s *  on a high  
l e v e l .  I t  i s  c l e a r  th a t  the s m a l le s t  breadth i s  reached i f  we f i r s t
reduce A^x to a normal form (o f  le n g th  1 )  and then AQx* So f (x ) = 1;
S im i la r ly  x i  \’L im p l ie s  f (x )  = 0 .
>
36
4 . 9 .  Theorem. There i s  no recu rs iv e  L - l -o p t im a l  1 - s t r a t e g y ,  
P roof ,  In the same s p i r i t  as the proof o f  the p rev iou s  theorem,
9
Q4Q,ia using a p a ir  o f  r e c u r s iv e ly  inseparab le  r . e .  s e t s .
4 .IO. Theorem. .There i s  no one step s tr a te g y  which i s  bo 
o p t im a l .
P roo f .  Consider the term Z = (Axy.p x x ( y l ) )  ((Ax. pxx)A)I
v ... -^y............
I_______________,_________ 1 ______ )
2
and
where A i s  in  nf and very lon g .  We show th at  i f  L„(Z) i s  minimal,
F(Z) must r e s u l t  from Z by a reduction  o f  redex 1 , whereas rainima- 
l i z a t i o n  o f  Bp(Z) req u ires  f i r s t  to reduce redex 2. The f i r s t  f a c t  
i s  obvious as reducing redex 2 f i r s t  r e s u l t s  i n  d u p l ic a t io n  o f  redex 1
hand just  compare the breadth o f  n orm aliza t ion s
%
s t a r t in g  with a reduction  o f  1  and 2 we see th a t  s t a r t in g  with redex
2 zninimalizes the breadth. Reduction o f  2 y i e ld s :
i
(Ay .p((Ax ,pxx)A )( ( Ax.pxx)A)(yl))l - 75
r
»
p( ( AX.PXX)A) ( (AX.PXX)A) ( I I )  —




F i r s t  reduction o f  1 y ie ld s :
(Xxy.pxx(yl))(pAA)l — >
(Ay.p(pAA)(pAA)(yl))l .




5. A RECURSIVE PERPETUAL STRATEGY
5»0 . I n tr o d u c t io n ♦ In t h i s  s e c t io n  we w i l l  con stru ct  a r e c u r s iv e  
p erp etu a l  one s tep  s t r a te g y  F^. As an a p p l ic a t io n  o f  F^ we show 
th a t  the co n tra c t io n  o f  a redex (Ax.P)Q where x€  FV(P) in  a term 
with an i n f i n i t e  reduction  seqence y i e l d s  a s im i la r  term.
5 . 1 . D e f in i t i o n ,  ( i )  Let MeX.  Then the p red ica te  o-=> i s  def ined  by
oc(M) <=> M has an i n f i n i t e  reduction  sequence.
( i i )  Let R = (Xx.P)Q. I f  x£FV (P) we c a l l  R an otherwise
R i s  c a l l e d  a K-redex.
I
( i i i )  I f  M i s  n o t  in  n f ,  the l e f t - m o s t  redex o f  M i s  the redex
o f  which the 
other redex.
A A
5*2. D e f i n i t i o n ■ Let the reduction s tr a te g y  F be defined  as fo l lo w s
by in d u c t io n  on the len gth  of the terms:
® i f  M i s  in  n f .
lUCM) = -<
Otherwise, l e t  M = Cl(Ax .P ) q] where R = (Ax.P)Q 
i s  the l e f t - m o s t  redex o f  M. Tken.:
C[  [Q| x] P i f  R i s  an I -r e d e x .
O th e r w ise ( i f  R i s  a K-redex):
r
c[p ]  i f  Q i s  in  n f .
c [(X x .P )(F eo(q )) i f  Q i s  not in  n f .
5.3* D e f i n i t i o n . ( i )  Let R be the redex (Ax.P)Q. The re o f  R i s  
(Xx.P) and the dex o f  R i s  Q.
■
( i i )  Let M be a term .not in  n f .  The derived  term o f  M, n o ta t io n  M ,
i
i s  the dex o f  the l e f t - m o s t  redex in  M.
0  1  n( i i i )  l e t  M be a term. I t s  derived sequence M , H ............M i s
d e f in ed  by M = 
otherw ise  
f i n i t e .
M, = (M^)+ , as lon g  as i s  not in  n f ,
i s  not  d ef in ed .  C lear ly  each derived  sequence i s
4
I- 3 8 -
( i v )  R1 , the le f t -m o s t  redex of M , i s  c a l l e d  the s p e c ia l  redex





R^  2 (Ax, .P, )M2
UI
#
pH-l g p )Mn where Mn i s  in  n f .
n - l  n - i
5 . 4 . Remark. As can be seen from d ef .  5*2 and 5 .3 -  5^ c o n tr a c ts  the  
f i r s t  I-redex  in  the sequence R^, r \  . . .  , Rn i f  there i s  such a 
redex, otherwise Foo co n tra c ts  R
5 . 5 . Lemma. Let M = C [(Ax.P)qJ where R = (Ax.P)Q i s  the l e f t - m o s t  
redex. Suppose that
( i )  R i s  a K-redex, ( i i )  oo(M) and ( i i i )  not o o (Q ) .
Then o o (c [p ]  ) .
«
Proof.  Let M = M- ■  ^ -> M.. — ^  . . . .  be an i n f i n i t e  reduction
sequence. There are two c a se s .
1 . (Ax.P)Q i s  never contracted  in  the reduction  sequence»
Then for a l l  i> = C^^(Xx .P^)qJ  where P^ '—^ ^  ^i»i ’ /5—  ^ i^-*-l.
and C .[  ]  are co n tex ts  (with one empty p la c e )  such that
1
c J z l — 0.  Tzl (z  i s  a fresh  v a r ia b le ) .  That the red u ction s  o f  M 
i L -j 1$ i+r- J
are separated in  t h i s  way, fo l lo w s  because (Xx.P)Q i s  l e f t - m o s t ,
an su b s t i tu te d  in  P or Q. Moreover (Ax.P.)Q.
3L 3L
sames ta y s  l e f t -m o s t  in  M. for the
Nov/ because not oo(Q) , there i s  an m such that 0 , = 0 for  a l l
'> m ,  i . e .  for a l l  n in  the reduction M  ^ ---- s—> M . i s  a redex^ m+n p m+n+l
o u ts id e  0 ,  contracted . Hence for some fecj^  there i s  an i n f i n i t e
( r 1 r n reduction  sequence |C f ( i ) LPf ( i ) J i e u j  where Cf ( ± ) [Pf (  J  _ ---- »
c f ( i+ i ) L pf ( i + i )]
2 . In the reduction sequence the redex (Ax
arae we have
M > ------ 2 Cn [(Ax.Pn)Qn]  - ^ M  . = C [P ]  . . .  fo r  some n.
0  A
toHence for  some gecj“ there i s  an i n f i n i t e  reduction  sequence
Cg ( i )L  g(P / .  J  i e  co
4-39-
5*6. Theorem. F^ i s  a recurs ive  perpetual one step s t r a te g y .
P roof .  From d e f .  5 * 2 . i t  i s  c le a r  that F^ i s  a r ecu rs iv e  one step  
s t r a t e g y .  Nov/ v/e prove that F^ i s  p erp etu a l .  Let M = C [(Ax .P)QJ 
where R =(Ax .P)Q i s  the l e f t - m o s t  redex. Let oo(H) and l e t
M = Mq —¡5—)■ M. .— M_—JS~^  • ••  be an i n f i n i t e  reduction sequence.
The proof th a t  00 (F^(M)) u ses  in du ction  on the length  o f  M ( in  the 
case  2*2*2)•
1 .  R i s  an I -r e d e x .
»
1 . 1 .  There i s  an n such that in  M n ■> M R i s  contracted ,n p n+i n
where R M i s  the res id u a l  of  R. Because R i s  l e f t - m o s t  i t  i sn — n
ev id en t  th a t  M. = C .[ (A x .P . )Q.J for i ^  n where R. = (Xx.P.)Q. i s1 1  X 1 iL -Lp *L
the r e s id u a l  o f  R and R. i s  l e f t - m o s t  in  M.. Moreover
1 .1
pi” a_>p-n.i » + i and C-i LZJ [ZJ ( i +l < n ) .
Now ooCFooCM)) because Foe (M) s c [ [q |x ]  ?] -...% ■> cn[  [Oj *! p J  5 M
1 .2 .  Here for a l l  i ,  M^  = [(Ax.Pi )Qi j where P  ^ ,
n+1 ‘
^  a >^ + 1  and ^ i [ z ] —7T* ^i+iCz1 * Thi s g iv e s  the i n f i n i t e  reduction  
sequence x] p J  jiecjj- . That t h i s  sequence i s  indeed i n f i n i t e ,
fo l lo w s  because x £ P .  .1
2 .  R i s  a K-redex.
2 .1 .  Q i s  in  n f .  Then F^O-l) = C[p] and because not 00(Q) we have
by 5*5 o°  (C [P] ) .
2 .2 .  Q i s  not in  n f .  Then F.*,(M) = c[^(\x.P)(Fo0(Q))J .
t
2 . 2 . 1 .  not o o ( q ) .  By 5*5 00 (C [p] ) > hence 00( 1^  (M)) because  
F^iM) = C [(Ax.P)(F00(Q))] — jr* C[P] .
2 . 2 . 2 .  0 °  (Q). By in du ction  hypothes is  co iF ^ iQ )) ,  hence
cx3(f„(M) ) .
5 . 7 .  Remark. The proof o f  5*6 i s  n o n -c o n s tr u c t iv e ; however r e a l i z i n g  
the e x p l i c i t  a c t io n  o f  F^ (see  5 *4) a co n stru c t iv e  proof o f  5*6 can 
be given.
As an a p p l ic a t io n  o f  the p erp etu ity  o f  F^ v/e w i l l  prove the 
fo l lo w in g  theorem.
5 . 8 .  Theorem. I f  M-^M' by con tract in g  an I -red ex  in  M, then
c o ( M )  cc(M ').
As a c o r o l la r y  we obtain  two known r e s u l t s  of  the X l - c a lc u lu s .
-¿lO-
5 .9 .  C oro llary . In the X l - ca lcu lu s  one has
( i )  I f  M has a n f ,  then M strong ly  norm alizes ,  i . e .  each reduction  
sequence o f  M term inates.
( i i )  I f  M has a n f ,  then a l l  subterms o f  M have a n f .
Proof,  ( i )  immediate by 5*8.
( i i )  I f  M had a subterm without n f ,  then M would have an i n f i n i t e  
reduction  sequence and hence by ( i )  no n f .
The proof o f  5*8 for  the AK-calculus i s  more complicated than 
th a t  of 5 .9  for the A l - c a lc u lu s .  The l a t t e r  proof runs as fo l low s:
Let M = C [(Ax .P ) qJ and M1 - C Let M= M0 I S * be
an i n f i n i t e  reduction sequence o f  M. Underline in  M as fo l lo w s
the
C [(Ax .P)Q_ . Then each term M. in  the sequence can be provided with  
l i n e s  which in d ic a te  the r e s id u a ls  o f  (Ax .P)Q in  M.. By taking  
complete developments o f  the r e s u l t in g  underlined  sequence an 
i n f i n i t e  reduction sequence i s  obtained, which v / i l l  be c a l l e d  the 
p r o je c t io n  of  the reduction sequence { m.»}-* The fo l lo w in g  example 
shows that th i s  method o f  proof i s  f a l s e  for the AK-calculus:
Le t OO ( Q ) ,  then
K Ix))H
KIÍ) (Ax. I)X1
Therefore the sequence 
(Ax.KIx)Q.—> (Ax.l)Q
i s  sa id  to be n o n -p ro jec t ib l
(Ax.Da*
DA'I I
x.i)n> (Ax.DA' ' '
1
We w i l l  prove 5*8 observ ing  that i f
oo(m), then F^iM) i s  an i n f i n i t e  reduction o f  M, which i s  p r o j e c t i b l e  
and hence o q (M'). The proof occupies 5*10 -  5*16.
5 . 10 . D e f in i t io n , ( i )  M€ I Mi i f f  Me A/i, see 1 . 2 , and only I - r e d i c e s
i n  M are underlined.
( i i )  Let M € Xlb. The sp e c ia l  r e d ic e s  o f  M are defined  analogously  to 5 . 3 .
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5*11» D e f i n i t i o n . The reduction r e la t io n  — > co n tra c ts  only  
underlined  r e d ic e s .  Another reduction  r e la t io n  — f or terms in  A#
- p
i s  def ined  as fo l low s:
C [(Xx . p ) q]  c [ [ q | x] p
where c [  1 i s  a con tex t  with one h o le .
5 .1 2 .  Lemma. A s p e c ia l  redex R o f  M (being underlined or not) i s  not  
p a rt  o f  the re o f  any redex in  M.
»
Pr o o f .  Induction on the order i  o f  R.
t m ,  . ..................
i
i  = 0 . Then R i s  the l e f t - m o s t  redex o f  M. I f  R would be in  the re o f
»
some redex o f  M, then R v/ould not be the le f t -m o s t  redex o f  M.
+i + l .  Then R i s  the s p e c ia l  redex o f  order i  o f  M . By the in d u ct ion
h y p o th e s i s ,  R i s  not part o f  the re in  a redex in  M . Hence i f  R were
+  0p art  o f  some re in  M, then a lso  M i s  part o f  t h i s  re .  But then R
(s e e  5*3) would not be the l e f t - m o s t  redex in  M.
5 .1 3 .  Lemma. Let M, N€ Xfi. I f  ( i )  M N or ( i i )  M N by
co n tra c t in g  a s p e c ia l  redex, then Me IVI Ne iXfl.
P r o o f . An underlined I -red ex  (Ax.P)Q can degenerate to a K-redex only  i f  
(•*) in s id e  P a l l  free  occurrences o f  x are erased.
In case ( i )  (-*-) cannot happen s in ce  the contracted redex i s  an I -r e d e x .  
In case ( i i )  (■*) cannot happen s in ce  no s p e c ia l  redex i s  part o f  P,
by 5*11*
5.14* Lemma. Let M, N€A and l e t  M — M1 by contract ion  of  a s p e c ia l  
redex . Let (M,u)£ I,Xft. Then there e x i s t s  a (M'jii* )6  1 (^3 such that  
(M»'u) (M' >v ' where i s  —
(M,U)€ iXli
s p e c ia l
M <  ^  (M* , U '  )  e  I Xlb
Mt
P r o o f . The u n d er l in in g  1)' f o r  K1 fo l lo w s  from that of  M by making 
the co n tract ion  i n  (M/lO homologous to that in  K. That (M1 ,U ') 6  i Xfe 
fo l lo w s  by 5.3-
5.15« Lemma. Let M, N 6 X/i, then M
N.
Moreover i f  M e l Xlb, then M1 ->  N' in  the diagram
P r o o f . Let (Xx.P)Q be the redex contracted in  M - ^ N .  Underline
t h i s  redex as X
i s  then the complete reduction  o f  M as A/S -term andM-----7J
M-----} n ------ r-> N' i s  a complete reduction  o f  M as __ and _  underlined
c p l ,
term. By FD , 1 .1 2 ,  i t  fo l low s  that which i s  in  fa c t
a complete reduction w . r . t .  the underlin ing  ---- .
Now suppose Me lAfr.. Then by 5 « 1 3 ( i )  each term in  the ^-complete  
reduction  of  M i s  an iAfi-term. Hence each o f  these  terms con ta in s  a
^  ji o-red ex .  Therefore M' ---- ------ ■> N' .
5.8
d o and M = c [(Ax .P ) q]  —^  M' = c [ [ q | x] p]  i s  the co n tr a c t io n
o f  an I -red ex .  We have to show oo(M') .  Let M^  = F^CM). By the 
p e r p e tu i ty  of F^ , M = Mq —3-» M^  — . . .  By 5*4* -*-s
r e s u l t  o f  contract ing  a s p e c ia l  redex.
Let (M,U ) be c[(Ax.P)qJ 6 lX£. By 5 .14  there are U± such that
Mi  ^  (Mi ,L'i )e  iXft and (M±+1, ^ i + 1 >-
Let M! be the r e s u l t  o f  a complete reduction  o f  (M.,L^).
I f  (M^  ,IA) -rpr*  (M±+i ,  U 1+1) then by 5 .1 5  M*_ M£+ r
*
I f  (M1+1, U± t l ) then by 1 .1  if Mt  s  M± + r
Hence we have
By FD a sequence o f  consecutive  — > i s  a lw ays f i n i t e .
Therefore a subsequence o f  the Mi i s  an i n f i n i t e  reduction  for M*,
i . e .  oo(M‘ ) .
5.17* Remark• Note th at  by 1.18 in  the f igure  in  the proof o f  5*15
one has M.—£->M!. This observation  i s  the essence  o f  the proof o f
i p  i
the Church-Rosser theorem in
5*18. Remark. A perpetual strategy F cannot depend only on the 
skeleton  of  a term.
Proof» Let M =  (Ax.x(Aa.aa) )(fAy. (Apq.qq)( Az. v v ) ) and
M1 =  (A x.v(A a.aa))( \y .(A pq.pp)(A z.zz)) .
Both terms have the same skeleton and only two red ices  (the underlined  
ones) .  To obtain an in f in i t e  reduction sequence F must contract in 
M the f i r s t  and in M' the second redex*
-43-
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6 .  / 3 -  VERSUS (h'n- REDUCTION
In [ 5 ]  p . 124 i t  i s  proved that: M has a fb^]-normal forra «=» M has a 
Jb -normal form. The im p l ic a t io n  <£= i s  t r i v i a l ,  but = »  g iv e s  some 
problems. The authors remark that while i t  seems as i f  the proof
t r i v i a l ,  they did not know a shorter  proof than the one they
g ive  there
The proof that we present  here i s  more stra ightforw ard  and has 
the advantage of proving something more: v i z .  the theorem o f  Postpone­
ment of  -ti- reductions [ / f .J p .1 32, Thm.2. This i s  u s e fu l  because the  
proof  presented there conta ins  an error ,  as noted by Nederpelt  i n  f"8j  
p . 65. He a lso  g ives  a proof of  t h i s  theorem of which we w i l l  g ive  a 
b r i e f  sketch. There i s  a simple connection between h i s  proof and ours.
6 .1 .  N ota t ion . Let M be a A -term. Then (M)q = M, = Xx.
«
where x ^  FV(£M) ) .
6 . 2 .  Remark. The M are ^ -ex p a n s io n s  o f  M and one e a s i l y  v e r i f i e s :
( i )  (OOn )m =
( 1 1 )  CM)n—
C l i i )  ( M ) n K — MH
6.3* D e f in i t io n . A la b e l in g  L o f  a A-term M i s  a map which a s s ig n s
a natural number to each occurrence of a subterm of M.
Remark: the la b e l in g s  in  t h i s  paragraph have noth ing  to do with those  
in  $1,2 and 3-
L6 . 4 . N o ta t io n , ( i )  I f  M i s  la b e led  by L v/e write  M . Also we write
t  1  \ p  0 1 2  0the l a b e l s  as su perscr ip ts ;  example: tl = (x (A y .(y  y ) ) ) .
Sometimes a s e l f - e x p la in in g  n o ta t ion  l i k e  i s  used.
L T( i i )  M -¿ s M means that M i s  the r e s u l t  o f  o m itt in g  the l a b e l s  in  h .
j  be the mapping which changes su p e r sc r ip ts  in t o
s u b s c r ip t s .  By our n ota t ion  9  maps lab e led  A-terms to A-terms.
I
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Ex air.p 1 e. Let be as in Then = M, = x..(Ay.(y
( Xf.xf)( Ae.(\d.(Xy.(Xc.((Xb.(Xa.ya)b)y)c))d)e)
L
2 y 0 ^ 2
6 * 6 .  N o ta t io n . In stead  o f  A B^) v/e w i l l  write r - >  A
6*7* Lemma. » A( i )  A ^ - B L =
( i i )  ((Ax. Pp) r Q ) 8
- > B
*  V
1 5 - * Qq
X pp+s
Proof o f  ( i )  i s  ev id en t .
( i i )  ( ( \ x .  Pp) r Q ) s 6 . 2 . ( i i i )
ß IF
> ((Ax. P ) Qq) s
( Q X p ) = X
- q p s - q —
Pp+s
>
6 . 8 .  D e f in i t io n  o f  la b e le d  A -red u c t io n l a b .
'F>
( i )  ( ( \ x • Pp ) r Qq) s I c l t )  •/*
q X pp+s
( i i )  I f 1 ab ,ft> then Cl I- lab  .fb » C N
L 1 for every
la b e le d  context  with one empty p la c e .  Here 
s t i t u t i o n  operator ,  p lu s  the ex tra  ru le:
¡ u a l
É Ì M
[Qq X xn = Qq+n
6 . 9 •  Lemma. A AL
lab y3
B
P roof .  Clear.
i . e .  i f  A > B and L i s  a la b e l in g
of A, then there i s  a la b e l in g  L' o f
B such that  AL laby3
L'
6 .1 0 .  Lemma.
lab  .p)
I
i . e .  B
L
i a o £ >C




P ro o f .  Immediate from 6 .5 j  6 .8  and 6 . 7 ( i i ) *
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6 .11 . Kain lenita. A
i
I
*  * lab  ,(b
Y C ^ 'D
Proof.  Immediate from 6*10•
As a f i r s t  co ro l la ry  we prove: i f  M has a /^ -n o r m a l  form, then M 
has a /3-normal form. We need two lemma's to do th is :
6 .1 2 .  L e n :n a . M i s  a /2>-nf. =$• f  {M ) has a / 5 - n f .  ( fo r  a l l  L) . 
Proof.  The c la s s  BliF o f  (b-nf' s can. be in d u c t iv e ly  defined  by:
i )  xeBNF
i i  ) , . . .  ,Kn € 3NF =*> xK-l • • .Mn €  BNF 
i i i )  KeBNF =»Ax.M £ BNF.
*
Nov/ v/e apply induction  on t h i s  d e f i n i t i o n .
Case i ) :  M = x, f i x 11) = (x)^ — > ( x ) 1 = Xy. xy by g . 2 ( i i ) ,  hence 
f i x 11) has a A -n f .
Case i i ) :  for s im p l ic i ty  suppose K = xAB. Then jP(K^ ) = ^((xAB) ) = 
^ ( ( (x {lALl P b1*)*') = . By 6 - 2 ( i i i )  , f(ML) ---- ^---- ->
x^ALl®Li V .. i ->  )^  , the l a s t  reduction  i f  1 ^ > 0 .
By induction  hypothesis  A, , B. have a / 3 - n f . ,  hence xJL B^  and >
1» ^ 1  £*
(xA^ B^   ^ a l s o .
Case i i i ) :  K = Xx. N. ^(M^) = ^((Ax. /  ) = (Ax. N ,^ )^  -— >
(Xx. = Xy. (Xx. NL, ) y  — -j—^  Xy. [y |xjNLI s Xx. N ,^ .
By induction hypothesis  N. , has a /3 -n f . ,  hence a lso  Xx. IT-, and ^(N ) .
6 .13 .  Lemma. I f  P Q  and Q has a / 3 - n f . , then P has a / 3 - n f .
-
Proof.  (See diagram) Let Q-^—»R. Let the ^ - r e d e x  contracted  in
♦
P - ^ Q  be Xx. Mx. Then v/e la b e l  Q by g iv in c  the r e s u l t in g  M la b e l  1 





L P . By 6 . 9  an EL» Guch that GL *-
By the main lemma we have P
l a  'o.fb » R
L t
(b
f (RL ’ )
K can be found.
S and by 6« . 7 ( i )  S
"I
->R.
Suppose moreover that  R i s  the A -n f .  o f  Q. Then by 0 .1 2  S ha 
hence P has a A -n f .
S  CL / 3 - n f . ,
6 .1 4 .  C o ro l la ry . M has a /3-nf. M has a / i ^ - n f .
Proof.  (<==) Induction  on the numbers o f  s tep s  necessary  to reduce
M
( ) T r iv ia l ,  s in ce  ^ -c o n tr a c t io n s  o-f a /3 -n f . do not create
new /3 - r e d ic e s .
6 . 1 5 . C o ro l la ry . (Postponement o f  T i-reductions)
M
Proof.  In the f i r s t  part o f  the proof o f  6 .13 we proved
P
. 7








Q d ir e c t ly  fo l lo w s .
f t
R
The r e s t  o f  the proof i s  ro u t in e .
Nov/ we compare our method o f  proof o f g  .11+ v/ith that o f
Nederpelt  d e f in es  a new reduction
[1)7 . 28 .
I . A K > A
I I . A K. ->B
Ax. Ax K. ->B
(x (Ì FV(A) )








Xx. A t—» Ax.B
/C











/ 3 | *
I
K.






This g iv e s  d ir e c t ly
/3'*ii
K,
 ^ , which g iv e s  r-
/3 /3
7 T - - Ì
7
/3
from which the theorem o f  Postponement o f  W -reductions  fo l lo w s
Remark that K. > i s  not t r a n s i t iv e :  example:
Xx. A(Ày. xy)
Xx. A (Xy. xy)
/v N. ■> A but not
K, — -> A .
Now there i s  a simple connection between Nederpelts and our method!
A K. ->B » A <- f
LB for some L.
P ro p er t ie s  i )  - i i i )  about K. •> fo l low  from p r o p e r t ie s  o f ?
«
7 . NON-NORMALIZING S-TERMS
*
An S-term i s  an a p p l i c a t i v e  combination o f  S ' s .
At the Rome conference  on X -c a lc u lu s  (March 1975) the q u e s t io n  was 
r a i s e d  v/hether there  are S - te r n s  w ithout a normal form ( n f ) .
S e v e r a l  p e o p le ,  in c lu d in g  o u r s e lv e s ,  provided independently  s o l u t i o n s .  
We w i l l  t r e a t  three  examples. In each case the proof that  the term has  
no n f  i s  ra th er  d i f f e r e n t .
#
The i n t e r e s t  in  the examples i s  that  they provide terms with a r a th e r  
unusual red u c t io n  p a t t e r n .
The le n g th  o f  an S-term i s  the number o f  i t s  S ' s .  I f  a^ i s  the number° n
o f  S-terms with  l e n g th  n , then by the formula of  Catalan ( c f . ^ 3  P« 64)
1 (2 n - la = —^ -r n 2 n - l  \ n
The f i r s t  v a lu e s  of  a are in d ic a te d  i n  f i g .  1 .
n
L et  b be the number o f  S-terms o f  le n g th  n without a rif.n
Mr. Dubou6 has c a lc u la t e d  by computer upper bounds fo r  bQ, fo r  n < 1 0 ,  
see  f i g .  1 .
n 1 2 3 4 5 6 7 8 9 10
an 1 1 2 5 l b 42 132 429 1430 4862
b„ 0 0 0 0 0 0 2 <39 <231 ( f i g .  1)
The bounds are not  e x a c t ,  s in c e  the computer only  reduced a term a
arge) f i n i t e  
n-normal. Fo
th a t  i t  might be
[ ]  i s  a con tex t  co n ta in in g  one or more h o l e s .
F°X = X: Fn+1 = F(FnX).
M- -^ -»N «==> CLh M----> C[Nl -for some co n tex t  C[ ] , and
7 .¿ i  Lemma. I f  M i s  an S-term having an i n f i n i t e  — -> r e d u c t io n  p a th ,
9
then M has no n f  ( i n  combinatory l o g i c ,  nor i t s  t r a n s la t i o n  i n  the  
X - c a l c u l u s ) .
P ro o f .  Since S-terms are A l-term s t h i s  i s  a well-known p r o p e r ty ,  c f .




7*3* Theorem. ( P e to r o s s i )  Let A = SSS, OJ = SAA, M = OJCJ . . 
Then M has no n f .
P roof .  Note that Axy-^—>xy, hence by in d u c t io n  A xy ----- -— xy
Claim: Ancj(AnW ) -------------> An+1CJ (An+1tO) .
Indeed, An U)(An0o)  ----- ----- > CJ(An6J ) = SAA(An U>) ------> An+10J (An+10J ) .
By the claim M has an i n f i n i t e  ------ -------> p a t h ,  hence no n f .
?; .4 .  Theorem■ The s h o r t e s t  S-term without n f  i s  o f  len g th  7*
I n  f a c t  there are e x a c t ly  two such terms: X^  = S(SS)SSSS and
x 2 = SSS(SS>SS.
P r o o f . (A d i f f e r e n t  proof has been g iven  by Monique Baron.)
Mr. Dubou6 has shown by computer that  a l l  S-terms o f  le n g th  < 6 are  
n orm alizab le ,  as w e l l  as a l l  other S-terms o f  le n g th  7.
Now v/e w i l l  prove th at  X^  ^ have no n f .
e
Let B = S(SS), C = S(BS)S and Y = BC.
Then Bxy------> S ( x y ) ( y ( x y ) ) ,  B x y z — ------> y ( x y ) z ,
Cx-----—> x ( S x ) ( S x ) ,  and
( 1 ) Yx -1—^ —> x(Sx) (Sx) .
Now
(2)  X1---->X2— > BSSC— > BBC — -— 5» C(BC)— — > Y(SY)(SY).
D e f . i s  the s e t  o f  S-terms in d u c t iv e ly  d e f in ed  by
SY e ^
M e j -  ==» SM€J?
(3)  Lemma. For a l l  Mxy — -— Y C^  [^x,y] Cp [x>y] ,
M M *  / vwhere Cn . are co n tex ts  such that  ( a f t e r  red uction )
1  CL
for a l l  P, Qi&J- .
Proof .  Induction on the s tru ctu re  o f  M 
M = SY: SYxy----->Yy(:<y)
( e j i ) .
M = SN: SNxy-----^Ny(xy) ----Y c^ £ y , x y J  C^  [y > xy[] by the
in d u ct ion  h y p o th es is .
*
M = PQ: PQxy— PQx — — > Y C ^[ Q ,x]  C^  [ q . x]  .
(4 )  c o r .  V mv ru jl  mj, y mx h2 — ^ - > y
P ro of .  Let " Then by ( l )  and (3)
Y M1 M — --> M- (SM-XSMj^) — -— > Y C^ 1 SM^ SM  ^ C^ 1 SM.,, SM-^
Y M- M•.
6Now i t  fo l lo w s  by (2) and (/(.) that  X^   ^ have an i n f i n i t e  ----------> p a th .
Therefore by /r.2 X^  ^ have no nf..
Now we p resen t  a th ir d  method o f  proving that  an S-term has no n f .
7«5» Theorem. Let A = SSS. Then AAA has no n f .
P r o o f , (den Hartog)
h i  i ■ 11 m  ■ i
1 .  Def.  Let SA be the c a lc u lu s  with terms b u i l t  up by a p p l ic a t io n  from 
co n s ta n ts  S, A.
2 .  F a c t .  Each SA-term M i s  o f  the form SM, • .  .M or Ail, . . .M •
—  th “ 1 n — l  n
The M. are c a l l e d  the i  component o f  K.
3« Def. Reduction in  SA i s  def ined  by
AM------> SSSM
i B i 0  m m  m m  m m
SPQJRM —>  PR(QR)M
Lemma. an AAA . Then the
s tcomponents o f  K a l l  end with the l e t t e r  A exccpt p o s s ib ly  the 1
ncland 2 components, in  which case they arc S.
P ro o f .  By in d u c t io n  on the SA-reduction sequence AAA— s>M* . S
5 . Def.  I f  M— s>N i s  an one step S A -rcd u ct ion , then M i s  a 
•predecessor o f  N.
an
P ro of .  The 
form S, SP or SPQ 
C lea r ly  S and SP
AAA only
only  p o s s ib le  p r e d e c e sso r
o f  SPQ i s  SSYP. The only p o s s ib le  predecessor  o f  SSYP i s  SSXSP. 
But t h i s  term does not s a t i s f y  the co n d it io n  o f  lemma 4-
7 . Cor. The S-term AAA has no n f .
P ro o f .  S ince AAA has an i n f i n i t e  reduction  cha in ,  so has AAA.
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The f i r s t  three were treated above. Proofs o f  the non-normalization o f  
the other terms were given by Hindley and Gerd and Aleid Mitschke. 
Other examples were provided by Dubou6,and Borger and Carstens.
7 . 7 .  Q uest ion . 1 .  I s  c o n v e r t i b i l i t y  between S-terms d ec id ab le?
2. I s  the s e t  o f  S-terms having a n f  dec idab le?
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chapter I I I
REPRESENTABILITY IN LAMBDA ALGEBRAS
Acknowledgement*. The authors would l ik e  to thank the referee  for ca re fu l ly  
reading the manuscript and making several improvements in  the t e x t .
I n t r o d u c t io n .  Let = < M , * >  be a A -a lg eb ra  ( i . e .  a model o f  th e  
A - c a l c u l u s ) .  Elements o f  M a re  thou ght o f  a s  f u n c t i o n s .  A r b i t r a r y  
f:M -*• M a re  c a l l e d  e x t e r n a l  f u n c t i o n s .  Such a f u n c t i o n  i s  r e -  
p r e s e n t a b le  (by an e lem ent a £  M) i f  Vb £  M f ( b )  =. a*b.  f  i s  
d e f i n a b l e  in  &M, i f  f  i s  r e p r e s e n t a b le  by ttFl4'^  f o r  some c l o s e d  term F.
JiHere ([f]] denotes the value o f  F in  the model Ji.
Other notations:
x ,  y ,  . . .  denote v a r ia b le s  o f  the X -ca lcu lu s .
a ,  b , . . .  denote v a r ia b le s  ranging over the e lem ents o f  a A -a lgebra .
F, G, . . .  denote A-terms.
The numerals 0, 1, 2 , . . .  denote some adequate r ep re se n ta t io n  o f  
the natural numbers as A-terms e . g .  those o f  Church: 
n = Afx. f u ( x ) .
I f  T i s  a c o n s is te n t  ex ten s ion  o f  the X -c a lc u lu s ,  <_/£. (T) i s  the 
c lo sed )  term-model o f  T, i . e .  a l l  (c lo sed )  A-terms modulo provable  
e q u a l i ty  in  T.
A A-algebra Ji i s  hard i f  i t s  domain c o n s i s t s  e x a c t ly  o f  the images  
o f  c lo sed  terms. In such an A  a. function  i s  rep resen tab le  i f f  i t
i s  d e f in a b le .
*  ft
For other terminology see Barendregt [l976] .
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The t h r e e  s e c t i o n s  o f  th e  paper t r e a t  d i f f e r e n t  a s p e c t s  o f  th e
■
n o t io n  o f  r e p r e s e n t a b i l i t y .
In §1 a t t e n t i o n  i s  r e s t r i c t e d  t o  th e  s tan d ard  e x t e n s i o n a l  term model
,H, = A ( x  n).
Church’ s 6 i s  an e x t e r n a l  f u n c t i o n  s a t i s f y i n g
(* )  6MM = 3  i f  M i s  in  normal form ( n f )
6MM* = 1 i f  M,M' a re  d i f f e r e n t  n f ’ s .
In Bohm [ 197 2] i t  i s  proved  t h a t  VN, . , , N d i f f e r e n t  Bn n f 1s
3F h FN. = i .  As a consequence i t  follows that for every f i n i t e  s e t  
o f  n f ' s  there i s  a terra 0 s a t i s fy in g  (*) .
At the Orléans l o g i c  conference (1972)  
whether the general Church's 6 i s  d e f in ab l
r a is e
A
We w i l l  g ive  a n ega t ive  answer which was already e s ta b l i s h e d  in  
Barendregt [l972j and independently  in  Wadsworth [1972] (see  a lso  
Hindley and Mitschke [ l 9 7 5 ] )• A l l  three p roo fs  o f  the n on -ex is ten ce  
of o are d i f f e r e n t .
Furthermore i t  i s  proved  t h a t  th e  o n ly  d e f i n a b l e  f u n c t io n s  from th e  
terms i n t o  th e  Qumerals are  th e  c o n s t a n t  f u n c t i o n s .
In §2 i t  w i l l  be proved  t h a t  d e f i n a b l e  f u n c t io n s  in  v a r io u s  A-
i
a lg e b r a s  have a ran ge  o f  c a r d i n a l i t y  1 or  K0‘ . For r e p r e s e n t a b l e
I
f u n c t i o n s  t h i s  i s  n o t  t r u e  in  and Pw.
Two ex tern a l  fu n c t io n s  f and g on Ji are d u a l , n o ta t ion  f  ~ g ,
i f  f  ( a ) . b = g ( b ) . a  for  a l l  a,  be,/L
I
A model is r ich  i f  for a l l  f ,  'g:
f  g =i> f  and g are representab le  in  Ji.
Ji
The r e s u l t s  o f  §3 a r e :  DM and^£(An)  are  r i c h ;  r i c h  models a r e  e x t e n ­
s i o n a l ;  hard s e n s i b l e  models ( e . g .  th e  i n t e r i o r  o f  D„) are  not  r i c h .
We would l i k e  t o  draw t h e  p r o o f  o f  3 .6  t o  th e  r e a d e r s  a t t e n t i o n .  
There v a r i a b l e s ' o f  t h e  A - c a lc u lu s  a re  n o t  j u s t  used  in  th e  




§1.  Non d e f i n a b i l i t y  r e s u l t s .
The main t o o l  in  t h i s  s e c t i o n  i s  th e  "Bohm out" t e c h n iq u e  1 . 4 .  
This r e s u l t  i s  a l s o  o f  use  in  §2.
1 .1  Def .  Let BTCM) be th e  Bohm t r e e  o f  M, s e e  Barendregt [ 1976] , 
§5.  x £ BT(M) i f f  x S FV(M) and o ccu rs  as a head v a r i a b l e  in  some
l a b e l  a t  a node o f  BT(M).
1 . 2  Def .  ( i )  A s e l e c t o r  i s  a term o f  th e  form U = Xxt . . . x . x . .  A
j l pL»
perm utator  i s  a term o f  th e  form C = Xx . . . x  *x / . - . . . . x  , v f o r  r i n 7T ( 1 )  ir(n)
some perm utation  ir.
( i i )  Simple terms are  i n d u c t i v e l y  d e f in e d  by: Any v a r i a b l e ,  s e l e c t o r  
or p erm u tat ion  i s  a s im p le  term . I f  P,Q are  s im p le  te rm s ,  so i s  PQ.
1 ,3  Lemma. Simple terms have a normal form ( n f ) .
«
P r o o f .  R e a l i z in g  t h a t  each  s im p le  term i s  o f  th e  form xP, UP, CP 
w ith  P s im p le  U a s e l e c t o r  and C a p erm u ta to r ,  i t  can be shown by
in d u c t io n  on th e  term le n g t h  t h a t  th ey  have a nf.- *
1 .4  Theorem. Let FV(M) = {x}  and x €  BT(M). Then
( i )  For some P,Q,  w ith  x ^ FV(P) ,  \  h MP* -  x(f ("x i s  Bohmed o u t " ) .
( i i )  Moreover P can be chosen as a sequence o f  simple terms.
4
Proof.  Let x occur in  BT(M) at  depth k > 0 .  By a s im i la r  co n stru c t io n  
as in  Barendregt [l976j 6..14, 6.15 for some Bohm-transformation TT, x
9
o c c u r s  in  BTiM11) a t  depth  k - 1 .  I t e r a t i n g  t h i s  l e a d s  t o  M^  = Xy*xQ,
,  ..TT- *-hence  M y  = xQ.
Checking th e  d e t a i l s  o f  th e  c o n s t r u c t i o n  o f  tt one v e r i f i e s  t h a t  
M^y = M4. . . x ^ . . .[ x . / C x .  ] . . .  [ x^/Ux^] . . .y  = MP f o r  some s im p le  term s ?
th x i  FV(?) (where C i s  a permutator and U a s e l e c t o r ) .
- 5 1
1 .5  Lemma. I f  F i s  n o t  c o n s t a n t ,  i . e .  Jf FX = FXj f o r  some Xj ,Xj ,
and for  some M, FM has a n f . , then x e  BT(Fx) for a l l  x.
P roof .  Note th a t  i f  P, P' have equal f i n i t e  D - f r e e  Bohm-trees, 
then X [— P = P' . Now suppose x^  BT(Fx) for some x ^FV(M).  Then BT(Fx) '= 
BT(FM). But s in ce  FM i s  in  n f .  BT(FM) i s  f i n i t e  and .Q -fr e e  and
hence f- Fx = FM, i . e .  F i s  constant .  This con tra d ic t io n  shows 
xd  FV(M) = 4  x e  BT(Fx). But then by s u b s t i t u t io n  x e  BT(Fx) for  a l l
1 .6  Def .  0 = 1 ,  n+1 = K n.
1 .7  Lemma. The f u n c t i o n  sg i s  not X - d e f in a b le  w ith  r e s p e c t  to  
{n In £  to}, i . e .  f o r  no X-term F |-F 0 = 0 ,  |-F n+1 = 1.ve. t**. v,, ■ »■.■■ —
P r o o f .  Suppose F e x i s t s .  Then by 1 ,5  x £  BT(Fx) .  Hence by 1 .4
FxP = xQ f o r  some P,Q = Q, . . . Q . But th en  f o r  a l l  n >  m, |- IP =
F n P = n Q, . . . Q = n-m c o n t r a d i c t i n g  t h e  Church-Rosser theorem  =. = Xm * = =
I
s i n c e  th e  k a r e  d i f f e r e n t  n f ' s .  E
1 . 8  De f .  A sy s te m  o f  terms {M |n G oj} i s  an adequate system  o f
m
numerals i f f
( i )  Each M has a n f .n
t
( i i )  Each r e c u r s i v e  f u n c t i o n  can be X -d e f in e d  w ith  r e s p e c t  t o  th e  M .
In Barendregt [197°°] i s  shown t h a t  th e  second  c o n d i t i o n  can be r e -
I
m
p la c e d  by ( i i 1 ): The s u c c e s s o r ,  p r e d e c e s s o r  and sg f u n c t i o n s  can be  
X -d e f in e d  w ith  r e s p e c t  t o  th e  M_.
n
The fo l lo w in g  c o r o l la r y  was proved independently  by Barendregt [ l 9 7¿\ 
and Wadsworth [l972] .
1 .9  Cor. ( B a r e n d r e g t ) .  ( i )  {_n|n €E m} i s  not an adequate sy s tem  o f
n u m era ls ,  ( i i )  C hurch 's  S i s  not  X - d e f i n a b l e ,
1
P r o o f ,  ( i )  Im m ediate ,  ( i i )  I f  fi were X - d e f i n a b l e ,  th en  so would be F
in  1 .7  s i n c e  F = Xx* fix 0 0 1.
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1 . 1 0  Let  w = ( n | n  £  u} be an adequate sy s tem  o f  num erals and l e t  1 be
I
a map in to  00 definab le  by F. Then f  i s  co n sta n t .
P r o o f .  F i r s t  assume cu i s  Church's system  o f  num era ls ,  i . e .
n = Af x * f n ( x)  (= Afx», f . . . ( f ^ ) ) .  Suppose F i s  not c o n s t a n t ,  th en  • 
“  n t im es
by 1 . 5  x e  BT(Fx) .  Hence f o r  some s im p le  P and Q,A b FxP = xQ.
_  y  „  y  ^  ^
Hence A (- FMP = MQ f o r  a l l  M. But MQ can ta k e  a r b i t r a r y  v a lu e s  
and not FMP, s in c e  n P = Pt (P2 )P3 . . . P, i s  a lw ays  in  n f  by 1 . 3 .  
Now l e t  a) be an a r b i t r a r y  system  o f  n u m era ls .  I t  i s  wellknown
how t o  d e f in e  a term G such t h a t  Gn = n.
Suppose a non c o n s ta n t  f : terms ■* w would be d e f i n a b l e ,  th en
4 t
Gof were a d e f i n a b l e  non c o n s t a n t  mapping i n t o  co. H
F i r s t  a l t e r n a t iv e  proof (due to the r e f e r e e ) .
Suppose F i s  not con stan t ,  i . e .  l e t  n, ^ n g t K a i F ) .  Define G as the 
X -d ef in in g  terra of the recu rs iv e  function  g(x)  = 0 i f  x = n, , and
g(x) = 1 e l s e .  Then the range o f  G°F i s  { o ,  l j  contrary to 2 . 3 -
i
Second a l t e r n a t iv e  p roof .  By Barendregts lemma in  de Boer |_1975l 
i t  fo l lo w s  that i f  .Q i s  unsolvable  and N a n f ,  then
FU  = N = >  Fx = N for a l l  x .
numeral
i t  fo l lo w s  that Pi\ has a n f ,  i . e .  F i s  con stan t .
1 . 1 1  Cor. There i s  no F such t h a t
FM = 0 i f  M i s  a numeral ( i . e .  I- M = n f o r  some n)
1 e l s e
f o r  any adequate sy s tem .
1 . 12  Q uestion :  I s  t h e r e  a term F such t h a t
FM has a nf  ( i s  s o l v a b l e )  i f  M i s  a numeral
has no nf ( i s  u n s o lv a b le )  e l s e .
*
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§ 2. The range property
2.1 D e f . Let <A = < M , * >  be a X-algebra. For each f £ M, we 
define R a ^ t f ) ,  the range of f in Ji , as follows:
R a ^ C f )  = {f*x|x 6 M}.
Notation. Ra*^(F) = Ra^ittFl^) for terms F.
When possible, the superscript <Ji will be dropped in R a ^  .
2.2 Def. A X-algebra <rL satisfies the range property if for ail 
f S M, the cardinality of R a ^ i f )  is 1 or ^
2.3 Range theorem: (Barendregt; Myhill). Let T be a r.e. X-theory.
♦
Then cA (T) (and also iA°(T)) has the range property.
Proof. Suppose f £ H and R a ( f ) = {m0 ,...,m, },k >  0. Define 
N. = {x|f*x = m .} C M .  Every such N. is r.e. Therefore
1 i 1 X
k
N = U N., the complement of N0 is also r.e.. Hence NQ is
recursive .
On the other hand N0 is non-trivial and closed under equality, which 
contradicts Scott’s, theorem, (Barendregt [ 1976] 2.21).
The range property, however, ienot satisfied in every X-algebra.
P
2.5 Theorem. Pu) and D do not satisfy the range property.
denote either (P ,C) or (D ,CI). We define the following functionoo — oo •
fs S —>S by f(x) = T  if x/_L else _L (T and _L are the largest
The proof for J t ° ( T) i s  the same. 52
property.
Proof. Since the proof is similar in both cases, let "S = (S,<)
resp ec t iv e ly  sm allest  element o f  S .)
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Claim f  i s  c o n t in u o u s .  Then by S c o t t  [ 1 9 7 2 ] ,  [ 1975]  f  i s  r e p r e s e n ­
t a b l e  and s i n c e  f  has range o f  c a r d i n a l i t y  two we a re  done.
For open 0 in S one has: xfcO and x ^ y  ■==> y  £ 0#
See Scott  Pi 972|, [1975] for d e f in i t io n  of the topolog ies  involved.
Hence for open 0, _L&0 =3> 1  $  t
Now f o r  every  open s e t  0 ,  f  (0 )  i s  open:
•1
Case 1. _]_£ 0. Then 0 = S so f  (S) =S which i s  open.
Case 2 . 1 ^ 0 .  I f  0 = 0 ,  th en  we are  done .  E l s e  T €  o and hence
n
f ”1 ( 0 )  = S -{1 }  = { x l x  1^1}
= ui .
def
Uj_ i s  open in D^see e .g .  Barondregt [1976] 4 . 2 .
Uj_ i s  open in Pco t Let 0k = { x I G xj . Note eQ = 0 =J_ and that the
0. form a base for the topology on Pu> .
Now: X £  U, *=* x Î  0 <==> 3k e, C x <==> x €= ^ 0 ,
■L  k ^ O  K  k ^ O  k
union
The f o l l o w in g  theorem was announced in  Wadsworth [1973]  f o r  t h e
Doo c a s e .
2.6. Theorem. Let -5 be or P°u. Then "S s a t i s f i e s  th e  ran ge  p r o p e r ty  
P r o o f .  Let F be a cl-osed term . C onsider  BT(Fx) .
Case 1. x £  BT( Fx) . Then BT(FM) = BT(FM') f o r  a l l  M,M' . S in c e  term s  
w ith  equal Bohm t r e e s  are  eq u a l  in  “S , s e e  Hyland [ 1 9 7 5 ] ,  B aren dregt  
[ 1 9 7 6 ] ,  i t  f o l l o w s  t h a t  R a3 (F) has c a r d i n a l i t y  1.
Case 2. x €  BT(Fx) .  Then by 1 .4  X I- FxP = xQ.
Si nce- [NQ]  can ta k e  a r b i t r a r y  v a lu e s  in  "S when N ra n g es  o v er  th e  
c l o s e d  term s ,  R a j (F) i s  i n f i n i t e .
I
ê2 . 6  C o n j e c t u r e . s a t i s f i e s  th e  range  p r o p e r ty .
2.7 Q u e s t io n .  Does ev ery  hard X -a lg eb ra  cH> ( i . e .  <M, = c ) 









3 .1  D e f . Let f , g  be two e x t e r n a l  f u n c t i o n s  on a X -a lg e b r a
Ji = <  M, • >
f , g  are  dual i f f  Va,b £  M: f ( a ) * b  = g ( b ) * a .  Notation
f or simply f
Ji. f  i s  lo c a l ly  re-
function
f ( a ) . b  i s  representable. Then f  i s  lo c a l ly  representable i f f  f  has 
a dual. A model i s  r ich  i f f  a l l  lo c a l ly  representable functions are 
representable.
( i i )  I f  f  i s  representable (by f  6  M, say), then f  has a dual g
which i s  also representable (by g„ * Aab.f ba) .
o  o
( i i i )  Let J i  be extensional.  Then f  has at most one dual. Hence 
i f  ƒ '*'0 g and f  i s  representable, then by ( i i )  g i s  representable.
«A.
3 .2  D e f . Ji i s  r i c h  i f f  a l l  dual f u n c t i o n s  on Ji» a re  r e p r e s e n t a b l e
xn Ji.
3 .3  Theorem. I f  Ji i s  r i c h ,  th en  Ji i s  e x t e n s i o n a l .
t
P r o o f . Suppose Ji  i s  not  e x t e n s i o n a l .  Then t h e r e  e x i s t  b , b ’ £  M 
such t h a t  f o r  a l l  c G M b*c = b ’ »c and b #  b ’ .
Define f ( a)  =>(V i f  a « b
b else .
and g =  [ A y . K ( b y ) ] ^ ,
then for a l l  a, a* £ M: f (a) . a* = b.a' = g(a' ) .a  , hence f  ^  g. 
But f  cannot be representable s ince  i t  has no fixed point. Thus Ji. 
i s  not r ich .
3 .4  Cor. The f o l l o w i n g  X -a lg e b r a s  are  not r ich :
Pio ; P°u> ; J i  ( X ) ; Ji° ( \ ) i J i °  (Xn) .
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P r o o f .
1 . Pw i s  not  e x t e n s i o n a l :
Take f o r  example a = { ( 0 , 0 ) }  and
b = { ( 0 , 0 ) ,  ( 1 , 0 ) }  
Then Vc £  Pw a*c = b»c but a b.
_2. P°u> i s  not e x t e n s i o n a l :  Let 1 = X x y x y ,  th en
P°w (= Ixy  = I x y ,  but P°w )r I = 1 . f o r  o t h e r w is e
Pw  ^ I = 1 ,  so  Pa) Vxy x = Xy*xy which im p l ie s  t h a t  Poo were
e x t e n s i o n a l .
3_. By t h e  Church R o sser  p r o p e r ty  X /■ I = 1. So e/£(X),  o/6°(X) are
*
not e x t e n s i o n a l .
4 . J i  0 ( Xn) i s  n o t  e x t e n s i o n a l  b eca u se  th e  X -c a lc u lu s  i s  w- 
in c o m p le t e ,  s e e  P l o t k i n  [ 1 9 7 4 ] .
3 . 5  Theorem. D i s  r i c h .OO
P r o o f .  Suppose t h a t  f , g  are  dual i . e . :
Va,b G D : f ( a ) » b  = g ( b ) * a .
We have to  show t h a t  f , g  are  r e p r e s e n t a b l e .
I t  i s  s u f f i c i e n t  t o  show t h a t  f , g  are  c o n t in u o u s .  Take a d i r e c t e d  
X C D . For a l l  b €  D f ( UX) - b  = g ( b) . UX = Ll{g(b)*a a e  X} =
LJ { f ( a ) * b | a  e  X} = L l ( f ( a - ) | a  S X}*b by th e  d u a l i t y  c o n d i t i o n  and th e  
c o n t i n u i t y  o f  a p p l i c a t i o n .
Thus by e x t e n s i o n a l i t y  in  D^: f o r  a l l  d i r e c t e d  X f (UX)  = U { f  (a.) | a G x }
ft
b
i . e .  f  i s  c o n t in u o u s .  The p roo f  f o r  g i s  d u a l .  C3
3 .6  Theorem. cA£(Xn) i s  r i c h .
P r o o f .  D e f in e  M =. N i f f  Xn h M = N and x €, M i f f  f o r  a l l  M'
Xn xn xn
one has x £  FV(M') .
Let f , g  be d u a l f u n c t i o n s  on t^CXn) .
—3 . 6 . 1  Lemma. ( i )  x e ^n^y*p ^ x € XnP * Let x ^ y > th en
x €  M *=* x S My.
A n  A n  •
P r o o f , ( i )  Let x G, Ay*P. Suppose N th en  Ay• N =^^Ay*P.
T h e r e fo r e  x £ FV(Ay*N) C FV(N).
f
( i i )  =* : Let x ^  M. Case 1. M =Xn^y ’ P ‘ Then x SAn^y ' P ’ S°
x P =, My. Case 2. M =. X =?> X i s  not o f  the form Ay.P.
An An J At)
Suppose N - My» By the Church-Rosser
theorem th e r e  i s  a Z such t h a t  An 1“ N Z, My -+ Z. Then Z = M'y and 
M' = .. M. T h erefore  x S FV(M') C FV(Z) C FV(N).
An
*= : Let x ^ p ^ y .  Suppose N Then Ny =^^My. T h e r e fo r e  x' £  FV(Ny)
4
and hence (x ^ y)  x £  FV(N).  Big g ^
3 . 6 . 2  Lemma. I f  3y #  x x £ ^ f ( y ) ,  th en  Vy ^ x x G- ^ g ( y )  (and hence  
Vy #  x x f  ( y ) ) .
P r o o f . Suppose x ^  f ( y ) ,  y ^ x.  Let y* #  x .  Then by 3 . 6 . 1  ( i i )  
x f ( y ) * y '  =^rig (y  ’ ) *y • Hence, 3 . 6 . 1  ( i i ) ,  x ^ ^ g i y ' ) .  (The r e s t  
f o l l o w s  by a p p ly in g  t h e  s ta te m e n t  to  x e ^ g ( y ) ) .  g 2
3 . 6 . 3  Main lemma. There i s  -a v a r i a b l e  x such t h a t  f o r  a l l  term s
M: f ( x ) [ x / M]  = f ( M) .
P r o o f . Let v be any v a r i a b l e .  Choose x ^ v' such t h a t  x f ( v )  
Then x ^  g ( z )  f o r  a l l  z ^ x ,  by th e  d u a l o f  3 . 6 . 2 .
Given M, one can f i n d  a y such t h a t  y ^  M, f ( M ) , x , f ( x ) .  Hence 
x ^ ng ( y ) .  Now s i n c e  y ^ x and x g ( y ) ,  ( f ( x ) [ x / M ]  )y =
( f  ( x )  *y )[ x/M] = ( g ( y ) *x)[x/M] = g(y)»M = f ( M) »y .
S in ce  y ^ f ( x ) , M , f ( M ) ,  e x t e n s i o n a l i t y  y i e l d s ,  f ( x ) [ x/M] = f ( M) .
3.6.
Now i t  f o l l o w s  by 3 . 6 . 3  t h a t  f  can be r e p r e s e n t e d  by t h e  term  
Ax* f ( x )  and s im i la r y  f o r  g . 0
The fo llow ing construction i s  needed for the proof of 3*10,
3-7 J e f . Let •-$= be a Godel numbering o f  terms• rM i s  the numeral # M,
A sequence of  terms M i s  recursive i f  An.^M^ i s  a recursive function*
3*8 Lemma# (Coding o f  i n f i n i t e  sequences). Let be a recursive
sequence of term3 such that FV(M ) c  for a l l  n. Then there
e x i s t s  a term X such that pJJC = M^ , for a l l  i ,  where p i s  some closed  
term. Par abus de langage we write n^tj ^or
Proof#
As in Curry et  a l .  [1972], 13 B3 there i s  a term E which enumerates 
a l l  terms with x as only free  variable;.
E(#M) - M, for M with PV(M) = «(x  
Let [M,N] be a pairing o f  terms defined by Xz.zMN. Then [m,n]k = M 
and [M, N](KI) = N. Define ordered tuples as follows: [m] = M,
fM1* ** ,Mn+1-l “ LM1»[M2» ,,’Mn+ J ] *
Let Mn with FV(M ) Q { xj be a recursive sequence of  terms, i . e .  
f  = An. #M i s  recursive .  We want to code the sequence M as a
n  r  n  n
A-term. Let S+ be such that S+n n+1 and l e t  b s Axy. f”E(Fy), (x(S+y ) )J ? 
where f  A-defines f ,  and B s FP b. Then
Bn bBn - 4 4  |_E(Fn)tBn+l] —£-> [it ,Bn+l]. So Bo .  [ m , b J  =
= j^M^M^jBgJ = . . .  . Hence by s e t t in g  (MnN neu) “ Bo we have a 
coding for i n f i n i t e  sequences o f  terms with one fixed free variable .  
I t  i s  easy to construct a term p such that pm /  M \  = M .-  \ n /  niw mT 
(take e .g .  pxa = i f  zero x then aK e ls e  p(x-1 ) ( a( Kl ) ), using the
fixed  point theorem).
3*9 Lemma. por a i]_ closed Z there is an n such that Zi2n = -^  Q. 
(Zfln is short for Zfii2...fi)
n times
Proof.
Case 1. Z is unsolvable; then Z =«* f2, so n = 0.
+
—►
Case 2. Z is solvable; then Z has a HNF, Z = Xx*x.A,...A (x.
i  1 m i
Take n = i, so = XxlQA, . . .A =iy. Q.
1 m
3.10 Theorem.. I f  ,/C i s  hard and sen s ib le ,  then / (  i s  not r ich .  
Proof. I f  Ji i s  hard, tlien J i  i s  isomorphic to
1°(T). Since J( i s  sen s ib le ,  JC
/Y°(T), where T = Th(J t)
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Let hj.vj—> u) be a function not definable in h ex ints  s ince  a hard
model i s  countable.
n Xln(.viln(hn)), n eco
sequence A (M,y), A., (M,y), . . .  i s  by 3-9
A n i . v i l n ( h n ) ) .  . P I .  - Q
n+1
as
where n ia such that H il“T-' = I )  . Thus An.A (M,.y) i s  a recursive
n
sequence containing one fixed free  variable and hence representable  
a term. Define f(M) = Xy. ^An(M»y)^ n£oo * Similarlyi'for c losed  N 
A n. A (x,N) i s  recursive and i t  i s  poss ib le  to define  
g(N) = Ax. /A (x»N)), ... Then for a l l  c losed M, N: f(M) and g(N)
IT, fit ^
are well defined and f(M).N = g(N).M = (An(M,N)^_by construction .
So f  and g are dual.
Sxippose now that J[  i s  r ich ,  i . e .  f  were representable by some
closed F. Then for a l l  closed M.N: FKN = f(M)N = <A„M,N>
But then p_n(F(KnI) (Knl ) ) = p_n 0 1 Cll h(n) ,  hence h were
definable, contradiction. Thus Ji_ i s  not r ich .
n c - ^
3.11 C o r o l la r y .  and </C°(T) f o r  T 3  JC a re  poor
3.12 Q u e s t io n s ,  (i). I s  ev ery  e x t e n s i o n a l  term model r i c h ?  
(¡i). I s  <A0 (Xw) r i c h ?
»
Here Aw i s  th e  A -th eory  o b ta in e d  by add in g  th e  w - r u le  t o  th e  
t h e o r y ,  s e e  Barendregt [ 1974] .
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