Definitions
We use i j and i j for the falling and rising factorials respectively and we adopt the convention a binomial coefficient is zero if either of its parameters is negative. Let F n,r denote the n-by-n matrix (i − 1)
. Note that F n,r is a block matrix 0 0
Gn,r 0 with G n,r lower triangular of size n − r. Let H n,r denote the (n − r)-by-(n − r) lower triangular banded matrix (−1)
. Note the (i, j) entry of H n,r is 0 if i − j > r and can also be expressed as 
Matrix Identities
With the preceding definitions, we have the following four identities:
3. Canonical Forms Identity (1) puts P n in bidiagonal form, which is good enough to obtain the Jordan form: say a matrix is near-Jordan if it has the form
with all the c i 's nonzero. (A Jordan matrix is one with each c i = 1.) Now J n (λ; c 1 , . . . , c n−1 ) is similar to a Jordan matrix via
where
. Hence the Jordan form of P n consists of a single block with λ = 1. We can deduce the Jordan form of P n mod p: reducing (1) mod p, the right side becomes block diagonal with as many p-by-p near-Jordan blocks as will fit in an n-by-n matrix and (possibly) one of smaller size. Hence we have
Theorem 1
The Jordan form of P n mod p has precisely ⌈ n p ⌉ blocks (all corresponding to the eigenvalue 1) and ⌊ n p ⌋ of them are of size p.
In particular, for n ≥ p the minimal polynomial of P n mod p is (x − 1) p [2] .
Identity (2) where the middle matrix in the product is F n,r . Combined with (3), we have
r is equivalent to the diagonal matrix diag(1 r , 2 r , . . . , (n−r) r , 0, . . . , 0). This is good enough [1, Theorem II.13, p. 30] to obtain the elementary divisors and hence the Smith normal form of (P n − I n ) r .
Proofs
After left multiplying by S n , equating the (n + 1, m + 1) entries and using the defining recurrence ,
, as asserted.
Say an integer matrix is equivalent to its diagonal if it is equivalent to the matrix obtained by zeroing out all offdiagonal entries. Suppose a sequence c (such as , Q n (c) is equivalent to its diagonal. It seems the same statement is true for c = i r i≥0
and it would be interesting to have a proof.
