ABSTRACT Routing in wireless multihop networks (WMHNs) relies on a delicate balance of diverse and often conflicting parameters, when aiming for maximizing the WMHN performance. Classified as a non-deterministic polynomial-time hard problem, routing in WMHNs requires sophisticated methods. As a benefit of observing numerous variables in parallel, quantum computing offers a promising range of algorithms for complexity reduction by exploiting the principle of quantum parallelism (QP), while achieving the optimum full-search-based performance. In fact, the so-called non-dominated quantum optimization (NDQO) algorithm has been proposed for addressing the multiobjective routing problem with the goal of achieving a near-optimal performance, while imposing a complexity of the order of O(N ) and O(N √ N ) in the best and worst case scenarios, respectively. However, as the number of nodes in the WMHN increases, the total number of routes increases exponentially, making its employment infeasible despite the complexity reduction offered. Therefore, we propose a novel optimal quantum-assisted algorithm, namely, the non-dominated quantum iterative optimization (NDQIO) algorithm, which exploits the synergy between the hardware and the QP for the sake of achieving a further complexity reduction, which is on the order of O( √ N ) and O(N √ N ) in the best and worst case scenarios, respectively. In addition, we provide simulation results for demonstrating that our NDQIO algorithm achieves an average complexity reduction of almost an order of magnitude compared with the near-optimal NDQO algorithm, while having the same order of power consumption.
Wireless Multihop Networks (WMHNs) [1] facilitate both direct and indirect communication between the source and the destination nodes, since each WMHN node is capable of relaying its message using a series of intermediate nodes to reach its destination. Explicitly, this concept can be readily applied to all networks ranging from Wireless Sensor Networks (WSNs) [2] and wireless ad-hoc networks [3] to smart grid networks [4] . Furthermore, each WMHN node attempts to optimize its performance in terms of different and often conflicting Quality of Service (QoS) parameters, such as the Bit Error Ratio (BER), the Packet Loss Ratio (PLR) and the end-to-end delay, while having access to a restricted amount of power. Therefore, optimal routing is essential for satisfying the aforementioned QoS criteria. Nevertheless, as the number of WMHN nodes involved escalates, the total number of potential routes increases exponentially, turning the routing optimization problem into a Non-deterministic Polynomialtime hard (NP-hard) one [5] , hence requiring sophisticated heuristic methods. Let us now proceed by presenting the related work carried out in the field of routing.
A. RELATED WORK
A plethora of single-objective optimization techniques exist in the literature [6] - [15] , each addressing different VOLUME 3, 2015 routing aspects. For instance, Zhu et al. [6] have proposed a routing protocol that succeeds in minimizing the energy consumption in WSNs by organizing the nodes using Hausdorff clusters [16] . Additionally, Chen et al. [7] have conceived a Hybrid Geographic Routing (HGR) scheme for minimizing the total energy dissipation, while satisfying the end-to-end delay constraints imposed. Abdulla et al. [8] have maximized the lifetime of WSNs by introducing a range of Hybrid Multihop Network (HYMN) parameters. Furthermore, Al-Rabayah and Malaney [9] have designed a hybrid routing protocol for minimizing the routing overhead imposed for example by broken links in Vehicular Ad-hoc Networks (VANETs). In a similar context, namely that of the Aeronautical Ad-Hoc Networks (AAHN) [17] , Hoffmann et al. [10] proposed a routing scheme for AAHNs, which employed a Genetic Algorithm (GA) [18] for the the sake of minimizing both the transmission delay and the packet delivery ratio. Moving on to the concept of smart grids, Li et al. [11] proposed a multicast routing protocol for stabilizing a network of distributed energy generators. Additionally, Shah et al. [12] improved the link quality of the wireless sensors controlling a smart grid by employing a distributed control algorithm for jointly optimizing the network delay, the bandwidth usage and the network's reliability. Moreover, Canale et al. [13] conceived a joint routing and resource allocation scheme for maximizing the reliability of medium-voltage power-line networks.
On the other hand, the potential degradation of the routing efficiency metrics can be mitigated by using a multi-objective optimization approach [19] in the context of routing problems, albeit at the expense of an increased complexity. For this reason, several studies [20] - [23] , involved this multiobjective approach relying on near-optimal, evolutionary methods for addressing the associated networking aspects. To elaborate further, Yetgin et al. [20] have employed both the Non-dominated Sort Genetic Algorithm II (NSGA-II) and the Multi-Objective Differential Evolution (MODE) algorithm for jointly optimizing both the energy dissipation and the endto-end delay, utilizing the concept of Pareto Optimality [19] . Camelo et al. [21] employed the NSGA-II for optimizing the same QoS parameters both in the context of the Voice over Internet Protocol (VoIP) and for file transfer in wireless mesh networks. Moreover, a hybrid multi-objective evolutionary algorithm has been employed by Martins et al. [22] for addressing the so-called Dynamic Coverage and Connectivity problem (DCCP) in WSNs exhibiting node failures.
The recent advances in quantum computing [24] - [36] and quantum information theory [37] - [39] provide us with an attractive framework of addressing NP-hard problems at a full-search-based accuracy, despite imposing a reduced complexity by exploiting the powerful concept of Quantum Parallelism (QP) [40] . To elaborate further, Feynman [24] proposed in 1981 a novel framework for simulating the evolution of the quantum states. In the following year, Benioff [25] proposed a technique of simulating quantum systems on Turing machines. Several years later, the effect of QP has been exploited by Deutch [26] , who conceived an algorithm, named after him as the Deutch's Algorithm, for determining whether a binary function f : {0, 1} → {0, 1} has or has not one-to-one mapping by only using a single call of the function. An extension of this algorithm, namely the so-called Deutch-Jozsa Algorithm [27] , was conceived for determining whether a function f : {0, 1} n → {0, 1} is balanced or constant. The Deutch-Jozsa Algorithm laid the foundations for the development of the so-called Quantum Oracle gates [41] , which are quantum circuits implementing a generic mapping function f : {0, 1} N → {0, 1} M and they are capable of calculating all the pairs of possible inputs-outputs of f using a single call of f by exploiting the QP.
Based on these gates, Grover [28] has proposed a Quantum Search Algorithm (QSA), which has been shown to be optimal by Zalka [42] . This QSA is capable of finding a desired solution stored in an unsorted database by imposing a low complexity, which is on the order of O( √ N ), as long as both the number of valid solutions and the solution to be found are known to the optimization process. An even more powerful extension of Grover's QSA has been introduced by Boyer et al. [29] in the form of the so-called Boyer-Brassard-Høyer-Tapp QSA (BBHT-QSA), which is applicable in the specific scenario, where the actual number of valid solutions is unknown, whilst imposing the same order of complexity, namely O(
. A further extension of the BBHT-QSA has been conceived by Durr and Høyer [30] , where the Durr-Høyer Algorithm (DHA) is employed for identifying the extreme values of an unsorted database, while imposing a low complexity, which is on the order of O( √ N ). Subsequently, Malossini et al. [35] proposed the so-called Quantum Genetic Optimization Algorithm (QGOA), which constitutes a steady-state GA [43] , in which the mating process is enhanced by the DHA.
Furthermore, several contributions exist, which exploit the properties of the Quantum Fourier Transformation (QFT) [40] , [44] . In particular, Shor [31] has proposed a quantum algorithm for addressing the prime integer factorization problem at a complexity on the order of O(log (N ) 3 ). Shor's algorithm formed the basis for the concept of Quantum Phase Estimation (QPE), which was proposed by Cleve et al. [32] and allowed the estimation of the phase of a specific quantum eigenstate. This innovation led, in turn, to the concept of both Quantum Counting Algorithm (QCA) [33] as well as to that of Quantum Amplitude Estimation (QAE) [34] . Based on these concepts, Brassard et al. [36] proposed the so-called Quantum Mean Algorithm (QMA) for calculating the mean of values found in an unsorted database at a reduced complexity. The milestones of quantum computing are summarized in the timeline of Fig. 1 .
Several studies [5] , [45] - [49] exist that invoke quantum algorithms for addressing diverse high-complexity telecommunications problems as an explicit benefit of the complexity reduction offered by QP. To elaborate further, Botsinis et al. [45] have introduced an extension of the QMA algorithm, namely the Quantum Weighted Sum Algorithm (QWSA), which was employed for Soft-Input Soft-Output Multi-User Detection (SISO-MUD) in the context of Code Division Multiple Access (CDMA) systems. Additionally, the impact of premature termination of the DHA iterations used for Hard-Input Hard-Output Multi-User Detection (HIHO-MUD) has been investigated by the same authors [46] in the context of Spatial Division Multiple Access (SDMA) systems, while an improved version of this algorithm invoked for SISO-MUD has been proposed by Botsinis et al. in [47] for Direct Sequence Spreading (DSS) and Spatial-Division Multiple Access -Orthogonal Frequency-Division Multiplexing (SDMA-OFDM) systems. As for the multi-objective routing problem, to the best of the authors' knowledge, there exists only a single comprehensive study by Alanis et al. [5] benefiting of the QP, where the so-called Non-Dominated Quantum Optimization (NDQO) algorithm has been introduced for jointly optimizing the transmission route in terms of the achievable BER, the total power dissipation and the end-to-end delay using the principle of Pareto Optimality of evaluating the routes, while imposing a complexity on the order of O(N ) and O(N √ N ) in the best-and the worst-case scenario, respectively.
Apart from those benefiting from the QP, there are several contributions [50] - [56] , which use another realm of parallelism, namely that of the Hardware Parallelism (HP), for achieving a complexity reduction, while addressing the routing problem. The complexity reduction offered by HP has been mainly enabled through the use of Graphics Processing Units (GPU) [57] architectures for general purpose programming [58] apart from Central Processing Units (CPU). As for the routing problem, Han et al. [50] introduced a hybrid GPU-CPU concurrent framework for routers, which offered a substantial complexity reduction in the context of the global routing problem. Additionally, both Mu et al. [51] and Zhao et al. [52] proposed their routing algorithms, which were tailored for Internet Protocol (IP) routers having GPU architectures. In a similar context, namely that of the Travelling Salesman Problem (TSP), Uchida et al. [54] conceived a parallel implementation of the Ant Colony Optimization (ACO) algorithm, while Cekmez et al. [55] deployed a parallel version of the GA, both for addressing the TSP problem using GPUs.
B. CONTRIBUTIONS AND PAPER STRUCTURE
Based on the aforementioned contributions conceived for routing problems, three popular types of processing have been advocated -namely serial processing, parallel processing relying on hardware parallelism and quantum processing relying on quantum parallelism -as portrayed in Fig. 2 , which might be visualized for the sake of simplicity using the paradigm 1 of unlocking a specific lock. In serial processing the full set of available keys has to be checked sequentially for each keyhole to ascertain as to whether they do or do not unlock the door. This type of processing is referred to as ''Pure Serial Processing'' in Fig. 2 . The employment of graphics processing units in routing [51] - [55] has unveiled a new perspective, where all the keys can be simultaneously inserted into identical keyholes for unlocking the door; this type of process is referred to as ''Pure Parallel Processing'' in Fig. 2 . Nevertheless, there are practical cases, where the parallel processes have to be synchronized [50] , [54] , [55] , leading to an inevitable decomposition of the task into a series of carefully coordinated parallel steps. This type of processing is referred to as ''Hybrid Parallel-Serial Processing'' in Fig. 2 , where the consecutive doors denote the decomposition of the task. Subsequently, quantum processing has been brought to the limelight, as a benefit of the advances in quantum computing [24] - [36] . In fact, there are algorithms relying solely on the philosophy of QP [26] - [28] , [31] , [33] , which are classified as ''Pure Quantum Processing'' in Fig. 2 . Explicitly, a ''quantum'' keyhole is represented as an elaborate single lock having multiple keyholes for portraying the principles of the QP [41] . On the other hand, some other quantum algorithms [5] , [29] , [30] decompose the overall task into sequential sub-problems, which are individually handled with the aid of the QP. This decomposition is inherently necessary, since these algorithms involve the measurement or observation operation [40] , which terminates the quantum processes by collapsing the effect of the QP [41] . This type of processing is termed as ''Hybrid Quantum-Serial Processing'' in Fig. 2 . Additionally, some independent processes may be simultaneously invoked for the sake of achieving either a further complexity reduction by benefiting both from the QP and from the HP, or a more coherent entanglement [41] of the outputs of the independent processes. This specific case is referred to as ''Hybrid Parallel-Quantum Processing'' in Fig. 2 . Nevertheless, further decomposition of the overall task into sequential steps may be inevitable due to the measurement or observation operations that the task may involve. Therefore, this latter type of processing involves a synergy of all the potential processing types and it is hence referred to as ''Hybrid Parallel-Quantum-Serial Processing'' in Fig. 2 .
Returning to our multi-objective routing problem, namely to the NDQO algorithm [5] -albeit near-optimal, when compared to the full-search-based method -offers fruitful ground for improvement, since it is classified as a ''Hybrid Quantum-Serial Processing'' algorithm. This suggests that a further reduction of its complexity is possible by exploiting the potential synergies between the QP and the HP. Furthermore, one of its features is that its complexity is on the order of O(N ) [5] . Whilst this complexity increase is indeed much more moderate than the exponentially escalating Maximum Likelihood (ML) complexity, this linear complexity increase may become prohibitive in the context of the NDQO algorithm for high dimensionality problems, where the total number of routes is excessively high [20] . Therefore, with the goal of achieving a further complexity reduction, we propose a novel quantum-assisted algorithm, namely the Non-Dominated Quantum Iterative Optimization (NDQIO) algorithm. Our contributions related to the latter algorithm may be summarized as follows: 2) The proposed NDQIO algorithm exploits this parallelism with the aid of the algorithms of [29] and [30] In Section II, we present the WMHN architecture along with the optimization objectives considered, while in Section III we provide an introduction to quantum-assisted optimization algorithms, leading to a succinct characterization of the NDQO algorithm. In Section IV, we present our parallel quantum oracle design conceived for the NDQIO algorithm, followed by its performance versus complexity trade-offs as well as by our conclusions in Sections V and VI, respectively. We note that a more detailed structure of this paper is portrayed in Fig. 3 .
Notation: Throughout this paper, the lower (upper) boldface letters represent vectors (matrices), while the superscripts () † and () T denote the complex conjugate and simple matrix or vector transposition, respectively. Moreover, the upper case italic letters denote the transfer matrices of quantum unitary operators. A single subscript in the quantum register state is used for the global quantum registers of the quantum circuit, whereas two subscripts, separated by comma, are used for the local quantum registers. Additionally, in the discussion of the algorithms the notation ' ' Step X .Y '' is used, in order to refer to the Y -th step of the X -th algorithm.
II. SYSTEM OVERVIEW
We have adopted the network model presented in [5] , where we have considered the route's overall Bit Error Ratio (BER), its overall power dissipation as well as its overall delay as our Utility Functions (UF). To elaborate further, the WMHN examined is a fully interconnected network and its coverage area is a (100 × 100) m 2 square block, with the source node (SN) and the destination node (DN) located at the block's opposite corners. The relay node (RN) locations within the block are random, obeying a uniform distribution. We have imposed the plausible constraint that the routes must not form loops, i.e. each RN is only visited once, hence avoiding potentially excessive power consumption or PLR [20] . An 8-node WMHN topology is exemplified in Fig. 4 . We have assumed that the WMHN is coordinated by a cluster head node, which is the DN relying on a quantum computer. [5] . The WMHN is controlled by a cluster head (DN), which is assumed to be in possession of a quantum computer.
Moreover, we have assumed that the nodes transmit their messages using QPSK modulation over uncorrelated Rayleigh channels [59] using the classic Decode-andForward (DF) scheme [60] . Hence, for the calculation of overall BER, we have utilized the two stage Binary Symmetric Channel (BSC) method presented in [5] , where each link's BER P e versus the Bit-Energy-to-Noise Ratio E b /N 0 is given by the formula [59] :
while the overall BER is given by the recursive formula of [5] :
P e,12 = P e,1 + P e,2 − 2P e,1 P e,2 .
As for the interference experienced at each receiver node, its power N 0 is assumed to obey a random Gaussian distribution, owing to the Central Limit Theorem (CLT) [59] , with its mean set to -90 dBm and its standard deviation to 10 dB. Still referring to the physical layer, each node transmits at a power set to P Tx = 20 dBm. The transmitted signal experiences path-loss obeying the inverse-power path-loss model [59] , having a path-loss exponent of α = 3, which is formulated as:
where L dB is the path-loss of an individual link, d corresponds to the distance between the nodes and λ c is the carrier's wavelength. The carrier frequency was set to f c = 1.8 GHz, corresponding to a wavelength of λ c ∼ = 0.167 m. Then, assuming that the power dissipation of signal processing is negligible compared to the power dissipation owing to the path-loss, the route's total power dissipation becomes proportional to the linear-domain sum of its constituent path-losses. Moving on to the network layer, for the sake of simplicity, we have assumed that all the messages are forwarded by the RNs instantly as soon as they are decoded. Therefore, the route's overall delay is quantified in terms of the number of hops incorporated by a specific route. The network specifications are summarized on Table 1 . Finally, the optimization Utility Vector (UV) f(x) is defined as [5] :
where P e,x , CL x and CD x correspond to the overall BER, the overall power dissipation and the overall delay of the x-th route, respectively. Therefore, we can characterize the routes based on their respective UVs using the principle of Pareto Optimality, which is incorporated by Defs. 1, 2 and 3. Definition 3 (Pareto Distance [5] ): Given the set S of all the eligible route-solutions and a particular route-solution x i belonging to the set x i ∈ S, its distance from the OPF is defined in terms of the probability P d of being dominated by the other solutions of S. This is formally formulated as [5] :
where the operator #{·} quantifies the number of times that the condition in the curly brackets is satisfied, while the operator |·| represents the total number of elements of a set and f(·) is the UF vector defined in (4).
III. FUNDAMENTALS OF QUANTUM COMPUTING A. QUANTUM COMPUTING POSTULATES
Before proceeding with the portrayal of our proposed algorithm, we will briefly present the main concepts of quantum computing. The state |φ of a quantum system is given by [41] :
where the complex valued ϕ i represents the amplitude of the basis state |φ i and there is a total of 2 M basis states. The squared modulus |ϕ i | 2 of the amplitude ϕ i corresponds to the probability of observing the quantum system in the basis state |φ i , and hence it should satisfy the normalization constraint of:
Based on Eq. (6), it is possible to form a Quantum Register (QR) based on individual quantum bits (qubits). For example, assuming a QR consisting of L qr = 2 qubits, the quantum system state |ψ could be expressed as the tensor product of the states |ψ i of the individual qubits as [40] :
= αγ a 00 |00 + αδ
where the amplitudes a ij should satisfy the normalization constraint of Eq. (7). The main challenge of quantum computing is that the amplitudes ϕ i of Eq. (6) are not accessible for an external observer of the quantum system. This challenge stems from Heisenberg's Uncertainty Principle [41] . Explicitly, an observation of the quantum system would result in collapsing the superimposed state into the observable one, which would inherently be one of its basis states [45] .
Furthermore, the evolution of the state |ψ of a quantum system versus time may be characterized by a set of unitary transformations, which is formally expressed as:
where U is a unitary matrix, i.e. we have U −1 = U † and U † corresponds to the complex conjugate matrix of U . In fact, there exists a vast range of these operators, which are often referred to as quantum gates. One of the most common gates is the Hadamard gate H , which has a single-qubit transfer matrix of:
that is mainly used for mapping the ground state |0 to the superposition of the states |0 and |1 . Hence, its effect is formally formulated as [40] :
where the states |+ and |− are the so-called Bell states [41] . Apart from the above simple base-line operations, it is possible to define gates that perform controlled operations. A commonly used gate of this type is the Controlled-NOT (CNOT) gate [40] . It performs the Exclusive OR (XOR) operation of its two inputs storing the resultant output on the second qubit or QR. Thus, it may be viewed as the quantum counterpart of the classic XOR gate and its function is formulated as:
where the state |c is often referred to as the control register, while |t is the target register. Explicitly, the CNOT gate belongs to a broader family of quantum gates, which are commonly known as unitary operators U f [41] and implement a specific binary function f : {0, 1, . . . , N − 1} → {0, 1} in the quantum domain. A generic quantum circuit of these gates is shown in Fig. 5 ; due to the superposition of states of the QR |x 1 it is possible to carry out the function's calculations in parallel [61] , which is the main advantage of quantum computing. Their operation is formulated as:
We note that the subscripts of the ''ket'' operators are used for distinguishing the two inputs of the QRs. These unitary operators are the main constituent component of the so-called Quantum Oracles 2 [41] . Therefore, the QR |x 1 is often referred to as a Quantum Index Register (QIR), since it points to the indices of the input states, while the second input is commonly known as the Oracle Workspace (OW), since all the Oracle operations are carried out in this QR.
FIGURE 5.
Quantum circuit implementing a specific function f (x); the subscripts of the ''kets'' are used in order to distinguish the two input QRs and the hashed line denotes the entanglement between the two output QRs.
2 Quantum Oracles are quantum gates that implement a binary function f (x) : {0, . . . , N − 1} → {0, 1} and are employed in QSAs for identifying the valid solutions, i.e. the solutions where we have f (x) = δ, with δ being the value sought by the QSA. They then ''mark'' these valid solutions by flipping the sign of the respective state [5] . Inherently, the unitary operator U f is invoked inside the oracle gate to implement the aforementioned binary function f (x).
A notable property of the unitary operators is the quantum entanglement [41] of the output states. To elaborate further, if we assume that the QIR is in the superposition of all states, i.e. we have
where N is the total number of input states considered, the output of the operator U f , considering both the QIR and the OW, will be in the superposition of composite states, i.e. we have:
Eq. (17) suggests that if a partial measurement [45] is carried out concerning the QIR, then the state of the OW will also collapse to the state | f (i) 2 , assuming the observable state |i 1 in the QIR. A direct consequence of the quantum entanglement is the so-called no-cloning theorem [41] , which dictates that it is physically infeasible to clone the state of a quantum system.
B. QUANTUM SEARCH ALGORITHMS
Having defined the framework, in which quantum systems function, let us now proceed by presenting three famous QSAs, which form the basis of our NDQIO algorithm, along with the NDQO algorithm, which we will use for benchmarking the NDQIO algorithm.
1) GROVER'S QSA
Grover's QSA [28] is based on the assumption of considering a search problem, where both the number of solutions t and the actual solution value of f (x) = δ are known to the optimization process. Assuming N = 2 n potential solutions in total, its function relies on the so-called Grover operator G = HP 0 HO, where H corresponds to a n-qubit Hadamard Gate, P 0 is a quantum gate that simply flips the phase of all the states except for the phase of |0 ⊗n state, i.e. we have
while O is a quantum oracle gate, which implements a function f (x) and ''marks'' the solutions in the database, in other words the states |x that satisfy the condition f (x) = δ, by flipping their phase, i.e we have |x O → − |x if and only if f (x) = δ. The rest of the states are left intact. The G operator attains the property of increasing the modulus of the valid solutions amplitudes, while reducing the modulus of the non-valid ones [28] . The input state |y is initialized to the equally initialized superimposition of all the legitimate states, i.e. we have:
and the G operator is applied L consecutive times. Then, the output state y = G L |y is measured and the observable state |x s corresponding to the search problem solution is exported. The optimal number of G applications is set to
N t [29] , yielding a probability P s of successfully spotting a solution in the database, which is equal to
Since the O operator invokes the function f (x) once, Grover's QSA imposes a complexity on the order of O( √ (N /t)) [28] .
Algorithm 1 Improved Boyer-Brassard-Høyer-Tapp QSA [5] 1: Import reference route index i.
Choose L uniformly from the set {0, . . . , m }. 4 : Apply the G operator L times starting from the initial state |ψ in (18), resulting in the final state x f = G L |ψ . 5 : Observe x f in the QD and obtain |j .
BBHT and exit. 10: else 11: Set m ← min λm,
12:
Choose L uniformly from the set {1, . . . , m } and go to step 4.
14:
else 15: Go to step 3.
16:
end if 17: end if
2) BOYER-BRASSARD-HØYER-TAPP QSA
The Boyer-Brassard-Høyer-Tapp QSA (BBHT-QSA) [29] is the extension of Grover's QSA addressing search problems, in which the actual number of solutions t is unknown to the optimization process. Therefore, this QSA, which is formally stated in Alg. 1, can be readily applied in our search problem, where the number of route solutions is unknown. For this reason, we will define the function g(x, i) implemented by the unitary operator U g as follows [5] :
where f k (x, i) corresponds to the lower-comparison-check operator between the x-th and the i-th route-solutions in terms of the k-th objective of optimization problem, which is defined as:
It is clear from Eq. (19) that the function g(x, i) implements the dominance operator. Consequently, we may invoke the BBHT-QSA for identifying a route-solution that dominates the reference route having the index i. Since the number of valid route-solutions is unknown, a different method is employed for the selection of the number L of G applications. To elaborate further, the number L of G applications is selected randomly from a uniform distribution spanning across a specific range, which is expanded, when the observed state | j is not a valid route-solution, i.e. if we have g(j, i) = 0.
This range is initialized to the set {0, m }, where we have m = 1, and its specific range expansion relies on increasing the upper bound m by a factor of λ = 6/5 [29] up to a maximum of m = √ N [29] , corresponding to the case where we only have t = 1 valid route-solution [28] . Therefore, given the reference route-solution i, the BBHT-QSA selects the number L of G applications from the initial range and employs the G L operator to the initial state |y , as defined in Eq. (18) . If a route-solution, dominating the reference solution, is found, the BBHT-QSA is terminated and exports the route-solution found. Otherwise, the range is consistently expanded by the factor of λ = 6/5 and the process is repeated until a valid route-solution is identified. A further limitation is imposed on the maximum total number L QD,max BBHT of G applications as a second termination condition, which is set to L QD,max BBHT = 4.5 √ N , providing ∼100% probability of successfully identifying a valid routesolution [29] , as long as there exists one. This yields a complexity on the order of O( √ N ) in terms of U g activations. Finally, in the special case, where no valid route-solutions exist, i.e. the reference route-solution is itself the optimal one, the BBHT-QSA complexity, considering the evaluation of the function g(x, i) both in the Quantum Domain (QD) and in the Classic Domain (CD), is bounded by [5] :
where again we have λ = 6/5 [29] .
3) DURR-HØYER ALGORITHM
The Durr-Høyer Algorithm (DHA) [30] constitutes a further extension to the BBHT-QSA [29] and it is applicable to either the minimization or the maximization of single-objective problems. In this case, neither the number t of valid solutions nor the valid solution value δ itself is known to the optimization process. This algorithm is directly applicable to our scenario, since it can be employed for identifying the specific route-solutions that are globally optimal in terms of a single-objective UF and, thus, they are Pareto optimal. We note that the DHA is formally stated in Alg. 2. Initially, the DHA randomly selects a reference route-solution from the entire set of all the legitimate ones and activates a BBHT-QSA process for the sake of finding a route-solution that exhibits a lower UF value than that of the reference route. If the route-solution exported by the BBHT-QSA process is a valid route-solution, the reference route is confirmed to the output of the BBHT-QSA process and a new BBHT-QSA process is activated. This procedure is repeated until the BBHT-QSA process fails to export a valid route-solution or the maximum affordable number L QD DHA of QD queries in the QD queries is exhausted, which is set to L QD DHA = 22.5 √ N [30] , yielding a ∼100% probability of successfully identifying the globally optimal route-solution. Set y ← y .
5:
Define the quantum oracle implementing the binary function f k (x, i) of Eq. (20) and set i←y. 6: Invoke the BBHT-QSA process of Alg. 1 with input the function f k (x, y) and output the index y , using L QD BBHT CFEs.
Output y and exit.
Algorithm 3 Non-Dominated Quantum Optimization Algorithm [5] 1: Initialize solution flag vector, F, to zero.
Set l ← i.
7:
repeat 8: Set k ← l.
9:
Define the oracle function g(k, x) from (19).
10:
Invoke the BBHT-QSA with input g(k, x) and output x s .
11:
Set l ← x s and F k ← 1.
12:
until f(l) f(k).
13:
Append x k into the OPF.
end if 15: end if 16 : end for 17: Output the OPF and exit.
4) NON-DOMINATED QUANTUM OPTIMIZATION
The Non-Dominated Quantum Optimization (NDQO) algorithm [5] is formally stated in Alg. 3 and it constitutes an extension to the DHA algorithm conceived for multi-objective problems. The NDQO algorithm is based on the reference route-solution update process of the DHA. However, the unitary operator U g [5] , which is defined in Eq. (19) , implementing the dominance operator is employed instead of the single lower-comparison operator U f k , which is defined in Eq. (20) . Moreover, a vector F of binary flags is used for distinguishing whether a specific route has or has not been already processed. Initially, the NDQO algorithm opts for using the first routesolution of the route index as the reference route, which is the direct route. This is carried out by modifying its respective flag value to 1, i.e. by assigning F 1 ← 1, and it then activates a BBHT-QSA process for searching for a route-solution that dominates the reference route. Should the BBHT-QSA successfully output a valid route-solution, the reference route is forwarded to the BBHT-QSA output, while simultaneously the output routesolution flag value is set to 1, and then a new BBHT-QSA process is activated. This process is repeated until an invalid route-solution is output by the BBHT-QSA, indicating that the reference route is itself a Pareto optimal and, hence, it is appended to the OPF set. We note that this process is referred to as the BBHT-QSA chain. Subsequently, the next route of the route-solutions list is checked as to whether it has already either been processed or been dominated by the hitherto generated OPF. If outcome of this check is false, a new BBHT-QSA chain is activated with this route being the reference route. Otherwise, the route is disregarded and the next route is checked. This procedure is repeated until all the legitimate routes have been checked, imposing a complexity quantified in terms of U g activations, which is on the order of O(N ) and of O(N √ N ) in the best-and worst-case scenario, respectively [5] . More specifically, the lower and the upper bounds of the complexity imposed are equal to [5] :
where L min NDQO and L max NDQO correspond to the complexity imposed in the best-and worst-case scenario, respectively.
IV. DESIGN METHODOLOGY A. PARALLEL ORACLE GATE DESIGN
To the best of our knowledge, no parallel activation scheme has been proposed for quantum unitary operators. Therefore, the quantum circuit of the U g operator in [5] should activate serially the U f k operators and then calculate the intersection of their outcomes according to Eq. (19) . Explicitly, an intersection operation of multiple inputs, such as that of Eq. (19) , can be implemented in the QD using a quantum Toffoli Gate [41] . Bearing this observation in mind, a possible implementation of the U g operator is shown in Fig. 6 , where both the Quantum Control Register (QCR) and the Quantum Index Register (QIR) outputs of each U f k operators are fed forward to the next U f k+1 operator. Moreover, each U f k operator is provided with a single-qubit Local Oracle Workspace (LOW) register, where the outcome of each comparison is stored. Then, the states of all the LOW registers along with a Global Oracle Workspace (GOW) register -which is initialized to the |t state -are fed into the Toffoli gate, which then performs the intersection operation. Explicitly, the n-qubit Toffoli gate T [62] has a transfer matrix of [41] : where the I 2 n−1 sub-matrix denotes the a [(2 n − 2) × (2 n − 2)]-element identity matrix and the vector 0 1,2 n−1 = 0 T 2 n −2,1 contains (2 n − 2) zero elements. Since in our scenario, each operator U f k has a single-qubit LOW output and the GOW is also comprised of a single qubit, we will use a 4-qubit Toffoli gate, i.e. we have n = 4 qubits in Eq. (25). Moving on to the parallel implementation of the dominance operator, we propose the employment of the unitary operator U g , which relies on the quantum circuit implemented in Fig. 7 . The main difference lies in the use of CNOT gates right before the input of the unitary operators U f k that implement the low-comparison-check, compared to that of Fig. 6 , where the QIR and QCR outputs of the unitary operator U f k are fed forward to the U f k+1 unitary operator. These CNOT gates are invoked for entangling the states of both the Global Quantum Control Register (GQCR) and the Global Quantum Index Register (GQIR) with the states of respective local QRs for creating composite states. Their employment is essential for forming the composite state of: 3, 3 (26) at the LOW outputs. In the absence of entanglement, the respective LOW output state will be:
making the implementation of the dominance operator infeasible.
With the entanglement achieved by employing a series of CNOT gates, the U g operator has an identical effect to that of the U g operator, hence we have:
Consequently, if we set the GOW register to the state |0 3 , the U g operator would return the outcome of the dominance operator and store it in the GOW output. Otherwise, if the GOW register is set to the state |− 3 , then the U g operator operates identically to the Quantum Oracle Gate O of Grover's QSA, i.e. by flipping the phase of those specific route-solutions, which are associated with g(x, i) = 1. Furthermore, the main improvement of the new design relies on the fact that we have achieved the parallel activation of the unitary operators U f k . Therefore, should we assume that a single U g activation corresponds to a single CFE both in terms of its execution time and of its power consumption, a single U g operator activation would then correspond to a single CFE in terms of its power consumption and 1/3 3 CFEs in terms of its execution time. We note that for the sake of simplicity, we have assumed that both the series of CNOT gates and the Toffoli gate consume negligible power compared to the U f k operators and that their response time is also negligible. Having presented our new parallel oracle design, let us now proceed with our detailed discussions of the NDQIO algorithm in the next section.
B. NON-DOMINATED QUANTUM ITERATIVE OPTIMIZATION
Our ultimate target is to reduce the lower bound of the complexity below the linear complexity dependence on the search-space size, yielding a further reduction of the average complexity. Therefore, we have revisited the framework of [5] with the objective of conceiving a hybrid design relying both on hardware parallelism and on quantum parallelism. More specifically, we will introduce a low-complexity initialization process for identifying the globally optimal routes, along with a sophisticated quantum-assisted process for finding new and potentially optimal routes. Furthermore, we have introduced an OPF Self-Repair (SR) process, which discards the suboptimal routes that have been erroneously included in the OPF, hence providing the NDQIO with an improved accuracy compared to the near-optimal NDQO algorithm's accuracy [5] . The NDQIO algorithm is formally stated in Alg. 4, where each distinct block is annotated using a comment starting with the character ''#''. In a nutshell, the NDQIO algorithm initializes the OPF to an empty set during Step 4.1 and then invokes the initialization process of Steps 4.3-6, where the DHA is activated as many times as the number of optimization objectives for the sake of identifying the globally optimal routes in terms of each objective. Subsequently, the # Backward BBHT-QSA Step: 10: Set F ← 0 and T ← 0.
11:
repeat 12: Invoke the BBHT of Alg. 1 with input G(x, OPF) and output x s .
13:
if G(x s , OPF) = 1 then 14: Set F ← 2 and T ← 1.
15:
else 16: Set F ← F + 1. # BBHT-QSA Chain: 21: repeat 22: Set i ← x s .
23:
Define the oracle function g(x, i) from (19) . 24: Invoke the BBHT-QSA of of Alg. 1 with input g (x, i) and output x s . 25: until f(x s ) f(i).
26:
# Self-Repair Mechanism: 27: Discard the routes from the OPF that are dominated by the i-th one. 28: Append i to the OPF. 29: end if 30: until T = 0. 31: Export the OPF and exit.
iterative part of the algorithm is activated. At each iteration of Steps 4.8-30, the algorithm initially searches for a route, which is not dominated by the hitherto generated OPF using the BBHT-QSA process of Step 4.12. Should it succeed in identifying an appropriate route, it activates the BBHT-QSA chain of Steps 4.20-25, in the same fashion as the one in the NDQO algorithm. After the completion of the chain, the OPF Self-Repair (OPF-SR) process is invoked in Steps 4.27-28, where the routes of the OPF generated so far are checked to ascertain, whether they are dominated by the optimal route identified by the current iteration of the BBHT-QSA chain of Steps 4.20-25. The algorithm terminates and outputs the OPF, when the BBHT-QSA fails to identify a new potentially optimal route as formally defined by the condition of Step 4.30, concluding that there exists no other Pareto optimal route. Last but not least, we note that all the singleobjective comparisons as well as the dominance operator activation have been carried out using the same quantum unitary operators as those used for forming the QSAs quantum oracles; the only difference relies upon the fact that in the OW register the input is initialized to the |0 state. Therefore, in constrast to the NDQO algorithm [5] , in the NDQIO algorithm there is no distinction between the CD-and the QD-CFEs, since they are exclusively undertaken in the QD. Let us now proceed with our detailed discussions on each distinct sub-process of the NDQIO algorithm.
1) INITIALIZATION PROCESS
In the NDQO algorithm, which is formally stated in Alg. 3, no initialization process has been used; instead, the algorithm considers by default the first index of the legitimate route list as the first reference route and then initiates a BBHT-QSA chain. Despite the reduction offered by the hardware parallelization, the power consumption remains the same as that of the NDQO algorithm, as we demonstrated in Subsection IV-A. In fact, it is possible to achieve the same reduction in the power consumption as well by using the DHA for identifying the globally optimal routes in terms of each objective. To elaborate further, a single unitary operator U f k , which is defined in Eq. (20), is used for implementing a comparison in terms of the k-th objective, yielding a reduction in the power consumption per DHA activation, which is proportional to the number of optimization objectives. In fact, assuming K optimization objectives, this power consumption reduction results in identifying K OPF routes, while consuming the same amount of power and time as in a single NDQO BBHT-QSA chain, which would only identify a single OPF route. More explicitly, a single DHA activation imposes the same amount execution time compared as a single NDQO BBHT-QSA chain, while it simultaneously is also offering a power consumption reduction by a factor of 1/K . We note that in our case study we have considered K = 3 optimization objectives according to Eq. (4). However, the application of the DHA is limited to identifying only globally optimal routes in terms of a single objective and not the Pareto optimal routes in general. Hence, the number of DHA activations is strictly limited to a maximum K routes. Additionally, we note that we have used an improved version of the DHA, which has been initially proposed in [47] , and terminates the algorithm as soon as the BBHT-QSA fails to spot a legitimate solution, while exhausting its maximum affordable number of G applications.
2) SEEKING THE NEXT OPTIMAL ROUTE
After the completion of the initialization process we will acquire an OPF consisting of k OPF routes, where we have k ∈ {1, 2, . . . , K }. The maximum value of k = K corresponds to the case, where each objective is optimized by finding different routes, while the minimum value of k = 1 corresponds to the case, where only a single optimal routesolution exists, which is globally optimal for all the objectives considered. In the latter case, based on Def. 2, the true OPF will solely be comprised of this route. Nevertheless, since the BBHT-QSA and, inherently, the DHA exhibit a small but non-negligible probability of failing to identify a valid solution [29] , the algorithm has to ensure that there are no unidentified Pareto optimal routes.
In the NDQIO algorithm, we have avoided the serial processing of the routes by employing a BBHT-QSA for finding the next potentially Pareto optimal route, hence achieving some complexity reduction. To elaborate further, our algorithm searches for route-solutions, which are not dominated by the OPF generated so far. For this reason, we can use our novel operator U g for checking as to whether a route is or is not dominated by a reference route. This is realized by performing a swap between the states stored in the GQCR and the GQIR resulting in the state |t ⊕ g(i, x) 3 at the GOW output of the U g operator. In this case, we initialize the GOW input to the state |t 3 ← |1 3 , while the respective GOW output becomes |1 ⊕ g(i, x) , resulting in invoking the non-dominance operator. Explicitly, based on Eq. (19) the binary function g(i, x) returns whether the i-th route does or does not dominate the x-th route and the operation [1 ⊕ g(i, x)] corresponds to the binary complement 4 of this function, implementing the non-dominance operator. Additionally, since the OPF is comprised of multiple routes, we have to use multiple U g operators, each having a different OPF route as the reference route. Subsequently, using the novel framework presented in the Subsection IV-A, we can still achieve the parallel activation of the U g operators by employing the series of CNOT gates for entangling the LQIRs state with the state of the GQIR at the input of the U g operators along with a (k + 1)-qubit Toffoli Gate, assuming having k reference routes, as portrayed in Fig. 8 . As for the complexity imposed by a single activation of the U G operator, it may be deemed to impose 1/k CFEs 5 in the execution time domain due to the parallel activation of the U g unitary operators, which in turn activates the U f k unitary operators in parallel. In the power consumption domain, a single activation of the U G operator imposes as many CFEs as the number of reference routes considered, which corresponds to the number of OPF routes that have been generated so far.
Moving on to the BBHT-QSA for identifying a specific route, which potentially belongs to the OPF, the U G operator of Fig. 8 is used with its GOW register initialized to the state |− k+2 and a BBHT-QSA is invoked with the OPF routes generated so far as reference ones, as stated in Step 4.4. By contrast, should the GOW register be initialized to the state |0 k+2 , the operator U G returns the non-dominance outcome at the output of the GOW register. Hence, we will utilize this initialization for performing the CD checks of the BBHT-QSA. Again, the BBHT-QSA exhibits a small but non-negligible probability of failing to identify a valid 4 It returns whether the x-th route is dominated by the i-th one. 5 We note that we have assumed that a single CFE corresponds to the activation of the serial unitary operator U g of the NDQO algorithm. operators within each U g . In the power consumption domain, a single activation of the U G imposes as many CFEs as the number of reference routes considered, i.e. the number OPF routes that have been so far generated.
solution [29] , while exhausting the maximum number of G applications. We have mitigated this effect by repeating the BBHT-QSA process for one more additional iteration (Steps 4.16 and 4.18), for the sake of avoiding the premature termination of the NDQIO algorithm. Explicitly, an erroneous timeout would terminate unexpectedly the NDQIO algorithm, leading to its inability to identify the entire OPF. After identifying a potential OPF route, we may employ a BBHT-QSA chain (Steps 4.20-26) as in the NDQIO algorithm. The only difference lies in the employment of the U g operator in the respective quantum Oracle gate, which provides the sub-process with a complexity reduction by a factor of 1/K in the execution time domain, albeit no reduction in the power consumption domain. Let us now proceed with the detailed description of the OPF-SR process.
3) SELF-REPAIR PROCESS
Searching for the next potential route guarantees that the exported route x s,2 will not be dominated by the OPF generated so far, as ensured by the check performed in Step 4.13. Consequently, the route x s,1 identified by the BBHT-QSA chain in conjunction with the initial reference route x s,2 being as optimal, will not be dominated either based on Def. 1. However, the event when x s,1 may dominate one or more routes of the OPF is not mutually excluded due to the dominance operator being non-commutative. Consequently, there may exist suboptimal routes that have been erroneously included into the OPF, owing to a BBHT-QSA failure. Hence, we may readily check whether there is any OPF route from the previous iterations, which is dominated by the identified OPF route of the current iteration, and discard it from the OPF. This check may be implemented using the U g * operator. The global registers ought to be initialized to:
Then, we only have to observe the state of the GOW register output. This process is repeated for all the routes belonging VOLUME 3, 2015 FIGURE 9. (a) Exemplified architecture for a 5-node WMHN, and (b) its optimization process using the NDQIO algorithm. In this example only two UFs are used per route-solution, for the sake of simplicity. The routes that belong to the OPF are marked by a square marker ( ), the routes that initiate either a BBHT-QSA chain or a DHA activation are marked with a triangle ( ), while the route-solutions output by each DHA or BBHT-QSA chain iteration, which are used as the new reference routes in the next iteration, are marked with a circle (•). Moreover, the indices of the routes as shown in Table 2 are marked in (b). Finally, the circural arrows in (b) denote that a BBHT-QSA has been activated with the respective route as its input, yet in the absence of potential route-solutions a random route is output by the BBHT-QSA, classifying the input route-solution as being Pareto Optimal (Step 4.25). The portrayed solution is not a unique one; different solutions could be derived depending on the DHA or BBHT-QSA chain's intermediate outcomes. to the OPF, as it was formally stated in the loop of Step 4.28. This repair process ensures that the NDQIO algorithm performs at its best attainable accuracy in terms the average Pareto distance E[P d ], as long as the entire true OPF has been identified. Moving on to the consideration of the computational complexity imposed by the OPF-SR process, assuming that the multiple DHA activations provide us with k OPF routes and that the total number iterations carried out by the algorithm is equal to N OPF , then in the first iteration we will have to invoke the U g operator k times, while in the second iteration it will be activated (k + 1) times and so on, yielding a total number of CFEs that is equal to:
where L T SR and L P SR correspond to the complexity imposed in the execution time and the power consumption, respectively.
V. A DETAILED 5-NODE EXAMPLE
Having provided all the necessary discussions about the NDQIO algorithm's sub-processes, let us now provide an illustrative example for portraying the main concepts of our proposed algorithm. The exemplified WMHN structure is shown in Fig. 9(a) , where the same 5-node WMHN structure is utilized as the one in [5] . Following a similar approach to that of [5] , we will solely utilize two UFs for each routesolution, namely the BER and the CL, for facilitating the graphical representation of the route-solutions. Furthermore, the solution vectors and their respective indices, which correspond to all the legitimate routes, are presented in Table 2 , while their graphical representation is shown in Fig. 9(b) .
Additionally, we present all the necessary steps undertaken by the NDQIO algorithm in Fig. 9(b) , where the routesolution transitions realized by the DHA or the BBHT-QSA chain activations are represented with the aid of arrows. Distinct colors have been used for representing the different sub-processes. In particular, as noted in the top legend of 9(b), the first and the second DHA activation transitions are annotated with red and blue arrows, respectively, while the BW-BBHT-QSA process and the BBHT-QSA chain transitions are indicated by green dashed and straight arrows, respectively. Moreover, the routes that belong to the OPF are marked by a square marker ( ), the routes that initiate either a BBHT-QSA chain or a DHA activation are marked by a triangle ( ), while the route-solutions output by each DHA or BBHT-QSA chain iteration, which are used as the new reference routes in the next iteration, are marked by a circle (•). Still referring to Fig. 9(b) , the boundaries of the space, where valid route-solutions lie, are annotated by the long-and short-dashed lines. Let us now proceed with a more detailed description of the NDQIO algorithm's operation. We note that in terms of this tutorial example, the reader is assumed to be familiar with the concepts of the BBHT-QSA process.
Initially, the NDQIO algorithm sets the OPF set containing the optimal route-solution indices to an empty set, as formally stated in Step 4.1. Then, the algorithm's initialization process takes place (Steps 4.3-6) , where the global minima are determined in terms of each optimization objective. To elaborate further, in this tutorial example we try to minimize both the BER and the CL, for the sake of simplicity, and, thus, we have K = 2 in Step 4.3. Therefore, we will activate the DHA process (Step 4.4) of Alg. 2 twice, i.e. once for each objective. Firstly, a DHA process is activated for minimizing the route's BER. More particularly, according to Step 2.1, a random route is chosen as the initial reference one and, then, a BBHT-QSA process is activated seeking a potential routesolution, which exhibits a lower BER. Let us assume that the initial reference route chosen is the one with index i = 3, i.e. the first DHA has chosen the route {1 3 5} according to Table 2 , which is annotated with the red triangle ( ) marker in Fig. 9(b) . The arguments of the valid route-solutions of the BBHT-QSA process lie below the red horizontal longand short-dashed line that crosses the argument of the route with index i = 3 in Fig. 9(b) . Let us assume that the BBHT-QSA process outputs the route with index i = 6, i.e. the route {1 2 4 5} according to Table 2 , which is marked with a red circle in Fig. 9(b) .
Observe in Table 2 that the BER exhibited by the route with index i = 6 is lower than that exhibited by the reference route with index i = 3, i.e. we have P e, 6 < P e, 3 and, thus, after the completion of the BBHT-QSA process invoked by the DHA in Step 2.5, the reference route will be updated to the BBHT-QSA output (Steps 2.7-8). Then, a new BBHT-QSA process is activated searching for a route with a lower BER that that of the reference one. Observe in Fig. 9(b) that the valid route-solutions lie below the red horizontal long-and short-dashed line that crosses the argument of the route with index i = 6. Therefore, the valid route-solution indices belong to the set {2, 4, 7, 8, 9} and the BBHT-QSA process is capable of identifying any of them with equal probability. Let us assume that the output of the BBHT-QSA process is the route with index i = 9, i.e. we have y = 6 in Step 2.5, and the reference route is updated, since we have P e,9 < P e,6 according to Table 2 . Still referring to Fig. 9(b) , observe that the new reference route is indeed a Pareto optimal one. Nevertheless, the DHA process is unable to identify the route's property, since it is solely seeking a route with the minimum BER. Therefore, a new BBHT-QSA process is activated with the aid of the updated reference route, in which the only eligible output is the route with index i = 7, i.e. the route {1 3 2 5}. Hence, assuming that the BBHT-QSA process of Step 2.6 successfully identifies the latter route, the reference route is once again updated (Steps 27-8) and a new BBHT-QSA process is activated. Observe in Fig. 9(b) that the new reference route is indeed an optimal one in terms of its BER, hence, the BBHT-QSA will exhaust the maximum number of affordable G applications in the absence of valid solutions. Since in the design of the improved DHA of Alg. 2 we have set a single BBHT-QSA time-out as the termination condition (Steps 2.8, 12 ), the DHA exits and identifies the route associated with i = 7 as the optimal one in terms of its BER performance. Then, the NDQIO algorithm appends the DHA output to the OPF set in Step 4.5.
Then, a new DHA process is activated in search of the route, which is optimal in terms of CL. A new reference route is selected randomly among all the legitimate ones according to Step 2.1. At this stage, let us assume that the route associated with the index i = 16 is eventually selected, i.e. the route {1 4 3 2 5}, which is marked in Fig. 9(b) with the blue triangular marker. Then, a BBHT-QSA process is activated seeking a route exhibiting a lower CL than that of the reference route (Step 2.5). Observe in Fig. 9(b) that the valid route-solutions lie at the left-hand side of the vetrical blue long-and short-dashed line crossing the reference route and, in particular, the valid route-solutions have indices that belong to the set {7, 9, 14}. Assuming that the BBHT-QSA process outputs the route associated with the index i = 14, i.e. the route {1 3 4 2 5}, a new BBHT-QSA process is activated by updating the reference route, since the output route exhibits a lower CL than the reference one (Steps 2.7-8).
The new reference route is the optimal one in terms of its CL performance, as portrayed in Fig. 9(b) . Consequently, the BBHT-QSA process activated with this route being its input will exhaust the maximum number of affordable G applications, resulting in the input route's identification as the optimal one through Steps 2.7-12. After this operation, the DHA exits and outputs the identified optimal route, which is then incorporated into the OPF by the NDQIO algorithm (Step 4.5).
After the completion of the second 6 DHA, the initialization process ends and the iterative process (Steps 4.8-30) is activated. In the first part (Steps 4.10-18) of the NDQIO algorithm's iterative process, which is referred to as the Backward BBHT-QSA Step (BW-BBHT) in Alg. 4, a BBHT-QSA process is activated, which seeks a specific route-solution that is not dominated by the hitherto generated OPF and thus may potentially be a Pareto-optimal one. Explicitly, the arguments of the valid route-solutions lie in the area containing the center of the axes and bounded by the green long-and short-dashed lines, as portrayed in Fig. 9(b) , where it is visible that the only eligible route-solution is the route associated with the index i = 9. We note that the BBHT-QSA process exhibits a slight probability of failing in terms of identifying a valid solution. 7 For this reason, this sub-process of the NDQIO algorithm has been designed to repeat the BBHT-QSA process in case of an unsuccessful search (Steps 4.15-18) , which would prematurely terminate the NDQIO algorithm, hence substantially reducing the probability of an unsuccessful search. At this stage, let us assume that the BBHT-QSA process is able to identify the legitimate route-solution, which is no other than the route having the index i = 9, i.e. the route {1 4 2 5}.
Sequentially, the BBHT-QSA chain process of Steps 4.20-25 is activated in the same fashion as in the NDQO algorithm [5] , with the reference route being the output of the BW-BBHT-QSA sub-process, which is the route with index i = 9. The BBHT-QSA chain process seeks a routesolution, which dominates the reference one. Nevertheless, observe in Fig. 9(b) that the initial reference route of the BBHT-QSA chain process is indeed a Pareto optimal route, i.e. there exists no route that dominates it. Therefore, the BBHT-QSA chain will activate only a single BBHT-QSA process, which will exhaust the maximum number of affordable G applications in the absence of valid route-solutions and hence will terminate the chain, according to condition of Step 4.25. Subsequently, the OPF self-repair sub-process of Step 4.27 is invoked, where the hitherto generated OPF routes are checked as to whether they are dominated by the Pareto optimal route-solution spotted by the BBHT-QSA chain. Should any of the route-solutions be dominated by the BBHT-QSA chain's output route-solution, they would be disregarded, since they would be suboptimal. In our example, the route-solution with index i = 9 does not dominate any of the already generated OPF routes according to Fig. 9(b) and thus the OPF remains intact.
After the completion of the OPF self-repair sub-process, the BBHT-QSA output route-solution is incorporated into the OPF and the iterative process of Steps 4.8-30 is repeated. Moreover, it is visible from Fig. 9(b) that the OPF, which is comprised of the routes-solutions associated with indices {7, 9, 14} is identical to the TOPF. Hence, we conclude that the NDQIO algorithm has identified the entire TOPF. However, the NDQIO algorithm has no knowledge of this fact at this stage. By contrast, the BW-BBHT-QSA subprocess of Steps 4.10-18 is once again activated, where both the BBHT-QSA processes invoked by the NDQIO algorithm will exhaust the maximum number of G applications in the absence of valid route-solutions. This double time-out process would signal to the NDQIO algorithm that the entire OPF has been identified. Finally, the NDQIO algorithm exports the OPF identified and then exits. We note that we have made no 7 This occurs when this solution is present in the examined database. mentioning of the NDQIO algorithm complexity, which is the subject of our discussions in the next section.
VI. COMPUTATIONAL ACCURACY VERSUS COMPLEXITY DISCUSSIONS
In this section, we will characterize our novel algorithm both in terms of its computational complexity and its accuracy. As benchmarking algorithms, we will employ the quantumassisted NDQO algorithm of [5] , and the Brute-Force (BF) method, since it was demonstrated in [5] that the NDQO outperforms both the NSGA-II and the ACO algorithm in terms of its accuracy at the complexity [5] . We note that the formal declaration of the BF method is shown in Alg. 5 [5] . Let us now proceed with quantifying the complexity imposed by the NDQIO algorithm.
Algorithm 5
Brute-Force Method [5] 1: Initialize OPF = ∅.
Set f ← 0
4:
if j ∈ OPF : f(j) f(i) then 5: for k = 0 to N − 1 do
if f(k) f(i) then
Set f ← 1 and terminate inner loop. end for 10: if f = 0 then 11: Append i into the OPF.
12:
end if 13: end if 14: end for 15: Output the OPF and exit.
A. NDQIO COMPLEXITY
In contrast to the NDQO algorithm [5] , which is presented in Alg. 3, we will characterize the complexity imposed by the NDQIO algorithm, which is presented in Alg. 4, both in terms of its execution time and its power consumption. Since these parameters depend on the hardware used, we will normalize them to the specific execution time and the power consumption required for a single U g operator, which is defined in Eq. (19), respectively. We note that due to this normalization process, the normalized execution time and power consumption of the NDQO will be identical. Hence, relying on the assumption that the operators {U f k } K k=1 , defined in Eq. (20) , impose the same execution time and power consumption irrespective of k, we may derive upper and the lower bounds of the NDQIO algorithm by examining both the worst-and the best-case scenarios considered in [5] for the NDQO algorithm, respectively. As far as the BF method is concerned, the execution time and the power consumption are identical in terms of CFEs, since hardware parallelism is not used. Hence, for these two extreme cases, the respective upper and lower bounds of the BF method are quantified in terms of CFEs as follows [5] :
Let us now proceed with characterizing the NDQIO algorithm. For its lower bound, we will assume a scenario, where a single Pareto-Optimal route exists, namely the direct route and all the activated BBHT-QSA processes impose the minimum possible number of CFEs. Explicitly, they impose L min BBHT CFEs as defined in Eq. (21) . Let us assume that during the initialization all the DHA processes, which are activated in Step 4.4, have their reference route initialized to the direct one in Step 2.1. Then, their first invoked BBHT-QSA process formulated in Alg. 1 will exhaust the maximum affordable number of G applications in the absence of valid route-solutions. This results in terminating the respective DHA process of Alg. 2, hence imposing a complexity of:
in terms of the number of U f k activations, where the unitary operators U f k are defined in Eq. (20) . We note that the first DHA process of Step 4.4, appends the direct route to the OPF. Therefore, if we take into consideration that the each U f k activation imposes 1/K CFEs in both domains and that K DHA processes are activated during the initialization process of Alg. 4, the complexity imposed by the NDQIO initialization process in both domains is equal to:
Subsequently, the iterative process of Alg. 4 is activated. Nevertheless, since there exist no routes that are not dominated by the direct one, the BBHT-QSA process of Alg. 1 that seeks a new potentially optimal route will reach its time-out twice and exit, hence imposing a complexity of:
in terms of U g activations. Thus, the respective execution time and power consumption imposed by the NDQIO iterative process becomes:
The SR process of Steps 4.27-28 will not be activated, since no OPF route has been identified by the the BBHT-QSA process, which is invoked at Step 4.12. Therefore, the total execution time imposed by the NDQIO algorithm is derived by adding up Eqs. (35) as well as (38) and the result is shown in (50) , as shown at the top of the next page. Equivalently, the total power consumption imposed by the NDQIO algorithm is derived by adding up Eqs. (36) as well as (39) and the result is shown in (51) , as shown at the top of the next page. Observe in Eqs. (50) and (51) that the minimum execution time and power consumption imposed by the NDQIO algorithm in both domains is on the order of O( √ N ). As for the upper bound, we will consider the case, where all the routes are Pareto-Optimal and the BBHT-QSA processes impose the maximum possible complexity of L max BBHT , as quantified in Eq. (22) . Under this assumption, each DHA process imposes the maximum possible number of U f k activations, when it activates precisely five BBHT-QSA chains, since we have:
where L QD,max BBHT = 5.5
√ N − 1 [5] corresponds to the maximum QD complexity in terms of U f k activations imposed by a single BBHT-QSA activation. Therefore, the maximum complexity L max DHA imposed by the DHA is equal to:
Consequently, the maximum execution time and power consumption imposed by the initialization process is equal to:
which was quantified as a function of the number of CFEs, resulting in an OPF constituted by exactly K routes. Moving on to the NDQIO iterative process (Steps 4.8-30), we will assume that the BBHT-QSA searching for a new potentially optimal route, fails during the initial activation but succeeds during the second one in identifying a valid route-solution. Furthermore, since all the routes are optimal, the BBHT-QSA chain will activate a single BBHT-QSA, which in turn exhausts the maximum affordable number of QD-CFEs, in the absence of valid solutions. Therefore, during each iteration precisely 3 BBHT-QSA processes will be activated. Explicitly, the complexity-dependent power consumption imposed by the BBHT-QSA that seeks a new potential route increases as the number of iterations increases, which is a consequence of increasing in the number of OPF routes used as reference routes. Hence, the maximum total time execution and power consumption imposed by this process of Steps 4.10-19 is equal to:
as a function of the number of CFEs, respectively, while that imposed by the BBHT-QSA chains of Steps 421-25 is equal to:
respectively. Subsequently, the OPF-SR process of Steps 4.25-39 will be activated precisely (N − K ) times, imposing the execution time and the power consumption quantified in Eqs. (30) and (31), respectively, upon substituting N OPF = N and k = K , hence we have:
respectively. Following a similar approach to the lower bound derivation, the execution time upper bound imposed by the NDQIO algorithm is derived by adding together Eqs. (42), (44), (46) and (48) and the result of their addition is shown in Eq. (52), as shown at the top of this page. Equivalently, the power consumption upper bound is given by Eq. (53), as shown at the top of this page, stemming from the addition of Eqs (43), (45), (47) and (49) . Observe in Eqs. (52) and (53) [5] .
Explicitly, this additional cost is justified by the increased elitism introduced by the NDQIO algorithm compared to the NDQO algorithm. To elaborate further, the NDQIO algorithm is capable of curtailing its operation upon detecting that there are no unidentified OPF routes. In the worst-case scenario, this imposes complexities on the orders of O(N √ N ) and O(N 2 √ N ) in the execution time and the power consumption domains, respectively. By contrast, in the best case-scenario, the lower bound is on the order of O( √ N ) in both domains. Additionally, the OPF-SR process imposes a complexity on the order of O(N 2 ) in both domains in the worst-case scenario, while no complexity is imposed in the best-case situation. Therefore, the complexity reduction achieved by the NDQIO algorithm is inherently related to the ratio of the total number N OPF of the OPF routes over the total number N of the legitimate routes considered.
The average complexities of the NDQIO, of the NDQO algorithms and of the BF method along with their respective upper and lower bounds in the execution time and in the power consumption domains are shown in Figs. 10(a) and 10(b), respectively, for WMHNs consisting of N nodes = 2 to N nodes = 9. We note that the respective complexities of the NDQO algorithm and of the BF method will be identical in both domains, since they do not rely on any hardware parallelism techniques. As far as the upper bounds of the execution time are concerned, observe in Fig. 10(a) that the NDQIO algorithm involves the same order of complexity as the NDQO algorithm, when considering N nodes = 2 to N nodes = 7 nodes. This is justified by the fact that for WMHNs having more than N nodes = 7 nodes the term predominantly governing the respective complexity is the N 2 term, while for less densely populated WMHNs the upper bound is governed by the term , matching the order of the NDQO algorithm's upper bound. We note that in our case study we have assumed three optimization objectives, i.e. we have K = 3. Moreover, for WMHNs consisting of more than N nodes = 7 nodes, we observe in Fig. 10(a) that the NDQIO upper bound is lower than those of both the naive-BF and of the BF methods due to the complexity reduction by a factor of 1/K offered by the hardware parallelism due to the employment of the U g operator. On the other hand, the NDQIO upper bound of the power consumption is definitely governed by the term 10N 2 √ N . Consequently, observe in Fig. 10(b) that it involves a several orders of magnitude higher power consumption than that of the benchmarking algorithms used for WMHNs having more than N nodes = 3 nodes. We note that for WMHNs having either N nodes = 3 or N nodes = 2 nodes, the NDQIO upper bound matches its lower bound, since in these cases the total number of routes is less than that of the number of objectives, which makes the iterative process unnecessary.
As for the NDQIO algorithm's execution time lower bound, observe in Fig. 10(a) that the NDQIO algorithm provides some complexity reduction compared to the benchmarking algorithms for WMHNs having N nodes = 6. Explicitly, based on Eqs. (23) and (50) , the NDQIO algorithm begins to outperform the NDQO, when the total number of routes is higher than N routes = 22 routes, yielding that the this reduction becomes visible for WMHNs having N nodes = 6, where the total number of legitimate route is equal to N = 65. In the power consumption domain, some complexity reduction is achieved for N routes > 134 routes, corresponding to 7-node WMHNs, as shown in Fig. 10(b) . Additionally, the NDQIO lower bound indicates a complexity reduction of several orders of magnitude, as demonstrated in Figs. 10(a, b) .
Moving on to the average complexity in terms of the execution time, observe in Fig. 10(a) that the NDQIO algorithm outperforms the NDQO for the WMHN sizes considered. In particular, for WMHNs having N nodes = 4 and N nodes = 5 the execution time imposed by the NDQO algorithm is almost twice as high as that of the NDQIO, since the latter benefits from the hardware parallelism design. However, specifically for 4-node WMHNs it imposes a higher complexity than that of the BF method, since the NDQIO does not benefit from the complexity reduction offered by the QP for small search-spaces [5] , solely relying on the complexity reduction offered by the parallel oracle design. As soon as the complexity reduction of the QP becomes significant, which occurs for WMHNs associated with N nodes ≥ 6 nodes, the average complexity imposed by the NDQIO algorithm becomes several orders of magnitude lower than that of the NDQO algorithm and that of the BF method, as portrayed in Fig. 10(a) . We note that this complexity reduction becomes more significant as the number of nodes increases, since the complexity reduction offered by the quantum algorithms is improved as the search-space is increased [5] , [29] , [45] . As for the NDQIO algorithm's average power consumption, observe in Fig. 10(b) that it outperforms the BF method for WMHNs having N nodes = 8 or more, while in the special case, where we have N nodes = 7 the two algorithms impose a complexity on the same order. Compared to the NDQO algorithm, the NDQIO imposes about 2.5 times the respective complexity of the NDQO algorithm for WMHNs having four to seven nodes, while for more nodes the complexity imposed decays to about twice that of the NDQO algorithm.
Therefore, we conclude that both the NDQO and the NDQIO exhibit about the same order of power consumption, while at the same time the NDQIO algorithm offers a substantial execution time reduction of several orders of magnitude. This observation unveils a trade-off. Explicitly, based on Figs. 10(a, b) the NDQIO algorithm offers about ten times lower complexity at the expense of consuming twice the power compared to the NDQO, for WMHNs having eight or more nodes. Explicitly, this additional 100% power consumption overhead stems from the escalating number of OPF routes included in the BW-BBHT-QSA process of Step 4.12. Hence, every BW-BBHT-QSA iteration requires more power, due to the inclusion of more reference routes, albeit this is achieved without increasing the execution time required, owing to the parallel activation of the U g operators. However, we expect this 100% in power consumption overhead to gradually diminish as the ratio of the number of OPF routes over the total number of routes decreases due to the WMHN becoming more densely populated by nodes. This trend can be inferred from Figs. 10(a, b) , by observing that both the average execution time and the average power consumption exhibit a larger distance from their respective upper bounds, as the number of nodes in the WMHN increases.
Furthermore, we may observe in Fig. 10(b) that the average power consumptions of the NDQIO and NDQO algorithms become similar, as the number of nodes associated with the WMHN increases. Therefore, a critical question arises, whether the NDQIO algorithm would asymptotically approach the average power consumption of the NDQO algorithm or whether it would outperform it. For this reason, let us codunct a further case study, where we will determine both the normalized execution time and the power consumption of the algorithms in terms of the number N OPF of the optimal routes belonging to the OPF.
As far as the NDQO algorithm is concerned, its BBHT-QSA chains impose a complexity identical to that of the DHA, since the BBHT-QSA chain constitutes an extension of the DHA for multi-objective problems. Since precisely N OPF BBHT-QSA chain processes will take place, the resultant complexity imposed by this process is equal to:
For the serial parsing step, let us stipulate the further assumtion that the routes initiating a BBHT-QSA chain are distributed uniformly within the route-database and that -on average -the routes require a dominance comparison with half the routes of the hitherto generated OPF. Consequently, a BBHT-QSA chain is invoked for every N /N OPF routes and the resultant complexity becomes:
Hence, the overall complexity imposed by the NDQO algorithm is derived by adding up Eqs. (56) and (57) yielding:
Since the DHA and inherently the BBHT-QSA chain impose a complexity on the order of O( √ N ), the NDQO complexity will be on the order of O(N OPF N ), based on Eq. (58). As for the algorithm's normalized execution time and power consumption, they will be identical to the complexity imposed, since the NDQO algorithm does not involve hardware paralellism.
Let us now proceed by characterizing the average normalized time execution and power consumption imposed by the NDQIO algorithm. The NDQIO algorithm invokes the DHA K times, once per objective, plus (N OPF − K ) times a BBHT-QSA chain for the rest of the optimal routes, yielding a normalized execution time and a power consuption of:
respectively. We note that the terms L T NDQIO,chain and L P NDQIO,chain consider the execution time and the power consumption, respectively, which are imposed by both the BBHT-QSA chain and the initialization process. Additionally, the execution time and the power consumption imposed by these processes is on the order of O(N OPF √ N ). Subsequently, let us consider the worst-case scenario for the backward-oriented BBHT-QSA process, where two BBHT-QSA search processes are activated, yielding an unsuccessful output from the first, whilst the second succeeds in identifying a potentially optimal route. This process is activated (N OPF − K + 1) times, resulting in an execution time and a power consumption equal to:
respectively. Therefore, since the BBHT-QSA complexity is on the order of O( √ N ), the normalized execution time and the power consumption of the backward BBHT-QSA process is on the order of O(N OPF √ N ) and O(N 2 OPF √ N ), respectively. As for the SR process, the execution time and power consumption imposed have been derived in Eqs. (30) and (31), respectively. Hence, the overall execution time imposed by the NDQIO algorithm is derived in Eq. (54) , as shown at the top of this page, by adding together Eqs. (30) , (59) and (61) . Similarly, the overall power consumption is shown in Eq. (55) , as shown at the top of this page, as a result of the addition of Eqs. (31) , (60) and (62) .
Observe in Eqs. (54) and L BBHT = L max BBHT , as defined in Eqs. (41) as well as (22) and investigate the number of optimal routes for which the NDQIO algorithm succeds in outperforming the NDQO one, where we have:
for the normalized execution time and for the power consumption, respectively. The solution of Eq. (63) for the normalized time execution time is portrayed in Fig. 11 using a blue line. Observe that the boundary is constant and equal to unity, demonstrating that the condition of Eq. (63) is satisfied for every N OPF in the range of 1 ≤ N OPF ≤ N . Hence, the NDQIO algorithm outperforms the NDQO in terms of their normalized power consumtpion regardless of the number N of the WMHN nodes and of the number N OPF of Pareto-optimal routes, which is verified in Fig. 10(a) . On the other hand, the corresponding normalized power consumption boundary is shown in Fig. 11 by the red line. Hence, the latter is then compared to the average number E [N OPF ] of Pareto-optimal routes, which were exported from our WMHN routing problem for WMHNs having between five and twelve nodes, in order to ascertain whether they are lower than the respective bound. In fact, observe in Fig. 11 that the average number of optimal routes lies above that corresponding to the power consumption bound for WMHNs having up to 11 nodes. However, there is a crossover in Fig. 11 between the normalized power consumption and the average number of OPF routes for the 12 nodes, indicating that the NDQIO algorithm will eventually outperform the NDQO in terms of the normalized power consumption.
B. NDQIO COMPUTATIONAL ACCURACY PERFORMANCE
Having characterized the NDQIO algorithm in terms of its complexity imposed and its power consumption, let us now examine the algorithm's performance in terms of its Average Pareto Distance E[P d ] and the Average Pareto Completion
Ratio E [C] . Assuming that the optimal route indices form the set OPF, the aforementioned accuracy metrics are defined as [5] :
where the set OPF e contains the suboptimal routes contained in the OPF set, the set TOPF contains the truly optimal routes and P d (x) corresponds to the Pareto distance of the x-th route as defined in Eq. (5). The latter metric corresponds to the specific portion of the TOPF identified by the respective optimization method. Let us now describe the evaluation process used for the NDQIO algorithm. When using a similar approach to that involved for the NDQO algorithm, the iterative process does not necessarily impose the same number of CFEs, due to the stochastic nature of the BBHT-QSA [29] . Hence the evaluation process will be invoked each time a route is appended to the OPF. This event occurs right after the initialization process and after the completion of the iterative process, i.e. right after Steps 4.6 and 4.33, respectively. However, since the total number of CFEs required by both of the DHAs of the initialization process, the BBHT-QSAs of the iterative process are rather random processes, the evaluation process will be activated at different complexity values. We will assume that between these evaluation processes the metrics remain constant, which results in a sum of step functions for each simulation. We can then extract a continuous distribution for these metrics versus the number of CFEs by performing an averaging operation in each respective domain.
These metrics are shown in Fig. 12 for 7-node WMHNs. As far as the average Pareto distance E [P d ] is concerned, observe in Figs. 12(a, b) that the NDQO algorithm performs optimally for 502 CFEs in both complexity and power consumption terms. It also exhibits an almost constant average Pareto distance E[P d ], which is on the order of 10 −8 . By contrast, the NDQIO algorithm exhibits an initial average Pareto distance E[P d ], which is on the order of 10 − 4 and is then reduced as the number of the iterative NDQIO steps increases. To elaborate further, as the NDQIO algorithm invests in more CFEs, i.e. more iterative steps, the number of identified OPF routes increases and as the self-repair process is invoked at the end of each iterative step, the probability of identifying an optimal route that dominates a suboptimal one erroneously included in the OPF increases. Consequently, the average Pareto distance E [P d ] drops as the number of CFEs increases, as portrayed in Fig. 12(a, b) . Additionally, observe in Fig. 12(a) that the NDQIO algorithm outperforms the NDQO one after about 1672 CFEs in the execution time domain and then after a total of 2008 CFEs the E[P d ] becomes equal to zero, providing our algorithm with optimal performance in terms of this metric. The same holds for the power consumption, where the NDQIO algorithm outperforms the NDQO one Fig 12(b) .
Moving on to the NDQIO algorithm's performance appraised in terms of the average Pareto Completion Ratio E [C] , this is portrayed in Figs. 12(c, d) . As far as the execution time is concerned, observe in Fig. 12(c) the NDQIO algorithm's completion probability converges to unity after 2025 CFEs, as opposed the 6491 CFEs imposed by the NDQO algorithm, yielding a further complexity reduction of about 68.80%. By contrast, in the power consumption domain, the NDQIO algorithm achieves a completion probability of unity after 14651 CFEs, which imposes an additional power consumption of 125.71%, compared to the NDQO algorithm. Moreover, observe in Fig. 12(d) that the NDQIO requires fewer CFEs to produce the first OPF routes in terms of the minimum consumption than the NDQO algorithm. This is a benefit of using the DHAs in the initialization process, which are capable of identifying as many OPF routes as the number of the optimization objectives, hence imposing an overall complexity equal to a single BBHT-QSA chain in the NDQO, which is capable of identifying a single OPF route. However, as the number of OPF routes identified increases, the power consumption of the BBHT-QSA seeking new potential OPF routes increases. Explicitly, the NDQO algorithm becomes more efficient after about 1434 CFEs, as shown in Fig. 12(d) .
VII. CONCLUSIONS
We have proposed a novel hardware parallelization framework for quantum processes, which offers a further complexity reduction in addition to that provided by QP.
Based on this framework, we have developed a novel algorithm as an improvement of the existing NDQO algorithm. As a benefit of the hardware parallelization, we have distinguished the complexity imposed by the new algorithm in two distinct domains, namely in terms of the execution time and the power consumption. Furthermore, we have analytically derived the upper and lower bounds of it complexity in both domains, which is on the order of O( √ N ) in both domains for the best-case scenario and on the order of O(N √ N ) and O(N 2 √ N ) for the worst-case scenario in the execution time and power consumption, respectively. Explicitly, our new algorithm exhibits an optimal performance, despite its substantial execution time reduction compared to that of the NDQO algorithm, whilst imposing a similar power consumption.
