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résumé et mots clés
Nous présentons dans cet article une méthode originale de synthèse de filtres à bande passante variable à l’aide
des bancs de filtres qui permettent une faible complexité d’implémentation et un changement rapide de la bande
passante. Cette méthode, que nous appellerons Rcos, s’appuie sur une analyse approfondie de la méthode TFD
(Transformée de Fourier Discrète) et de la méthode OLS (Overlap Save). En introduisant une pondération lors de
la sélection des bandes de fréquence élémentaires composant le filtre souhaité, il est possible de réduire l’effet de
repliement dû au comportement variant dans le temps du filtre, et d’obtenir ainsi une méthode simple et rapide
de synthèse de filtre à bandes passantes variables qui possède de plus une complexité inférieure à l’OLS. La contri-
bution de cet article consiste donc en l’analyse, le développement et la comparaison des différentes méthodes. 
Filtres à bande passante variable, Traitement multicadence, Bancs de filtres, Filtres linéaires variant dans le temps.
abstract and key words
The paper introduces an innovative method for variable passband filters synthesis using filters banks. This tech-
nique allows a fast filter passband modification with a low complexity implementation. This method, called Rcos,
has been designed by deeply analysing the DFT (Discrete Fourier Transform) method, and the OLS (Overlap Save)
method. By introducing an appropriate weighting during the selection of the elementary frequency bands which
belong to the desired filter, it is possible to reduce the aliasing effect due to the time varying behavior of the fil-
ter, and to obtain a simple and efficient method which has a lower complexity than that of OLS. The paper’s contri-
bution is the analysis, the development and the comparison between the different methods.
Variable passband filters, Multirate processing, Filter Banks, Linear time-varying filter.
1. introduction
Avec le développement des systèmes de télécommunications,
que ce soit dans le domaine terrestre ou satellite, on voit croître
le besoin en méthodes rapides de filtrage. Le filtrage permet par
exemple d’isoler des sous canaux fréquentiels et de les commu-
ter. À la contrainte de faible complexité peuvent alors se rajou-
ter des contraintes supplémentaires, telle que la souplesse.
L’objectif de cet article est de présenter une méthode de synthè-
se de filtres à bande passante variable à moindre complexité de
calcul et simple d’utilisation afin de pouvoir changer facilement
la bande passante du filtre. Pour un gabarit de filtre défini, nous
allons analyser plusieurs méthodes de synthèse possibles en sou-
lignant les contraintes de complexité de calcul (exprimées en
Opérations Réelles Par Échantillon Complexe : orpec), mais
aussi la facilité à changer la (les) bande(s) passante(s) de ce
filtre. En effet, une application typique de ce type de système
concerne la commutation fréquentielle de sous canaux : il est
alors nécessaire de pouvoir modifier simplement et rapidement
les bandes passantes du filtre. Les bancs de filtres sont adaptés à
ce genre d’opérations car le parallélisme engendré par la décom-
position en sous-bandes élémentaires et la décimation de la fré-
quence d’échantillonnage entraînent une très faible complexité
de calcul. Toujours dans un objectif de faible complexité et de
simplicité, nous analyserons en particulier les méthodes basées
sur l’utilisation de la Transformée de Fourier Discrète (TFD) car
elles permettent de tirer profit d’algorithmes rapides de type FFT.
L’article est organisé comme suit. Dans la section 2, nous pré-
sentons quelques outils mathématiques pour l’analyse des bancs
de filtres. Ces outils nous servent notamment à introduire la
notion de distorsion de repliement et à fournir un moyen de cal-
culer cette distorsion. Dans la section 3, nous présentons le prin-
cipe des méthodes à base de TFD. Nous examinerons ensuite
trois méthodes (section 4). Ces méthodes se comportent, à une
exception près, comme des filtres linéaires variant périodique-
ment dans le temps. Les variations de la réponse impulsionnelle
introduisent de la distorsion de repliement (que nous exprimons
dans la section 2). Ces méthodes sont :
– L’OLS (Overlap Save) est une méthode bien connue ([OS89])
qui permet de faire le calcul exact et rapide d’une convolution
linéaire à l’aide d’une FFT ; 
– La méthode TFD/TFD−1 permet d’effectuer la synthèse du
filtre directement dans le domaine fréquentiel, mais a le défaut
d’introduire une importante distorsion de repliement ; 
– La méthode Rcos, que nous proposons, est une amélioration
de la méthode précédente qui permet de réduire la distorsion
de repliement. 
Nous proposons ensuite (section 5) une méthode qui permet,
pour chaque approche, de calculer la taille optimale de la FFT.
Enfin, nous présentons différents résultats expérimentaux dans
la section 6. La contribution originale de l’article consiste en :
– l’analyse des défauts des méthodes OLS et TFD/TFD−1 , ceci
conduisant au développement d’une méthode originale : Rcos. 
– la détermination de la taille optimale de la FFT. 
– la comparaison des trois méthodes. 
La figure 13 donne un exemple de cahier des charges. Une
bande élémentaire est définie comme une bande de fréquence de
largeur minimale (cette largeur minimale est donnée par les spé-
cifications, et est appelée « résolution »). Dans un contexte de
communications, une communication donnée circule dans la
bande de fréquence qui lui est allouée, et on utilisera également
le terme « canal » pour désigner une telle bande de fréquence.
Par rapport à un canal donné, on distingue les deux canaux voi-
sins (canaux adjacents) et les autres canaux. Les spécifications
seront notées comme suit (pour les largeurs de bande, l’unité est
la fréquence d’échantillonnage) :
Bu : largeur de la bande utile (minimale) ;
Bg : largeur de la bande de garde ;
OdB : ondulation crête à crête dans la bande (en dB) ;
R˜dB : réjection des canaux adjacents (en dB) ;
RdB : réjection des autres canaux (en dB). 
2. outils mathématiques 
2.1. les bancs de filtres
Un banc de filtres est par définition une série de filtres ayant soit
une entrée, soit une sortie en commun. On parle dans le premier
cas (resp. second) de banc de filtres d’analyse (resp. de syn-
thèse). Les méthodes précitées mettent en relation un banc de
filtres d’analyse et un banc de filtres de synthèse au travers
d’une matrice de commutation G (cf. figure 1). La définition de
G dépend de la méthode employée. Nous considérerons ici des
matrices G diagonales et nous noterons gk les éléments de la
diagonale.
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Figure 1. – Bancs de filtres analyse/synthèse.
On trouve dans la littérature de nombreux ouvrages et articles
traitant des bancs de filtres. Cependant, en général, la matrice G
est inexistante et le facteur de décimation L est égal au nombre
de branches M. Nous verrons plus loin que dans le cadre de
notre application, nous devrons prendre L < M pour limiter la
distorsion de repliement.
Reprenons donc, en les adaptant au cas où G est présente et où
L = M, les calculs de ([VAI93], p. 224). Rappelons tout
d’abord que si q(n) désigne la sortie d’un décimateur d’ordre L
en entrée duquel on présente un signal p(n), alors on a :
Q(z) =
1
L
L−1∑
k=0
P (z1/LwkL) (1) 
avec wL = e−j2π/L. De la même manière, si q(n) désigne la
sortie d’un élévateur d’ordre L en entrée duquel on présente un
signal p(n), alors on a :
Q(z) = P (zL) (2) 
D’après la figure 1, on peut écrire :
yi(n) = gi.xi(n)
Après décimation par un facteur L, on obtient :
Xk(z) =
1
L
L−1∑
l=0
Hk(z1/L.wlL).X(z
1/L.wlL)
En sommant les sorties des filtres de synthèse on a :
Y (z) =
M−1∑
k=0
Fk(z).gk.Xk(zL) (3) 
Ce qui peut s’écrire :
Y (z) = A0(z).X(z) +
L−1∑
l=1
Al(z).X(z.wlL) (4) 
avec :
Al(z) =
1
L
M−1∑
k=0
gk.Hk(z.wlL).Fk(z)
pour l ∈ {0, 1, .., L− 1}
(5)
A0(z) est la fonction de transfert résultante du banc de filtres et
les Al(z) (pour l  1) sont appelées les composantes de replie-
ment. Si l’on souhaite que le banc de filtres fonctionne
comme un filtre classique LIT (Linéaire Invariant dans le
Temps), défini par sa fonction de transfert gab(z), on cher-
chera à ce que :
– A0(z) soit le plus proche possible de gab(z)
– les Al(z) pour l ∈ {1, .., L− 1} soient les plus proches pos-
sibles de 0.
2.2. représentation Polyphase
Nous allons voir dans cette partie comment, à partir d’une struc-
ture telle que celle de la figure 1, nous pouvons obtenir une
structure à faible complexité de calcul. 
2.2.1. décomposition de type I et de type II
L’idée est de décomposer un filtre H(z) 
∑
h(n).z−n de la
manière suivante ([VAI93] p. 120) :
H(z) =
L−1∑
l=0
z−l.El(zL) (Type 1 Polyphase)
Avec El(z) =
+∞∑
n=−∞
h(nL+ l).z−n, 0  l  L− 1
(6)
Cette décomposition est appelée polyphase de type 1 d’ordre L.
On peut aussi écrire H(z) sous la forme :
H(z)=
L−1∑
l=0
z−(L−1−l).Rl(zL) (Type 2 Polyphase)
Ou` Rl(z)=EL−1−l(z)
(7)
Cette décomposition est appelée polyphase de type 2 d’ordre L. 
2.2.2. représentations matricielles
La notion de représentation polyphase [VAI93] permet d’élabo-
rer des équivalences qui nous seront utiles par la suite. Ces équi-
valences sont représentées sur la figure 2.
Sur cette figure, on trouve, en haut, trois schémas équivalents
pour la partie « analyse » et, en bas, trois schémas équivalents
pour la partie « synthèse ». Les liens entre les filtres élémen-
taires et les éléments des matrices E et R sont donnés par les
équations matricielles suivantes :
H(z)=

 H0(z)...
HM−1(z)


=

 E0,0(z
L) · · · E0,L−1(zL)
...
...
EM−1,0(zL) · · · EM−1,L−1(zL)

 .

 1...
z−(L−1)


H(z)=E(zL).

 1...
z−(L−1)


(8) 
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Par définition, E(z) est la matrice polyphase de type 1 du banc
de filtres d’analyse H(z). Notons que la matrice polyphase
E(z) caractérise totalement le banc de filtres d’analyse H(z).
De la même manière pour les filtres de synthèse, on a :
F(z) = [F0(z) · · · FM−1(z) ]
=
[
z−(L−1) · · · 1
]
.

 R0,0(z
L) · · · R0,M−1(zL)
...
...
RL−1,0(zL) · · · RL−1,M−1(zL)


F(z) =
[
z−(L−1) · · · 1
]
.R(zL)
(9)
Par définition, R(z) est la matrice polyphase de type 2 du banc
de filtres de synthèse F(z). Notons que la matrice polyphase
R(z) caractérise totalement le banc de filtres de synthèse F(z) . 
Pour chacun des deux cas de figure, la première équivalence est
obtenue en appliquant la représentation polyphase et la seconde
équivalence est obtenue en appliquant les identités nobles
([VAI93], p. 119). Etant placée derrière les décimateurs (resp.
devant les élévateurs), la matrice E(z) (resp. R(z)) travaille à
une cadence L fois moins élevée dans la troisième représenta-
tion. La complexité du système d’analyse et de synthèse est
donc L fois moindre. Ceci est une des justifications de l’intérêt
des bancs de filtres pour des systèmes à moindre complexité de
calcul. 
2.3. distorsion de repliement
Nous avons pour l’instant étudié les bancs de filtres en utilisant
la transformée en Z. Les gabarits de filtres étant définis en fré-
quentiel, il nous reste donc à convertir les termes de repliement.
Ceci se réalise simplement en posant z = ejω dans l’équation 5.
On peut alors noter les termes obtenus Al(ω).
Pour un ω fixé, on définit : A(ω) = [A0(ω), A1(ω), ...,
AL−1(ω)] et Gab(ω) = [gab(ω), 0, ..., 0] le gabarit général
avec gab(ω) le gabarit du filtre linéaire invariant dans le temps
(LIT). Ce terme gab(ω) représente la fonction idéale que l’on
cherche à approcher et les zéros qui suivent indiquent qu’idéale-
ment, l’objectif en ce qui concerne les termes de repliement est
zéro. On peut définir un critère d’erreur par le calcul de la norme
de Frobenius1 de la différence :
D(ω) = ‖A(ω) −Gab(ω)‖f
D(ω) =
√√√√|A0(ω) − gab(ω)|2 + L−1∑
l=1
|Al(ω)|2
(10)
Les termes |A0(ω) − gab(ω)|2 et 
L−1∑
l=1
|Al(ω)|2 sont de natures
différents. En effet, le premier terme traduit l’erreur sur la
réponse fréquentielle invariante dans le temps, alors que le se-
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Figure 2. – Représentations polyphases.
1. Rappel : ‖A‖f =
√
Trace (A∗T .A)
cond terme représente les distorsions dues à la non-stationarité
du signal (elle-même due au traitement par blocs). Ce dernier
type de distorsion introduit des fréquences qui n’existent pas
dans le signal d’entrée.
On peut faire l’amalgame entre ces deux types de distorsions, et
considérer la distorsion globale, comme ci-dessus, ou bien,
imposer une borne maximale au second type de distortion (par
exemple, – 40 dB hors bande de garde dans certains résultats
expérimentaux que nous présenterons plus loin) et étudier
ensuite le terme |A0(ω) − gab(ω)|2 .
Si on veut uniquement étudier l’influence des termes non LIT
(Al(ω) pour l = 0), on considère que A0(ω) = gab(ω) et on a :
Dr(ω) =
√√√√L−1∑
l=1
|Al(ω)|2 (11) 
On retrouve ainsi le terme utilisé dans ([VAI93], p.367) nommé
« distorsion de repliement » (« Aliasing Distorsion »), terme sur
lequel on peut définir une tolérance. L’étude complète du banc
de filtres doit donc prendre en compte les spécifications de fil-
trage classiques, la complexité, mais aussi cette distorsion de
repliement qui peut être considérée comme un bruit supplémen-
taire dans le système (bruit dépendant du signal d’entrée). Nous
verrons dans quelle mesure ce terme peut nous renseigner sur la
pertinence de notre filtrage par rapport à un filtrage LIT clas-
sique.
En règle générale, le niveau acceptable pour la distorsion de
repliement est indirectement déterminé par le fait que le terme
D(ω) de l’équation 10 ne doit pas dépasser un niveau donné
dans les spécifications, soit directement, soit indirectement en
considérant que la distorsion de repliement (au carré) vient
s’ajouter à la distorsion sur le terme LIT. Dans ce dernier cas, la
somme de ces deux distorsions doit respecter les spécifications. 
3. principe des méthodes 
à base de transformée 
de Fourier rapide 
3.1. schéma général
Les trois méthodes que nous étudions dans cet article sont
basées sur l’utilisation de la transformée de Fourier rapide
(FFT). La figure 3 illustre le principe général de ces méthodes.
Le signal d’entrée est découpé en blocs de longueur M. D’un
bloc au suivant on se décale de L échantillons ( L M). Il peut
donc y avoir du recouvrement entre les blocs d’entrée. Pour un
bloc donné, on calcule sa Transformée de Fourier Discrète sur
M points (ceci peut être réalisé de manière rapide en utilisant la
FFT). Mathématiquement, la TFD est représentée par une
matrice W de taille M ×M. L’élément à la ligne k et la colonne
l dans cette matrice est wklM avec wM = e−j2π/M . Les M
valeurs obtenues sont pondérées : ceci est représenté par une
multiplication par une matrice diagonale G. Ensuite, une TFD
inverse est appliquée (matrice 1
M
W ∗ ). Parmi les M valeurs
obtenues, seules L valeurs seront retenues (sélection). On
retrouve donc en sortie un signal de même fréquence d’échan-
tillonnage que le signal d’entrée. Mathématiquement, la sélec-
tion peut être représentée par une matrice diagonale S , à valeurs
binaires.
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z-1
z-1
z-1
L
L
L
L
L
L
z-1
z-1
x(n)
y(n)
W G W*/M
S
Figure 3. – Principe des méthodes à base de FFT.
Tout le problème consiste à choisir au mieux les coefficients de
pondération, afin d’atteindre une complexité de calcul aussi
faible que possible, sous la contrainte du respect du gabarit de
filtrage spécifié. Nous avons vu, de plus, qu’un autre critère doit
être pris en compte : la simplicité des coefficients de pondé
ration. Si ces coefficients sont tous binaires, il s’agit alors de
commutateurs et nous avons une simple sélection. Dans le cas
contraire, nous avons une pondération qui nécessite des multi-
plicateurs. Cette opération est plus ou moins aisée selon le
nombre et la variation de ces coefficients pour changer de bande
passante.
Le schéma de la figure 3 peut être rapproché des schémas de la
figure 2, en prenant E(z) = W et R(z) = 1
M
SW ∗. Les équiva-
lences de la figure 2 permettent de déplacer les décimateurs et
élévateurs : on obtient alors le schéma de la figure 4. Selon les
identité nobles, les composantes des matrices polyphases sont :[
E(zL)
]
k,l
= wklM et 
[
R(zL)
]
l,k
=
1
M
slw
−kl
M , où les sl dési-
gnent les éléments diagonaux de la matrice de sélection. 
En utilisant les identités de la figure 2 ainsi que les équations 8
et 9, on se ramène finalement au schéma de la figure 1, avec les
filtres suivants :
Hk(z) =
M−1∑
l=0
z−lEkl(zL) =
M−1∑
l=0
z−lwkl (12) 
et 
Fk(z) =
∑M−1
l=0 z
−(M−1−l)Rlk(zL)
=
1
M
∑M−1
l=0 z
−(M−1−l)slw−klM
=
1
M
∑M−1
l=0 z
−lsM−1−lw
−k(M−1−l)
M
= wkM
∑M−1
l=0 z
−lsM−1−lwklM
(13) 
Ce qui nous donne :
H0(z) = 1 + z−1 + ...+ z−(M−1) =
1 − z−M
1 − z
Hk(z) = H0(z.w−k)
et 
{
F0(z) = sM−1 + sM−2.z−1 + ...+ s0.z−(M−1)
Fk(z) = wk.F0(z.w−k)
[s0, . . . , sM−1] représente la diagonale de la matrice de
sélection.
L’intérêt des formules ci-dessus est de nous fournir un moyen de
calculer les termes de repliement. Il suffit pour cela d’utiliser les
équations 5, 10 et 11, en remplaçant les filtres par les valeurs ci-
dessus. 
3.2. complexité de calcul
Dans ce paragraphe, nous allons calculer la complexité de cal-
cul d’une implémentation à partir de bancs de filtres à base de
transformée de Fourier rapide, c’est-à-dire le coût de calcul lors
du filtrage. Ce critère de comparaison doit être différencié du
critère de simplicité d’implémentation et d’utilisation pour des
changements rapides de bande(s) passante(s). Cette dernière
notion sera abordée lors de la présentation des méthodes.
On peut évaluer la complexité du système (pour une entrée
complexe), grâce à l’évaluation de la complexité de la FFT sui-
vante ([MAL92], p.60) :
S y n t h è s e  e t  i m p l é m e n t a t i o n  d e  f i l t r e s  à  b a n d e  p a s s a n t e  v a r i a b l e
Traitement du Signal 2002 – Volume 19 – n°3222
z-1
z-1
z-1
L
L
L
L
L
L
z-1
z-1
x(n)
y(n)
W G W*/M
S
Figure 4. – Représentation polyphase des méthodes à base de FFT..
Add. réelles / bloc Mult. réelles / bloc
FFT/FFT−1 6M(log2(M)− 1) + 8 2M(log2(M)− 3) + 8
Pondération 0 β (0  β  2M)
Figure 5. – Quelques valeurs de la complexité (en orpec).
Cette complexité de la FFT est donnée pour l’algorithme
« Split-Radix FFT » qui est la méthode actuelle la moins com-
plexe pour des tailles de FFT en puissance de 2.
Les méthodes étudiées se distinguent par la pondération (matri-
ce G). La complexité de la pondération dépendra du type de
méthode utilisée (lorsque les coefficients de pondérations sont
binaires, cette complexité est nulle, alors que lorsqu’ils sont
quelconques, elle vaut 2M). Avec des accumulateurs mult-add,
on garde la complexité maximale entre une addition et une mul-
tiplication pour un type d’opération. On obtient l’expression
suivante pour la complexité, exprimée en opérations réelles par
échantillon complexe (orpec) :
C =
6M.log2(M) − bM + 8
L
(orpec) (14)
où b = 6 − β est compris entre 4 (pondération quelconque) et 6
(pondération binaire). On peut donc remarquer que, pour une
longueur de FFT donnée, la formule ci-dessus donne une com-
plexité quasiment indépendante de la méthode (ormis une faible
influence du facteur b). Cependant, selon la méthode utilisée, la
taille de FFT requise pour atteindre les spécifications pourra
fortement varier, et donc entraîner des variations non négli-
geables de la complexité. Nous reviendrons sur ce point impor-
tant après avoir présenté les méthodes.
La figure 5 donne quelques valeurs de la complexité pour diffé-
rentes valeurs de M et différents taux de recouvrement
(M − L)/M (pour b = 6). Cela permet d’avoir une idée des
valeurs de la complexité pour des couples (M,L) typiques.
4. description 
des trois méthodes 
4.1. principe de la démarche
L’un des problèmes qui nous restent à résoudre est de calculer
au mieux les gains gk afin de minimiser la complexité sous la
contrainte du respect des spécifications de filtrage. En vertu des
applications visées, on doit aussi prendre en compte la simpli-
cité des coefficients gk (des valeurs binaires étant idéales). En
effet, une application typique de ce type de système concerne la
commutation fréquentielle de sous canaux : le fait d’avoir des
coefficients gk non binaires complique beaucoup le système
dans ce contexte, notamment lorsque plusieurs sous canaux doi-
vent être sélectionnés simultanément.
La démarche suivie consiste à partir d’une méthode bien
connue, l’Overlap Save (OLS), qui a l’avantage de supprimer les
termes de repliement mais, on le verra, au prix d’une complexité
plus importante, et de valeurs non-binaires des gk . Nous présen-
tons ensuite une méthode moins connue, mais assez immédiate,
que nous nommerons TFD/TFD−1 . Dans cette méthode, les
coefficients gk sont binaires, mais le repliement est important.
L’analyse des faiblesses de ces deux méthodes nous amènera à
proposer une autre approche, que nous nommerons Rcos, dans
laquelle les coefficients gk sont binaires « presque partout », et
qui présente l’avantage de limiter le repliement à de faibles
valeurs. 
4.2. l’Overlap Save (OLS)
4.2.1. descriptif
La méthode OLS permet de déterminer des coefficients de pon-
dération gk qui assurent l’absence de distorsion de repliement.
Ces coefficients sont en effet calculés en réalisant la TFD de la
réponse impulsionnelle d’un filtre d’ordre limité. Cette tech-
nique a été développée pour faire le calcul rapide d’une convo-
lution linéaire ([OS89], p. 558). Le principe est simplement de
faire une multiplication dans le domaine fréquentiel au lieu
d’une convolution dans le domaine temporel [LM96].
La convolution obtenue par cette méthode est une convolution
circulaire. La sortie obtenue n’est donc pas exactement égale à
la sortie souhaitée. Il n’y a qu’une partie des termes qui est cor-
recte. Pour y remédier, du recouvrement est introduit à l’entrée.
Pour cela on sélectionne un bloc de longueur M tous les L
échantillons (M > L). On calcule ainsi les termes qui n’étaient
pas bons lors du calcul précédent. Le principe est ensuite de
comparer la convolution circulaire à la convolution linéaire.
L’égalité de ces deux convolutions est assurée dès que :
M︸︷︷︸
Taille de la FFT
 L︸︷︷︸
de´cimation
+ H︸︷︷︸
Ordre du ﬁltre
−1 (15) 
Si l’on assure la condition (15), on a alors yc(n) = yl(n), où yc
(resp. yl) représente le résultat de la convolution circulaire (resp.
linéaire). On sait de façon classique que pour une convolution
linéaire Yl(z) = H(z).X(z), d’où Yc(z) = H(z).X(z). En
identifiant avec l’équation (4), on observe que dans ce cas tous
les Al(z) sont nuls pour l = 0. On se retrouve dans le cas d’un
système LIT : identifier la convolution circulaire à la convolu-
tion linéaire revient à annuler les composantes de repliement.
Détaillons à présent la condition sur l’ordre du filtre. On sélec-
tionne en entrée un bloc de M échantillons x(n). La longueur
du filtre h(n) étant notée H, on sait que la longueur de yl(n),
sortie de la convolution linéaire, est M +H − 1 (cf. figure 6
a,b,c). Mais la convolution obtenue par cette méthode est une
convolution circulaire. Or faire une M-convolution circulaire
équivaut à prendre une période de longueur M de la convolution
linéaire périodisée par M. (cf. figure 6 d). En examinant les
termes de 0 à (M − 1), on observe alors du repliement tempo-
rel sur les H − 1 premiers termes de la convolution circulaire.
En revanche, les L derniers termes sont égaux à ceux de la
convolution linéaire. L’idée de l’OLS est donc d’introduire du
recouvrement à l’entrée, c’est à dire que nous allons prendre un
bloc de longueur M tous les L échantillons, où L vérifie la
condition d’OLS (15). Il suffit ensuite d’éliminer les H − 1 pre-
miers termes et de garder les L derniers termes pour reconstituer
le signal de sortie. 
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Figure 6. – Analyse temporelle de l’OLS.
4.2.2. méthodologie
Pour mettre en œuvre cette méthode, nous devons tout d’abord
établir la réponse impulsionnelle du filtre à partir du gabarit fré-
quentiel désiré (ondulation, réjection,...), représenté sur la
figure 7. On peut par exemple utiliser la méthode de Parks-
MacClellan [PMC73] pour synthétiser un filtre à ondulation
constante (« equiripple »). Ces filtres sont optimaux en terme de
longueur de filtre RIF (Réponse Impulsionnelle Finie), étant
donné un gabarit. Or, dans le cadre de l’OLS, diminuer la lon-
gueur du filtre diminue la complexité. On calcule ensuite les M
coefficients TFD de ce filtre que l’on introduit dans la pondéra-
tion en sortie de la FFT (nous verrons, dans la section suivante,
comment calculer M). La formule de Bellanger ([VAI93], p. 57)
nous permet d’évaluer l’ordre H d’un filtre RIF à ondulation
constante connaissant OdB, RdB et Bg qui représentent respec-
tivement l’ondulation dans la bande passante, la réjection des
autres canaux, et la largeur de la bande de garde.  
H =
2log10(
1
10.δ1.δ2
)
3.Bg
(16) 
avec 
δ1 = 10OdB/40 − 1 (17) 
et :
δ2 = 10−RdB/20 (18) 
L’avantage de cette méthode est qu’elle permet de maîtriser les
caractéristiques telles que l’ondulation, la réjection et la bande
de garde. Par contre, si l’on souhaite changer la bande passante,
il faut recalculer tous les coefficients gk , ce qui est un inconvé-
nient important pour le type d’application que nous visons. 
4.3 méthode TFD/TFD−1
4.3.1. descriptif
Cette méthode est la plus simple d’utilisation, mais elle contient
des composantes de repliement non nulles. Le filtrage ainsi réa-
lisé n’est pas un filtrage LIT. De plus, elle nécessite une taille de
FFT grande pour obtenir des résultats satisfaisants. En revanche,
la simplicité de cette méthode en fait un système efficace. En
effet, la synthèse du filtre se fait directement dans le domaine
fréquentiel.
La différence avec le schéma précédent est qu’ici la diagonale
de la matrice G ne contient que des 0 et des 1, c’est-à-dire que
l’on bascule des interrupteurs. Ceci correspond à la sélection de
bandes de fréquence élémentaires. À la sortie de la FFT−1 , nous
avons une matrice de sélection qui permet d’éliminer ou de gar-
der les termes en sortie.
Pour cette méthode, nous construisons la réponse fréquentielle
du filtre en fonction de la bande de fréquence désirée. Nous
ajoutons en plus quelques bandes de fréquence élémentaires
choisies dans la bande de garde pour obtenir nos spécifications.
Cette méthode est la synthèse dite par « frequency sampling ».
Comme nous sélectionnons un nombre limité d’échantillons à 1
parmi les M échantillons possibles, la réponse impulsionnelle
de ce filtre est de longueur M (ce qui est fini en fréquentiel est
infini en temporel).
Si l’on calcule la FFT inverse de la réponse fréquentielle désirée
(une porte), on obtient une réponse temporelle qui a l’allure don-
née sur la figure 8. 
Si l’on reprend l’analyse faite pour l’OLS avec un filtre de lon-
gueur M et un mot en entrée de longueur M, on a une convolu-
tion linéaire yl(n) de longueur 2.M − 1 (figure 9).
Une interprétation possible de la M-convolution circulaire est de
périodiser par M la réponse impulsionnelle du filtre, de faire une
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Figure 7. – Paramètres de la formule de Bellanger. Figure 8. – Réponse impulsionnelle centrée.
convolution linéaire classique et enfin d’extraire une période M
de cette convolution linéaire (figure 9). Après périodisation pour
obtenir la convolution circulaire, on observe que tous les termes
(sauf un), sont mauvais. Si nous voulions retrouver la convolu-
tion linéaire, nous serions amenés à faire une décimation par un,
c’est à dire à ne pas faire de décimation. La complexité de cal-
cul serait maximale. Nous pouvons retrouver ce résultat en
reprenant la condition d’OLS (15) avec H = M . On a alors tout
de suite L = 1 . Nous allons en fait tolérer un écart entre les
convolutions, tout en sachant que cet écart introduit des compo-
santes de repliement non nulles. Il est clair que les termes qui
contiennent le moins de repliement sont les termes centraux.
Nous allons donc choisir la matrice de sélection de manière à
conserver les L termes centraux.
valeur « raisonnable », par exemple en prenant deux ou quatre
fois la valeur de M qui serait trouvée pour l’OLS avec le même
gabarit (en effet, on verra plus loin que la méthode TFD/TFD−1
nécessite des tailles de FFT plus importantes que l’OLS).
Dans l’étape 2, on sait que l’on doit affecter la valeur 1 à la
bande passante et la valeur 0 à la bande de réjection. Reste la
bande de garde : les coefficients binaires affectés à la bande de
garde ont une forte influence sur le résultat. Plus il y a de 1,
meilleure est l’ondulation crête à crête mais plus le niveau dans
la bande de réjection est important. Pour avoir un niveau accep-
table tant en qui ce concerne la bande de réjection que la bande
passante, il faut envisager un nombre égal de 1 et de 0 dans la
bande de garde.
Les coefficients gk étant ainsi fixés, nous devons rechercher la
plus grande valeur de L qui permet d’atteindre le gabarit impo-
sé (étape 3). Nous devons tout d’abord obtenir le terme A0(z)
suivant le gabarit désiré, en laissant une marge suffisante, car les
termes de repliement vont venir dégrader le résultat. Nous
devons vérifier l’ondulation crête à crête et la suffisance de la
réjection. Une fois le gabarit obtenu, nous devons essayer d’ob-
tenir une distorsion de repliement Dr (equation 11) suffisam-
ment faible pour ne pas détériorer le terme LIT au delà de la
marge adoptée. En effet, l’équation 10 montre que la distorsion
de repliement (au carré) s’ajoute à la distorsion sur le terme LIT.
La somme de ces deux distorsions ne doit pas nous faire sortir
du gabarit donné par les spécifications.
La valeur de L étant déterminée, et la valeur de M étant celle qui
a été choisie dans l’étape (1), la méthode proposée dans la sec-
tion 5 permet d’en déduire la couple (M,L) optimal. Cette
méthode utilisant cependant quelques approximations, un der-
nier ajustement de la valeur de L peut être utile. 
4.3.3. intérêt supplémentaire de la méthode 
TFD/TFD−1 dans un contexte
de commutation fréquentielle
Dans de nombreuses applications de télécommunications,
chaque utilisateur se voit allouer (de manière statique ou dyna-
mique) une bande de fréquence, souvent appelée « canal ». Au
sein d’un relais, qui peut être par exemple un satellite, on a sou-
vent à réaliser de la commutation, c’est-à-dire rediriger chaque
canal entrant sur le bon canal sortant afin de connecter les utili-
sateurs qui souhaitent communiquer. Par exemple, pour per-
mettre à l’utilisateur qui écoute sur le canal numéro 1 et recevoir
les données transmises par l’utilisateur qui transmet sur le canal
numéro 3, il faut que le satellite transpose le signal présent dans
la bande de fréquence numéro 3 vers la bande de fréquence
numéro 1.
Lorsque l’on vise des applications de commutation fréquentiel-
le de sous-canaux, le fait d’avoir des coefficients de pondération
simples et pas ou peu étendus au delà de la (des) bande(s) pas-
sante(s) du filtre présente un avantage supplémentaire impor-
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Figure 9. – Analyse temporelle de la méthode TFD/TFD−1 .
4.3.2.méthodologie
La procédure suivie est la suivante :
1. Choix d’une valeur de M (puissance de 2) 
2. Détermination des coefficients binaires gk
3. Détermination de la plus grande valeur de L qui permet d’at-
teindre le gabarit imposé 
4. Détermination des valeurs optimales de M et L, en utilisant
les résultats de la section 5.
Le choix réalisé dans l’étape (1) est arbitraire, car il sera corrigé
dans l’étape (4). On choisira cependant, de préférence, une
tant, illustré par la figure 10. Sur cette figure est représenté le
contenu de la matrice G pour les méthodes TFD/TFD−1 et OLS,
sans commutation (à gauche) et avec commutation (à droite).
Nous pouvons voir ainsi la simplicité de la commutation dans le
cas de la méthode TFD/TFD−1 . 
On a ici M = 16 et trois canaux fréquentiels (ces valeurs sont
faibles par rapport aux valeurs que l’on aurait en pratique, mais
ont l’avantage de simplifier l’illustration). Sur les images de
droite, on commute les deux premiers canaux (le canal 1 en
entrée est dirigé vers le canal 2 en sortie, et inversement). Avec
la méthode TFD/TFD−1 , les coefficients de la matrice G qui
servent à isoler tel ou tel sous-canal sont binaires et confinés à
la bande passante du canal considéré. Le nombre total de coef-
ficients non nuls dans la matrice G reste donc le même, qu’il y
ait commutation ou pas. Avec la méthode OLS ce n’est pas le
cas, car, pour assurer l’absence de repliement, le filtrage de
chaque sous canal nécessite M coefficients non nuls. Le nombre
total de coefficients non nuls en cas de commutation est donc
3M dans notre exemple, ce qui augmente encore la complexité.
Dans un cas général, le nombre de coefficients non nuls serait M
multiplié par le nombre de sous-canaux, ce qui peut conduire à
une augmentation considérable de la complexité. 
4.4. méthode en Cosinus surélevé (Rcos)
L’analyse sous l’aspect temporel (comme pour l’OLS) de la
méthode TFD/TFD−1 avec du recouvrement, nous a permis de
concevoir une amélioration. 
4.4.1. descriptif
Le principe est de pondérer les points FFT de la bande de garde
par des coefficients calculés selon un cosinus surélevé. Cette
pondération semble adaptée à notre utilisation : les expérimen-
tations décrites plus loin montrent que d’autres pondérations
classiques sont légèrement moins performantes que le cosinus
surélevé.
Cette méthode est en quelque sorte un compromis entre la
méthode radicale TFD/TFD−1 , où l’on utilise uniquement des 0
et des 1, et la méthode de l’OLS, où l’on doit pondérer tous les
points FFT pour dessiner la réponse temporelle souhaitée.
L’avantage est qu’ici la pondération est unique et ne concerne
que la bande de garde. On peut imaginer un système qui récu-
père et calcule la bande de garde une fois connue la(les)
bande(s) passante(s). Il faut noter qu’il est préférable de ne pas
utiliser le dernier point de la bande de garde pour s’assurer une
réjection suffisante. Pour cette méthode, nous retrouvons les
mêmes variables que pour la méthode TFD/TFD−1 .
D’autre part, du fait du confinement des coefficients non nuls à
la bande passante et à son voisinage immédiat, la méthode pro-
posée présente en cas de commutation fréquentielle le même
avantage supplémentaire que la méthode TFD/TFD−1 sur la
méthode OLS (cf. section 4.3.3). 
4.4.2. analyse
Si l’on regarde d’un peu plus près la construction des termes de
repliement dans l’analyse de la méthode TFD/TFD−1 , on voit
que ceux-ci sont construits à partir des termes extrêmes de la
réponse impulsionnelle. L’idée est de diminuer leurs valeurs afin
de diminuer la contribution des termes de repliement. On sait
que ces termes sont importants à cause de la rapide transition de
la réponse fréquentielle. L’idée est alors d’utiliser la bande de
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Figure 10. – Matrice G pour les méthodes TFD et OLS (3 canaux fréquen-
tiels). À gauche : sans commutation. À droite : avec commutation.
Figure 11. – Pondération typique avec la méthode Rcos.
garde pour diminuer ces termes en donnant une transition moins
brutale. Une bande de garde en cosinus surélevé ([PRO95],
p. 546) semble adaptée à cette opération. Nous obtenons une
réponse fréquentielle du type indiqué sur la figure 11.
Le critère important pour le choix de la pondération de la bande
de garde est la décroissance de la réponse temporelle associée.
Il existe d’autres pondérations possibles (Blackman,
Hamming,...), mais nous assurons déjà une décroissance en
o
(
1/x3
)
, qui est optimale pour ce genre de masque. 
4.4.3. méthodologie
La procédure suivie est la même que pour la méthode
TFD/TFD−1 . Les seules différences sont les suivantes :
1. Dans l’étape (1), on peut choisir une valeur de M plus faible
(on verra, en effet, que cette méthode nécessite des tailles de
FFT moins importantes que la méthode TFD/TFD−1). On
peut choisir la valeur trouvée pour l’OLS. 
2. Dans l’étape (2), on calcule les coefficients de pondération gk
selon la méthode que nous venons d’indiquer. 
5. estimation de la taille 
de la TFD 
5.1. principe de la méthode
Dans cette section, nous proposons une méthode permettant
d’estimer la taille optimale de la TFD en fonction des spécifica-
tions, ceci pour les différentes approches présentées (Overlap-
Save, TFD et Rcos). Il s’agit d’un problème d’optimisation sous
contrainte : le critère à optimiser est la complexité, sous la
contrainte du respect du gabarit du filtre. En posant H = M
−L+ 1, la complexité s’écrit :
C =
6M.log2(M) − bM + 8
M −H + 1 (Orpec) (19) 
où b = 4 pour l’OLS et b = 6 pour la méthode TFD/TFD−1 .
Pour la méthode Rcos, on a b = 6 − 2Bg , mais nous prendrons
b = 6, car Bg est relativement faible en pratique. Deux cas vont
se présenter :
– Pour l’overlap-save, la contrainte (respect du gabarit) se tra-
duit par une valeur numérique de H. Il suffit ensuite de déter-
miner la valeur optimale de M pour cette valeur de H. 
– Pour les méthodes TFD/TFD−1 et Rcos, la situation est plus
complexe : la contrainte se traduit par une équation non-linéai-
re entre M et H. Il faut ensuite optimiser la complexité, sous
la contrainte du respect de cette équation non-linéaire. La
résolution directe de ce problème d’optimisation sous
contrainte est difficile, mais la méthode que nous proposons
ci-dessous fournit une bonne estimation de la solution. 
La méthode se décompose en deux grandes étapes :
1. À partir des spécifications, on estime la valeur minimale de H
permettant d’atteindre les spécifications (pour l’OLS), ou
bien une équation non-linéaire entre M et H (pour les
méthodes TFD/TFD−1 et Rcos). 
2. À partir de H, ou de l’équation reliant M et H, on calcule la
valeur de M (taille de la TFD) qui minimise la complexité.  
5.2. estimation de M pour l’Overlap-Save 
5.2.1. détermination de H
En ce qui concerne l’overlap-save, H correspond au nombre de
coefficients du filtre dans le domaine temporel. Une bonne esti-
mation de ce nombre est donnée par la formule de Bellanger
(équation 16). 
5.2.2.détermination de la valeur optimale de M
Lorsque H a été estimé, il nous reste à calculer la taille optimale
de la TFD, c’est-à-dire la valeur de M qui minimise la com-
plexité. La complexité est donnée par l’équation 19, avec b = 4.
Lorsque H est donné, la dérivée de la complexité par rapport à
M s’écrit :
∂C
∂M
=
6
ln2
(−lnM + (2/3)ln2 − 1)H +M + lnM + 1 − 2 ln2
(M −H + 1)2
(20) 
Pour obtenir la valeur optimale de M en fonction de H, il suffit
d’annuler cette dérivée. L’expression obtenue fait intervenir la
fonction W de Lambert [COR96], d’indice −1, que nous notons
W−1 :
M = (1 −H)W−1
{
exp (u(H))
1 −H
}
(21) 
avec :
u(H) =
(1 − (2/3)ln2)H + 2 ln2 − 1
1 −H (22) 
La figure 12 donne la valeur optimale de M en fonction de H,
pour b = 6
Cependant, il ne faut pas oublier que M doit être une puissance
de 2 (pour l’efficacité de la FFT, et la validité de la formule don-
S y n t h è s e  e t  i m p l é m e n t a t i o n  d e  f i l t r e s  à  b a n d e  p a s s a n t e  v a r i a b l e
Traitement du Signal 2002 – Volume 19 – n°3 227
nant la complexité) : on peut évaluer la complexité obtenue avec
les deux puissances de 2 qui encadrent la valeur trouvée pour
M, et retenir la meilleure. On a alors une taille de TFD qui opti-
mise la complexité suivant l’ordre du filtre :
spécifications sont respectées. 
3. En déduire H0 = M0 − L0 + 1
4. Calculer c = L0 (H0)a
5.3.2. détermination de la valeur optimale de M
Pour déterminer la valeur optimale de M, la procédure proposée
consiste à tester les différentes valeurs de M correspondant à des
puissances de 2. Pour chaque valeur de M, on procède ainsi :
1. Déterminer la valeur de H en utilisant l’équation 23 
2. Calculer la complexité en utilisant l’équation 19, avec b = 6
On retient finalement la valeur de M qui donne la plus faible
complexité.
L’étape (1) peut donc être réalisée très simplement en testant les
valeurs entières de H comprises dans [1,H1], où
H1 =
a
a+ 1
(M + 1). En effet, notons p(H) le polynôme à
gauche de l’égalité dans l’équation 23. On a :
p′(H) = [(a+ 1)H − a(M + 1)]Ha−1 (24) 
Il apparaît que p(H) est décroissant entre 1 et H1 et croissant
entre H1 et M. De plus, on a p(1) = c−M et p(M) = c−Ma,
et donc p(M) < p(1). Il s’ensuit que s’il existe une solution
dans [H1,M ] il en existe aussi une dans [1,H1]. On a dans ce
cas tout intérêt à choisir cette dernière solution, car elle donnera
une plus faible complexité. 
6. résultats expérimentaux
La figure 13 donne un exemple de gabarit type. La résolution
détermine la largeur minimale de la bande passante. Cette lar-
geur n’est pas vraiment déterminante pour l’obtention du terme
LIT (le gabarit). En revanche, plus la largeur est faible plus nous
avons de distorsion de repliement (ceci est dû au rapprochement
des pics de repliement). Nous devons donc étudier le pire-cas où
nous avons une largeur minimale. Pour comparer les différentes
méthodes, nous définirons deux gabarits résumés dans le tableau
ci-dessous (Fe est la fréquence d’échantillonnage pour les
échantillons complexes d’entrée) :
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Figure 12. – Valeur optimale de M en fonction de H.
Ordre Filtre (H) Taille FFT (M) Complexité (orpec)
7-10 32 32.3 à 36.5
11-18 64 38.1 à 43.7
19-31 128 44.3 à 49.7
32-55 256 50.1 à 55.8
56-99 512 56 à 61.9
100-181 1024 62 à 68
182-333 2048 68 à 74
334-615 4096 74 à 80
5.3. estimation de M pour les méthodes 
TFD et Rcos 
5.3.1. détermination de la relation entre M et H
En annexe, nous montrons que les spécifications imposent une
relation non-linéaire entre M et H :
Ha+1 − (M + 1)Ha + c = 0 (23) 
où a = 2 pour la méthode TFD et a = 6 pour la méthode Rcos.
La constante c dépend du gabarit du filtre et de la méthode. Pour
déterminer la valeur de cette constante, on peut procéder ainsi :
1. Choisir une valeur arbitraire M0 de M (puissance de 2). 
2. Rechercher la plus grande valeur L0 de L pour laquelle les
Gab 1 Gab 2
Ondulation 0.5 dB 0.1 dB
Bande Utile mini 10 % Fe 2 % Fe
Bande de garde 2.4 % Fe 2.4 % Fe
réjection adjacente 40 dB 40 dB
réjection générale 50 dB 50 dB
La réjection adjacente est définie par la réjection dans le canal
voisin le plus proche, de largeur utile égale à la résolution. Les
tableaux ci-dessous résument les résultats obtenus (pour les
deux gabarits) avec les différentes méthodes : valeurs optimales
de M, L, H, et complexité correspondante (C) :
Gabarit 1 :
Gabarit 2 :
Pour la méthode OLS, la formule de Bellanger nous donne un
ordre de filtre nécessaire de 85 pour le gabarit 1 et de 104 pour
le gabarit 2, ce qui conduit à une complexité de 59,8 orpec (opé-
rations réelles par échantillon complexe) avec une taille de FFT
de 512 pour le gabarit 1, et de 62,3 orpec avec une taille de FFT
de 1024 pour le gabarit 2. L’avantage de cette méthode est qu’il
n’y a pas de distorsion de repliement lorsque l’on satisfait la
condition d’OLS (car la convolution circulaire est alors égale à
la convolution linéaire). La complexité de calcul est faible, mais
la commutation de filtre est ici délicate car il est nécessaire de
calculer pour tout nouveau filtre la réponse impulsionnelle asso-
ciée et de charger le nouveau masque de commutation (égal à la
TFD de la réponse impulsionnelle).
Pour la méthode TFD/TFD−1 , intéressons nous tout d’abord au
gabarit 1. Nous pouvons initialiser la procédure décrite dans la
section  4.3.2 avec quatre fois la valeur de M trouvée pour
l’OLS, c’est-à-dire M = 2048 . On trouve alors que la valeur de
L doit descendre à 1700 pour assurer le respect du gabarit. Cela
correspond à un recouvrement de 17 %. Les résultats obtenus
pour le terme LIT et pour la distorsion de repliement Dr
(cf. équation 11) sont respectivement indiqués sur les figures 14
et 15. Sur ces figures et les suivantes, la fréquence est graduée
en points FFT (on peut convertir en fréquence normalisée, c’est
à dire en proportion de Fe , en divisant par la valeur de M). La
complexité est alors de 72,3 orpec. Cette complexité peut
cependant être légèrement réduite. En effet, la méthode décrite
dans la section 5 nous permet, à partir de cette solution initiale
(M = 2048, L = 1700) de déterminer la solution optimale :
(M = 4096 , L = 3865, recouvrement = 5.6 %). La complexité
est alors de 69,9 orpec.
En ce qui concerne le gabarit 2, si on choisit la même valeur ini-
tiale M = 2048 , on trouve que la valeur de L doit descendre à
1638 . La complexité est alors de 75,0 orpec. La méthode décrite
dans la section 5 nous permet, à partir de cette solution initiale
(M = 2048, L = 1638, recouvrement = 20 %) de déterminer
la solution optimale : (M = 4096 , L = 3828, recouvre-
ment = 6.5 %). La complexité est alors de 70,6 orpec.
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Figure 13. – Gabarit type souhaité.
méthode M L H C
OLS 512 428 85 59,8
TFD 4096 3865 232 69,9
Rcos 512 450 63 54,6
méthode M L H C
OLS 1024 921 104 62,3
TFD 4096 3828 269 70,6
Rcos 512 436 77 56,4
Figure 14. – Terme LIT obtenu pour la méthode TFD/TFD−1 (gabarit 1,
M = 2048, L = 1700).
Figure 15. – Distorsion de repliement obtenue pour la méthode
TFD/TFD−1 (gabarit 1, M = 2048, L = 1700).
Avec la méthode en cosinus surélevé, nous obtenons plus vite
une distorsion de repliement acceptable mais il est plus difficile
d’obtenir nos gabarits. Nous obtenons les spécifications pour les
gabarits 1 et 2 pour une taille de FFT de seulement 512 . Les
figures 16 et 17 indiquent les résultats obtenus pour le gabarit 1.
Il nous faut un recouvrement respectif de 12,1 % (L = 450) et
de 14,8 % (L = 436), soit une complexité de 54,6 orpec et de
56,4 orpec. La méthode décrite dans la section 5 nous indique
que M = 512 est la valeur optimale pour les deux gabarits. 
Nous pouvons à présent résumer et commenter les résultats
obtenus. Nous avons mentionné le fait que la méthode OLS pré-
sente un inconvénient important en pratique : les coefficients de
pondération ne sont pas binaires, et doivent être recalculés dès
que l’on modifie un élément tel que la bande passante. La
méthode TFD/TFD−1 résout ce problème, mais, on vient de le
voir, au prix d’une complexité plus importante et d’une taille de
FFT requise quatre à huit fois plus importante. L’intérêt de la
méthode Rcos est que nous conservons presque en totalité la
simplicité de la méthode TFD/TFD−1 (simplicité de la sélection
des bandes de fréquence désirées puisque la pondération,
unique, ne concerne que les points de la bande de garde) et que
nous arrivons à tailles de FFT et des complexités et qui sont
légèrement meilleures qu’avec la méthode OLS.
Le choix de la pondération a été également étudié. Pour cela,
nous mettons en place une simulation qui reprend le principe du
banc de filtres de la figure 3. Nous mettons en entrée du banc de
filtres un bruit blanc gaussien de variance unitaire, nous récupé-
rons le signal filtré en sortie et analysons les spectres du signal
en entrée et en sortie avec un périodogramme. Ce processus est
itéré pour affiner notre estimation selon le principe de Monte-
Carlo. Il reste enfin à faire le rapport des deux spectres estimés
pour connaître la fonction de transfert du filtre (valable pour un
filtre LIT). Deux exemples de fonction de transfert sont donnés
dans la figure 18. Les simulations sont faites pour les valeurs de
M et de L satisfaisant le gabarit 1 : la comparaison des pondé-
rations se fait donc pour une complexité de calcul identique. Le
tableau suivant résume les performances obtenues avec diffé-
rentes pondérations (les notations utilisées sont définies dans
l’introduction) 
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Figure 16. – Terme LIT obtenu pour la méthode Rcos (gabarit 1,
M = 512, L = 450).
Figure 17. – Distorsion de repliement obtenue pour la méthode Rcos (gaba-
rit 1, M = 512, L = 436).
Figure 18. – Simulation de pondérations différentes avec méthode Rcos.
OdB R˜dB RdB
Spécifications 0.1 40 50
Cosinus surélevé 0.007 52.7 65.3
Hanning 0.03 50.8 63.5
Hamming 0.03 51.9 64.2
Kaiser (5) 0.03 52.2 64.4
Cette méthode nous permet de vérifier rapidement la « fonction
de transfert » du filtre ainsi synthétisé. Elle prend en compte à la
fois l’influence du terme LIT et celle des termes de repliement.
Cependant, ces derniers termes dépendent du signal en entrée,
c’est pourquoi la fonction ainsi réalisée n’est pas tout à fait une
fonction de transfert. Seul un coûteux calcul explicite des diffé-
rents termes de repliement (comme nous l’avons fait pour obte-
nir les autres figures) permet d’étudier le comportement du filtre
dans le cas le plus général.
Nous pouvons dire que les différentes pondérations conduisent à
des résultats assez proches, pour un bruit blanc gaussien en
entrée. L’ondulation plus élevée pour la pondération en cosinus
surélevé s’explique par une décroissance avancée de la fonction
de transfert. Nous remarquons également que les spécifications
de filtrage sont bien obtenues quelle que soit la pondération.
Nous avons même un gain de 10 dB à 15 dB pour la réjection par
rapport aux spécifications. Cela vient du fait que la méthode
employée pour calculer la taille de la FFT M et la longueur de
recouvrement L est basée sur un calcul analytique pire-cas (tous
les termes de repliement sont sommés de manière constructive).
Or, la dernière simulation présentée se limite au cas particulier
d’un bruit blanc gaussien en entrée. 
7. conclusion
Nous avons introduit trois types d’implémentation de filtre
variable à faible complexité. Nous avons rappelé la méthode
OLS qui peut être considérée comme une référence, et la
méthode TFD/TFD−1 qui offre l’avantage d’être très simple
d’utilisation mais entraîne une augmentation de la complexité de
calcul du fait de l’introduction de termes de repliement impor-
tants. Enfin, une troisième méthode est ici proposée pour faire
un compromis entre ces deux méthodes. La pondération de la
bande de garde offre l’avantage de réduire considérablement la
distorsion de repliement et permet de conserver en grande partie
la simplicité de synthèse d’un filtre. De plus, la complexité de
calcul est inférieure à celle de l’OLS.
Il faut rajouter également que pour les deux dernières méthodes,
il est possible de synthétiser simplement des filtres à plusieurs
bandes passantes. Il suffit pour cela de sélectionner les points
correspondants aux fréquences désirées et de rajouter les points
et la pondération nécessaire suivant la méthode employée.
Enfin, une permutation circulaire des points en entrée de la
deuxième FFT (FFT inverse) permet en outre de faire un déca-
lage en fréquence (switch).
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annexe 
relation non-linéaire entre M et H 
dans le cas des méthodes TFD et Rcos 
Dans la suite, on prendra comme unité de temps la période
d’échantillonnage. Les spécifications déterminent la diagonale
de la matrice G, comme cela a été expliqué dans l’article. La
réponse impulsionnelle du filtre est alors voisine de celle d’un
cosinus surélevé de facteur de retombée (roll-off) α ([PRO95],
p. 546) :
hα,T (t) = hα(t/T ) (25) 
avec :
hα(t) =
sin(πt)
πt
cos(παt)
1 − 4α2t2 (26) 
Les valeurs de α et de T sont déterminées par les spécifications :
T =
1
Bu +Bg
(27) 
Pour la méthode TFD/TFD−1 , on a α = 0. Pour la méthode
Rcos, on a :
α =
Bg
Bu +Bg
(28) 
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De par le principe du filtrage par blocs, cette réponse impul-
sionnelle est en fait tronquée, de manière plus ou moins impor-
tante, selon la position du point considéré dans le bloc. La qua-
lité du filtre obtenu va donc être directement liée à la troncature
maximale, c’est-à-dire à la valeur de H. La proportion de l’éner-
gie du filtre qui est perdue lors de la troncature est :
Ψα,T (H) =
∫∞
H
|hα,T (t)|2 dt
L
∫∞
−∞ |hα,T (t)|2 dt
(29) 
On notera que cette proportion a été rapportée à un échantillon.
Un changement de variable élémentaire permet de montrer que
l’on a :
Ψα,T (H) =
1
L
Ψα(H/T ) (30) 
En posant :
Ψα(x) =
∫∞
x
|hα(t)|2 dt∫∞
−∞ |hα(t)|2 dt
(31) 
Les spécifications imposent un niveau de qualité, qui se traduit
par une valeur numérique y de Ψα,T (H). On a donc :
Ψα(H/T ) = L.y (32) 
Ce qui conduit à :
H = T Ψ−1α (L.y) (33) 
Numériquement, on peut vérifier que la représentation de
ln {Ψα(x)} en fonction de ln (x) peut être bien approximée par
une droite2. Une approximation de la fonction Ψα est donc :
Ψα(x) =
d
xa
(34)
où les coefficients a et d dépendent uniquement du coefficient
de retombée α (et peuvent donc être précalculés). On pourra
prendre a = 2 pour α = 0 et a = 6 pour α > 0.15 (ces valeurs
étant assez proches des valeurs trouvées par une approximation
aux moindres carrés). On a alors :
Ψ−1α (z) =
(
d
z
)1/a
(35) 
D’où :
H = T
(
d
L.y
)1/a
(36) 
Soit :
Ha =
c
L
(37) 
où la constante c dépend des spécifications et de la valeur de α
(mais est indépendante de M, H et L). En remplaçant L par
M −H + 1 , cette relation nous donne une équation non-
linéaire liant M et H :
Ha+1 − (M + 1)Ha + c = 0 (38)
Manuscrit reçu le 26 janvier 2000
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2. L’approximation est moins bonne pour les faibles valeurs de x, mais on notera
que ces valeurs sont de toute façon de peu d’intérêt pratique puisqu’elles corre-
spondent à des fortes valeurs de Ψα(x) , c’est-à-dire à des gabarits très peu
contraignants.
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