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The paper gives general necessary and sufficient conditions for compieteness 
of generalized eigenfunctions associated with systems of linear autonomous 
retarded functional differential equations (FDE), in the Hilbert space R’” x 
L,([--h, 01, R”), and also in the space C([-Jz, 01, R”). The generalized eigen- 
functions are elements of the nullspaces of (IA - A)*, where A is the infinitesimal 
generator of a C,-semigroup of bounded linear operators on Rn x L,([--l:, 01, R”) 
(resp. C([-h, 01, R”)) corresponding to the FDE in question. In addition to 
the usual notion of completeness, a new concept of F-completeness is introduced 
and its significance is explained. In particular, it is shown that the F-com- 
pleteness is related to the absence of solutions of the transposed equation that 
vanish in finite time. The results are obtained entirely via the C,-semigroup 
theory, which results in simplicity of the proofs. As a by-product, some new 
results on the adjoint semigroup are obtained. The main results are expressed 
in an operator form. These are translated into conditions expressed in terms 
of the original system matrices. For systems with one delay, the F-completeness 
criterion is translated into a verifiable matrix type criterion, in which the concepts 
of maximal controllability and invariant subspaces of two matrices plal- a 
prominent role. 
1. INTRODUCTION 
Eigenvalues and eigenfunctions associated with retarded functional differential 
equations (FDE) play an important role in the qualitative theory of these 
equations [lo] including some optimal control problems [3]. The completeness 
of eigenfunctions has been previously studied by Levinson and McCaila [13] 
for scalar equations only. For other aspects of these eigenfunctions the reader is 
referred tb [Z, 3, 81 and to references cited therein. 
In this paper we investigate the completeness of eigenfunctions in the Hilbert 
space R” x I&--12,0], R”), for general n-vector systems of retarded FDE’s. 
The choice of the space is motivated by a number of recent works [I, 2, 4, 5, 
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7-9, 14, 15, 211 in which the retarded FDE’s are treated as abstract evolution 
equations generating a C,,-semigroup in R” x L&[--h, 0], Rn). We &XJ give 
a criterion of completeness in the customary space C([--h, 01, R”). The investiga- 
tion is carried out using entirely the operator theory, as opposed to complex 
variable methods used by Levinson and McCalla [13]. This makes the proofs 
technically simple. In addition to the usual concept of completeness, a new 
concept of F-completeness is introduced. It is shown that F-completeness is 
deeply related to some other fundamental properties of autonomous linear 
retarded FDE’s. 
While the completeness is the main subject of this paper, a number of other 
results related to C,,-semigroup representations of retarded FDE’s in Rn x L, 
are established. In particular, earlier results of [4] on the adjoint semigroup 
(see also [2, 7, 211) are extended and completed. The present work also is 
intimately connected with some other recent developments using &-semi- 
groups in Rn x L, , especially with the studies of controllability [14]. 
In Section 2 we summarize the most important facts about the eigenfunctions 
and C,,-semigroups corresponding to linear autonomous retarded FDE’s. For 
more detail the reader is referred to a companion paper [8]. The latter also 
contains some results on completeness and F-completeness that are based on 
Laplace transform techniques and are more directly related to the earlier work 
by Levinson and McCalla [13]. In Section 3 we introduce an operator G which, 
along with an earlier defined operator F, plays a very important role in the C,,- 
semigroup representation of retarded FDE ‘s. In fact, each of these operators 
generates its own bilinear form on RJL x L, , corresponding, respectively, to the 
bilinear forms introduced earlier by Henry [l 1, 121 and Hale [lo]. In Section 4, 
a spectral decomposition of R’” x L, using the bilinear form generated by 
G is described. In Section 5, results of Section 4 are used to derive necessary 
and sufficient conditions for completeness and F-completeness of eigen- 
functions, stated in terms of the operators F and G. The significance of F- 
completeness is explained. The operator type criterion of completeness is 
translated into conditions involving only the original system matrices. In 
Section 6 the class of equations under study is narrowed to an equation with one 
delay, and the operator type criterion of F-completeness is translated into a 
verifiable matrix type condition. 
The main space used in this paper is the (Hilbert) space R” x L,( [ --h, 01, R”) 
endowed with the usual inner product < , ) and denoted by 11,& . For any Z/J E A& 
its P and L, components will be denoted by #O, #‘, respectively. For other 
details on this space see [I, 9, 151. The symbol C([--h, 01, R”), or C, will be 
used to denote the space of n-vector valued continuous functions defined on 
[--h, 0] with an obvious sup norm. The symbol II’;” or I@‘([--to, 01, R”) will 
denote the Sobolev space of absolutely continuous functions from [--12,0] to 
Rn with derivatives in L,,([-h, 01, R”). F or an Rn valued (measurable) function 
s --f s(s) the notation xt will denote the function, with support on [--h, 01, 
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given by ~~(0) --h < 0 < 0. The symbol x1 will denote the characteristic 
function of the set I. The superscript T will denote matrix transposition. The 
symbols /I 11, 11 jJRn , ji IILz will denote the standard norms in the space Mz, 
Rn, and L, , respectively. 
2. PRELIMINARIES 
We investigate retarded functional differential equations given b! 
@$I = 1” d+l(e) x(t + 0) a.e. in t > 0, 
h 
(2.1) 
x(0) = p, so = 4’. 
In this equation, x in an n x 1 vector, and q( .) is an n x n matrix valued function 
of bounded variation, assumed to have the form 
T)(a) = --A,x(-~,o)(e) - 5 4&c--h;I(@) - joowd d% (2.2) 
i=l 
where X, denotes the characteristic function of the set I, 0 = h, < k, < ... e< 
IzN = iz, and I?(.) is the IE x 1z matrix of L, functions with support in [--h, O]. 
Furthermore, 4” E R”, 4’ E L,([--lz, 01, R"). 
For 4 E C([--h, 01, R”) we define the linear operator L: C([--h, 0], R” -j P 
The symbol Lf will denote the operator L corresponding to the transposed 
matrix ?I~(.). If (6’ E C([--h, 01, R") and do = +l(O), the right-hand side of (2.1) 
is well defined for all t > 0 and the evolution of xt takes place in C([--h, 01, R") 
(see, e.g., [lo]). When (Co, 4’) E Ma , the right-hand side of (2.1) is (because of 
the simple nature of 7) defined almost everywhere, that is the mapping (equiva- 
lence class) t -L(x,) is well defined. It can be shown that (2.1) with the initial 
data (x(O);x,) = ($O, 4’) E Mz has a unique solution (r(t), xi) E -Vz which 
depends continuously on the initial data (e.g., see [5, 91). 
As it is well known [5; 1,4, 211 one can associate with Eq. (2.1) a strongly 
continuous (Co) semigroup {S(t j>t>o of bounded linear operators on Ma I 
which are defined by S(t)4 = (s(t), xt). Th e infinitesimal generator ;-1 of S(tj is 
characterized by- 
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and, for x E D(4) 
[L4”Y]” = L(d), [Ar]l(B) = $“1(8). 0 E [AZ, 01. 
The symbols s+(t), A+ will denote the semigroup operator and the infinitesimal 
generator corresponding to the transposed equation, i.e., Eq. (2.1) with v(.) 
replaced by rjT(.). 
Since Ma is a Hilbert space, the adjoint semigroup {s*(t)>,, is defined on 
the whole space M% , with D(A*) dense in Ma [6]. For more details on s*(t), 
A* see, e.g., [2,4, 211. 
As it is well known (see, e.g., [S]) the spectrum of A, u(A) is a point spectrum 
given by zeros of det A(h), where 
For each A E a(A) the eigenfunctions of A are elements of the nullspace Ker(lA - A) 
and are given by $l(B) = $OeA8, 0 E [AZ, 01, d(X)4O = 0. In case of multiple 
eigenvalues, the elements of 
A!,, = Ker(lA - A)“, (2.4) 
where m is a positive integer such that Ker(lA - A)” = Ker(lA - A)“+j, 
j = 1,2,... [20] are referred to as the generalized eigenfunctions of A; they 
involve combinations of functions 0%~‘~. 
In fact, the basis of J&!~ can be constructed from elements having the following 
form (see, e.g., [S], or [2]). For E E Rn, h E&A), let E,,f denote the element 
of && given by [E,,fO = [, [EAt]l(B) = ense. Let v be a fixed integer index 
(v = 1, 2, etc.) and let 5” = ([rV ,..., f,Pzy), tjy E RTz, j = I,..., m, satisfy the 
following system of linear equations 
fJ (.iJz)r ~Ll(x)]~j”=o, I= l,..., m. 
There are K linearly independent solutions e of this system (for v = I,..., Iz), 
where K is actually equal to the algebraic multiplicity of h as a zero of det d(X) 
and to the dimension of AA [lo, p. 1771. The basis of J&Y,, is then given by 
For more details see [8]. 
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DEFINITION 2.1. The system of generalized eigenfunctions of -4 is al;- 
complete if 
span{&!, 1 h E o(A)) = Ms (2.5) 
the bar denoting closure in i&topology. 
It can be shown that (2.5) is equivalent to the following statement 
Kv4 $> = 0 vl$ E A,j VA E 0(_4)) =b $b = 0. 
It follows directly from the definition that the Mz-completeness is a property 
that allows to approximate an arbitrary element of A/r, (e.g., an arbitrary initial 
condition $ of Eq. (2.1)) by a linear combination of generalized eigenfunctions 
of A. In this sense it is a concept close to the idea of the projection series inces- 
tigated in [3}. We will show that Ma-completeness imposes quite restrictive 
conditions on the parameters -4, , B(.) of (2.2). 
In order to derive necessary and sufficient conditions of completeness we will 
make use of the “structural” operator F associated with the right-hand side of 
Eq. (2.1) (see [4, 8, 141). Let 
(2.6) 
Define H, H”: L&--h, O], An) --) &([-A, 01, P) by 
(HWj = jQ dfjji(w - 0 e E [A, 01. (2.7) 
--h 
(H*+)(e) = j” &jT(S)f$(S - e), e E [AZ, 01. (2.8) 
4 
One can show [4] that H, H* are bounded and H* is the adjoint of H. Further- 
more, for + E C([-h, 01, Ii”) 
(H+)(O) = -WI - -W(O). (2.9j 
As in [4], define F: A& + IL!?, by F = [I: k], where I is the identity operator 
on Rn. Obviously, the adjoint F* of F differs from F only by a transposition of 
the matrix q(.), that is F* is related to the transposed equation (2.1). 
The operator F plays a very important role in the semigroup representation 
of retarded FDE. First of all, the well-known variation of constants formula for 
retarded FDE’s shows that the solution x(t) of Eq. (2.1) depends on FC#J rather 
than on 4 directly. That is, let uj(t) denote the jth column of the transposed 
fundamental matrix A?(t) associated with Eq. (2.1), and let ei(t) = (u’(t), Q) E 
AJa . It follows from the variations of constants formula [lo, p. 1501 via straight 
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forward calculations (see, e.g., [4]), that thejth component of .x(t), .zj(t) is given by 
LVj(t) = (d(t), F$>, j = I,..., n, t > 0. (2.10) 
Using the terminology of system theory, we can say that the “true” initial state 
of system given by Eq. (2.1) is F$ rather than 4. Similarly, the “true state” of 
Eq. (2.1) at time t isF(z(t), xt) rather than (x(t), +). Consider the simple example 
(2.11) 
The operator H associated with the equation is 
(&b)(B) = a,$?q-e - 12) = &(-8 - h), 0 E L-4 01, 
where 4s denotes the second component of the vector function 4. The true 
state of the system is F(x(t), xJ, that is the vector x(t) E I22 and the second 
component of the function x6, in agreement with the character of the right-hand 
side of the equation. 
Another important aspect of the operator F is that the well-known bilinear 
form associated with the FDE [lo, p. 173, Eq. (3.1)] can be represented by 
In particular, the projection series analogous to that investigated in [3] can be 
expressed as 
(2.13) 
where +Aj , #,+ are, respectively, the generalized eigenfunctions of A and 8+ 
corresponding to X, E a(A), j = l,..., N. 
From what was said above it is clear that the quantity F+ plays a very special 
role in the theory of retarded FDE’s. One may, therefore, introduce a concept of 
completeness which will allow the elements of M:, having the form F+ be 
approximated by a linear combination of F+Aj , dA, E A?‘,,~ , Aj E a(A). 
DEFINITION 2.2. The system of generalized eigenfunctions of A is F- 
complete if 
__- -- 
F span(,ti,{ / X E: V(A)} = ImF. (2.14) 
One can show that this is equivalent to the following statement. The system of 
$ E J&‘~ , h E a(A), is F-complete if 
WV, 4) = 0 vc$4 E %..tr,) VA E u(A)> 3 F”lfr = 0. (2.15) 
COMPLETENESS OF EIGENFUNCTIONTS 7 
While a more detailed motivation for the study of F-completeness is deferred 
to Section 5, a few introductory remarks are in order. It is obvious that Mz- 
completeness implies F-completeness. If F* is bijective, Ma- and F-completeness 
are equivalent. In general, however, F-completeness is less restrictive. Formulas 
(2.10), (2.12), (2.13), and the character of the “true state” of Eq. (2.1) leads to 
expect that F-completeness might be intrinsically related to other fundamental 
properties of retarded FDE’s. That this indeed is the case will be shown in 
Section 5. 
3. THE OPERATORS G AND G* 
Let Z be the space D(A) C Ma endowed with the topology of ‘lVil). Let .X(t) 
denote the fundamental matrix of Eq. (2.1), and let 1J, = (+O, QP) f A& . Define 
the following operator G: ,!!Zz + Ma 
[G+]“(O) = X(h J,- 8) #” + j-1, X(h + B + s) 4’(s) ds, 8 E [--II, 01, (3.Ij 
WI” = [WIW 
We have the following properties of G: 
PROPOSITION 3.1. 
(i) Im G = D(A), 
(ii) Ker G = (O}, 
(iii) Tlze operator G: M2 + & is conti7zzwus.l 
Proof. (i) Since X(t) = 0 for t < 0, the second 
side of (3.1) can be written as 
(3.2) 
term on the right-hand 
J -’ X(h + 6 + s) #l(s) ds. 4-e 
Changing variables: s = --a and k + 0 = t, t E [0, h], we obtain 
[Gwt - h) = X(t) #” + j’ X(t - rn) #‘(+ dfx. 
0 
Denoting the right-hand side by E(t) an d comparing it with the known varia- 
1 Strictly speaking G: n/l, --ir 3’ should be denoted by a different symbol, e.g., G; it 
will, however, be clear from the context in which sense G is understood. In fact, when A? 
is used instead of D(A), or 0(/l+), it will be always understood to carry the topologp 
of R” x W!1’ 2 . 
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tions of constants formula [lo, Sect. 6.21 we see at once that t(t), t E [0, h], is 
a unique solution of the original FDE 
&t) =-w,) + P-t), t E P, 4 (3.3) 
where t(0) = 0 for 0 < 0, t(O) = 4”. Therefore l(.) is absolutely continuous 
on [0, h] with derivative in L, , that is [G#]l E Wil’. Since [GI,YJO = [G$r](O), 
G* E D(4) for any # E IV2 . Moreover, for any 5 E D(A) there exists a unique # 
such that G# = 5. Indeed, define 5: [--h, h] + R” by f(t) = 0, 1: E [--h, 0), 
t(t) = cr(t - Iz), t E [0, h], and let c,~O = f(O) = [l(--h), #l(-t) = f(t) - L(f,) 
for almost all t E [0, h]. Then I$ and l satisfy Eq. (3.3), hence G# = [. 
(ii) If G# = 0, then 0 = [G#]l(--h) = 4” and [G#]l(t - h) = E(t) = 0 
a.e. in [0, h], which, by (3.3) yields #‘(-t) = 0 a.e. t E [0, h]. 
(iii) This follows directly from Theorem 1.1(i) of [7]. 
As a consequence of this proposition, by Banach inverse theorem the operator 
G: J&s + j/P has a continuous inverse G-l: 2 + I%& . 
Let X E p(A), the resolvent set of A. Then (Ih - -4): Z + n/r, is bijective and 
continuous. Therefore, the operator 
T,, = (IA - A)G 
is a bounded and boundedly invertible operator from II& into itself. 
(3.4) 
PROPOSITION 3.2. The acljoint G* of G: A!& + &I? is given by 
[G*W(@ = XT@ + 0) 4” + j--, XT@ + 0 + s> P(s) 4 
[G*#]O = [G*#]‘(O). 
(3.5) 
(3.6) 
Proof. This follows immediately by a standard calculation involving the 
inner product in iVIa and the use of Fubini’s theorem. 
As a consequence of this proposition, similarly as with F and F*, the adjoint G* 
of G is the same as the operator G associated with the transposed equation. 
There is another interesting analogy between F and G. As shown in [4], F* 
satisfies 
(i) -4°F” = F”A-1 on D(A+), 
(ii) S*(t)F* = F*&‘+(t), t > 0. 
Similar relationships hold for G*. 
THEOREM 3.3. (i) G*9* = A+G* on 0(,4*), 
(ii) S’*(t) = G*-‘S+(t)G*, t > 0. 
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ProoJ (i) It can be shown by standard calculations (see, e.g., [21] or [2]) 
that D(A*j and A* are given by the following relationships. For ~+5 E MS define 
Then 
D(A*) = (4 E Ma 1 g(.) E WF’ and g(--h) = 0). 
In particular, due to the special form of $ this implies that the function ti + $~*(8) 
is continuous in a neighborhood of 0. The 8” is given by 
[A”?# = Q(0) + AoTpJ; [A*# = 2. (3.8) 
Let 4 E D(-4*j and compute G*,4*$. 
[G”A”?#(8) = XT@ + e)[p(o) + A,T7p] + [” XT@ + e + s) j(s) ds. (3.9) 
--h-e 
Integrating by parts the last term and substituting (3.7) we have 
[G*_4*@(B) = XT@ + O)[i,F(O) + Ao’$o] 
Hence for 8 = 0 
[G*A"sl;]ll(0) = XT(h) s3, dqT(s) 4" 
dFjT(a) 16” ds 
(3.11) 
The inner integral in the second term of the right-hand side is a 3.1:. function 
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of S. One can, therefore, apply an integration by parts formula [18]. Combining 
the result with the first term and using the relation 
(see (2.9)) we obtain 
[G*A*#]l(0) = j” XT@ + s) drlT(s) f’ + lo [$ XT@ + s)] #l(s) ds 
-h --h 
= j:h dTTN XV + 4 #” + j:h j:h cl?lT(B) XT@ + 0 + s) W ds 
.O 
=.I --h 4T(4[G*#11(4 = [~~+G*~I”, 
where, in the second line, we have used the identity 
j:, hTb) XT@ + s> = j;Th XT(t + s) dyT(s), ift 3 0 
(see, e.g., [4, Lemma 4.11). For 6 < 0 we suitably combine terms on the right- 
hand side of (3.10); the first and the second term give 
XT(h + e> jam drlT(S) ~“; (3.12) 
the third and the fifth give, after integrating by parts as in (3.11) 
-XT(h + 0) j-1 dfjT(a) *” + j-l-, -qh + 0 + s) d??T(+Jo. 
Adding (3.12) and (3.13), yields the expression 
(3.13) 
s 
’ 
4-8 
XT@ + t9 + s) dqT(s) c,b” = j”, dvT(s) XT@ + 0 + s) $” = $ XT@ + 0) #“. 
(3.14) 
Finally, the fourth and the sixth term give 
d O 
a -&@ s 
XT(h + e + s) #l(s) ds. (3.15) 
ddding (3.14) to (3.15), yields, for 0 < 0 
[G*A*$](O) = $ [G*z#(B) = [A+G”#(O). 
This concludes the proof of(i). 
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(ii) By Proposition 3.2, G* is of the same type as G except for the trans- 
position of A-. Therefore, by an obvious modification of Proposition 3.1(i), 
(ii) we have Im G* = D(A) = D(A+) and G*: Ma --f .Z is bijective, so that 
it has a bounded inverse. Furthermore, G*D(A”) C D(+). Combining this 
with part (i) and using Lemma 5.3 of [4] we obtain, 
G*S*(t)& = S+(t) G*+ for any + E Ma . (3.16) 
Since G*+ E D(A+) $5 E Ma , we have that S’+(t) G*+ E D(k) (see, e.g., 
[24.1X.3, Theorem 21). Therefore, the images of both sides of (3.16) are con- 
tained in ?;y;, on which G* is continuously invertible. 
C‘OROLLARY 3.4. For any p ~p(-4) 
s*(t) = (Tu+)-w(t) TGf) 120 
where T,L.L = (1, - d+)G*. 
IVote that. as stated earlier, T,f is a continuous linear operator from Mz into 
itself and has a continuous inverse defined on all of Ma . 
The following observation is important. 
PROPOSITION 3.5. (i) S(k) = GF, S+(h) = GAzF*; 
(ii) S*(h) = F*G”. 
Proof. This follows directly from the explicit representations for S(t) and 
P(t) given in [4], Eqs. (3.18), (5.18)-(5.19), where the terms s(t) and s*(tj 
disappear for t 3 12. One can also prove this result directly by using the variation 
of constants formula (see, e.g., (2.10)) and the definitions of G and F. 
C‘OROLLARY 3.5. 
x(t) = q)S(t)~ = 0, t >, 0 i#Fc$ = 0. 
Proof. This follows by observing that, on one hand S(h)+ = 0 => (.v(kj = 0 
and xii = 0) -.- I& S(t)+ = 0 t E [O, 1] z -=> I&, S(t)+ = 0 t 3 0, and, on the 
other hand, S(h)+ = 0 4 F+ = 0, since G is one to one. 
4. SPACE DECOn~POSITION AND HENRY'S LEMMA 
It was proved by Hale [lo] that the space C([--12, 0], R”j can be decomposed 
into Ker(l;\ - A)“’ and a certain complementary space. An essential role in that 
decomposition was played by a special bilinear form which, in the present 
setting of !Yr, space corresponds to the form J’ c,, ) >+ = <#, F4?. Henry [12] has 
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proved that in the space C one can define another bilinear form [#, +] which 
gives the same decomposition as the bilinear form used by Hale, but in addition 
is “nonsingular”. By using this form, he has obtained in [ll, Corollary 21 an 
interesting relation between the sets span{MA ] h E a(A)) and I% 5’(t) in the 
space C. Almost all of his results need to be recast in the space M9 , since he 
worked in C. In this section we construct an &Is anolog of the bilinear form 
[., -1 and prove those &la analogs of the results of [II] that are needed in Sec- 
tion 5. 
Let h E a(A). As is known [2, 81 the space fil, can be decomposed spectrally 
as follows 
nil, = Ker(lh - A)” @ Im(lX - A)” 
= Ker(lh - A)” @ [Ker(ll - /l*)“]‘, 
where the last identity follows from the fact that Im(iTh - ,4)m, being a null 
space of a certain continuous projection [20, Th. 5.8A], is closed. 
In [8] it is proved that 
Ker(lh - J*>, = F* Ker(lh - A+)“. (4.1) 
Now, by using the operator G* we have 
PROPOSITION 4.1. 
G* Ker(lh - A*)m = Ker(lh - A+)“. (4.2) 
Proof. From Theorem 3.3(i) it follows that 
G*(lh - A*) = (IA - A+) G” on D(A*). (4.3) 
By induction 
Hence 
G*(lh - A*)$‘2 = (A - ,&)mG* on D(A*“). (4.4) 
G* Ker(lh - A*)” C Ker(lh - A*)“. (4.5) 
Since both subspaces Ker(lX - A*), and Ker(lh - A+)” are finite dimensional 
and of the same dimension d, and G* is one to one, the inclusion given in (4.5) 
cannot be proper, and (4.2) holds. 
Since Ker(l/\ - A+)” C 2, one can also write 
Ker(lX - A*)#” = (G*)-1 Ker(fi - A+P. 
This suggests that for q5 E D(,4+) one could define [#, 41 as <#, G*-14). It will, 
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however, be more convenient to define the bilinear form [e, .] for arbitrary 4 
in M, . Take a fixed, but arbitrary p E p(A+) = ,P(A*), and take 
T,+ = (I/L - A+) G”, (4.4) 
As stated below Eq. (3.4), T,+ has a bounded inverse on Mz . Define 
Et!4 $1 z ($4 V,+)-W Q$,+EM~. (4.7) 
Observe that (4.3) and (4.4) still hold with G* replaced by T,,-. Therefore 
Consequently 
Ker(JA - A*)“1 = (T,+)-1 Ker(1A - A+)“‘. 
[Ker(lA - A*p]l = (f 1 [f, #] = 0 Q$ E Ke@ - A+p) 
df 
E QA . 
Furthermore 
[s(t)+, $1 = @(t)#, (Tui)-l#G = ($4 S*(w,+)-w 
= (4, (T,f)-‘s+(t) T,+(T,+)-lpj 
= WI ~+@>~I* 
(4.8) 
C4.9) 
(4.10) 
If $ E Ker(l;\ - A+)“, then S+(t)+ E Ker(lX - JJ+)~, so that if $J EQ~ , then 
[S(t)+, $1 = [$J, S+(t)$] = 0, that is S(t)+ E Qh . Hence both AA and Q, are 
invariant under S(t), and ilJ* = A?,, @ Q, _ 
Let p be some real number. Define 
A = A(p) = (A E o(A) i Re X >, /3>, (4.11) 
~tf, = @ -/i,\ ; 0, = n Q2,. (4.12) 
nsn &A 
LEMMA 4.2. The space Mz can be deconzposec by A as 
nir, = dJTl @ Q‘, ? (4.13) 
where Af+,, , QA given. by (4.12), (4.9) are, respectively, a range and a m&pace of 
a continuous projection operator, and aye both invariant under S(t). Furthmmore, 
there exist positive constants K and y such that for (p E QA 
/I s(t)$ II d Ke@-y)t Ii4 /I, t 3 0. (4.14) 
Proof. Decomposition (4.13) and invariance under S(t) follow directly from 
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(4.10)-(4.12). The estimate for the semigroup on the complementary space Q‘, 
follows from the fact that the restriction of A to 0, does not contain A in its 
spectrum (because An n $3, = (0)). Th e conclusion then follows by using 
compactness of S(t) in Ms for t > h in exactly the same way as done in Sect. 7.4 
of [lo]. 
We remark that everything above can be repeated for the semigroup S+(t), 
replacing &,, by MA+ = Ker(1A - A+)‘“, and Q,+ = {E i [<, $1 = 0 V$ E 
Ker(1i - A)“). 
In [1 l] Henry studied the question whether a linear autonomous retarded FDE 
admit solutions x(t) which tend to zero more rapidly then any exponential as 
t - co (“small solutions”). He has shown that such solutions must vanish in 
finite time, not exceeding nlz. The proof of that result [l 1, Theorem l] does not 
depend on the choice of space, so that the result is also valid in the iIf framework. 
Let 6 be the “time of ascent” of the semigroup S+(t), i.e., the smallest real 
number such that Ker S+(t) increases for t E [0, S] and is constant for t 3 6. By 
Henry’s theorem on “small solutions” [l 1, Theorem I] 6 is contained between 0 
and n/z. 
We now recast in the space M, one of Henry’s results [l 1, Corollary 21 that is 
crucial for section 5. 
LEMMA 4.3. For t > 6 
___ - 
Im S(t) = span{AYA 1 X E u(A)) (4.15) 
where the bar denotes closure in Ms topology. 
Proof. One always has -K,, C Im S(t) and hence span{,&?, / X E o(A)} C 
Im S(t). Suppose (4.15) d oes not hold. Then 3# E Ms , $ + 0 such that 
($J, 4) = 0 V#J E A’A VA E o(A), but (4, S(t,)t> # 0 for some t, > 6 and some 
f E n/r, . Hence S*(t,)# f 0, and so S*(6)$ f 0. Using Corollary 3.4 we have 
S(S) T,+,h f- 0. Let T,+# = 5, h ence Z,/J = (T,+)-‘5. Nom 0 = ((Tu+)-l<, 4) = 
[c, $1 ‘d$ E dgA , VA E a(A), so that 5 E Q,+ VA E o(A). By (4.14) S+(t)c -+ 0 faster 
than any exponential (/3 = - a), and, by the theorem on “small solutions” [ll], 
S+(S)5 = 0, a contradiction. 
5. COMPLETENESS AND F-COMPLETENESS OF THE GENERALIZED 
EIGENFUNCTIONS OF _< 
Our main results follow. 
THEOREM 5.1. The system of generalized eigenfunctions of A is l&-complete if 
and only if KerF” = {O]. 
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Proof. The system is complete if and only if for # E M?, (4, $> = 0 
V$ E A’,, VA E o(A) implies $ = 0. By Lemma 4.3 this is equivalent to 
implies Z/J = 0. This is equivalent to 
F(t)$b = 0, t >, 6, implies * = 0. 
By using Theorem 3.3 and Proposition 3.l(ii) this is equivalent to 
s+(t)/5 = 0, t 3 6, implies * = 0. 
Therefore Ker S+(t) = {O} t > 6. But, by the definition of 6 this is the same s 
Ker S*(t) = (O}, t > 0. (5.2) 
The last statement is equivalent to 
Ker S+(h) = CO>. (5.3) 
Indeed (5.2) implies (5.3) trivially. Conversely, by the semigroup property 
Ker S+(T) C Ker S+(h) for 0 < r < h, so that (5.3) implies Ker S+(T) = {O) 
7 E [0, h]. Suppose there is a t > h and a nonzero + E Ma such that P(t)4 = 0. 
Let t = ih 4 7, I = positive integer, 7 E [0, h). Then0 = S+(t)+ = S(T)[S-~(~)]$!J 
leads to [S+(h)lz$ = 0 and, by induction 4 = 0. Hence the completeness is 
equivalent to (5.3). Recalling Proposition 3.5 we have 
(0) = Ker S+(h) = Ker G*F* e Ker F” = -COO> 15‘4) 
because by Proposition 3.l(ii), G* is one to one. This completes the proof. 
Included in this proof is a result that we set aside for a future reference. 
COROLLARY 5.2. 
Ker S(t) = (0) t’t >, 0 id KerF = (0). 
It is now clear that the completeness requires the semigroup, or the solution 
operator of the transposed equations be one to one for all t, which is a very 
restrictive condition (compare, e.g., [lo, Sects. 2.5 and 3.11.) 
The condition Ker F* = -CO) is equivalent to Ker H* = (0). The latter means 
that the trivial function 4(e) = 0 a.e. in [--h, 0] is the only solution of the 
equation 
F e &jyS)r$(S - f3) =0 a.e. 0 f [-12, 01, . 4 (5.5) 
505/35/I-2 
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or in more detail, the equation 
$ AiT+- - hi) Xi(e) f jIF ~~(4 4~s - 8) ds = 0 a.e. 0 E C---h, 01. (5.6) 
6 
For the sake of interpretation, it is convenient to translate (5.6) to the interval 
[0, h]. Let #(t) = 4(-t) t E [0, h], and 7i = h - h, i = l,..., N (i.e., ri > 0). 
Then Ker H” = (0) if and only if the equation 
N-1 
dvTW) + 2 4TXrq.nl 
i=l 
(t) z,b(t - TJ + jot BT(,r - h) i,b(t - T) d7 = 0 
a.e. in t E: [0, h] (5.7) 
has only the trivial solution 4(t) = 0 a.e. in [0, h]. We note that (5.7) is an ?z- 
vector system of homogeneous Volterra equations with delays. 
Before proceeding further we obtain the criterion of completeness in the space 
C. It turns out to coincide with the one for Ms . Let & be the infinitesimal 
generator of the strongly continuous semigroup ‘of bounded linear operators 
T(t): C + C associated with Eq. (2.1), where Co = $l(O) and $I E C. Let now 
{A’,, , A E a(A)) to be the family of associated eigenmanifolds in C [lo, Sects. 
7.1-7.31 and let cl denote closure in the space C. Similarly as before we will say 
that the system of generalized eigenfunctions is complete in the space C if 
cl span{&, j h E 0(d)> = C([--h, 01, P). 
THEOREM 5.3, TJze system of gelzeralixed eigenfunction of ~2 is complete in 
the space C if mzd only if4 = 0 is the only solution of Eq. (5.6). 
Proof. This is mostly an obvious modification of the proof of Theorem 5.1. 
Let B, denote the Banach space of functions 4: [--k, 0] + RR* (where R*’ is 
the space of n-dimensional row vectors) of bounded variation on [-h, 01, 
continuous from the left on (-r, 0) and vanishing at zero, with norm Var[-,,,+ 
We will identify B, with the dual space of C. Let ( , >, denote the pairing 
between B, and C. Let T*(t) be the dual operator of T(t). It is well known 
[IO, 11, 121 that there exists a quasi-nilpotent operator Q on B, such that 
T*(t) = (I + ~‘22) l?(-t)(l + L?“, (5.8) 
where (T(s), s < 0) is a semigroup associated with the “formal adjoint equation” 
[IO, Sect. 6.31 
y(s) + jmy(~) q(s - a) da = constant, (5.9) 
s 
where y is in R”“. For any z+4 E B, let y(‘) be the unique solution of (5.9) which 
vanishes on [0, co), satisfies (5.9) on (-co, --lz], and such that y(0) = +(0) 
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6 E E---k, 01. Let r: be defined by J!?(O) = ?;(s + 0), - 12 < 6 < 0, y,“(O) = 0. 
Then F(s): B, -+ B, is defined by y ,* = F(s)+. Since for 7 given by (2.2) 
Eq. (5.9) can be reduced to a differential adjoint equation [lo, p. ISO], F(s) can 
be also identified with the solution operator of the differential adjoint equation, 
so that it has the ascent time 6, 0 < 6 < nh [ll]. Completeness in C holds if 
and only if for 4 E B, , (#, $j, = 0 V4 E k!,, ? VA E u(&‘) implies $ = 0. By 
repeating steps of the proof of Theorem 5.1, using [I 11, Corollary 2] and the 
similarity relationship (5.8) between T*(t) and ?“‘(-t) we obtain that the com- 
pleteness is equivalent to 
Ker T(--h) = (0). (5.10) 
The function y(s), s e r-212, --h] associated with yth = T(--h)# satisfies 
p\;ow (5.10) reduces to the condition that the equation 
. :, +(@I + - g da = constant, 
f, 
s E I-2h, -A] (5.11) 
implies 4 = 0. -After substitution of 71 given by (2.2), Eq. (5.11) becomes 
01~ = max(-12, s + hi). 
By differentiating we reduce this to 
s E [-2h, --h]. 
(5.12) 
We make the following subsequent changes of variables (a) s = --iz + 0, 
0 E [-kol, (b) #(a) = 4(--h - 01 01 E [--h, 01, (c) (in the integral term only) ) 
0 - h - 0: = U. After these substitutions (5.12) becomes 
&q--H - l?,)A. 8?%hi,ol(e) + j”;ri +(a - 6) B(o) dc = 0, 0 E r--h, 01, (5.13) 
and (5.10) is equivalent to the condition that (5.13) implies 4 = 0. 
Since $ is an I?* valued function, by transposing (5.113) we obtain (5.6). This 
completes the proof. 
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The next question arising is what are the conditions on matrices Ai , I?(.) 
under which Eq. (5.6) has only null solution (i.e., Ker F* = (0)). This problem 
was investigated in [S]. We report briefly the main conclusions. 
THEOREM 5.4. For a system with T( .) given by (2.2) 
(i) a necessary conditionfor Ker F* = (0) is that Vc > 0, y E RR” 
yTA, = 0 and yTB(B) = 0 a.e. in [-12, -1~ + c) imply y = 0. 
(ii) a su$cient condition for Ker F* = (0) is det A, f 0. 
Proof. See [8, Corollary 2.7, Theorem 2.91. 
COROLLARY 5.5. For dl#erential-difference equations a necessary and suficient 
condition of completeness in both Mz and C is that det A, f 0. 
From above it is clear that det 3, + 0 is a necessary arzd sujicient condition of 
completeness (in both Ma and C) also in the case where B(.) + 0, but B(B) = 0, 
at least in [-h, -12 + e) for some E > 0. However, when B(.) is nonnull is the 
vicinity of --12, the condition det A N f 0 is sufficient but not necessary (e.g., 
the scalar equation 2(t) = Jlh x(t + 19) dfl has KerF* = (0)). 
By investigating (5.7) one can also obtain some sufficient conditions involving 
the behavior of B( .) near -12 (see, e.g., [8]). 
Remark 5.1. Corollary 5.5 sheds some additional light on the results of [3]. 
In that paper the condition det A, 7- 4 0 was used as a sufficient condition for 
convergence in C of the series of spectral projections. It is now clear that the 
condition was also necessary. If det A, = 0, the generalized eigenfunctions 
are not complete in C and there exist functions which cannot be approximated 
in C by a series of spectral projections. It is actually easy to construct such 
functions. Take for simplicity a system with one delay (IV = 1, B(e) = 0). 
Suppose that 4 E C is twice continuously differentiable, 4 f 0, 4(e) E Ker A, 
V6’ E [-AZ, 01, C(O) = 0 and d(O) = 0. S UC a h f unction satisfies all the hypotheses 
of [3, Corollary 4.21 except that -4, is now singular. Each term of the projection 
series expansion of this function is null because the bilinear functional (2.12) 
is zero for any ZJ (the element (4(O), 4) E Ma . IS in Ker F). The series converges to 0, 
not to 4. 
We now discuss the limitations of the concept of I&- (and C)-completeness 
and motivate the study of F-completeness. 
EXAMPLE 5.1. For the system 
z&(t) = x,(t - h,), 
2,(t) = +(t - h,) 
(5.14) 
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the condition det AN # 0 holds if and only if h, = h, . If lz, f h, (e.g., fz, < 
h, = h), the generalized eigenfunctions cannot be complete neither in R2 ); 
&(I-h,O], R”) nor in C([-h,O], P). H owever, each scalar equation n,(tj = 
xi(t - lz,), i = 1,2 treated separately satisfies the condition of completeness 
(Corollary 5.5) in R X L,([--lzi , 01, R), i = 1, 2, respectively, for all hi > 0. 
One can easily construct a space in which the eigenfunctions of system (5.14) 
are complete. Let ci = (A i h - e- Ahi = 01, i = 1, 2. The spectrum of system 
(5.14) is G(A) = G~ U ue . The eigenfunctions associated with equation kr(tj = 
.vr(t - h,) are given by e” = 01, f’(S) = OIE~~, h E or , while those associated with 
&(t) = x,(f - h,) are co = /3, 5” = ,ESe, p E ‘s2, a, ,kl being some complex 
constants. 
The eigenfunctions of (5.14) are vector functions of the form 
with ,$ and 5 as described above. One can nom easily see that the set of & and z+@ 
is complete in the space S = {R x I,,([-h, , 0], R)) x (I? ;: L&--h, , 0], A))., 
regardless of values of h, and h, . The latter space is also a good state space for 
(5.14). We now show that the completeness in that space is the same as F- 
completeness. Let +” EL,([-h, 01, I?). The operator N takes the form 
Therefore Im H is isomorphic to L,([-h, , 01, I?) x L&--h, , O], I?), and ImF 
is isomorphic to 3. Furthermore, for Eq. (5.14) one has N = H*‘. By using 
(2.1 S)F-completeness holds if and only if the conditions 
and 
imply #r” = &O = 0 and iY*#l = 0, i.e., &l(S) = 0 a.e. in [-izi , 0], i = 1, 2. 
But this is the same as the completeness in the space 9”. 
The example above indicates that in many cases IUZ is “too big” a space to 
admit completeness, but the latter might be obtained in a “smaller space”, 
whose structure depends on the equation. This observation is confirmed when 
me consider the nth order (zz > 1) scalar differential dif%erence equations. 
These equations, when transformed into a standard form (2.1) fail to satisfy 
the condition of Corollary 5.5. However, Levinson and McCalla [13] have shown 
that the exponential solutions of an zzth order scalar FDE are (under a certain 
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hypothesis on the equation parameters) complete in a certain space which is 
isometric to I?” x L,([--h, 01, Ii), p 3 1. We now take a simple example and 
show that in this case the ideas of completeness in the sense of [13] and that of 
F-completeness are similar. 
EXAMPLE 5.2. The scalar second-order equationjj(t) + 3(t) - y(t - h) = 0 
when transformed into a first-order system by defining x1(t) = y(t), x2(t) = 3(t) 
yields *r(t) = x2(t) and *a(t) = -x2(t) + w,(t - h). By Corollary 5.5, both Me- 
completeness and the completeness in C fail. Let nowf be in I7s!“([-h, 01, R) 
withthenormIlf/ll = If( + iI&, and let (Y E R. According to [13, Theorem 
3] the exponential solutions (tj@>, j = 0, l,... hi E ~(-4) of the scalar equation 
are complete in the sense that for any E > 0 there is a finite linear combination 
of them, denoted by r(t), t E [--h, 01, such that 1 x - &O)( + j/f - t j(r < E, 
or / a - E(O)1 + If(O) - t(O)1 + /If- iljr~ < E. Let us compare this with 
F-completeness. Let 4 be a generalized eigenfunction of the first order 2 x 1 
vector system, i.e., 6 E ~fl~ , X E o(A). Then6 = (4(O), 4), 4 E lvr’([--h, 01, R”). 
Let &, j+ be the components of (6. The particular structure of the equation 
yields that d,(e) = #a(B), 8 E [--h, 0] ( s h ow it first for 6 E Ker(lh - A) and use 
induction for 4 E Ker(lh - A>i, j = 2, 3 ,..., M). The operator H is given by 
[H$](O) = [0,4,(--h - O)]‘. We have ImF = {(x, [O,g(.)lT), z E R’, g(.) E 
&([--A, 01, RR)}. F-completeness means that for any vector x E R2 and any 
g(.) g&[-h, 01, R), for any E > 0 there is a finite linear combination s,& of 
elements of span{&,\ 1 X E u(A)}, (satisfying6 = (4(O), #), * E lJ$P([---h, 01, R”), 
$1 = #2) such that 
[I Xl - 4/‘1w + I x2 - #2P)1211’2 + II g - *2 IL+ < 6 
OS 
[I 3 - ?+@jl’ + I 22 - &9l”l’/” + II g - $1 /IL2 < E. 
The similarity between the two ideas of completeness is now obvious if we 
take g = f and .zr = 01, x2 = f(O), and observe that zjl is a linear combination 
of the exponential solutions of the scalar equation in the same way as t is. 
Loosely speaking, in both examples we observe that the idea of F-completeness 
essentially corresponds to an automatic choice of space in which a completeness 
might be expected. 
We now establish criteria of F-completeness and relate F-completeness to 
other properties of retarded FDE’s. 
THEOREM 5.6. The system of generalized eigen.unctions of A is F-complete if 
and only if 
(i) KerF*G* n ImF* = (01 
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or, equiwEent[~! 
(ii) KerF* n Im G*F* = (0). 
Proof. By definition, the system is F-complete if and only if 
(4, FL&‘,,\j = 0 VA E o(d) a $ E Ker F”. 
By Lemma 4.3, this is equivalent to 
or to 
or to 
F*S+(t)$ = 0, t >S =>F”$ =O. 
Now observe that F*$ = 0 by Propositions 3.5 and 3.l(ii) is equivalent to 
S+(h)+ = 0. On the other hand, F*S+(t)$ = 0, t 3 8, can be equivalently 
written as G*F*S+(t)$ = 0, t > 6, or S+(h) S*(t)+ = 0, t 3 6, or S(t) . 
S+(h)+ = 0, t 3 6. Therefore, we have obtained that F-completeness is equiva- 
lent to 
F(t) S+(h)+ = 0, t > s s- Lyh)q5 = 0. (515) 
This is the same as 
Ker S+(t) n Im S+(h) = (0) Vt 3 6. 
Since for t < S Ker S+(t) C Ker S+(S), we obtain that F-completeness is 
equivalent to 
Ker S+(t) n Im S+(h) = (0) vt 3 0. (5.16) 
We now show that this is equivalent to 
Im S+(h) n Ker S+(h) = {O>. (5.17) 
Indeed, (5.16) implies (5.17) trivially. On the other hand, since for t < 7 
Ker S+(t) c Ker S+(T), (5.17) implies (5.16) for t E [0, h]. Syppose that 3t > iz 
such that Im S’(k) n Ker S+(t) f 0, that is S+(t) S+(h)+ = 0 for some 4 such 
that S+(h)+ # 0. Let t = Zh + 0, cr E [0, h). We have S+(o) S+(ZIz) S+(h)+ = 0 
but S+(h)+ f 0. Using (5.27) inductively we have S+(Zk) S+(h)# f 0 and, since 
G E [0, h), S+(o) S+(Zh) S+(h) f 0, a contradiction. Hence (5.17) is equivalent 
to (5.16). By using Proposition 3.5, (5.17) can also written as 
G*F”G*F*+ = 0 s- G*F”+ = 0 (5.18) 
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which by the one to one property of G* reduces to 
F*G”F%$ = 0 + F”$ = 0 
from which both (i) and (ii) follow. 
COROLLARY 5.7. The condition 
Im S(h) + Ker F = M2 
(5.19) 
(5.20) 
is sujkient for F-completeness. 
Proof. The condition implies successively 
Im GF + KerF = ill,, 
(KerF*G*)I + (ImF*)‘- = ill, , 
~- 
(5.21) 
(KerF*G* n ImF*)l = Ma (5.22) 
the last statement following from the inclusion L,” + L,’ C (L, n L# valid 
for any two linear subspaces L, , L, . Taking the orthogonal complement of both 
sides of (5.22) we have 
__- 
KerF*G* n ImF* = (0) 
which implies statement (i) of Theorem 5.6. 
One of the intermediate steps in the proof of Theorem 5.6, namely (5.15) can 
be rewritten as .S+(t + h)$ = 0 Vt > 6 * S+(h)+ = 0. We now observe that 
Ker S+(t + h) = Ker S+(t) Vt > 6, and S+(h)+ = 0 +F*+ = 0. This gives 
COROLLARY 5.8. The system of generalized eigenfunctions of A is F-complete 
if and only if 
s+(t)4 = 0 Vt > 6 + $EKerF*. (5.23) 
This result links F-completeness with the problem of %mall solutions”. By 
Corollary 3.6, F*$ = 0 is equivalent to z(t) = 17, S+(t)4 = 0 Vt > 0, where 
x(t) is a solution of the transposed equation 
z(t) = LT(%) MO), x0) = c. (5.24) 
Condition (5.23) means that all the solutions of (5.24) that go to zero in finite 
time (“small solutions” in the sense of Henry [ll]) originate from the initial data 
contained in KerF*, that is x(0) = 0, x0 E Ker H*; consequently z(t) = 0 
Vt > 0; the only nonzero part of the function z(.): [-h, m) + R” is the 
initial function (excluding the initial point x(0) = 0), restricted to the subspace 
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FIGURE 1 
Ker H* (Fig. 1). Such “small solutions” can be called trivial. As a conclusion 
we have that F-conzpleteness of the g.enmalizerZ eigenfunctiofzs of A is equivalent to 
the nonexisterzce of nontrivial small solutions of the transposed equation. 
COROLLARY 5.9. Equation (2.1) has 110 nontrivial solutions x(t)> t >, 0, that 
vanish ill finite time T > 0 if and mzly if Ker FG n Im F = (0). 
Remark 5.3. Let n,, be a projection of ilfa onto R”. Equation (2.1) is point- 
wise complete if for any t, , for E E R” the relation <E, n, S(t) @jRn = 0 
Vt > t, , V$ E &&implies 5 = 0. By using Lemma 4.3 the pointwise completeness 
is now equivalent to fl, span{&, , X E o(A)) = Rn. This makes it clear that 
F-completeness implies pointwise completeness. On the other hand, pointwise 
complete systems do not need to be F-complete. F-completeness is, therefore, 
a property weaker than the Ma-completeness but stronger than the pointwise 
completeness. 
Remark 5.4. Since Im F is an infinite dimensional space (unless H = O)? 
Definition (2.2) implies that every Eq. (2.1) having F-completeness property 
necessarily has an infinite spectrum. Systems with det 4(X) equal to a polynomial 
(in X) and H # 0 lack F-completeness, although they might still be pointwise 
complete. An easy example of such a system is xl(t) = q(t - lz), z$(t) = 0. 
Xote that if N = 0, F-completeness reduces to R”-completeness for ODES. 
F-completeness is also related in an important way to the spectral projections 
mentioned before. Let PA be the canonical projection onto A,, associated with 
h E (J(B), i.e., 
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where r is a rectifiable contour containing inside h but no other elements of o(A). 
It is shown in [S] that KerF C Ker P,,; moreover KerF = nAEOcA) Ker PA iff 
the transposed equation has the F*-completeness property. As a result, if the 
F*-completeness holds, the only functions for which all the terms of the spectral 
projection series are null are those contained in the Ker F. 
Finally, F-completeness plays an important role in the problem of function 
space controllability of retarded FDE’s [14]. 
6. MATRIX TYPE CONDITIONS FOR F-COMPLETENESS 
In this section we consider simple differential difference equations with one 
delay 
L+(t) = Awv(t) + A& - h) (6-l) 
and show how the operator-type F-completeness criteria obtained in Section 5 
can be translated into verifiable matrix type conditions. 
Consider condition (i) of Theorem 5.2. Since F* and G* can be obtained from 
F and G by a mere transposition of matrices, we will investigate the condition 
Im F n Ker FG = {Q}. (6.4 
As a first step we will show that (6.2) holds if and only if a certain controllability 
problem associated with Eq. (6.1) h as only a null solution. We will then apply 
to that controllability problem some known geometric ideas of linear multivariable 
control, namely the maximal controllability subspaces. 
First, notice that in the case of Eq. (6.1) the operator F is entirely characterized 
by /II , while G is entirely characterized by A, . In fact 
F=I ’ [ 1 0 H’ (H+)(e) = A,@(-h - Q, e E [AZ, 01; (6.3) 
X(t) = eAot for t E [0, h], and X(t) = 0 for t < 0; (6.4) 
I3W(@ = e *o(h+e)+o  J:eeh, eAO(“+e+S)c/G(s) ds, 0 E r--k, 01. (6.5) 
Now, (+O, 4’) E Ker FG if and only if 
[Gz,b]O = eAohzjO + J:jl, eA”(h+S)#l(s) ds = 0 
and 
A,z(B) = 0, fJ E L--h, 01, 
(6.6) 
(6.7) 
COMPLETENESS OF EIGENFUNCTIONS 25 
where 
~(0) = e -Ao6zJo + 1 eAo(s-6)$1(s) ds, 0 E [--A, 01. 
Observe that (6.7) and (6.8) yield for B = 0 
#OEKerA,. (6.9) 
By using (6.3) we have that a pair (#O, #I) with $J’ + 0 beiong to ImF if and 
only if there exists a nonzero v E La( [0, h], Ii”) such that 
q(e) = A,+ej, e E L-h, 01 (6. IO) 
#” being arbitrary. Substituting (6.10) to (6.8) we have, for (#O, #I) E Im F n 
Ker FG 
,+e) = epAo6#io + [” eAo~S-6)Alv(-s) ds. (6.11) 
“6 
It is obvious that the right-hand side is a variations of constant formula for 
an ordinary linear differential equation. Translating everything to the interval 
[0, h] by the substitutions -S = IJ, -0 = t, (J, t E [0, h], z(-t) = w(t) we 
obtain 
z4qt) = d,zu(t) + &J(t), t E [O, 4, (6.12j 
w(0) = yi” E Ker A, (from (6.Y)), (6.13) 
w(t) E Ker A, , t E [0, h] (from (6.7)) (6.14; 
w(h) = 0, from (6.6) and (6.1Oj. (6.19 
These equations represent a certain special contrdability problem (P). Find a 
pair (#JO, z!), I/J” E Ker d, , zj E&([O, h], R”) such that the corresponding solution 
of (6.12), (6.13) remains in the subspace Ker A, for all t E [0, h] and reaches the 
origin at time t = h. 
Condition (6.2) holds if and only if the only solution to this controllability 
problem is the trivial solution ($O, U) = (0, 0), or equivalently (Go, $“) = (0, Oj. 
Since (6.12) is an ordinary differential equation on [0, h], an alternative but 
equivalent controllability problem is, denoting Ker d, by 9, (PI). Given a 
subspace ?S’ C RI” find a pair ($0, u), Z/JO E,J?.‘, v EL,([O, h], R”), such that the 
corresponding solution .w(t) of (6.12) starting from the null initial condition 
w(O) = 0 remains in the subspace g/, w(t) E %’ for t E [0, h], and reaches at t = h 
the point $O E dY; that is w(t) satisfies 
zi)(t) = A,.w(t) + A&), 
.w(t) E CiY t E [O, h], 
w(0) = 0; 
w(h) = #” E O3, 
(6.16) 
for some ;L’ E U = &.([O, 121, R”). 
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Again (6.2) is equivalent to the nonexistence of nonzero solutions to (6.16), 
with 5Y = Ker A, . 
By a result of Morse and Wonham [17, Theorem 6. l] the set % of states w(h) c- 
JY reachable from the origin via trajectories of (6.16) which are entirely contained 
in ?Y coincides (for U = C( [0, h], Rn)) with B, the maximal A0 , A, controllability 
subspace contained ik ?I (see [22] or [23] for the definition of maximal control- 
lability subspaces). One can verify without difficulty, that the set .SY does not 
change if U is taken asL,([O, h], R”) rather than C([O, h], P); in fact, the proof 
of the inclusion X C 9 given in [17, p. 3331 re q uires only minor modifications, 
e.g., replacing statements like %(T) C Vu by k(t) E Vu a.e. in [0, l] etc.; while 
9 C SY holds without change. Hence 5Y = 9 for U = L,([O, h], R”). 
The set W is characterized as follows. For any n x n matrix a and a subspace 
J of Rn let the symbol (A j J) denote the subspace J + AJ + ... + .&+iJ. 
By [23, Theorem 4.31 or [22, Theorem 5.51 
where Y is the maximal A, , A, invariant subspace contained in Y [22,23] and C 
is an n x n matrix such that (A, + A,C)V C 9’” (a characterization of ?/ is 
given below). 
From these results it follows that (P) has a nonzero solution if and only if 
9 # {O}. But 9 = (0) is equivalent to Im A, n V = (0); in fact, the very 
definition of {A^ j J} gives that {A^ 1 J} = {O] if and only if J = (O}. Hence we 
have proved 
LEMMA 6.1. Consider system (6.1). The following three statements aye equivalent 
(i) ImF n Ker FG = {0}, 
(ii) 9 = {0}, 
(iii) ImA, n V = (01, 
where 3, Y are, respectively, the maximal A, , A, controllability, and invariant 
subspaces contained in Ker A, . 
Transposing the matrices A, , A, we obtain 
THEOREM 6.2. A necessary and suficient condition for F-completeness of the 
generalized eigenfunctions of system (6.1) is L%‘* = (0) OY, equivalents, 
Im AlT n V-y* = (01, 
.whet-e .W, pr* aye, respectively, the maximal A,T, AIT controllability and invariant 
subspaces contained in Ker AiT. 
COMPLETENESS OF EIGENFUNCTIOXS 27 
COROLLARY 6.3. A sujicient condition for F-complet~tess is 
Im ArT n Ker Ax7 = {O>. (6.17) 
Since the latter condition is the same as A,% = 0 => A,x = 0, the alternative 
ways of stating (6.17) are 
(i) rank 4,” = rank Ar; 
or 
(ii) all the Jordan blocks corresponding to h = 0 in the Jordan canonical 
form of A1 have dimension one. 
In particular, if A, is similar to a diagonal matrix, the F-completeness holds. 
On the other hand, (6.17) is violated by any nilpotent matrix -4, . 
We now briefly indicate how these results can be used practically. The 
subspace I. can be determined via the following algorithm [22]. Let Y’“” = 
Ker A,, k = dim Ker A,, and 
EXAMPLE 6.1. Consider the system of equations *r(t) = x%(t), Qtj = 
-s,(t) + xl(t - k) (see Example 5.2). To check F-completeness, we write 
A,T = /JIT = 0 1 L I 0 0’ Ker dlT = span t , [I dim Ker AIT = 1: 
~“-0 = Ker AIT = span ,F” + Im A-I1,T = span ’ [I 0 ’ 
(90T)-1[Y0 + Im _g,T] = (x / iloxT E span [k] 1 = (0). 
Hence ,Y “x = Yr = (0) and the F-completeness holds. 
Bp using the same procedure one can verify that for AIT as in the example 
above if the lower left element of doT is 0, the F-completeness fails regardless of 
values of other elements of _goT. 
A recent paper of Moore and Laub [16] d escribes a more efficient procedure 
of constructing -9P and V*. according to [16], the subspaces P and Y* are 
spanned by certain n x 1 vectors 21; satisfying the equation 
+v [Zj = 0, 
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where ZJ~ are nz x 1 vectors (VZ = rank Al), and P(h) is given by 
Here xi and ,4^, denote fn x n and n x m matrices obtained from A, by reduc- 
tion of linearly dependent rows or columns, respectively. This leads us to a 
result that provides an efficient criterion of F-completeness. 
COROLLARY 6.4. 92’” = (0) if and o&y ;f det P(h) f 0. 
Proof. By recalling problem (P’) with -4,’ replaced by -grT, respectively, 
we have that S!* = (0) if and only if the system 
zb(t) = iloT.w(t) + @u(t), u(0) = 0 (6.18) 
LTrlTW(t) = 0, t E [O, 121 (6.19) 
has only the trivial solution W(L) = 0, u(t) = 0 a.e. on [0, h]. One can replace 
this problem by an equivalent one involving the interval [0, co) and the functions 
ZL(.), u(.) whose Laplace transforms C(h), I(h) exist (we skip the details). 
Applying the Laplace transform to (6.18), (6.19) we obtain 
IA - AoT 
[ 
-& ZqX) 
A-,T 0 I[ 1 qx> =o . (6.20) 
If det P(h) + 0, then also the matrix appearing in (6.20) is nonsingular. Hence 
the only solution of (6.20) is E(A) = 0, 6(,(h) = 0, hence W* = (0). 
If det P(h) = 0, then there exists a nontrivial n + nz dimensional vector of 
polynomials in h, j(h) = [p,(h),..., ~,~+~(h)]~, such that 
P(h)$(X) = 0 for all complex /\. (6.21) 
Moreover, arT[p,,+,(h),.~., &+,JX)] T f 0, since otherwise one would have, by 
linear independence of columns of AiT, that [p,,+l(h),...,p,z+l,(A)l = 0; this 
along with (6.21) would imply (1A - 9,)[ p,(h),..., pn(X)lT = 0, hence [p,(x),..., 
p,(h)] E 0 and so p(h) E 0, a contradiction. Let vi denote the degree of p,(h), 
and let Y = maxi-i ,... ,m+,l vi . Then the function (l/h”‘“) j(h) is a Laplace 
transform of an ~z + wz vector valued polynomial in &f(t) = [fi(t),...,f,z+m(t)]T, 
t E [0, CXJ), satisfying f(0) =O. Defining zu(t) = [fi(t),...,fn(t)], u(t) = [fn+i(t),..., 
fR+,Jt)] from (6.21) we have that w(t), u(t) satisfy (6.18), (6.19) on [O, 03), with 
A^rTu(t) & 0. Hence w(t) S$ 0 and B* + (0). 
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