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ABSTRACT 
The Impact of Differential Item Functioning of MCAS Mathematics Exams on Immigrant 
Students and Communities 
By 
Octavio Suarez Munist 
Dr. Walt Haney, Dissertation Chair 
 
Migration is now a major component of globalization. The combination of 
better economic opportunities and lower fertility rates in developed nations 
suggests that the current migratory wave will last for many decades to come 
(United Nations Population Fund, 2007). In the U.S., immigration over the last 
thirty years has significantly changed the face of the workforce and the classroom. 
At the state level, Massachusetts has been one of the top immigrant-receiving 
states in the Union.  
Since the 1990’s, Massachusetts has been implementing a policy of 
standardized testing for accountability and graduation. The Massachusetts 
Comprehensive Assessment System (MCAS) is a set of standardized, norm-
referenced tests administered to comply with the test-based accountability 
provisions of the 1993 No Child Left Behind federal legislation (NCLB). Used 
today for high-stakes decisions such as NCLB accountability as well as high 
school graduation requirements, MCAS has raised a number of validity concerns. 
Differential item functioning analysis, a technique to statistically identify 
potentially biased in tests, has not been used to challenge the validity of the tests, 
iv 
 
although it can provide new insights into test bias that were not previously 
available. 
This dissertation investigates the presence of differential item functioning 
in MCAS between native students and immigrant students. It identifies one test, 
the 2008 Grade 3 MCAS Mathematics test, as having a significant number of 
items exhibiting differential functioning and compares the original test version to 
a purified test version with these items removed. The purified test version results 
in larger test score improvements for immigrants as well as other non-mainstream 
students. These alternative test scores are sufficiently large to affect the 
determination of NCLB-based performance status for many schools and districts 
that are comparatively poorer and more diverse than the average. While the lack 
of more precise data on immigrants and other characteristics of the data set reduce 
the definiteness of the results, there is ample cause for concern about the presence 
of differential item functioning-based bias on MCAS and the need to further study 
this phenomenon as NCLB-based accountability determinations impact a growing 
number of schools, districts and communities. 
  
v 
 
ACKNOWLEDGMENTS 
 
Throughout my life I have benefitted from the support of my family, friends and community and 
this instance was no different. Additionally, I received the patient and critical support of my 
committee members, Professors Haney, Ludlow and Paez without which the writing of this 
dissertation would have been impossible. I am deeply grateful to them as well as all the staff, 
faculty and students that complemented my learning whilst at LSOE.  
 
 
 
  
vi 
 
TABLE OF CONTENTS 
CHAPTER ONE: STUDY OVERVIEW ................................................................................................... 1 
Introduction ................................................................................................................................. 1 
Research Questions ..................................................................................................................... 3 
Methodology ................................................................................................................................ 4 
Significance of Study .................................................................................................................... 9 
Limitations ................................................................................................................................. 11 
Summary .................................................................................................................................... 14 
CHAPTER TWO: REVIEW OF LITERATURE ....................................................................................... 16 
Introduction ............................................................................................................................... 16 
Immigration and Schools ........................................................................................................... 16 
Validity and Bias Concerns of Standardized Testing .................................................................. 29 
Item Response Theory ............................................................................................................... 45 
Differential Item Functioning ..................................................................................................... 53 
CHAPTER THREE: METHODOLOGY ................................................................................................. 60 
Introduction ............................................................................................................................... 60 
MCAS Tests Characteristics ........................................................................................................ 61 
Part One ..................................................................................................................................... 66 
Part Two ..................................................................................................................................... 77 
Part Three .................................................................................................................................. 84 
CHAPTER FOUR: RESULTS .............................................................................................................. 86 
Introduction ............................................................................................................................... 86 
Part One ..................................................................................................................................... 86 
Part Two ................................................................................................................................... 103 
Part Three ................................................................................................................................ 109 
CHAPTER FIVE: CONCLUSIONS and DISCUSSION ......................................................................... 117 
Introduction ............................................................................................................................. 117 
Summary .................................................................................................................................. 117 
Conclusions .............................................................................................................................. 118 
Limitations ............................................................................................................................... 120 
vii 
 
Discussion ................................................................................................................................ 122 
Recommendations ................................................................................................................... 124 
Directions of Future Research ................................................................................................. 127 
REFERENCES ................................................................................................................................. 129 
APPENDIX A: Psychometric Properties of Test Versions.............................................................. 151 
APPENDIX B: List of Schools Changing AYP Status ....................................................................... 158 
APPENDIX C: List of Districts Changing AYP Status ...................................................................... 162 
APPENDIX D: Instruction Code for Statistical Computer Programs ............................................. 164 
 
  
viii 
 
List of Tables  
Table 2.1: Estimates of Immigrant Student Population . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 
Table 2.2: Migration and Language Data Collected by Massachusetts . . . . . . . . . . . . . . . . . . . . . . . . 26 
Table 3.1: Mathematics Reporting Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63 
Table 3.2: MCAS Test-Takers’ Data Collected in Massachusetts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67 
Table 3.3: Student Origin Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .69 
Table 3.4: Required Actions under NCLB Accountability Status for Schools . . . . . . . . . . . . . . . . . . .82 
Table 3.5: Required Actions under NCLB Accountability Status for Districts . . . . . . . . . . . . . . . . . . 83 
Table 4.1: Student Origin Group Frequencies and Proportions for MCAS Tests . . . . . . . . . . . . . . . . 87 
Table 4.2: Summary of Results of Differential Item Functioning Analysis – . . . . . . . . . . . . . . . . . . . 89 
Table 4.3: Original and Purified Test Versions Items by Content Area. . . . . . . . . . . . . . . . . . . . . . . . 96 
Table 4.4: Differences in CTT Psychometric Properties between Test Versions. . . . . . . . . . . . . . . . . 97 
Table 4.5: Selected Anchor Items . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .101 
Table 4.6: Anchor Items Parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102 
Table 4.7: Descriptive Statistics of Tests Versions in All Three Scales used by MCAS. . . . . . . . . . 104 
Table 4.8: Frequency of and Points Awarded for  CPI Categories for each Test Version. . . . . . . . . 105 
Table 4.9: Mean CPI Scores for each Test Version. . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . 105 
Table 4.10: School AYP Status for Grade 3 MCAS 2008 Mathematics . . . . . . . . . .  . . . . . . . . . . . .106 
Table 4.11: District AYP Status for MCAS 2008 Mathematics – All Students. . . .  . . . . . . . . . . . . .107 
Table 4.12: Mean Test Score Estimates by Ethnic/Race Groups. . . . . . . . . . . . . . . .  . . . . . . . . . . . .110 
Table 4.13: Student Group Proportions for Schools Changing and Not Changing AYP Status. . . . .111 
Table 4.14: Results of Weighted Least Squares Regression for Original Test Version - Schools. . . 113 
Table 4.15: Results of Weighted Least Squares Regression for Purified Test Version - Schools. . . .113 
Table 4.16: Student Group Proportions for Districts Changing and Not Changing AYP Status. . . . .115 
Table 4.17: Results of Weighted Least Squares Regression for Original Test Version - Districts. . . 116 
ix 
 
Table 4.18: Results of Weighted Least Squares Regression for Purified Test Version – Districts. . 116 
Table 5.1: Mean CPI Scores and Target CPI Scores for AYP Status Determination by Year. . . . . .124 
  
x 
 
List of Figures 
Figure 2.1: Item Characteristic Curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47 
Figure 2.2: Boundary Characteristic Curves and Response Characteristic Curves . . . . . . . . . . . . . . . 50 
Figure 2.3: ICCs for Items Exhibiting Uniform DIF (a) and Nonuniform DIF (b). . . . . . . . . .56 
Figure 3.1: MCAS Equating Conversion Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64 
Figure 3.2: MCAS Raw Score to Theta/Scaled Scored Conversion Table . . . . . . . . . . . . . . . . . . . . . .66 
Figure 3.3: Sample Delta Plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .76 
Figure 3.4: MCAS Performance Levels/Categories Cut Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .79 
Figure 3.5: MCAS Performance Targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .81 
Figure 4.1: Impact of DIF Items. . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90 
Figure 4.2: Test score estimates density functions for the reference and focal groups . . . . . . . . . . . . .92 
Figure 4.3: Item Characteristic Curves for items exhibiting moderate and large DIF. . . . . . . . . . . . . .95 
Figure 4.4: Delta Plots for a-parameter (slope) and b-parameter (location). . . . . . . . . . . . . . . . . . . . 100 
Figure 4.4: Histogram of School Mean CPI for Grade 3 Mathematics 2008. . . . . . . . . . . . . . . . . . . .107 
Figure 4.5: Histogram of District Mean CPI for Grade 3 MCAS Mathematics 2008. . . . . . . . . . . . . 108 
Figure A.1: Scree Plots for Test Versions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .156 
Figure A.2: Expected and Observed Proportion Correct. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .159 
 
 
 
  
 
1 
 
 
CHAPTER ONE: STUDY OVERVIEW 
 
Introduction 
 
The past three decades have seen dramatic changes in our nation’s public 
education system. Most obvious to the casual observer passing by a schoolyard would be 
the demographic characteristics of the student body. The U.S. has received over 30 
million (Congressional Budget Office, 2004) immigrants in the last four decades, 
resulting in a student body in primary and secondary schools that is around 20% 
immigrant or children of immigrants (Fix & Passel, 2003). At the same time, the growth 
in English Language Learners (ELL) has dwarfed the growth in the general student 
population. By 2005, ten percent (five million) students were classified as ELL in U.S. 
public schools (U.S. Government Accountability Office, 2006).  
Looking more closely at what goes on in classrooms and administrative offices, 
teaching and learning are increasingly centered on the efficacy of pedagogical approaches 
as measured by standardized tests. These tests, administered in all 50 states and the 
District of Columbia, (Arnet, 2010) in a majority of grades, are now being used to make 
grade promotion and graduation decisions as well as performance evaluations of schools, 
teachers and districts.  
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However, the validity and fairness of these tests has been questioned across the 
country by experts, educators and researchers (Santelices & Wilson, 2010). Nonetheless, 
following the passage of the 2001 “No Child Left Behind” federal legislation (NCLB), 
states have implemented large-scale standardized testing systems to meet the NCLB 
accountability provisions. It is always assumed, but seldom shown, that these tests are 
valid and fair, especially to non-mainstream populations such as immigrants and English 
Language learners (ELL).  This is quite concerning, taking into consideration the long 
trail of evidence about cultural, gender and racial bias in standardized testing in the U.S. 
(Coffman & Lindquist, 1980; Diaz-Guerrero & Szalay, 1991; Freedle, 2003). 
Massachusetts has followed these major historical trends as well. It has an 
increasing number of immigrant and ELL students (Uriarte & Lavan, 2006) and has 
implemented a major standardized testing initiative since the 1997-1998 school year, the 
Massachusetts Comprehensive Assessment System (MCAS). While validity and fairness 
concerns over the use of these tests have been raised for years (Camilli & Vargas, 2006; 
Haney, Madaus & Wheelock, 2004; Horn, Ramos, Blumer & Madaus, 2000; Martiniello, 
2008), these concerns have had little impact on the initiative’s implementation (Cizek, 
2001). The impact of the standardized  test-based accountability system, however, keeps 
growing, especially for English Language Learners (García, Kleifgen & Falchi, 2008),  
even though the validity and fairness of the tests has not been sufficiently established, as 
is required by testing standards (American Educational Research Association, American 
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Psychological Association, & National Council on Measurement in Education, 1999).  
In this study, I examine one potential source of bias against immigrant students in 
the Massachusetts Comprehensive Assessment System (MCAS) mathematics tests. Item 
bias refers to test questions that are biased for or against a particular group. Using a 
statistical technique called differential item functioning (DIF), individual items can be 
identified as having a bias for or against a particular group. Then, by “purifying” a test of 
biased items, new test score estimates, less affected by bias, can be calculated to produce 
more valid and fair results. 
 
Research Questions 
 
This study focuses on identifying bias in MCAS mathematics tests. To date, there 
is no study that considers the global impact of bias beyond the identification of particular 
items. If  MCAS, and similar testing initiatives are based on tests with biased items, they 
may be reporting invalid results about students’ academic performance. 
Two research questions are the focus of this study: 
QUESTION #1: Is there a significant number of items exhibiting differential item 
functioning against immigrant students in MCAS 2007-2009 mathematics tests in 
grades three through five? 
 
QUESTION #2: Is the combined impact of these items large enough to affect the 
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calculations of school and district performance measures under NCLB 
accountability? 
 
The analysis of question #1 focuses on items that exhibit a statistical bias based 
on DIF analysis. While there exists a number of tests to determine the statistical 
significance of DIF analysis, there is no consensus on which tests are most appropriate. 
This presents a challenge in determining the complete set of potentially biased items. 
However, in answering Question #2, it will become apparent if the suspect items have a 
real impact on test results, the more important question. 
 
Methodology 
 
This study consists of a quantitative analysis of MCAS tests in 
mathematics in grades three through five for the 2006-2009 academic years. The analysis 
comprises applying DIF analysis to each of the nine (three grades for three years) tests to 
identify items exhibiting potential bias against immigrant students. Secondly, new score 
estimates are calculated using two approaches to eliminate biased items. These corrected 
scores will then be used to recalculate school performance measures that are used for 
NCLB accountability. 
NCLB requires schools and districts to measure progress toward a goal of 
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having all children perform at satisfactory level by 2014. School and districts have to 
make “Adequate Yearly Progress” (AYP), as set by the state’s education agency or face 
intervention by the state education agency. Each state must set up its own tests and 
definition of what constitutes AYP.  
 
Population 
The population for this study includes almost all students in Massachusetts 
public schools in grades three through five in the 2006-2009 timespan. This amounts to 
around 210,000 students for each of the three years. I have selected this grade range and 
time span for a number of reasons. First, the effects of grade retardation and drop out are 
smallest in elementary school. Second, Massachusetts has a mix of elementary school 
grade configurations, some starting in third grade and some ending in fifth grade, so this 
range allows for the largest number of schools to be compared across the same grades. 
Additionally, the Massachusetts DOE switched to a new MCAS developer in 2004, 
Measured Progress. Starting with results in 2006 minimizes the effects of a number of 
potential changes from year to year that could affect the analysis.  
 
Differential Item Functioning 
Differential item functioning (DIF) is a technique available under item 
response theory (IRT) to identify items biased between two groups. It allows for the 
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analysis of individual items to identify differences in performance between members of 
two groups with the same estimated ability. When an item displays such a difference, it is 
a potential source of bias. While the MCAS technical reports have included some DIF 
analysis (Massachusetts Department of Elementary and Secondary Education, 2004; 
Massachusetts Department of Elementary and Secondary Education, 2005; Massachusetts 
Department of Elementary and Secondary Education, 2006; Massachusetts Department of 
Elementary and Secondary Education, 2007; Massachusetts Department of Elementary 
and Secondary Education, 2008; Massachusetts Department of Elementary and 
Secondary Education, 2009a), it has not done so for all historically known groups known 
to be vulnerable to bias in testing (Freedle, 2003). Furthermore, this analysis has only 
been done at the item level, and has not considered the impact on entire tests or school 
accountability measures derived from these tests. 
 Item response theory purports a number of advantages over classical test 
theory. It provides for estimates of item difficulty and ability estimates that, in theory, are 
test- and sample-independent, yielding more stable estimates over time. Additionally, it 
allows for the analysis of individual items (and test-takers) in a number of ways. MCAS 
uses item response theory to score tests but only makes cursory usage of DIF analysis as 
part of the ex post facto technical reports. A small number of items exhibiting DIF 
between Whites and African-American or males and females are identified, but the need 
for any corrective action or additional analysis is not addressed (Massachusetts 
  
 
7 
 
 
Department of Elementary and Secondary Education, 2004; Massachusetts Department of 
Elementary and Secondary Education, 2005; Massachusetts Department of Elementary 
and Secondary Education, 2006; Massachusetts Department of Elementary and 
Secondary Education, 2007; Massachusetts Department of Elementary and Secondary 
Education, 2008; Massachusetts Department of Elementary and Secondary Education, 
2009a). 
 
Identifying Immigrants 
It is also important to note that while the Massachusetts Department of 
Elementary and Secondary Education (herein referred to as Mass DOE) collects 
voluminous data on its students, determining if a student is an immigrant can be quite 
difficult and imprecise. Since the Supreme Court decision of Plyler v. Doe (1982), 
reaffirming the right of all children to an education, regardless of immigration status 
(Hutchinson, 1982), state and local education agencies have been careful to avoid 
questions that may deal with the legal status of students. Thus, students are often asked 
about their number of years of schooling in the U.S. as well as their native language, 
rather than their immigrant status. Additionally, as is the case in Massachusetts, students’ 
status may change, due to their acquisition of English knowledge as well as formulae that 
consider students as native after a certain number of years in U.S. schools (Massachusetts 
Department of Elementary and Secondary Education, 2009c). However, many of the 
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potential biases faced by non-mainstream students may not automatically erode with time 
or reclassification, as is abundantly clear by the historical and persistent test biases faced 
by a number of native-born ethnic and racial groups in major testing initiatives, like the 
SAT, for example (Santelices & Wilson, 2010). Thus, the determination of immigrant 
status will need to be carefully examined in the data set before comparative analysis can 
move ahead. 
 
Calculating Less Biased MCAS Score Estimates 
MCAS scores are used for school accountability under NCLB. Since the 
Massachusetts DOE provides school-identified individual-level MCAS data, it is possible 
to calculate the impact of removing DIF from MCAS tests on particular schools and 
districts. This can be done my using Item Response Theory methods to recalculate 
comparable test scores estimates by equating different versions, as is done by MCAS. 
Test equating is commonly performed in standardized testing to make test scores from 
different tests comparable. 
Using these new versions of the tests, new score estimates are calculated 
for each test-taker. The recalculated score estimates based on the new test versions can be 
analyzed at a number of levels: state, district and school. State-level analysis will provide 
a general sense of the impact of DIF on score estimates, but it is necessary to work 
“bottom up” to understand how bias in test items in MCAS may result in unfair treatment 
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for schools and communities. These new measures are compared to the official measures 
to examine where the largest discrepancies occur in NCLB accountability measures.  
 
Significance of Study 
 
To date, there appears to be only one study that has looked at DIF between native-
born and immigrant students on MCAS (Martiniello, 2008). This study looked at the 
2003 Grade 3 Mathematics MCAS test and found multiple instances of DIF. Moreover, 
no attempt has been made so far to correct score estimates for the presence of bias in 
MCAS. This study is the first to look at the impact that biased items may have on test 
score estimates and NCLB performance measures. In doing so, it provides three distinct 
contributions. 
 
Analysis of Validity and Fairness of MCAS 
As is described in the next chapter, the MCAS testing program has raised a 
number of concerns over validity and fairness. However, except for Martiniello (2008), 
no systematic analysis of bias in MCAS tests between native-born and immigrant 
students has been published, in spite of the availability of the data. Thus, this study is the 
first attempt to determine if MCAS tests suffer from a bias against immigrants that may 
be affecting test results.   
  
 
10 
 
 
 
Correction of Bias on Test Score Estimates 
Independent DIF analyses of standardized tests are rare, mostly due to the 
unavailability of data. Testing companies are loathe to provide item-level and person-
level data (Madaus, 2001). However, as standardized testing continues to expand in K12 
education, more of these data are slowly becoming available. Currently, Massachusetts is 
one of the few states that provide these data. Thus, so far, there have been few 
opportunities, and even fewer instances of independent DIF analysis. 
The literature on item bias, with few exceptions, focuses mainly on identifying 
items exhibiting DIF and/or bias. Only Freedle (2003) proposed a correction approach for 
the SAT, but did not actually recalculate scores. This study presents an approach to 
examine the effect of removing biased items from an existing test.  
 
Analysis of Impact of Bias on NCLB Accountability Measures 
In addition to potentially identifying one type of bias, this study links for the first 
time the impact that such a bias may have on NCLB accountability measures. While item 
response theory and differential item functioning have been around for a number of 
decades, only recently have these testing technologies started to be used for state-wide 
testing. This opens the door to new types of analyses that were not previously possible. In 
particular, the ability to have comparable scores between different test versions has not 
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been previously utilized in an attempt to recalculate test score estimates and NCLB 
accountability measures based on these score estimates that may contain less bias and 
other desirable properties.   
 
Summary of Study Contributions 
This study presents a first attempt to (1) systematically identify potential biased 
items on a state-level testing program, (2) develop alternative, comparable score 
estimates based on purportedly less-biased test versions, and (3) calculate the impact of 
test bias on NCLB accountability measures. Similar analysis could be performed in 
testing programs across the country to better ascertain the validity and fairness of now 
ubiquitous high-stakes tests. 
 
Limitations 
 
Tests of Statistical Significance of DIF 
While item response theory has been around for many decades, and differential 
item functioning followed soon after (Zumbo, 2007), there is still no preferred method 
nor clear protocol to select a method to determine if a difference in the performance of an 
item is statistically significant. Thus, the selection of DIF methods and statistical tests is 
somewhat arbitrary, but follows the recommendations from the latest literature. This 
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study will make use of a statistical test (described in Chapter 3), but will also look at the 
resulting difference in test score estimates from the elimination of suspect items. This 
reduces to some degree the importance of the statistical test selected, as eliminating a 
limited number of unbiased items due to quirks of a statistical test should not affect the 
test score estimates, just the standard error of these estimates. 
 
Effect of Biased Anchor Items 
Another methodological concern is the possibility that a majority of the items are 
biased such that differential item functioning cannot be detected. DIF analysis requires a 
sufficiently large subset of test items to not exhibit DIF, called the “anchor items” that are 
used to calculate DIF in the remaining items. Anchor items are assumed to not have a 
bias for or against the subgroup of interest. If this is not the case, DIF analysis cannot be 
performed. Unfortunately, there is no quantitative technique to identify this condition. 
However, based on the work of Martiniello (2008), which examined the types of items 
that exhibit DIF in MCAS mathematics, it is reasonable to assume that MCAS 
mathematics test items are not all biased. Martiniello (2008) found that more 
linguistically complex math problems were more likely to exhibit DIF against immigrant 
students. Fortunately, MCAS tests in the three to five grade range do contain a substantial 
proportion of linguistically simple items that are less likely to exhibit DIF, thus reducing 
the possibility of completely biased set of anchor items. 
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Unexplained Causes of DIF 
While this study will look to identify biased items through DIF analysis, it will 
not examine the reasons for this bias. As has been pointed out (Camilli & Shepard, 1994), 
only using a statistical test to determine the significance of DIF of an item is not 
sufficient to completely support the conclusion that the item is biased. However, in this 
study, rather than examining the cause of DIF, the cumulative effect of DIF items is 
examined to see the impact on test score estimates. Additionally, as will be discussed in 
the next chapter, sometimes theory can lag behind the empirical studies, especially when 
new data or new analysis techniques become available. 
 
Difficulty in Identifying Immigrant Students and English Language learners 
As mentioned above, immigrant students cannot be easily identified due to the 
way state and local education agencies collect data on country of origin. Therefore, there 
is bound to be misidentification of some students. This problem increases the possibility 
of a Type II error (not finding a difference where one exists). An approach is presented in 
later sections to address this by identifying two distinct clusters of mainstream native-
born and likely immigrant students. A small percentage of students that cannot be clearly 
classified are removed from the DIF analysis part of the study only. While this may 
produce a slightly different set of items tagged by DIF, it reduces the possibility of Type 
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II error. All participants in the data set are used to recalculate test score estimates and for 
all further analysis.  
 
Potential Effects of Unavailability of Grouped Data 
The data sets made available by the Mass DOE allow for many types of analyses 
to be performed on MCAS data. However, the inability to simultaneously connect 
student-level demographic data and responses to school and district data prevents the use 
of multilevel models that can account for grouping effects. This can be a major limitation 
to the strength of the findings if there is a grouping effect, a very likely scenario, as has 
been found historically in schools (Konstantopolous, 2006). 
 
Summary 
This study focuses on the intersection of two of the major changes in K12 
education in the last few decades: a large influx of immigrant students and the emergence 
of high-stakes testing to meet NCLB accountability requirements. Using a combination of 
item response theory techniques, comparable test score estimates based on test versions 
distilled of items displaying bias against immigrant students are calculated. It examines 
the impact of item-level bias on the test score estimates used in Massachusetts to measure 
academic performance under NCLB accountability provisions.  In doing so, it examines 
some concerns over the fairness and validity of MCAS test that should have been 
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addressed before their state-wide use.  
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CHAPTER TWO: REVIEW OF LITERATURE 
 
Introduction 
This chapter first discusses the phenomenon of immigrant students in U.S. public 
schools. As in previous periods of large immigration, schools have been tasked with 
playing a major role in supporting, integrating and sorting immigrant children into our 
society. The second part of this chapter discusses the issue of bias in testing. Concerns 
over gender, racial and ethnic bias in academic testing have existed since the first large-
scale tests started being administered in schools over 100 years ago (Coffman & 
Lindquist, 1980). With the universality of high-stakes testing in K12, it is more critical 
than ever before that sustained, systematic efforts be made to ensure the validity and 
fairness of the current wave of testing. This section examines the major concerns over 
validity and fairness in standardized testing as they apply to MCAS. Finally, it presents 
item response theory and summarizes the differential item functioning methodologies in 
use today. 
 
Immigration and Schools 
The second half of the twentieth century saw dramatic changes and reversals in 
U.S. public schools that reflected the changes in national politics and society. Arguably, 
the two most prominent issues were the integration of racially segregated school systems 
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and the debates over the content of the school curriculum in response to perceived 
political and economic threats from abroad and within (Ravitch, 2000). By the end of the 
millennium, while school systems across the country were legally integrated, efforts to 
desegregate classrooms had been significantly reversed, reduced or altogether never 
implemented (Ladson-Billings, 2004; Frankenberg & Lee, 2002; Orfield, 2009). The 
debate over school curriculum had gone through several transformations before the 2001 
Elementary and Secondary Education Act, better known as “No Child Left Behind” 
(NCLB) installed a regime of standards-based reform with high-stakes testing-based 
accountability. These two reform initiatives share a common top-down approach of 
federal intervention that stand in sharp contrast to the independence of states to regulate 
their school systems. Undoubtedly, the impact of these federal initiatives on local schools 
and education agencies has been and continues to be vast.  
During the same period, a number of other trends took place. For one, the socio-
economic and demographic characteristics of the teacher workforce become 
progressively more female, white, middle class, suburban-raised and educated (Ingersoll, 
1997). Also, alternatives to traditional public schools were pushed by a number of sectors 
in society, resulting in a growing number of children leaving traditional public schools 
for charters schools, home schooling and private school (Weil, 2009). Also, the 
demographic changes brought about by the dramatic decrease in fertility rate of the native 
U.S. population and the dramatic increase in immigration, especially from Latin America 
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and Asia, changed the color, flavor and sound of the classroom in U.S. public schools.  
In the last fifty years, the U.S. has experienced a significant decline in its fertility 
rate, the number of births per 1,000 women ages 15-44 per year. From the tail end of the 
“Baby Boom” in the early 1960’s, to the early 1970’s fertility rates dropped from about 
120 to around 65 per 1,000 women in child-bearing age, or around 45%, and continues at 
about that level today. The reasons for this drop are many but follow trends in other 
developed countries. Fertility rates in the late 1960’s dropped to around 90, close to the 
pre-World War II rate, but then dropped again to around 65 by the early 1970’s. This set 
the stage for a period of extended immigration, as the native stock could not meet the 
demand for workers in the last decades of the twentieth century. 
 
Immigrants and Segregation 
In the twentieth century, the U.S. experienced two major immigrant waves, one 
East-West and one South-North. In the first half of the century immigrants came mostly 
from Eastern and Southern Europe. In the last twenty years of the millennium, and 
continuing today, immigrants moved north from Mexico and Latin America, as well as 
East from Asia. Of the many differences in the makeup of these migratory movements, 
the most significant in terms of the legal framework of education in the U.S., is, of 
course, race. Race classification has been a part of the legal system since the birth of this 
nation, as the nation moved away from legalized slavery towards legal protections for a 
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number of racial minorities. European immigrants, while suffering discrimination and 
segregation, were legally integrated into the white native-born population. In contrast, 
early twentieth century immigrants from Mexico faced an uncertain legal standing. In 
California, earlier decisions in favor of segregated schools were reversed in Roberto 
Alvarez v. the Board of Trustees of the Lemon Grove School District (1931). The major 
finding of this decision was that Mexicans were not a separate race, as African-American, 
Native American and Asians were, and could not be discriminated against due to 
ethnicity and country of origin. The California Supreme Court in Piper v. Big Pine (1924) 
had decided that "The governing body of a school district shall have power to exclude 
children of filthy or vicious habits, or children suffering from contagious or infectious 
diseases, and also to establish separate schools for Indian children and for children of 
Chinese, Japanese or Mongolian parentage. When such schools are established, Indian 
children or children of Chinese, Japanese or Mongolian parentage must not be admitted 
into any other school” (p. 3). The law would remain in place until 1947. While this 
decision would benefit but a few Mexican-American and Mexican immigrants for several 
decades, it foretold the collapse of the segregated school system from a demographic 
perspective.  
The timing of the legal integration and partial desegregation of the public schools,  
between the major immigration waves, and before the non-European wave was a 
fortuitous, perhaps inevitable, event in U.S. history. By the time Asian and Hispanic 
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immigrants started entering the U.S. in larger numbers in the 1970’s, the system of race-
based legal segregation had been dismantled. While the legacy of segregation has 
remained to this day in schooling (Orfield, 2001) and testing (Santelices & Wilson, 2010; 
Schmitt & Dorans, 2005), non-European immigrant students in the late twentieth century, 
once they made it to the school door, were received by a school culture that was more 
inclusive and accepting of differences in terms of race, ethnicity, country of origin, 
second languages and learning ability than ever before. More important to immigrants, 
however, was that this new inclusiveness extended to immigrants without legal status in 
the U.S., called “illegal aliens” or “undocumented immigrants” by those opposing them 
or supporting them, respectively.  
While the dismantling of the institution of segregation opened the door for 
immigrant students to enter U.S. public schools, the sharp decrease in fertility rates in the 
U.S. made space for them in the classroom. The combination of increased access and 
lower fertility that met large influx of immigrant students at the school door transformed 
the American school, from one defined by the black-white partition to one struggling to 
delineate a multicultural identity in the face of political and economic changes on a 
global scale (Suarez-Orozco & Qin-Hilliard, 2004). 
 
Immigrant Students in U.S. Schools 
In addition to its non-European make up, the late twentieth century immigration 
  
 
21 
 
 
wave was singularly characterized by its points of entry. Rather than coming in the 
steamships of European immigrants, late twentieth century non-European immigrants 
increasingly enter the U.S. through unofficial immigration channels and remain here 
without an official immigration status. Since the Immigration Act of 1965 eliminated 
immigration quotas based on “race, religion, color and national origin,” (Chin, 1996) a 
similar process of information “loss” has characterized the federal government’s policy 
on controlling and tracking entry into the country. As part of the same political changes 
advancing desegregation, other race-based laws were removed from Federal and state 
codes. Thus, institutions across the country moved from an age of strict classification and 
enforcement of race, gender and origin-based policies to one of uncertainty in the 
purpose, responsibility and liability of collecting such data. While race and gender data 
collection continued to be required due to anti-discrimination legislation, collecting data 
about immigration status did not have a clear mandate. 
This change is clearly evident in the identification of immigrants by the Federal 
Government. By the early 1990’s, the agency formerly known as the Immigration and 
Naturalization Service (INS), could not calculate the number of immigrants in the 
country from its records. Rather, only estimates based on The Decennial Census or the 
Current Population Surveys could provide a reasonably accurate estimate of the 
immigrant population in the country. At best, it could be said that the agency charged 
with controlling immigration had an idea of how many people were coming in, but not 
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exactly who they were. 
Similarly, existing estimates of immigrant students have not been based on data 
collected in school but rather on censuses and surveys conducted in homes. Thus, 
researchers and agencies started producing estimates, based mostly on the Bureau of The 
Census’ data. Table 2.1 lists the four more prominent reports of the last decade, all based 
on the Bureau's data. 
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Table 2.1:  
Estimates of Immigrant Student Population 
Estimate Report Sources of Data used Comments 
The New Demography of 
America’s Schools, The Urban 
Institute, 2005 
 
Census 2000 No disaggregation by 
grade 
ILLEGAL ALIEN SCHOOL 
CHILDREN, Government 
Accounting Office (GAO), 2004 
Census 2000; INS Estimates 
(see next entry); some state-
provided estimates 
For example, Texas, 
estimates came from 
Urban Institute 
demographer (see 
previous entry) 
Estimates of the Unauthorized 
Immigrant Population Residing in 
the United States: 1990 to 2000, 
INS, 2003 
 
Census 2000; Internal INS 
records 
No disaggregation by age 
or school enrollment 
Overlooked & Underserved, 
Immigrant Students in U.S. 
Secondary Schools, Urban 
Institute, 2000 
Current Population Survey, 
various years 
No disaggregation by 
grade 
 
The GAO report presents a thorough discussion of the data available at local, state 
and Federal levels. It finds that across all pertinent agencies, immigration status of 
schoolchildren is not tracked. Additionally, it mentions that no agency is planning on 
doing so in the near future. 
The problems with Census and Current Population Survey (CPS) based estimates 
of immigrants have been pointed out by a number of authors (Hauser, 1997; Passel, 2003; 
Skerry, 2000). These include undercount of immigrants, especially undocumented ones, 
response error and coverage error. The necessary weighting corrections used in the CPS 
estimates have been shown to result in internally inconsistent estimates of school 
enrollment (Suarez Munist, 2005). Thus, there is not a source of precise enrollment data 
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on immigrants in U.S. schools.  
 
State Level Data Collection 
In a federal system like that of the U.S., the division of power between the Federal 
Government, states and local authorities can act to amplify as well as suppress the real 
effect of laws and policy. Also, it can easily lead to situations were policies at one level 
lead to consequences at another. This is dramatically played out by how federal 
immigration policy and court decisions affect state and local education agencies. The 
federal government is solely responsible for immigration. At the same time, a Supreme 
Court decision (Plyler vs. Doe, 1982) required states to provide schooling to all their 
school-age children, regardless of immigration status. Thus, states must deal with  federal 
law that compels them to educate immigrant children, but provides very little funding for 
it. In fact, federal funding for immigrant children only adds up to a few hundred dollars 
per pupil per year for only the first three years the child is in school (Ruiz-De Velasco & 
Fix, 2000). While the larger context of inflows and outflows between states and the 
federal government must not be overlooked, the underfunding of immigrant student 
programs leads to a very unequal distribution of the burden of educating immigrant 
students between states, as well as little incentive for states to track these students beyond 
their third year in U.S. public schools systems, when their Title III eligibility ends. Thus, 
state and local education agencies, for the most part, only collect immigration status data 
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as required by the Federal Government to receive funding. The term "immigrant children 
and youth," which is defined in section 3301(6) of Title III, refers to individuals who: 
“(A) are aged 3 through 21; (B) were not born in any State; and (C) have not been 
attending one or more schools in any one or more States for more than 3 full academic 
years” (Wolf, Herman, Bachman, Bailey & Griffin, 2008). 
 
Estimating Immigrant Students in Massachusetts 
At the state level, Massachusetts has been one of the top immigrant-receiving 
states in the Union. From 1990 to 2007, the estimated percent of immigrants relative to 
the entire public education population grew from 9.5% to 14.4%. This resulted in a 
similar increase of foreign-born students in Massachusetts’ schools to where today 15.6% 
of K12 students are estimated to come from immigrant homes (Massachusetts 
Department of Elementary and Secondary Education, 2009b).   
The Massachusetts Department of Elementary and Secondary Education, like 
most state education agencies across the country, does not collect data about immigrants 
reliably, as immigrant students can migrate from one classification to another due to 
changes in circumstances. Table 2.2 lists the data collected by Mass DOE that can be 
used to classify students as immigrants for analysis of MCAS tests (Massachusetts 
Department of Elementary and Secondary Education, 2009a). The first two fields, 
yrsinmass and migrant_off, are confounded by internal migration between states as well 
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as transfers from non-public education settings. The Limited English Proficiency fields, 
lep_off and lepflep_off do appear to capture the current and past English proficiency 
level, and the firstlanguage field does provide some information about home language. 
However, based on these data, it is not possible to clearly classify students into immigrant 
and native-born. Researchers faced with this problem, usually use the LEP designation as 
a proxy for immigrant (Martiniello, 2008) or choose to focus on ethnicity rather than 
origin (Uriarte & Lavan, 2006). 
In the following chapter, a method based on these data fields will be used to 
classify students into immigrant and native-born that endeavors to improve upon simply 
using LEP fields. 
 
Table 2.2 
Migration and Language Data Collected by Massachusetts 
Data Field Definition 
yrsinmass Number of years student has attended MA schools (for LEP - Limited English Proficient students only) 
migrant_off Is this student a migrant  
lep_off Official LEP status  
lepflep_off Official LEP or formerly LEP status  
firstlanguage LEP student's first language  
  
The Rise and Fall of ESL 
Starting in the 1970’s, to address the need to educate newly arrived immigrants in 
the context of the recent changes in civil rights, school systems began to implement 
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special programs to teach English to their non-English speaking students (Ovando, 2003). 
These programs, most often referred to as “English as a Second Language” (ESL) 
programs, differed dramatically from the methods used in the first half of the century (La 
Perla, 1986) and were supported by a growing body of research. However, even as these 
programs flourished for almost two decades, growing resentment by natives resulted in 
their curtailment and elimination through legislative action. States with large immigrant 
populations, like Massachusetts, California and Arizona, passed legislation to this effect, 
often by overwhelming popular initiatives (Chandrasekhar, 2003). While the analysis of 
this backlash is beyond the scope of this study, it is important to note that its timing, 
coinciding with the rise of high-stakes testing, impacted the importance that issues of 
language acquisition were given in the development and utilization of these tests. As can 
be seen in Massachusetts, concerns over bias and validity of these tests for English 
language Learners are simply not addressed in the tests’ technical manuals or 
independent analysis (Massachusetts Department of Elementary and Secondary 
Education, 2009a). Immigrant students, no matter what their level of English proficiency 
are tasked with taking high-stakes tests as soon as they enter schools. 
 
Performance of ELLs on Standardized Tests 
Educating immigrants has been a major area of debate with each migratory wave. 
Ravitch (2000) analyzed the New York City public schools from the turn of the Century 
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through the 1960’s and concluded that the greatest advances in academic performance 
occurred after the public school system “recovered” from the impact of the European 
migratory wave of the first score of years of the twentieth century. However, Jeynes 
(2005) points out that “the decline of the American student academic achievement in the 
1960’s and 1970’s began well before the United States fully liberalized its immigration 
policy” (p. 270).  The debate once again ignited in the last decade (U.S. Government 
Accountability Office, 2004), as the number of immigrant school children grew 
throughout the decade (U.S. Census Bureau, 2009) and the costs of educating this new 
wave of immigrants grew (U.S. Government Accountability Office, 2004). As the ESL 
resources were curtailed by law or policy, immigrant students in the first decade of the 
21st century were sorted into schools that were increasingly more segregated, 
economically, racially, linguistically (Gandara & Orfield  2010; Gifford & Valdes, 2006; 
Orfield, 2009), reversing the historical trends begun during the Civil Rights Movement in 
the 1960’s. 
Under NCLB, ELLs were required to be tested in English as soon as they entered 
public schools in the U.S. The performance of ELLs, as expected, was far below that of 
the white native-born population, and more in line with those of the historically 
segregated native-born groups. Faced with a combination of segregated schools, reduced 
English language services and testing before being provided with a fair opportunity to 
learn, immigrant students could not keep pace with their native-born peers (García et al., 
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2008; Goldenberg, 2008). ELLs (most of them immigrants) performed well below non-
ELLs on national standardized tests (National Center for Education Statistics, 2009). 
Similarly, in Massachusetts, only 25% of ELL students were performing at or above the 
Proficient level, compared with 65% for the overall population (Massachusetts 
Department of Elementary and Secondary Education, 2010c).  
Looking at the last century, large migratory inflows, rather than being an 
exceptional event, appear to be part of a repeating pattern of demographic changes and 
institutional reforms which are tied to larger economic, political and demographic 
phenomena in the nation and the world (Suárez-Orozco, 2001). In the last century, 
immigrants have played a major role in the many triumphs this country experienced, from 
war to economic competition to ideological conflict. Public schools, more than any other 
public institution, are first to feel the impact of demographic changes, often initiated by 
policies and events far from their classrooms and spheres of influence, but they are a 
critical part of transforming demographic events such as “baby booms” or immigration 
waves into positive national outcomes. As an entire generation of native-born and 
immigrant children are educated under the reforms defined by NCLB, the validity and 
fairness of high-stakes tests being used must be rigorously and continuously examined.  
 
Validity and Bias Concerns of Standardized Testing 
Concerns over the validity and bias of standardized tests and their use have 
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existed for over 100 years (Coffman & Lindquist, 1980). While test bias continues to be a 
major area of research, the explosive growth in high-stakes testing in the last twenty 
years has not been balanced by a similar effort to address these concerns. Validity has not 
been the preferred area of psychometricians’ efforts (Brennan, 1998). This observation 
still holds true today with few exceptions in the field of high-stakes testing, and is 
especially concerning as the consequences tied to these tests continue to increase. While 
testing and research organizations (American Educational Research Association, 
American Psychological Association, National Council on Measurement in Education & 
Joint Committee on Standards for Educational and Psychological Testing (U.S.), 2002; 
Huempfner, 2004), continue to point out the critical need to ensure the validity and 
fairness of standardized tests, the actual practice in the field has shifted the burden of 
proof from test developers and administrators to testing critics that must now show a test 
to NOT be valid or fair.  
 
Types of Validity 
Validity and reliability are two required qualities that must be supported by 
evidence for test results to be considered meaningful and their use responsible. While 
reliability, the general consistency, of the test results, has a number of well-accepted 
quantitative measures, validity is a larger, deeper concept with multiple aspects that 
cannot be fully and permanently established. Rather, test developers and users need to 
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present sufficient evidence that a test is valid for each instance of its use. In simple terms, 
validity refers to the degree a test measures what it purports to measure. For standardized 
tests, it encompasses the constructs, the instruments and the uses of the test results.  
Construct validity refers to the degree the operationalization of a construct 
actually measures that construct (and not other abilities). For example, in a test of 
mathematical achievement, do all the test items only measure knowledge of mathematics 
or does linguistic knowledge affect the results? A related type of validity, content 
validity, considers whether the items on a test sufficiently cover the full extent of the 
subject. A test made up of only geometry items would not have adequate content validity 
if the purpose was to measure general mathematical knowledge. 
Another aspect of a test’s validity examines how the results from the instrument 
correspond to other existing measures. This includes concurrent validity, agreement with 
other current measures, and predictive validity, agreement with future measures or 
performance. External validity pushes this concept further to examine the generalizability 
of the result to other members of the population beyond those tested.  
Finally, consequential validity investigates the social consequences of the test 
results. Messik (1989) points out that “that [the] adverse social consequences should not 
be attributable to any source of test invalidity such as construct–irrelevant variance” (p. 
37).  This has been one of the major concerns with high-stakes testing. Critics have 
expressed the lack of evidence supporting the consequential validity of these tests, 
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particularly with regards to bias that may occur, and the need to show evidence that the 
results are not being affected by construct-irrelevant variance (Haladyna & Downing, 
2004). In light of the continuing findings of bias in major testing programs such as the 
SAT (Freedle, 2003; Santelices & Wilson, 2010; Aguinis, Culpeper & Pierce, 2010), the 
need to address this concern in state-wide high-stakes testing becomes more imperative to 
support the validity claims of these tests and their uses.  
 
Bias and Fairness 
Test bias is an example of “invalidity or systematic error” (Camilli & Shepard, 
1994) on how a test measures the ability of members of two different groups. In other 
words, a test is said to be biased if members of a particular group consistently perform 
better (or worse) on the test for reasons that are not relevant to the construct of interest. 
Looking at testing beyond the classroom, Gould (1981), makes an important distinction 
between cultural bias and statistical bias. Cultural bias occurs when one group 
consistently performs below another group. The flawed intelligence tests used throughout 
most of the twentieth century are perhaps the best example of this. Statistical bias occurs 
when two individuals from different groups who receive the same score on a test, 
perform differently on an external criterion. For example, SAT scores are known to have 
systematic differences in the meaning of test scores associated with group membership. 
The college performance of women is under-predicted by SAT scores, and the 
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performance of men is over-predicted (Rosser, 1989). Statistical bias is often referred to 
as an external method because it requires another measure, separate from the test being 
analyzed to be established. When two measures exist, a linear regression can be 
performed to look for under- or over-prediction of a group’s performance. Either of these 
conditions would constitute a statistical bias. 
The great contribution that differential item functioning has provided to bias 
detection is the ability to identify statistical bias without requiring an external criterion. It 
is a powerful technique that can be used to support or refute claims of bias in testing. In 
the infamous “Golden Rule Settlement” (Linn & Drasgow, 1987), the Educational 
Testing Service, developers of the Illinois Department of Insurance licensing exam, 
agreed to remove items that were showing cultural bias, defined as a difference of more 
than 15% in correct answers between black and white test takers or fewer than a 40% 
correct rate by black test takers. Since then, a number of authors as well as the 
Educational Testing Service have critiqued the psychometric reasoning of these criteria. 
Lacking an external criterion to perform traditional statistical bias analysis, differential 
item functioning has been used to undermine the validity of this bias-correction technique 
(Linn & Drasgow, 1987; Camilli & Shepard, 1994). In contrast, the SAT, another tests 
developed by the Educational Testing Service, has been shown to contain statistical bias 
through differential item functioning (Freedle, 2003; Santelices & Wilson, 2010; Sehmitt 
& Dorans, 2005).  
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Finally, fairness is a related concept to bias, but addresses the social concept of 
what is a just use of a test. A biased test is generally accepted as being unfair, “given the 
acceptance of the principle of individualized treatment based on individual merit it 
appears unfair to overpredict or underpredict the performance of any individual or group 
of individuals” (Schmidt & Hunter, 1977). The Standards (American Educational 
Research Association et al., 1999) describe four meanings of test fairness to consider.  
These include equitable treatment of examinees, equal opportunity to learn and a lack of 
predictive bias, in other words, lack of over- or under-prediction of an external criterion. 
A fourth meaning of test fairness, requiring equal group outcomes for subgroups of 
interest, is given less importance. However, the notion is at the heart of the “Golden Rule 
Settlement.” While strictly equal group outcomes may not be defensible, extremely 
unequal outcomes, at the very least, have to be examined.  
 
Challenges to the Validity of MCAS 
MCAS has raised a number of validity and fairness concerns over the last 
decade. These concerns are both specific to the MCAS as well as common to this type of 
high-stakes testing. Horn et al. (2000) raised a number of concerns about the use of cut 
scores to determine performance levels on MCAS. Several authors (Camilli & Vargas, 
2006; Luna & Turner, 2001; Myatt & Kemp, 2004; Vogler, 2002) have written about the 
narrowing of the curriculum and effect on teacher practice. Additionally, issues with the 
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validity of the tests, especially for minority students, have been identified (Brennan, Kim, 
& Wenz-Gross, 2001). These authors compare the consequences of MCAS high-stakes 
testing to teacher-assigned grades on promotion and graduation decisions. They conclude 
that the effects of high-stakes testing differ from those based solely on teacher-assigned 
grades and that there is an increased impact on African American and Latino students. 
This certainly raises questions about the fairness of the tests and concerns over possible 
bias. However, since the early years of this decade, criticism has waned along with 
outside psychometric analyses of MCAS, as challenges to the full implementation of a 
MCAS-based accountability system have not garnered support in the courts or the 
political system. 
Martiniello (2008) identified items in the fourth- grade mathematics 
MCAS exam that exhibited statistical bias against English Language Learners through 
the use of differential item functioning. While her work focused more on the linguistic 
analysis of the items displaying differential item functioning, these findings provide 
further evidence that MCAS exams may be suffering from cultural and statistical bias. 
 
Role of Standardized Testing in Educational Reform 
High-stakes testing has been a cornerstone of the educational reforms launched by 
NCLB. It has launched an unprecedented growth in the test industry, an industry that is 
highly unregulated (Haney, Madaus & Lyons, 1993). Critics of the use of these tests have 
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not found support in the political system or the courts. In a very telling case in Texas 
(Saucedo & Bernal, 2000), the judge found that while the Texas high school exit exam 
did have a “legally meaningful” disparate impact on African American and Latino 
students, the educational necessity of high-stakes testing-based reform outweighed the 
evidence of its disparate effect and likely cultural bias.  Examining the national landscape 
on standardized testing court challenges (Cizek, 2001), the author concluded that “[i]t is a 
fair conclusion that, in terms of legal wranglings concerning high-stakes tests, the 
psychometric characteristics of the test are rarely the basis of a successful challenge” (p. 
1).  In McDuffy v. Secretary of the Executive Office of Education (1993) plaintiffs 
successfully argued before the Massachusetts Supreme Judicial Court that the state had 
not been meeting its obligation to properly educate its children based on funding 
differences across districts. The Court clearly stated the state’s constitutional 
responsibility to educate its citizens, but left it up to the governor and the legislature to 
implement a remedy. Shortly before the Court ruled, the legislature passed the 1993 
Massachusetts Education Reform Act that implemented a comprehensive standards-based 
reform program, centered on MCAS standardized-tests accountability (McDermott, 
2007). The Court accepted this remedy until a second case, Hancock v. Driscoll (2005), 
received a favorable ruling in a lower court, but was decided, by the Supreme Judicial 
Court, for the defendant, the Massachusetts Department of Elementary and Secondary 
Education that allowed the standard-based reform efforts to continue without further 
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interference from the courts. 
A third case, Student v. Driscoll (2002), alleged that the 10th grade MCAS high 
school exit exam was unfair to the plaintiffs, African American and Latino students. The 
plaintiff’s argument did not focus on any psychometric properties of the tests, but, rather, 
on the unequal “opportunity to learn” that the plaintiffs received due to differences in 
funding between schools and districts. This case was also decided in favor of the 
defendant and high school exit exams became a graduation requirement in Massachusetts. 
 
Testing of English Language Learners 
In  the early 2000’s, at the same time that high-stakes testing was becoming the 
norm across all fifty states under NCLB, the ELL population was growing (Fix & Passel, 
2003), but public support for bilingual programs was waning, with several states, 
including Massachusetts passing state-wide initiatives dismantling or severely curtailing 
bilingual programs.  This political sentiment was evident in the No Child Left Behind 
legislation. Against decades of research (Cummins, 1983; García et al., 2008; Hakuta, 
Butler & Witt, 2000) that recommended a  four to eight year period to transition ELLs to 
regular English classrooms, the law required ELLs to start taking English-language tests 
only months after arriving in U.S. schools and to complete their transition to regular 
English classrooms in three years. 
In addition to the regular English language content area knowledge, under NCLB, 
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ELLs also have to take English language proficiency (ELP) tests to measure their 
progress in learning English (U.S. Government Accountability Office, 2006). English 
language proficiency exams have raised concerns over their validity due to the 
heterogeneity of the population (Wolf, Kao, Griffin et al., 2008).  Rabinowitz and Sato 
(2006), examining ELP exams across the country, observed that many newly  developed  
ELP tests were in use while comprehensive technical quality and validity evidence was 
still being collected.  Wolf et al. (2008) similarly concluded that “[a]vailable [validity] 
evidence is thus very limited” (p. 8). While this study does not focus on issues of ELP 
assessments, there certainly is a critical connection between the validity of ELP 
assessments and the validity of English language tests. If ELL students are incorrectly 
assessed as having reached sufficient English-language proficiency, then they can be 
mistakenly placed in regular English classrooms before they are ready, or, worse, yet, 
misdiagnosed as having learning disabilities (Wolf, Kao, & Herman, 2008). 
Validity problems in ELP tests directly affect the validity of English language 
content area tests in a number of ways. Any examination of bias becomes convoluted 
when student’s language status is imprecise. Also, studies that make use of ELP tests may 
yield invalid results. This is particularly critical for studies looking at accommodations 
for ELLs in English language tests.   
Test accommodations have been an unwelcome presence in standardized testing, 
as they require an almost total re-examination of validity, reliability and fairness. As 
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educators, courts and politicians have demanded the inclusion of more special 
populations in standardized testing, test developers have struggled to provide appropriate 
accommodations and support their comparability with the regular exams (Rabinowitz & 
Sato, 2006).  
For English language learners, there have been three major accommodations 
provided for English language content area tests: 
1. Dictionaries 
2. Extended Time 
3. Linguistic Modification 
 
The effects as well as the impact of these accommodations on the validity and 
comparability of the test results are still being researched. Extended time has been 
shown to benefit ELLs  (Abedi, Lord, Hofstetter & Baker, 2000; Chiu & Pearson, 1999; 
Hafner, 2001), and is usually provided as an accommodation for any test-taker who 
requests it, including ELLs. Linguistic modification has been shown to improve 
mathematic scores of ELLs (Abedi et al., 2000), but is used only by one state (Wolf, 
Kao & Griffin, 2008). MCAS does allow native Spanish speakers to take the 10th grade 
mathematics exit exam in Spanish (for students who have been in the Continental United 
States for less than three years), but all other content areas tests in grade three through 
nine must be taken in English.   
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Providing ELL students with a native language to English dictionary is a very 
common accommodation that has produced conflicting results. A number of studies have 
shown some benefits of dictionaries or glossaries for ELLs (Thurlow, 2001). However, 
similar results have been found for non-ELLs (Abedi & Lord, 2001). This raises serious 
questions about the validity of this accommodation. A meta-analysis (Francis, Rivera, 
Lesaux, Kieffer & Rivera, 2006) found English language dictionaries and glossaries to be 
the only accommodation to show a positive effect for ELLs. MCAS testing procedures 
allow for the use of word-for-word bilingual dictionaries, but the effect of this 
accommodation has not been studied to date. 
The issue of language and linguistic complexity creates testing difficulties for 
ELLs that need special attention, as it is necessary to distinguish the subject-area 
knowledge from English proficiency (Hakuta, 2000). Unfortunately, with the NCLB-
mandated surge of standardized tests that were developed in the last decade, many 
questions about the validity and fairness of tests where left behind. Testing of ELLs left 
these issues even further behind, as the added complexity of assessing this diverse 
population has barely begun to be studied.  Furthermore, factors such as the inconsistent 
and non-documented introduction of accommodations and unreliable measures of English 
language proficiency make it more difficult to examine the validity and fairness of these 
tests.  
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Explanations for Differential Item Functioning 
As discussed in the previous section, the linguistic complexity of items can 
present a major challenge for ELLs when being tested in English. To answer any question 
or problem, test takers need first to understand what is being asked. This process of 
meaning-making is made up of several key steps that need to be successfully solved by 
the reader (Adams, 1990):  
1. Recognize and decode words  
2. Interpret the appropriate meaning of each word (vocabulary knowledge) 
3. Understand the syntactic arrangement of the words (syntactic knowledge) 
4. Extract meaning from the string of words presented  
Reading comprehension is a time-sensitive and fragile process that can be easily 
derailed by miscues and unknown vocabulary. Studies have estimated that only a ten or 
even five percent unfamiliarity with words in a passage is sufficient to disrupt text 
comprehension (Carver, 1994; Nagy & Scott, 2001). When test takers lack familiarity or, 
worse, knowledge of the meaning of sufficient words in a passage, comprehension 
becomes unattainable. Studies for native-speakers as well as ELLs have found that 
comprehension is strongly correlated with sentence length and syntactic complexity 
(Abedi, Hofstetter & Lord, 2004; Cocking & Mestre, 1988).  
For ELLs, longer prompts in test items provide more opportunities to run into 
unfamiliar terms or syntactic structures. Understanding vocabulary is critical for reading 
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comprehension (August, Carlo, Dressler & Snow, 2005; Tabors, Páez & López, 2007; 
August, & Shanahan, 2006). The effect of reduced reading comprehension in subject area 
tests (other than English itself) introduces a construct-irrelevant variance for ELL test 
takers that can result in differential item functioning. Yet, looking exclusively at linear 
measures of complexity may not fully explain nor help to detect a priori of field testing 
items that are exhibiting differential item functioning (Martiniello, 2008). 
Because of the critical and problematic role of English language proficiency, less 
attention has been paid to other possible sources of bias in tests. But the long and 
persistent history of bias in standardized testing against non-mainstream populations 
exists to this day. Recent DIF analysis of the SAT, arguably one of the most carefully 
developed tests in the country, has shown it to still contain items biased against African 
Americans (Kulick & Hu, 1989; Santelices & Wilson, 2010). Absent of the effects of 
language proficiency, studies have more carefully looked at other possible reasons.  
Several studies have reported differential item functioning between White 
majority test takers and African American, Hispanic and Asian test takers, favoring 
Whites on easy items and non-Whites on harder items (Kulick & Hu, 1989; Schmitt, 
Dorans, Crone & Maneckshana, 1991). Based on these findings, the “Cultural 
Unfamiliarity” hypothesis (Freedle & Kostin, 1997) argues that commonly used words 
are more likely to create linguistic ambiguity because different cultural groups assign 
different meanings to them. This is supported by the findings of Diaz-Guerrero & Szalay 
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(1991) that studied the different meanings of commonly used words between a number of 
immigrant and non-immigrant minority communities and mainstream Whites. 
Conversely, less frequent words that tended to appear more in academic settings, had 
more shared meanings. Freedle (2003, p. 2) refines one aspect of the definition of cultural 
bias by stating that “a test is culturally biased if individuals from different ethnic groups 
interpret critical terms in many of the test items differently.” 
This theory presents a major dilemma for test developers that may be sensitive to 
the issues of test validity and fairness for ELLs. On the one hand, ELL’s vocabulary may 
be limited, so they are more likely to be familiar with commonly used words. On the 
other hand, the meaning of some of these commonly used words may vary enough from 
that of mainstream Whites to create linguistic ambiguity. 
 
Summary 
The last wave of immigrants to come to the U.S. was met by a social and political 
environment that was rapidly changing in many ways. While de facto school segregation 
continued in many parts of the country, immigrant students also benefitted from a more 
inclusive school culture. The development of LEP programs in most states during the last 
decade of the twentieth century is the biggest evidence of this.  
However, as the new millennium started, support for LEP programs quickly 
declined among the native-born population and the standards-based reform movement 
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succeeded in passing federal legislation ringing in a new era of high-stakes testing and 
accountability not seen before in the U.S., the states had for the first time and in short 
order to roll out system-wide accountability systems using on standardized test to 
measure progress. 
While immigrant students were not explicitly mentioned in the legislation, 
English language learners (almost all of them first or second generation immigrants) 
received special attention. Not only were they to be assessed in their English language 
proficiency, but also their subject area knowledge, the latter with the same English 
language tests as their native English-speaking peers.  
As high-stakes tests were developed in every state, urgency left little room for 
serious considerations of validity and fairness. Cultural and statistical bias, a persistent 
problem of testing in a large and diverse nation, received little attention, even with the 
added complexity of testing English language learners. Legal and political attempts to 
impede the large-scale deployment of test-based accountability systems were not 
successful throughout the decades. By 2010, all fifty states had installed large scale 
testing programs to meet NCLB requirements.  
But concerns about the validity and fairness of the tests and their uses had not 
been sufficiently addressed. On the contrary, new advances in testing theory and 
empirical research, like differential item functioning, were reporting cases of bias in 
major testing initiatives. In the last ten years, the field of testing has improved in its 
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ability to identify item bias at different stages in the test construction process. But as new 
statistical methods emerged to detect bias, the theory has generally not been able to 
explain it (Zumbo, 2007). This has left test developers with little guidance on how to 
proceed at a time of unprecedented demand for test development. This study aims to 
provide a sense of the scale of the problem by estimating the effect of bias against 
immigrants that may exist in the high-stakes tests being used in Massachusetts. 
 
Item Response Theory 
Item response theory (IRT) is an alternative measurement theory to classical test 
theory (CTT). Although the first mentions of this theory were published as early as the 
1920’s by Thurstone, Fisher and others, the complete foundations were not published 
until the 1950’s (van der Linden & Hambleton, 1997). By the late 1960’s, item response 
theory was fully developed (Lord & Novick, 1968).  It took another 30 years, however, 
for IRT to become a fully viable alternative to CTT, as parameter estimation algorithms 
and computers became generally available. By the turn of the millennium, IRT was being 
used in mainstream tests for professional credentialing, college admission and K12 
education high-stakes testing (van der Linden, 2005). 
Item response theory purports a number of advantages over CTT. It provides for 
estimates of item difficulty and person ability estimates that, in theory, are test- and 
sample-independent, yielding more stable estimates over time (Hambleton & Rogers, 
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1991). In CTT, an individual’s ability is estimated by the particular test. When the test is 
difficult, a person will appear to have low ability and, when the test is easy, she or he will 
appear to have higher ability. Conversely, test difficulty is defined in terms of the scores 
obtained by the examinees taking the test. In CTT, a test will appear to be more difficult 
when examinees have low ability and less difficult when examinees have high ability.  
Another advantage of IRT over CTT has to do with the calculation of standard 
errors. In CTT, standard errors are assumed to be equal for all participants. However, this 
is unlikely to be the case (Hambleton & Swaminathan, 1985). IRT, on the other hand, 
provides separate standard errors for each examinee and item. This allows for more 
accurate modeling of the data. 
 
IRT Models 
Modern item response theory is comprised of a growing number of models 
and methods. The selection of the best model and methods for a given testing application 
is far from being generally agreed-upon and is often hotly debated in the literature 
(Wright, 1992). As the name implies, IRT models each item in a test. IRT models all 
represent the probability of an examinee answering an item correctly: 
{ } { }( )iiii YPP δθθ ,|1)( ==  
where iP (θ) represents the probability of an examinee with ability estimate theta, θ, 
getting an item i with parameters iδ  correct. As shown in Figure 2.1, it is expected that 
  
 
47 
 
 
the probability of answering an item correctly increases as the ability level, θ, increases. 
This curve is referred to as the item characteristic curve (ICC). Depending on the 
difficulty of the item, the curve will be shifted right (harder) or left (easier).  
 
 
Figure 2.1 Item Characteristic Curve. 
 
The number of parameters can vary depending on the model selected. MCAS, for 
example, uses a three-parameter model (3PL) to model dichotomous items, items are 
scored right or wrong. The 3PL model is expressed by the logistic function 
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where a, b and c are the parameters describing the item. Parameter b is the location 
parameter. It determines the position of the curve on the ability scale. The inflection point 
is located where θ = b. Harder items, with a higher θ, will be located further right; easier 
items will be located further left. The c parameter is called the guessing or pseudo-chance 
parameter. It represents the probability of getting an item right by guessing. This is 
particularly useful when modeling multiple choice items. In items with 5 choices, for 
example, it would be set to a value near .20. Finally, the a parameter is the discrimination 
parameter. It determines the slope of the curve around the inflection point. The steeper 
the slope, the more discriminating the item is. In other words, an item with a larger a 
parameter has higher discrimination than one with a lower a parameter and can better 
distinguish between the ability levels of examinees. 
Many more IRT models exist. For dichotomous items, the two-parameter model 
sets the c parameter to 0. This model may be more desirable when guessing is not 
possible. The a parameter can also be set to a constant. One-parameter models, called 
Rasch models, do not allow the slope of the item characteristic curve to vary, but have 
certain desirable properties, in addition to simpler computation of parameter estimates. 
Rasch models place the examinees and the items on the same scale. This permits 
matching of items to examinees to be done more easily. While the debate over which 
model to use has existed for decades, this study will use the 3PL model to parallel the test 
score estimates used in MCAS. 
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Similarly, for polytomous items that have a partial credit scoring, a number of 
IRT models exist. MCAS uses the general graded response model (GRM), developed by 
Samejima (1969). This model calculates a separate ICC for each partial credit score as if 
it were a dichotomous item, and then combines these to estimate the probability of 
receiving a particular score on the item. Figure 2.2a shows the ICCs for each partial 
credit score on an item that can be scored 0-4, also referred to as the Boundary 
Characteristic Curves because each ICC acts as the boundary between each partial score 
level. Figure 2.2b shows the resulting response characteristic curves for each score 
category. To calculate the response characteristic curves for a given score category, the 
probability of responding in the next higher score category is subtracted: 
    	    
where P* is the probability of responding in that partial credit score category or above. 
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Figure 2.2. Boundary Characteristic Curves (a) and Response Characteristic Curves (b)  
for Graded Response Model. 
 
IRT Model Assumptions 
Item response theory, like any theory, requires a number of assumptions that need 
to be verified for valid use of the results. Item response theory assumes that the trait 
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being measured can be modeled by the ICC and that examinees ability level does not 
change during the testing period. These are basic assumptions of any measurement 
theory. 
The models presented so far assume unidimensionality, the property that the items 
on a test all measure the same construct. This is usually checked through factor analysis, 
where a major single factor is required. More recently, multidimensional IRT models 
have been developed (Yen & Fitzpatrick, 2006), but are not used for MCAS scoring. 
The theory also assumes local independence of test items. This requires that an 
examinee’s response to any item not be dependent on his or her response to any other 
item. This can be expressed mathematically: 
( )∏
=
===
n
i
iiiiii yYPyYP
1
|)|( θθ  
where, for a given θ , the joint distribution of item score Yi (score of the ith  item) equals 
the product of the marginal distributions. To check for violations of this assumption tests 
have been developed that look at the conditional covariance between each pair of items 
(Stout & Gao, 2001). This covariance is “conditioned” on the total score of the rest of the 
items. If a covariance statistically larger than 0 is found, this is evidence of a violation of 
local independence. Such violations also imply multidimensionality that can also be 
detected by factor analysis. 
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Parameter Estimation 
Until the 1980’s one major roadblock to the use of IRT in measuring efforts was 
the complexity of parameter estimation. But with the advent of the computer age and the 
development of the first practical estimation methods (Bock & Aitkin, 1981), a number 
of computer programs were developed and began to become generally available (Muraki 
& Bock, 1997; Thissen, Chen & Bock, 2003; Zimowski, Muraki, Mislevy & Bock, 
1997). Far from the general availability of CTT methods, available in almost all major 
statistical software programs, IRT parameter estimation applications today are robust and 
reliable tools, albeit less than user friendly or problem-free.  
IRT parameter estimation requires the joint estimation of item parameters as well 
as person ability parameters. For a test with n items and N examinees this requires the 
estimation of 3n+N parameters if using the 3PL model. Parameter estimates are made 
using a “best fitting curve” approach since no single optimal method is available. MCAS 
utilizes the marginal maximum likelihood procedure, first developed by Bock and Aitkin 
(1981) and implemented in many IRT parameter estimation programs (Hambleton & 
Rogers, 1991). Like other maximum likelihood estimates, this procedure iterates through 
successive approximations to find a best fitting curve. It does so by first “integrating out” 
the person ability parameters, effectively removing the estimation of these parameters in 
the first stage. Then, once item parameters have been estimated, the ability parameters 
can be more easily estimated using the first derivative of a likelihood function. The 
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marginal maximum likelihood procedure is very computationally intensive and requires 
large samples that approximate a normal distribution of ability. Otherwise, the estimation 
procedure can fail to converge on a solution. Computer resources are seldom an issue 
these days and MCAS tests have sample sizes of around 70,000 students, so this is not a 
likely problem when using MCAS data. 
 
Differential Item Functioning 
As mentioned above, differential item functioning (DIF) is a technique available 
under item response theory (IRT) to identify items biased between two groups. It allows 
for the analysis of individual items to identify differences in performance between 
members of two groups with the same estimated ability. These unexpected differences in 
performance on a particular item for individuals with the same estimated ability can be a 
potential source of bias. Over the last three decades the methods to identify DIF, as well 
as to measure its magnitude and impact, have blossomed, but there is still no consensus 
on what criteria to use to select the method or the test to determine the statistical 
significance or the effect size to establish impact of items exhibiting DIF on a test or its 
consequences. In chapter three of this dissertation, a method is selected along with its 
generally accepted effect size to identify items exhibiting DIF, but the meaningful 
measure of the impact examined in this study is how the removal of items exhibiting DIF 
affects test score estimates in the context of AYP accountability measures 
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More generally, DIF methods are used for a number of purposes. Increasingly, in 
the development of new instruments, DIF analysis is used to analyze candidate items. It 
can also be a valuable tool when applying existing measures to new populations. In the 
context of high-stakes testing, DIF analysis is being increasingly used to support or 
contradict the validity claims of standardized tests (Hauger & Sireci, 2008; Martiniello, 
2009; Santelices & Wilson, 2010). 
Starting in the 1960’s, early methods to identify items performing differently for 
different groups resulted in controversy inside and outside the field. In what Zumbo 
(2008) calls the first generation of DIF analysis, DIF was equated with bias (Angoff, 
1993). Statistically, this first generation of DIF methods suffered from the confounding of 
item difficulty and item discrimination with actual differential functioning (Camilli & 
Shepard, 1994). Item difficulty refers to the proportion of correct responses. Item 
discrimination does not refer to bias, but, rather is the ability of an item to distinguish or 
discriminate between respondents with different abilities. As new methods were 
developed, these first-generation fell quickly in disuse. 
Not until the early 90’s did the term differential item functioning become widely 
used in the field (Holland & Wainer, 1993). Today, the terms bias and differential item 
functioning are not equivalent, but there is little agreement of the criteria to decide when 
a statistical result of differential item functioning is sufficient to establish item or test 
bias. This study examines if bias is present by comparing the results of the original test 
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versions to purified versions without the items exhibiting significant DIF. 
By the mid-1990’s a number of methods that better modeled DIF by isolating the 
differences between two groups taking into account item difficulty and discrimination 
estimates replaced the earlier attempts. These methods are usually classified into two 
large categories, IRT-based and contingency table/ regression-based (CTR-based, for 
short).  
IRT-based methods make use of item response theory results by examining the 
differences in item response curves (ICC) between two groups. Figure 2.3 shows to 
examples of items exhibiting DIF. In DIF analysis, two groups are compared, a reference 
group and a focal group. Usually, the reference group includes the majority of the sample 
and the focal group is smaller in size and considered more likely to be impacted 
negatively by any bias found in the test. The item on the left exhibits what is called 
uniform DIF, where the ICC for the focal group and the reference group do not cross. The 
item on the right exhibits nonuniform DIF, where they do cross. IRT-based methods 
examine the area between the curves to determine if it is large enough to be significant 
through a statistical test or a generally accepted effect (area) size.  
Area calculations can suffer from a number of distortions. To deal with 
nonuniform DIF, an unsigned are measure is used: 
 	  
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where the difference between the two ICCs is squared before integration. Further 
refinements to this approach include weighting of differences by the ability distribution 
of the focal group so as to only focus in the range where the difference could have an 
impact.   
Other IRT-based approaches examine differences in the IRT item parameters, the 
item difficulty parameter, b, and the item discrimination parameter, a, between the focal 
and reference groups. A number of significance tests have been developed, including 
Lord’s chi-square (Lord, 1980), item drift method (Muraki & Engelhard, 1989), and 
likelihood ratio (Thissen, 2001). While these tests produce a statistically significant 
result, there is little agreement about their interpretation, as they are affected by sample 
size and frequency distribution.    
 
        
Figure 2.3. ICCs for Items Exhibiting Uniform DIF (a) and Nonuniform DIF (b). 
     
The main CTR-based methods are Mantel-Haenszel  (Holland & Thayer, 1988), 
Logistic Regression (Swaminathan & Rogers, 1990), and Standardization (Dorans & 
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Kulick, 1986a). Mantel-Haenszel creates a three-dimensional contingency table with 
group membership, item score and total score. Total scores need to be discretized (right 
or wrong) based on the number of items (or points) as well as the sample size. The test 
for the Mantel-Haenszel statistic is performed on the odds ratio of the focal and reference 
groups at each test score level.  
The standardization method, used for MCAS DIF analysis, sums the differences 
in proportion correct at different ability levels, weighted by the frequency of focal group 
members: 
    	  
where Pfs/rs is the proportion correct for the focal and reference group at ability level s and 
Ws is the frequency of focal group members at ability level s. However, it does not have 
an associated test of significance for Dstd. Instead, the authors classify ranges in the value 
of Dstd into three categories of DIF: negligible, low and high.  
 The logistic regression (LR) procedure, used in this study, identifies DIF by 
comparing logistic regression models, one without any group-related variables (the 
compact model) and others with group-related variables (the augmented models). The 
general equation for LR analysis is 
  1|!   "#1 $ "# 
where p(u=1|x) is the conditional probability of getting a correct answer given the vector 
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of independent variables x, and f(x) is a function that defines the predictor variables. The 
function for the augmented model is defined as 
%&   '( $ ' $ ') $  $'*) 
where G is the group membership, τ0 is the intercept, τ1 is the ability regression 
coefficient, τ2 is the coefficient for the group variable and τ3 is the interaction parameter. 
The compact model eliminates the coefficient for the group variable and the interaction 
parameter. The augmented models contain one or both of these coefficients.  
If the additional terms in the augmented model are statistically significant, then 
the item may be exhibiting DIF. To determine if the model fit improvement is large 
enough to flag an item as exhibiting DIF, the difference in pseudo-R2 is examined 
between the compact model and an augmented model that contains a group membership 
term, an ability term and a group membership by ability interaction term. If the difference 
in R2, labeled ∆R2, reaches certain thresholds, the item is identified as having negligible, 
moderate or large DIF (Zumbo & Thomas, 1997). While these authors proposed a ∆R2 of 
0.13 as the lower threshold for moderate DIF, Jodoin and Gierl (2001) argued that a 
smaller threshold of .035 should be used. For this study, items exhibiting ∆R2 in the range 
between these two thresholds will be considered for deletion. Those above this range 
(∆R2 greater than 0.13) will be deleted from the purified test versions. Based on the 
proportion of items exhibiting greater DIF, it may be possible to remove all of the items 
in this range if enough items remain to make up a useable test. 
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All methods presented above present advantages and disadvantages that need to 
be weighed when selecting a method for a particular data set. IRT-based methods usually 
require large sample sizes and strong unidimensionality assumptions. Mantel-Haenszel 
can only be used for dichotomous items not exhibiting nonuniform DIF but can be used 
with smaller samples. The Logistic Regression procedure has been shown to have a 
slightly higher rate of Type I error but can handle nonuniform DIF and polytomous items. 
The selection of DIF methods and the interpretation of the results follow some generally 
accepted heuristics, but is still an open choice to be made by the researchers.  
Since these methods were first published, a number of variations and extensions 
have been developed to apply them on new types of data. Most significantly, perhaps, has 
been the development of multidimensional DIF models that are purported to better 
identify DIF (Stout & Gao, 2001) or to better support multidimensional IRT models 
(Finch, 2005).   
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CHAPTER THREE: METHODOLOGY 
Introduction 
This chapter describes the methods used in this study to answer the two research 
questions. First, are there a significant number of items exhibiting DIF against students 
identified as immigrant in MCAS mathematics questions in grades three through five? 
And, second, if DIF is found, is the combined impact large enough to affect the 
calculations of school and district performance measures under NCLB accountability?  
The study uses the MCAS mathematics tests as the objects of analysis. These tests 
were administered to almost the entirety of the regular school population in grades three, 
four and five during the years of interest, the 2007, 2008 and 2009 spring administrations. 
Like all MCAS tests, these tests were scored and equated using item response theory 
methods. Additionally, school and background variables of the students were collected. 
The Mass DOE makes available to researchers both the items and the results of the tests. 
Student-level data are provided for each item, making detailed analysis possible at the 
student and item level. Below, the tests and the data are described in detail. Then, the 
methodology used for the study is presented. However, it is important to note that to 
protect students’ privacy, Mass DOE split the data into two files labeled Demographic 
file and Non-demographic file, also called the Schools and Districts file. The latter 
contains each student’s responses to the test items as well as the school and district each 
student attended. The Demographic file contains the same student responses as well as 
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the demographic characteristic of each student, but no school or district information. 
Thus, it is possible to analyze individual students by their gender, race, ethnicity and 
linguistic status only at the state level. Analysis of schools and districts cannot be done 
using individual student background characteristics, although proportions of students for 
any of these variables can be obtained from other aggregated reports. 
The methodology is comprised of three parts. In the first part, a novel approach is 
used to identify likely immigrants. These are, then, compared against mainstream 
students to identify items exhibiting DIF in the nine MCAS tests examined. For each test 
containing sufficient DIF items, alternative score estimates are generated using test 
versions purified of items exhibiting DIF.  These alternative score estimates are 
calculated using purified test versions with a reduced number of items exhibiting DIF 
against likely immigrant students to minimize bias associated with the differential 
functioning of items. The second part attempts to precisely parallel the calculations used 
by the Mass DOE to assign NCLB performance status to schools and districts. Part three 
compares the original test score results to the alternative ones based on the purified test 
versions. 
 
MCAS Tests Characteristics 
The Massachusetts Comprehensive Assessment System (MCAS) utilizes a set of 
standardized tests administered in grades three through ten to measure the academic 
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performance of students, teachers, schools and districts. The areas covered in these tests 
are English language arts, mathematics, history and social science and science and 
technology/engineering. Students are tested in the spring each year. Passing the tenth 
grade English language arts and mathematics tests is also a graduation requirement 
(Massachusetts Department of Elementary and Secondary Education, 2010c).  
 
Mathematics Tests Content 
Mathematics tests are administered in grades three through eight and grade ten. 
The length and content of the tests varies by grade, following the Mass DOE’s 
Mathematics Curriculum Framework. Based on this framework, five content areas are 
covered in the tests: 
1. Number Sense and Operations 
2. Patterns, Relations, and Algebra 
3. Geometry 
4. Measurement 
5. Data Analysis, Statistics, and Probability 
The content of the tests for grades three through five are shown in Table 3.1. 
Third and fourth grade tests have a total of 41 points. Fifth grade tests have a total of 54 
points. Each test contains around 40 items. Around 30 are multiple choice items worth 
one point; two to five items are short answer, also worth one point; and another two to 
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five are open response worth four points.  
 
Table 3.1 
Mathematics Reporting Categories 
Grade Reporting Category 
Percentage  
(+/- 5%) 
Total 
Number of 
Points 
3 Number Sense and Operations 35% 14 
Patterns, Relations, and Algebra 20% 8 
Geometry 12.50% 5 
Measurement 12.50% 5 
Data Analysis, Statistics, and Probability 20% 8 
4 Number Sense and Operations 35% 19 
Patterns, Relations, and Algebra 20% 11 
Geometry 12-13% 6-7 
Measurement 12-13% 6-7 
Data Analysis, Statistics, and Probability 20% 11 
5 Number Sense and Operations 33% 18 
Patterns, Relations, and Algebra 26% 14 
Geometry 13% 7 
Measurement 13% 7 
Data Analysis, Statistics, and Probability 15% 8 
Note. From “2007 MCAS Technical Report,” page 54 by Mass DOE. 
 
Scoring and Equating 
MCAS tests are scored and scaled using item response theory. While subscores 
are provided for each reporting category, it is the total score that is used for high-stakes 
decisions. A three-parameter logistic model is used to estimate item parameters for 
dichotomous items, and the graded response model is used for the polytomous items. To 
assign individual scores, the points earned from the multiple choice (dichotomous), short 
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answer (dichotomous) and open response (polytomous) items are added up for each test-
taker to produce a raw test score.  Then, a conversion table is used to map raw scores to 
the IRT ability scale, theta (θ). This conversion table is built based on the test 
characteristic curve (TCC), shown in Figure 3.1. The TCC, similar in shape to the ICC, is 
built by adding the probability of getting each item correct at each ability level (in effect, 
summing the ICCs of all items on the test) on the theta scale.   
 
 
Figure 3.1. MCAS Equating Conversion Table. From “Technical Manual for the 2001 
Adequate Yearly Progress,” page 46 by Mass DOE. 
 
For reporting purpose Mass DOE converts values on the theta scale to an even 
number scale that ranges from 200-280. While this scale may be more intuitive for users, 
it is interchangeable with the theta scale when analyzing the results. 
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Equating 
MCAS scores are equated to allow for comparisons across years. Equating, 
sometimes called or confused with scaling (Hambleton & Rogers, 1991), is the process of 
converting scores on one test to scores on another test so that test-takers can be compared 
across both tests. MCAS tests have been equated every year since the spring 1998 
administration so scores can be compared across all years. Each year’s tests are equated 
to the previous year’s theta scale to create a “chained linking design.” MCAS tests use an 
“anchor-test-nonequivalent-groups design” (Petersen, Kolen & Hoover, 1989) to link test 
scores from year to year. This design can be used when the set of test-takers varies 
between the two tests being equated. A part of each test is composed of common items, 
called anchor items, that appear on both tests, and are used to account for differences in 
test-takers’ ability between the two tests. As shown in Figure 3.3, test scores for one year 
are mapped to test scores from the previous year by mapping through the test 
characteristic curves (TCC). First, the raw score in the current year is mapped to an 
ability (theta) score using the current year TCC. Then, the ability score is mapped to last 
year’s raw score for that theta score. MCAS does not use the anchor items in the score 
calculations for each test (referred to as external anchors). Once raw scores have been 
equated, the same raw score to theta or scaled score can be used every year. This 
conversion is shown in Figure 3.2. 
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Figure 3.2. MCAS Raw Score to Theta/Scaled Scored Conversion Table. From 
“Technical Manual for the 2009 Adequate Yearly Progress,” page 65 by Mass DOE. 
 
Part One 
Part One is composed of three steps: (1) Identifying immigrant and mainstream 
native-born White students in the population; (2) Identifying DIF in test items; and (3) 
Calculating new test score estimates based on purified versions of the tests. 
 
Identifying Immigrant Students in the Population  
With very few exceptions, students in Massachusetts public schools are required 
to take MCAS tests every year. The exceptions include some students in special 
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education programs and students who have been in U.S. schools for less than three 
months at the time the tests are administered in the spring. The former are required to 
take an alternative version of the test. The latter are not required to take MCAS tests until 
the following year. This study focuses on the population of students taking the regular 
MCAS mathematics exams in grades three, four and five during the spring of 2007, 2008 
and 2009.  
Because immigrant students cannot be easily nor definitively identified from the 
background variables available, this study separates the population into three categories 
using the variables in Table 3.2:  
1. Mainstream Native-born White Students 
2. Likely Immigrant Students 
3. Unclassified Students 
  
Table 3.2  
MCAS Test-Takers’ Data Collected in Massachusetts 
Data Field Definition 
Yrsinmass Number of years student has attended MA schools (for LEP - Limited English Proficient students only) 
Race06 Race of test-taker 
lep_off Official LEP status  
lepflep_off Official LEP or formerly LEP status  
Firstlanguage LEP student's first language  
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In this study, the mainstream native-born students are those that are not LEP or 
LEPFLEP and whose first language is English, and whose race is White. Likely 
immigrant students are those that are LEP or LEPFLEP and whose first language is not 
English and who have been in Massachusetts schools for less than five years.  The 
unclassified students are those not fitting into either of these sets of criteria. The 
aggregated results of this triage for all students in all three grades and years are shown in 
Table 3.3. While a large proportion of students are not included in the analysis step to 
identify DIF, this is not seen as problematic, as enough remain to perform DIF analysis 
successfully (Hambleton & Swaminathan, 1985). The sample sizes are still more than 
sufficient for differential item functioning analysis, and reducing misclassification is 
essential to identify DIF. Again, the entire population of test-takers is used for all other 
analyses once the DIF analysis has been performed. 
While the students identified as likely immigrants may not be representative of 
the total immigrant student population, this approach minimizes the chance of 
misclassifying non-immigrant as immigrants, which is more desirable than the converse 
when performing DIF analysis. In DIF analysis, two groups are compared, a focal group 
and a reference group. The focal group is the group of interest and usually significantly 
smaller in proportion to the reference group. If the focal group sample is contaminated 
with members of the reference group, the power of the DIF analysis can be significantly 
reduced. Thus, this study chooses to use what can be called an “extreme focal group” that 
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maximizes the likelihood of correct classification of likely immigrants.  
  
Table 3.3  
Student Origin Group (Grades 3-5, 2007-2009) 
Origin Group Percent 
Native-born 68% 
Immigrant 8% 
Unclassified 24% 
 
Identifying DIF in Tests 
An item is said to be exhibiting differential item functioning when there is a 
difference in the conditional probability of answering an item correctly between 
individuals of two different groups with the same estimated ability. Once a focal group 
(likely immigrant students in this study) and a reference group (mainstream native-born 
White students) have been identified, the DIF detection method, the DIF item selection 
and purification criteria have to be chosen, as there is little agreement on which 
combination is best in general or for particular study conditions.  
This study uses the logistic regression (LR) DIF detection procedure 
(Swaminathan & Rogers, 1990). The LR DIF procedure is one of many currently 
available. While not being the clearly superior procedure, LR has been widely regarded 
as one of the better all-around DIF detection procedures (Camilli & Shepard, 1994; 
Hauger & Sireci, 2008; Thissen, 2001; Zumbo, 1999). LR does exhibit a number of 
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desirable properties that make it appropriate for the data set used in this study. First, it is 
capable of detecting nonuniform DIF. Nonuniform DIF occurs when the ICCs for the 
focal group and the reference group cross, such that the item favors one group in a certain 
ability range and the other in another range. This implies that for certain ability levels, 
one group is favored, and for others, the other group is favored. Furthermore, simulation 
studies have shown that LR is generally more sensitive to DIF, identifying more items as 
exhibiting DIF, as well as being less sensitive to other conditions such as sample size, test 
length and difference in average groups ability levels (Finch, 2005; Hidalgo & Lopez-
Pina, 2004).  
However, LR procedures have generally shown a higher Type I error rate (Finch, 
2005) related to the number of statistical tests involved. This may not be a significant 
problem for this study, as removing a few items that may be marginally exhibiting DIF 
do not affect IRT-based score estimates as long as sufficient items are left to make up a 
viable test.   
All DIF procedures require that there be enough unbiased items in the test so that 
the biased ones can be identified. A test with a high proportion of biased items can result 
in misclassification of all items as unbiased. Short of this total breakdown of the 
detection procedure, it is necessary to iterate through the DIF procedure and item deletion 
steps until all remaining items are  showing little DIF (Park & Lautenschlager, 1990).  
The logistic regression procedure is supported by a number of DIF software 
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packages. Recently, this procedure has been implemented in R (Choi & Gibbons, 2011), 
a freely-available, open source statistical package. This package will be used in this 
study. 
 
Calculating New Test Scores for Purified Test Versions 
For tests containing items exhibiting sufficiently large levels of DIF, a purified 
version is constructed with these items removed. Before the test score estimates can be 
compared between the original and the purified versions, the purified test versions need 
to be scaled and equated. MCAS uses the PARSCALE software package (Muraki & 
Bock, 1997), a well-established IRT parameter estimation program, for all its scaling. 
The three-parameter model is used for the multiple choice items; the two-parameter 
model is used for the dichotomous short answer items; and the graded response model for 
the polytomous open response items (Massachusetts Department of Elementary and 
Secondary Education, 2007). It is not necessary to use the same program and settings 
when equating two tests; only the IRT models need to be the same. However, the same 
program and settings are used to calibrate the alternative test versions. According to the 
MCAS technical report (Massachusetts Department of Elementary and Secondary 
Education, 2007), MCAS used the “default” settings in PARSCALE previous to 2007 
and made one modification to these settings from 2007.  These same settings are used for 
scaling all test versions. 
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To be able to compare score estimates between the different test versions, it is 
necessary to place all tests on the same scale. Once the items are calibrated separately for 
each alternative test version, they can be equated by mapping scores on the alternative 
test version to the MCAS original test version. This process is called equating. As 
described in the previous section, MCAS uses the “anchor-test-nonequivalent-groups 
design” to equate, where a set of common items between two tests are used to map scores 
on one test to scores on the other. Another approach uses common persons rather than 
items to equate. When equating different versions of the same test, as is done in this 
study, both approaches are possible, as the same persons are answering a large proportion 
of the same items on both tests. However, there is little research into which approach to 
use when equating slightly different versions of the same test administration. While this 
may change as DIF analysis becomes more common, in this study a design similar to 
MCAS is used. Again, this is not necessarily required, but there remain many open 
questions about how to equate purified versions of the same test administration. The test 
characteristic curve (TCC) is calculated for each test version and scores are mapped to 
the original MCAS test scale. Either raw or theta scale scores can be used.   
Even when DIF is not a concern, a number of important checks need to be 
performed to verify an adequate fit of the model and functioning of the anchors. MCAS 
uses a combination of classical test theory (CTT) and item response theory procedures to 
check the reliability and suitability of the model. 
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As is standard practice in CTT and IRT test construction, factor analysis is used to 
verify the unidimensionality of the test. If a single, dominant factor is identified, this is 
strong evidence that the unidimensionality assumption has not been violated (Crocker & 
Algina, 1986). Additionally, items are checked for difficulty and discrimination. 
Difficulty refers to the proportion of students answering an item correct for dichotomous 
items or the average proportion of points earned for polytomous items. Items on MCAS 
tests are designed to fall in the 0.25 to 0.90 range. Item discrimination in CTT refers to 
the extent to which performance on an item differentiates between high and low scores on 
the entire test. MCAS uses the Pearson product-moment correlation for open-response 
items and the point-biserial correlation for dichotomous ones. Finally, Cronbach’s α, a 
measure of the internal consistency of test score estimates, is calculated. 
In this study, each version of the test will be analyzed for unidimensionality, 
discrimination and internal consistency using these same methods. Item difficulty need 
not be re-analyzed since the responses will not change across test versions. The results of 
the alternative test versions will be compared against those of the original MCAS test to 
assess the psychometric similarities of the test versions.  
While these checks can identify critical problems in tests, they do not address IRT 
model fit or equating correctness. IRT provides a variety of approaches to assess model 
fit. Surprisingly, the MCAS Technical Reports do not address model fit (Massachusetts 
Department of Elementary and Secondary Education, 2004; Massachusetts Department of 
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Elementary and Secondary Education, 2009a), save to say that the “Redundant analysis 
performed by the University of Massachusetts at Amherst also supports data structure found 
through item response theory (IRT) analysis” (Massachusetts Department of Elementary 
and Secondary Education, 2009a). Personal communications (R. K. Hambleton, personal 
communication, April 21, 2009) with the lead author of the redundant analysis at UMass 
Amherst described some of the techniques used. These correspond to the commonly 
accepted tools used to assess model fit, as discussed below.  
At the item-level, discrepancy measures between observed and expected values is 
the main focus of model fit analysis. While statistical tests of significance exist, these can 
provide little information with large data sets, such as state-wide testing. Rather, 
Hambleton and Rogers (1990) recommend a visual inspection method to look for 
misfitting items. In this study, because of the need to equate test versions as well as 
because of the unknown effects of both removing items exhibiting DIF and the 
potentially unavoidable use of anchor items exhibiting DIF what are really needed are 
criteria to determine when an item (or test version) is malfunctioning across test versions. 
This is an area of research that has not been unexplored or clearly defined.  
Ideally, alternative versions of the test would have large pools of stable anchor 
items, and small pools of the other types of items. Stability in anchor items can be 
checked by using a “delta plot” to plot the difficulty of items in one test against the 
difficulty of items in the other (Holland & Wainer, 1993). A sample delta plot is shown in 
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an example in Figure 3.3. Stable anchor items are located near the regression line. Items 
further away from the line should be removed from the anchor item pool. This is the 
method used in MCAS to evaluate anchor item stability. However, even this may be 
problematic, as the presence of many items exhibiting DIF in the original test is likely to 
increase the proportion of non-anchor items. Thus, a number of undesirable scenarios are 
possible. First, the equating may not be appropriate due to anchor item parameter 
instability (probably due to the impact of a sizeable proportion of DIF items removed).  
Second, the equating may be biased if there is undetected DIF in the anchor items or if 
items exhibiting DIF have to be used as anchors. Detecting these conditions is not well 
understood, but one author has examined the effect of different anchoring methods in the 
presence of DIF in anchor and non-anchor items ( Wang, 2004) and found problems 
equating tests where there is a large difference in the mean ability between the focal and 
reference groups or a substantial proportion of items exhibits DIF.  
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Figure 3.3. Sample Delta Plot 
 
In short, there are a number of conditions that can render a purified version of a 
test unusable. A purified version of the test with similar psychometric properties to the 
original test version will be selected whenever possible. When it is not possible to 
construct a purified version of the test, the analysis cannot continue. 
The results from this part of the study are used to answer the first research 
question, whether there are a significant number of biased items, as identified by DIF, in 
MCAS mathematics tests. As discussed above, a number of conditions can make it 
difficult to make a clear determination of the effect size or statistical significance of DIF. 
This is the main motivation for the second research question. While previous studies have 
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identified the presence of DIF in major standardized testing initiatives, none, to date, 
have taken the next step of examining the consequences or evaluating possible solutions. 
Part Two 
Part Two of this study aims to replicate the exact algorithm used to calculate the 
school-level and district level performance measures used for NCLB accountability. It is 
a two-step procedure where, first, MCAS test-takers are assigned to different 
performance levels based on their test scores estimates. Each performance level is 
assigned a specific number of points. The mean of these assigned points is called the 
“Composite Performance Index” (CPI). It is calculated for each grade (third, fourth and 
fifth in this study) in each school and district. In each grade, the CPI is calculated for the 
aggregate of all test-takers in the school as well as for a number of subgroups. The CPI 
results are then used to determine the schools’ and districts’ NCLB accountability status, 
labeled “Adequate Yearly Progress” (AYP). Based on AYP status, schools and districts 
face increasingly drastic interventions from Mass DOE, including school take-overs and 
closures. 
 
Composite Performance Index 
Once score estimates for the alternative test versions have been produced, 
alternative school and district performance indexes can be calculated. The Massachusetts 
DOE has developed a process to classify schools and districts based on MCAS results 
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(Massachusetts Department of Elementary and Secondary Education, 2009c). First, using 
MCAS scores, a Composite Performance Index (CPI) is calculated for each grade and 
certain subgroups (students with disabilities, students with limited English proficiency, 
economically disadvantaged, and African American/Black, Hispanic, Asian, White, and 
Native American students). MCAS scores are estimated using a slightly modified IRT 
scale that ranges from -3 to 3. This scale is transformed into an 80 point scale that ranges 
from 200 to 280 for reporting. Using cut scores, each student is placed into a 
Performance Level, as shown in Figure 3.4. Each Performance level is awarded a 
specified number of points per student, as shown on the right-most column. The CPI is 
the average of these points for each grade and subgroup within a school. 
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Figure 3.4. MCAS Performance Levels/Categories Cut Scores. From “Technical Manual 
for the 2001 Adequate Yearly Progress,” page 43, by Mass DOE. 
 
This same table is used to calculate the CPI based on the equated alternative test 
versions. The changes in the distribution of CPI performance levels and the mean CPI 
between test versions are presented. 
 
Adequate Yearly Progress Determination 
To achieve adequate yearly progress, schools have to meet three criteria: 
A. Participation Rate: 95% or greater participation in Massachusetts 
Comprehensive Assessment System (MCAS) & MCAS-Alternate 
Assessment (MCAS-Alt) tests 
B. Performance: Meet or exceed the performance target for that year as 
shown in Figure 3.7 
C. Additional Indicator: For grades 1-8, 92% or higher attendance rate, or 1% 
improvement over previous year’s CPI. 
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 In order to meet the AYP performance indicator (B) in mathematics each year, 
the aggregate as well as each subgroup’s CPI needs to meet or exceed the target CPI 
shown in Figure 3.5. By design, the target CPI increases about 2.5 points per year until 
2014, when all students are expected to be in the top performance level. Since the data 
sets provided by the Mass DOE do not allow merging individual-level demographic 
information with school and district information, subgroups can only be examined at the 
state level. School and district level determinations can only be made for the AYP 
Aggregate Performance Indicator containing all students.  
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Figure 3.5. MCAS Performance Targets. From “Technical Manual for the 2009 Adequate 
Yearly Progress,” page 13 by Mass DOE. 
 
Schools and districts that do not meet “Adequate Yearly Progress” (AYP) 
requirements for two or more consecutive years face increasingly drastic measures that 
range from “School Improvement” status to school closings. Table 3.4 shows the NCLB 
accountability required “actions” for schools not meeting their performance targets. 
Schools have to meet minimum CPI score in each subject area for all student groups for 
two or more consecutive years to meet AYP requirements. By 2010, almost 50% of 
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Massachusetts schools were not meeting AYP targets and were subject to some “School 
Improvement” action (Massachusetts Department of Elementary and Secondary 
Education, 2010a).  
 
Table 3.4 
Required Actions under NCLB Accountability Status for Schools 
Years Not Making 
AYP 
NCLB Accountability Status Required Actions 
0-1 No Status None 
2 Improvement (Year 1) Parent notification, 
Improvement Planning, 
School Choice 
3 Improvement (Year 2) Above plus supplementary 
educational services and 10% 
of school Title 1 allocation to 
professional development 
4 Corrective Action Above plus district takes 1 or 
more corrective actions 
5 Restructuring (Year 1) Above plus district plans for 
fundamental reform 
5+ Restructuring (Year 2) Above plus district 
restructures schools 
 
Districts have to meet the minimum CPI score for at least one grade span (grades 
3-5, 6-8, and 9-12) in a subject for two consecutive years to meet AYP requirements. The 
required actions when districts are not meeting NCLB performance targets are shown in 
Table 3.5. As the year 2014 approaches, more and more schools and districts are falling 
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off the pace towards meeting the goal of 100% of students performing at or above the 
Proficient level, making the determination of validity and reliability of MCAS tests even 
more urgent and critical.  
 
Table 3.5 
Required Actions under NCLB Accountability Status for Districts 
Years Not Making 
AYP 
NCLB Accountability Status Required Actions 
0-1 No Status None 
2 Improvement (Year 1) Parent notification, 
Improvement Planning, 10% 
of school Title 1 allocation to 
professional development, 
limitations on transferability of 
federal funds 
3 Improvement (Year 2) Same as above 
4 Corrective Action Same as above, prohibition 
on transferability of federal 
funds, state takes at least 1 
corrective action 
 
 
AYP calculations based on the purified test versions use this same criterion. 
While almost all students in Massachusetts are required to take the MCAS tests (with the 
exceptions mentioned earlier), some schools and districts are not subject to AYP 
accountability for a particular grade or subgroup if the number of eligible students are not 
sufficient. All schools and districts serving third through fifth grades students between 
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2006 and 2009 that had at least one grade subject to NCLB accountability are included in 
this study.   The differences in the AYP Aggregate performance indicator determination 
between test versions are presented for schools and districts. 
 
Part Three 
The final part of the study analyses the differences in and the impact of test scores 
between test versions for different student subgroups at the state, district and school level.  
At the state level, individual students’ background characteristics can be used. 
Differences in the test score estimates for each group are compared and tested for 
statistical significance. In addition, the difference in test score estimates for the likely 
immigrant group identified in Part One of this study is also reported. 
For district and school analysis, the proportion of student subgroups must be used. 
These data are available from separate school and district level data files provided by 
Mass DOE. These files are merged using the unique school and district identifier. They 
provide the proportion of LEP, Black, Hispanic, low-income and students whose first 
language is not English for each school and district. First, the difference in 
schools/districts changing the status of their AYP Aggregate performance indicator due 
to differences in CPI score between versions is reported. Then, the proportion of each 
student subgroup in the schools/districts that changed status are examined. 
Finally, a model is fitted for each test version to predict test score estimates. The 
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purpose of this model is to determine if there are differences in the significance and effect 
size of schools’ student characteristic.  Because fully-linked data are not available, a 
weighted least-squares regression is used: 
+,-./0  1234567  8 $ 129-  8 $ 1292:;<62="  8* $ " 
Where TSEO is the mean test score estimate for each school/district for the original 
version and TSEP is the one for the purified version and PropBlack, PropLEP and 
PropLowIncome are the proportion of Black, LEP and low income students, respectively, 
and e is the error term. The difference in the magnitude and the significance of the 
standardized coefficients is examined between the two models. Because the high 
correlation between the proportion of LEP and Hispanic students resulted in 
multicollinearity, only the former was used. 
NCLB accountability systems utilize very complex measurement procedures that 
start with harvesting test items to match academic standards and end with a school-level 
or district level determination of adequate performance. Along the way, dozens of 
decisions and assumptions are made. Naturally, mistakes and problems can easily seep 
into the process. When trying to uncover problems, such as differential item functioning 
and bias, a similar challenge, composed of many decisions and assumptions, must be 
tackled. The final analysis of the results of this study requires the examination of multiple 
findings that have not been previously considered to begin to understand how DIF 
impacts students, schools and communities under NCLB accountability in Massachusetts. 
  
 
86 
 
 
CHAPTER FOUR: RESULTS 
Introduction 
This chapter presents the results of the analyses performed. First, the extreme 
focal group and the reference group for each of the nine tests is identified and described. 
Then, using these two groups, the tests are analyzed for the presence of items exhibiting 
differential item functioning (DIF). One test is found to have a sufficient number of terms 
exhibiting DIF to justify further analysis, the Grade 3 MCAS Mathematics 2008 test. A 
purified version of this test is selected and compared against the original version to study 
the impact of DIF on test score estimates and AYP performance measures. 
Part One 
Identifying Immigrants 
Using the criteria described in the previous chapter, subjects in the extreme focal 
group (likely immigrant students) and the reference group (mainstream students) were 
identified. The reference group is comprised of native-born students that are not LEP or 
former LEP (LEPFLEP) and whose first language is English, and who are identified as 
White. The focal group is made up of students that are LEP or former LEP (LEPFLEP) 
and whose first language is not English and who have been in Massachusetts schools for 
less than five years. Students not taking the regular version of the test were excluded 
from both groups as well. The results are shown in Table 4.1. The number and percentage 
over all test-takers for the focal and reference group in each test are shown.   
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The number of likely immigrants varies by year and grade, but the number of 
mainstream students is relatively consistent, around 40,000 each year and grade, except 
for Grade 5 in 2007. Of the estimates of likely immigrant students, Grade 3 in 2007 is far 
below the others.  
 
Table 4.1  
Student Origin Group Frequencies and Proportions for MCAS Tests 
  2007 2008 2009 
  
Grade 
3 
Grade 
4 
Grade 
5 
Grade 
3 
Grade 
4 
Grade 
5 
Grade 
3 
Grade 
4 
Grade 
5 
Likely Immigrants 
         N 3,903 5,437 5,186 6,214 5,432 4,932 6,791 6, 289 5,153 
Percent 5.5 7.7 7.2 8.8 7.4 6.9 9.5 8.4 7.1 
Native-Born Whites 
         N 40,976 40,633 46,398 39,910 40,611 40,436 39,165 39,855 40,538 
Percent 56.9 56.9 64.3 56.1 56.2 56.4 54.8 55.7 55.8 
 
 
Identifying Differential Item Functioning in Tests 
Using the logistic regression package LORDIF (Choi & Gibbons, 2011), each test 
was analyzed for differential item functioning. Table 4.2 summarized the results of the 
DIF analysis. For each item in each test, the change in the Nagelkerke’s pseudo-R2 
statistic between the two logistic regression models is shown. This statistic measures the 
change in pseudo-R2 between model 1 and model 3 having the following linear 
combinations: 
%&   '( $ '                                      (model 1) 
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 $ ') $ '*)         (model 3) 
where τ0 is the intercept, τ1 is the ability logistic regression coefficient, τ2 is the 
coefficient for the group variable and τ3 is the interaction term. The augmented model 
(model 3) contains the coefficient for the group variable and the interaction parameter. 
The compact model (model 1) eliminates these two terms.  
Following Zumbo (1999), items are classified into exhibiting negligible, moderate 
or large DIF based on the size of the pseudo-R2 change statistic. A value of less than 
0.035 is considered negligible. Values between 0.035 and 0.070 are considered moderate. 
Those above 0.070 are considered large. Moderate and large values are shown shaded in 
Table 4.2. While a number of tests contain items exhibiting moderate DIF (light shading), 
only the Grade 3 MCAS Mathematics 2008 test also contains items displaying large DIF 
(dark shading). Items 28, 30 and 34 exhibit large DIF; while items 18, 19, 22, 23 and 24 
exhibit moderate DIF.  
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Table 4.2 
Summary of Results of Differential Item Functioning Analysis – Pseudo R2 Change 
  2007 2008 2009 
Item Grade 3 
Grade 
4 
Grade 
5 
Grade 
3 
Grade 
4 
Grade 
5 
Grade 
3 
Grade 
4 
Grade 
5 
1 0.0014 0.0146 0.0036 0.0050 0.0113 0.0111 0.0008 0.0179 0.0015 
2 0.0161 0.0090 0.0134 0.0015 0.0074 0.0003 0.0166 0.0164 0.0048 
3 0.0092 0.0052 0.0024 0.0010 0.0048 0.0018 0.0078 0.0213 0.0150 
4 0.0014 0.0000 0.0028 0.0210 0.0084 0.0084 0.0028 0.0058 0.0102 
5 0.0035 0.0018 0.0020 0.0240 0.0174 0.0120 0.0052 0.0224 0.0162 
6 0.0023 0.0064 0.0004 0.0035 0.0127 0.0006 0.0014 0.0244 0.0528 
7 0.0026 0.0010 0.0056 0.0035 0.0249 0.0684 0.0038 0.0104 0.0042 
8 0.0549 0.0076 0.0006 0.0215 0.0031 0.0153 0.0092 0.0185 0.0033 
9 0.0015 0.0034 0.0006 0.0075 0.0202 0.0417 0.0094 0.0085 0.0105 
10 0.0129 0.0064 0.0056 0.0230 0.0121 0.0036 0.0024 0.0216 0.0123 
11 0.0057 0.0158 0.0012 0.0170 0.0085 0.0273 0.0398 0.0140 0.0654 
12 0.0002 0.0032 0.0078 0.0060 0.0146 0.0042 0.0052 0.0181 0.0036 
13 0.0038 0.0012 0.0022 0.0250 0.0044 0.0072 0.0046 0.0351 0.0030 
14 0.0078 0.0220 0.0002 0.0015 0.0039 0.0003 0.0106 0.0358 0.0072 
15 0.0039 0.0200 0.0168 0.0180 0.0072 0.0285 0.0016 0.0199 0.0609 
16 0.0060 0.0114 0.0044 0.0000 0.0097 0.0033 0.0040 0.0153 0.0087 
17 0.0215 0.0028 0.0020 0.0105 0.0174 0.0021 0.0030 0.0380 0.0063 
18 0.0012 0.0058 0.0076 0.0435 0.0171 0.0015 0.0246 0.0312 0.0012 
19 0.0044 0.0052 0.0030 0.0670 0.0150 0.0039 0.0024 0.0361 0.0138 
20 0.0482 0.0088 0.0006 0.0210 0.0249 0.0276 0.0108 0.0302 0.0129 
21 0.0071 0.0052 0.0078 0.0165 0.0139 0.0042 0.0034 0.0287 0.0270 
22 0.0173 0.0074 0.0172 0.0630 0.0014 0.0021 0.0054 0.0281 0.0063 
23 0.0012 0.0038 0.0156 0.0370 0.0160 0.0174 0.0020 0.0023 0.0600 
24 0.0018 0.0442 0.0000 0.0355 0.0081 0.0084 0.0006 0.0024 0.0006 
25 0.0512 0.0012 0.0076 0.0255 0.0134 0.0042 0.0302 0.0272 0.0015 
26 0.0087 0.0010 0.0016 0.0190 0.0121 0.0096 0.0082 0.0244 0.0483 
27 0.0002 0.0028 0.0082 0.0220 0.0280 0.0009 0.0050 0.0031 0.0204 
28 0.0005 0.0182 0.0046 0.0745 0.0154 0.0630 0.0442 0.0267 0.0009 
29 0.0038 0.0072 0.0322 0.0040 0.0137 0.0093 0.0030 0.0345 0.0066 
30 0.0129 0.0046 0.0018 0.0860 0.0179 0.0099 0.0066 0.0044 0.0042 
31 0.0171 0.0064 0.0002 0.0010 0.0038 0.0042 0.0100 0.0262 0.0549 
32 0.0156 0.0370 0.0052 0.0245 0.0238 0.0048 0.0006 0.0064 0.0015 
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33 0.0045 0.0010 0.0034 0.0030 0.0174 0.0006 0.0250 0.0325 0.0177 
34 0.0290 0.0184 0.0234 0.0770 0.0285 0.0066 0.0002 0.0163 0.0024 
35 0.0041 0.0098 0.0106 0.0005 0.0149 0.0348 0.0002 0.0174 0.0051 
36 
 
0.0006 0.0044 
 
0.0107 0.0138 
 
0.0211 0.0204 
37 
 
0.0036 0.0054 
 
0.0189 0.0009 
 
0.0058 0.0387 
38 
 
0.0064 0.0062 
 
0.0030 0.0033 
 
0.0121 0.0141 
39   0.0016 0.0694   0.0032 0.0363   0.0296 0.0042 
 
 
 
Figure 4.1 Impact of DIF Items. 
 
Figure 4.1 shows the Test Characteristic Curves (TCC) for the two tests with the 
most items exhibiting DIF, the Grade 5 2009 and the Grade 3 2008 tests. The former 
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shows almost no difference in the TCC between the focal and reference groups. Thus, it 
is unlikely that any significant differences between test score estimates will be found for 
this test or any of the others with less items displaying DIF. Based on these results, only 
the Grade 3 2008 test is selected for further analysis, as the rest do not appear to contain 
enough items exhibiting DIF to affect test score estimates. 
 
Purified Version of the Grade 3 MCAS Mathematics 2008 Test 
Increasingly, DIF analysis is being used to select items for inclusion in tests and 
other instruments (Woods, 2009). Along with other criteria, if field testing of items is 
performed, DIF analysis can be used to identify items that are not functioning properly 
and should be replaced. Items can be compared on their individual properties using both 
IRT and CTT measures as well as type and content area to select one over another in 
order to meet the test’s specification. This study uses tests that have been already 
administered, so items cannot be replaced. Rather, items are selected for removal if their 
individual properties are deemed problematic. Identifying items to be removed from a 
previously administered test, uses the same IRT and CTT statistics, but, lacking the 
possibility of replacing a mal-functioning item with a better functioning one, the decision 
to remove an item must be based on slightly modified criteria, as the removal of an item 
can change several psychometric properties of the test. In other words, the removal of a 
malfunctioning item must be weighed against the reduction in test length and the changes 
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to the content area coverage.  
 
 
Figure 4.2 Test score estimates density functions for the reference and focal groups. 
 
Figure 4.2 shows the test score estimates distribution for the reference and focal 
groups. It presents a large difference in the distribution of test scores between the focal 
group, likely immigrants, and native-born whites, with the latter performing significantly 
better. Thus, the removal of items lower in difficulty (located on the left side of the 
graph) is more likely to impact immigrants than native-born whites, and vice-versa.  
Figure 4.3 shows the item characteristic curve (ICC) for the eight items exhibiting 
DIF on the Grade 3 MCAS MCAS Mathematics 2008 test. All eight items are relatively 
easy and are located to the left of the graph. In addition, we see that items 19, 23, 28 and 
34 consistently exhibit DIF against likely immigrants, since the focal group’s ICC is 
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shifted to the right. Items 18 and 24 consistently exhibit DIF against native-born Whites, 
but the magnitude is generally smaller. Items 30 and 22 exhibit non-uniform DIF, where 
the two ICCs intersect. However, most of item 22 DIF works against the focal group. All 
items display DIF near the center of the of the test score estimates density functions 
(Figure 4.2), so they appear to be contributing to the differences in TCC’s in Figure 4.1.  
      
Item ICC 
18 
 
19 
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22 
 
23 
 
24 
 
28 
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Figure 4.3 Item Characteristic Curves for items exhibiting moderate and large DIF. 
 
The consequence of removing items from a test, of course, is the possibility of 
altering the psychometric properties of the test as well as the content area coverage. To 
ensure that a comparable test version is produced, both of these considerations need to be 
weighed. Table 4.3 shows the number of items for each coverage area for the original test 
and the purified version without the eight DIF items. The last column shows little 
difference between the two versions. This is desired to maintain comparability across 
versions. 
 
  
  
 
96 
 
 
Table 4.3 
Original and Purified Test Versions Items by Content Area  
Content Area 
Original 
Test 
Version 
Percent 
of 
Original 
Test 
Purified 
Test 
Version 
Percent of 
Purified 
Test Difference 
Data Analysis, Statistics, and Probability  7 20.00% 5 18.52% -1.48% 
Geometry  4 11.43% 4 14.81% 3.39% 
Measurement  4 11.43% 3 11.11% -0.32% 
Number Sense and Operations  13 37.14% 9 33.33% -3.81% 
Patterns, Relations, and Algebra  7 20.00% 6 22.22% 2.22% 
Total 35 100.00% 27 100.00% 0.00 
 
 
Looking at the Classical Test Theory (CTT) psychometric properties of the two test 
versions, we see only small variations. Table 4.4 shows small differences in the measure 
of internal consistency, Cronbach's alpha, both versions having high values (Cronbach & 
Richard, 2004). As expected, the original version has a slightly higher value due to its 
larger set of items (longer test). Test difficulty is also very similar, with only a 2% 
difference. While IRT-based test equating does not require tests (test versions in this 
study) to have equal test difficulties, a large difference can introduce a number of 
problems affecting comparability across versions.  
Additional  psychometric analyses for both test versions are presented in 
Appendix A. Note that the item difficulties and corresponding standard deviations are 
identical, as both test versions use the same responses, and only vary in the set of items 
included. Overall, both test versions have similar psychometric properties, with the major 
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difference being the test score estimates assigned to test-takers. 
 
Table 4.4 
Differences in CTT Psychometric Properties between Test Versions 
  
Original Test 
Version 
Purified Test 
Version Difference 
Cronbach's Alpha .858 .813 0.046 
Number of Items 35 27 8 
Test Difficulty 0.79 0.81 -0.02 
 
Based on the small differences in subject area content and CTT psychometric 
properties between the original test version and the purified test version with all eight 
candidate items removed, all eight items exhibiting moderate or large DIF are selected for 
removal. 
 
Equating the Two Test Versions 
Test equating is the statistical process of making scores on two or more tests 
comparable. In general terms, the scores on one test are mapped to scores on another test 
by means of a mathematical function so that test-takers from one test can be compared 
against those of the other. Methodologies have been developed to map test scores under 
different conditions. Comparing different versions of the same tests is a rather rare case 
in which the test-takers and most of the items are the same, as well as their response 
pattern to the common items. Since eight items were removed from the original test 
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version, 27 common items persist. This is deemed sufficient to utilize the anchor test 
design equating method described in the previous chapter (Harris & Crouse, 1993), but a 
number of assumptions need to be considered and the anchor items selected to maximize 
the comparability of the two test versions.  
Five requirements are widely viewed as necessary for equating to be considered 
valid (Holland & Dorans, 2006): 
1. 1. The Equal Construct Requirement: The two tests should both be 
measures of the same construct. 
2. The Equal Reliability Requirement: The two tests should have similar 
levels of reliability. 
3. The Symmetry Requirement: The equating transformation for mapping the 
scores of Y to those of X should be the inverse of the equating 
transformation for mapping the scores of X to those of Y. 
4. The Equity Requirement: It should be a matter of indifference to an 
examinee as to which of two tests the examinee actually takes. 
5. The Population Invariance Requirement: The equating function used to 
link the scores of X and Y should be the same regardless of the choice of 
(sub) population from which it is derived. 
Requirement 1 is met by the fact that most of the items are the same on both test 
versions and the coverage of content areas is roughly the same as well. The two test 
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versions have similar reliability statistics, as shown above, supporting the second 
requirement. The third requirement is met by the use of a linear transformation algorithm 
that has been shown to be symmetric (Stocking & Lord, 1983), meaning the results are 
not affected by which test’s scores are mapped to the other. The fourth and fifth 
requirements must be considered differently when comparing a purified version of a test 
to the original, since the goal is to create a test that will produce different, arguably less 
biased, results for one group (usually the focal group).  Based on the items removed for 
the purified version, the size of the two groups in the population and the parameter 
estimation method used, it is possible that the purified test version could result in 
different test scores estimates for both groups, one group or neither. 
The selection of the common items to be used as anchors to equate two tests is 
guided by a few “rules of thumb” that take into account item parameter drift (between 
tests), magnitude of DIF statistics and the overall number of anchor items. Kolen and 
Brennan (1995) recommend one anchor item for every four non-common items for tests 
with 40 total items or more. Since there are potential 27 common items between the test 
versions, a sufficiently large set of anchor items is available. Looking at the DIF statistics 
in Table 4.2, the remaining 27 items with the lowest pseudo-R2 change values can be 
selected to minimize any effect that DIF may have in equating, as suggested by Harris 
(1993) . 
A final statistical criterion used is the change in item difficulty or IRT parameter 
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of the potential anchor items from one test to another. In this case, since the response 
patterns are the same across both test versions, the item difficulty does not change at all. 
To examine changes in the IRT parameters, a delta plot is used.  Figure 4.4 shows the 
delta plots for the a- and b-parameters for all the common items. Items sitting off the 
regression line are suspect and require further analysis. But there is very little parameter 
drift, as expected, so no items need to be removed for this reason.  
 
  
Figure 4.4 Delta Plots for a-parameter (slope) and b-parameter (location). 
 
The final items selected as anchors are shown in Table 4.5 In all, 12 items were 
selected to ensure that the set of anchor items matched the original test version’s 
coverage of content areas. The proportion of coverage did not vary by more than 5% 
between the original test and the anchor item “minitest.”  
0
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Table 4.5 
Selected Anchor Items 
Item 
No. Content Area 
1 Number Sense and Operations  
2 Geometry  
3 Data Analysis, Statistics, and Probability  
4 Number Sense and Operations  
5 Patterns, Relations, and Algebra  
6 Measurement  
9 Patterns, Relations, and Algebra  
12 Number Sense and Operations  
15 Number Sense and Operations  
17 Data Analysis, Statistics, and Probability  
26 Number Sense and Operations  
29 Measurement  
 
Once the anchor items have been selected, these are used to calculate the 
adjustment needed to the purified test version test score estimates. The adjustment is done 
through a linear transformation of the form 
.>   ?0> $ 3 
where A and B are constants and .>is the adjusted test score estimate for test-taker i 
equated to the original test version using the purified test version score estimate, 0>. 
To calculate constants A and B, the Stocking-Lord method (Stocking & Lord, 1983), is 
used. This method minimizes the sum of the distances between the two test characteristic 
curves for the anchor items by means of a multivariate search, in effect, finding the best- 
fitting linear transformation of the purified test’s test characteristic curve onto the original 
  
 
102 
 
 
test’s test characteristic curve for the anchor items. It meets the symmetry requirement, 
since the method is symmetric, meaning either test can be mapped to the other with the 
same results for all students (Stocking & Lord, 1983). Table 4.6 lists the slope and 
location parameter for the anchor items.  
 
Table 4.6 
Anchor Items Parameters 
  Original Test Version Purified Test Version 
Item Slope Location Slope Location 
1 1.4193 -1.7205 1.4364 -1.7064 
2 1.1919 -1.2999 1.1640 -1.3158 
3 2.0145 -1.6235 2.0238 -1.6189 
4 1.2178 -1.1670 1.2134 -1.1653 
5 0.9213 -1.6624 0.9125 -1.6694 
6 0.7221 -1.6921 0.7257 -1.6772 
9 1.1815 -1.6183 1.1539 -1.6402 
12 1.1734 -1.0105 1.1753 -1.0045 
15 1.7214 -1.5589 1.7100 -1.5621 
17 1.4858 -2.0404 1.4970 -2.0300 
26 1.0565 -1.4043 1.0353 -1.4196 
29 1.6050 -0.5073 1.5946 -0.5046 
 
As expected, the difference in the item parameters between versions is very small. 
The resulting constants are close to the identity function (A=1, B=0): 
A = 1.038838 
B = 0.0450117 
Using the resulting equation, the equated test score estimates of the purified test 
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version are calculated for all test-takers. The next section presents the analyses of the 
effect of the purification on test score estimates and AYP measures. 
 
Part Two 
Test Score Estimates 
The descriptive statistics for the test score estimates for each test version are 
shown in Table 4.7. Note that the results are shown in all three scales used by the Mass 
DOE to analyze and report MCS results. While the 200-280 point scale is the official 
reporting scale, the raw points scale was used for third grade reporting and CPI and AYP 
calculations until 2009 (Massachusetts Department of Elementary and Secondary 
Education, 2010c). All scales are interchangeable. To allow for easy comparisons of the 
2008 MCAS reports, the 0-40 point raw score scale is used for further analysis. For the 
purified test version, the raw score scale scores are calculated using the theta scores to 
raw score conversion table from the 2010 MCAS Grade 3 test (Massachusetts 
Department of Elementary and Secondary Education, 2008). Since all MCAS tests are 
equated on the theta scale, the conversion table does not change from year to year. 
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Table 4.7 
Descriptive Statistics of Tests Versions in All Three Scales used by MCAS 
    Original Test Version Purified Test Version 
Scale Range Mean SD Mean SD 
Raw Score 0 - 40 31.491 6.245 33.283 6.324 
IRT Theta -4 - +4 0.860 0.795 1.212 0.803 
MCAS Reporting 200 - 280 250 12.95 258 13.53 
 
In Table 4.7 we can observe that the purified test version had slightly higher 
overall test score estimates. Note that while the MCAS Reporting scale shows about a 
10% difference, the Raw Score scale shows a difference of only 4.48% on the 40 point 
scale. This is due to the non-linear transformation of scores between scales as represented 
in Figure 3.2.  
 
Composite Performance Index 
Using the formula defined by Mass DOE (Massachusetts Department of 
Elementary and Secondary Education, 2007) the Composite Performance Index (CPI) 
was calculated for each test-taker. The results, expressed in the Raw Score scale, are 
shown in Tables 4.8 and 4.9. Table 4.8 shows the points awarded for each test score 
range and the frequency distribution for each category. Table 4.9 shows that the purified 
test increased the statewide mean CPI by 2.72 points. In Table 4.8 we can observe the 
effects of this increase. While the purified version shifts test-takers into higher categories, 
we see that the percent of test-takers went down in the lower categories, but went up in 
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the top category. Also note that the number of test-takers in the top category is quite high, 
given the relatively low-level of difficulty of both tests versions.  
 
Table 4.8 
Frequency of and Points Awarded for  CPI Categories for each Test Version 
Raw Score 
Scale Range 
Points 
Awarded 
Original Test Version Purified Test Version 
Frequency Percent Frequency Percent 
0-7 0 424 .6 349 .5 
8-21 25 8,507 12.3 7,254 10.5 
22-25 50 6,657 9.6 5,551 8.0 
25-29 75 10,665 15.4 9,422 13.6 
30-40 100 42,800 62.0 46,477 67.3 
 
Table 4.9 
Mean CPI Scores for each Test Version 
Original Test Version Purified Test Version 
Mean SD Mean SD 
81.465 27.357 84.185 26.031 
 
The CPI was calculated for each test-taker for the original and the purified test 
version. The original test version calculation was compared to the published results and 
found to be identical to the official state-wide mean to within 0.05 level of precision. 
 
Adequate Yearly Progress Status Calculation 
Once the CPI has been calculated for each test-taker using the purified test 
version, the Adequate Yearly Progress (AYP) status for Grade 3 Mathematics 2008 
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Aggregate Performance Indicator can be calculated for each school and district based on 
the purified test version.  
For 2008, the AYP target mathematics CPI  mean score for schools was set at 
76.5 (Massachusetts Department of Elementary and Secondary Education, 2008). Schools 
not reaching that target in 2008 were placed in AYP status as described in chapter 3. 
Table 4.10 shows the frequency and percent of the AYP status for both versions of the 
Grade 3 MCAS 2008 Mathematics test for the 1002 schools with at least one  Grade 3 
classroom. It shows 69 schools changing their status between the original test version and 
the purified test versions. This is not surprising since the unweighted mean of school 
mean CPI is 80.66 and the number of schools around the target mean CPI of 76.5 is large, 
as shown in Figure 4.4. A two-point change in school mean CPI can shift the AYP status 
of many schools. 
 
Table 4.10 
School AYP Status for Grade 3 MCAS 2008 Mathematics Aggregate Performance 
Indicator 
AYP Status 
Original Test Version Purified Test Version 
Frequency Percent Frequency Percent 
Target Reached 715 71.4 784 79.7 
Target Not Reached 287 28.6 218 20.3 
 
  
 
 
 
Figure 4.4 Histogram of School 
 
Similarly, districts also show a mean CPI score
(76.5) score where a small change can make a difference on AYP status
districts, as shown in Figure 4.5
percentages. There are 22 more districts meeting
target mean CPI using the purified test version.
 
Table 4.11 
District AYP Status for MCAS 2008 Mathematics 
AYP Status 
Target Reached 
Target Not Reached 
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Mean CPI for Grade 3 Mathematics 2008. 
 (78.925) close to the AYP target 
 for a number of 
. Table 4.11 shows the AYP status frequencies and 
 their 2008 Grade 3 MCAS Mathematics 
 
– All Students 
Original Test Version Purified Test Version 
Frequency Percent Frequency Percent 
159 78.3 181 89.2 
44 21.7 22 10.8 
  
 
 
 
Figure 4.5 Histogram of District Mean CPI for Grade 3 
 
The Mass DOE does not provide combined individual
and test response data. Rather, it provide one
demographic data (labeled demographic file) and one with individual test responses and 
school and district data (labeled school
privacy of test-takers. Thus, it is
for alternative test versions for any sub
investigating the possible impact of DIF on particular sub
create a combined school and district level demographic information with school and 
district level test score means, mean CPI and AYP status. Th
108 
MCAS Mathematics 2008.
-level demographic, school 
 data set with individual test responses and 
 and district file). This is done to protect the 
 not possible to provide school and district level results
-populations. While this is a major drawback when 
-populations, it is possible to 
e results of this 
 
 
analysis is 
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presented in the next section. It is important to note that not having the ability to fully 
model the grouped data can result in inaccurate outcomes. To get an estimate of the 
potential effect of the groupings, a statistic, the intraclass correlation (ICC) can be 
calculated for schools and districts using only the school and district file data set. The 
ICC for schools is 0.10 and also 0.10 for districts, meaning the grouping of students into 
schools accounts for 10% of the variance is mean CPI between schools (and similarly for 
districts). This is higher than the generally accepted “rule of thumb” of 0.05 (Micceri, 
2007). Therefore, caution must be used when interpreting the inferential statistics 
presented in this study. This concern is further discussed in the next chapter. 
 
Part Three 
State Level Descriptives 
At the state level, it is possible to examine the differences in test score estimates 
between demographic groups based on the MCAS demographic data files. Table 4.12 
shows the means and standard deviations for the major ethnic/racial groups as well as the 
students classified as likely immigrants. While the mean scores increased for all groups, 
they increased the most for Black and Hispanic students as well as those identified as 
likely immigrants in this study. For these groups, score estimates increase around 1.06 
points. For other groups, they only increased around 0.75. 
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Table 4.12 
Mean Test Score Estimates by Ethnic/Race Groups 
Group 
  
Original Test 
Version 
Purified Test 
Version 
N Mean S.D. Mean S.D. 
Likely Immigrant 4,932 27.051 7.931 28.135 8.113 
Asian 3,410 32.206 6.413 32.985 6.235 
Black 5,428 25.807 8.099 26.857 8.280 
Hispanic 9,889 25.949 8.215 27.003 8.411 
Multi-racial 1,417 29.751 7.390 30.521 7.297 
Native-American 201 28.612 6.989 29.446 6.939 
Pacific Islanders 69 29.464 6.991 30.257 7.206 
White 40,611 31.210 6.347 31.922 6.223 
 
 
As expected, the purified test version improved the test score estimates of the 
students classified as likely immigrants. Since this group overlaps with the Hispanic 
students group, it is not surprising that a similar increase was found for both groups. 
However, scores estimates increased just as much for Black students, suggesting that 
items exhibiting DIF between the focal and reference groups may also be impacting other 
groups.  
 
Schools Level 
The analysis of the impact of  differences between the two test versions on 
schools’ AYP status is composed of two parts. First, the differences in student group 
proportions between the schools changing AYP status between test versions is presented. 
Then, the effect of the student group proportions on schools’ mean test score estimates 
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are modeled for both test versions to examine any differences in the significance and 
magnitude of the coefficients. 
Table 4.13 shows the mean proportions for a number of student groups in each 
category. It shows that the students in the 69 schools that switched status were 
consistently less mainstream (White, not low income, native English speakers) in terms 
of their ethnicity, race, linguistic background and economic status. All differences 
between test version test score estimates were statistically significant at the p<.01 level 
(using a two-sample t-test of independent means, n=1002). The 69 schools that changed 
AYP status determination for their Aggregate Performance Indicator Grade 3 population 
are listed in Appendix B. 
The purified test version clearly benefitted schools that were more likely to have 
immigrant students, as shown by the increase in the proportion of students that were 
“First Language Not English” and LEP. Schools with higher proportions of low-income, 
Black and Hispanic students were also benefitted by the purified test version. 
Table 4.13 
Mean Student Group Proportions for Schools Changing and Not Changing AYP Status 
Student Group  
No Change in AYP 
status (N=933) 
Changed to Met  AYP 
Status (N=69) 
Mean S.D. Mean S.D. 
First Language Not English 14.59 19.03 17.28 17.06 
Limited English Proficient 7.39 11.73 8.34 11.17 
Low-Income 29.40 29.50 38.18 23.63 
Hispanic 14.07 21.12 17.09 17.54 
 Black 7.54 13.66 10.71 15.49 
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To examine the effect of the proportion of student groups on tests score estimates 
for each test version, models are fitted using a weighted (by class size) least squares 
linear model: 
+,-./0  1234567  8 $ 129-  8 $ 1292:;<62="  8* $ " 
where TSEO is the mean test score estimate for each school for the original version and 
TSEP is the one for the purified version and PropBlack, PropLEP and PropLowIncome 
are the proportion of Black, LEP and low income students, respectively. 
The results for the original test version and the purified test version are shown in 
Tables 4.14 and 4.15. In general terms, as the proportion of non-mainstream students 
increases, test scores estimates decrease. Both regressions are very similar, with an 
adjusted pseudo-R2 of .491 for the original version and an adjusted R2 of .485 for the 
purified version. Similarly, all three independent variables are significant at the p<.0005 
level. However, the original version has slightly larger standardized coefficients for 
PropLEP, PropBlack. The purified version has a slightly higher standardized coefficient 
for PropLowIncome. The variance inflation factor is also shown because of the high 
correlation between PropLEP and the unused PropHispanic variable that resulted in 
multicollinearity, with a VIF value of 8.32. A VIF value greater than 5 is usually 
considered problematic (O'Brien, 2007), so the PropHispanic variable was removed from 
the model.   
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Table 4.14 
Results of Weighted Least Squares Regression for Original Test Version - Schools 
  
Unstandardized 
Coefficients 
Std 
Coef 
t Sig. 
  
 
B 
Std. 
Error Beta VIF 
(Constant) 33.324 .011   3132.260 .000   
PropLEP -.024 .001 -.092 -21.680 .000 2.398 
PropLowIncome -.060 .001 -.587 -120.516 .000 3.183 
PropBlack -1.443 .078 -.063 -18.454 .000 1.544 
 
Table 4.15 
Results of Weighted Least Squares Regression for Purified Test Version - Schools 
  
Unstandardized 
Coefficients 
Std 
Coef 
t Sig. 
  
  B 
Std. 
Error Beta VIF 
(Constant) 32.253 .011   2877.721 .000   
PropLEP -.015 .001 -.055 -13.120 .000 2.398 
PropLowIncome -.069 .001 -.633 -130.806 .000 3.183 
PropBlack -1.040 .082 -.043 -12.624 .000 1.544 
 
 
The resulting models do not show large differences in model fit or the statistical 
significance or magnitude of the standardized coefficients. Ideally, student background 
characteristics should not be good predictors of academic performance, so a model 
explaining very little of the variation (low pseudo-R2) would be preferred. However, 
there is little difference between the models, and both have moderate sized pseudo-R2. 
This is in line with previous research, but contributes little to this study. 
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District Level 
The analysis of the impact of  the differences between the two test versions on 
districts’ AYP status is similar to the school level analysis. First, the differences in 
student group proportions between the schools changing AYP status between test 
versions is analyzed. Then, the effect of the student group proportions on schools’ mean 
test score estimates are modeled for both test versions to examine any differences in the 
significance and magnitude of the coefficients. 
Table 4.16 shows the mean proportions for a number of student groups in each 
category. It shows that the students in the 22 districts that switched status were 
consistently poorer than those that did not, but less ethnically diverse, as the districts not 
changing AYP status had a higher proportion of LEP and Black and Hispanic students. 
All differences in proportion of low income students proved statistically significant at the 
p<0.005 level (using a two-sample t-test of independent means, N=203). The 22 districts 
that changed AYP status determination for their whole grade 3 population are listed in 
Appendix B. 
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Table 4.16 
Mean Student Group Proportions for Districts Changing and Not Changing AYP Status 
Student Group  
No Change in AYP 
status (N=181) 
Changed to Met  AYP 
Status (N=22) 
Mean S.D. Mean S.D. 
First Language Not English 16.06 18.05 14.16 13.76 
Limited English Proficient 6.30 7.93 4.99 5.22 
Low-Income 28.76 27.23 39.34 19.76 
Hispanic 14.96 19.82 17.07 14.53 
 Black 8.12 12.48 6.48 4.76 
  
Following the analysis performed at the state level, the same model is fitted to the 
districts: 
+,-./0  1234567  8 $ 129-  8 $ 1292:;<62="  8* $ " 
where TSEO is the mean test score estimate for each district for the original version and 
TSEP is the one for the purified version and PropBlack, PropLEP and PropLowIncome 
are the proportion of Black, Hispanic, LEP and low income students, respectively. 
The results for the original test version and the purified test version are shown in 
Tables 4.17 and 4.18. Like the school level models, as the proportion of non-mainstream 
students increases, test scores estimates decrease, but the adjusted R2 is much higher. 
Both district level regressions are very similar, with an adjusted R2 of .867 for the 
original version and an adjusted R2 of .864 for the purified version. Similarly, all three 
independent variables are significant at the p<0.005 level. However, the original version 
has slightly larger standardized coefficients for PropLEP, PropBlack. The purified 
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version has a slightly higher standardized coefficient for PropLowIncome.  The district 
level regression models, like the school level ones, did not provide much additional 
information.  
 
Table 4.17 
Results of Weighted Least Squares Regression for Original Test Version - Districts 
  
Unstandardized 
Coefficients 
Std 
Coef 
t Sig. 
  
 
B 
Std. 
Error Beta VIF 
(Constant) 33.270 .009   3698.047 .000   
PropLEP -.100 .001 -.286 -107.418 .000 3.527 
PropLowIncome -.061 .000 -.569 -197.027 .000 4.149 
PropBlack -2.490 .035 -.143 -72.110 .000 1.965 
 
 
Table 4.18 
Results of Weighted Least Squares Regression for Purified Test Version – Districts 
  
Unstandardized 
Coefficients 
Std 
Coef 
t Sig. 
  
  B 
Std. 
Error Beta VIF 
(Constant) 32.233 .009   3418.730 .000   
PropLEP -.092 .001 -.255 -94.502 .000 3.527 
PropLowIncome -.068 .000 -.618 -211.046 .000 4.149 
PropBlack -2.094 .036 -.117 -57.859 .000 1.965 
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CHAPTER FIVE: CONCLUSIONS and DISCUSSION 
 
Introduction 
This chapter summarizes the steps and presents the conclusions in the study and 
then interprets the significance of these findings. In addition, it describes the limitations 
and contributions of the study. Finally it presents some recommendations for MCAS 
administrators that apply to other similar testing programs. 
Summary 
This study was comprised of three sequential parts that could yield some insight 
into the effect of differential item functioning (DIF) on large standardized testing 
programs tied to the No Child Left Behind Act accountability measures as well as 
provides a mechanism to identify immigrant students so that this population is not 
excluded from similar studies.  
First, it attempted to identify immigrant students by use of proxy variables, as 
data about immigration status are not generally collected or made available, often due to 
misinterpretation of the Plyler vs. Doe 1982 Supreme Court decision. The methodology 
presented a possible approach to identifying immigrants for situations where false 
positives were a bigger problem than false negatives. That is, the students classified as 
immigrants were very likely actual immigrants, but there was a high probability that a 
significant proportion of immigrant students were not identified as such. Since the group 
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of students classified as immigrants were not used as representative sample, but, rather as 
an “extreme focal group” to be used to detect items exhibiting differential item 
functioning with respect to a larger mainstream population (White, native English 
speakers), this methodology was deemed sound.  
Once the focal group and reference group were identified, DIF analysis was 
performed on the MCAS mathematics tests in the 2007-2009 period for grades three 
through five. Of these nine tests, one, the Grade 3 2008 MCAS Mathematics tests was 
found to have a relatively large number of items exhibiting moderate or high levels of 
DIF.  
This test was selected for further analysis.  First, a purified test version was 
constructed by eliminating DIF items. Next, anchor items were selected to maximize the 
comparability of the original tested version with the purified test version. Then, the tests 
were equated and scaled to the scale used by the Mass DOE to report Grade 3 MCAS 
2008 results. Finally, the impact of the difference in test score estimates between the two 
versions was examined.  
 
Conclusions 
Looking at the research questions, the overall conclusion is that there are 
relatively few items exhibiting DIF between likely immigrants and mainstream students 
in the nine tests analyzed. However, one out of the nine tests examined did show that the 
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effect of a small change in test score estimates can affect the AYP status of a 
proportionally larger group of schools or districts due to the effect of cut scores.  
Specifically, the findings with respect to QUESTION #1, asking whether there is 
a significant number of items exhibiting differential item functioning against immigrant 
students in MCAS 2007-2009 mathematics tests in grades three through five, show that 
eight of the nine tests examined had, on average, less than three exhibiting moderate 
levels of DIF and none exhibiting large levels of DIF. Thus, the presence of differential 
item functioning against immigrant students was found to be minimal for all but one test.  
QUESTION #2, looking at whether the combined impact of the DIF items large 
enough to affect the calculations of school and district performance measures under 
NCLB accountability, can only be asked for the one test that did have a sufficient items 
exhibiting DIF to potentially affect the results. Thus, for the other eight tests, the items 
identified as exhibiting DIF against immigrant students do not appear affect AYP status 
calculations.  
For the 2008 Grade 3 MCAS Mathematics test, removing the DIF items had a 
small effect on test score estimates, but these were compounded by the use of cut scores 
and affected non-mainstream communities, including those with higher proportions of 
black, low-income and likely immigrant students.  
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Limitations  
Immigrant Student Identification 
The focal group (likely immigrant students) selection process was very 
unorthodox, and no mechanism to validate it was presented. Furthermore, no previous 
use of such an approach was found in the literature. However, the lack of data collection 
and reporting on immigrants in standardized testing initiatives necessitates the use of 
less-than-optimal methods. The only other viable alternative is to use other demographic 
variables such as race, ethnicity or language status. For certain applications this may be 
preferable, but for DIF analysis, use of an “extreme focal group” with a very low rate of 
false positives is preferred.  In this study, this classification was only used to test for 
differential item functioning. For all other analyses, other variables were used, instead. 
To be sure, this limited the ability to describe the academic performance of immigrant 
students precisely, but supported the argument in favor of doing so.  
 
Item Response Theory Methods 
The use of IRT methods by MCAS to scale and equate tests simplified the DIF 
analysis and the equating of the test versions. However, the latest literature is just 
beginning to examine the problems of using anchor items for equating that may be 
exhibiting DIF, and the impact of anchor items with low levels of DIF has not been 
sufficiently assessed.  
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Also, while the equating methodology paralleled that used by MCAS, equating 
tests that differ only in their item selection but have identical response patterns for 
common items is not well-explored in the literature, and may have unknown statistical 
problems.  
 
Completeness of AYP Status Determination 
AYP status determination has many components. In this study, only differences in 
CPI were examined, and this could only be done for the Aggregate Performance 
Indicator. Differences in CPI by student subgroups at the school and district level could 
not be examined directly because the Mass DOE does not make these data generally 
available to protect students’ privacy. Thus, the impact of the differences in CPI score 
and AYP status determination between test versions could not be fully ascertained across 
subgroups including those related to immigrants such as ethnic/racial and linguistic 
subgroups. 
 
Statistical Problems Associated with Unavailability of Grouped Data 
Mass DOE has made available many parts of the MCAS test development as well 
as student data sets. However, the inability to simultaneously connect student-level 
demographic data and responses to school and district data prevents the use of multilevel 
models that can account for grouping effects. Instead, weighted regressions were used, 
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but these can produce unreliable results when the intraclass correlation is sufficiently 
large. 
 
Discussion 
Due to the important limitations described above, caution must be used in making 
a conclusion about the impact of differential item functioning on NCLB accountability 
measures. However, it is still possible to conclude that there is ample cause for concern 
when a similar alternative test version can be produced for a test with a problematic 
number of items exhibiting moderate and high levels of DIF that results in substantial 
changes to AYP status measures. 
The ultimate goal of this study was to raise the question, rather than come to a 
final conclusion, about the impact of DIF on student subgroups. The aim was to go 
beyond the basic reporting of items exhibiting DIF that is customary in MCAS technical 
reports. Differential item functioning has been found in a number of major standardized 
testing initiatives, and MCAS is no exception. However, both the localized significance 
of a particular item as well as the global impact on a test, let alone a test-based 
accountability system, are far from being understood and agreed upon by the many 
stakeholders. When does DIF matter? That is the question. 
This study travels a long road to get a little closer to the answer in the case of 
MCAS tests. DIF matters when it is sufficiently large to move schools and districts across 
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a threshold. In the context of AYP status determination, it matters when the mean CPI 
score for schools and districts is close to the AYP target CPI score for that year. This is 
what happened for the Grade 3 MCAS 2008 Mathematics test. The difference in CPI 
scores between the original test version and the purified test version was sufficiently 
large to move a number of schools (7%) and districts (11%) over the AYP CPI target 
score because it was close to the mean CPI.  
It is important to recall that CPI scores are computed using cut scores to assign 
points, essentially turning a 80-point (for most grades) or a 40-point scale (in the case of 
Grade 3 MCAS Mathematics 2008 test) into a five-point scale (0, 25, 50, 75, 100) using a 
non-interval transformation.  Then, a second cut score is used to determine AYP status. 
While there might be good reasons for these convolutions, it does seem, at the very least, 
to complicate the decision process used by test developers and ex-post facto reviewers to 
determine the impact of items exhibiting DIF without performing analysis similar to that 
of this study. However, the published DIF analyses of MCAS tests do not take this into 
account. Rather, they stop with a single statistical test and an inventory of the results. For 
the Grade 3 MCAS Mathematics 2008 test, the 2008 MCAS Technical Report identifies 
three items showing low DIF and two items showing high DIF between Hispanic and 
White students (Massachusetts Department of Elementary and Secondary Education, 
2008) using the Standardization Approach DIF detection method (Dorans & Kulick, 
1986b), but does not make any statement about its potential impact. 
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In the period from 2008 to 2010, mean CPI scores for Grade 3 Mathematics and 
AYP target CPI scores came closer together, as the Target CPI score jumped to 84.3, as 
shown in Table 5.1. The risk of potential DIF affecting the results likely increased. 
 
Table 5.1 
Mean CPI Scores and Target CPI Scores for AYP Status Determination by Year 
Year Mean CPI Score Target CPI Score 
2010 85.8 84.3 
2009 82.6 84.3 
2008 81.5 76.5 
2007 80.3 76.5 
 
That one test out of nine examined showed a sufficient amount if DIF impact to 
change one AYP Aggregate Performance Indicator status determination is sufficient 
cause for concern to justify further study of this phenomenon, especially in light of the 
closing gap between mean CPI scores and target CPI scores. 
 
Recommendations 
The questions raised by the findings of this study can and should be answered 
with further analysis. This can be accomplished by making additional data available to 
researchers or performing the analysis internally.  
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Make Immigrant Data Available 
Although the Mass DOE collects information about immigrants through its 
Student Information Management System (SIMS) (Massachusetts Department of 
Elementary and Secondary Education, 2011), as required by the Federal Government, it 
does not make these data generally available or report on it. There is no mention of 
immigrants in the annual State Report Card (Massachusetts Department of Elementary 
and Secondary Education, 2010b). While NCLB does not require reporting of the 
immigrant subgroup performance results, it is short-sighted to think that immigrant 
students can be identified and serviced purely based on LEP status and ethnic or racial 
groups. This country has received large waves of English-speaking immigrants since the 
Pilgrims landed on the rocks near Patuxent. To not identify the immigrant subgroup in 
the student population makes them invisible as they integrate into schools and 
communities, making their stories of success and failure impossible to account for.   
 
Support the Study of Grouped Data for Student Subgroups 
Providing student-level demographic and test data with sufficient school 
information would allow for the exploration of DIF impact on student subgroups. This 
has been a major limitation of this study, as differential item functioning appears to 
impact specific student subgroups differently. Additionally, providing fully-linked 
grouped data would allow for multilevel models to be fitted that take into account the 
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grouped nature of the data.  
 
Increase Efforts to Identify Differential Item Functioning  
Major testing programs like MCAS utilize vast amounts of resources in paper, 
computers and human effort and emotion. They are used to make major decisions about 
children and teachers, schools and districts, communities and policies that affect the lives 
of almost all residents of the country. The elimination of bias in any shape or form is a 
necessary pre-condition for its responsible and fair use. Yet, the burden of proof about the 
fairness of MCAS tests has not been laid with the test developers and administrators, but 
rather with their critics. The findings in this study suggest that this burden should begin to 
be more equally shared.  
DIF analysis is a powerful tool to identify potential bias in testing that is quickly 
evolving. Areas such as the impact of DIF on anchor items, the development of new 
techniques and approaches to identify and classify DIF and simulation studies to estimate 
the impact of DIF bring new insights every few months. The impact of AYP status 
determination can affect a school for years, so it is reasonable to require that as new, 
better techniques for DIF analysis come online, that these be used to retroactively 
examine test score-based decisions as well as to improve the development and 
administration of the currently used tests. 
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Directions of Future Research  
While a key finding of this study is the need for more complete data sets to be 
made available, there are a number of areas that can be explored independent of the 
availability of these data. Many tests remain to be analyzed that can be similarly tested 
for the impact of DIF, in particular ones at critical junctions where scores, targets and 
consequences meet.  
 
Examining Test Administrations at Critical Junctions 
As mentioned above, the CPI target increases every two years and is likely to start 
diverging from the mean CPI in the near future. However, for the 2009 and 2010 MCAS 
mathematics test administrations, these values were very close across a number of grades. 
The same analysis performed in this study could be run without any additional data being 
made available. Also, the exploration of a similar situation for the Grade 10 high school 
exit exam is warranted, as the same concern over differential item functioning affecting a 
large number of students due to proximity between cut points and mean scores. 
 
Investigation of Equating Purified Versions of a Test 
While the literature on test equating is voluminous, only passing references to the 
issues involved in equating multiple test versions from the same set of responses can be 
found. Clearly, having identical responses for each test item creates an artificial 
  
 
128 
 
 
consistency that has the potential to affect results. There is a need to examine this 
equating condition to inform similar studies. 
  
Comprehensive DIF Analysis 
Technical analyses of MCAS tests performed by Mass DOE are limited to 
examining DIF between three pairs of student subgroups, male-female, White-Black and 
White-Hispanic. The addition of other pairings is warranted as well as the combined 
examination of items across DIF pairings. Items exhibiting DIF across multiple pairings 
may require further examination or may be having a greater impact. Additionally, the 
potentially amplified impact of DIF on anchor item over multiple chain-linked equating 
steps needs to be further investigated. 
The unidimensionality analysis of the original test version showed evidence of 
potential multidimensionality. This is not surprising, given the different content areas 
covered in it, but can confound DIF analysis. Multidimensional DIF analysis methods 
exist, but do not appear to be currently used by MCAS psychometricians.  
A picture can be drawn of the entire testing system across years, grades and 
subjects to pinpoint problems and apply corrections if necessary. Finally, based on a 
more complete picture of the level and impact of DIF, the causes for DIF can be better 
understood and prevented in the future. 
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APPENDIX A: Psychometric Properties of Test Versions 
 
Unidimensionality Analysis 
The results of the unidimensionality analysis, using principal components 
analysis, are shown below. Table A.1 shows that both test versions have similar desirable 
computational properties, with a non-zero determinant, a Kaiser-Meyer-Olkin value very 
close to 1 and a significant Bartlett’s Test, rejecting the null hypothesis of a correlation 
matrix equal to the identity matrix. 
 
Table A.1 
Unidimensionality Analysis Adequacy Tests 
Adequacy Test Statistic 
Original Test 
Version 
Purified 
Test 
Version 
Determinant .011 0.056 
Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy. 
.964 .964 
Bartlett's Test of Sphericity Approx. Chi-Square 209486.804 136586.38 
 
df 595 351 
  Sig. .000 .000 
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The unidimensionality analysis of the two tests version also produces similar 
results, with one major component of similar magnitude for both test versions. Figure A.1 
shows the Scree plot summarizing the relative size of the components. For both test 
versions, the major component explained 18.7% of the variance. A higher percentage is 
desirable to support the practical unidimensionality of the test items. Tests of 
dimensionality performed by MCAS test developers show that almost all MCAS tests 
exhibit multidimensionality, but it’s effect is deemed “weak” (Massachusetts Department 
of Elementary and Secondary Education, 2009, p. 151). 
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Figure A.1. Scree Plots for Test Versions
 
Item Characteristics Details 
The item characteristics for both test versions are also very 
2% difference in the average corrected item
A.2. 
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similar, with only a 
-total correlation. These are shown in Table 
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Table A.2 
Item Characteristics for Both Test Versions 
Item 
Number Mean 
Std. 
Deviation N 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if 
Item 
Deleted 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if 
Item 
Deleted 
Item1 .9068 .29075 46124 .357 .855 .354 .807 
Item2 .8273 .37798 46124 .360 .855 .348 .806 
Item3 .9333 .24956 46124 .401 .855 .405 .806 
Item4 .8248 .38014 46124 .382 .854 .368 .805 
Item5 .8235 .38123 46124 .320 .856 .305 .808 
Item6 .7943 .40424 46124 .231 .858 .225 .811 
Item7 1.5482 .69418 46124 .490 .851 .472 .801 
Item8 .7647 .42416 46124 .401 .854 .388 .804 
Item9 .8677 .33886 46124 .332 .855 .329 .807 
Item10 .8480 .35905 46124 .453 .853 .446 .803 
Item11 .8450 .36188 46124 .358 .855 .348 .806 
Item12 .7782 .41547 46124 .376 .854 .364 .805 
Item13 .8123 .39050 46124 .296 .856 .286 .809 
Item14 .7809 .41366 46124 .203 .858 .198 .813 
Item15 .9218 .26856 46124 .367 .855 .369 .807 
Item16 1.0308 .61418 46124 .378 .855 .360 .807 
Item17 .9386 .24014 46124 .293 .857 .295 .809 
Item18 .9302 .25480 46124 .320 .856 
  Item19 .7486 .43384 46124 .393 .854 
  Item20 .9532 .21118 46124 .324 .856 .323 .809 
Item21 .8547 .35241 46124 .269 .857 .265 .809 
Item22 .9058 .29211 46124 .344 .855 
  Item23 1.3905 .71831 46124 .471 .852 
  Item24 .8626 .34429 46124 .351 .855 
  Item25 .8790 .32618 46124 .395 .854 .393 .805 
Item26 .8107 .39176 46124 .340 .855 .324 .807 
Item27 .8971 .30388 46124 .325 .856 .325 .807 
Item28 .5428 .49817 46124 .453 .852 
  Item29 .7205 .44876 46124 .452 .852 .430 .802 
Item30 1.0072 .80641 46124 .432 .855 
  Item31 .8876 .31591 46124 .393 .854 .392 .805 
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Item32 .9494 .21910 46124 .358 .856 .367 .808 
Item33 .9371 .24286 46124 .315 .856 .319 .808 
Item34 .6306 .48265 46124 .499 .851 
  Item35 1.3351 .80963 46124 .479 .853 .449 .806 
 
Item Response Theory Fit Analysis 
Since the equating constants between the two test versions, A and B, were almost 
identical and the response patterns are identical, item fit will not vary. Rather, the fit of 
the total test is examined, using the test characteristic curve. This is shown in Figure A.2. 
The expected proportion correct for both test versions overlap each other almost 
perfectly. The variation can be seen in the observed proportion correct, where the 
proportion changes due to the elimination of the items exhibiting DIF from the purified 
test version. Both versions show a good fit of the model to the observed proportion 
correct. However, the observed proportion correct for the original test version is lower 
than expected for lower-performing students. Both versions have higher than expected 
proportion correct for higher-performing students. Overall, the two test versions are very 
similar, with a very good test-level fit. 
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Figure A.2. Expected and Observed Proportion Correct 
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APPENDIX B: List of Schools Changing AYP Status 
 
District and 
School 
Mean 
CPI 
Original 
Test 
Version 
Mean 
CPI 
Purified 
Test 
Version N 
Percent 
First 
Language 
Not 
English 
Percent 
LEP 
Percent 
Low 
Income 
Percent 
Hispanic 
Percent 
Black 
Lynn - Ingalls 72.70 77.30 76 69.5 54.5 92.5 63.95 13.95 
Worcester - 
Belmont Street 
Community 72.67 77.91 43 45.2 37.7 90.1 60.87 13.04 
Springfield - 
Indian Orchard 
Elem 76.22 78.96 82 15.2 9.3 84.5 54.65 16.28 
New Bedford - 
Alfred J Gomes 74.10 79.82 83 36.1 9.6 83.3 61.90 14.29 
Brockton - 
Huntington 75.34 77.05 73 34.1 23.1 81.1 16.00 54.67 
Lynn - Hood 75.36 78.62 69 41.5 26.8 78.6 46.48 12.68 
Boston - Charles 
H Taylor 75.96 79.17 78 39.6 29.7 78.5 8.75 86.25 
Boston - Winship 
Elementary 74.29 81.43 35 37.4 20.4 77.4 35.29 26.47 
New Bedford - 
John B Devalles 75.50 81.50 50 36 13 76.1 21.82 10.91 
Fall River - Susan 
H Wixon 72.97 77.70 37 17.3 3.2 74.8 16.22 16.22 
New Bedford - 
Ellen R Hathaway 75.00 79.09 55 15 3.3 72.8 24.00 14.00 
Somerville - 
Albert F. 
Argenziano 
School at Lincoln 
Park 74.57 78.88 58 66.3 35.3 71.9 37.50 7.81 
Boston - 
Manassah E 
Bradley 73.13 77.50 40 34.4 13 68.7 46.51 6.98 
Springfield - Alice 
B Beal Elem 75.51 81.63 49 9.9 2.3 67 48.00 20.00 
Malden - 
Ferryway 75.00 77.86 96 44.8 11.2 63.2 27.17 16.30 
Worcester - 
Wawecus Road 
School 72.73 79.55 11 39.4 28.8 62.9 23.53 5.88 
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Boston - John D 
Philbrick 75.00 77.68 28 16.8 8.4 62.6 46.43 35.71 
Fall River - A S 
LeTourneau 72.73 80.30 33 13.6 0.8 57.6 3.03 3.03 
North Adams - J S 
Sullivan 73.61 77.78 36 3.1 2.7 56.7 5.13 0.00 
Westfield - 
Moseley 71.55 77.59 29 15.2 0.5 54.9 3.57 0.00 
Gloucester - 
Veterans 
Memorial 72.14 78.57 35 9.8 5.9 51.6 11.43 0.00 
Malden - Linden 75.26 80.26 95 38.5 10.1 50.9 19.00 15.00 
Randolph - J F 
Kennedy Elem 74.02 79.90 51 44.5 9.3 50.5 6.90 62.07 
Framingham - 
Barbieri Elem 74.72 78.65 89 50.5 36.8 50.3 61.11 8.89 
Haverhill - 
Pentucket Lake 
Elem 76.47 80.04 119 14.3 6.3 49.5 24.17 0.83 
Lynn - Sewell-
Anderson 73.08 76.92 39 27.2 21.8 49.4 34.88 13.95 
Waltham - 
Jonathan Bright 
Elementary 
School 72.92 79.17 12 28.8 2.5 46.6 33.33 16.67 
Fall River - 
Spencer Borden 74.32 77.36 74 14.9 2 46.1 5.33 9.33 
Framingham - 
Brophy 75.66 76.97 76 51.8 37.4 44.4 50.59 1.18 
Methuen - 
Tenney Grammar 
School 71.88 77.63 152 20.3 7 43.5 24.20 3.82 
Randolph - 
Elizabeth G Lyons 
Elem 72.45 76.53 49 35 9.7 43.3 10.20 42.86 
Wareham - John 
William Decas 75.22 79.74 116 0.3 0.3 43 4.80 7.20 
Weymouth - 
William Seach 72.78 78.61 90 12.4 9.2 42.7 8.89 6.67 
Gardner - Elm 
Street School 75.46 79.86 108 6.8 5 42.1 12.39 7.96 
Amherst - Crocker 
Farm Elementary 74.38 78.75 40 22 14.9 41.9 32.56 18.60 
Salem - Horace 
Mann Laboratory 71.71 78.29 38 12.4 4.2 41.3 40.54 8.11 
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Waltham - 
Thomas R 
Plympton 
Elementary 
School 75.00 79.78 68 30.6 5 37.2 20.00 11.43 
Beverly - North 
Beverly 
Elementary 73.04 78.43 51 6.8 0.3 36.5 14.29 2.04 
Randolph - Martin 
E Young Elem 74.50 78.50 50 38.3 12.8 36.1 12.50 48.21 
Salem - 
Witchcraft 
Heights 75.42 79.17 60 21.4 13.3 34.3 15.52 3.45 
Palmer - Old Mill 
Pond 75.57 79.92 132 0 0 34.1 2.24 0.00 
Leominster - 
Johnny Appleseed 75.81 81.65 124 15.8 11.8 33.6 25.93 8.15 
Gloucester - 
Beeman 
Memorial 75.00 78.65 89 6.5 5.5 30.9 4.44 4.44 
Medford - Milton 
Fuller Roberts 73.77 81.17 81 21.4 9.6 28.7 9.76 14.63 
Woburn - George 
I Clapp 72.14 77.14 35 14 6.4 26.1 8.57 8.57 
Savoy - Savoy 
Elem 75.00 78.85 13 0 0 25.9 0.00 0.00 
Methuen - Donald 
P Timony 
Grammar 76.24 80.28 161 19.9 4.8 25.3 21.66 3.18 
Bourne - James F 
Peebles Elem 76.40 80.60 125 0.2 0.2 23.7 2.33 0.00 
Milton - Tucker 75.58 77.33 43 10.5 3.7 23.7 9.52 54.76 
Leicester - 
Leicester 
Memorial Elem 76.20 79.00 125 2.3 0 20.9 3.13 1.56 
South Shore 
Charter Public 
(District) - South 
Shore Charter 
Public School 72.50 77.50 40 0 0 18.7 0.00 14.63 
Framingham - 
Mary E Stapleton 
Elem 75.00 79.51 61 7.8 0.5 18.6 8.06 8.06 
Norwood - F A 
Cleveland 75.78 78.91 64 12.7 4.7 17.4 9.38 1.56 
Abington - North 75.00 81.11 45 0.5 0 17.4 4.44 0.00 
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Narragansett - 
Phillipston 
Memorial 75.00 77.00 25 0 0 17.4 0.00 0.00 
Dracut - 
Brookside 
Elementary 75.21 80.13 117 4 2.9 17.1 8.33 2.50 
Belchertown - 
Swift River Elem 75.56 80.73 179 2.7 1.5 15.8 2.75 1.10 
Stoneham - 
Central 73.44 77.73 64 6.8 2.5 14.6 4.69 3.13 
North Andover - 
Atkinson 76.10 77.57 68 21 6.4 13 16.90 4.23 
Southern 
Berkshire - New 
Marlborough 
Central 71.67 78.33 15 0 0 12.3 0.00 0.00 
North Middlesex - 
Ashby Elementary 73.86 77.27 44 0.8 0 11.9 2.17 0.00 
Stoneham - South 75.47 79.72 53 9.1 5 11.8 1.92 1.92 
Lunenburg - 
Thomas C Passios 
Elem 76.26 79.20 119 0 0 10.9 0.83 3.33 
Quabbin - 
Hubbardston 
Center 73.31 78.38 74 0.4 0 10 6.67 1.33 
Abington - 
Woodsdale 74.19 77.15 93 0.5 0 7.5 3.23 0.00 
Danvers - Great 
Oak 76.25 83.33 60 2.6 0 7.4 1.72 1.72 
Plympton - 
Dennett 
Elementary 75.00 82.69 26 0 0 4.8 0.00 0.00 
Lincoln - Hanscom 
Primary 75.00 81.75 63 1.6 0.6 4.2 16.39 16.39 
Billerica - Eugene 
C Vining 74.55 79.46 56 1.6 0.6 0.6 1.79 0.00 
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APPENDIX C: List of Districts Changing AYP Status 
 
District 
Mean 
CPI 
Original 
Test 
Version 
Mean 
CPI 
Purified 
Test 
Version N 
Percent 
First 
Language 
Not 
English 
Percent 
LEP 
Percent 
Low 
Income 
Percent 
Hispanic 
Percent 
Black 
New Bedford 73.39 77.24 1,115 21.50 4.20 66.00 31.28 10.40 
Somerville 74.07 77.33 376 50.40 17.70 64.90 35.08 10.21 
Fitchburg 73.29 76.71 425 30.00 12.80 59.70 45.00 6.67 
North Adams 76.19 78.57 126 2.90 2.20 45.40 3.20 0.80 
Wareham 75.31 78.75 240 0.50 0.20 40.30 5.37 7.85 
Leominster 73.96 77.08 456 19.00 12.00 34.90 24.08 7.81 
Gardner 72.13 76.63 200 6.30 3.70 34.80 11.17 6.09 
Dennis-Yarmouth 74.54 79.09 269 7.60 3.70 30.60 8.12 4.80 
Winchendon 76.10 79.04 136 2.10 0.60 29.90 3.57 0.71 
Quaboag Regional 75.22 79.87 113 0.30 0.00 29.60 3.60 0.00 
Palmer 74.44 78.73 134 1.60 0.30 28.30 2.24 0.00 
Medford 73.48 77.82 328 17.70 4.90 27.00 9.73 17.02 
Gloucester 73.32 77.42 238 3.40 2.10 26.20 5.08 1.69 
Holbrook 73.13 76.87 107 10.50 1.60 24.50 3.81 15.24 
Easthampton 72.34 77.46 122 4.80 1.70 24.40 7.56 0.84 
Rockland 73.64 77.45 184 3.20 1.80 21.10 5.32 2.13 
Leicester 75.60 78.37 126 2.80 0.50 17.80 3.13 1.56 
Carver 75.78 78.88 161 0.30 0.30 14.60 0.00 2.47 
Quabbin 76.14 80.91 220 0.50 0.10 13.40 3.67 0.92 
Belchertown 75.28 80.39 181 2.00 1.10 13.30 2.75 1.10 
Abington 75.00 79.35 184 1.50 1.00 11.40 5.32 0.53 
Lunenburg 73.78 76.63 123 0.30 0.20 10.00 0.83 3.33 
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APPENDIX D: Instruction Code for Statistical Computer 
Programs 
 
DIF Analysis Using LORDIF Package in R 
g0308d <- read.table("C:/Users/Yo/Desktop/Dissertation/Analysis/g0308dForR.dat", header = 
TRUE, fill=TRUE) 
immigrant.dif <- lordif(g0308d[paste("mitem",1:35,sep="")],g0308d$DIFgroup,criterion = 
"R2",pseudo.R2="McFadden",R2.change=.01 , minCell = 50) 
 
 
Anchor Item Equating Using IRT Package in R 
eqPitems <- 
g0308d[c("mitem1","mitem2","mitem3","mitem4","mitem5","mitem6","mitem8","mitem9","
mitem10","mitem11","mitem12","mitem13","mitem14","mitem15","mitem17","mitem20","
mitem21","mitem25","mitem26","mitem27","mitem29","mitem31","mitem32","mitem33")] 
eqOitems <- 
g0308d[c("mitem1","mitem2","mitem3","mitem4","mitem5","mitem6","mitem8","mitem9","
mitem10","mitem11","mitem12","mitem13","mitem14","mitem15","mitem17","mitem20","
mitem21","mitem25","mitem26","mitem27","mitem29","mitem31","mitem32","mitem33","
mitem18","mitem19","mitem22","mitem24","mitem28","mitem34")] 
eqP <- est(eqPitems, engine="ltm") 
eqO <- est(eqOitems, engine="ltm") 
eqPtrf <- trf(eqP) 
eqOtrf <- trf(eqO) 
quadpoints <- normal.qu(n = 15, lower = -4, upper = 4, mu = 0, sigma = 1, scaling = "points") 
eqP2O <- sca(old.ip=eqP, new.ip=eqO, old.items=1:20, new.items=1:20, method="SL", 
old.qu=quadpoints) 
 
