Within the framework of transition path sampling ͑TPS͒, activation energies can be computed as path ensemble averages without a priori information about the reaction mechanism ͓C. Dellago and P. G. Bolhuis, Mol. Simul. 30, 795 ͑2004͔͒. Activation energies computed for different conditions can then be used to determine by numerical integration the rate constant for a system of interest from the rate constant known for a reference system. However, in systems with complex potential energy surfaces, multiple reaction pathways may exist making ergodic sampling of trajectory space difficult. Here, we present a combination of TPS with the Wang-Landau ͑WL͒ flat-histogram algorithm for an efficient sampling of the transition path ensemble. This method, denoted by WL-TPS, has the advantage that from one single simulation, activation energies at different temperatures can be determined even for systems with multiple reaction mechanisms. The proposed methodology for rate constant calculations does not require the knowledge of the reaction coordinate and is generally applicable to Arrhenius and non-Arrhenius processes. We illustrate the applicability of this technique by studying a two-dimensional toy system consisting of a triatomic molecule immersed in a fluid of repulsive soft disks. We also provide an expression for the calculation of activation volumes from path averages such that the pressure dependence of the rate constant can be obtained by numerical integration.
I. INTRODUCTION
During the past decade, several computer simulation algorithms have been proposed to overcome the time scale problem related to rare transition between long-lived stable states occurring, for instance, in chemical reactions, phase transitions, or protein folding. [1] [2] [3] In general, these simulation techniques, which include the string method, 4 milestoning, 5 forward flux sampling ͑FFS͒, 6, 7 as well as transition path sampling [8] [9] [10] ͑TPS͒ and its variants transition interface sampling 11, 12 ͑TIS͒ and partial path transition interface sampling ͑PPTIS͒, 13 provide a framework to harvest pathways connecting two well-defined stable states by concentrating the computational effort on the transitional events only. Most of these sampling schemes require the choice of a progress variable to describe the system's passage from the initial to the final region through a set of nonintersecting interfaces. Such a foliation of configuration space facilitates the calculation of reaction rate constants, quantities that are of great interest as they are often the only possibility to establish a direct contact of the simulations with experimental data. The main drawback of such interface-based path sampling methods, however, are difficulties related to the choice of the progress variable used for the definition of the interfaces, which should provide a good approximation to the true reaction coordinate. Although the statistical accuracy of these path sampling methods is less sensitive to the quality of the interfaces than other approaches such as the reactive flux method, 14, 15 a poor choice can lead to undersampling of the transition path ensemble and to significant statistical errors on the rate constant estimation. 2 To reduce such shortcoming with the definition of the interfaces, optimization algorithms have been proposed for identifying suitable reaction coordinates and the strategic position of the interfaces ͑i.e., staging͒ in configuration space. 16, 17 TPS in its basic form is free of these difficulties, as no prior knowledge of the reaction coordinate is required and only the initial and final stables states need to be specified. In this approach, dynamical trajectories following from deterministic or stochastic equations of motion are collected by carrying out a Monte Carlo procedure in trajectory space, for instance using the shooting algorithm. 18, 19 Each of these trajectories connects the initial with the final state and together they form the transition path ensemble ͑TPE͒. But while transition pathways can be harvested with TPS in a reaction coordinate-free way, the definition of interfaces is required in almost in all TPS-approaches suggested so far if the calculation of reaction rate constants is the goal. In this case, an at least approximate knowledge of the transition mechanism is needed, such that one of the main strengths of TPS is lost.
Since knowledge of the reaction mechanism is often unavailable in high-dimensional systems, the development of a truly reaction-coordinate-free TPS method for calculating rate constants is highly desirable. Recently, Dellago and Bolhius 20 proposed a TPS-based methodology for the calculation of rate constants that does not require any knowledge of the reaction mechanism. In this TPS framework, which is akin to thermodynamic integration, 21 the derivative of the transition rate constant with respect to temperature is expressed in terms of path averages that can be evaluated directly from a regular TPS simulation. The rate constant can then be determined by numerical integration of the derivative of the rate constant evaluated in a set of TPS runs carried out for conditions connecting the state of interest to a reference state, for which the reaction rate constant is known. The reference state could, for instance, be a high-temperature state in which the reaction rate constant can be determined by straightforward molecular dynamics simulation. In this method, no interfaces need to be defined such that no prior knowledge of the reaction mechanism is required. Note that the derivative of the reaction rate constant can be taken also with respect to other variables such as the pressure. These derivatives are related to the activation energy and the activation volume, quantities that are obtained at no extra cost in the simulation and can be compared with their experimental counterparts. In the present article, we investigate how this approach can be used to determine reaction rate constants for activated processes in many-body systems paying particular attention to statistical errors incurred in such calculations. Although the Monte Carlo procedure employed in TPS allows the exploration of all possible pathways between two given stable states with their correct statistical weight, complications can arise for systems exhibiting rugged potential energy surfaces. In this case, ergodic sampling of all statistically relevant pathways is often difficult because switching between different types of transitions may be hindered by high barriers. This undersampling of the transition path ensemble can then lead to severe statistical errors of path averages, especially when there are different classes of pathways that occupy disjunct areas of trajectory space. 2, 22 Hence, special precautions are necessary to ensure the ergodicity of TPS simulations. In principle, methods developed to enhance sampling in conventional Monte Carlo simulations, such as multicanonical sampling, 23 parallel tempering, 24 and uniform ͑or flat-histogram͒ sampling methodologies, 25 can be generalized to improve the sampling of the TPE via path sampling methods. For example, Vlugt and Smit 26 showed that parallel tempering simulations can be performed in the TPS framework to overcome ergodicity problems associated to high energy barriers and Bolhuis 27 demonstrated that the combination of replica exchange with TIS improves ergodicity if several distinct reaction channels exist. In other work, a biased selection of shooting points has been explored as a way to increase the efficiency of TPS-simulations. 28 In this work, we propose an alternative algorithm to improve the sampling of the TPE using the Wang-Landau ͑WL͒ sampling framework. The WL method belongs to the visited-states ͑or flat histogram͒ class of methods in which the density of states is estimated via a random walk in a selected extensive thermodynamic property, e.g., the energy. During the simulation, the current estimate for the densities of states is used to bias the simulation in order to produce a uniform distribution of the chosen thermodynamic variable. 29 Hence, the main idea of this work is to combine the TPS formalism with the WL sampling framework to generate a uniform sampling in trajectory space. In this case, the density of the total energy of pathways connecting two stable states is estimated and used to calculate path ensemble averages at any desired temperature. Our method has the additional advantage that from one single WL-TPS simulation, activation energies, and from them reaction rate constants, can be determined over a wide range of temperatures even for systems with complicated energy surfaces. This work also extends the methodology for the calculation of activated quantities presented by Dellago and Bolhius 20 to the determination of activation volumes from path averages, which are of particular interest in structural transformations occurring in nanocrystals. 30, 31 The remainder of this paper is organized as follows. First, we briefly introduce the TPS formalism for the calculation of activation quantities and rate constants ͑Secs. II A and II B͒. The proposed WL-TPS algorithm is presented in Sec. II C. In Secs. III and IV, we discuss the model system and use it to illustrate the applicability of the method.
II. SIMULATION METHODOLOGY

A. Kinetics from free energies in trajectory space
Consider the rare transition of a system between two long-lived states A and B, typically specified with the help of an order parameter as regions in configurations space. The conditional probability to find the system in region B at time t provided it was in region A at time 0 is denoted by
This equation defines F AB ͑t͒, the free energy difference associated with the reversible work necessary to transform the ensemble of trajectories starting in A and ending anywhere into the ensemble of trajectories starting in A and ending in B in time t. For first order kinetics, the correlation function C AB ͑t͒ grows linearly in an intermediate time regime mol Ͻ t Ӷ rxn , where mol and rxn are the molecular time scale and the reaction time, respectively. 10,14 Accordingly, in this time regime the time derivative of C AB ͑t͒
displays a plateau, the height of which equals the forward reaction rate constant k AB . 14 Note that the time dependence of k AB ͑t͒ does not imply that the reaction rate constant k AB changes with time. Rather, the reaction rate constant k AB is truly a constant that equals the value of the time dependent function k AB ͑t͒ in the plateau regime.
The conditional probability C AB ͑t͒ contains the complete information required for the calculation of the reaction rate constant and also provides a way to connect a TPE of interest to a reference TPE for which C AB ͑t͒ is known. For instance, imagine we know the function C AB ͑t , a 0 ͒ for a particular value of a 0 of the parameter a. Using Eq. ͑1͒, the conditional probability C AB ͑t , a 1 ͒ at some other value a 1 can then be expressed as
The parameter a could be, for instance, the temperature, the pressure, the volume, an external field, or a parameter in the force field of the system. It should be noted that Eq. ͑3͒ is analogous to the thermodynamic integration method, where free energy differences are calculated by numerical integration of the free energy derivatives obtained in terms of ensemble averages over a series of equilibrium simulations. 21, 32 Equation ͑3͒ states that the conditional probability C AB ͑t , a 1 ͒ at any desired value a 1 can be obtained by numerical integration of the argument in the exponential function. In a practical application of this procedure, the derivative of the path free energy F AB ͑t , a͒ with respect to the parameter a, i.e., ‫ץ−‬ ln C AB / ‫ץ‬a, has to be evaluated at several intermediate values between a 0 and a 1 and the integration has to be carried out numerically. As in conventional thermodynamic integration, the choice of the reference state at a 0 that is to be connected to the state of interest at a 1 , is crucial and highly system dependent. Furthermore, any discontinuity occurring along the integration path, such as abrupt phase transitions, prevents the numerical integration of the argument of the exponential function in Eq. ͑3͒. In such cases, appropriate intermediate systems need to be found such that ‫ץ‬F AB ͑t , a͒ / ‫ץ‬a is a well-behaved function of a. Of course, the application of this approach only make sense, if the calculation of C AB ͑t , a 1 ͒ at a 1 , the parameter value of interest, cannot be done in a direct way by conventional means. Consider, for instance, a system in which the transition between two stable states is a rare event at low temperatures, but at high temperatures the transition occurs easily such that the conditional probability C AB ͑t͒ can be calculated from a straightforward molecular dynamics simulation. By computing the derivative of F AB ͑t , ␤͒ with respect to the reciprocal temperature ␤ =1/ k B T ͑here, k B is Boltzmann's constant͒ at different temperatures T between the low temperature T 1 and the high temperature T 0 , one can determine C AB ͑t , ␤ 1 ͒ at the low temperature T 1 using Eq. ͑3͒. Taking the time derivative of Eq. ͑3͒, we can express the time dependent rate constant k AB ͑t , ␤ 1 ͒ at temperature T 1 in terms of the high temperature function
͑4͒
For activated processes with Arrhenius behavior, the logarithmic derivative of the reaction rate constant with respect to the reciprocal temperature defines the activation energy
where we have generalized the standard definition 33 to the time dependent case. It follows from Eq. ͑4͒ that the time dependent activation energy E a ͑t͒ is given by
͑6͒
In the time regime mol Ͻ t Ӷ rxn , the function E a ͑t͒ displays a plateau with a value equal to the activation energy E a , i.e., the height of the energy barrier opposing rapid transformation from A to B. 20 Substituting Eq. ͑6͒ into the argument of the exponential function in Eq. ͑4͒ one can write the reaction rate constant k AB ͑␤ 1 ͒ at temperature ␤ 1 as
where we consider values of k AB ͑t͒ and E a ͑t͒ in the plateau regime. Note that we have included ␤ as an argument of E a ͑␤͒ to emphasize that this quantity can be a function of temperature corresponding to a non-Arrhenius processes. Hence, one can determine the rate constant at any temperature ␤ 1 of interest by numerical integration of the derivative of k AB ͑␤͒ for a series of intermediate temperatures provided that k AB ͑␤ 0 ͒ is known for one particular temperature ␤ 0 ͑for instance, because it can be determined by straightforward molecular dynamics simulation at high temperature͒.
The derivatives in the argument of the exponential function in Eq. ͑3͒ ͓or the E a estimates in Eq. ͑7͔͒ can be evaluated as path averages that can be determined in TPS simulations, as we will see next in Sec. II B. Note that this procedure for calculating rate constants does not require a priori knowledge of the reaction coordinate in any form, making it generally applicable to simulations of rare events in complex systems. It is also worth mentioning that this methodology for rate constant calculation is generally applicable to Arrhenius and non-Arrhenius processes. Note that for Arrhenius processes, E a is a constant and the integral of the argument of the exponential function in Eq. ͑7͒ can easily be calculated analytically leading to the familiar dependence of the reaction rate constant on temperature. In the case of non-Arrhenius processes, the dependence of the rate constant on the parameter a can not be associated with activated quantities. However, the derivative of the correlation function with respect to the parameter a ͑i.e., ‫ץ‬ ln C AB / ‫ץ‬a͒ can still be evaluated via TPS simulations and compared to its experimental counterpart. Hence, rate constants at any intermediate value of the parameter a can be computed by numerically integrating the ‫ץ‬F AB / ‫ץ‬a versus a curve according to Eq. ͑3͒.
B. Activation quantities from TPS simulations
Activation energies
As mentioned above, the activation energy E a can be expressed in terms of path averages that are accessible to TPS simulations. 20 For this purpose, the conditional probability C AB ͑t͒ is written as time correlation function
Here, the angular brackets ͗ ...͘ denote an average over pathways starting from an equilibrium ensemble of initial conditions x 0 and x t denotes the states of the system at time t. The functions h A ͑x͒ and h B ͑x͒ are indicators functions that are unity if the phase space point x, which specifies the microscopic state of the system, belongs to stable state A and B, respectively, and vanish otherwise. Accordingly, the average ͗h A ͘ is the equilibrium probability to find the system in the initial region A and ͗h A ͑x 0 ͒h B ͑x t ͒͘ is the joint probability to find the system in A a time 0 and in state B at time t. For simplicity, we limit our analysis to deterministic dynamics where entire trajectories are determined completely by their initial conditions. In this case, the phase space point x = ͕q , p͖ includes the positions q and the momenta p of all N particles in the system. Furthermore, we assume that initial conditions x 0 are distributed canonically, i.e., the phase space density of initial conditions is given by ͑x 0 ͒ ϰ exp͓ −␤H͑x 0 ͔͒, where H͑x 0 ͒ is the Hamiltonian of the system evolving according to Newton's equations of motion.
As shown in Ref. 20 , the time dependent activation energy E a ͑t͒ can be expressed in terms of path ensemble averages through the use of Eqs. ͑6͒ and ͑8͒
where the dot denotes a time derivative. The density AB ͑x 0 , ͒ is the distribution of trajectories ͑represented by their initial conditions x 0 ͒ originating in region A and arriving in region B at a certain time 0
where the factor
normalizes the distribution AB ͑x 0 , ͒. We have included V as an argument of Q AB ͑␤ , V , ͒ to emphasize the volume dependence of this quantity. In Eq. ͑10͒, H B ͑x 0 , ͒ = max 0ϽtՅ ͓h B ͑x t ͔͒ is a function that depends on all states along the trajectory of length starting at x 0 such that H B ͑x 0 , ͒ is unity if the trajectory visits region B in the time 0 Ͻ t Յ at least once, and it vanishes otherwise. Hence, pathways with a nonvanishing statistical weight in the AB ͑x 0 , ͒-ensemble, start in A at time 0 and visit B within time , but are not required to end in B. Evaluating the partial derivatives with respect to ␤ in Eq. ͑9͒ yields the following expression:
for the time dependent activation energy. In the above equation, the notation ͗¯͘ AB implies a path average over the path ensemble AB ͑x 0 , ͒ and ͗¯͘ A denotes an equilibrium ensemble average restricted to region A. A detailed description of the derivation can be found in Ref. 20 .
states that E a ͑t͒ can be evaluated by performing a TPS simulation for paths starting in A and visiting B before time , from which ͗h B ͑x t ͒H͑x 0 ͒͘ AB and ͗h B ͑x t ͒͘ AB are estimated as averages in this path ensemble. 20 These two functions are then derived numerically with respect to time and divided one by the other to obtain the first term at the right hand side of Eq. ͑12͒. The average ͗H͘ A is simply obtained from a separate molecular dynamics or Monte Carlo simulation carried out in state A. The activation energy E a is then extracted from the plateau value of the E a ͑t͒ versus time curve. In essence, the activation energy E a calculated in this way is the difference between the energy of the system as it enters region B and its energy in stable state A. Note that this procedure does not require to carry out demanding free energy computations in path space or the knowledge of a suitable reaction coordinate.
Activation volumes
The pressure dependence of the rate constant for condensed phase reactions is associated with the activation volume V a . In the following, we will discuss how this quantity can be computed in a way analogous to the calculation of the activation energy E a . For simplicity, we assume again that the state x t of the system at time t is obtained by solving Newton's equations of motion starting from an initial condition x 0 at time 0. Thus, each trajectory evolves at constant total energy and volume. The initial conditions x 0 , however, are distributed according to the isothermal-isobaric ensemble.
A time dependent activation volume V a ͑t͒ can be defined by taking the pressure derivative of the ln k AB ͑t͒ at constant temperature
The activation volume V a ͑t͒ can then be expressed in terms of path ensemble averages through the use of Eqs. ͑8͒ and ͑13͒
The phase space density AB ͑x 0 , V , ͒ is the isobaricisothermal distribution of pathways, represented by their initial conditions x 0 and the volume V, starting in region A and arriving in region B at a certain time 0
Here,
is the normalizing factor of the transition path ensemble. Following the procedure used in Ref. 20 to derive Eq. ͑12͒, after some manipulations the time dependent activation volume can be expressed as
The activation volume V a is then obtained as the plateau value of V a ͑t͒ in the time regime mol Ͻ t Ӷ rxn . The two functions ͗h B ͑x t ͒V͘ AB and ͗h B ͑x t ͒͘ AB can be obtained as path averages determined in TPS simulations, as we will show in the following section. The average ͗V͘ a , on the other hand, is determined from a isothermal-isobaric Monte Carlo ͑MC͒ or molecular dynamics ͑MD͒ simulation carried out in region A. According to Eq. ͑17͒, the activation volume determined using this procedure is the difference between the volume of the system at the moment it enters region B and the equilibrium volume in region A.
C. WL sampling and TPS simulations
The aim of this section is to present a TPS framework with which path averages needed for the computation of activated quantities can be determined from a WL "flathistogram" MC simulation. 29 In such an approach one biases the simulation such that all values of a certain variable will be sampled with uniform probability in a certain range. As a result, the system is driven into regions of path space that is rarely visited otherwise. Consider, for instance, an ensemble of paths in which an extensive thermodynamic variable X is allowed to fluctuate. A uniform sampling of the extensive variable X can be achieved using an appropriately biased distribution
where P AB ͑X , ͒ bias = ͐dx 0 AB ͑x 0 , X , ͒ bias and ⌬X = X max − X min is the width of the range of possible X values. The path density AB ͑x 0 , X , ͒ is the distribution of trajectories represented by their initial conditions x 0 and X ͑i.e., all states along the path have the same X͒, and originating in region A and visiting region B at a certain time 0 Ͻ t Յ . Note that in the above expression we have assumed that X is an independent variable that is not a function of the microscopic state of the system x. If, however, X is a function of x, for instance if X is the energy E = H͑x 0 ͒, the distribution AB ͑x 0 , X , ͒ reduces to that given in Eq. ͑10͒. Also in this case, it is possible to apply a bias that leads to a uniform distribution of X͑x͒ in a given range as shown in the following paragraphs.
Uniform sampling of energy in path space
For the purpose of the calculation of activation energies, the thermodynamic variable selected for a uniform sampling in path space is the total energy of the path, X = E ͑recall that the system evolves at constant energy͒. Because E = H͑x 0 ͒ is a function of the particle coordinates and momenta, the distribution of energies E in the path ensemble AB ͑x 0 , ͒ is given by
͑19͒
This energy distribution can be rewritten as
where we have used the definition of AB ͑x 0 , ͒ of Eq. ͑10͒ and have assumed that the initial conditions x 0 are canonically distributed. The density of states ⍀ AB ͑E , V , ͒ is the density of pathways with total energy E originating in region A and arriving in region B at a time 0
Substituting Eqs. ͑10͒ and ͑20͒ into Eq. ͑18͒, yields the biased distribution
which leads to a uniform sampling of the E in trajectory space. In the above equation, ⌬E = E max − E min is the width of the interval ͓E min , E max ͔ of allowed energies.
In the MC protocol of TPS, the distribution of paths is sampled by generating a new trial path with initial condition x 0 n from the current path with initial condition x 0 o and accepting it with an acceptance probability Pacc͑o → n͒ that satisfies detailed balance
Here, P gen ͑n → o͒ is the generation probability of the new path from the old one. The particular form of the generation probability P gen ͑n → o͒ depends on the particular algorithm chosen to generate a new trajectory from an old one. Various algorithms have proposed to do that. 10 Substituting Eq. ͑22͒, we can rewrite the detailed balance condition as
The Metropolis criterion for accepting the new path is then given by
Assuming a symmetric generation probability, i.e., P gen ͑o → n͒ = P gen ͑n → o͒, we can further reduce Eq. ͑25͒ to
Note that the temperature has disappeared from this TPS sampling scheme. In Eq. ͑26͒, the density of states 29 In a WL sampling simulation within the TPS framework one first initializes the density of states with an initial guess, for instance ⍀ AB ͑E , V , ͒ = 1 for all energy values in the range of interest. The simulation is then started always using the current density of states to decide whether a newly generated pathway is accepted or not according to Eq. ͑26͒. At each MC step, the density of states is updated at the energy of the current path by multiplication with a constant factor f Ͼ 1 for the appropriate energy value, ⍀ AB ͑E , V , ͒ → f ϫ⍀ AB ͑E , V , ͒. At the same time, a histogram H͑E͒ of the sampled energy value is collected. By modifying the density of states at each step, the simulation keeps track of the energy values that have been already sampled, favoring pathways with energies that have not been sampled before. Due to this adaptive procedure, the energy histogram H͑E͒ tends to become flat. When a certain flatness is reached, 29 the correction factor is reduced according to the rule f → ͱ f and the energy histogram H͑E͒ is reinitialized. Note that the modification factor f can also be reduced following a different procedure 35 leading to a faster convergence of the density of states and avoiding the characteristic saturation error in the original WL method. The histogram H͑E͒ is considered to be flat if no histogram bin is less than the 80% of the average histogram ͗H͑E͒͘. 29 The TPS simulation is continued until f reaches a value of f min = exp͑10 −8 ͒, i.e., after 26 iterations. In the course of the WL-TPS simulation, statistics is accumulated on the entry and sojourn of trajectories in region B for each energy E separately. From these data the conditional average ͗h B ͑x t ͒͘ AB E is computed
͑27͒
The average ͗h B ͑x t ͒͘ AB E is the probability that a trajectory is in region B at time t provided it is a reactive trajectory with energy E. Using the density of states ⍀ AB ͑E , V , ͒ obtained in the WL-TPS simulation, one can then combine theses averages computed at different energies to determine the path averages 
͑29͒
at the desired temperature ␤.
Uniform sampling of volume in the path space
For the quantities needed for the calculation of activation volumes we devise a WL procedure that leads to a uniform sampling of the volume V. For this purpose, we consider the isobaric-isothermal path distribution AB ͑x 0 , V , ͒ as defined in Eq. ͑15͒. Note that while in the distribution of initial conditions the system's volume V is a variable quantity with average and fluctuations controlled by the pressure, the dynamics is assumed to occur at constant volume and energy. For this ensemble of pathways, the distribution of volumes is given by P AB ͑V,͒ = Q AB ͑␤,V,͒exp͓− ␤pV͔/Z AB ͑␤,p,͒. ͑30͒
According to Eq. ͑18͒, the biased distribution which leads to a uniform sampling of V in the trajectory space is given by
where ⌬V is the width of range of possible volumes. From this biased distribution the acceptance probability
follows. The WL algorithm for the uniform sampling of the volume is analogous to that for the uniform sampling of the energy described in Sec. II C 1. In the case of the uniform volume, the role of the density of states is now played by the path partition function Q AB ͑␤ , V , ͒. This quantity is initialized with a constant value and then continuously updated according to the current volume by multiplication with the modification factor f. The shooting moves used for the generation of pathway involve also volume changes at the randomly selected time slices serving as shooting points. In the course of the simulation one also computes the average
i.e., the probability that a reactive trajectory with volume V ͑remember that the volume does not change along individual trajectories͒ is in region B at time t. Note that in the above expression both the energy of the system as well as the system's dynamics depend on the particular value of the volume associated with the initial conditions x 0 , but this dependence is not expressed explicitly in our notation. 
III. MODEL SYSTEM
To demonstrate the practical applicability of the proposed WL-TPS scheme for overcoming barriers in trajectory space and calculating rate constants we chose a toy system that has been used previously to test TPS methods. 10 The two-dimensional model, depicted schematically in Fig. 1 , consists of a molecule of three atoms bonded with harmonic springs with a potential energy
depending on the interparticle distance r. Here, h =20 and = denote the spring constant and the equilibrium bond length, respectively, in Lennard-Jones units. The triatomic molecule is immersed in a fluid of N − 3 purely repulsive disks, repelling each other ͑and the particles of the molecule͒ at short distances according to the Weeks-ChandlerAndersen potential 
· ͑37͒
where and are the strength and the interaction radius of the potential. We used a total particle number of N = 16 and the density was fixed to = 0.6 −2 . Newton's equations were integrated with the velocity Verlet algorithm 32 with a time step of ⌬t = 0.002͑m 2 / ͒ 1/2 . Periodic boundary conditions were used. The paths harvested in the TPS simulations were of length = 2.0͑m 2 / ͒ 1/2 . As shown in the bottom panel of Fig. 1 , the triatomic molecule can reside in two stable states: state A where atoms 1, 2, and 3 are arranged in a clockwise way, and state B where atoms 1, 2, and 3 are arranged in a counterclockwise way. The A-to-B transition can occur according to three different but equivalent mechanisms differing in which particle is squeezed between the other two ͑see Fig. 1͒ . To distinguish between the two stable states A and B, we use the order parameter q, which measures the position of the particle 3 with respect to the particles 1 and 2 . ͑38͒
Here, the vector ͕x ij , y ij ͖ = ͕͑x j − x i ͒ , ͑y j − y i ͖͒ points from particle i to particle j and x i and y i are the x and y coordinate of particle i, respectively. The system is defined to be in state A ͑clockwise ordering͒ if q Ͻ 0 and in state B if q Ͼ 0.
IV. RESULTS AND DISCUSSION
In an ergodic transition path simulation of the transition from A to B in our simple model one expects that in the course of the simulation the harvested pathways in the TPE will evolve through all three mechanisms shown in Fig. 1 with the same frequency. However, even for this simple system such ergodic sampling is not always observed and the TPE is confined to a region of path space corresponding to trajectories following one of the three transition mechanisms. As shown in Ref. 3 , in regular TPS simulations of this transition, ergodic sampling in which all the relevant regions in trajectory space are visited, occurs only at temperatures larger than k B T Ϸ 1.
A. Rate constants
NVT distribution of initial conditions
We employed the WL-TPS algorithm to obtain ergodic path sampling at all temperatures of interest. In these WL-TPS simulations, the bin width for the histogram H͑E͒ was fixed to and the range of energy was limited to a range ͓E min , E max ͔. Before starting a full WL-TPS run, preliminary runs at low and high energy ranges were carried out without energy cutoff to estimate the lowest ͑E min =23͒ and highest ͑E max = 400͒ energy required in the WL-TPS simulation. An energy range that is as small as possible but still accommodates all important fluctuations reduces the computing time necessary to obtain converged results. While we used this rather unsophisticated approach to find the upper and lower limits of the energy range, self-adapting versions of the WL algorithm can also be employed to determine the accessible energies. 37, 38 New paths in the TPE were generated by shooting forward and backward in time from a shooting point randomly selected from the current path. The shooting point was perturbed by introducing momentum displacements for each degree of freedom from a Gaussian distribution with width ␦p = 0.2͑m͒ 1/2 . In our WL-TPS simulations, we observed that the fraction of trajectories of type TS 1, 2, and 3 ͑see Path averages were then calculated for a wide range of temperatures, 1Յk B T Յ 5. Figures 2 and 3 show the time derivatives of the functions ͗h B ͑x t ͒͘ AB and ͗h B ͑x t ͒H͑x 0 ͒͘ AB calculated according to Eqs. ͑28͒ and ͑29͒, respectively. Figure 4 shows the activation energy, E a ͑t͒, calculated via Eq. ͑12͒ from these path averages as function of time t. The equilibrium average ͗H͘ A , required for the calculation of the activation energy according to Eq. ͑12͒, was calculated in a separate canonical molecular dynamics simulation carried out in region A. Since transitions between the stable states occur only very rarely ͑and, moreover, the stable states are equivalent in terms of the total energy͒, it is not necessary to take particular precautions to prevent the system from leaving state A in this simulation. For the range of temperatures considered here, the function E a ͑t͒ reaches its plateau value, i.e. the activation energy E a , for t Ͼ 1.0͑m 2 / ͒ 1/2 . Activation energies E a computed in this way are shown in the left panel of Fig. 5 as a function of temperature. The E a estimate for each temperature was obtained by averaging ten independent WL-TPS simulations. The transition rate constants k AB were then determined via Eq. ͑7͒ and numerical integration of the E a versus ␤ curve shown in Fig. 5 on the left hand side. The reaction rate constant k AB ͑␤ 0 ͒ was calculated from a straightforward MD simulation at a high temperature of ␤ 0 = 0.17 −1 . Note that the curve of ln k AB as function of the inverse temperature ␤ ͑see Fig. 5 , right panel͒ shows an Arrhenius behavior as expected. The negative slope of this graph, shown as horizontal line on the left hand side of Fig. 5 , is roughly equal to the average activation energy of ϳ21.
To verify the results of our method we compared them to rate constants obtained from brute force ͑BF͒ simulations. The BF rate constants were obtained by direct evaluation of the correlation function C AB ͑t͒ ͓see Eq. ͑8͔͒ from 100 long MD trajectories of length =10
6 ͑m 2 / ͒ 1/2 . Each one of these trajectories was integrated in the NVE ensemble and started from initial conditions generated in a canonical simulation in basin A. The results shown in Fig. 6 show excellent agreement between WL-TPS and the BF simulations. However, at higher values of ␤ Ͼ 0.5 a direct evaluation of the rate constant becomes prohibitively expensive. Hence, we compared rate constant values to rate constants obtained using the original TPS approach of Refs. 9 and 39 ͑see Appendix͒. Even for low temperatures ␤ Ͼ 0.5, excellent agreement is observed.
NPT distribution of initial conditions
To further scrutinize the validity of our approach for the calculation of activation volumes and rate constants, we performed WL-TPS simulations in the isothermal-isobaric path ensemble. In these simulations, the bin width for the volume histogram H͑V͒ was 2 and the volume was constrained to 134112
be in the range ͓20 2 , 200 2 ͔. The limiting values of the volume were determined from preliminary simulations at low and high volumes without volume cutoff. New pathways were generated by shooting forward and backward in time from a randomly selected state of a current path. For this purpose, a MC procedure to make random changes in V was used, in which the current volume V o of the system is modified by V n = V o + ␦V max ͑2 −1͒, where ␦V max = 0.2 and is a random number in the range ͑0, 1͒. The molecular positions of the shooting point are then scaled accordingly. The path averages ͗h B ͑x t ͒͘ AB and ͗h B ͑x t ͒␤V͘ AB were calculated for a fixed temperature of ␤ = 0.2⑀ −1 and pressures in the range of 2 / 2 Յ p Յ 5 / 2 . The simulation are carried out at a rather high temperature such that the results can be compared with those of straightforward molecular dynamics simulations. At all pressures, the time derivatives of the two path average functions reach their plateau value for t Ͼ 1.0͑m 2 / ͒ 1/2 , as shown in Fig. 7 . Activation volumes V a estimated via Eq. ͑17͒ are shown in Fig. 8 as a function of pressure. The average volume ͗V͘ A also needed for the calculation of the activation volume was calculated in a separate NPT simulation in basin A. Each activation volume V a was obtained as average over ten independent WL-TPS simulations. Note that the average densities in the transition path ensemble at pressures p =2, 3, 4, and 5 / 2 correspond roughly to = 0.38, 0.43, 0.47, and 0.53 −2 , respectively. Rate constant estimates were then obtained by numerical integration of the V a versus pressure curve shown in Fig. 8 , left, according to
͑39͒
The reference reaction rate constant k AB ͑p 0 ͒ was obtained from a straightforward molecular dynamics simulation carried out at p 0 =5 / 2 . The logarithm of the rate constant shown in Fig. 8 ͑right͒ has a linear dependence on pressure with a slope −␤V a ϳ 0.48 2 corresponding to the activation volume V a = −2.4 2 . The activation volume is negative indicating that at the transition state, in which the three atoms are collinear, the molecule occupies a smaller volume than in the stable states. The BF calculations confirm this Arrhenius behavior corresponding to a constant activation volume ͑see Fig. 9 , right͒ and yields a negative slope of ␤V a ϳ −0.41 2 / agreeing well with the value found with the WL-TPS approach. BF evaluation of the rate constant was obtained by determining the correlation function C AB ͑t͒ of Eq. ͑8͒ using 100 MD trajectories of length =10 6 ͑m 2 / ͒ 1/2 initiated at configurations sampled from the NPT ensemble.
B. Statistical accuracy
In the TPS framework discussed in this paper, activation energies are expressed as the difference between the average energy of reactive pathways and the average energy in stable state A ͓see. Eq. ͑12͔͒. Both average energies are affected by statistical uncertainties proportional to the respective energy variance, which, in turn, grows extensively with system size. Thus, for large systems, the activation energy is the result of the subtraction of two large numbers each one affected by a considerable statistical error. To investigate to which degree the expected scaling of the error limits the applicability of the method to small systems, we have investigated the efficiency of our proposed method by computing the variance of the E a estimate, i.e., 2 ͑E a ͒ = ͗E a 2 ͘ − ͗E a ͘ 2 . In the top panel of Fig. 9 , the relative variance of the activation energy, ͑E a ͒ / E a , is plotted as a function of the particle number N for N = 16, 32, and 64. The variance was calculated from the results of ten independent WL-TPS simulations. To speed up the simulation for the systems consisting of N = 32 and 64 particles, we performed four independent WL-TPS runs, each for a different range of energies between ͑E min and E max ͒. The minimum energy E min was 40 and 60 for N = 32 and 64, respectively, and E max = 800 for both system sizes. The density of states ⍀ AB ͑E , V , ͒ was then obtained by combining the densities of states in the four different but overlapping energy ranges. As expected, the relative standard deviation ͑E a ͒ / E a shown in the top panel of Fig. 9 increases with system size for all temperatures, since the energy fluctuations, 2 ͑H͒, are proportional to the temperature and to the particle number. 40 Because of this complication, our approach for calculating rate constants from activations energies may not be suitable for configurational transitions occurring in large systems of thousands of particles ͑e.g., in the case of solvated proteins͒.
In the bottom panel of Fig. 9 , the relative standard deviation in the activation volume estimate, ͑V a ͒ / ͉V a ͉, obtained from ten independent WL-TPS simulations is shown for systems consisting of N = 16, 32, and 64 particles and for different pressures. Activation volumes were calculated as averages over ten independent simulations, each of which consisted of two runs for different but overlapping volume ranges. For the N =32͑64͒ system, the volume limits V min and V max were set to 30͑40͒ and 200͑300͒ −2 , respectively. As shown in Fig. 9 , the statistical accuracy decreases with the number of particles since the volume fluctuations of the system also grows linearly with N. 40 The rather large statistical error arising from the subtraction of two extensive quantities is the price to pay for calculating reaction rate constants without knowledge of the reaction mechanism. In most cases, the reaction mechanism is local involving only a small fraction of all atoms in the system. The computational approach taken here, however, neglects the locality of the mechanism and expresses the activation quantities in terms of global variables such as the total energy and the total volume. To reduce the statistical errors resulting from this global perspective on could attempt to separate the system in a reactive region, in which the reaction takes place, and an inert bath, which does not directly couple to the reaction. Such a separation would greatly reduce statistical fluctuations and make our approach viable for the study of rare processes involving many particles such as protein-ligand binding or phase transitions in condensed matter systems. Current work in our group is directed towards this issue.
V. CONCLUSIONS
One of the main motivations for using TPS rather than other schemes for the simulation of rare events is the frequent lack of a priori information about the reaction mechanism in form of a reaction coordinate capable of monitoring the progress of the transition. Here, we investigated a truly reaction-coordinate-free TPS approach for the calculation of rate constants, which avoids the definition of a reaction coordinate and computationally expensive free energy calculations in trajectory space. The method is based on the idea of thermodynamic integration, in which the properties of the system of interest are connected to those of a reference system via a series of intermediate systems. For each of these intermediate systems, the derivative of the reaction rate constant is calculated as regular path average such that the rate constant of the system of interest can be computed by numerical integration provided that it is known for the reference system, obtained, for instance, from BF simulations at high temperature. As a by-product, a simulation of this type yields activation quantities such as the activation energy and the activation volume providing important information that can be used to make contact with experimental studies.
To enhance the ergodicity in trajectory space, we combined TPS with WL sampling acting on energy or volume. Using this WL-TPS approach the derivative of the reaction We envision that the proposed WL-TPS approach could be a valuable tool for rate constant calculations even in cases where the transition in the reference system and the system of interest occurs following different mechanisms. However, in situations where the highest energy pathways are trapped, the WL-TPS procedure could not lead to any enhanced sampling of the path space. In this case, WL-TPS sampling acting on other variables than the energy may help to overcome barriers in trajectory space. For instance, the WL-TPS protocol can be easily extended for sampling the joint density of states of volume and energy such that rate constants at any desired range of temperature and pressure can be obtained from one single WL-TPS simulation. Even in systems where the rate constant calculation is prevented by discontinuities occurring along the integration path and one is unable to find an appropriate set of reference intermediate states, the calculation of activation quantities is still useful because it offers a way to make contact between simulation and experiment. In principle, our approach for the calculation of activation energies could also be extended to systems in which trajectories are generated at constant temperature, for instance, according Nose-Hoover or Langevin dynamics. In this case, however, the statistical weight of the trajectory depends on temperature not only through the distribution of initial conditions like in the case considered in this work. Evaluating partial derivatives with respect to temperature in Eq. ͑9͒ yields a complicate expression for the activation energy that requires a large computational effort to evaluate.
Although the toy system used in this paper for showing the applicability of our approach follows Arrhenius behavior, the methodology for rate constants calculation is also applicable to non-Arrhenius processes. The WL-TPS method is also very generally applicable to other path sampling techniques and is a valuable tool to enhance the sampling of path space in systems with complex energy surfaces. For instance, the WL-TPS scheme could be a useful tool for multiple state TPS simulations, 41 in which the efficiency of the algorithm is substantially improved if a considerable switching between pathways connecting different states is achieved, or it could be blended with TPS-methods designed to deal with diffusive barrier crossings.
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APPENDIX: RATE CALCULATION IN THE ORIGINAL TPS APPROACH
The WL-TPS protocol can be also employed for rate constant calculations using the original TPS formalism, 39 if a suitable order parameter is known. In this case, the correlation function C AB ͑t͒ of Eq. ͑8͒ can be factorized as where P͑ , tЈ͒ is the probability that at time tЈ a path has reached , provided it started in A at time 0. The limits min B and max B define region B. To apply this approach for comparison, we partition configuration space in a series of windows in such a way that P͑ , tЈ͒ can be determined from a free energy simulation in path space. 10 The distribution P͑ , tЈ͒ is then obtained by matching the P i ͑ , tЈ͒ distributions in the overlapping regions and by normalizing the resulting distribution. Hence, the reaction rate constant k AB can be determined for any temperature by: ͑i͒ a single path WL-TPS simulation to calculate ͗ḣ B ͑x t ͒͘ AB and ͗h B ͑x t Ј ͒͘ AB via Eq. ͑28͒, and ͑ii͒ a WL-TPS umbrella sampling simulation to get where P i ͑E , , tЈ͒ is the probability for window i that a path with energy E starting in A at time 0 has reached at time tЈ. The transition rate constants calculated according to this procedure and shown in Fig. 6 were obtained by defining five overlapping regions: −1.0ՅՅ−0.6, −0.6ՅՅ−0.2, −0.2 ՅՅ0.2, 0.2ՅՅ0.6, and 0.6ՅՅ1.0. Here, = q, i.e., the structural parameter defined in Eq. ͑38͒. Figure 10 shows P͑ , tЈ͒ for five temperatures in the range 1Յk B T Յ 5. 
