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The imprecise Dirichlet model1. Introduction
This special issue of The International Journal of Approximate Reasoning aims at providing the most recent research and
developments about the imprecise Dirichlet model (IDM), a model for learning from categorical data which arose in the ﬁeld
of imprecise probability (IP) theories. IP theories is a generic term to cover various theories which model uncertainty without
sharp probability values. This ﬁeld is a very active domain of research since the creation in 2002 of the Society for Imprecise
Probability: Theories and Applications (SIPTA; http://www.sipta.org) and the biennial occurrence of the related ISIPTA inter-
national symposiums since 1999.
The IP models with which this special issue is more speciﬁcally concerned can be viewed as generalizations of the Bayes-
ian approach to inference, where prior – and hence posterior – uncertainty is described by convex sets of probability mea-
sures, instead of a single probability measure. As a consequence, the uncertainty about any event is expressed by a
probability interval, i.e. a lower and an upper (L&U) probability. An important feature of this approach is that ignorance is
characterized by vacuous probabilistic statements, i.e. statements that are maximally imprecise. Ignorance about an event,
for instance, corresponds to vacuous L&U probabilities, i.e. [0,1]. For a general presentation of statistical inference with IP
theories, see Walley [4], and the special issue of the Journal of Statistical Planning and Inference dedicated to that topic [1].
The imprecise Dirichlet model (IDM) was ﬁrst proposed by Walley [5] as a model for making inferences from a sample of
categorical data, sampled according to a multinomial process with unknown chances h ¼ ðh1; . . . ; hKÞ over a set
C ¼ fc1; . . . ; cKg of K categories. The IDM is a model for objective inference, since it aims at modelling prior ignorance about
the unknown chances h.
Since its introduction, the IDM has attracted considerable interest, and, until today, has been one of the most used speciﬁc
IP models (see [2] for a review).
In the (precise) Bayesian approach, the most common model is the precise Dirichlet model (PDM) where prior and poster-
ior uncertainty about h are described by means of a single Dirichlet distribution, the conjugate family for multinomial sam-
pling. The IDM generalizes the PDM by describing prior and posterior uncertainty by a set of Dirichlet distributions, whose
size is governed by a hyper-parameter s > 0 which determines the amount of imprecision. The set is wide enough to yield
vacuous prior probabilistic statements for many events and expectations, and can consequently be seen as a model for prior
near-ignorance.
As in the Bayesian framework, there is, in this IP theory, an equivalence between the two major problems of inference,
namely the parametric and the predictive problems. In the parametric problem, the goal is to draw inferences about the un-
known parameters h of the model, while, in the predictive problem, the goal is to make probabilistic predictions about the
outcomes of a future sample of size n0. The predictive aspects of the IDM have been speciﬁcally studied by [6] and can be
viewed as a model of its own, called the imprecise Dirichlet-multinomial model (IDMM) since it yields sets of Dirichlet-multi-
nomial distributions. As we just said, the two models, the IDM and the IDMM, are essentially equivalent. For instance, con-
sider the predictions made under the IDMM for a future size n0, and let n0 tend to inﬁnity; then, one obtains nothing less than
the IDM. Often, especially when considering predictions, the acronym ID(M)M is used for denoting the IDM and the IDMM
indifferently.
Amongst the predictive problems, the case n0 ¼ 1, i.e. make a prediction about the next observation, has attracted a lot of
attention – and has generated quite a few lively debates – in the history of Statistics, and each solution to this problem can
be called a rule of succession, in agreement with the term ﬁrst used by Laplace. Consider a basic or compound category B  C,
which was observed nB times out of n in the data. Then the L&U probabilities that the next observation will also belong to
category B are P ¼ nB=ðnþ sÞ and P ¼ ðnB þ sÞ=ðnþ sÞ. The simple form of this IDM rule of succession is probably one reason0888-613X/$ - see front matter  2008 Elsevier Inc. All rights reserved.
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happens as if there were s hidden observations whose category is unknown.
Another more important reason for the interest in the ID(M)M, is the number of properties that this model satisﬁes
jointly, with a quite minimal set of assumptions. The assumptions are merely those which enable one to make inferences,
i.e. assuming a probabilistic sampling model (either multinomial, or multi-hypergeometric) or simply exchangeability be-
tween past and future observations in the IDMM. A ﬁrst set of properties bears on prior ignorance, and include: prior sym-
metry between the categories, prior and posterior inferences invariant by reﬁnement and coarsening of the set of categories
(called representation invariance principle (RIP)) As a result, the IDM does not assume that the set C and the number K of cat-
egories are known in advance. Finally, inferences also satisfy coherence and the likelihood principle, which can be considered
as reasonable requirements of inference. In comparison, no proper Bayesian model can satisfy prior symmetry and the RIP
jointly. It is also important to note that the probability intervals generated by the IDM encompass most of the precise solu-
tions obtained from alternative precise models, for even small values of s (typically s ¼ 1 or s ¼ 2; see [5]).
An important issue here is whether each of these properties should be considered desirable in all cases, or, even more,
should be seen as a requirement and hence as a principle that inferences should obey. Some of the papers in this issue feed
that debate. Another essential point, stressed by most papers in this special issue, is that IP models in general, and the IDM in
particular, seem to provide a better account of uncertainty than alternative precise models for prior ignorance. Surely, this
claim offers the community interested in approximate reasoning and statistical inference a promise of lively debates for
many years to come.
2. The papers
This special issue is composed of ﬁve papers. The ﬁrst two papers deal with the problem of predictive inference and, more
speciﬁcally, with the issue of predicting the next observation, by studying models that are either more general than or alter-
native to the ID(M)M. The third paper proposes methods for the computational implementation of the IDM for a large class
of estimators. The last two papers deal with more speciﬁc applications of the IDM. One revisits a typical problem in game
theory and applies the IDM instead of a usual precise Dirichlet model. The last paper shows how the IDM can be applied in
reliability for the analysis of failure data, and how imprecision enables one to deal with partial data and/or incomplete
knowledge.
The paper by de Cooman, Miranda and Quaeghebeur focuses on the problem of predicting the next observation, from a
sample of categorical data, problem called immediate predictive inference by the authors. Similarly to what motivated the
ID(M)M, the paper aims at modelling a state of prior ignorance about the observational process. The authors generally deﬁne
a predictive system as a predictive model based on coherent lower previsions, to which they add several desirable require-
ments or assumptions: exchangeability of the observations, symmetry, representation insensitivity. The new concept of rep-
resentation insensitivity is a stronger requirement than Walley’s representation invariance and, jointly with the symmetry
assumption, also aims at formalizing a state of prior ignorance. The authors ﬁrst show that such predictive systems actually
exist, by exhibiting two extreme types, the vacuous predictive system (maximally imprecise) and the Haldane predictive
system (precise and merely reﬂecting the observed relative frequencies). The authors follow by considering mixtures of
these two extreme types of systems, and show that the IDMM is such a mixture, which possesses some particular properties
of its own, including one called speciﬁcity. This paper, not only proposes a new characterization of the ID(M)M, but also
opens the way to a larger class of alternative predictive models for modelling prior ignorance.
The paper by Coolen and Augustin also addresses the problem of predicting the next observation from a sample of cat-
egorical data. However, the authors propose an alternative model to the IDMM, called nonparametric predictive inference
(NPI), which is based on an adaptation of Hill’s [3] AðnÞ post-data assumption and is tailored for the case of categorical data
with a known number of possible categories. As in the IDMM, the resulting inferences satisfy exchangeability and coherence,
but, contrarily to the IDMM, these NPI based inferences do not satisfy the RIP: inferences may depend on the level of reﬁne-
ment or coarsening of the basic categories. In most situations, imprecision is larger for events involving unions of categories
than for events involving single categories. The authors provide several comparisons between their NPI approach and the
IDMM model, and argue that the RIP is not necessarily a desirable principle. Hence, this paper challenges the community
of researchers interested in statistical inference. This challenge invites us to reconsider which requirements, properties,
or principles, are necessary and/or desirable for learning about the future from a state of prior ignorance.
The paper by Hutter addresses the problem of the practical implementation of the IDM. More precisely, the paper pro-
poses efﬁcient ways for computing, exactly or approximately, robust (i.e. imprecise) expected values, and robust credible
limits or intervals, derived from the IDM. For this, the author considers a general statistical estimator FðÞ and proposes sev-
eral methods for computing its lower and upper values under the IDM, depending on the characteristics of the estimators.
The paper ﬁrst proposes an exact method for concave estimators FðÞ, and then an approximate method for arbitrary twice
differentiable estimators. These results for elementary functions are extended to more complex composite functions. These
methods are exempliﬁed to the cases of the expected entropy of a categorical variable, and the expected mutual information
between two categorical variables. For the latter case – and, more generally, for the case of a set of categories deﬁned as a
product-space – the author suggests a variation of the IDM, which is argued to be more appropriate, and in which the RIP is
satisﬁed within each space but not on the overall product-space. Finally, the paper sketches how the previous methods can
be extended to the computation of robust credible intervals. As a result, the paper provides a whole range of methods for the
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There is an obvious path for numerous applications of the IDM: consider a problem for which a precise Dirichlet model
(PDM) has proved to be useful, and then try to generalize it using an IDM instead. The paper by Quaeghebeur and de
Cooman is such an application. The authors consider the situation of a ﬁnite strategic-form two-player game based on ﬁc-
titious play. In this context, the possible strategies of each player are the basic categories, and each player must learn about
his opponent’s strategy choice. In the new learning model proposed by the authors, based on an IDM, the initial beliefs of
each player about their opponent’s strategy are near-vacuous instead of being precisely deﬁned as in the PDM. The major
difference introduced by the IDM, as compared to the PDM, is the possibility of having assessment rules that are set-valued
instead of point-valued. The paper ﬁrst illustrates how well imprecise probability can be allied with game theory. The
authors go then further by showing that existing results about convergence to strict and mixed equilibria occurring can
be generalized in this context. They also show that the new model provides the possibility of obtaining a behavior different
from the one induced by classical learning models. To conclude, the authors argue that imprecision provides a better account
of uncertainty than precise Bayesian models.
The paper by Troffaes and Coolen deals with an application of the IDM to the analysis of failure data in the ﬁeld of reli-
ability theory. The paper focusses on a simple example of a basic two-component system described by a three-node fault-
tree, an example which illustrates the difﬁculties in analyzing such failure data in general. Two cases are considered. In the
ﬁrst case, the components are assumed to be independent, while the second one deals with dependent components with an
unknown dependency structure. The latter case is more complex since it requires to explicitly consider partial data, i.e. data
in which the allocation of some units to a category may be only partially known. For the simpler case, the precise Dirichlet
model (PDM) and the IDM are developed and compared, for the problem of ﬁnding the (imprecise) posterior probability(ies)
of failure on the next trial associated to each node. Again, this is an issue of predictive inference. The paper then focusses on
applying the IDM to the same problem in the more complex case. What appears is that the resulting posterior imprecision in
the probabilities reﬂects the two sources of uncertainty: partial data, and prior ignorance about the categories’ chances and
about the dependencies in the fault-tree. An important feature of these inferences is that this imprecision accounts for a pos-
sible selection bias in the data.
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