In this paper, vector-distance-weighted algorithm and representative-vector-distance algorithm are described and used to implement the process of automatic text classification. Two experiments have been done by means of the algorithms (experiment) is based on vector-distance-weighted algorithm and experiment2 is based on representative-vector-distance algorithm). Characters are selected as features. The average precision of experiment) and experiment2 is 80.36% and 69.27%, respectively.
1. IntroductionText classification is to assign one or more appropriate class-types for a text based on its content. In western countries, the study about text classification and its relative fields begins as early as 60 or 70s last century, when Salton put forward the VSM (Vector Space Model) theory and the VSM is used successfully in application. The study on Chinese text classification by means of computer starts in the 90s. The research has achieved a lot, for example, FuDan University and Institute of Computing Technology of Chinese Academy of Sciences have tracked and studied the TREC test. Early on PeKing University and TingHua University have made a study of the technology of web classification on their search engine "Network Sky" and "The guide of Network" respectively [LIU Bin, HUANG Tie Jun, CHENG Jun, GAO Wen 2002] . The results of these fields are not as satisfactory as those in English research because of the uniqueness of Chinese language.
There are two methods for text classification. One is the rule method. This method is applied earlier. For example, the Construe [Church , K.W.Lisa.F.Rau 1995] is developed based on it. The other method is based on statistics, such as Bayes, VSM, KNN, SVM and so on. In the following section, the authors will discuss the expression of texts in VSM, computation of the feature weight, the similarity between text and classes, and the vector-distance algorithm. At the same time, the results of experiments are figured out and analyzed.
Vector Space Model
Vector Space Model (VSM) is widely applied in 111. system for its simple conceptions and its simulation of close space to close meanings. The classification method used in texts is introduced from IR system.
Vector expression of training texts
A text is composed of characters, words and phrases which are termed as the features of text.
According to "Bayes hypothesis", presuming the effects of features to the class adscription are Ell This paper is supported by Nature Science Foundation of Hubei, China (ID:2001ABBol2) independent, the text can be expressed as the vector of feature collection. After the handling of the training set, "Term-Documents" matrix space Aca could be obtained. 
Where, air; is the term weight; Local(i, j) = log2 (1 + t s i,./ ) , b i, i is the frequency of term i in document j. GlobaAi) = loge an I dfi ) + 1) , n is the number of the train set, dfi is the number of documents containing term i.
A new document, formula (1) can be used to calculate the term weight. Because n.=1 and dfi =1, so Globa(i) = 1 . In the experiments, formula (2) is used to compute the term weight and formula (3) is used to normalize it:
Where, Si,; is the weight of term i in document j, l i is the length of the document j, and the In experiments, characters are selected as the features, but not all the 6763 Chinese characters defined in GB2312-80. The characters of training set are selected as features. The number is less than GB2312-80. There are 5468 characters in the training set.
Vector-distance algorithm
There are many algorithms which are based on vector space, such as Support Vector Machine, Nerval Network, KNN, Bayse, Vector-distance and so on. In this paper, Vector-distance algorithm is employed. The simple vector-distance algorithm is used in the vector space model. Simply speaking, this algorithm is used to compute the vector distance between the document to be classified and the classes of training set. Two methods are used in the experiments.
Method I : vector-distance weighted algorithm.
This is an algorithm to compute the weighted similarity, that is, handling every text of training set to get training set matrix, handling the text to be classified to get vector, computing the similarity between the texts in training set and the text to be classified, and then weighting the similarity, if the training texts have the same class. The main steps are as follows:
Step 1: Formula (1) is used to handle the training set text vector to get the training set matrix space;
Step2: Formula (2) is used to handle the new document vector, while formula (3) is used to normalize the vector;
Step3: Formula (4) is used to figure out the similarities;
Where, di is the feature vector of the new text, di is the vector of jth document in training set, n is feature number;
Step4: The same class training set texts are judged in order to calculate the weighted similarities, using formula (5): Steps: The classes are sorted in descending according to the similarities computed in step4, and are outputted; the first one is the class the new document will belong to.
Method II: representative-vector-distance algorithm
In this method, the representative vector vc i is formed by the mergence of every same class training texts. When there is a new document, construct a vector di for it. Then calculate the cosine-distance (similarity) of d i and vci , then sort the similarity and output the result, the main steps are as follows:
Step 1: Handle every kind of texts of the training set to get all the kinds of representative vectors.
Furthermore, get the representative vector matrix of the whole collection, to get the normalization matrix, using formula (1);
Step2: The vector of new document is gotten by using formula (2) and (3);
Step3: The similarities are calculated by using formula (4);
Step4: At last, get the class that the new document belongs to, according to the size of the similarities.
Evaluation
The It is obviously shown in the above figures that:
1. The effectiveness of experiment) is better than that of experiment2. That is to say, the merging of the same class training texts to get representative vector for classification effectiveness does not work well. influence from number, and make the classification effectiveness decline. In the experiments, after the handling of the texts to Unicode, then every number code becomes a feature, so the function of number is larger than before.
5. The data of table 1, 2, 3 are the numbers of successfully classified documents, and each of them has the largest similarity with training set class, and into which they are classified. In the analysis of the corpus, in each class it is found that the categories of some texts judged by machine are different from their original categories which are classified manually. The results judged by machine are regarded as correct, by means of artificial discrimination. Therefore, the results of classification are correct if they are of this case. According to this principle, the number behind "+" indicates the increasing correct result. 
