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Introduction générale
L’objectif de cette introduction est d’abord de rappeler brièvement quelques
notions élémentaires en génétique et définitions telles que celle de la structure de
l’acide désoxyribonucléique (ADN) et celle d’un marqueur génétique qui seront
utiles pour la suite. Nous présentons après la problématique des recherches en
amélioration génétique et le modèle théorique de la génétique quantitative. Nous
décrivons ensuite les dispositifs de recherche en sélection participative qui consti-
tuent le contexte dans lequel s’insère l’application de notre travail. Après avoir
présenté les différents modes d’identité des allèles, nous définissons le coefficient
d’apparentement génétique entre deux individus qui mesure la similarité géné-
tique entre ces individus. Nous passons ensuite en revue les principales méthodes
d’estimation de l’apparentement génétique et donnons enfin les objectifs de notre
travail et l’organisation de ce document.
Quelques notions de génétique
Caractère Un caractère est une particularité, une caractéristique observable
chez un individu ; un caractère héréditaire est un caractère transmis par les as-
cendants à leur descendant.
Chromosome Un chromosome est un élément microscopique constitué d’une
molécule d’acide désoxyribonucléique (ADN). Les chromosomes sont en nombre
variable selon chaque espèce ; l’espèce humaine compte 46 chromosomes répartis
en 23 paires.
Gène Un gène est une quantité d’information concernant un caractère élémen-
taire qui est transmise par un parent à son descendant. Les chromosomes portent
les gènes qui sont les supports de l’information héréditaire.
Génôme L’ensemble des chromosomes d’un individu constitue son génôme.
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Locus Un locus correspond à une position précise d’un gène sur un chromosome.
Allèle Un allèle est une des formes ou versions d’un gène présent en un locus ;
par exemple, lorsqu’un gène A se présente sous 2 formes différentes A1 et A2 ces
différentes formes sont appelées des allèles.
Génotype La combinaison des gènes présents en un locus d’un individu consti-
tue son génotype au locus considéré, par exemple A1A1, A1A2 ou A2A2.
Phénotype Le phénotype est l’expression du génotype dans un milieu donné ;
le phénotype est l’ensemble des caractères apparents d’un individu et est fonction
de son génotype et du milieu environnemental dans lequel vit cet individu
Homozygote Un individu portant 2 copies du même allèle à un locus, par
exemple A1A1, est dit homozygote.
Hétérozygote Un individu portant 2 allèles différents à un locus, par exemple
A1A2, est dit hétérozygote.
Polymorphisme Un locus est dit polymorphe lorsqu’il a plus de deux allèles ;
l’existence de différents allèles possibles à un locus définit le polymorphisme gé-
nétique.
Hétérozygotie moyenne L’hétérozygotie moyenne est défini par le rapport
de la somme des proportions d’individus hétérozygotes à chaque locus au nombre
total de locus.
Diversité allélique La diversité allèlique est donnée par le nombre moyen
d’allèles par locus.
Fréquence allélique La fréquence allélique est une mesure de la fréquence
relative d’un allèle à un locus donné dans l’ensemble de la population.
ADN et marqueurs génétiques
L’information génétique est stockée dans chaque cellule sous la forme de
longues molécules d’ADN. Une molécule d’ADN est formée d’une hélice à deux
brins et chaque brin est constitué de l’enchaînement précis de quatre éléments
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de base, les nucléotides (cf Figure 1) (Boichard et al., 1998). Ces nucléotides dif-
fèrent selon la base azotée qu’ils contiennent : l’adénine notée A, la guanine (G),
la thymine (T) et la cytosine (C). Les successions des nucléotides sur les deux
brins sont complémentaires (la base C est complémentaire à la base G et la base
T est complémentaire à la base A). Cette succession des nucléotides constitue la
séquence de l’ADN. Un marqueur génétique se trouve à des endroits précis du
Fig. 1 – Structure d’une molécule d’ADN
génôme et est dans la suite synonyme de locus marqueur ; un locus marqueur
est un locus polymorphe dont le génotype renseigne sur le génotype d’un ou de
plusieurs locus voisin(s) (De Vienne, 1998). Un marqueur génétique de qualité
"idéale" est :
1. polymorphe, c’est à dire qu’il possède plusieurs allèles ;
2. co-dominant, c’est à dire un locus pour lequel tous les allèles présents
peuvent être simplement déduits de l’observation du phénotype ; l’hétéro-
zygote peut être distingué de l’homozygote au locus ;
3. non-épistasique, c’est à dire qu’il n’y a pas d’interaction inter-locus ; le gé-
notype en un locus est indépendant du génotype aux autres locus ;
4. neutre, une substitution des allèles au locus marqueur n’a pas d’autres effets
phénotypiques que ceux qui permettent de déterminer son génotype ; un
marqueur neutre révèle directement les modifications génétiques qu’elles se
traduisent ou non par une modification phénotypique ;
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5. insensible au milieu, le génotype peut être déduit du phénotype indépen-
damment du milieu.
Les plus courants des marqueurs génétiques sont les marqueurs biochimiques, les
marqueurs morphologiques et les marqueurs moléculaires. Mais le plus souvent,
ce sont les marqueurs moléculaires qui ont, pour la plupart, toutes les qualités
citées ci-dessus, au moins lorsque les techniques appropriées sont mises en oeuvre
(De Vienne, 1998). Les marqueurs moléculaires permettent une caractérisation
du génome de manière fiable, spécifique et rapide. Ainsi, nous nous intéresserons
essentiellement, dans la suite, aux marqueurs moléculaires. Les marqueurs mi-
crosatellites ou SSR (Simple Sequence Repeats) sont des séquences constituées
de répétition en tandem (toujours dans le même sens) d’un à quatre nucléo-
tides répétés de 10 à 20 fois en moyenne. Par exemple, (A)n , (TC)n, (TAT )n
et (GATA)n avec n le nombre de répétitions, sont des marqueurs microsatellites
couramment observés. Très nombreux et bien répartis sur le génome, les micro-
satellites se caractérisent par un important polymorphisme dû à la variation du
nombre de répétitions selon les allèles (Boichard et al., 1998). Il s’agit ainsi d’un
polymorphisme du nombre d’unités de répétitions et l’importance de ce polymor-
phisme constitue l’intérêt des marqueurs microsatellites. Les microsatellites sont
des marqueurs dits multialléliques, c’est à dire qu’ils permettent de révéler une
série de plusieurs allèles par locus. Les locus ainsi mis en évidence sont le plus
souvent codominants et les deux allèles homologues sont observables chez un in-
dividu hétérozygote. Pour que le marqueur microsatellite puisse être repéré sans
ambiguïté , il doit être entouré de part et d’autre par des séquences flanquantes
uniques, appelées amorces, permettant d’identifier le locus. En effet, bien qu’un
microsatellite donné ne soit pas spécifique d’un locus, les séquences flanquantes
par contre le sont et une paire d’amorces spécifiques de ces régions flanquantes
n’amplifiera que ce microsatellite. Ainsi, puisque les séquences des régions flan-
quantes sont généralement identiques pour les individus d’une même espèce, un
locus microsatellite particulier peut souvent être identifié par ses séquences flan-
quantes (Selkoe et Toonen, 2006).
La mise en évidence du polymorphisme du marqueur est réalisée par l’am-
plification par PCR (Polymerase Chain Reaction) de la séquence entourant le
microsatellite puis par électrophorèse sur gel d’acrylamide dont la haute résolu-
tion permet de distinguer des allèles dont la taille diffère de deux bases seulement
(Boichard et al., 1998). La PCR, réaction de polymérisation en chaîne, est un
procédé de biologie moléculaire permettant d’amplifier in vitro une zone spéci-
fique de l’ADN (la séquence cible) comprise entre deux amorces connues. Cette
technique permet, grâce à l’utilisation de l’enzyme polymérase qui résiste à de
très hautes températures (thermo-résistante) et des amorces spécifiques, de mul-
tiplier par un facteur 2 le fragment d’ADN cible à chaque cycle et de le rendre
vainsi facilement détectable après un certain nombre de cycles. Chaque cycle est
constitué des trois étapes suivantes effectuées chacune à une température bien
précise :
1. dénaturation ; la dénaturation de l’ADN à 94˚ consiste à dissocier les deux
brins d’ADN (rupture des liaisons hydrogènes entre les deux brins) ;
2. hybridation ; la température est abaissée rapidement durant 45s à une tem-
pérature définie selon le type d’amorce et ainsi les amorces hybrident sur
leur brin complémentaire ;
3. élongation ; une hausse rapide de la température à 72˚ durant 1 mn permet
à l’enzyme polymérase (la Taq polymérase) d’ajouter des nucléotides aux
amorces hybridées en respectant la complémentarité des bases.
Problématique de l’amélioration génétique
Les caractères soumis à l’étude génétique peuvent présenter une variabilité
soit discrète soit continue (Verrier et al., 1998). Le nombre de modalités diffé-
rentes observées dans le premier cas est fini et souvent faible ; il peut s’agir par
exemple de l’aspect lisse ou ridé du grain chez le pois, la forme arrondie ou allon-
gée d’un fruit, la couleur des pétales des fleurs. Cependant les caractères d’intérêt
présentent, le plus souvent au niveau d’une population, une distribution continue
et ceci s’explique par le fait que ces caractères sont soumis à la fois aux effets
de plusieurs gènes, aux effets du milieu et éventuellement à leurs interactions
(Boichard et al., 1998) ; c’est par exemple le cas pour la croissance d’un arbre,
la production de fruits, la précocité de production, ou la teneur moyenne en ma-
tière grasse des graines. Les variations phénotypiques observées pour un caractère
quantitatif donné sont imputables à la fois à des différences de génotypes entre
individus et à des différences de conditions du milieu dans lequel se trouvent les
individus. Le concept d’héritabilité permet de quantifier l’importance de ces deux
sources de variation (Verrier et al., 1998).
L’hérédité est le phénomène de transmission d’un caractère des ascendants
aux descendants et, dans le domaine de l’amélioration génétique des populations,
l’héritabilité des caractères d’intérêt est un paramètre fondamental. En effet, le
progrès génétique ou réponse à la sélection qui est défini par l’écart entre la valeur
des descendants issus de parents sélectionnés et la valeur de descendants issus de
parents choisis aléatoirement permet d’évaluer la performance des programmes
de sélection et s’exprime en fonction de ce paramètre (Verrier et al., 1998). La
détermination de l’héritabilité qui correspond à la part relative de la variance
phénotypique due aux effets génétiques nécessite de disposer d’information sur la
relation génétique entre les individus de la population et donc le pedigree, c’est
à dire l’arbre généalogique des individus.
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Modèle de génétique quantitative Un modèle simple en génétique quantita-
tive consiste à considérer que la valeur phénotypique d’un individu est expliquée
par les allèles dont il a hérité et par l’influence de l’environnement qu’il a subi
durant son développement (Frankel et Soule, 1981). La valeur phénotypique Y
d’un individu peut être décomposée en une part moyenne déterministe de la va-
leur de la population µ, une part due au génotype de l’individu G et une part
due aux facteurs environnementaux spécifiques à l’individu considéré E :
Y = µ+G+ E (1)
Ainsi, la variance phénotypique totale peut être décomposée en une composante
due à la variation entre les génotypes et une composante due à la variation envi-
ronnementale :
σ2Y = σ
2
G + σ
2
E.
La variance génotypique peut se décomposer en une part de variance génétique
additive et une part de variance de dominance :
σ2G = σ
2
a + σ
2
d. (2)
Définition 1 (Epistasie) Lorsque le caractère considéré est contrôlé par plu-
sieurs gènes de différents locus, un terme supplémentaire sera introduit dans
l’expression de la variance génétique ; ce terme correspond à la variance due à
l’épistasie qui est l’effet de l’interaction des allèles de différents locus (inter-loci).
La variance génétique additive σ2a chez un individu est la variance de la valeur
génétique additive qui correspond à la somme des effets moyens des gènes ma-
ternel et paternel qu’il possède et représente la fraction de la valeur génotypique
dont on peut facilement prédire la transmission par un parent à son descendant ;
elle s’exprime en fonction du degré de parenté entre les individus. La variance
de dominance correspond à l’effet de l’interaction des gènes intra-locus (Verrier
et al., 1998).
L’un des objectifs principaux de la génétique quantitative est l’étude de la
transmission héréditaire des caractères à variation continue et la notion d’hérita-
bilité des caractères permet de mesurer la ressemblance entre apparentés. L’hé-
ritabilité au sens large, H2, est le rapport de la variance génétique à la variance
phénotypique :
H2 =
σ2G
σ2Y
(3)
L’héritabilité au sens étroit ou strict, h2, d’un caractère est définie par le rapport
de la variance génétique additive à la variance phénotypique du caractère :
h2 =
σ2a
σ2Y
(4)
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"L’hérédité au sens strict est un paramètre spécifique du
caractère étudié et de la population observée. L’hérédité au
sens étroit dépend en outre du milieu dans lequel se trouve
la population."
L’héritabilité au sens étroit s’interprète comme le coefficient de régression de la
valeur phénotypique du descendant sur celle de son parent moyen. L’importance
relative du génotype considéré comme cause de la valeur phénotypique observée
est mesurée par l’héritabilité au sens strict qui est un important paramètre dans la
description de la transmission héréditaire des caractères quantitatifs. Le progrès
génétique est défini par l’écart entre la valeur des descendants issus de parents
sélectionnés et la valeur de descendants qui seraient issus de parents choisis aléa-
toirement. Il permet de mesurer l’efficacité de la sélection et est proportionnel à
l’héritabilité au sens étroit du caractère d’intérêt.
Remarque 1 Le modèle défini par l’équation 1 n’est cependant correct que lorsque
les effets du génotype et de l’environnement sont additifs et que l’interaction
génotype×environnement est supposée nulle. Cette hypothèse d’absence d’inter-
action génotype×environnement est souvent valide en sélection animale ou vé-
gétale lorsque les sélectionneurs ont un certain niveau de contrôle de leur plan
d’expérience de telle sorte que l’association génotype-environnement soit mini-
misée (Hartl et Clark, 1997). Le modèle complet lorsque l’hypothèse d’absence
d’interaction génotype-environnement G ∗ E n’est pas valide est donné par
Y = µ+G+ E +G ∗ E (5)
Dispositif de sélection participative en milieu natu-
rel
L’un des objectifs principaux de la génétique quantitative est l’étude de la
transmission héréditaire des caractères à variation continue (Verrier et al., 1998).
Classiquement, un dispositif expérimental de sélection en milieu contrôlé permet
de connaître le pedigree, donc l’apparentement entre les individus et d’en déduire
l’héritabilité des caractères. Mais actuellement de plus en plus de programmes de
recherche reposent sur des dispositifs de sélection participative en milieu natu-
rel dans lesquels sont impliquées les populations locales qui sont les utilisateurs
potentiels des résultats de recherche. Cette collaboration entre producteurs et
chercheurs permet de mieux prendre en compte les interactions génotype ∗ en-
vironnement, de mieux cerner les critères de choix des producteurs dans leur
diversité et de contribuer au maintien in situ de ressources génétiques impor-
tantes pour les communautés locales (Hocdé et al., 2001). Elle permet le déve-
loppement d’une large gamme de variétés performantes adaptées aux conditions
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climatiques locales et aux besoins et préférences des agriculteurs. Cependant en
milieu naturel, l’information sur le pedigree n’est souvent pas disponible ou est
incomplète. L’apparentement génétique n’est pas connu dans ce contexte. Aussi,
les croisements entre les individus ne sont souvent pas contrôlés et donc le calcul
de l’héritabilité des caractères et la mesure du gain génétique constituent un en-
jeu majeur pour les sélectionneurs. Les marqueurs moléculaires sont de plus en
plus utilisés pour estimer l’apparentement génétique sans connaissance du pedi-
gree et ensuite estimer l’héritabilité des caractères d’intérêt pour déterminer le
progrès génétique des programmes de sélection. La possibilité d’inférer la relation
génétique parmi les individus d’une population a permis l’expansion de divers
domaines de recherche comme ceux qui concernent l’évolution et la conservation
du patrimoine génétique (Blouin, 2003). Nous pouvons citer, par exemple, l’esti-
mation de l’héritabilité en milieu naturel, l’estimation des flux de gènes dans une
population et la minimisation du taux de consanguinité dans une population en
captivité (Blouin, 2003).
Modes d’identité des allèles et apparentement gé-
nétique
Le coefficient de parenté joue un rôle très important dans beaucoup de do-
maines de la biologie des populations et de la génétique (Lynch et Ritland, 1999;
Milligan, 2003). En agriculture, des mesures faites sur des individus apparentés
peuvent servir à estimer les composantes additive et de dominance de la variance
génétique et prédire ensuite le gain génétique des programmes de sélection et
d’amélioration des plantes (Weir et al., 2006). L’apparentement reflète l’histoire
commune des membres d’une même famille ou d’une même population et af-
fecte ainsi tous les caractères ayant une composante génétique (Weir et al., 2006).
L’existence de lien de parenté entre deux individus correspond au fait que les deux
individus ont un ou plusieurs ascendants communs (Jacquard, 1970). Cependant
l’apparentement est seulement défini par rapport à une certaine population de
référence bien spécifiée (Lynch et Walsh, 1998). En effet, tous les individus d’une
même espèce ou d’une population sont apparentés selon un certain degré en ce
sens qu’ils ont des copies de gènes qui étaient présents chez un ancêtre plus ou
moins lointain. Ce problème est résolu en considérant que la population de réfé-
rence est constituée d’individus non-apparentés (Lynch et Walsh, 1998; Hardy,
2003).
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Les modes d’identité des allèles
L’apparentement génétique est caractérisé par les probabilités d’identité par
descendance des allèles de deux individus (Anderson et Weir, 2007). Deux allèles
sont dits identiques par descendance (IBD) lorsqu’ils sont, tous les deux, la copie
d’un même allèle provenant d’une des générations précédentes (Anderson et Weir,
2007). Deux allèles sont dits identiques par état (IBS) en un locus, s’ils sont
du même type allélique au locus : c’est à dire les allèles ont le même type de
base pour un marqueur SNP ou le même nombre d’unités de répétition pour un
marqueur micro-satellite (Weir et al., 2006). Deux allèles IBD sont IBS alors que le
contraire n’est pas toujours vrai. En effet, 2 allèles peuvent avoir la même séquence
nucléotidique alors qu’ils sont des copies de différents allèles dans la population de
référence. Ces deux allèles sont IBS et non IBD. Par contre des allèles identiques
par descendance sont nécessairement identiques par état en l’absence de mutation
(Lynch et Walsh, 1998). La connaissance du mode d’identité par état de deux
allèles peut cependant permettre d’inférer, dans certains cas, au sujet de leur
mode d’identité par descendance : si nous considérons, par exemple, deux parents
de génotypes respectifs A1A2 et A2A2 et qui ont deux enfants de même génotype
A1A2 les allèles A1 des deux enfants sont nécessairement IBD car ils sont deux
copies du même allèle parental ; les allèles A2 des enfants sont IBS mais nous ne
savons, par contre, pas si ces allèles sont bien IBD (voir Figure 2). Il est aussi
relativement facile de calculer la probabilité que des individus aient un certain
type de génotypes lorsque leur relation parentale est connue mais par contre il
n’est pas aisé de pouvoir déterminer la probabilité d’avoir une certaine relation
parentale sachant leurs génotypes (Weir et al., 2006)
Des individus apparentés ont une tendance plus importante d’avoir des gé-
notypes similaires que des individus non apparentés car ils ont une probabilité
plus élevée d’avoir des allèles IBD. En un locus donné, deux individus diploïdes
possèdent 4 allèles au total et il existe 15 possibilités d’identité par descendance
des allèles de ces individus (identité par descendance inter-individus et intra-
individus) décrites par Jacquard (1970) et dont la définition est due à Gillois
(1964). Lorsque l’origine parentale des allèles de ces individus n’est pas considé-
rée, les différentes possibilités d’identité par descendance des 4 allèles du couple
d’individus au même locus sont réduites à 9 configurations ou modes d’identité
notés IBD1, . . . , IBD9 (Figure 3) (Anderson et Weir, 2007). De plus, si les deux
individus ne sont pas consanguins, c’est à dire que leurs parents ne sont pas
apparentés, il y a seulement 3 modes d’IBD possibles : IBD7, IBD8 et IBD9.
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Fig. 2 – Transmission des allèles de deux parents à leurs enfants. Les allèles A1
des enfants sont identiques par descendance. (a) Les allèles A2 des enfants sont
identiques par état. (b) Les allèles A2 des enfants sont identiques par descendance.
Le coefficient d’apparentement
Le coefficient d’apparentement de deux individus est défini par la probabilité
qu’un allèle pris au hasard chez l’un des individus soit identique par descendance
à un allèle pris au hasard au même locus chez l’autre individu (Jacquard, 1970).
En notant ∆i la probabilité que les 2 individus aient un mode d’identité par
descendance IBDi, le coefficient d’apparentement est donné par (Lynch et Walsh,
1998) :
θ = ∆1 +
1
2
(∆3 +∆5 +∆7) +
1
4
∆8 (6)
Cette formule est obtenue en prenant la somme pondérée des probabilités d’iden-
tité par descendance des allèles conditionnellement au mode d’IBD du couple. Par
exemple sachant que les individus X et Y sont IBD1 tout allèle de X tiré aléatoi-
rement est IBD à tout allèle pris aléatoirement chez Y et donc la probabilité condi-
tionnelle vaut 1. Si les individus ont l’un des modes d’IBD IBD3, IBD5 ou IBD7
tout allèle tiré aléatoirement de X a une chance sur deux d’être IBD à tout allèle
tiré de manière aléatoire chez Y . Aussi, sachant que les individus sont IBD8,
il y a une chance sur deux de tirer l’allèle IBD chez l’individu X et aussi une
chance sur deux de tirer cet allèle chez l’individu Y , ce qui fait que la probabilité
conditionnelle correspondante vaut 1/4. Enfin, si les individus sont IBD2, IBD4,
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Fig. 3 – Les modes d’identité par descendance des allèles de deux individus : pour chacun des
cas, les 2 points du haut représentent les allèles de l’un des individus et ceux du bas les allèles
de l’autre individu ; 2 allèles IBD sont reliés par un trait.
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IBD6 ou encore IBD9, ils n’ont pas d’allèle IBD en commun. Donc la probabilité
d’IBD conditionnellement à l’un de ces 4 modes est nulle.
Lorsque deux individus sont par exemple plein-frères et non consanguins ils
ont une chance sur deux d’hériter du même allèle paternel et aussi, de ma-
nière indépendante, une chance sur deux d’hériter du même allèle maternel et
∆7 = 0.25,∆8 = 0.5,∆9 = 0.25. Les autres modes d’IBD ne peuvent pas être
observés dans ce cas comme les individus sont non-consanguins et leur coefficient
d’apparentement est θ = 0.25.
Méthodes d’estimation de l’apparentement en l’ab-
sence du pedigree à l’aide des données moléculaires
Différentes méthodes d’estimation de l’apparentement par utilisation de mar-
queurs moléculaires sont développées dans la littérature scientifique (Blouin, 2003).
Celles-ci sont réparties, selon leur fondement théorique, en deux familles : les
méthodes d’estimation par maximum de vraisemblance (Thompson (1975); Mil-
ligan (2003); Anderson et Weir (2007)) et les méthodes des moments (Queller
et Goodnight (1989); Li et al. (1993); Ritland (1996b); Lynch et Ritland (1999);
Wang (2002)). Une revue détaillée de ces méthodes peut être trouvée dans Blouin
(2003); Weir et al. (2006) et dans Hepler (2005). Parmi ces méthodes, nous nous
intéresserons plus particulièrement, dans la suite, à l’étude de l’une des plus ré-
centes d’entre elles dans chacune des deux familles décrites ci-dessus : la méthode
des moments de Wang (2002) et celle du maximum de vraisemblance de Milligan
(2003). Nous décrivons dans la suite la méthode d’estimation de l’apparente-
ment de Wang et faisons une brève présentation de la méthode par maximum de
vraisemblance de Milligan sachant qu’elle sera étudiée plus en détail au chapitre
suivant (section 1.2) car elle constitue la base de la méthode qui sera développée
dans ce travail.
Méthode des moments de Wang
Considérons que les observations portent sur le génotype à un locus d’une
paire d’individus diploïdes non consanguins. Nous avons vu que dans une po-
pulation composée d’individus diploïdes non consanguins, un couple d’individus
donné peut n’avoir aucun allèle IBD (mode IBD9), avoir un unique allèle IBD
(mode IBD8) ou deux allèles IBD (mode IBD7) en un locus. Le coefficient d’ap-
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parentement1 est donné par l’expression :
r = 2θ = ∆7 +
∆8
2
(7)
La méthode d’estimation de l’apparentement de Wang (2002) est basée sur le
calcul d’un indice de similarité, I, entre les deux individus. Celui-ci correspond à
la proportion moyenne d’allèles présent chez un individus choisi comme référant
qui sont IBS aux allèles de l’autre individu. Le choix du référant n’influence pas
la valeur de l’indice. Wang définit quatre catégories selon le degrés de similarité
entre les 2 individus :
– la catégorie 1 correspond au cas où l’individu 2 a ses deux allèles IBS avec
l’individu 1. Cela correspond aux couples de génotype de la forme AiAi −
AiAi et AiAj − AiAj et I = 1 ;
– la catégorie 2 correspond au cas où 3 des 4 allèles du couple sont IBS. Les
couples de génotype sont de la forme AiAi − AiAj et I = 3/4 ;
– la catégorie 3 correspond aux cas où les individus ont en commun un seul
allèle IBS. Les couple de génotype sont de la forme AiAj−AiAk et I = 1/2 ;
– enfin la catégorie 4 inclue les cas où les deux individus n’ont aucun allèle
IBS en commun. Les couples de généotype sont de la forme AiAj −AkAl et
I = 0.
Wang donne alors l’expression des probabilités d’occurrence de chacune des caté-
gories, notées Ps, s = 1, . . . , 4, en fonction de ∆7 et ∆8 et des fréquences alléliques
de la population. Dans cette approche, Wang se place initialement dans le cas
d’un seul locus. Dans le cas mono-locus, Wang distingue encore 2 cas, le cas de
locus bi-allélique et le cas de locus multi-alléliques.
Dans le cas d’un locus à 2 allèles, la catégorie 3 n’est pas observable. Il faut
résoudre un système de 3 équations (dont 2 indépendantes) à 2 inconnues pour
obtenir l’estimation de ∆7 et ∆8 : il suffit donc de résoudre seulement 2 des 3
équations. L’estimation de l’apparentement dans ce cas est donnée par :
rˆ =
4Pˆ1 + 3Pˆ2 − 2(1 + a2)
2(1− a2) , (8)
où a2 =
∑
j p
2
j et pj la fréquence de l’allèle Aj dans la population. Comme un
couple d’individus à un locus donné ne peut appartenir qu’à une unique catégorie,
soit Pˆ1 = 1 et Pˆ2 = 0 soit Pˆ1 = 0 et Pˆ2 = 1.
Pour un locus multi-allélique, nous nous retrouvons confronté à un système
de 4 équations à 2 inconnues dont 3 équations indépendantes. Il y a donc plus
1Il y a une certaine confusion terminologique dans la littérature scientifique : en anglais θ
est souvent appelé "coefficient of coancestry" et r est plutôt appelé "coefficient of relatedness"
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d’équations indépendantes que de paramètres et les solutions du système d’équa-
tions varient selon le couple d’équations considéré. Il n’y a donc pas d’unicité
des solutions du système d’équations. Une solution est d’utiliser la méthode des
moindres carrés pondérés pour estimer les paramètres. Le principe de la méthode
des moindres carrés pondérés consiste à procéder à une transformation linéaire
des observations de telle sorte que les conditions du théorème de Gauss-Markov
soient respectées. Pour cela, chaque observation sera pondérée par sa variance
résiduelle. Cependant les poids optimaux nécessaires à la mise en oeuvre de cette
méthode dépendent de la matrice de variance-covariance des résidus qui est fonc-
tion des paramètres inconnus ∆7 et ∆8. La solution, pour estimer les poids op-
timaux, proposée par Wang est de supposer que ∆7 et ∆8 sont nuls ; en absence
d’information, Wang suppose donc les individus indépendants. Dans un deuxième
temps, il propose d’utiliser la méthode des moindres carrés pondérés pour obtenir
les estimations de ∆7 et de ∆8 et en déduire l’estimation de r.
Par la suite, Wang discute du cas de plusieurs loci. Comme, la variabilité de
chacun des locus peut être forte, il explique qu’une simple moyenne non pondérée
des Pˆ et des a (cf equation 8) sur l’ensemble des locus peut ne pas être efficace et
pertinente. Il teste alors différentes pondérations. Parmi elle, il en choisit une qui
apparaît être la plus adaptée au plus grand nombre de situations qu’il rencontre.
Les valeurs prises par l’estimateur de l’apparentement de Wang (2002) sont
quelquefois en dehors de l’intervalle de définition du coefficient de parenté, c’est à
dire [0; 1]. Cette remarque est aussi valable pour les valeurs données par d’autres
estimateurs obtenus par la méthode des moments comme ceux de Ritland (1996b)
et de Lynch et Ritland (1999). Ceci reflète l’importance de la variabilité résiduelle
des estimateurs basés sur la méthode des moments (Thomas, 2005). Par exemple,
lorsque les individus considérés ne sont pas apparentés, près de la moitié des
valeurs estimées données par la méthode de Wang (2002) sont négatives tandis
que les estimations obtenues par la méthode du maximum de vraisemblance sont
toujours comprises dans l’intervalle de définition du paramètre inconnu. Lorsque
les valeurs estimées sont en dehors de l’intervalle de définition du paramètre elles
ne peuvent pas être interprétées comme des probabilités d’IBD. Il est possible
d’imposer une contrainte pour que l’estimation reste dans l’intervalle de définition
du paramètre mais ceci induit par contre un biais (Milligan, 2003; Thomas, 2005).
L’importance de ce biais dépend du mode réel de parenté des individus.
L’estimateur de l’apparentement de Wang (2002) est sans biais lorsque les
fréquences alléliques sont supposées connues. Le biais reste faible lorsque les fré-
quences alléliques sont estimées en utilisant un autre échantillon et ceci a été véri-
fié par différentes simulations (différentes fréquences alléliques, différents nombres
de loci et degrés de parenté).
L’expression analytique de la variance de l’estimateur de l’apparentement de
Wang n’est pas connue. Ainsi, c’est seulement par simulation que la variance de
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l’estimateur peut être estimée. Wang a comparé, par simulation, le comporte-
ment de l’estimateur qu’il propose à d’autres estimateurs fondés sur les méthodes
des moments Lynch et Ritland (1999); Queller et Goodnight (1989). Lorsque
les fréquences alléliques sont supposées connues la variance moyenne des erreurs
d’échantillonnage en un locus est indépendante du nombre de locus considéré
pour tous les estimateurs à l’exception de celui de Lynch et Ritland (1999). Il
faut noter que les estimateurs de Queller et Goodnight (1989), Ritland (1996b)
et Lynch et Ritland (1999) sont indéfinis pour certaines fréquences alléliques (les
dénominateurs étant nuls). Lorsque les fréquences alléliques sont estimées, les
variances des estimateurs de l’apparentement de Wang (2002) et de Queller et
Goodnight (1989) sont plus faibles que celles de Lynch et Ritland (1999) et ne
varient presque pas en fonction de la taille de l’échantillon (nombre de locus) et
du type d’apparentement considéré.
Méthodes du maximum de vraisemblance
Les méthodes d’estimation de l’apparentement par maximum de vraisem-
blance ont été développées pour diverses situations. Thompson (1975) propose
une méthode qui permet d’inférer, dans une population non consanguine, une
relation existante entre deux individus telle que non-apparenté, parents/enfants,
1/2 frères etc. Thompson (1975) décrit la vraisemblance des IBS conditionnelle-
ment à une relation <, pour un locus, comme suit :
L(<; IBSj) = P(IBSj|<)
=
9∑
i=7
P(IBSj|IBDi)P(IBDi|<), j ∈ {1, . . . , 9}
=
9∑
i=7
κiP(IBSj|IBDi)
où κ7, κ8 et κ9 désignent les probabilités d’avoir 2, 1 et 0 allèles IBD sachant
une relation <. Le tableau 1 donne les probabilités d’avoir 2, 1 ou 0 allèles IBD
sachant des relations standards et les probabilités conditionnelles d’identités par
état sachant les identités par descendance sont des fonctions polynomiales des
fréquences alléliques et sont données dans le tableau 2. Lorsque les génotypes sont
observés sur L locus autosomaux (non liés au sexe) et indépendants, l’expression
de la vraisemblance est tout simplement donnée par le produit des vraisemblances
aux différents locus et la log-vraisemblance est donc égale à
`(<) =
L∑
l=1
log
{
9∑
i=7
κiP
(
IBSlj|IBDi
)}
, j ∈ {1, . . . , 9}
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Classe de parenté < κ7 κ8 κ9
Vrais jumeaux 1 0 0
Parent-enfant 0 1 0
Plein-frères 0.25 0.50 0.25
Demi-frères 0 0.50 0.50
Grand-parent/petit-fils 0 0.50 0.50
Non-apparentés 0 0 1
Tab. 1 – Probabilités de 2,1, et 0 allèles IBD sachant quelques relations standards
IBS Etat allélique IBD7 IBD8 IBD9
IBS1 AiAi, AiAi f
2
i f
3
i f
4
i
IBS2 AiAi, AjAj 0 0 f
2
i f
2
j
IBS3 AiAi, AiAj 0 f
2
i fj 2f
3
i fj
IBS4 AiAi, AjAk 0 0 2f
2
i fjfk
IBS5 AiAj, AiAi 0 f
2
i fj 2f
3
i fj
IBS6 AjAk, AiAi 0 0 2f
2
i fjfk
IBS7 AiAj, AiAj 2fifj fifj(fi + fj) 4f
2
i f
2
j
IBS8 AiAj, AiAk 0 fifjfk 4f
2
i fjfk
IBS9 AiAj, AkAl 0 0 4fifjfkfl
Tab. 2 – Probabilités conditionnelles des IBS sachant IBD, dans le cas non-
consanguin à un locus ; fj est la fréquence de l’allèle Aj et des allèles avec des
indices différents sont distincts
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On peut noter que P
(
IBSlj|IBDli
)
) dépend du locus, en revanche les κi, i = 7, 8, 9
n’en dépendent pas.
De plus, d’après le tableau 1, il n’est pas toujours possible de distinguer
certaines classes de parenté entre elles sur la base uniquement de l’information
fournie par les données génotypiques. Ainsi en l’absence de données sur l’âge des
individus il n’est pas possible de distinguer certaines relations : c’est le cas, par
exemple, entre la relation grand-parent/petit-fils et la relation de demi-frères.
Cette question est largement débattue dans l’article de Thompson (1975).
Dans l’approche de Thompson (1975), l’apparentement est essentiellement
qualitatif, en ce sens qu’il s’agit d’affecter les couples d’individus dans des classes
de parenté. En revanche, l’approche développée par Milligan (2003) permet d’es-
timer l’apparentement sur une échelle continue et généralise celui de Thomp-
son (1975) au cas d’individus consanguins (Weir et al., 2006). Nous étudierons
plus particulièrement le modèle pour l’estimation de l’apparentement de Milligan
(2003) au chapitre suivant.
Objectifs de la thèse
L’objectif principal de cette thèse est de développer un modèle statistique
incorporant des covariables pour l’estimation conjointe de l’apparentement géné-
tique et de l’héritabilité des caractères phénotypiques. En effet, la prise en compte
de covariables telle que l’information spatiale permettrait éventuellement d’amé-
liorer l’estimation de l’apparentement génétique. Le modèle statistique développé
s’insère dans le cadre des méthodes de la vraisemblance composite. La prise en
compte de l’information spatiale nous permettra de modéliser l’identité par des-
cendance avec un modèle linéaire généralisé et une fonction de lien probit ordinal.
L’intérêt de la prise en compte du spatial en génétique est que l’on considère que
des individus proches du point de vue spatial sont aussi génétiquement proches.
Organisation du document
Ce manuscrit de thèse est composé de 4 chapitres. L’objectif du chapitre 1
est de développer un modèle statistique pour l’estimation de l’apparentement en
considérant une covariable. La covariable qui sera considérée est la distance spa-
tiale entre les individus. Nous proposons, au chapitre 2, un modèle hiérarchique
bayésien pour estimer à la fois l’apparentement et l’héritabilité en milieu naturel.
Les algorithmes d’inférence bayésienne pour l’estimation des paramètres géné-
tiques, lorsque le pedigree n’est pas connu, sont ensuite exposés au chapitre 3.
Le chapitre 4 porte sur une application à des données génétiques et spatiales sur
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le karité. Enfin, nous récapitulons, dans la dernière partie, les propriétés statis-
tiques de l’estimation de l’apparentement avec covariables, les résultats obtenus,
les contraintes rencontrées, les problèmes non résolus et nous donnons les pers-
pectives et pistes de recherche envisagées.
Chapitre 1
Modélisation de l’apparentement :
prise en compte de l’information
spatiale
1.1 Introduction
L’objectif de ce chapitre est de développer un modèle statistique pour l’es-
timation de l’apparentement en prenant en compte l’information spatiale. La
première partie décrit le modèle pour l’estimation de l’apparentement par maxi-
mum de vraisemblance lorsque les génotypes de deux individus sont observés et
les fréquences alléliques sont connues. Nous étudierons ensuite le cas où plus de
deux individus sont observés et nous verrons que l’approche de Milligan s’insère
dans un cadre plus large qui est celui de la vraisemblance composite. La vrai-
semblance composite ainsi que les propriétés de l’estimateur du maximum de
vraisemblance composite seront ensuite présenté. Nous décrirons enfin le modèle
spatial hiérarchique pour l’apparentement. Nous avons choisi, dans ce modèle,
de considérer la distance spatiale entre les individus comme une covariable mais
d’autres covariables comme le site expérimental ou la région pourraient aussi être
envisagées.
1.2 Modèle de Milligan pour l’apparentement :
approche par maximum de vraisemblance
Considérons que les observations portent sur le génotype d’un couple d’indivi-
dus donné et que la distribution des fréquences alléliques est connue. Soit IBS ∈
{IBS1, IBS2, . . . , IBS9} le mode d’IBS observé en un locus et ∆ = (∆1, . . . ,∆9)
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le vecteur des probabilités d’IBD du couple d’individus. La vraisemblance est
égale à :
L(∆; IBS) =
9∑
i=1
P(IBSj|IBDi)∆i, , j ∈ {1, . . . , 9}. (1.1)
Les probabilités conditionnelles P(IBSj|IBDi) sont des fonctions polynômiales
des fréquences alléliques et sont données au tableau 1.1. Pour L locus indépen-
dants, la vraisemblance est simplement donnée par le produit des vraisemblances
1.1 :
L(∆; IBS) =
L∏
l=1
9∑
i=1
P(IBSlj|IBDi)∆i, j ∈ {1, . . . , 9}
où IBSl désigne le mode d’IBS observé au locus l. Notons bien que la probabilité
d’IBD,∆, est indépendante du locus considéré. En effet, le degré d’apparentement
entre deux individus, qui est déterminé par la donnée des probabilités d’IBD ∆,
est indépendant du locus considéré bien que chaque locus soit caractérisé par les
fréquences alléliques à ce locus.
Mode d’IBD IBDj
Mode d’IBS Etat allélique IBD1 IBD2 IBD3 IBD4 IBD5 IBD6 IBD7 IBD8 IBD9
IBS1 AiAi, AiAi fi f
2
i f
2
i f
3
i f
2
i f
3
i f
2
i f
3
i f
4
i
IBS2 AiAi, AjAj 0 fifj 0 fif
2
j 0 f
2
i fj 0 0 f
2
i f
2
j
IBS3 AiAi, AiAj 0 0 fifj 2f
2
i fj 0 0 0 f
2
i fj 2f
3
i fj
IBS4 AiAi, AjAk 0 0 0 2fifjfk 0 0 0 0 2f
2
i fjfk
IBS5 AiAj , AiAi 0 0 0 0 fifj 2f
2
i fj 0 f
2
i fj 2f
3
i fj
IBS6 AjAk, AiAi 0 0 0 0 0 2fifjfk 0 0 2f
2
i fjfk
IBS7 AiAj , AiAj 0 0 0 0 0 0 2fifj fifj(fi + fj) 4f
2
i f
2
j
IBS8 AiAj , AiAk 0 0 0 0 0 0 0 fifjfk 4f
2
i fjfk
IBS9 AiAj , AkAl 0 0 0 0 0 0 0 0 4fifjfkfl
Tab. 1.1 – Probabilités d’observer le mode d’IBS sachant le mode d’IBD ; fk est
la fréquence de l’allèle Ak et des allèles avec des indices différents sont distincts.
1.2.1 Estimation des paramètres
L’estimateur du maximum de vraisemblance ∆ˆ de ∆ est obtenu en maximi-
sant la fonction de vraisemblance dans l’espace des paramètres de dimension 8 en
raison de la contrainte sur les paramètres
∑9
j=1∆j = 1. Si nous supposons que les
individus sont non consanguins il n’est pas possible que les individus aient reçus
en un locus deux copies du même allèle parental et ainsi un couple d’individus
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donné ne peut avoir à locus qu’une unique possibilité d’avoir 2, 1 ou aucun allèle(s)
IBD et ces cas correspondent respectivement aux modes d’IBD IBD7, IBD8 et
IBD9 (voir figure 3). L’estimateur du maximum de vraisemblance sera obtenu
par optimisation de la fonction de log-vraisemblance sur l’espace des paramètres
(∆7,∆8,∆9) qui est de dimension 2 en raison de la contrainte
∑9
i=7∆i = 1.
Comme le plus souvent il n’est pas possible d’obtenir une solution analytique, la
procédure d’optimisation proposée par Milligan (2003) est basée sur une conver-
sion de la méthode du simplex qui est une technique d’optimisation numérique
avec contraintes (Press et al., 1992).
1.2.2 Propriétés statistiques
L’estimateur de l’apparentement de Milligan (2003) a, comme tout estima-
teur du maximum de vraisemblance, de bonnes propriétés statistiques à savoir
la consistance, l’efficacité et la normalité asymptotiques (en terme de nombre de
locus) dans les conditions de régularité standard (Tassi, 1985, chapitre 8). Ceci
explique pourquoi la méthode du maximum de vraisemblance est largement utili-
sée en inférence statistique paramétrique. Cependant à taille finie, l’estimation de
l’apparentement par maximum de vraisemblance de Milligan est biaisée. D’une
manière générale les méthodes d’estimation par maximum de vraisemblance pré-
sentent un écart quadratique moyen plus faible que celui des estimateurs obtenus
par la méthode des moments mais lorsque les données disponibles ne sont pas im-
portantes, ce qui est le cas si peu de marqueurs à différents loci sont disponibles,
les estimateurs du maximum de vraisemblance peuvent être fortement biaisés
(Thomas, 2005).
1.2.3 Limites du modèle de Milligan
L’estimateur de l’apparentement par maximum de vraisemblance de Milligan
peut présenter un biais lorsque les données moléculaires ne sont pas abondantes.
Mais son biais se rapproche de celui des estimateurs des moments lorsque nous dis-
posons d’un nombre important de locus multi-alléliques (20 ou plus d’après Tho-
mas (2005)). D’une manière générale, les méthodes d’estimation par maximum
de vraisemblance donnent des estimateurs ayant une erreur quadratique moyenne
plus faible que celle des estimateurs obtenus par la méthode des moments mais
lorsque les données disponibles, c’est à dire le nombre de locus marqueurs, ne
sont pas abondantes, les méthodes basées sur la vraisemblance fournissent des
estimateurs assez biaisés (Thomas, 2005). Ainsi, il faudrait disposer de beaucoup
de locus marqueurs polymorphes pour s’assurer de la possibilité d’avoir un es-
timateur consistant de l’apparentement. Parmi les principaux inconvénients ou
limites du modèle de Milligan pour l’apparentement, nous pouvons relever qu’il
4 CHAPITRE 1. APPARENTEMENT SPATIAL
ne considère que les génotypes d’un seul couple d’individus, que les fréquences
alléliques dans la population sont supposées connues et qu’il ne prend pas en
compte la disponibilité éventuelle d’une information exogène.
1.3 Modèle lorsque plus de deux génotypes sont
observés
Considérons maintenant que n génotypes sont observés et que les fréquences
alléliques dans la population sont connues. Nous avons n(n−1)
2
couples de géno-
types. Dans la suite du chapitre, l’unité statistique, très fréquemment utilisé, sera
le couple et c = 1, . . . , C désignera l’indice du couple parmis les n(n− 1)/2 = C
couples disponibles. Ainsi si c = 1 le couple considéré est le couple (1, 2) si c = C
le couple considéré est le couple (n− 1, n).
Considérons tout d’abord le cas où les observations portent sur le génotype
à un locus. Soient IBSc le mode d’IBS en un locus du couple c, IBDc le mode
d’IBD du couple, ∆c le vecteur des probabilités d’IBD du couple c. Nous avons
déjà vu que
L (∆c; IBSc) =
9∑
i=1
P (IBSj,c|IBDi,c)∆i,c, où j ∈ {1, . . . , 9}.
En notant, ∆ le vecteur des probabilité d’IBD entre tous les couples, une géné-
ralisation directe consisterait à considérer l’ensemble des couples simultanément.
Mais cela conduirait à évaluer la probabilité suivante
P (IBS1, IBS2, . . . , IBSC |IBD) (1.2)
où IBD est le vecteur des modes d’identité par descendance de l’ensemble des
couples. Mais la difficulté réside dans le fait que cette probabilité n’a généralement
pas une expression connue. D’autres solutions doivent être envisagées. Ainsi, en
notant IBSlc le mode d’IBS au locus l du couple c ; le modèle de Milligan pour
C = n(n− 1)/2 couples est donné par
L(∆; IBS) =
C∏
c=1
L∏
l=1
9∑
i=1
P
(
IBSlj,c|IBDi,c
)
∆i,c où j ∈ {1, . . . , 9}.
Le modèle de Milligan pour n individus revient à ne considérer que les lois jointes
des génotypes des C couples, ce qui revient à supposer que les couples sont indé-
pendants. Le problème posé par ce modèle vient du fait que les couples de géno-
types ne sont pas indépendants et donc la vraisemblance de ∆ ne correspond pas
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simplement au produit des vraisemblances de ses composantes ∆c, c = 1, . . . , C.
Mais cette solution qui consiste à employer le modèle de Milligan pour C couples
et à considérer le produit des vraisemblances des vecteurs des probabilités d’IBD
des allèles de chacun des couples d’individus s’insère, comme nous le verrons dans
la suite, dans le cadre théorique du modèle de la vraisemblance composite par
paires.
1.3.1 La vraisemblance composite
Les méthodes par vraisemblance sont largement utilisées en inférence statis-
tique paramétrique en raison des bonnes propriétés asymptotiques de l’estima-
teur du maximum de vraisemblance. Cependant, dans certains cas, il est difficile
d’écrire ou de calculer la vraisemblance. En effet, dans certaines applications, la
fonction de vraisemblance ne peut être calculée à cause de la présence d’un impor-
tant volume de données corrélées ou d’un modèle statistique avec une structure
fortement hiérarchique. Une manière de contourner ces difficultés est de remplacer
la vraisemblance par une fonction paramétrique plus facile à déterminer et c’est
l’objet de la vraisemblance composite qui permet de réduire la complexité nu-
mérique des procédures d’optimisation même en présence de données fortement
corrélées ou d’un modèle à structure hiérarchique (Varin et Vidoni, 2005). La
méthode de la vraisemblance composite qui appartient à une classe plus large de
modèles, qui est celle de la pseudo-vraisemblance, consiste à calculer l’expression
d’une combinaison de vraisemblances relatives à une petite partie des données
(Lindsay, 1988). Le terme de pseudo-vraisemblance a été initialement introduit
par Besag (1974) et Lindsay (1988) a préféré plutôt employer le terme vraisem-
blance composite en justifiant son choix par le fait que ce nom décrit mieux la
méthode de construction considérée. L’idée de la vraisemblance composite est de
ne s’intéresser qu’à une partie de la vraisemblance complète. En effet, nous pou-
vons décomposer, pour un modèle paramétrique, la vraisemblance complète en
un produit de vraisemblances et ne considérer pour l’inférence statistique qu’une
partie de ces vraisemblances qui est relativement plus simple à calculer. La dé-
finition générale de la vraisemblance composite est donnée par Varin et Vidoni
(2005).
Définition 2 Soit {f(Y ;φ), Y ∈ Y , φ ∈ Φ} un modèle statistique paramétrique
avec Y ⊆ Rn,Φ ⊆ Rd, n ≥ 1 et d ≥ 1. Considérons un ensemble d’événements
{Ai : Ai ∈ F , i ∈ I} où F est une σ-algèbre de Y et I ⊆ N. Une vraisemblance
composite est définie par :
Lcl(φ;Y ) =
∏
i∈I
f(Y ∈ Ai;φ)wi ,
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avec f(Y ∈ Ai; θ) = f({Yj ∈ Y : Yj ∈ Ai};φ), où Y = (Y1, Y2, ..., Yn) et {wi, i ∈
I} est un ensemble de pondérations appropriées. La log-vraisemblance composite
associée est `cl(φ;Y ) = logLcl(φ;Y ).
Une vraisemblance composite est un produit pondéré de vraisemblances relatives
à un ensemble d’événements mesurables. La densité f(Y ;φ) considérée dans cette
définition peut, en effet, être vu comme une densité conditionnelle ou une densité
marginale et chaque composante de la vraisemblance composite est proportion-
nelle à une densité conditionnelle ou marginale. En particulier, le modèle de la
vraisemblance standard peut être vue comme un cas particulier du modèle de
la vraisemblance composite : en effet, pour un ensemble d’événements indépen-
dants, l’expression de la vraisemblance standard est exactement égale à celle de
la vraisemblance composite avec des poids égaux à 1
Nous noterons, par la suite la fonction, de densité de probabilité d’une variable
aléatoire Y par fY (Y ;φ) où φ un vecteur de paramètres. Supposons que Y s’écrive
comme Y = (Y1, Y2) ainsi que φ = (φ1, φ2). La vraisemblance complète est égale
à :
L(φ;Y ) = fY1(Y1;φ)fY2|Y1(Y2;φ|Y1), (1.3)
et la log-vraisemblance complète `(φ; y) = log{fY (Y ;φ)} est donnée par :
`(φ;Y ) = log{fY2|Y1(Y2;φ|Y1)}+ log{fY1(Y1;φ)} (1.4)
= `C(φ;Y1) + `M(φ;Y2) (1.5)
où `C(φ;Y1) est dénommée log-vraisemblance conditionnelle et `M(φ;Y2) log-
vraisemblance marginale.
Les méthodes d’estimation par maximum de vraisemblance composite peuvent
être réparties en 2 classes différentes : les méthodes de vraisemblance composite
par omission et celles de la vraisemblance composite par sélection.
La vraisemblance composite par omission Elle consiste à négliger les termes
qui rendent délicat le calcul de la vraisemblance complète. La vraisemblance com-
posite par omission revient à négliger la vraisemblance marginale dans l’expres-
sion de la vraisemblance complète (équation 1.3). Ainsi, il s’agit içi d’omettre
certaines composantes de la vraisemblance complète, en l’occurrence les vraisem-
blances marginales, pour ne retenir que les vraisemblances conditionnelles. Nous
pouvons citer parmi les modèles de vraisemblance composite obtenus par omis-
sion :
– le modèle de la pseudo-vraisemblance de Besag (1974) appliqué à l’analyse
de données spatiales (produit des distributions conditionnelles d’un vecteur
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aléatoire Yi sachant tous les autres points voisins)
Lcl(φ; y) =
n∏
i=1
fYi|Y(−i)(Yi;φ|Y(−i))ωi ,
où Y(−i) est le vecteur des observations sans sa ième composante et ωi ≥ 0 ;
– la vraisemblance partielle de Cox (1975) ; considérons un vecteur aléatoire
Y transformé en une séquence
(X1, S1, . . . , Xm, Sm),
la vraisemblance peut s’écrire :
Lcl(φ;Y ) =
m∏
i=1
fXi|X(i−1),S(i−1)(Xi;φ|X(i−1), S(i−1))
m∏
i=1
fSi|X(i),S(i−1)(Sj;φ|X(i), S(i−1))
où X(i) = (X1, . . . , Xi), S(i) = (S1, . . . , Si) et m un réel ; le second membre
du produit est appelé la vraisemblance partielle basée sur S dans la séquence
{Xi, Si} ;
– la vraisemblance d’ordre m de (Azzalini, 1983) donnée par
Lcl(φ;Y ) = fY1(Y1;φ)
n∏
i=2
fYi|Y i−1i−1 (Yi;φ|Y
i−1
i−m),
où Y i−1i−m = (Yi−m, . . . , Yi−1) et m ∈ {1, . . . , n− 1}; la log-vraisemblance est
dans ce cas approchée par une somme de log-vraisemblances conditionnelles
aux m dernières observations.
Ces différents exemples ont en commun le fait de considérer les lois condition-
nelles afin d’éliminer le facteur à l’origine de la complexité des expressions de la
vraisemblance. La vraisemblance partielle de Cox (1975) est très utile lorsque son
expression est beaucoup plus simple que celle de la vraisemblance complète, ce
qui est le cas par exemple quand elle n’est fonction que du paramètre d’intérêt et
non du paramètre de nuisance.
La vraisemblance composite par sélection La vraisemblance composite
par sélection consiste à construire les lois marginales d’un sous-ensemble d’ob-
servations. Il peut s’agir par exemple d’écrire le produit des lois marginales (la
vraisemblance simple, singlewise likelihood), le produit des lois jointes des couples
(vraisemblance par paires, pairwise likelihood) ou le produit des lois des triplets
d’observations (vraisemblance par triplet, tripletwise likelihood) qui sont basées
respectivement sur les événements marginaux, des couples et des triplets d’obser-
vations. Nous aurons ainsi pour n observations y1, . . . , yn :
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– la vraisemblance par paires
Lcl(φ;Y ) =
n∏
i>j=1
fYi,Yj(Yi, Yj;φ)
ωij
– la vraisemblance par triplet
Lcl(φ;Y ) =
n∏
i>j>k=1
fYi,Yj ,Yk(Yi, Yj, Yk;φ)
ωijk
où (ωij) et (ωijk) sont des systèmes de pondération, positifs ou nuls. Aussi, il est
possible de considérer par exemple une combinaison de la vraisemblance par paires
et de vraisemblance simple ; ce qui correspondrait à la méthode de la pseudo-
vraisemblance de Cox et Reid (2004).
La log-vraisemblance composite,`cl(φ;Y ), est donc une somme de log-vraisemblances
d’événements conditionnels ou marginaux qui peuvent être calculées (Lindsay,
1988).
Estimation des paramètres du modèle En reprenant les notations de la
définition 2, l’estimateur du maximum de vraisemblance composite est défini par :
φˆcl = argmax
φ∈Φ
`cl(φ;Y )
et est solution de l’équation :
∇`cl(φ;Y ) =
∑
i∈I
ωi∇ log{f(y ∈ Ai;φ)} = 0,
appelée, fonction score composite
De plus, Varin et Vidoni (2005) démontrent le théorème suivant :
Théorème 1 L’estimateur du maximum de la vraisemblance composite φˆcl du pa-
ramètre φ est consistant, a une distribution asymptotique gaussienne de moyenne
φ et de matrice de variance-covariance H(φ)−1J(φ)[H(φ)−1]′ :
φˆcl
L→ N{φ,H(φ)−1J(φ)[H(φ)−1]′},
avec H(φ) = Ef(y;φ0){∇2`cl(φ; y)}, J(φ) = V{∇`cl(φ; y)} et où φ0, le vrai para-
mètre, appartient à l’intérieur de Φ.
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1.3.2 La vraisemblance composite par paires pour l’estima-
tion de l’apparentement
Nous donnons maintenant la définition du modèle de l’apparentement géné-
tique pour n individus (C couples) ; ce modèle généralise celui de Milligan. Nous
définissons ensuite l’estimateur de l’apparentement génétique par maximum de
vraisemblance composite par paires.
Définition 3 (Vraisemblance composite par paires pour l’apparentement)
Soient g = (g1, g2, . . . , gn) le vecteur de n génotypes observés en L loci indépen-
dants. Soient IBSlc le mode d’IBS au locus l du couple c. Soit IBDc le mode
d’IBD du couple c. Soit ∆ = (∆c)c=1,...,C le vecteur des paramètres dont chacune
des composantes ∆c est le vecteur des probabilités d’IBD des allèles du couple c.
La vraisemblance composite par paires Lcp du paramètre ∆ est définie par
Lcp(∆; IBS) =
C∏
c=1
L∏
l=1
9∑
i=1
P
(
IBSlj,c|IBDi,c
)
∆i,c, j ∈ {1, . . . , 9}. (1.6)
et la log-vraisemblance composite par paires associée est donnée par `cp(∆; IBS) =
log (Lcp(∆; IBS)) .
L’estimateur du maximum de vraisemblance composite par paires de l’apparen-
tement ∆ noté ∆ˆcp est solution de ∇ (`cp(∆; IBS)) et s’écrit
∆ˆcp =
(
∆ˆcp1,c, . . . , ∆ˆ
cp
9,c
)
c=1,...C
.
L’expression du coefficient d’apparentement donnée par l’Equation 6 dans l’in-
troduction et la propriété d’invariance fonctionnelle (Saporta, 1990) garantissent
que
θˆcpc = ∆ˆ
cp
1,c +
1
2
(∆ˆcp3,c + ∆ˆ
cp
5,c + ∆ˆ
cp
7,c) +
1
4
∆ˆcp8,c
est l’estimateur du maximum de vraisemblance composite par paires du coefficient
d’apparentement θc du couple c.
1.4 Prise en compte de l’information spatiale
L’une des hypothèses fortes du travail réside dans le fait que deux individus ont
d’autant plus de chance d’avoir des allèles IBD qu’ils sont spatialement proches.
Nous proposons, dans la suite, un modèle hiérarchique bayésien pour l’ap-
parentement en prenant en compte l’information spatiale. L’intérêt de la mo-
délisation hiérarchique bayésienne est que cette approche permet de scinder un
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problème complexe en une certaine série de problèmes relativement plus simples
à traiter (Wikle, 2003). Le principe de la modélisation hiérarchique est basé sur
le simple fait que la loi jointe d’un certain nombre de variables aléatoires peut
toujours être décomposée en un produit de lois conditionnelles (Wikle, 2003). Par
exemple si on considère 3 variables aléatoires X, Y Z, la distribution jointe de ces
variables est
piX,Y,Z(X, Y, Z) = piX|Y,Z(X|Y, Z)piY |Z(Y |Z)piZ(Z).
Cette formule constitue le nœud de la modélisation hiérarchique. La modélisation
d’un processus complexe ayant une loi jointe qui est difficile à spécifier peut ainsi
être faite avec un modèle hiérarchique comportant au moins trois niveaux de base
(Wikle, 2003) :
1. niveau des données Y : ce niveau permet d’expliciter la loi des observations
conditionnellement à un process latent et à un ensemble de paramètres φ1.
Cela permet donc d’expliciter la vraisemblance ;
2. niveau du processus η : ce niveau permet de stipuler la loi du processus
latent conditionnellement à un second ensemble de paramètres φ2
3. niveau des paramètres φ : ce niveau permet de décrire en terme de loi de
probabilité, les connaissances a priori que l’on a des paramètres, φ1 et φ2,
définis dans les deux premiers niveaux .
Dans le cadre Bayésien, nous nous intéressons à la distribution jointe a posteriori
du processus latent et des paramètres sachant les données. D’après le théorème
de Bayes :
piη,φ1,φ2|Y (η, φ1, φ2|Y ) ∝ piY |η,φ1(Y |η, φ1)piη|φ2(η|φ2)piφ1,φ2(φ1, φ2)
1.4.1 Version hiérarchique bayésienne du modèle de Milli-
gan
Le modèle de Milligan peut être décrit de manière hiérarchique bayésienne.
Définition 4 Soit IBS =
(
IBS1, . . . , IBSL
)
le vecteur aléatoire du mode d’IBS
pour L Locus indépendants. Soit IBD =
(
IBD1, . . . , IBDL
)
, le vecteur aléa-
toire latent du mode d’IBD pour les L loci. Le modèle hiérarchique bayésien de
l’apparentement est donné par les équations suivantes :
– niveau des données
piIBS|IBD(IBS|IBD) =
L∏
l=1
piIBSl|IBDl(IBS
l|IBDl) (1.7)
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où piIBSl|IBDl(IBSl|IBDl) désigne une loi multinomiale M
(
1; pl1, . . . , p
l
9
)
,
pli sont les probabilités d’IBS sachant le mode d’IBD au locus l donnés dans
le tableau 1.1. Ce premier niveau décrit l’indépendance conditionnelle des
modes d’IBS sachant les modes d’IBD.
– niveau du processus
piIBD|∆(IBD|∆) =
L∏
l=1
piIBDl|∆(IBD
l|∆) (1.8)
où piIBDl|∆(IBDl|∆) est une loi multinomialM (1,∆1, . . . ,∆9). Ce deuxième
niveau reflète l’indépendance entre locus.
– niveau des paramètres
pi∆(∆) = D (u1, . . . , u9) (1.9)
où D est une loi de dirichlet et les u = u1, . . . , u9 sont donnés.
Dans l’approche bayésienne, un vecteur latente, mode d’IBD, IBD =
(
IBD1, . . . , IBDL
)
,
est introduit et dépend du locus.
La généralisation que nous proposons va consister à modéliser différemment,
le vecteur latent du mode d’IBD.
Hypothèses Nous supposons que les individus de la population ne sont pas
consanguins, c’est à dire que leurs parents ne sont pas apparentés. Ainsi, les
modes d’IBD possibles des allèles de 2 individus sont réduits uniquement aux 3
cas suivants :
– les individus n’ont aucun allèle IBD, ils sont IBD9 ; c’est le cas s’ils n’ont
par exemple aucun parent en commun
– les individus ont 1 allèle IBD, ils sont IBD8 ; ceci n’est possible que s’ils
ont au moins un parent en commun (même père ou même mère)
– les individus ont 2 allèles IBD, ils sont IBD7 ; ceci n’est possible que lors-
qu’ils ont deux parents en commun
Ce qui est important avec cette hypothèse, c’est qu’un couple de génotypes donné
ne présente donc qu’une seule possibilité d’avoir aucun allèle, un allèle ou deux
allèles identiques par descendance (cf Figure 3). Cette hypothèse nous permet de
définir une structure d’ordre qui est relative à la similarité des allèles d’un couple
d’individus. Avec l’hypothèse que la similarité allélique de deux individus est
ordonnée et si nous supposons que le mode d’IBD suit une loi multinomiale, nous
proposons de modéliser le mode d’IBD avec un GLM probit ordinal, décrit en
terme de variable latente gaussienne (voir (McCullagh et Nelder, 1989, Chapitre
5)).
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Modèle spatial hiérarchique bayésien Nous proposons un premier modèle
spatial hiérarchique. Nous ne présentons pas ici la loi a priori des paramètres,
uniquement les deux premiers niveaux de la modélisation hiérarchique :
– niveau des données
piIBS|IBD(IBS|IBD) =
C∏
c=1
L∏
l=1
piIBS|IBD(IBSlc|IBDlc)
où piIBSlc|IBDlc(IBS
l
c|IBDlc) est une loi multinomialeM(1, pl1, pl2, . . . , pl9) avec
les pli, i = 1, . . . , 9 des fonctions polynômiales des fréquences alléliques au
locus l = 1, . . . , L donné au Tableau 1.1. Ce premier niveau décrit l’indépen-
dance conditionnelle des modes d’IBS entre individus et entre locus sachant
les modes d’IBD.
– niveau du processus
P
(
IBDli,c|αk−1, αk, η
)
= P
(
Z lc ∈]αk−1, αk]|η
)
, i = 7, 8, 9
piZlc|η(Z
l
c|η) = N [hη(dc), 1]
où les αk sont des seuils tels que αk−1 < αk et soient égaux à −∞, 0, α ou
+∞}. Comme la variable IBD est ordinale à trois modalités, seul un seuil,
nommé aussi α, est inconnu.
Une première approche consiste à modéliser hη(dc) comme une fonction linéaire
de la distance,
hη(dc) = µ+ νdc
avec η = (µ, ν) un vecteur de paramètres inconnus. Le problème posé par ce
modèle est que comme la distance spatiale est la seule variable explicative dans
l’expression de la moyenne de la variable latente et donc la seule variable per-
mettant de distinguer les couples entre eux, nous risquons de la conserver dans le
modèle même si en réalité elle n’est pas significativement discriminante. Nous pro-
posons une autre approche de modélisation qui consiste à introduire une couche
supplémentaire dans le modèle hiérarchique bayésien. Cette couche correspond à
un effet du couple considéré et cet effet dépend de la distance entre les individus
constituant le couple. Le modèle spatial hiérarchique bayésien pour l’apparente-
ment est donné par la définition suivante.
Définition 5 (Modèle spatial hiérarchique pour l’apparentement) Soient
(g1, . . . , gn), le génotype de n individus issus d’une population non con-sanguine
et observés sur L locus indépendants. Soit c = 1, . . . , C les C couples associés aux
n individus. Soient IBDc =
(
IBD1c , . . . , IBD
L
c
)
le vecteur aléatoire des modes
d’IBD du couple c au L oùIBDlc est une variable aléatoire ordinale à trois moda-
lités. On note IBD le vecteur des modes d’IBD pour tous les couples à tous les
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loci. Soient IBSc =
(
IBS1c , . . . , IBS
L
c
)
le vecteur des modes d’IBD du couple c
aux différents locus L et IBS le vecteur des modes d’IBS pour tous les couples à
tous les loci. Soit d = (d1, . . . , dC) le vecteur des distances géographiques obser-
vées entre les couples. Le modèle spatial hiérarchique bayésien de l’apparentement
est donnés par les équations (1.10), (1.11), (1.12) et (1.13)
piIBS|IBD(IBS|IBD) =
C∏
c=1
L∏
l=1
piIBSl|IBDl(IBS
l
c|IBDlc) (1.10)
où piIBSl|IBDl(IBSlc|IBDlc) est une loi multinomial M(1, pl1, pl2, . . . , pl9) avec les
pli, i = 1, . . . , 9 sont des fonctions polynômiales des fréquences alléliques au locus
l = 1, . . . , L qui sont donnés au Tableau 1.1. Ce premier niveau décrit l’indépen-
dance conditionnelle des modes d’IBS entre individus et entre locus sachant les
modes d’IBD des couple d’individus à tous les locus. De plus, Il existe un vecteur
Z aléatoire latent gaussien, de longeur L× C, tel que
P
(
IBDli,c|αk−1, αk, ηc
)
= P
(
Z lc ∈]αk−1, αk]|ηc
)
, i = 7, 8, 9 (1.11)
avec
piZlc|ηc(Z
l
c|ηc) = N (ηc, 1) (1.12)
et où les αk sont des seuils tels que αk−1 < αk et soient égaux à −∞, 0, α ou +∞}.
Comme la variable IBD est ordinale à trois modalités, seul un seuil, nommé aussi
α, est inconnu.
pi(ηc|µ, ν, σ2η) = N (µ+ νdc, σ2η) (1.13)
où η = (µ, ν, σ2η) est un vecteur de paramètres inconnus.
En particulier P(IBDl9,c|ηc) = 1√2pi
∫ 0
−∞ e
− 1
2
(z−ηc)2dz, P(IBDl8,c|ηc) = 1√2pi
∫ α
0
e−
1
2
(z−ηc)2dz
et P(IBDl7,c|ηc) = 1√2pi
∫ +∞
α
e−
1
2
(z−ηc)2dz.
1.5 Conclusion
Dans ce chapitre nous avons présenté le modèle de Milligan qui utilise les
méthodes du maximum de vraisemblance. Nous avons montré comment prendre
en compte simultanément n génotypes. Nous avons mis en évidence que l’ap-
proche de milligan pour n individus pouvait se traiter en utilisant la théorie de
la vraisemblance composite. Nous avons alors généralisé le modèle de Milligan en
définissant la vraisemblance composite par paires pour l’apparentement et donné
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les propriétés statistiques de l’estimateur de l’apparentement génétique par maxi-
mum de vraisemblance composite par paires. Nous avons ensuite supposé que les
individus sont non-consanguins et que le mode d’IBD suit une loi multinomiale
ordinale. Ces hypothèses nous ont permis de modéliser l’identité par descendance
avec un GLM probit en terme de variable latente gaussienne. Nous avons supposé
que deux individus ont plus de chance d’avoir des allèles identiques par descen-
dance s’ils sont spatialement proches et défini ensuite un premier modèle spatial
hiérarchique bayésien pour l’apparentement. Le problème posé par ce modèle est
que comme les couples d’individus ne se distinguent que par la distance spatiale
entre les individus, la distance spatiale risque d’être conservée même si elle n’est
pas significative. Nous avons défini un second modèle spatial hiérarchique bayé-
sien pour l’apparentement qui prend en compte l’effet des couples d’individus.
Contrairement au premier modèle, la moyenne de la variable latente dans ce se-
cond modèle ne dépend pas de la distance spatiale mais c’est la moyenne de l’effet
du couple qui est fonction de la distance spatiale. Le modèle que nous avons dé-
veloppé permet de prendre en compte de manière générale des covariables pour
estimer l’apparentement génétique entre plusieurs couples d’individus. D’autres
covariables pourraient aussi être prises en compte. Nous citons, par exemple, la
zone d’étude et le producteur. En effet, on pourrait aussi considérer qu’au sein
d’un même site de production ou chez un producteur donné, les génotypes des in-
dividus concernés sont plus ou moins génétiquement similaires comparativement
à des individus ne provenant pas du même site ou du même producteur. Ce mo-
dèle offre aussi la possibilité d’estimer les fréquences alléliques et de prendre en
compte la dépendance entre les couples d’individus. Nous proposons au chapitre
suivant un modèle bayésien pour estimer à la fois l’apparentement génétique et
l’héritabilité des caractères lorsque le pedigree n’est pas connu.
Chapitre 2
Modélisation des paramètres
génétiques en milieu naturel
2.1 Introduction
L’enjeu que constitue l’estimation de la variance génétique et de l’héritabi-
lité des caractères dans le domaine de l’amélioration génétique des plantes ou
des animaux a déjà été souligné dans l’introduction générale de ce travail. L’hé-
ritabilité d’un caractère est un indicateur de la possibilité, pour une population
donnée, de répondre à la sélection et reflète le potentiel d’évolution de cette popu-
lation (Thomas et al., 2000). La connaissance de la covariance entre les caractères
quantitatifs d’individus apparentés permet d’estimer l’héritabilité d’un caractère
(Falconer, 1974; Ritland, 1996b). De manière classique, des dispositifs expérimen-
taux bien précis sont mis en place et les relations de parenté sont donc connues
(Lynch et Walsh, 1998; Thomas et al., 2000). Lorsque les relations généalogiques
entre les individus sont connues, il est possible de calculer les coefficients d’ap-
parentement puis d’estimer la variation génétique à partir de mesures faites sur
les individus (Moore et Kukuk, 2002). Mais en milieu naturel, l’apparentement
entre les individus est inconnu.
L’objectif dans cette partie est de proposer un modèle qui permet d’estimer
simultanément l’apparentement et l’héritabilité sans connaissance du pedigree.
Tout d’abord nous rappelons le lien entre variance phénotypique et génétique
puis nous présentons rapidement les modèles existants pour l’estimation de l’hé-
ritabilité en milieu naturel. La dernière partie est consacré au développement
d’un modèle hiérarchique bayésien qui permet d’estimer simultanément l’appa-
rentement et l’héritabilité.
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2.2 Covariance phénotypique et covariance géné-
tique
Les modèles de génétique quantitative classiquement utilisés (Lynch et Walsh,
1998), sont exprimés en terme de modèles linéaires mixtes :
Y = Xβ + a+ ε (2.1)
où Y = (Y1, . . . , Yn) est le vecteur phénotypique de n individus, X une matrice
n × q de co-variables, β les effets fixes associé, a = (a1, . . . , an) le vecteur des
effets génétiques additifs individuels supposé gaussien d’espérance nulle et de
matrice de variance covariance Va. Enfin, ε = (ε1, . . . , εn) est un vecteur de
résidus supposé gaussien d’espérance nulle et de matrice de variance covariance
Vε = σ2εId où Id désigne la matrice identité. En supposant que les vecteurs a et
ε ne sont pas corrélés, l’espérance et la matrice de variance-covariance du vecteur
des observations Y sont
E(Y) = Xβ
et
V2Y = Va + σ2ε .
Le premier terme de cette dernière expression correspond à la contribution de
la variance des effets génétiques additifs et le second terme correspond à celle
des résidus. Les effets fixes influence donc l’espérance des Y tandis que les effets
aléatoires influencent la variance et la covariance des Y .
Dans le cas de populations diploïdes, l’effet génétique individuel a se décom-
pose en deux parties. La première am correspond à la part génétique héritée de
la mère m, et la seconde ap correspond à la part génétique héritée du père p. Si
les effets de dominance et d’épistasie sont nuls, le modèle s’écrit
Y = Xβ + am + ap + ε
Si les effets sont distribués selon une gaussienne d’espérance nulle et de même va-
riance (même population d’effets), la covariance phénotypique entre les individus
1 et 2, est égale à
CovY1,Y2 = Covam1+ap1+ε1,am2+ap2+ε2
= Covam1+ap1 ,am2+ap2
= Covam1 ,am2 + Covam1 ,ap2 + Covap1 ,am2 + Covap1 ,am2
Le calcul de CovY1,Y2 dépend du patrimoine génétique commun que partage les
deux individus et donc de leur degrés d’apparentement (Lynch et Walsh, 1998).
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Les deux individus partagent des gènes identiques par descendance avec la pro-
babilité θ. Comme les effets sont issus de la même distribution gaussienne, On en
déduit que
CovY1,Y2 = 4θE(amap).
Or les parents ne transmettent que la moitié de leur patrimoine génétique, 4θE(amap)
correspond au double de la variance génétique additive que multiplie la probabi-
lité que les gènes tirés aléatoirement chez les deux individus soit IBD. Donc
CovY1,Y2 = 2θ12σ2a = σ2ar12.
où σ2a désigne la variance additive, θ12 le coefficient d’apparentement ("co-ancestry")
et r12 = 2θ12 le coefficient de parenté (relatedness coefficient, cf introduction).
Ainsi, dans un modèle de génétique additif Va = Rσ2a et les effets individuels sont
a = (a1, . . . , an) ∼ N (0, σ2aR)
où R est la matrice des coefficients de parenté entre tous les couples d’individus.
2.3 Revue des modèles classiques pour l’estima-
tion de l’héritabilité en milieu naturel
Nous avons déjà relevé que les modèles pour l’estimation de l’apparentement
génétique à l’aide des données moléculaires pouvaient être regroupées en deux ca-
tégories : ceux qui sont basés sur les moments et ceux basés sur la vraisemblance.
De même, les méthodologies développées permettant de combiner à la fois l’in-
formation apportée par les données moléculaires et l’information phénotypique
pour estimer l’héritabilité, lorsque le pedigree n’est pas connu, peuvent être clas-
sées en deux catégories (Ritland, 1996b; Mousseau et al., 1998; Thomas et Hill,
2000; Thomas, 2005). La première approche, développée par Ritland (1996b), est
basée sur une procédure de régression linéaire simple (Moore et Kukuk, 2002).La
seconde famille, développée par (Mousseau et al., 1998; Thomas et Hill, 2000),
est basées sur des approches par maximum de vraisemblance.
2.3.1 Modèle de régression linéaire pour l’estimation de
l’héritabilité
Soient Y = (Y1, . . . , Yn) le phénotype de n individus. L’approche proposée
par Ritland (1996b) repose sur la similarité phénotypique Zc entre les C couples
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d’individu et est définie par
Zc =
(Yi − Y¯ )(Yj − Y¯ )
σ¯2Y
avec Y¯ et σ¯2Y sont la moyenne et la variance empirique des Y . Le modèle de
régression proposé par Ritland (1996b), pour l’héritabilité du caractère, est
Zc = 2θch
2 + εc (2.2)
où h2 est l’héritabilité au sens strict, θc le coefficient d’apparentement entre les
individus du couple c et εc un terme résiduel. Dans ce modèle, le coefficient
d’apparentement est supposé connu. Il est en fait substitué par la valeur de son
estimation. Il s’agit d’un modèle de régression linéaire où h2 est le paramètre à
estimer et θ est la variable indépendante. L’estimateur de l’héritabilité au sens
strict est donné par
ĥ2 =
Cov(Zc, θc)
2Vθ
,
Vθ étant la variance vraie du coefficient d’apparentement moyen entre toutes les
paires d’individus. La variance vraie de l’apparentement est due à la présence de
différents modes d’apparentement dans la population (par exemple la présence à
la fois de couples de pleins-frères, de demi-frères et de non-apparentés) (Ritland,
2000). L’expression de Vθ dépend de la méthode d’estimation utilisée. En utili-
sant l’estimateur qu’il propose dans Ritland (1996a), Ritland (1996b) montre que
l’estimateur de Vθ est égal à
V̂θ =
1
C
C∑
c=1

{∑L
l=1 ωlθˆl,c
}2
−∑Ll=1 ω2l θˆl,c
1−∑Ll=1 ω2l
−( 1
C
C∑
c=1
θˆc
)2
.
où θˆc est l’estimateur de l’apparentement entre les individus du couple c au locus
L. Ce modèle a été appliqué récemment pour l’estimation de l’héritabilité dans
une population de Karité au Mali (Bouvet et al., 2008).
2.3.2 Modèle de la vraisemblance pour l’estimation de l’hé-
ritabilité
Le modèle de la vraisemblance pour l’estimation de l’héritabilité développé par
(Mousseau et al., 1998) est basé sur l’hypothèse que la distribution de l’apparente-
ment entre les individus est connue. (Mousseau et al., 1998)se place dans le cadre
où les individus sont soit non-apparentés soit plein-frères. De plus, la variabilité
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génétique est aussi supposée purement additive et il n’y a pas d’effet d’environ-
nement ni d’effet maternel. Sous ces hypothèses, la corrélation attendue entre les
caractères quantitatifs de deux individus est égale à 2θh2 ; la corrélation attendue
entre les caractères quantitatifs est nulle si les individus sont non-apparentés et
vaut 0.5h2 s’ils les individus sont plein-frères comme θ = 1/4 dans ce dernier cas
(Mousseau et al., 1998).
Soit Y le phenotype de n individus. On suppose que le génotype g des indivi-
dus à au moins un locus pour les n individus est disponible. La distribution des
caractères quantitatifs de deux individus peut être définie selon trois approches
différentes. La première approche consiste à considérer que le couple (Y1, Y2) a une
distribution bivariée dont l’apparentement et l’héritabilité affectent uniquement
le terme de covariance. La seconde approche revient à dire que le produit Y1Y2 suit
une distribution univariée dont seule la moyenne est fonction de l’apparentement
et de l’héritabilité. Une dernière approche est de considérer que la somme Y1+Y2
a une distribution univariée dont seule la variance et non la moyenne est fonction
de l’apparentement et de l’héritabilité. L’inconvénient de la seconde approche est
que si nous considérons que la distribution des Yi, i = 1, 2 est une gaussienne,
la distribution des Y1Y2 est asymétrique et donc il faudrait plutôt choisir une
distribution non gaussienne. Les deux autres approches (la première et la troi-
sième) présentent essentiellement les mêmes avantages. En effet, elles exploitent
toutes les deux essentiellement la même information à partir des données et fina-
lement la dernière est retenue par (Mousseau et al., 1998). Mousseau et al. (1998)
donne les probabilités conditionnelles d’observer un couple de génotype (g1, g2),
à un locus, sachant que les individus ont soit indépendants (na) soit pleins frères
(pf). Ces probabilités sont données dans le Tableau 2.1. Notons P
(
Gl1, G
l
2|na
)
Probabilité des marqueurs sachant que les individus sont
Génotype du couple non apparentés plein-frères
AiAi − AiAi p2i (1 + pi)2/4
AiAj − AiAj 4pipj (1 + pi + pj + 2pipj)/2
AiAi − AiAj 4pi 1 + pi
AiAj − AiAk 4pi (1 + 2pi)/2
AiAj − AkAl 1 1/4
Tab. 2.1 – Probabilité d’observer un couple de génotypes, à un locus chez
des individus diploïdes, conditionnellement à leur mode d’apparentement : non-
apparentés ou plein-frères. Les indices j, k et l représentent des allèles mutuelle-
ment différents de l’allèle i.
et P
(
Gl1, G
l
2|pf
)
les probabilités d’observer à un locus, l, d’un couple sachant
que les individus sont respectivement non-apparentés et plein-frères. La probabi-
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lité d’observer des genotypes en plusieurs locus indépendants conditionnellement
au mode de parenté d’un couple est tout simplement le produit des probabilités
conditionnelles du couple de génotypes observé à chaque locus. Notons µ et σ2
la moyenne et la variance de la variable aléatoire Y et considérons maintenant
Y ′1 = (Y1−µ)/σ la valeur phénotypique centrée et réduite de Y pour l’individu 1.
L’espérance de Y ′1 +Y ′2 est nulle et sa variance est égale à 2 si les individus 1 et 2
ne sont pas apparentés et est égale à 2 + h2 si le couple est plein-frère. Mousseau
et al. (1998) proposent un modèle de mélange pour l’héritabilité :
L(h2) =
∏
i<j
[
(1− λ)
L∏
l=1
P
(
Gl1, G
l
2|na
)
φ(Y ′i + Y
′
j , 0, 2)
+λ
L∏
l=1
P
(
Gl1, G
l
2|pf
)
φ(Y ′i + Y
′
j , 0, 2 + h
2)
]
avec φ(Y, 0, σ2) est la fonction de densité gaussienne centrée et de variance σ2, λ
la proportion de mélange qui est supposée connue.
Thomas et al. (2000) ont généralisé le modèle de mélange proposé par Mous-
seau et al. (1998) pour prendre en compte simultanément d’autres structures de
parenté prédéterminées, par exemple une population composée de non-apparentés,
de demi-frères et de plein-frères.
2.4 Modèle pour l’estimation de l’apparentement
et de l’héritabilité en milieu naturel
Les modèles classiques permettent d’estimer l’héritabilité en milieu naturel
lorsque le coefficient d’apparentement (Ritland, 1996b) ou le mode d’apparente-
ment (Mousseau et al., 1998) est supposé connu. Mais le plus souvent, en milieu
naturel, l’apparentement n’est pas connu et il est estimé à l’aide des données mo-
léculaires. Le modèle de régression linéaire de Ritland (1996b) peut être utilisé en
estimant préalablement l’apparentement entre les individus avant d’estimer l’hé-
ritabilité. L’inconvénient est que l’effet de la variabilité de l’apparentement sur
l’estimation de l’héritabilité n’est pas prise en compte. Le modèle de Mousseau
et al. (1998) considère par contre qu’un couple d’individus donné ne peut avoir
qu’un certain nombre de types de parenté ; par exemple que deux individus sont
soit pleins-frères soit non-apparentés. En milieu naturel, il est souvent difficile
d’envisager que les individus ne peuvent avoir que certains types de parenté. Le
plus souvent, l’apparentement varie dans ces conditions sur une échelle continue.
Deux solutions sont possibles : la première solution est d’estimer d’abord l’ap-
parentement puis l’héritabilité ; une seconde solution consiste à estimer simulta-
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nément l’apparentement et l’héritabilité en utilisant les données moléculaires et
les données phénotypiques. L’inconvénient de la première solution est qu’il est
possible que la matrice d’apparentement estimée préalablement ne soit pas une
matrice définie- positive. La seconde solution d’une part nous assure par contre
que la matrice d’apparentement obtenue est bien définie-positive et d’autre part
elle permet de tenir compte de la variabilité de l’estimation de l’apparentement
dans l’estimation de l’héritabilité. Nous proposons un modèle pour estimer à la
fois l’apparentement et l’héritabilité en milieu naturel en utilisant les données
moléculaires. L’approche choisie est celle d’un modèle bayésien hiérarchique. La
raison du choix d’un modèle bayésien hiérarchique est que, conditionnellement au
vecteur des probabilités d’IBD, donc de la connaissance de la matrice d’apparen-
tement, la loi du phénotype et du mode d’identité par état est connue.
2.4.1 Modèle bayésien hiérarchique
Soient y le vecteur des n phénotypes, a = (a1, . . . , an) les effets génétiques
additifs associés aux n individus. Le modèle de génétique quantitative additif (cf
Equation 1 de l’introduction) peut être formulé de manière hiérarchique :
Yi|µ, ai, σε ∼ N (µ+ ai, σ2ε)
a = (a1, . . . , an) |σ2a, R ∼ N (0, σ2aR),
où σ2ε est la variance résiduelle, Id désigne la matrice identité, σ2a la variance addi-
tive et R la matrice de parenté (R = 2Θ) entre tous les individus qui dépend des
probabilités d’IBD. Le modèle défini par les equations suivantes permet d’esti-
mer simultanément l’héritabilité d’un caractère phénotypique et l’apparentement
entre les individus
Le modèle hiérarchique bayésien est défini par les équations suivantes :
1. modèle des données (phénotype et IBS)
piY |µ,a,σ2ε (Y |µ, a, σ2ε) =
n∏
i=1
N (µ+ ai, σ2εId) (2.3)
piIBS|∆(IBS|∆) =
C∏
c=1
L∏
l=1
{
9∑
i=1
P(IBSlj,c|IBDli,c)∆i,c
}
(2.4)
pour j = 1, . . . , 9 et Id la matrice identité. Ce premier niveau exprime le
fait d’une part que conditionnellement aux effets génétiques additifs, les
phénotypes sont indépendants et d’autre part que les phénotypes et les IBS
sont indépendants.
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2. modèle du processus
pia|σ2a,R(a|σ2a, R) = Nn(0, σ2aR) (2.5)
3. modèle des paramètres
pi∆(∆) =
C∏
c=1
pi∆c(∆c) =
C∏
c=1
D(u1, . . . , u9) (2.6)
piµ(µ) = N (0, σ2µ) (2.7)
piσa(σ
2
a) = IG(ma, sa) (2.8)
piσ2ε (σ
2
ε) = IG(mε, sε) (2.9)
Nous supposons donc a priori que les ∆ sont indépendants entre individus
et tous tirés selon la même loi de Dirichlet où les paramètres u sont fixés. De
plus, nous supposons que les paramètres ∆, µ, σ2a et σ2ε sont indépendants.
Enfin, IG désigne une loi inverse Gamma où les paramètres m. et s. sont
fixés.
2.4.2 Lois a posteriori des paramètres
La densité de la loi jointe a posteriori des paramètres du modèle est
pia,∆,µ,σ2a,σ2ε |y,IBS(a,∆, µ, σ
2
a, σ
2
ε |y, IBS) ∝ piy|µ,a,σ2ε (y|µ, a, σ2ε)piIBS|∆(IBS|∆)
pia|σ2a,R(a|σ2a, R)pi∆(∆)piµ(µ)piσ2a(σ2a)piσ2ε (σ2ε).
La densité de la loi conditionnelle complète a posteriori de chacun des paramètres
est déduite de la densité de la loi jointe a posteriori en considérant cette dernière
comme une fonction du paramètre qui nous intéresse, les données et les autres
paramètres étant fixés (Sorensen et Gianola, 2007).
– La densité de la loi conditionnelle complète a posteriori du vecteur des effets
génétiques est
pia|y,IBS,R,µ,σ2a,σ2ε (a|y, IBS,R, µ, σ2a, σ2ε) ∝ piy|µ,a,σ2ε (y|µ, a, σ2ε)pia|σ2a,R(a|σ2a, R)
∝ (σ2ε)−n/2 exp(−(y − µ− a)′ (y − µ− a)2σ2ε
)
×
(
det(σ2aR)
)−1/2
exp
(
− 1
2σ2a
a′R−1a
)
∝ (σ2ε)−n/2 (det(σ2aR))−1/2 ×
exp
(
−(y − µ− a)
′ (y − µ− a)
2σ2ε
− 1
2σ2a
a′R−1a
)
.
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En développant cette dernière expression, on peut montrer que
a|y, IBS,∆, µ, σ2a, σ2ε ∼ N (µa|y,Σa|y)
avec
µa|y = σ−2ε Σa|y(y − µ)
et
Σa|y = σ2ε
(
I +
σ2ε
σ2a
R−1
)−1
– La densité de la loi conditionnelle complète a posteriori du vecteur ∆ des
probabilités d’IBD est
pi∆|y,IBS,a,σ2a(∆|y, IBS, a, σ2a) ∝ piIBS|∆(IBS|∆)pia|σ2a,R(a|σ2a, R)pi∆(∆)
∝ piIBS|∆(IBS|∆)pia|σ2a,R(a|σ2a, R)
∝
C∏
c=1
L∏
l=1
9∑
i=7
P(IBSlj,c|IBDli,c)∆i,c ×
(
det(σ2aR)
)−1/2
exp
(
− 1
2σ2a
a′R−1a
)
pour j = 1, . . . , 9.
– En faisant le même raisonnement que pour a, la densité de la loi condition-
nelle complète a posteriori de la moyenne µ est
piµ|y,a,σ2ε (µ|y, a, σ2ε) = N
{(
Id+
σ2ε
σ2µ
)−1
(y − a), σ2ε
(
Id+
σ2ε
σ2µ
)−1}
– La densité de la loi conditionnelle complète a posteriori de la variance gé-
nétique additive est
piσ2a|a,R,ma,sa(σ
2
a|a,R,ma, sa) ∝ pia|σ2a,R,ma,sa(a|σ2a, R,ma, sa)piσ2a(σ2a)
∝ (det(σ2aR))−1/2 exp(− 12σ2a a′R−1a
)
×
smaa
Γ(ma)
(σ2a)
−(ma+1) exp(−sa/σ2a)
∝ (σ2a)−n/2 (σ2a)−(ma+1) exp(−a′R−1a+ 2sa2σ2a
)
∝ (σ2a)−(
n+2ma
2
+1) exp
(
−a
′R−1a+ 2sa
2σ2a
)
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où Γ est la fonction gamma, Nous reconnaissons, dans cette dernière ex-
pression, une loi inverse-gamma de paramètres
ma|y =
n
2
+ma
et
sa|y =
a′R−1a
2
+ sa.
– En procédant de la même manière, on obtient la densité de la loi condition-
nelle a posteriori complète de σ2e qui est une inverse-gamma de paramètres
mε|y =
n
2
+mε
et
sε|y =
(P − µ− a)′(P − µ− a)
2
+ sε.
2.5 Conclusion
Nous avons, dans ce chapitre, d’abord présenté les modèles classiques pour
l’estimation de l’héritabilité en milieu naturel à l’aide des données moléculaires.
Le premier modèle présenté, celui de Ritland (1996a), repose sur une procédure
de régression linéaire. Ce modèle consiste à écrire la similarité génotypique des
couples d’individus en fonction de leur apparentement. Ce modèle est, à première
vue, bien adapté à l’estimation de l’héritabilité en milieu naturel vu que dans ce
contexte l’apparentement varie sur une échelle continue. Cependant, comme en
milieu naturel, l’apparentement génétique n’est justement pas connu, il est estimé,
la variabilité de l’estimation de l’apparentement doit être prise en compte et le
modèle de Ritland ne prend pas bien en compte cette variabilité. Mousseau et al.
(1998) ont développé un modèle de la vraisemblance pour estimer l’héritabilité et
les corrélations génétiques. Ce modèle suppose que la structure d’apparentement
est connue : les individus sont soit plein-frères soit non apparentés. Il a été appli-
qué à une population de saumons en captivité composée uniquement de familles
de plein-frères. Ce modèle a été généralisé par Thomas et al. (2000) pour prendre
en compte d’autres structures d’apparentement prédéterminées (non-apparentés,
demi-frères, plein-frères par exemple). L’application pratique de ces modèles à
des études réalisées en milieu naturel est confrontée au fait qu’en milieu naturel
l’apparentement varie, comme nous l’avons déjà indiqué, sur une échelle conti-
nue. Nous avons proposé une approche pour modéliser à la fois l’apparentement
et l’héritabilité. Il s’agit d’un modèle bayésien hiérarchique pour l’apparentement
et l’héritabilité. L’intérêt de ce modèle est d’une part, qu’il nous libère de de-
voir faire des hypothèses sur la structuration de l’apparentement en un certain
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nombre de classes prédéterminées, et d’autre part, qu’il permet de prendre en
compte l’effet de la variabilité de l’estimation du vecteur des probabilités d’IBD
sur l’estimation de la variance génétique additive. Ce modèle nous assure enfin
que la matrice d’apparentement des couples d’individus est bien définie-positive.
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Chapitre 3
Estimation des paramètres
génétiques en milieu naturel
L’objectif dans ce chapitre est de proposer des méthodes d’estimation des pa-
ramètres génétiques en milieu naturel. Comme nous avons choisi de nous placer
dans un cadre bayésien, nous rappelons tout d’abord les outils nécessaires pour
l’inférence statistique bayésienne, notamment les méthodes de Monte Carlo et
les méthodes de Monte Carlo par Chaînes de Markov (MCMC). Nous proposons
ensuite trois algorithmes pour l’estimation de l’apparentement en milieu natu-
rel. Les 2 premiers algorithmes sont des algorithmes de Metropolis-Hastings et
la différence entre ces algorithmes est principalement liée au choix de la loi de
proposition. Nous présentons ensuite un algorithme pour estimer à la fois l’appa-
rentement et l’héritabilité lorsque le pedigree n’est pas connu.
3.1 L’inférence statistique bayésienne et les mé-
thodes de Monte Carlo par Chaînes de Mar-
kov
Les méthodes statistiques fréquentistes considèrent les paramètres comme des
quantités fixes alors que les méthodes statistiques bayésiennes considérent les pa-
ramètres comme des variables aléatoires. La différence principale entre l’approche
bayésienne et l’approche classique dite fréquentiste est que la première propose
une loi de probabilité sur les paramètres (Robert, 1992). Les paramètres ne sont
donc plus considérés comme des quantités fixes mais comme des variables aléa-
toires dont nous avons une connaissance plus ou moins exacte. Cette connaissance
est traduite par le choix d’une distribution a priori sur les paramètres. On ap-
pellemodèle statistique bayésien la donnée d’un modèle statistique paramétré
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ayant pour fonction de densité fY |φ(Y |φ) et d’une loi a priori sur les paramètres
notée piφ(φ) qui admet pour fonction de densité fφ(φ) (Robert, 1992). La loi a
posteriori de φ est obtenue par utilisation de la version continue de la formule de
Bayes (1763) :
fφ|Y (φ|Y ) =
fY |φ(Y |φ)fφ(φ)∫
fY |φ(Y |φ)fφ(φ)dφ. (3.1)
La principale différence entre l’approche bayésienne et l’approche dite classique
ou fréquentiste basée sur la vraisemblance est que la vraisemblance est, avec
l’approche bayésienne, modifiée en une loi a posteriori donnée par la formule 3.1
et représente l’actualisation de l’information a priori, donnée par la loi a priori
piφ(φ), au vu de l’information contenue dans les observations, fY |φ(Y |φ) (Robert,
1992; Marin et Robert, 2007).
Le choix de la loi a priori reste un problème délicat en statistique bayésienne.
Lorsque des connaissances a priori sur les données ou le modèle sont disponibles,
elles pourront ou devront être utilisées pour le choix de la loi a priori (Marin
et Robert, 2007). Cependant, il faut bien souligner que l’introduction d’une loi
piφ sur les paramètres φ divisent depuis de nombreuses années les statisticiens
(Robert, 1992; Efron, 2005). L’inférence statistique bayésienne est basée sur les
distributions a posteriori des paramètres du modèle. Ainsi l’inférence bayésienne
est réalisée conditionnellement aux observations et l’analyse bayésienne donne
un sens probabiliste bien précis à ce conditionnement en attribuant une loi de
probabilité aux paramètres (Parent et Bernier, 2007). Le problème est de calcu-
ler les caractéristiques a posteriori des paramètres φ, de certaines fonctions des
paramètres h(φ) ou des espérances, sous la loi a posteriori, de ces fonctions de la
forme : ∫
h(φ)fφ|Y (φ|Y )dφ.
Il peut s’agir, par exemple, de la moyenne a posteriori qui est donnée par l’espé-
rance de φ sous la loi a posteriori
Eφ|Y (φ|Y ) =
∫
φfφ|Y (φ|Y )dφ
Le plus souvent, le paramètre φ est un vecteur multidimensionnel de dimension
K, de la forme φ = (φ1, φ2, . . . , φK) et le calcul du dénominateur dans l’expres-
sion de la loi a posteriori (Equation 3.1) fait intervenir une intégrale multiple. Ce
calcul pose souvent problème. Il faut généralement prendre en compte l’impossi-
bilité de calculer cette expression quand on réalise la phase d’inférence bayésienne
(Parent et Bernier, 2007). Nous distinguons deux classes de méthodes d’inférence
bayésienne : les méthodes de calcul analytique et les méthodes numériques. Les
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méthodes de calcul analytique englobent celles basées sur les distributions a priori
dites conjuguées. Une famille de lois a priori, notée Πφ est dite conjuguée si,
pour toute loi a priori piφ ∈ Πφ, la loi a posteriori piφ|Y (φ|Y ) appartient également
à Πφ (Robert, 1992). Le passage des lois a priori aux lois a posteriori se réduit
alors simplement à un changement de paramètres (Robert, 1992). L’emploi des
méthodes analytiques ne peut être envisagé que dans des cas particuliers. Or en
pratique, pour réaliser l’inférence bayésienne des modèles à plusieurs paramètres,
donc plus complexes, la loi a priori est généralement de structure quelconque et
donc la commodité que représente le calcul des lois conjuguées naturelles ne peut
pas être exploitée (Parent et Bernier, 2007). Des méthodes numériques doivent
donc être envisagées pour la réalisation effective de l’inférence bayésienne des
modèles multiparamètriques plus complexes (Parent et Bernier, 2007). Parmi les
méthodes numériques, nous pouvons citer les méthodes de Monte Carlo et les
méthodes de Monte Carlo par Chaînes de Markov (MCMC pour Markov Chain
Monte Carlo). Ces méthodes sont des méthodes algorithmiques qui sont main-
tenant largement utilisées pour évaluer les densités a posteriori piφ|Y (φ|Y ) des
paramètres (Chib et Greenberg, 1995; Parent et Bernier, 2007).
3.1.1 Les méthodes de Monte Carlo
Les méthodes de Monte Carlo ont été développées à l’origine dans le domaine
de la physique pour approcher des expressions de la forme
EY (h(Y )) =
∫
h(Y )fY (Y )dµ(Y ) <∞, (3.2)
où fY est la densité de la variable aléatoire Y par rapport à la mesure µ et h une
fonction mesurable quelconque. La méthode de Monte carlo consiste à réaliser des
simulations numériques de variables aléatoires pour obtenir une approximation
d’intégrales qui converge avec le nombre de simulations. Ceci est justifié par la
loi forte des grands nombres (Marin et Robert, 2007). Nous avons d’après la loi
forte des grands nombres,
1
n
n∑
i=1
h(Yi)
p.s−→ EY (h(Y ))
En outre, si EY (h(Y )2) <∞, par l’emploi du théorème central-limite, nous avons
un résultat de convergence asymptotique
√
n
(
1
n
∑n
1 h(Yi)− EY (h(Y ))
)√
VY (h(Y ))
p.s−→ N (0, 1)
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et nous pouvons construire un intervalle de confiance asymptotique pour EY (h(Y )).
Néanmoins, il n’est pas toujours possible de simuler suivant la loi de Y , piY . De
plus, il peut s’avérer, comme c’est le cas pour la simulation d’événements rares,
que la simulation suivant piY n’est pas toujours optimale (Marin et Robert, 2007).
Lorsque la simulation selon la loi piY n’est pas possible et en notant que l’expres-
sion (3.2) peut aussi s’écrire d’une autre manière comme∫
h(Y )fY (Y )
g(Y )
g(Y )dµ(Y ),
où g est la densité d’une autre loi de probabilité dont le support contient celui
de la loi associée à la densité fY . Ainsi, un échantillon simulé selon la densité g
permet aussi d’approcher cette expression lorsque la fonction h(Y )fY (Y )/g(Y )
est employée (Marin et Robert, 2007). Cette autre méthode de Monte-Carlo est
appelée méthode d’échantillonnage préférentiel ou pondéré 1 : elle consiste à si-
muler une suite Y1, . . . , Yn suivant la loi de densité g et d’approcher EY (h(Y ))
par
1
n
n∑
i=1
h(Yi)
f(Yi)
g(Yi)
. (3.3)
La loi g est appelée la loi d’importance et le rapport fY (Yi)/g(Yi) est le poids
d’importance associé à la variable aléatoire Yi. D’après la loi forte des grands
nombres
1
n
n∑
i=1
h(Yi)
f(Yi)
g(Yi)
p.s−→
∫ (
h(Y )
fY (Y )
g(Y )
)
g(Y )dµ(Y ) = EY (h(Y )) .
3.1.2 Les méthodes de Monte Carlo par chaînes de Markov
Les méthodes de Monte Carlo par chaînes de Markov (MCMC) permettent
d’obtenir un échantillon Y1, . . . , Yn de loi piY sans simuler directement suivant piY .
Le principe général des méthodes MCMC repose sur l’utilisation d’une chaîne de
Markov (Yt)t∈N ergodique de loi stationnaire piY ; ainsi, si Y
t a comme distribution
marginale piY , Y t+1 est aussi marginalement distribué selon piY (Marin et Robert,
2007). On appelle algorithme MCMC toute méthode produisant une chaîne de
Markov ergodique de loi stationnaire la distribution d’intérêt (Robert, 1996). Le
théorème ergodique garantit la convergence presque sûre de
1
T
T∑
t=1
h(Y t)
1Cette méthode est appelée importance sampling en anglais
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vers EY [h(Y )] =
∫
h(Y )dpiY (Y ) lorsque T tend vers l’infini pour toute fonction h
réelle dont l’espérance en valeur absolue est finie et ceci quelque soit la distribution
initiale (Marin et Robert, 2007).
En inférence bayésienne, la méthode MCMC la plus couramment utilisée pour
simuler selon la loi a posteriori piφ|Y (φ|Y ) est celle dite de Metropolis-Hastings
(Parent et Bernier, 2007). celle approche, décrite par l’Algorithme 1, repose sur
l’utilisation d’une loi dite loi instrumentale ou loi de proposition de densité condi-
tionnelle qφ|φt−1(φ|φt−1) et sur le calcul du ratio de Métropolis-Hasting suivant :
ρ =
fφ|Y (φ|Y )
fφt−1|Y (φt−1|Y )
qφt−1|φ(φt−1|φ)
qφ|φt−1(φ|φt−1)
=
fY |φ(Y |φ)fφ(φ)
fY |φt−1(Y |φt−1)fφt−1(φt−1)
qφt−1|φ(φt−1|φ)
qφ|φt−1(φ|φt−1)
L’intérêt majeur de l’algorithme de Metropolis-Hastings est qu’il n’est pas néces-
saire de calculer les constantes de normalisation. Il suffit donc pour mettre en
œuvre cet algorithme de connaître la loi cible à la constante de normalisation
près. Cet algorithme a été d’abord développé par Metropolis et al. (1953) et gé-
néralisé plus tard par Hastings (1970). Cependant, bien que, la convergence de
l’algorithme de Metropolis-Hastings soit théoriquement garantie pour un large
choix de lois de proposition (Roberts et Smith, 1994), le choix de la loi de pro-
position influence fortement la vitesse de convergence de l’algorithme (Parent et
Bernier, 2007). Un mauvais choix de la loi de proposition peut entraîner soit un
fort taux de rejet des valeurs proposées et donc la chaîne de Markov bouge diffici-
lement soit une mauvaise exploration du support de la loi cible piφ|Y car la chaîne
reste dans un voisinage de la valeur initiale φ0 (Marin et Robert, 2007). Un autre
Algorithme 1 Algorithme de Metropolis-Hastings
Initialisation : choisir φ0
for t from 1 to T do
générer φ ∼ qφ|φt1 (φ|φt−1) et u ∼ U[0,1]
calculer ρ = fφ|Y (φ|Y )
fφt−1|Y (φt−1|Y )
qφt−1|φ(φ
t−1|φ)
qφ|φt−1 (φ|φt−1)
décider
if u ≤ ρ then
φt = φ
else
φt = φt−1
end if
end for
algorithme MCMC est celui de l’échantillonnage de Gibbs qui a été initialement
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développé par Geman et Geman (1984). Considérons un vecteur φ = (φ1, . . . , φK)
de dimension K de loi piφ|Y (φ|Y ). Supposons qu’il est possible de simuler selon
toutes les lois conditionnelles piφk|φ(−k),Y (φk|φ(−k), Y ), k = 1, . . . , K et où φ(−k)
désigne le vecteur φ privé de la composante k. L’algorithme d’échantillonnage de
Gibbs est donné par l’Algorithme 2. Chaque étape de l’algorithme de Gibbs est
en fait scindée en K sous-étapes successives correspondant chacune à la simula-
tion suivant la distribution conditionnelle de l’une des composantes du vecteur φ
sachant toutes les autres composantes. La distribution jointe est stationnaire à
chacune des K sous-étapes de l’itération t = 1, . . . , T et si la chaîne est irréduc-
tible, elle converge vers piφ|Y pour toute valeur initiale (Marin et Robert, 2007).
L’algorithme d’échantillonnage de Gibbs est un cas particulier de l’algorithme de
Algorithme 2 Algorithme d’échantillonnage de Gibbs
for t from 1 to T do
générer φt1 ∼ piφt1|φt−12 ,...,φt−1K ,Y (φ
t
1|φt−12 , . . . , φt−1K , Y )
générer φt2 ∼ piφt2|φt1,φt−13 ...,φt−1K ,Y (φ
t
1, φ
t−1
3 . . . , φ
t−1
K , Y )
...
générer φtK ∼ piφtK |φt1,φt3...,φtK−1,Y (φt1, φt3 . . . , φtK−1, Y )
end for
Metropolis-Hastings
Alors que la mise en oeuvre de l’algorithme de Metropolis-Hastings exige de
connaître la loi a posteriori à une constante multiplicative près, celle de l’algo-
rithme d’échantillonnage de Gibbs exige la connaissance des distributions condi-
tionnelles complètes. Ainsi, l’algorithme de Metropolis-Hastings comparé à celui
de l’échantillonnage de Gibbs est générique en ce sens qu’il présente de plus larges
possibilités d’utilisation.
3.2 Algorithmes d’estimation des paramètres
3.2.1 Version bayésienne du modèle de Milligan
La version bayésienne du modèle de Milligan a été présentée dans la définition
4 et la figure 3.1 présente le graphe orienté acyclique du modèle. Dans la version
bayésienne du modèle, les paramètres d’intérêt sont, les probabilités d’IBD, ∆ et
le vecteur latent des modes d’IBD, IBD. D’un point de vue bayésien, l’objectif
est de pouvoir simuler selon la loi a posteriori
pi∆,IBD|IBS(∆, IBD|IBS)
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Δ
IBD
IBS
Paramètre inconnu
Variable latente
Variable observée
Fig. 3.1 – Graphe acyclique orienté du modèle bayésien hiérarchique
Cela est possible en utilisant un algorithme de Gibbs. En effet, la loi a posteriori
du vecteur des probabilités d’identité par états est
pi∆|IBD,IBS(∆|IBD, IBS) ∝ piIBS|IBD(IBS|IBD)piIBD|∆(IBD|∆)pi∆(∆)
Comme, la loi du mode d’IBS conditionnellement au mode d’IBD est indépen-
dante de ∆,
pi∆|IBD,IBS(∆|IBD, IBS) ∝ piIBD|∆(IBD|∆)pi∆(∆)
La loi du mode d’identité par états, IBD est
piIBD|∆(IBD|∆) =
L∏
l=1
piIBDl|∆(IBD
l|∆)
où piIBDl|∆(IBDl|∆) est une loi multinomiale de paramètres ∆1, . . . ,∆9. De plus,
nous avons supposé que la loi a priori de ∆ était une loi de Dirichlet. Comme la
loi de Dirichlet est la conjuguée naturelle de la loi multinomiale (Robert, 1992),
la loi a posteriori pi∆|IBD(∆|IBD) est donc une loi de Dirichlet
D(#IBD1 + α,#IBD2 + α, . . . ,#IBD9 + α).
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où #IBDi =
∑L
l=1 1lIBDl=IBDli désigne le nombre total de locus sur l’ensemble
des différents loci de type IBDi, i = 1, . . . , 9.
La loi a posteriori de IBD sachant IBS et ∆ est une loi discrète qui est
entièrement définie par les probabilités a posteriori. Pour un locus l,
pli = P
(
IBDli|∆, IBSlj
)
=
P(IBSlj|IBDli)∆i∑9
i=1 P(IBSlj|IBDli)∆i
, j ∈ {1, . . . , 9}
pour i = 1, . . . , 9 et donc
piIBDl|∆,IBSl(IBD
l|∆, IBSl) =M(1, pl1, pl2, . . . , pl9).
Ainsi, la loi a posteriori pi∆,IBD|IBS(∆, IBD|IBS) peut être simulée avec l’algo-
rithme d’échantillonnage de Gibbs (Algorithme 3)
Algorithme 3 Algorithme de Gibbs pour l’apparentement
générer ∆0 ∼ D(1, 1, 1)
à l’étape t, générer
IBDl,t+1 ∼M(1,∆l,t1 ,∆l,t2 , . . . ,∆l,t9 ), l = 1, . . . , L
∆t+1 ∼ D(#IBDt+11 + α,#IBDt+12 + α, . . . ,#IBDt+19 + α)
3.3 Estimation de l’apparentement en milieu na-
turel : prise en compte de l’information spa-
tiale
Le modèle de l’apparentement prenant compte de l’information spatiale a été
décrit dans la définition 5. Les paramètres de ce modèle, sont les modes d’IBD,
IBD, pour tous les locus L et tous les couples C, Z le vecteur gaussien latent
associé, le seuil α (variable ordinale à trois modalités, il n’y a qu’un seuil), l’effet
couple η ainsi que les paramètre de régression lié à la distance, ν, µ et σ2η. D’un
point de vue bayésien, l’objectif est de pouvoir simuler selon la loi a posteriori
piIBD,Z,α,η,µ,ν,σ2η |IBS(IBD,Z, α, η, µ, ν, σ
2
η|IBS)
Nous donnons maintenant les lois conditionnelles complètes a posteriori des
paramètres à estimer. Comme toutes les conditionnelles ne sont pas accessibles,
nous utiliserons les algorithmes de Gibbs et de Métropolis-Hasting (Metropolis-
HAsting within Gibbs). Nous nous plaçons désormais dans le cas d’une population
non-consanguine.
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Loi a posteriori du mode d’IBD La loi conditionnelle a posteriori du mode
d’IBD du couple c au locus l est une loi discrète définie par les probabilités
pli,c = P
(
IBDli,c|∆, IBSlj,c
)
=
P(IBSlj,c|IBDli,c)P(Z lc ∈]αk−1, αk]|ηc)∑9
i=7 P(IBSlj|IBDli)P(Z lc ∈]αk−1, αk]|ηc)
pour i = 7, 8, 9 et
P(Z lc ∈]αk−1, αk]|ηc) =
∫ αk
αk−1
φ(Z, ηc, 1)
où φ(Z, η, 1) est la densité d’une loi gaussienne d’espérance η et de variance 1.
Loi a posteriori de la variable latente En reprenant les travaux de Chib
et Greenberg (1998), la loi a posteriori de la variable latente Z, sachant le mode
d’IBD, les seuils associés et le paramètre η, est une loi gaussienneN (η, 1) tronquée
sur l’intervalle ]αk−1, αk].
Loi a posteriori des seuils En reprenant les travaux de Chib et Greenberg
(1998), nous proposons de simuler le seuil α selon la loi uniforme
α ∼ U [max(Z, IBD = 8),min(Z, IBD = 7)]
Loi a posteriori du paramètre η En reprenant les calcul présenté dans le
chapitre 2, la loi conditionnelle complète a posteriori du paramètre η est
η|Z, µ, ν, σ2η ∼ N
(
µ+ νdc + σ
2
ηZ
1 + σ2η
,
σ2η
1 + σ2η
)
Loi a posteriori du paramètre µ La densité de la loi conditionnelle complète
a posteriori du paramètre µ est
µ|η, d, ν, σ2η ∼ N
(
σ2µ0(η − νd)
σ2µ0 + σ
2
η
,
σ2µ0σ
2
η
σ2µ0 + σ
2
η
)
Loi a posteriori du paramètre ν La loi conditionnelle complète a posteriori
du paramètre ν est
ν|η, d, µ, σ2η ∼ N
(
σ2ν0d(η − µ)
σ2ν0 + σ
2
η
,
σ2ν0σ
2
η
σ2ν0d
2 + σ2η
)
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Loi a posteriori du paramètre σ2η Nous choisissons come loi a priori du
paramètre σ2η une inverse-gamma IG(m, s), et la loi conditionnelle complète a
posteriori de la variance est donc une inverse-gamma
IG
(
m+
n
2
,
(η − µ− νd)′(η − µ− νd)
2
+ s
)
Les lois conditionnelles a posteriori du mode d’IBD d’un couple de génotypes et
des paramètres η, µ, ν, et σ2η sont connues mais la loi conditionnelle a posteriori
des seuils n’a pas une expression analytique connue. Nous proposons un algo-
rithme comportant une étape de Métropolis-Hastings pour la mise à jour de la
loi des seuils et une étape d’échantillonnage de Gibbs pour les autres paramètres
dont les lois a posteriori sont connues.
3.4 Estimation de l’apparentement et de l’hérita-
bilité en milieu naturel
Nous proposons maintenant un algorithme d’inférence pour estimer à la fois
l’apparentement et l’héritabilité des caractères lorsque le pedigree n’est pas connu.
Les lois conditionnelles complètes a posteriori des paramètres associés au modèle
statistique pour l’apparentement et l’héritabilité ont été déjà données précédem-
ment (voir section 2.4). Les lois conditionnelles complètes a posteriori des effets
génétiques additifs a, de la moyenne µ, de la variance génétique additive σ2a et
de la variance résiduelle σ2e sont des lois connues conditionnellement à la connais-
sance de l’apparentement entre tous les couples. Or en milieu naturel, ∆ n’est
pas connu. Nous avons montré dans les chapitres précédents comment à partir
de l’information moléculaire, il était possible d’estimer l’apparentement. L’idée
maintenant est de combiner dans un même algorithme l’estimation de la variance
génétique et de l’apparentement. La difficulté réside dans le fait que désormais
conditionnellement à l’effet additif et au mode d’identité par état (ou par descen-
dance) n’est plus connue. En effets, la densité conditionnelle est
f∆|a,IBS,σ2a(∆|a, IBS, σ2a) ∝ fa|R,σ2a(a|R, σ2a)fIBS|∆(IBS|∆)
où fa|R,σ2a est la densité d’une loi gaussienne d’espérance nulle et de matrice de
variance covariance σ2aR et fIBS|∆(IBS|∆) est le produit de densité de lois multi-
nomiales, donnée dans la definition 4. Comme cette loi n’a pas de forme classique
connue, nous proposons d’employer un algorithme de Metropolis-Hastings. Nous
proposons une nouvelle valeur d’apparentement pour le couple c, ∆?c , de la ma-
nière suivante : soient m = min(∆7,c,∆8,c,∆9,c), δ ∼ U[0,m] et soient k1 et k2 deux
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numéros d’indices choisis par tirage sans remise dans l’ensemble {7, 8, 9}, :
∆?c =
(
∆7,c + δ
1l{k1=7} − δ1l{k2=7} ,∆8,c + δ1l{k1=8} − δ1l{k2=8} ,∆9,c + δ1l{k1=9} − δ1l{k2=9}
)
.
Le ratio de Metropolis-Hastings est donné par
ρ(∆c,∆
?
c) ∝
f∆?|a,IBS,σ2a(∆
?|a, IBS, σ2a)
f∆|a,IBS,σ2a(∆|a, IBS, σ2a)
q∆|∆?(∆|∆?)
q∆|∆(∆?|∆)
∝ fa|R?,σ2a(a|R
?, σ2a)
fa|R,σ2a(a|R, σ2a)
fIBS|∆?(IBS|∆?)
fIBS|∆(IBS|∆)
min(∆?)
min(∆)
.
où min(∆
∗)
min(∆)
provient de la loi de proposition. Ainsi, en estimant simultanément, la
variance génétique et l’apparentement, on constate que l’information phénotype
contenu dans la valeur génétique intervient dans l’estimation de l’apparentement.
De plus, il est possible de mettre des contraintes de sorte que seul des valeur
d’apparentement valides, au sens où la matrice R soit définie positive. Maintenant
que l’apparentement est connu, on poursuit classiquement par des étapes de Gibbs
la mise à jour, des autres paramètres (cf chapitre 2).
3.5 Conclusion
L’inférence statistique bayésienne est basée sur la distribution a posteriori
des paramètres du modèle statistique considéré qui permet de calculer les carac-
téristiques a posteriori de ces paramètres. Nous avons d’abord décrit les outils
nécessaires à l’inférence statistique bayésienne que sont les méthodes de Monte
Carlo et plus particulièrement les méthodes de Monte Carlo par chaînes de Mar-
kov. Une des caractéristiques essentielles d’un algorithme MCMC est qu’il ne
demande pas de connaître la constante de normalisation de la loi cible, ce qui est
le cas des lois a posteriori pour l’approche bayésienne (Parent et Bernier, 2007).
Une méthode MCMC générique est celle de Metropolis-Hastings. La convergence
de l’algorithme de Metropolis-Hastings est théoriquement garantie pour un large
éventail de lois de proposition. L’emploi de l’algorithme de Metropolis-Hastings
permet de traiter différents problèmes parmi les plus complexes (Parent et Ber-
nier, 2007). Cependant, la rapidité d’atteinte de l’état limite stationnaire de la
chaîne de Markov ainsi produite doit être considérée avec attention car elle dé-
pend du choix de la loi de proposition. Un second groupe de méthodes MCMC est
celui de l’algorithme d’échantillonnage de Gibbs. L’algorithme d’échantillonnage
de Gibbs permet de simplifier le problème de l’inférence statistique bayésienne en
remplaçant la simulation d’une loi jointe d’un vecteur aléatoire à n composantes
par une suite de n tirages aléatoires à une dimension (Parent et Bernier, 2007). La
mise en oeuvre, en pratique, de l’algorithme de Gibbs exige cependant de pouvoir
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écrire les lois conditionnelles complètes a posteriori des paramètres. Nous avons
proposé un algorithme de Gibbs pour l’estimation de l’apparentement sans prise
en compte de l’information spatiale. Lorsqu’on considère le mode d’IBD comme
une variable latente et qu’on choisit une loi a priori de Dirichlet pour le vecteur
des probabilités d’IBD, nous avons montré que la loi conditionnelle complète a
posteriori du vecteur des probabilités d’IBD est aussi une loi de Dirichlet et que
la loi conditionnelle complète a posteriori du mode d’IBD est une loi multino-
miale. Comme nous pouvons simuler selon ces deux lois conditionnelles complètes
a posteriori, nous pouvons utiliser un algorithme de Gibbs pour l’estimation de
l’apparentement et ceci correspond au troisième algorithme proposé. Enfin deux
algorithmes de Métropolis-Hastings within Gibbs pour estimer d’une part l’appa-
rentement en tenant compte de l’information spatiale et d’autre part l’héritabilité
a été décrit.
Chapitre 4
Applications
4.1 Application à des données sur le karité
4.1.1 Introduction
Les données utilisées pour cette application ont été obtenues dans le cadre du
projet INNOVKAR 1 dont l’objectif principal est l’amélioration de la production
du karité (Vitellaria paradoxa) par une gestion durable et efficace des systèmes
agroforestiers. Il s’agit d’un projet INCO 2 financé par l’Union Européenne et dont
la coordination est assurée par le responsable de l’Unité de Recherche "Diversité
génétique et amélioration des espèces forestières" du Cirad.
Le karité est une espèce de la famille des Sapotacea qui est très répandue
dans les parcs agroforestiers en zone sub-saharienne (Kelly, 2004). La notion
de parc est caractérisée par une présence régulière, systématique et ordonnée
d’arbres à l’intérieur des champs et est le résultat d’un long processus d’évolution
durant lequel s’établit une association entre d’une part, les éléments naturels
c’est-à-dire les arbres et arbustes conservés, entretenus et améliorés en raison de
leur utilité, et d’autre part, les productions végétales annuelles à l’intérieur d’un
espace régulièrement exploité (Bagnoud et al., 1995; Sautter, 1968). Un parc
comprend un certain nombre de champs sur lesquels sont cultivées différentes
espèces (céréale, coton, sorgho, arachide) et qui sont régulièrement laissés en
jachère afin de restaurer la fertilité des sols. La durée de la période de jachère
varie d’un agriculteur à l’autre et peut s’étaler sur une période de 3 ou 4 ans à
1INNOVKAR : Innovative tools and techniques for sustainable use of the shea tree in sudano-
sahelian zone
2INCO : Specific international scientific cooperation activities
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Fig. 4.1 – Aire de répartition de l’arbre à karité en Afrique
25 ou même 30 ans (Kelly et al., 2004b). Les parcs agroforestiers sont dominés,
le plus souvent, par une à trois espèces d’arbres comme c’est le cas pour les
parcs agroforestiers à karité au Mali (Sanou et al., 2005). Le karité occupe, par
exemple, 4, 7 millions d’hectare au Mali et ceci s’explique par l’importance de
son rôle pour la sécurité alimentaire et la génération de revenus (Cardi et al.,
2005). En effet, dans cette zone, les producteurs conservent et maintiennent dans
leurs champs les arbres à karité surtout en raison de l’importance économique
qu’ils représentent. Le fruit du karité est aussi bien consommé par les populations
humaines que par les animaux et le beurre extrait de son noyau est utilisé pour
la consommation locale comme huile de cuisson et pommade et constitue une
importante source de devises étrangères pour certains pays comme le Mali ou le
Burkina Faso (Kelly et al., 2004a). Les produits du karité sont en plus utilisés
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pour la médecine traditionnelle. L’aire de répartition géographique du karité en
Afrique s’étend de l’est du Sénégal à la région des hauts plateaux de l’Ouganda
formant ainsi une ceinture ininterrompue d’environ 6000 km de long et 500 km
de large (Figure 4.1) (Cardi et al., 2005). La densité des populations de karité
varie fortement selon le mode d’occupation des sols, les localités et les conditions
écologiques. Le karité a, le plus souvent, un système de reproduction sexuée et
est principalement pollinisé par les insectes (Cardi et al., 2005). La période de
floraison et de fructification s’étend de décembre à mai avec quelques faibles
variations en fonction de la zone géographique considérée (Sanou et al., 2005;
Cardi et al., 2005; Okullo et al., 2004).
Le site de l’étude est le village de MPeresso situé dans la zone dite Mali Sud
qui couvre toute la région de Sikasso et une partie des régions de Koulikoro et de
Ségou ; le village MPeresso (12◦16′N, 5◦19′W ) se trouve dans la région naturelle du
plateau de Koutiala et couvre une superficie de 117 km2 (Kelly, 2004). Le climat
est de type sud-soudanien et la pluviométrie moyenne de 1991 à 2002 était de près
de 900 mm avec un minimum de 586 mm et un maximum de 1249 mm (Bouvet
et al., 2008). Trois parcelles ont été initialement retenues sur ce site selon les deux
critères suivants : le mode d’occupation du sol (champ cultivé, jachère et forêt
naturelle) et la densité d’arbres adultes (arbres ayant une circonférence à 1, 30 m
du sol supérieure à 20 cm) (Kelly et al., 2004a). Dans le cadre de l’application de
ce travail, nous nous sommes intéressés uniquement aux données collectées sur la
parcelle qui était en jachère. C’est une parcelle de 2, 10 ha contenant 222 arbres
à karité avec une densité de 68.1 arbres à l’hectare (Kelly et al., 2004b).
Différentes mesures ont été réalisées : le diamètre du tronc à 1m30, l’infor-
mation moléculaire et les coordonnées géographiques. Malheureusement, ces in-
formations ne sont pas disponibles pour l’ensemble des 222 arbres présents sur
le cite de MPeresso. Le diamètre n’est disponible que pour les individus dont
la hauteur est supérieure à 1m30, cela représente 161 arbres. Le phénotype des
autres individus, les 61 juvéniles restants, est égal à 0. L’information moléculaire,
pour 12 microsatellittes, n’est disponible que pour 193 individus, les 29 restants
présentent à un ou plusieurs locus des données manquantes. Ils ne seront donc
pas utilisés pour les analyses génétiques. Enfin, les coordonnées géographiques
sont disponibles pour 131 arbres parmi les 222. Les coordonnées géographiques
sont, pour des raisons pratiques sur le terrain, exprimées en coordonnées azimut
z (ou coordonnées angulaires). Par la suite nous travaillerons avec les coordon-
nées cartésiennes obtenues directement des coordonnées azimut en utilisant la
transformation suivante
x1,i = x1,i−1 + di cos(zi)
x2,i = x2,i−1 + di sin(zi)
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où x1,0 = 0 et x2,0 = 0 sont les coordonnées d’un arbre référant, x1,i, x2,i les
coordonnées de l’arbre i.
Finalement, pour l’analyse génétique/spatiale seul 58 individus sont géo-référencés
et ne présentent aucune donnée génétique manquante. Ce dernier jeu de donnée
sera utilisé pour l’application du modèle développé dans les chapitres précédents
4.1.2 Analyse statistique des données
Nous avons étudié la diversité génétique du karité avec les logiciels POPGENE
(Yeh et Boyle, 1997) et FSTAT (Goudet, 2001). Les paramètres standards mesu-
rant la diversité génétique ont été calculés. Ces paramètres sont le nombre d’allèles
observés par locus, l’hétérozygotie observée et l’estimation sans biais de l’hétéro-
zygotie attendue sous l’hypothèse de Hardy-Weinberg (Nei, 1987). La similarité
génotypique des individus et l’association entre les locus ont été étudiées en effec-
tuant une analyse en composantes principales. En effet, l’analyse en composantes
principales (ACP) est une méthode statistique multidimensionnelle qui permet
de synthétiser un ensemble de données. Avec un tableau de données constitué de
n individus et p variables, l’ensemble des données forme un nuage de n points
dans un espace de dimension p et le principe de l’ACP est d’obtenir une représen-
tation approchée du nuage des individus dans un sous-espace de dimension faible
k ≤ n (Saporta, 1990) ; ceci s’effectue par projection sur des axes bien choisis
en maximisant l’inertie du nuage projeté. L”utilisation de l’ACP nous a permis
d’étudier l’association entre les génotypes aux différents locus et l’existence éven-
tuelle de groupes d’individus ayant des génotypes similaires. L’ACP a été réalisée
avec le package ade4 du langage de programmation R (Chessel et al., 2004; R De-
velopment Core Team, 2008). L’étude de la structuration spatiale est faite, d’une
part, selon le phénotype et, d’autre part, selon le génotype. La structure spatiale
au niveau phénotypique est caractérisée en donnant la distribution spatiale des
arbres en fonction de leur classe de diamètre. La structuration spatiale au niveau
génotypique est d’abord évaluée par les FIS. Le paramètre FIS, appelé indice de
fixation, mesure la consanguinité intra-population définie par Cockerham (1969)
et son expression est :
FIS =
Ha −Ho
Ha
,
avec Ha le taux d’hétérozygotes attendu sous l’hypothèse d’équilibre de Hardy-
Weinberg et Ho le taux d’hétérozygotes observé. Cet indice permet donc d’évaluer
le déficit d’hétérozygotes dû à l’écart à la panmixie. Le FIS est calculé selon la
méthode de Weir et Cockerham (1984) et la valeur critique associée est obtenue
par permutations aléatoires des allèles des individus à l’intérieur des échantillons.
Le niveau de signification est évalué selon la méthode de correction séquentielle
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de Bonferroni pour les tests multiples (Rice, 1989). Un FIS significatif est inter-
prété comme un indicateur de la consanguinité dans une population et/ou d’une
sous-structuration de la population. La structure génétique spatiale dans un se-
cond temps est évaluée à la fois par le test de Mantel, par le corrélogramme de
Moran et par l’étude de la relation entre l’apparentement estimé et la distance
spatiale. Nous avons, à cet effet, défini 15 classes de distance avec un pas de 10 m
par classe. Le coefficient d’apparentement moyen entre les individus de chacune
des classes est alors calculé selon trois méthodes différentes (méthode de Lynch et
Ritland (1999), méthode de Wang (2002) et méthode de Milligan (2003)). Nous
avons étudié la relation entre le coefficient d’apparentement moyen estimé selon
ces deux méthodes des moments et le logarithme de la distance entre les individus.
Le test de signification de l’estimateur du coefficient d’apparentement moyen par
classe de distance est réalisé par permutations aléatoires (1000 permutations) des
positions géographiques des génotypes des individus en utilisant le programme
SPAGEDI (Hardy et Vekemans, 2002) ; ceci concerne uniquement les estima-
tions données par les deux méthodes basées sur le calcul des moments (Lynch
et Ritland (1999), méthode de Wang (2002)). L’estimation de l’apparentement
par maximum de vraisemblance (modèle de Milligan (2003)) a été réalisée avec
le programme ML-Relate (Kalinowski et al., 2006). L’utilisation du programme
SGS (Degen et al., 2001) nous a permis de calculer, pour chaque classe de dis-
tance, l’indice d’agrégation (ρ) qui est basé sur celui de Clark et Evans (1954) afin
de déterminer la structure spatiale du karité dans la parcelle en jachère (Ripley,
1981; Degen, 2000). Une valeur de ρ < 1 indique que la distribution est agrégée,
ρ = 1 pour une distribution aléatoire et lorsque ρ > 1 la distribution est dite
régulière (Hardesty et al., 2005). Le nombre de classes de distance est ajusté pour
garantir qu’il y ait un minimum de 30 paires d’individus dans chacune des classes.
Ce choix est justifié en raison de la robustesse des tests de permutation (Hardesty
et al., 2005). L’indice d’autocorrélation de Moran est calculé pour chaque classe
de distance ; cet indice est l’une des statistiques de test d’autocorrélation spatiale
la plus utilisée (Hardy et Vekemans, 1999). Il est défini pour chaque classe de
distance d par
I(d) =
n
∑n
i
∑n
j ωij(d)(fi − f¯)(fj − f¯)(∑n
i
∑n
j ωij(d)
) (∑n
i (fi − f¯)2
)
où n est le nombre d’ arbres, fi et fj sont respectivement les valeurs observées aux
sites i et j, f¯ est la moyenne des fi et ωij(d) sont les poids associés qui valent 1 si
le site i et le site j sont séparés d’une distance comprise dans d et 0 sinon (Hardy
et Vekemans, 1999). Pour décrire la structure génétique, la variable f considérée
représente la fréquence d’un allèle A donné et cette fréquence peut être définie
à différents niveaux : une sous-population, un individu, ou un allèle. Dans la
plupart des applications, l’indice I de Moran est utilisé pour décrire la structure
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génétique d’une population continue et les fréquences alléliques sont définies au
niveau individuel. Pour un individu diploïde, les fréquences alléliques sont 0 , 0.5
et 1 pour, respectivement, les génotypes aa, aA, et AA, où a représente tout autre
allèle différent de l’allèle A (Hardy et Vekemans, 1999). L’indice de Moran ainsi
calculé correspond à l’estimation moyenne par classe de distance du coefficient
d’apparentement de Wright (Cockerham, 1969; Hardy et Vekemans, 1999) qui est
la corrélation entre les fréquences alléliques moyennes entre deux individus . Le
coefficient d’apparentement de Wright, ρij, entre deux individus diploïdes, i et j,
est
ρij =
2θij√
1 + Fi
√
1 + Fj
où θij est le coefficient d’apparentement et Fi est le coefficient de consanguinité
de l’individu i (Hardy et Vekemans, 1999).
L’existence d’une association entre les distances génétiques et les distances
géographiques est évaluée par le test de Mantel. Ce test permet de calculer la
corrélation entre deux matrices de distance (Rossi, 1996). Dans le cas précis qui
nous intéresse, il s’agit des matrices de distance génétique et de distance spatiale et
nous voulons savoir si des individus spatialement proches ont tendance à être aussi
génétiquement proches. La matrice des distances génétiques qui permet d’estimer
la similarité génétique entre les individus a été calculée selon la méthode de Nei
(1972). La statistique normalisée de Mantel est donnée par
ρm =
2
(n(n− 1)− 2)
∑
i<j
(ds,ij − d¯s)
σs
(dg,ij − d¯g)
σg
où ds,ij et dg,ij sont respectivement les éléments de la ligne i et de la colonne j
des matrices de distance géographique Ds et génétique Dg et n est le nombre
d’individus (Arnaud et al., 1999). La corrélation obtenue avec les données est
comparée aux correlations obtenues lorsque les lignes et les colonnes d’une des
deux matrices sont permutées aléatoirement. Il s’agit de simuler des réalisations
de l’hypothèse nulle : absence de corrélation linéaire entre les deux matrices. il
est possible tester l’hypothèse nulle avec la statistique de Mantel, calculée pour
chaque permutation (Rossi, 1996). 1000 permutations seront effectuées.
4.1.3 Résultats
Répartition spatiale des arbres selon le diamètre
L’étude de la répartition spatiale des arbres selon leur diamètre à 1, 30 m de
hauteur a donc été effectuée sur l’échantillon réduit composé de 131 arbres. Les
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arbres sont regroupés en 6 classes diamétriques. Ces classes de diamètre sont dé-
finies au Tableau 4.1). La Figure 4.2 représente la distribution spatiale des arbres
Diamètre à 1, 30 m de hauteur 0 ]0,10[ [10,20[ [20,30[ [30,65[ ≥65
Classe de diamètre C1 C2 C3 C4 C5 C6
Tab. 4.1 – Classes de diamètre des arbres
selon leur classe de diamètre. Comme les coordonnées spatiales des arbres juvé-
niles (il s’agit des 91 arbres des classes C1 et C2 ne sont disponibles), ces arbres
ne sont donc pas représentés sur cette figure. Nous pouvons noter que les arbres
de plus faible diamètre (les arbres de la classe C3) ont une distribution plutôt
concentrée sur un seul coté de la parcelle alors que les individus appartenant aux
classes C4, C5 et C6 ont une distribution assez régulière. L’histogramme du dia-
mètre du tronc à 1, 30 m est donné par la Figure 4.3. La distribution des arbres
est asymétrique négative. En effet, 146 arbres (soit plus de 75% de l’effectif total)
ont un diamètre inférieur à 40 cm et 154 arbres (soit près de 80% des arbres) ont
un diamètre inférieur à 60 cm. Ainsi, il s’agit plutôt d’une population d’arbres es-
sentiellement juvéniles. La distribution des arbres par classe de diamètre présente
deux modes ; le premier mode (0−20 cm) correspond plutôt aux arbres en régéné-
ration depuis que la parcelle est mise en jachère et le second mode (100−120 cm)
représente la distribution des arbres adultes qui se trouvaient déjà sur la parcelle
lorsque celle-ci était encore en culture (Kelly, 2004; Kelly et al., 2004b).
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Mesure de la diversité génétique
L’étude de la diversité génétique a été réalisée sur le sous échantillon constitué
des 193 individus génotypés. Le Tableau 4.2 donne les fréquences alléliques ob-
servées aux 12 locus. Tous les locus sont polymorphes et le nombre total d’allèles
varie de 2 pour le locus B5 à 8 pour le locus E4 (Figure 4.4). La proportion des
locus polymorphes pour lesquels la fréquence allélique la plus élevée ne dépasse
pas 95% est de 85.7% (Tableau 4.4) ; ainsi près de 86% des locus présentent des
variations alléliques importantes. Les paramètres mesurant le polymorphisme des
différents locus et les FIS associés à chaque locus sont présentés au Tableau 4.3.
L’indice de fixation varie de −0.287 (pour le locus F1) à 0.555 (pour le locus G7)
(Tableau 4.3). Le taux, Ho, d’hétérozygotes observé varie de 0.258 (pour le locus
G7) à 0.660 (pour le locus F1) et le taux moyen d’hétérozygotie pour l’ensemble
des locus est 0.421 (Tableau 4.3 et Tableau 4.4). Nous notons pour certains lo-
cus (les locus E4, E6b, D10, G7 et D6) une déviation significative par rapport
à l’hypothèse d’équilibre de Hardy-Weinberg au seuil nominal de α = 5%, ce
qui correspond à un seuil ajusté de α/12 = 0.00417 (Tableau 4.3). Lorsque nous
considérons, non plus individuellement mais globalement, l’ensemble des locus,
l’indice de fixation FIS est significativement différent de 0.
Analyse en composantes principales
L’ACP a été donc réalisé sur le sous jeu de données réduit à 193 individus.
La Figure 4.5 représente l’éboulis des valeurs propres. Le premier axe principal
explique près de 12% de l’inertie et les deux premiers axes n’expliquent qu’un peu
plus de 20% de l’inertie totale. La première composante principale oppose d’une
part, les locus F5 et E6, et d’autre part, les locus D10 et D6 (Figure 4.6). La
seconde composante oppose, dans une moindre mesure, les locus H4 et F1 d’une
part, aux locus E11 et G7 d’autre part (Figure 4.7). L’observation du cercle
des corrélations permet aussi de confirmer cette opposition entre ces 2 groupes de
variables (Figure 4.8). La projection des individus sur le plan principal est donnée
par la Figure 4.9. Nous pouvons ainsi distinguer le groupe des individus plutôt
semblables du point de vue de leurs génotypes aux locus F5 et E6 des individus
qui sont plutôt semblables aux locus D10 et D6.
Structure génétique spatiale
Test de Mantel Le test de Mantel a été effectué sur le sous-échantillon consti-
tué des 58 individus dont les coordonnées spatiales et les génotypes à tous les
locus sont disponibles. Le test de Mantel n’est pas significatif (Figure 4.10). En
effet, la statistique de Mantel observée est ρm = −0.048 et la probabilité d’obser-
ver une valeur supérieure ou égale à cette dernière valeur sous l’hypothèse nulle,
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Locus Allèles Fréquences
B5 157 0.219161 0.781
E4
114 0.006
116 0.063
119 0.060
120 0.099
121 0.741
123 0.026
125 0.003
127 0.003
F5
201 0.626
205 0.045
209 0.330
E11
224 0.676
228 0.301
230 0.023
E6a
120 0.023
122 0.249
124 0.590
126 0.139
E6b
101 0.033
103 0.280
106 0.293
108 0.105
114 0.155
116 0.135
B3 151 0.027155 0.973
H4
214 0.186
216 0.745
218 0.065
222 0.003
D10
218 0.030
220 0.248
222 0.252
224 0.321
226 0.076
228 0.073
G7
136 0.013
140 0.029
142 0.006
144 0.400
148 0.510
150 0.042
D6
116 0.071
117 0.081
118 0.155
119 0.612
120 0.071
124 0.009
F1
302 0.003
304 0.474
306 0.513
314 0.010
Tab. 4.2 – Fréquences alléliques aux locus
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Tab. 4.3 – Caractéristiques des différents locus
Locus N na Ho Ha FIS P-value
B5 178 2 0.337 0.342 0.018ns 0.4500
E4 176 8 0.318 0.432 0.266ns 0.0042
F5 179 3 0.430 0.498 0.139ns 0.0250
E11 176 3 0.466 0.452 −0.029ns 0.6167
E6a 173 4 0.561 0.571 0.021ns 0.4333
E6b 152 6 0.500 0.782 0.363ns 0.0042
B3 185 2 0.373 0.406 −0.0025ns 1.0000
H4 161 4 0.373 0.406 0.084ns 0.1125
D10 165 6 0.612 0.760 0.197ns 0.0042
G7 155 6 0.258 0.577 0.555ns 0.0042
D6 161 6 0.485 0.585 0.175ns 0.0042
F1 156 4 0.660 0.512 −0.287ns 1.0000
Total 0.156s 0.0042
N : nombre d’individus, na : nombre d’allèles au locus, Ho : hétérozygotie observée ;
Ha : hétérozygotie attendue sous l’hypothèse d’Hardy-Weinberg ;
ns indique que le test d’équilibre d’Hardy-Weinberg est non significatif au seuil nominal ajusté de 0.0042
Tab. 4.4 – Hétérozygotie moyenne sur les locus
Ha Hsb Ho P(0.95) P(0.99) Nma
Population 0.497 0.499 0.421 0.917 1.000 4.500
Ecart-type 0.192 0.193 0.167
Ha : hétérozygotie attendue sous l’hypothèse d’Hardy-Weinberg ; Ho : hétérozygotie observée ;
Hsb : hétérozygotie calculée sans biais ; Nma : nombre moyen d’allèles par locus ;
P(0.95) et P(0.99) polymorphisme au seuil 95% et 99% respectivement.
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Fig. 4.4 – Nombre d’allèles observés par locus
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Fig. 4.5 – Eboulis des valeurs propres
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Fig. 4.9 – Représentation des individus
sur les axes principaux
c’est à dire que les distances génétiques ne sont pas linéairement corrélées aux
distances géographiques, vaut 0.805 (Figure 4.10 et Tableau 4.5).
Indice de Moran La relation entre la distance génétique et la distance spatiale
est donnée par le corrélogramme de Moran (Figure 4.11) : il y a une structure
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Test de Mantel
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Fig. 4.10 – Distribution de la statistique de Mantel ; le trait vertical (en gras)
représente la valeur observée de la statistique de Mantel
Statistique de Mantel observée -0.048
p-value simulée 0.805
1000 répétitions
Tab. 4.5 – Test de Mantel
génétique spatiale significative au seuil de 5%. La classe de distance inférieure à
15.3 m a une structure génétique significativement différente de celle d’une dis-
tribution spatiale aléatoire des génotypes. Les arbres qui sont distants de moins
de 15 m environ ont donc une structure spatiale positive, c’est à dire qu’ils ont
tendance à être génétiquement similaires que ne le sont des individus tirés au
hasard spatialement. La structuration spatiale est aussi significative au delà de
140 m. La population de karité ainsi étudiée présente une structure spatiale agré-
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Fig. 4.11 – Corrélogramme représentant l’indice de Moran en fonction de la classe
de distance spatiale (* : p− vallue < 5% ; ns : non significatif)
gée (indice d’agrégation R = 0.86, p − value < 0.01). Cette distribution agrégée
jusqu’à une distance d’environ 15 m serait expliquée, d’après Kelly (2004), par
le mode de distribution des semences de karité. En effet, comme le karité est une
espèce barochore, la plupart de ses fruits tombent sous le houppier de l’arbre. Les
résultats d’une étude portant sur la distance de dispersion des graines de karité
dans un parc agroforestier à MPeresso montrent, en effet, que 95% des graines
d’un arbre donné se retrouvent à moins de 25 m de son houppier (Sanou et al.,
2005). Kelly et al. (2004a) montrent que la distribution spatiale du karité sur le
site de MPeresso devient de plus en plus agrégée en passant du champ à la jachère
et à la forêt. Les activités agricoles menées au champ (récolte des fruits, labour,
élagage des arbres) expliquent que la distribution des arbres est moins agrégée
et que la structure spatiale a plutôt tendance à devenir régulière (Kelly et al.,
2004a).
Apparentement en fonction de la distance La Figure 4.12 présente l’esti-
mation de l’apparentement génétique moyen en fonction de la distance spatiale
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entre les individus dans la parcelle en jachère selon deux méthodes d’estimation
de l’apparentement par les moments (Wang (2002); Lynch et Ritland (1999)) et
selon la méthode par maximum de vraisemblance de Milligan (2003). Nous notons
50 100 150
−
0.
4
−
0.
3
−
0.
2
−
0.
1
0.
0
distance
co
e
ffi
cie
nt
 d
'a
pp
ar
en
te
m
en
t
Lynch−Ritland
(a)
50 100 150
−
0.
30
−
0.
25
−
0.
20
−
0.
15
−
0.
10
−
0.
05
distance
co
e
ffi
cie
nt
 d
'a
pp
ar
en
te
m
en
t
Wang
(b)
20 60 100 140
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
distance
co
e
ffi
cie
nt
 d
'a
pp
ar
en
te
m
en
t
Milligan
(c)
Fig. 4.12 – Estimation du coefficient d’apparentement moyen en fonction de la
distance entre les individus selon 3 méthodes différentes (Lynch-Ritland, Wang
et Milligan
de manière globale que le coefficient d’apparentement décroît avec la distance spa-
tiale entre les individus. Ceci est confirmé, pour les deux méthodes des moments
utilisées, par le fait que la pente de la régression linéaire de l’apparentement en
fonction du logarithme de la distance est, dans les deux cas, significativement
négative (pente= −0.030 et la p-value associée vaut p=0.019 pour la méthode de
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Wang ; pente= −0.038 et la p-value associée est inférieure à 10−4 pour la méthode
de Lynch et Ritland). Ces résultats sont cohérents avec ceux obtenus avec le cor-
rélogramme de Moran qui montrent qu’il y a une structure génétique significative
à faible et grande distances. Nous n’avons, par contre, pas pu effectuer le test de
signification du paramètre de la régression linéaire du coefficient d’apparentement
estimé selon la méthode de (Milligan, 2003) en fonction de la distance. Nous no-
tons cependant des différences dans l’allure générale des courbes présentées sur
la Figure 4.12. Tout d’abord certaines valeurs estimées de l’apparentement par la
méthode des moments sont négatives alors que celles données par la méthode de
Milligan sont toutes positives ; alors qu’avec la méthode de Lynch et Ritland, l’ap-
parentement décroît de manière graduelle de 0 à 100 m puis de manière abrupte à
partir de 120 m, l’estimateur de l’apparentement de Wang décroît avec la distance
jusqu’à 140 m mais a une tendance à croître au delà de cette distance. Cepen-
dant un défaut majeur de ces deux dernières méthodes est qu’elles fournissent des
valeurs estimées négatives. Ainsi respectivement près de 59% et 61% des valeurs
estimées du coefficient d’apparentement d’un couple d’individus par les méthodes
respectivement de Lynch et Ritland (1999) et Wang (2002) sont négatives ; ce qui
n’a pas vraiment de sens du point de vue de l’interprétation biologique (Milli-
gan, 2003). Le coefficient d’apparentement moyen estimé selon la méthode de
Milligan (2003) varie de 0.135 pour des individus distants de 10 à 20 m jusqu’à
0.017 pour des individus distants de plus de 150 m. La distribution des valeurs
estimées du coefficient d’apparentement de Milligan est présentée aux Figures
4.13 et 4.14 ; la distribution est asymétrique et l’apparentement moyen est faible
(0.09). Aussi, il faut souligner que contrairement aux méthodes d’estimation par
les moments, l’estimation de l’apparentement par maximum de vraisemblance de
Milligan (2003) est toujours comprise dans l’intervalle de définition du paramètre.
Cette contrainte induit par contre un biais pour les valeurs du paramètre proches
de 0 ; ceci est illustré par les Figures 4.13 et 4.14. Nous notons, en effet, qu’il y
a un excès de valeurs estimées de l’apparentement qui sont proches de 0.
4.2 Application du modèle spatial développé pour
l’estimation de l’apparentement
Nous avons appliqué le modèle spatial pour l’estimation de l’apparentement
(voir Définition Modèle Spatial) à des données simulées. Les données ont été
simulées de la manière suivante :
– nous avons d’abord simulé les fréquences alléliques selon une loi de Dirichlet
dont tous les paramètres sont égaux à 1
– nous avons simulé ensuite les génotypes de 5 mères et 5 pères avec un
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Fig. 4.13 – Distribution des valeurs esti-
mées du coefficient d’apparentement de
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Fig. 4.14 – Boxplot des valeurs estimées
du coefficient d’apparentement de Milli-
gan
nombre variable de locus (5, 10, 15, 20, 30, 50 et 100 locus) selon une loi
multinomiale dont les probabilités associées sont les fréquences alléliques au
locus
– nous simulons après les génotypes de 20 enfants. Le nombre d’enfants pour
chaque mère est obtenu par 20 tirages aléatoires avec remise d’un élément
parmi 5 et une fois que le nombre d’enfants pour une mère est connue,
l’assignation du père est faite en fonction de la distance entre les pères et
la mère : le père d’un enfant est simulé selon une loi multinomiale dont
les probabilités associés sont égales aux distances entre les pères et la mère
considérée. Le génotype d’un enfant à un locus est ensuite obtenu par le
tirage aléatoire d’un allèle parmi les 2 allèles présents au locus considéré
chez sa mère et le tirage d’un allèle au hasard parmi les 2 allèles présents au
locus considéré chez sont père. Les juvéniles sont enfin positionnés autour
de leur mère selon une gaussienne centrée sur la mère et une variance de
dispersion égale à 0.1, 1, 10, 100 respectivement.
Nous nous proposons maintenant d’étudier d’abord l’effet du choix des para-
mètres du prior, c’est à dire le choix des paramètres de la loi de Dirichlet pour les
deux modèles (modèles spatial et non spatial), selon le nombre de locus considéré
avec 100 répétitions. Ensuite, nous étudions l’effet de la variance de dispersion
4.2. APPLICATION DU MODÈLE SPATIAL 57
autour de la mère pour le modèle spatial pour l’apparentement.
4.2.1 Étude de l’effet du prior
Comme pour tout modèle bayésien, le choix de la loi a priori des paramètres
est toujours délicat car il peut influer sur la qualité de l’inférence des paramètres.
Classiquement, avec un modèle multinomial-Dirichlet, le prior qui est choisi est
une loi de Dirichlet D(1, 1, 1), qui correspond à un prior uniforme. Cependant,
avec peu d’observations, comme par exemple avec uniquement 5 locus, le choix
de cette loi n’est pas approprié car les individus non-apparentés sont sous-estimés
et l’apparentement est donc sur-estimé. En effet, si toutes les 5 observations ont
un mode d’IBD qui est S9 alors la loi a posteriori des probabilités d’IBD est
une D(1, 1, 6), donc la moyenne a posteriori du paramètre d’intérêt qui est le
coefficient d’apparentement θ vaut 1/8+ 1/16 donc 0.1875 ; ce qui est assez élevé
sachant que le coefficient d’apparentement entre deux demi-frères par exemple
vaut 0.12. Nous n’avons par conséquent pas choisi ce prior. Nous nous propo-
sons de comparer les résultats obtenus pour deux lois a priori du vecteur des
modes d’IBD : une loi de Dirichlet D(10−5, 10−5, 10−5) et une loi de Dirichlet
D(0.1, 0.1, 0.1). La corrélation entre la vraie valeur de l’apparentement et la va-
leur estimée en employant notre modèle avec chacun des deux priors considérés
est présentée à la Figure 4.15. Nous notons d’abord que la corrélation entre la
vraie valeur et la valeur estimée de l’apparentement croît avec le nombre de locus
pour les deux priors. Ensuite, il y a clairement un effet du prior sur la corréla-
tion entre l’apparentement réel et l’apparentement estimé. Lorsque le nombre de
locus est faible, (par exemple avec 10 locus, ce qui se rapproche du cas de nos
données sur le karité) la corrélation moyenne entre les vraies valeurs et les valeurs
estimées est de près de 75% avec le prior D(0.1, 0.1, 0.1) et ce résultat est assez
convenable. Par contre, avec le prior D(10−5, 10−5, 10−5), la corrélation vaut à
peine 60%. Lorsqu’on choisit comme loi a priori D(10−5, 10−5, 10−5), le nombre
d’individus non-apparentés est en fait sur-estimé. Ce qui justifie alors le choix de
la loi priori D(0.1, 0.1, 0.1). Nous n’avons cependant pas une explication précise
du fait que le prior D(0.1, 0.1, 0.1) donne des résultats meilleurs que ceux donnés
par le prior D(10−5, 10−5, 10−5).
4.2.2 Effet de la variance de dispersion sur les données si-
mulées
Nous nous intéressons maintenant à l’étude de l’effet de la prise en compte
du spatial sur l’estimation de l’apparentement génétique. Nous avons pour cela
fait quelques simulations pour comparer le comportement du modèle spatial et
celui du modèle non spatial pour l’apparentement. Nous avons simulé à cet effet
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Fig. 4.15 – Corrélation entre l’apparentement réel et l’apparentement estimé en
fonction du nombre de locus et du prior (la figure à gauche représente le cas avec
une loi de Dirichlet dont les paramètres sont égaux et très faibles (10−5) et la
figure de droite une loi de Dirichlet dont tous les paramètres sont égaux à 0.1).
des données simulées avec un nombre variable de locus (5, 10 et 15 locus) et une
variance de dispersion de 0.1, 1, 10 et 100. La distribution de l’apparentement ob-
tenue avec ces simulations est donnée par les Figures 4.16 à 4.26 pour 5, 10 et 15
locus et des variances de dispersion de 0.1, 1, 10 et 100 locus. Nous notons que la
prise en compte du spatial améliore bien l’estimation de l’apparentement. En effet,
la variabilité est généralement moins importante avec le modèle spatial qu’avec
le modèle non-spatial. Le modèle non spatial sur-estime l’apparentement. La va-
riabilité du modèle non-spatial est réduite lorsque le nombre de locus augmente.
Nous notons que modèle spatial donne d’une manière générale de meilleurs résul-
tats que le modèle non-spatial et ceci même lorsque la variance de dispersion est
grande. Lorsque la variance de dispersion est faible ou moyenne le modèle spatial
donne de meilleurs résultats et lorsque la variance de dispersion est forte les deux
modèles (modèle spatial et modèle non spatial pour l’apparentement) donnent
des résultats assez similaires. Donc la prise en compte de l’information spatiale
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améliore la qualité de l’estimation de l’apparentement génétique par utilisation
des données moléculaires.
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Fig. 4.16 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 5 locus et une variance
de dispersion égale à 0.1
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Fig. 4.17 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 5 locus et une variance
de dispersion égale à 1
Application du modèle spatial développé aux données sur le Karité
Le seul caractère phénotypique observé dans le jeu de donnés dont nous avons
disposé pour l’application de ce travail est le diamètre à 1, 30 mètre de hauteur.
Comme ce caractère dépend de l’âge des individus et que les individus observés
n’ont pas tous le même âge, l’estimation de l’héritabilité de ce caractère avec ce
jeu de données n’a pas de sens. Nous n’avons donc pas pu appliquer le modèle
spatial pour estimer à la fois l’apparentement et l’héritabilité aux données karité.
Nous avons alors appliqué le modèle spatial pour l’apparentement sur un jeu de
données réduit seulement aux 58 individus pour lesquels le génotype était complet
et dont on disposait des coordonnées spatiales.
La distribution du paramètre ν associé à la distance spatiale (voir Défini-
tion 4)est donnée par la Figure 4.27. La distribution de ce paramètre ne couvre
pas la valeur 0 et donc nous en déduisons qu’il y a bien un effet de la distance
spatiale sur l’estimation de l’apparentement. Comme les valeurs estimées du pa-
ramètre associé à la distance sont négatives, plus la distance entre des individus
est grande et moins ils sont apparentés. Néanmoins cela reste à confirmer avec de
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Fig. 4.18 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 5 locus et une variance
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Fig. 4.19 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 5 locus et une variance
de dispersion égale à 100
plus amples études.
4.3 Discussions
L’application pratique de notre travail a porté sur l’étude de la diversité géné-
tique et de la structuration spatiale du karité dans une parcelle de jachère au sud
du Mali. Le génotype à 12 marqueurs microsatellites à 1, 30 m de hauteur de 222
arbres à karité ont été prélevés dans une parcelle de jachère sur le site de MPe-
resso. Les coordonnées géographiques de seulement certains de ces arbres (132
arbres parmi) ont aussi été relevés. Le nombre d’allèles par locus varie de 2 à 8 et
l’indice de fixation FIS observé varie entre −0.287 pour le locus F1 à 0.555 pour
le locus G7. Le FIS global pour l’ensemble des locus est significativement différent
de 0 et ainsi la population de karité étudiée sur le site en jachère de MPeresso est
en déséquilibre par rapport au modèle de Hardy-Weinberg. La structuration spa-
tiale a été étudiée aussi bien au niveau phénotypique qu’au niveau génotypique.
Au niveau phénotypique, nous avons étudié la distribution des arbres par classe
de diamètre. Cette distribution observée présente deux modes : le premier cor-
respond aux jeunes arbres en régénération et le second aux arbres déjà présents
lorsque la parcelle était encore en culture. Nous avons effectué une analyse en
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Fig. 4.20 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 10 locus et une variance
de dispersion égale à 0.1
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Fig. 4.21 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé 1)
dans le cas non spatial et (2) dans le cas
spatial avec 10 locus et une variance de
dispersion égale à 1
composantes principales pour étudier l’association entre les génotypes aux diffé-
rents locus ; nous avons ainsi pu distinguer l’association des locus F5 et E6, d’une
part, et celle des locus D10 et D6 d’autre part ; cependant le pourcentage d’inertie
totale expliquée par les deux premiers axes principaux est relativement faible (à
peine 20%). Aussi la réalisation du test de Mantel ne nous permet pas de conclure
à l’existence d’une association significative entre les distances génotypiques et les
distances spatiales. Cependant, il ressort du test de Moran que la structuration
spatiale du karité est agrégée à faible et grande distances. La structuration spa-
tiale à grande distance pourrait être dûe aux activités humaines. En effet, la
structuration à grande distance en jachère pourrait s’expliquer par les pratiques
des populations locales, qui entraînent une dispersion une dispersion des graines
et du pollen. Aussi, les modèles théoriques prédisent l’existence d’une structure
génétique spatiale lorsque le flux de gènes est restreint localement et une absence
de structure spatiale lorsque le flux de gènes par les graines est extensif (Har-
desty et al., 2005). L’apparentement moyen entre les individus en fonction des
classes de distance a été déterminé selon deux méthodes d’estimation fondées sur
le calcul des moments (celle de Wang (2002) et celle de Lynch et Ritland (1999))
et aussi selon la méthode du maximum de vraisemblance de Milligan (2003).
L’apparentent moyen décroît significativement avec le logarithme de la distance.
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Fig. 4.22 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 10 locus et une variance
de dispersion égale à 10
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Fig. 4.23 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 10 locus et une variance
de dispersion égale à 100
Mais, d’une manière globale, l’apparentement moyen de l’échantillon étudié est
très faible. Nous avons aussi noté l’existence d’une autocorrélation spatiale si-
gnificative jusqu’à une distance d’environ 15m. Cependant, le test de Mantel ne
nous permet pas de déceler une relation linéaire entre la distance génétique et la
distance géographique. Kelly et al. (2004b) ont étudié la structuration spatiale du
karité au sud du Mali en comparant les résultats obtenus en jachère et en forêt. Il
ressort de leurs travaux que la structuration spatiale est plus prononcée en jachère
qu’en forêt. Parmi les facteurs expliquant cela, nous pouvons relever le niveau de
fructification plus important dans la jachère dû à une moindre compétition entre
les arbres, ce qui favorise la régénération naturelle des plants juvéniles autour des
arbres mères du fait que les graines de Vitelleria Paradoxa sont principalement
dispersées par la gravité. En forêt par contre, le plus faible niveau de fructifica-
tion qui est dû à une compétition plus forte entre les arbres, réduit le nombre
d’arbres autour de l’arbre mère et affecte en conséquence la structuration spatiale
du Karité.
Nous avons effectué quelques simulations pour valider le modèle spatial pour
l’estimation de l’apparentement. Nous notons que la prise en compte de l’infor-
mation spatiale améliore sensiblement l’estimation de l’apparentement génétique.
Ceci est surtout vérifié lorsque la variance de dispersion des juvéniles autour du
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Fig. 4.24 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 15 locus et une variance
de dispersion égale à 0.1
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Fig. 4.25 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 15 locus et une variance
de dispersion égale à 1
pied mère est faible, c’est à dire lorsque l’hypothèse que des individus plutôt
proches spatialement sont proches génétiquement est vérifiée.
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Fig. 4.26 – Corrélation entre l’apparen-
tement réel et l’apparentement estimé
(1) dans le cas non spatial et (2) dans le
cas spatial avec 15 locus et une variance
de dispersion égale à 10
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Fig. 4.27 – Distribution du paramètre ν associé à la distance dans le modèle
spatial pour l’apparentement
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Conclusion générale et perspectives
La génétique quantitative s’intéresse à l’étude de la transmission héréditaire
des caractères quantitatifs. Un caractère répond à la sélection lorsque’il a une
variabilité génétique héritable et qu’il n’est pas contraint par les corrélations gé-
nétiques avec d’autres caractères sous sélection. De manière classique, des dispo-
sitifs expérimentaux où les croisements entre individus sont contrôlés sont mis en
place et permettent d’estimer l’héritabilité. Cependant, l’héritabilité d’un carac-
tère mesuré en laboratoire ou en serre est différente de l’héritabilité de ce même
caractère mesuré en milieu naturel. Ceci s’explique par les différences environne-
mentales et l’interaction génotype-environnement. Actuellement, des programmes
de recherche sont de plus en plus menés avec des dispositifs de sélection parti-
cipative en milieu naturel. Hors en milieu naturel, comme les croisements ne
sont pas contrôlés, l’apparentement n’est pas connu ou, au mieux, il n’est connu
que partiellement. La possibilité d’estimer l’apparentement et l’héritabilité des
caractères en milieu naturel à l’aide des données moléculaires suscite un intérêt
croissant dans différents domaines liés à l’amélioration génétique des populations.
Ce travail de thèse nous a permis tout d’abord de généraliser le modèle de
la vraisemblance de Milligan pour l’apparentement. Nous avons montré que le
modèle de Milligan s’insère dans un cadre théorique plus large qui est celui de la
vraisemblance composite. En effet, le modèle de Milligan pour n individus consiste
à écrire le produit des lois jointes des couples de génotypes et revient à écrire la
vraisemblance composite par paires. Nous avons défini le modèle de la vraisem-
blance composite par paires pour l’estimation de l’apparentement. Cependant, les
approches classiques pour l’estimation de l’apparentement génétique développées
jusqu’ici ne permettent pas de prendre en compte une information exogène comme
l’information spatiale. Or, il serait raisonnable de supposer que plus des indivi-
dus sont spatialement proches plus ils sont génétiquement proches. Nous avons
développé un modèle spatial bayésien hiérarchique pour l’estimation de l’apparen-
tement génétique entre des individus sans connaissance du pedigree à l’aide des
données moléculaires. L’avantage de la modélisation bayésienne hiérarchique est
qu’elle permet de scinder un problème complexe en une série de problèmes plus
faciles à traiter. Nous avons supposé que les individus sont non-consanguins et que
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le mode d’IBD suit une loi multinomiale et proposé de modéliser le mode d’IBD
avec un GLM probit ordinal. L’idée est que deux individus proches spatialement
sont aussi proches génétiquement. La prise en compte de l’information spatiale
permet de modéliser le mode d’IBD en fonction d’une variable latente gaussienne
dont la moyenne dépend de la distance entre les individus. Plus précisément,
l’information spatiale permet de discrétiser le mode d’identité par descendance.
Nous avons ensuite proposé un modèle bayésien hiérarchique pour estimer
à la fois l’apparentement et l’héritabilité en milieu naturel à l’aide des données
moléculaires. L’intérêt de ce modèle est qu’il ne suppose pas, contrairement aux
modèles de la vraisemblance pour l’héritabilité développés d’abord par Mousseau
et al. (1998) et ensuite par Thomas et al. (2000), que la population a une struc-
ture d’apparentement prédéterminée et connue. Un autre avantage du modèle est
qu’il permet de bien prendre en compte l’effet de la variabilité de l’estimation
de l’apparentement sur celle de l’estimation de l’héritabilité. Ce modèle garantit
en outre que la matrice d’apparentement estimée des couples d’individus est une
matrice symétrique définie positive, ce qui est attendu comme propriété pour une
matrice de variance-covariance.
Trois algorithmes MCMC pour l’inférence bayésienne des paramètres du mo-
dèle pour l’estimation de l’apparentement sont proposés. Les deux premiers algo-
rithmes sont de type Métropolis-Hastings avec des lois de proposition différentes.
Mais comme la difficulté avec un algorithme de Métropolis-Hastings réside sou-
vent dans le choix de la loi de proposition appropriée, le dernier algorithme pour
l’estimation de l’apparentement proposé est un algorithme de Gibbs qui a donc
l’avantage d’être plus facilement mis en oeuvre. Comme pour l’inférence des pa-
ramètres du modèle spatial hiérarchique pour l’apparentement, la loi a posteriori
conditionnelle complète des seuils n’a pas une forme analytique connue et que
les lois a posteriori des autres paramètres sont connues, nous ne pouvons pas
employer un algorithme de Gibbs pour l’inférence bayésienne. Un algorithme de
Métropolis-Hastings couplé à un algorithme de Gibbs pour l’inférence des para-
mètres du modèle spatial bayésien hiérarchique pour l’apparentement a été pro-
posé. Une difficulté rencontrée dans l’application du modèle spatial pour l’estima-
tion de l’apparentement, c’est qu’avec peu d’observations, il peut arriver qu’aucun
couple de génotypes partageant deux allèles identiques par descendance, donc de
mode d’IBD S7, ne soit simulé. Le nombre de modalités observé est réduit à 2,
donc le modèle est non-identifiable et les seuils associés sont non-estimables.
Pour l’application pratique, le jeu de données dont nous disposons ne com-
porte qu’une seule variable phénotypique, le diamètre des arbres à 1, 30 mètre
de hauteur. Le diamètre des arbres est mesuré sur des individus d’âges diffé-
rents et comme il varie évidemment en fonction de l’âge de l’individu considéré,
l’héritabilité de ce caractère pour des individus mesurés à des âges différents est
difficilement interprétable. C’est pourquoi nous n’avons pas appliqué le modèle
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développé dans ce travail pour estimer à la fois l’apparentement et l’héritabilité.
Nous avons pu obtenir finalement d’autres données phénotypiques sur le karité
et nous envisageons d’appliquer le modèle spatial pour l’estimation de l’appa-
rentement et de l’héritabilité en milieu natural et valoriser ensuite ce travail par
une publication. En outre, il nous faudra effectuer plus de simulations pour pou-
voir estimer à la fois l’apparentement et l’héritabilité et bien mesurer l’apport du
modèle spatial sur l’estimation de ces paramètres. Il serait aussi intéressant de
développer un modèle spatial qui prendrait en compte la dépendance entre les
couples d’individus. Nous avons considéré dans ce travail que les fréquences allé-
liques sont connues. Comme en pratique, elles ne sont souvent pas connues, nous
allons développer un algorithme pour estimer à la fois les fréquences alléliques,
l’apparentement et l’héritabilité. Nous avons supposé avec le modèle spatial pour
l’estimation de l’apparentement que la population est composée d’individus non-
consanguins. Cependant cette hypothèse peut se révéler restrictive pour l’applica-
tion pratique du modèle. Il serait intéressant d’envisager le développement d’un
modèle spatial pour estimer l’apparentement génétique d’individus issus d’une
population consanguine. Dans ce cas, le modèle ne serait plus ordinal comme
tous les 9 modes d’identité par état des allèles peuvent être observés. Le modèle
approprié est un modèle multinomial et non un modèle probit. De plus, nous
pourrions considérer que les observations sont les génotypes d’un triplet et non
d’un couple et employer le modèle de la vraisemblance composite par triplets
et non par paires. Cependant ceci augmenterait considérablement le nombre de
paramètres du modèle.
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Résumé La connaissance de l’apparentement génétique entre individus permet d’estimer
l’héritabilité des caractères d’intérêt. La possibilité d’estimer l’héritabilité en milieu naturel
suscite un intérêt croissant pour l’amélioration génétique des populations. Mais en milieu na-
turel, le pedigree n’est pas connu. L’utilisation des marqueurs moléculaires permet d’estimer
l’apparentement puis d’estimer l’héritabilité. Néanmoins, les approches classiques ne permettent
pas d’introduire une information exogène comme l’information spatiale. Or, nous pouvons sup-
poser que deux individus proches géographiquement sont proches génétiquement. L’objectif de
ce travail est de développer des modèles statistiques pour l’estimation de l’apparentement et
de l’héritabilité à l’aide des marqueurs moléculaires en prenant en compte l’information spa-
tiale. Premièrement, nous construisons un modèle spatial hiérarchique bayésien de l’apparen-
tement. Comme la vraisemblance des observations, modes d’identité par état entre génotypes,
est complexe, le modèle statistique pour l’apparentement considéré est celui de la vraisem-
blance composite. Le lien entre le mode d’identité par descendance et la distance spatiale se fait
par l’intermédiaire d’un GLM probit ordinal. Deuxièmement, nous proposons une modélisation
simultanée de l’apparentement et de l’héritabilité. Dans la troisième partie, nous proposons dif-
férents algorithmes MCMC pour l’inférence des paramètres des modèles. Finalement, l’intérêt
du modèle spatial pour l’apparentement est illustré par une application à des données sur le
karité (Vitellaria paradoxa).
Mots Clés Bayésien hiérarchique, MCMC, Vraisemblance Composite, Apparentement, Hérita-
bilité, Spatial, Marqueurs Moléculaires, Karité
Spatial hierarchical Bayesian Model for relatedness and heritability based on
molecular markers.
Abstract The knowledge of genetic relatedness between individuals combined with pheno-
typic information enables us to estimate the heritability of character of interest. Estimating
the heritability in natural populations remains a real challenge for the obvious reason that, in
natural populations, the pedigree remains unknown. The use of molecular markers allows the
assessment first of relatedness and then of heritability. However, classical approaches do not
allow to introduce exogenous information such as geographical information. Nevertheless, we
can assume that the closer two individuals are spatially, the more genetically close they are.
The aim of this study is to develop statistical models allowing the simultaneous estimation of
relatedness and heritability by using molecular markers as well as spatial information. In the
first part, we develop a hierarchical spatial Bayesian model for relatedness taking into account
spatial information. As the likelihood of the data given by the identity-by-state mode of pairs
of genotypes, is not tractable, we propose the use of the composite likelihood approaches. The
link between the identity-by-descent mode and the spatial distance is made using ordinal Probit
models belonging to the generalized linear models. In the second part, we propose to model re-
latedness and heritability simultaneously. In the third part, we give different MCMC algorithms
for model inference. Finally, the spatial model for relatedness is emphasized by an application
on Shea tree (Vitellaria paradoxa) data.
Keywords Hierarchical Bayesian, MCMC, Composite Likelihood, Relatedness, Heritability, Spa-
tial, Molecular Markers, Shea Tree.
Discipline : Biostatistiques
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