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Abstract
We establish abstract extrapolation results for entropy numbers of operators in Banach spaces. The results
apply to extrapolation in the source spaces and also in the target spaces. As an illustration of the abstract
results, applications to limiting Sobolev embeddings are given.
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1. Introduction
Compactness is a central notion in Operator Theory and Functional Analysis. Given any
bounded linear operator T ∈ L(X,Y ) between the Banach (or quasi-Banach) spaces X, Y ,
compactness of T can be characterized by its entropy numbers. Namely, a necessary and suf-
ficient condition for compactness of T is that limn→∞ en(T ) = 0. The asymptotic decay at
infinity of the sequence (en(T )) describes the “degree of compactness” of T . Moreover, there
is a close connection between entropy numbers and eigenvalues: If X is a (complex) Banach
space and T ∈ L(X,X) is compact, then the famous Carl-Triebel inequality (see [6]) shows that
|λn(T )|
√
2en(T ). Here (λn(T )) is the sequence of the eigenvalues of T counted according to
their multiplicity and ordered by decreasing modulus.
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Probability and Learning Theory (see, for example, the papers [21,11,36]), a lot of work has been
done in recent years to determine the asymptotic decay of entropy numbers of many operators.
In this research, a variety of different tools has been used, including extrapolation.
It is well known that extrapolation techniques are very useful to study boundedness of opera-
tors in limiting situations, as it is the case of the Hardy–Littlewood maximal operator acting from
L(logL)(Ω) into L1(Ω), where Ω ⊆Rd has finite Lebesgue measure (see [29,2,16]). Working
with an ordered family {Yη} of Banach spaces, i.e. Y0 ↪→ Yθ ↪→ Yη ↪→ Y1 for 0  θ  η  1,
there are two (logarithmic) extrapolation spaces that one can consider to approach Yθ : The space
Yθ (logY)+b,q , where b > 0 and 1 q ∞, which is larger than Yθ but smaller than Yη for any
η > θ , and the space Yθ (logY)−b,q which is now smaller than Yθ but bigger than Yτ for any τ < θ
(see the next section for full details). Zygmund spaces Lp(logL)a(Ω) are concrete examples of
these extrapolation spaces.
The usefulness of extrapolation techniques for entropy estimates is not so common knowl-
edge. Triebel [32] applied for the first time extrapolation ideas to describe the asymptotic be-
haviour of entropy numbers of certain limiting Sobolev embeddings. An abstract result in this
direction was established by Kühn and Schonbek [24], for the special case when the extrapolation
space is Y0(logY)+b,∞ and the scale for extrapolating is at the target of the operator. It is a natural
question to investigate systematically extrapolation properties of entropy numbers, including the
spaces Yθ (logY)+b,q for the whole range of parameters, as well as the corresponding results when
the extrapolation procedure takes place on the source spaces of the operator, involving now the
spaces Yθ (logY)−b,q . This is the first aim of the present paper. The second aim is to illustrate the
abstract results by applications.
We start by recalling in Section 2 the extrapolation constructions that we use along the article.
Then, in Section 3, we establish abstract extrapolation results for entropy numbers. These re-
sults can be considered as quantitative versions of the compactness results proved by the authors
in [10]. Finally, in Section 4, we show applications for each of the abstract extrapolation results.
These applications refer to limiting Sobolev embeddings and complement and improve several
results in the literature. Next we describe them.
Let Ω be a domain in Rd with smooth or Lipschitz boundary. In the first application we
determine the exact asymptotic behaviour of entropy numbers of the embedding of the limiting
Sobolev space Hd/pp (Ω) into a generalized Lorentz–Zygmund space L∞(logL)−1/p′;−α(Ω).
We show that en(id)∼ (logn)−α . Here 1 <p < ∞, 1/p + 1/p′ = 1 and α > 0. Previous results
on this kind of embeddings are due to Triebel [32], Kühn [22], Belinsky and Trebels [1], Kühn
and Schonbek [23] and Edmunds and Gurka [13]. These authors work with exponential Orlicz
spaces Eν(Ω) as target spaces of the embeddings, but in their results there is a gap between the
exponents involved in the upper and lower bounds for the range p/(2 + p) ν < 1/p′.
Our second application refers to logarithmic Sobolev spaces H˜ sp(log H˜ )a(Ω) studied in the
monograph by Edmunds and Triebel [16, Section 2.6.3]. We estimate the asymptotic behaviour
of entropy numbers of the embeddings from H˜ sp(log H˜ )a(Ω) into Lp∗(Ω) with critical exponent
p∗ = dp/(d − sp), where 1 <p < ∞, 0 < s < d/p and a > 0.
The last application deals with limiting embeddings Hsp(Ω)
id−→ Lp∗(logL)−a(Ω) where 1 <
p < ∞, 0 < s < d/p and a > 0. As one can see in [16, Theorem 3.4.3/1] the following holds: If
a > 2s/d then
ek(id)∼ k−s/d .
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c1k
−s/d  ek(id) cεk−a/2+ε, k ∈N. (1.1)
If 0 < a  s/d and ε > 0, then there are positive constants c2, cε such that
c2k
−a  ek(id) cεk−a/2+ε, k ∈N. (1.2)
For the case Ω = (0,1)d and a 	= s/d , it has been shown by Edmunds and Netrusov [15] that the
exact behaviour of entropy numbers is
ek(id)∼ kmax(−s/d,−a).
We work here with the Besov spaces Bsp,p(Ω) (see [3,31,35]), which are quite close to Sobolev
spaces. To be exact, for 1 p  2, we have
Bsp,p(Ω) ↪→ Hsp(Ω) ↪→ Bsp,2(Ω).
With the help of wavelet bases and our extrapolation results, we show that for Besov spaces
with 1 p < 2 and 0 < s  d/p − d/2, the upper estimates (1.1) and (1.2) can be significantly
improved. Furthermore, for the range s/d < a < 2s/d , we determine the exact asymptotic be-
haviour of the entropy numbers ek(id : Bsp,p → Lp∗(logL)−a(Ω)) up to logarithmic factor.
2. Preliminaries
Subsequently, let Θ be an interval Θ ⊆ [0,1], let Y0, Y1 be Banach spaces and let {Yη}η∈Θ be
an ordered family of Banach spaces, i.e.
Y0 ↪→ Yθ ↪→ Yη ↪→ Y1 for any θ  η with θ, η ∈ Θ.
Here ↪→ means continuous inclusion. We also assume that all these inclusion operators are uni-
formly bounded.
The extrapolation spaces that we are going to use are based on ideas of [19,17,18,20,8,7].
Definition 2.1. Let 1  q ∞, b > 0 and let 0  θ < 1 such that for some ε > 0, we have
(θ, θ + ε) ⊆ Θ . The space Yθ (logY)+b,q = Y+θ,b,q is formed by all those y ∈
⋂
θ<ηθ+ε Yη having
a finite norm
‖y‖Yθ (logY)+b,q =
( ε∫
0
(
tb‖y‖Yθ+t
)q dt
t
)1/q
(where, as usual, the integral should be replaced by the supremum if q = ∞).
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σj = θ + 2−j for j  J. (2.1)
It can be checked that the expression
‖y‖Y+θ,b,q =
( ∞∑
n=J
(
2−nb‖y‖Yσn
)q)1/q
is an equivalent norm to ‖ · ‖Yθ (logY)+b,q .
The space Yθ (logY)+b,q does not depend on the choice of ε > 0. Moreover, a change in the
value of J ∈N satisfying 2−J < ε produces only an equivalent norm.
Definition 2.2. Let 1  q ∞, b > 0 and let 0 < θ  1 such that for some ε > 0, we have
(θ − ε, θ) ⊆ Θ . The space Yθ (logY)−b,q = Y−θ,b,q consists of all those y ∈ Y1 which can be repre-
sented as y = ∫ ε0 w(t) dt/t (convergence in Y1) with w(t) ∈ Yθ−t and
( ε∫
0
(
t−b
∥∥w(t)∥∥
Yθ−t
)q dt
t
)1/q
< ∞. (2.2)
The norm ‖ · ‖Yθ (logY)−b,q in Yθ (logY)
−
b,q is defined by the infimum of the values (2.2) over all
possible representations of y of the above type.
Again this space does not depend on ε > 0. Let J ∈N with 2−J < ε and put
λj = θ − 2−j for j  J. (2.3)
It turns out that y ∈ Yθ (logY)−b,q if and only if there exists yn ∈ Yλn with y =
∑∞
n=J yn (conver-
gence in Y1) and
( ∞∑
n=J
(
2nb‖yn‖Yλn
)q)1/q
< ∞. (2.4)
Moreover
‖y‖Y−θ,b,q = inf
{( ∞∑
n=J
(
2nb‖yn‖Yλn
)q)1/q
: y =
∞∑
n=J
yn
}
is an equivalent norm to ‖ · ‖Yθ (logY)−b,q .
Using the monotonicity of ‖ · ‖p -norms, it is not hard to check that if b1 < b2 and
1 q,p ∞ then
Y+ ↪→ Y+ and Y− ↪→ Y−θ,b1,q θ,b2,p θ,b2,p θ,b1,q
F. Cobos, T. Kühn / Journal of Functional Analysis 263 (2012) 4009–4033 4013and if 1 q1  q2 ∞ then
Y+θ,b,q1 ↪→ Y+θ,b,q2 and Y−θ,b,q1 ↪→ Y−θ,b,q2 .
We refer to [10] for more details on these constructions.
Next we recall some concrete extrapolation spaces. Let Ω be a domain in Rd with finite
Lebesgue measure |Ω|d . Take Θ = [0,1] and for θ ∈ Θ let Yθ = L1/θ (Ω). It is shown in
[16, Section 2.6.2] that we have with equivalence of norms
Y1/p(logY)+b,p = Lp(logL)−b(Ω)
and
Y1/p(logY)−b,p = Lp(logL)b(Ω).
Here for 1 < p < ∞ and γ ∈R, Lp(logL)γ (Ω) is the Zygmund space defined as the collection
of all (equivalence classes of) measurable functions f on Ω such that
‖f ‖Lp(logL)γ (Ω) =
( |Ω|d∫
0
((
1 + |log t |)γ f ∗(t))p dt
)1/p
< ∞
(see [2]), where f ∗ stands for the non-increasing rearrangement of the function f given by
f ∗(t) = inf{s > 0: ∣∣{x ∈ Ω: ∣∣f (x)∣∣> s}∣∣
d
 t
}
.
Let γ > 0 and α  0. In our considerations in Section 4, we shall also need the generalized
Lorentz–Zygmund space L∞(logL)−γ ;−α(Ω) formed by all (classes of) measurable functions f
on Ω such that
‖f ‖L∞(logL)−γ ;−α(Ω) = sup
0<t<|Ω|d
(
1 + |log t |)−γ (1 + ∣∣log(1 + |log t |)∣∣)−αf ∗(t) < ∞.
See [12,26]. If α = 0, then we recover the Zygmund spaces L∞(logL)−γ .
In what follows, given two non-negative expressions (functions or sequences) F1 and F2, we
write F1  F2 if there is a constant c > 0 independent of the variables involved in F1 and F2
such that F1  cF2. We put F1 ∼ F2 if F1  F2 and F2  F1.
We write log for the logarithm taken in the base 2 and Log when the base is e. Moreover,
[·] stands for the greatest integer function.
3. Entropy and extrapolation
Let T ∈ L(X,Y ) be a bounded linear operator between the Banach spaces X and Y . For
n ∈N, the n-th (dyadic) entropy number en(T ) = en(T : X → Y) of T is defined as the infimum
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T (UX) ⊂
2n−1⋃
j=1
(yj + εUY ).
Here, UX , UY stand for the closed unit balls of X and Y , respectively. The set {yj }2n−1j=1 is said
to be an ε-net for T (UX) of cardinality 2n−1.
Clearly, T is compact if and only if limn→∞ en(T ) = 0. For this reason, the asymptotic decay
of (en(T )) can be considered as a measure of the degree of compactness of the operator T . Full
details on entropy numbers can be found in the monographs [27,5,16]. We only recall here some
basic properties:
‖T ‖X,Y = e1(T ) e2(T ) · · · 0 (monotonicity),
en+k−1(S + T ) en(S)+ ek(T ), n, k ∈N (additivity),
en+k−1(S ◦ T ) en(S)ek(T ), n, k ∈N (multiplicativity).
First we establish a result for entropy numbers when we extrapolate the source spaces.
Theorem 3.1. Let X be a Banach space and let {Yη}η∈Θ, θ, ε, b and q be as in Definition 2.2.
Let α,β > 0 and assume that T : Y1 → X is a bounded linear operator such that for any θ − ε <
η < θ we have
ek(T : Yη → X) (θ − η)−βk−α.
Then, for Y = Yθ (logY)−b,q and 1/q + 1/q ′ = 1, it holds
ek(T : Y → X)
⎧⎪⎨
⎪⎩
k−α if β < b,
k−αb/β if b < β,
(log k)α+1/q′
kα
if b = β.
Proof. Let J ∈ N with 2−J < ε. We are going to work with the discrete representation
of Y . Let λj be the numbers defined by (2.3). Since the scale is ordered, we have that c =
supjJ ‖T ‖Yλj ,X < ∞. Furthermore, the assumption on entropy numbers implies that there is a
constant C > 0 such that
e2k (T : Yλj → X) C2jβ−kα, j  J and k ∈N. (3.1)
Take any y ∈ UY and find a representation y =∑∞j=J yj (convergence in Y1) with yj ∈ Yλj
and (
∑∞
j=J (2jb‖yj‖Yλj )q)1/q  2. Hence, yj ∈ 21−jbUYλj .
Take any N > J and let kj , J  j N , be positive integers to be determined later. Put
μj = 21−jbe kj (T : Yλ → X) C21−jb2jβ−kα, J  j N. (3.2)2 j
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kj −1
. Whence,
for J  j N , there is xj ∈Nj such that ‖Tyj − xj‖X  2μj . We have that
∥∥∥∥∥Ty −
N∑
j=J
xj
∥∥∥∥∥
X

N∑
j=J
‖Tyj − xj‖X +
∑
j>N
‖Tyj‖X
 2
N∑
j=J
μj + c
∑
j>N
21−jb
 2
N∑
j=J
μj + c12−bN = ω.
Let M =∑Nj=J 2kj . Since

{
N∑
j=J
xj : xj ∈Nj
}

N∏
j=J
Nj  2
∑N
j=J 2
kj −(N−j+1)  2M−1,
it follows that
eM(T : Y → X) ω. (3.3)
Now we distinguish three cases to get the estimates of the statement.
Assume first b < β . Take ρ such that b < ρ < β . For any N max{J + 1, α}, put
kj =
[
(N − j)ρ + jβ
α
]
, J  j N.
Then kj  1 and
M ∼ 2Nρ/α
N∑
j=J
2(β−ρ)j/α ∼ 2Nρ/α+(β−ρ)/α = 2βN/α.
Moreover, using (3.2), we obtain that
ω = 2
N∑
j=J
μj + c12−bN 
N∑
j=J
2−jb+jβ−(N−j)ρ−jβ + 2−bN
= 2−Nρ
N∑
j=J
2j (ρ−b) + 2−bN
∼ 2−bN = (2βN/α)−αb/β .
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ek(T : Y → X) k−αb/β .
Suppose now that β < b. Take ρ such that β < ρ < b. For any N max{J + 1, α/β}, let
kj =
[
(N − j)b + jρ
α
]
, J  j N.
This time we get
M ∼ 2Nb/α
N∑
j=J
2(ρ−b)j/α ∼ 2Nb/α
and
ω
N∑
j=J
2−jb+jβ−(N−j)b−jρ + 2−bN
= 2−Nb
N∑
j=J
2j (β−ρ) + 2−bN ∼ 2−bN
= (2Nb/α)−α.
Therefore,
ek(T : Y → X) k−α.
Assume now that b = β . If q = ∞, for any N max{2J,α/b}, let
kj =
[
Nb
α
]
, J  j N.
We have
M ∼
N∑
j=J
2Nb/α ∼ N2Nb/α
and
ω
N∑
j=J
2−jb+jβ−Nb + 2−Nb ∼ N2−Nb.
Since
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Mα
∼ (logN +Nb/α)
α+1
Nα2Nb
∼ N2−Nb,
the result follows.
For the remaining case 1 < q < ∞, we shall need to modify the choice of μj and the nets Nj .
Put
δj = 2jb−1‖yj‖Yλj , J  j N,
and consider the Lorentz sequence space q,∞ (see, for example, [27]). Since
( ∞∑
j=J
(
2jb‖yj‖Yλj
)q)1/q  2,
we have that
∥∥(δj )JjN∥∥q,∞  ∥∥(δj )JjN∥∥q  1.
Hence, there is a permutation π of the set {1, . . . ,N − J + 1} (π ∈P) such that
δk+J−1  π(k)−1/q , 1 k N − J + 1.
Let
μj (π) = 21−jbπ(j − J + 1)−1/qe2kj (T : Yλj → X), J  j N.
Since β = b and (3.1), we get
μj (π) 2Cπ(j − J + 1)−1/q2−kj α.
Take ρ such that −1/q ′ < ρ < α. For any N max{2J,α/b}, let
kj =
[
bN − ρ logπ(j − J + 1)
α
]
, J  j N.
We obtain that 2−αkj  2α−bNπ(j − J + 1)ρ . Whence,
μj (π) 21+αCπ(j − J + 1)ρ−1/q2−bN , J  j N,
and so, since ρ − 1/q > −1, we get
N∑
j=J
μj (π) 2−bN
N∑
j=J
π(j − J + 1)ρ−1/q  2−bNNρ+1/q ′ . (3.4)
Let Nj (π) be a 2μj (π)-net for 21−jbπ(j − J + 1)−1/qT (Uλj ) with cardinality less than
or equal to 22
kj −1
. Then, given any y ∈ UY , we can represent y as y = ∑∞ yj withj=J
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∑∞
j=J (2jb‖yj‖Yλj )q)1/q  2, and we can find a permutation π ∈ P and points xj ∈ Nj (π),
J  j N , such that ‖Tyj − xj‖X  2μj (π). This yields, using (3.4), that
∥∥∥∥∥Ty −
N∑
j=J
xj
∥∥∥∥∥
X
 2
N∑
j=J
μj (π)+ c12−bN  2−bNNρ+1/q ′ .
Moreover, since −ρ/α > −1,
M =
N∑
j=J
2kj ∼ 2bN/α
N∑
j=J
π(j − J + 1)−ρ/α ∼ 2bN/αN1−ρ/α.
The cardinality of N =⋃π∈P NJ (π)× · · · ×NN(π) is
N N !2
∑N
j=J 2
kj −(N−J−1) NN22bN/αN1−ρ/α .
It follows that log(N ) 2bN/αN1−ρ/α ∼ M. Therefore,
eM(T : Y → X) 2−bNNρ+1/q ′ .
To complete the proof, it suffices to notice that
logM ∼ bN
α
+
(
1 − ρ
α
)
logN ∼ N
and that
2−bNNρ+1/q ′ = (2−bNNρ−α)Nα+1/q ′ ∼ M−αNα+1/q ′ ∼ M−α(logM)α+1/q ′ . 
The following result refers to the case when one extrapolates the target spaces with θ = 0 and
q = ∞. It shows the exact asymptotic behaviour of entropy numbers of the extrapolated operator.
Theorem 3.2. Let X be a Banach space and let {Yη}η∈Θ, ε and b as in Definition 2.1 with θ = 0
and q = ∞. Let β > 0 and assume that T : X → Y0 is a bounded linear operator such that
ek(T : X → Yη) k−βη, k ∈N, 0 < η < ε. (3.5)
Then, for Y = Y0(logY)+b,∞, we have that
ek(T : X → Y) (logk)−b.
If in addition to (3.5) we also have that for some 0 < ε0 < ε and γ > β
k−γ η  ek(T : X → Yη), k ∈N, 0 < η ε0, (3.6)
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ek(T : X → Y) ∼ (logk)−b.
Proof. We start working with the discrete representation of Y . Let J ∈ N with 2−J < ε and put
σj = 2−j , j  J . Monotonicity of the scale yields that c = supjJ ‖T ‖X,Yσj < ∞. Take any
N > J and let kj ∈ N, J  j  N , be positive integers to be fixed later. By (3.5), there is a
constant C > 0 such that
ekj (T : X → Yσj ) Ck−β2
−j
j .
Write μj = Ck−β2
−j
j , J  j  N . By the definition of entropy numbers, there is a 2μj -net for
T (UX) in Yσj with cardinality less than or equal to 2kj−1. Let B
(j)
n , 1 n 2kj−1, be the balls
of the 2μj -net. We have that
T (UX) = T (UX)∩
⋃
nJ ,...,nN
(
B(J)nJ ∩ · · · ∩B(N)nN
)
.
The number of sets in the form T (UX) ∩ (⋂Nj=J B(j)nj ) is at most 2kJ +···+kN−(N−J+1). Let
B1, . . . ,BL be those sets which are not empty. Then L  2k−1 with k = kJ + · · · + kN . Given
any x ∈ UX , there are 1 i  L and ui = T xi ∈ Bi such that
2−jb‖T x − ui‖Yσj  2−jb4μj = 4C2−jbk
−β2−j
j , J  j N.
Moreover, for j > N , we have
2−jb‖T x − ui‖Yσj = 2−jb
∥∥T (x − xi)∥∥Yσj  2C2−Nb.
Therefore,
‖T x − ui‖Y = sup
jJ
2−jb‖T x − ui‖Yσj max
{
max
JjN
{
2−jbk−β2
−j
j
}
,2−Nb
}
.
Choose now
kj = 2[b2j (N−j)/β], J  j N.
Then ‖T x − ui‖Y  2−Nb and so
ek(T : X → Y) 2−Nb.
Let us compare k and N . Since k =∑N−Jn=0 2[b2n+J (N−J−n)/β] taking n = N − J − 1, we obtain
that k  2b2N−1/β−1. On the other hand, putting r = 2b/β we get
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N−J∑
n=0
r(N−J−n)2n+J 
N−J∑
n=0
r2
N−J−n−12n+J = (N − J + 1)r2N−1

2N∑
n=0
rn  r2N .
Therefore logk ∼ 2N and so
ek(T : X → Y) (logk)−b.
Suppose now that (3.6) also holds. In order to show the lower estimate for entropy numbers,
we shall work with the continuous norm in Y . We designate by ηbYη the space Yη normed by
ηb‖ · ‖Yη . Since the embedding Y ↪→ ηbYη has norm  1, using (3.2) we derive that there is a
constant C1 > 0 such that for 0 < η ε0
C1k
−γ ηηb  ek
(
T : X → ηbYη
)
 ek(T : X → Y).
Hence
ek(T : X → Y) C1 sup
0<ηε0
{
ηbk−γ η
}
.
Let k  eb/γ ε0 . Since the function f : (0, ε0] →R, f (η) = bLogη − γ ηLogk, attains the max-
imum value on η = b/γ Logk, we derive that
sup
0<ηε0
{
ηbk−γ η
}= (b/γ )b(Log k)−be−b.
This yields that
ek(T : X → Y) (logk)−b
and completes the proof. 
The result of Kühn and Schonbek [24] has the same target space Y0(logY)+b,∞ but the as-
sumptions on ek(T : X → Yη) are of different type than (3.5).
Next we prove the corresponding result to Theorem 3.1 when we extrapolate the target spaces.
To cover the applications that we have in mind, this time we allow an extra logarithmic term in
the estimates for ek(T : X → Yη).
Theorem 3.3. Let X be a Banach space and let {Yη}η∈Θ, θ, ε, b and q be as in Definition 2.1.
Let α > 0 and β,γ  0. Put ψ(k) = k−α(1 + logk)γ , k ∈ N and assume that T : X → Y0 is a
bounded linear operator such that
ek(T : X → Yη) (η − θ)−βψ(k), k ∈N, θ < η < θ + ε. (3.7)
Then, for Y = Yθ (logY)+ , we haveb,q
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⎩
ψ(k) if b > β,
ψ(k)b/β if b < β,
(logk)α+1/qψ(k) if b = β.
Proof. The first part of the proof is similar to that in Theorem 3.2. Take J ∈N with 2−J < ε and
let σj = θ + 2−j , j  J . We have that c = supjJ ‖T ‖X,Yσj < ∞. Assumption (3.7) yields that
there is a constant C > 0 such that
e2n(T : X → Yσj ) C2jβψ
(
2n
)
, j  J, n ∈N.
Take any N > J and let kJ , . . . , kN be positive integers to be specified later. Write μj =
C2jβψ(2kj ) and take 2μj -nets Nj for T (UX) in Yσj with cardinality less than or equal to
22
kj −1
, J  j  N . Let B(j)n , 1  n  22
kj −1
, be the balls of Nj and let B1, . . . ,BL be those
sets of the type T (UX) ∩ (⋂Nj=J B(j)nj ) which are not empty. We have T (UX) ⊆⋃Lj=1 Bj and,
with k = ∑Nj=J 2kj , it is clear that L  2k−1. Given any x ∈ UX , there are 1  i  L and
ui = T xi ∈ Bi such that for every J  j N
2−jb‖T x − ui‖Yσj  2−jb4μj  4C2−j (β−b)ψ
(
2kj
)
and for j > N
2−jb‖T x − ui‖Yσj = 2−jb
∥∥T (x − xi)∥∥Yσj  2c2−jb.
Hence,
‖T x − ui‖Y 
(
N∑
j=J
(
4C2j (β−b)ψ
(
2kj
))q + ∑
j>N
(
2c2−jb
)q)1/q

(
N∑
j=J
(
2j (β−b)ψ
(
2kj
))q)1/q + 2−Nb = ω.
Consequently,
ek(T : X → Y) ω.
Now we distinguish three cases. If b > β , we select ρ such that β < ρ < b, and let
τ = max{ γ
α
log e − 1,1}. The function f (t) = t − γ
α
log(1 + t) is increasing in (τ,∞) with
limt→∞ f (t) = ∞. Find N0 ∈N such that N0 > max{J, τ } and ρN0/α > f (τ). For any N N0
and J  j N , we can find tj  1 such that f (tj ) = ((N −j)b+ρj)/α. Let kj = [tj ]. It follows
that
2−αkj (1 + kj )γ = ψ
(
2kj
)∼ ψ(2tj )= 2−(N−j)b−ρj .
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rithms that N ∼ kj . Hence,
2kj ∼ (Nγ 2(N−j)b+ρj )1/α.
It follows that
k =
N∑
j=J
2kj ∼ (Nγ 2Nb)1/α N∑
j=J
2−(b−ρ)j/α ∼ (Nγ 2Nb)1/α
and
ω ∼
(
N∑
j=J
(
2j (β−b)2−(N−j)b−ρj
)q)1/q + 2−Nb
∼ 2−Nb
(
N∑
j=J
2−(ρ−β)jq
)1/q
+ 2−Nb
∼ 2−Nb = ((Nγ 2Nb)1/α)−αNγ ∼ k−αNγ .
Since logk ∼ N , we derive that
ω ∼ k−α(logk)γ ∼ ψ(k).
This yields the wanted result for b > β .
Suppose now that we are in the case b < β . This time we choose ρ such that b < ρ < β ,
and for any N N0 and J  j N , we take tj  1 such that f (tj ) = ((N − j)ρ + βj)/α. Put
kj = [tj ]. We have that ψ(2kj ) ∼ 2−(N−j)ρ−βj and again N ∼ kj . Hence,
k =
N∑
j=J
2kj ∼ (Nγ 2Nρ)1/α N∑
j=J
2(β−ρ)j/α
∼ (Nγ 2Nρ)1/α2(β−ρ)N/α = (Nγ 2Nβ)1/α,
and
ω ∼
(
N∑
j=J
(
2j (β−b)2−(N−j)ρ−βj
)q)1/q + 2−Nb
= 2−Nb
(
N∑
j=J
2(ρ−b)jq
)1/q
+ 2−Nb
∼ 2−Nb = (((Nγ 2Nβ)1/α)−αNγ )b/β
∼ (k−α(logk)γ )b/β ∼ ψ(k).
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kj = [t] for J  j N . Then ψ(2kj ) ∼ 2−Nb and so N ∼ kj . Consequently,
k =
N∑
j=J
2kj ∼ (Nγ 2Nb)1/αN
and
ω ∼
(
N∑
j=J
2−Nbq
)1/q
+ 2−Nb ∼ N1/q2−Nb
= (2Nb/αN1+γ /α)−αNα+γ+1/q
∼ k−α(logk)γ+α+1/q ∼ (logk)α+1/qψ(k).
This completes the proof. 
4. Applications to limiting Sobolev embeddings
In what follows, Ω stands for a bounded C∞ domain or a bounded Lipschitz domain in Rd
(see [35]). As first application of the abstract extrapolation results, we are going to determine
the exact asymptotic behaviour of the entropy numbers of the embeddings of limiting fractional
Sobolev spaces Hd/pp (Ω) into generalized Lorentz–Zygmund spaces L∞(logL)−1/p′;−α(Ω).
For this aim, let Eν(Ω) be the Orlicz space defined by the Young function Φ(t) = exp(tν) − 1.
Here t  0 and ν > 0. The space Eν(Ω) coincides with the Zygmund space L∞(logL)−1/ν(Ω)
and for any q0  1 we have
‖f ‖Eν(Ω) ∼ ‖f ‖L∞(logL)−1/ν (Ω) ∼ sup
rq0
r−1/ν‖f ‖Lr(Ω)
(see [14,13]). Subsequently, we consider on Eν(Ω) the norm given by the last expression.
Let 1 < p < ∞ and 1/p + 1/p′ = 1. Then Hd/pp (Ω) is continuously embedded in Ep′(Ω)
(see [30]), but the embedding is not compact. We have compactness if we consider the embedding
H
d/p
p (Ω)
id−→ Eν(Ω) for 0 < ν < p′. Furthermore, see [32],
ek(id) ∼ k−1/p, k ∈N, 1 + 2/p < 1/ν. (4.1)
For the other cases, there is c1 > 0 and for any ε > 0 there is cε > 0 such that if 1 1/ν  1+2/p
c1k
−1/p  ek(id) cεk−(1/ν−1/p
′)/3+ε, k ∈N, (4.2)
and if 1/p′ < 1/ν  1
c1k
−(1/ν−1/p′)  ek(id) cεk−(1/ν−1/p
′)/3+ε, k ∈N. (4.3)
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Let Y0 = Ep′(Ω) and Y1 = Eν1(Ω) where 1/ν1 > 1 + 2/p. For 0 < η < 1, we put
Yη = Eν(Ω) if η = 1/ν − 1/p
′
1/ν1 − 1/p′ = μ
(
1/ν − 1/p′), μ = (1/ν1 − 1/p′)−1.
Clearly, the family {Yη}η∈[0,1] satisfies that the inclusion operators are uniformly bounded.
Lemma 4.1. For any 0 < η < 1, we have
‖f ‖Yη  ‖f ‖1−ηY0 ‖f ‖
η
Y1
, f ∈ Y0.
Proof. Let r  q0 and f ∈ Y0. We have
r−η/μ−1/p′ ‖f ‖Lr(Ω) =
(
r−1/p′ ‖f ‖Lr(Ω)
)1−η(
r−1/ν1‖f ‖Lr(Ω)
)η
 ‖f ‖1−ηY0 ‖f ‖
η
Y1
. 
Lemma 4.2. Let α > 0, 1 <p < ∞, 1/p + 1/p′ = 1 and 1/ν1 > 1 + 2/p. We have with equiva-
lence of norms
Y0(logY)+α,∞ = L∞(logL)−1/p′;−α(Ω).
Proof. The norm in the extrapolation space is
‖f ‖Y0(logY)+α,∞ = sup0<η<1η
α sup
rq0
r−η/μ−1/p′ ‖f ‖Lr(Ω)
= sup
rq0
r−1/p′
(
sup
0<η<1
ηαr−η/μ
)
‖f ‖Lr(Ω).
Since the maximum value of g(η) = Log(ηαr−η/μ) in (0,1) is attained at η = αμ/Log r , we
derive that
‖f ‖Y0(logY)+α,∞ ∼ sup
rq0
r−1/p′(Log r)−α‖f ‖Lr(Ω).
Now the result follows by using [23, Lemma 4.1] with v(t) = t1/p′(1 + |log t |)α . 
Lemma 4.3. There is a constant C > 0 such that for any 0 < η < 1 we have
ek
(
id : Hd/pp (Ω) → Yη
)
 Ck−η/p, k ∈N.
Proof. By (4.1), there is a constant c1 > 0 such that
ek
(
id : Hd/pp (Ω) → Y1 = Eν
)
 c1k−1/p, k ∈N,1
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ek
(
id : Hd/pp (Ω) → Y0
)
 c2, k ∈N.
Moreover, by Lemma 4.1, the space Yη is of class CJ (η) with respect to the couple (Y0, Y1).
Hence, using the interpolation result for entropy numbers (see [16, Theorem 1.3.2/(i)] or
[27, 12.1.12]), we derive that
ek
(
id : Hd/pp (Ω) → Yη
)
 2c1−η2 c
η
1k
−η/p = Ck−η/p, k ∈N. 
Now we are ready to describe the exact asymptotic behaviour of entropy numbers of the
embeddings from limiting fractional Sobolev spaces into generalized Lorentz–Zygmund spaces.
Theorem 4.4. Let 1 <p < ∞, 1/p+1/p′ = 1 and α > 0. The entropy numbers of the embedding
H
d/p
p (Ω)
id−→ L∞(logL)−1/p′;−α(Ω)
satisfy
ek(id) ∼ (logk)−α.
Proof. The upper estimate follows from Lemmata 4.2, 4.3 and Theorem 3.2. To derive the lower
estimate, let ε0 = μ(1 − 1/p′) with μ = (1/ν1 − 1/p′)−1. For 0 < η ε0, we have Yη = Eν and
1/p′ < 1/ν  1. According to (4.3), there is a constant c1 > 0 such that
c1k
−η/μ = c1k−(1/ν−1/p′)  ek
(
id : Hd/pp (Ω) → Yη
)
, k ∈N.
Consequently, the second part of Theorem 3.2 yields the lower estimate. 
Next we deal with the logarithmic Sobolev spaces H˜ sp(log H˜ )a(Ω), where Ω is a bounded
domain in Rd with C∞ boundary, 1 <p < ∞, 0 < s < p/d and a > 0. Recall that
H˜ sp(Ω) =
{
f ∈ Hsp
(
R
d
)
: suppf ⊂ Ω¯}
and that H˜ sp(log H˜ )a(Ω) is the space Y1(logY)−a,p generated by the ordered family
{H˜ s
(1/p−1+η)−1(Ω)} (see [16, Section 2.6.3]). Put p∗ = dp/(d − sp) for the critical exponent.
As it is well known (see [16]), Hsp(Ω) is continuously but not compactly embedded in Lp∗(Ω).
Next we show that if a > 0 then H˜ sp(log H˜ )a(Ω) is compactly embedded in Lp∗(Ω) and we
will estimate the asymptotic behaviour of entropy numbers of the embedding. For this aim, we
will extrapolate a certain family of entropy inequalities that we obtain by dualizing a result of
Edmunds and Triebel [16, 3.4.3].
Proposition 4.5. Let 1 < r < ∞ and 0 < s < d(1 − 1/r). For any ε > 0, there is a constant
Cε > 0 such that for all 0 < σ < s, we have with 1/r˜ = 1/r + s/d − σ/d that
ek
(
id : H˜ sr˜ (Ω) → Lr(Ω)
)
 Cεσ−(2s/d)−εk−s/d , k ∈N.
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(−+ id)mf , where  is the Laplacian. Put Am,Df = Amf with domain
dom(Am,D) =
{
f ∈ H 2mp (Ω):
∂jf
dνj
∣∣∣∣
∂Ω
= 0 if j = 0, . . . ,m− 1
}
for the Dirichlet realization of Am, and for 0  τ  1/2, let Aτm,D be the fractional power
of Am,D . Choose m = 1 + [s] and τ = s/2m. It is shown in [31, Section 4.9.2, pp. 335–336]
and [16, Section 2.6.3, pp. 78–79] that Js = Aτm,D is bounded and one-to-one from H˜ sp′j (Ω)
onto Lp′j (Ω) and from Lp′j (Ω) onto H
−s
p′j
(Ω), j = 0,1. Using complex interpolation (see [3]
or [31]), we derive that there is a constant C(p′0,p′1) such that for any p′1  q0, q1  p′0∥∥J −1s ∥∥Lq0 (Ω),H˜ sq0 (Ω)‖Js‖Lq1 (Ω),H−sq1 (Ω)  C
(
p′0,p′1
)
.
In particular, this applies to q0 = r ′ and q1 = r˜ ′.
Consider the commutative diagram
Lr ′(Ω)
id1
J −1s
H−s
r˜ ′ (Ω)
H˜ s
r ′(Ω) id2
Lr˜ ′(Ω).
Js
Since s/d < 1/r ′, we can find 1 <p < ∞ such that 1/r ′ = 1/p + s/d . Then 1/r˜ ′ = 1/p + σ/d .
Let ω be a bounded smooth domain in Rd with Ω¯ ⊂ ω and consider the embedding
id3 : Hsr ′(ω) → Lr˜ ′(ω).
It follows from [16, Proposition 3.4.3/1] that there is a constant cε > 0 such that for all 0 < σ < s
ek(id3) cεσ−(2s/d)−εk−s/d , k ∈N. (4.4)
Since H˜ s
r ′(Ω) can be interpreted as a closed subspace of H
s
r ′(ω), the same estimate holds for
entropy numbers of id2. Whence, ek(id1) also satisfies (4.4) with the extra constant C(p′0,p′1).
The operator id1 is the dual of id : H˜ sr˜ (Ω) → Lr(Ω). Since Lr(Ω) is uniformly convex(see [25]), according to [4, Theorem 1/(i)] there is a constant c0 depending only on Lr(Ω) such
that for all m ∈N
mem(id)
m∑
k=1
ek(id) c0
m∑
k=1
ek(id1)
 c0C
(
p′0,p′1
)
cεσ
−(2s/d)−ε
m∑
k=1
k−s/d
 c0C
(
p′ ,p′
)
cε(1 − s/d)−1σ−(2s/d)−εm1−s/d .0 1
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ek(id) Cεσ−(2s/d)−εk−s/d , k ∈N. 
The result for embeddings of logarithmic Sobolev spaces reads as follows.
Theorem 4.6. Let 1 <p < ∞, 0 < s < d/p and a > 0. Then we have for 1/p∗ = 1/p− s/d and
any ε > 0
ek
(
id : H˜ sp(log H˜ )a(Ω) → Lp∗(Ω)
)

{
k−s/d if a > 2s/d,
k−a/2+ε if 0 < a  2s/d.
Proof. Let Y1 = H˜ sp(Ω) and Yη = H˜ s(1/p−1+η)−1(Ω) for 1 − 1/p < η 1. We have that
H˜ sp(log H˜ )a(Ω) = Y1(logY)−a,p.
Then Proposition 4.5 and Theorem 3.1 yield the result. 
Our last application refers to the compact limiting embeddings
Hsp(Ω) ↪→ Lp∗(logL)−a(Ω), (4.5)
where 1 < p < ∞, 0 < s < d/p, 1/p∗ = 1/p − s/d , a > 0 and Ω being a bounded domain
in Rd , which is Lipschitz or with C∞ boundary. Note that for a = 0 this embedding is bounded,
but not compact (by the classical Sobolev embedding theorem). We shall replace, for p < p∗  2,
the Sobolev space Hsp(Ω) by the slightly smaller Besov space Bsp,p(Ω). However, as we shall
show, the entropy numbers of the embedding
Bsp,p(Ω) ↪→ Lp∗(logL)−a(Ω) (4.6)
satisfy considerable better upper bounds than those obtained for the embedding (4.5) given in
(1.1) and (1.2). Notice that for a = 0, the embedding (4.6) is still non-compact (as can be seen,
for example, from the wavelet representation of Besov spaces).
Before we can apply our extrapolation results, we need to find upper entropy bounds for the
embeddings Bsp,p(Ω) ↪→ Lr(Ω), where p  r < p∗, with careful control how the constants
depend on r as r → p∗. For this aim, we use wavelets to transform the problem to the simpler
context of sequence spaces. Next we briefly recall the wavelet representation of Bsp,p(Rd). For
more information on wavelets and Besov spaces we refer to [35] and [34]. See also the arguments
given in [9].
In what follows for 1 p ∞ and any (finite or countable) index set I , we write p(I ) for
the space of all scalar sequences x = (xi)i∈I which have a finite norm
‖x‖p(I ) =
(∑
|xi |p
)1/p
.i∈I
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if wj > 0, we denote by p(wjp(Ij )) the space of all vector-valued sequences x = (xj ) with
xj ∈ p(Ij ) and
‖x‖p(wj p(Ij )) =
(∑
j
(
wj‖xj‖p(Ij )
)p)1/p
< ∞.
Let j ∈ N0 = N ∪ {0}, put L0 = 1 and Lj = 2d − 1 if j ∈ N. For every k ∈ N there exist
compactly supported functions ψ0, ψl ∈ Ck(Rd), 1  l  Lj , satisfying the vanishing moment
conditions
∫
Rd
xαψl(x) dx = 0 for all α ∈Nd0 with |α| k,
such that the system
{
2jd/2ψjlm: j ∈N0, 1 l  Lj , m ∈ Zd
}
is an orthonormal basis in L2(Rd), where the functions ψjlm are defined by
ψjlm(x) =
{
ψ0(x −m) if j = 0, l = 1, m ∈ Zd,
ψl(2j−1x −m) if j ∈N, 1 l  Lj , m ∈ Zd .
Moreover, if k is large enough, one has the following representation of Besov spaces (see [35]
and the references therein): A distribution f ∈ S ′(Rd) belongs to Bsp,p(Rd) if and only if it can
be represented as f =∑j,l,m λjlmψjlm (convergence in S ′(Rd)) with λjlm = 2jd〈f,ψjlm〉 and
( ∑
j,l,m
2(s−d/p)jp|λjlm|p
)1/p
< ∞. (4.7)
Moreover, (4.7) is an equivalent norm on Bsp,p(Rd).
The space Bsp,p(Ω) is defined as usual by restriction, i.e.
Bsp,p(Ω) =
{
g|Ω : g ∈ Bsp,p
(
R
d
)}
,
and equipped with the norm
‖f ‖Bsp,p(Ω) = inf
{‖g‖Bsp,p(Rd ): g ∈ Bsp,p(Rd) and g|Ω = f }.
Consider now the index sets
Ij =
{
(l,m): supp(ψjlm)∩Ω 	= ∅
}
, j ∈N0,
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I = {(j, l,m): supp(ψjlm)∩Ω 	= ∅}.
Since Ω is supposed to be a C∞ domain or a Lipschitz domain, there is a (bounded linear)
extension operator from Bsp,p(Ω) into Bsp,p(Rd) (see [35, Theorem 1.105]). Let us denote the
extension of f ∈ Bsp,p(Ω) to Rd by f˜ . Consequently, the operator
S : Bsp,p(Ω) → p(I ),
defined by Sf = (2j (s−d/p+d)〈f˜ ,ψjlm〉)(j,l,m)∈I is bounded.
Now we consider the operator
T λ =
∞∑
j=0
∑
(l,m)∈Ij
λjlmψjlm|Ω.
Since {2jd/2ψjlm: j ∈N0, 1 l  Lj , m ∈ Zd} is an orthonormal basis in L2(Rd), we have
∥∥T : 2(2−jd/22(Ij ))→ L2(Ω)∥∥ 1.
Using triangle inequality and a change of variables one easily verifies that
∥∥T : 1(2−jd1(Ij ))→ L1(Ω)∥∥< ∞.
Complex interpolation gives, for all r ∈ (1,2),
∥∥T : r(2−jd/rr (Ij ))→ Lr(Ω)∥∥ C
where the constant C > 0 is independent of r . If we define
Trλ =
∞∑
j=0
2jd/r
∑
(l,m)∈Ij
λjlmψjlm,
we consequently have, for all 1 r  2,
∥∥Tr : r(I ) → Lr(Ω)∥∥ C.
This gives the factorization
Bsp,p(Ω)
id
S
Lr(Ω)
p(I )
D
r(I )
Tr
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Dλ = (2(−s+d/p−d/r)j λjlm)(j,l,m)∈I .
Since I is a countable set and Ij ∼ 2jd for j ∈ N0, we can enumerate I such that the diagonal
entries form a decreasing sequence (σk)k∈N with σk ∼ k−η, where η = s/d − 1/p + 1/r =
1/r − 1/p∗ and the equivalence constants are independent on r (and η). That means, we can
consider D as an operator from p into r , Dξ = (k−ηξk)k∈N.
In the proof of the next result we shall also work with the approximation numbers. Recall
that given any operator T ∈ L(X,Y ) between the Banach spaces X,Y , the n-th approximation
number of T is defined by
an(T ) = inf
{‖T −R‖X,Y : R ∈ L(X,Y ) with rankR < n}
(see [27,16]).
Theorem 4.7. Let 1  p < 2, 0 < s  d/p − d/2 and put 1/p∗ = 1/p − s/d . Then there is a
constant c > 0 such that for any r ∈ [p,p∗) and all k ∈N the estimate
ek
(
id : Bsp,p(Ω) → Lr(Ω)
)
 c
(
1 + logk
ηk
)s/d
holds, where η = 1/r − 1/p∗.
Proof. The condition on s implies p∗  2. As explained above, we have a factorization
Bsp,p(Ω)
id
S
Lr(Ω)
p
D
r
Tr
where S is bounded, D is defined by Dx = (k−ηxk) and C0 = supprp∗ ‖Tr‖ < ∞. Given any
k ∈N, we set N = [k1/η] and consider the diagonal operators D0,D1 : p → r , defined by
D0x =
(
x1,2−ηx2, . . . ,N−ηxN,0, . . .
)
,
D1x =
(
0,0, . . . ,0, (N + 1)−ηxN+1, . . .
)
.
Then ‖D1‖ (N + 1)−η  k−1. The operator D0 can be factorized as follows
p
D0
P
r
Np
I
Nr
D2
Nr
J
F. Cobos, T. Kühn / Journal of Functional Analysis 263 (2012) 4009–4033 4031where Px = (x1, . . . , xN) is the projection onto the first N coordinates, I is the identity, D2x =
(k−ηxk)1kN and Jx = (x1, . . . , xN ,0, . . .). Using [28, Theorem 1] we get for logN  k N
that
ek(I ) C1
(
1 + log(N/k)
k
)1/p−1/r
 C1
(
1 + logN
k
)1/p−1/r
 C1
(
1 + logk
ηk
)1/p−1/r
,
where C1 is independent on p and r (as can be seen using complex interpolation and the estimate
for I : N1 → N∞). Moreover, if k  logN the same upper estimate holds because then kη 
1 + logk and so
ek(I ) ‖I‖Np ,Nr = 1
(
1 + logk
ηk
)
.
On the other hand, for the approximation numbers of D2, using [27, Theorem 11.11.3] we obtain
that ak(D2) = k−η . By Carl’s result on the relation between ak and ek (see e.g. [5] or [33]) there
is an absolute constant C2 > 0 such that
kek(D2) max
1nk
nen(D2) C2 max
1nk
nan(D2) = C2k1−η,
whence, by additivity and multiplicativity of entropy numbers,
e2k(D) e2k(D0)+ ‖D1‖ ‖P‖ek(I )ek(D2)‖J‖ + ‖D1‖
 C1
(
1 + logk
ηk
)1/p−1/r
C2k
−η + k−1  C3
(
1 + logk
ηk
)s/d
.
Here we have used that
1/p − 1/r + η = 1/p − 1/r + 1/r − 1/p∗ = 1/p − 1/p∗ = s/d < 1.
This implies, for all r ∈ [p,p∗) and k ∈N, that
e2k
(
id : Bsp,p(Ω) → Lr(Ω)
)
 ‖S‖e2k(D)‖Tr‖
 ‖S‖C3
(
1 + logk
k
)s/d
C0,
and the wanted estimate follows. 
By means of Theorem 4.7 we can now improve the upper estimates (1.1) and (1.2) when the
domain is Bsp,p(Ω) and 1 p < 2.
4032 F. Cobos, T. Kühn / Journal of Functional Analysis 263 (2012) 4009–4033Theorem 4.8. Let 0 < a < ∞, 1 p < 2, 0 < s  d/p − d/2 and put 1/p∗ = 1/p − s/d . Then
we have
ek
(
id : Bsp,p(Ω) → Lp∗(logL)−a(Ω)
)

⎧⎪⎨
⎪⎩
(logk/k)s/d if a > s/d,
(logk/k)a if a < s/d,
k−s/d(logk)1/p+s/d if a = s/d.
Proof. Consider the bounded embedding Bsp,p(Ω) → Lp∗(Ω). Let Y0 = Lp∗(Ω) and for 0 <
μ< 1/p∗, write Yμ = L(1/p∗+μ)−1(Ω). By [16, Theorem 2.6.2/1], we have
Y+0 (logY)a,p∗ = Lp∗(logL)−a(Ω).
Since, by Theorem 4.7,
ek
(
id : Bsp,p(Ω) → Yμ
)
 c(logk/μk)sd ,
the result follows from Theorem 3.3. 
For s/d < a we can also determine the exact asymptotic behaviour of entropy numbers up to
logarithmic factor.
Corollary 4.9. Let 1 p < 2, 0 < s  d/p − d/2, 1/p∗ = 1/p − s/d and s/d < a < ∞. Then
k−s/d  ek
(
id : Bsp,p(Ω) → Lp∗(logL)−a(Ω)
)
 (logk)s/dk−s/d .
Proof. We only need to check the lower estimate. Take any p < r < p∗. According to [16,
Theorem 3.3.3/1],
k−s/d  ek
(
id : Bsp,p(Ω) → Lr(Ω)
)
 ek
(
id : Bsp,p(Ω) → Lp∗(logL)−a(Ω)
)‖id‖Lp∗ (logL)−a(Ω),Lr (Ω).
This yields the lower estimates. 
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