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Big Data und Cloud Computing wurden in den letzten Jahren – neben Themen 
wie Mobile Computing und Social Media – besonders häufig als Trendthemen 
oder als zentrale Einflüsse bezeichnet, die nicht nur den Markt für Informations-
technologie (IT), sondern die Gesellschaft insgesamt nachhaltig verändern. Der 
Fokus dieser Studie liegt auf dem Zusammenspiel der Phänomene Big Data und 
Cloud Computing. Während der Begriff Big Data im Zusammenhang mit Ansät-
zen zur effizienten Analyse besonders großer, heterogener Datenmengen verwen-
det wird, beschreibt Cloud Computing einen Ansatz zur bedarfsgerechten Bereit-
stellung von IT-Ressourcen über ein Netzwerk. Für wie groß das in Big Data 
bzw. Cloud Computing liegende Potenzial gehalten wird, verdeutlichen häufig 
gezogene Vergleiche. Beispielsweise werden Daten zunehmend als neuer Produk-
tionsfaktor oder als neue Form von Kapital bezeichnet. Beim Cloud Computing 
wird angenommen, dass der Ansatz den IT-Markt ähnlich verändern wird, wie 
einst der Übergang von lokaler Stromerzeugung zu flächendeckenden Stromnet-
zen die Industrie revolutioniert hat. 
Auch wenn Big-Data-Analysen ohne Cloud Computing durchgeführt werden 
können und Cloud Computing neben Big-Data-Analysen zahlreiche andere An-
wendungsfelder hat, wird der Kombination von Big Data und Cloud Computing 
großes Potenzial zugeschrieben. Ziel dieser Vorstudie ist eine überblicksartige 
Analyse und Bewertung der Potenziale und Herausforderungen von »Big Data in 
der Cloud«. Die Studie setzt sich dabei intensiv mit unterschiedlichen, teils wi-
dersprüchlichen Positionen auseinander. Eine ausgewogene Betrachtung von 
Potenzialen und Herausforderungen von Big Data in der Cloud bzw. Big Data 
und Cloud Computing in Wirtschaft, Politik, Forschung und Gesellschaft stellt 
eine notwendige Voraussetzung für die Identifikation und Beschreibung von zu-
künftigen Handlungs- und Forschungsfeldern dar. Methodisch basiert die Studie 
auf einer umfassenden Analyse der vorhandenen Literatur und einer Reihe von 
Experteninterviews. 
BIG DATA IN DER CLOUD 
Der Begriff »Big Data in der Cloud« beschreibt verschiedene Varianten der 
Kombination von Big Data und Cloud Computing, wobei die Nutzung von 
Clouddiensten grundsätzlich als Basis für die Durchführung von Big Data ver-
standen wird. Big Data in der Cloud stellt also eine Alternative zum Aufbau und 
zur Nutzung einer klassischen Datenanalysearchitektur dar, bei der sowohl die 
notwendige Hard- und Software vor Ort installiert ist. Organisationen wie Un-
ternehmen, staatliche Stellen und Behörden sowie wissenschaftliche Einrichtun-
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gen, aber auch Privatpersonen, die große, heterogene Datenmengen cloudbasiert 
analysieren möchten, können sich entscheiden zwischen Angeboten, bei denen 
der Cloudanbieter nur die IT-Infrastruktur zur Verfügung stellt und sie selbst die 
für die Datenanalyse notwendige Software betreiben, und Angeboten, bei denen 
die gesamte Big-Data-Lösung vom Cloudanbieter bereitgestellt wird. Um die 
Chancen und Risiken von Big Data in der Cloud besser einschätzen zu können, 
ist es notwendig, sich mit den Grundlagen von Big Data und Cloud Computing 
vertraut zu machen. 
BIG DATA 
Charakteristisch für Big Data sind nicht nur die Menge und die Heterogenität 
der Daten, sondern die Geschwindigkeit ihrer Erzeugung sowie die hohen An-
forderungen an die Geschwindigkeit ihrer Analyse. Über die Kriterien, aufgrund 
derer Daten zu Big Data werden, bestand lange Uneinigkeit. Mittlerweile hat 
sich die Ansicht durchgesetzt, dass es sich dann um Big Data handelt, wenn Da-
ten mit existierenden Technologien wie relationalen Datenbanken nicht mehr 
effizient verarbeitet werden können. Bei der Durchführung von Analysen großer 
Datenmengen, die häufig allgemein als Big-Data-Analytik bezeichnet wird, geht es 
vor allem um die Erkennung von Zusammenhängen, Mustern und Bedeutungen. 
Zum Einsatz kommen neben statistischen Verfahren Vorhersagemodelle, Opti-
mierungsalgorithmen, Data Mining sowie Text- und Bildanalytik. Big-Data-Ana-
lytik ist nicht etwas gänzlich Neues, sondern vielmehr eine Weiterentwicklung 
von bereits seit Längerem existierenden Ansätzen zur Analyse von Daten. Big-
Data-Analytik hat ihren Ursprung im Bereich der betrieblichen Entscheidungsun-
terstützungssysteme und wird als Weiterentwicklung von Business Intelligence 
(BI), welche sich mit der systematischen Analyse von Unternehmensdaten be-
schäftigt, gesehen. Auffällig ist, dass zahlreiche Definitionen von Big Data bzw. 
Big-Data-Analytik auf eine Unterstützung von wettbewerbskritischen Entschei-
dungen in einem betriebswirtschaftlichen Kontext fokussieren. Auf die Tatsache, 
dass Big-Data-Analytik z. B. auch in der Wissenschaft oder in der öffentlichen 
Verwaltung eine bedeutende Rolle spielt, wird nur selten explizit eingegangen. 
Einen wesentlichen Unterschied zwischen Big-Data-Analytik und klassischer BI 
stellt die Tatsache dar, dass BI primär auf strukturierten Daten beruht, während 
im Kontext von Big Data in der Regel polystrukturierte Daten verarbeitet wer-
den. Darüber hinaus werden im Rahmen von Big-Data-Analysen neben internen 
verstärkt auch externe Daten verwendet. Dementsprechend unterscheidet sich 
die analytische Infrastruktur für Big Data von jener für BI. Während für BI in 
der Regel existierende Werkzeuge für die Integration von Daten ausreichen, 
kommen im Kontext von Big Data speziell für den Import von großen, hetero-
genen Datenmengen entwickelte Verfahren zum Einsatz. Diese werden in der 




Für Cloud Computing konnte sich lange Zeit keine einheitliche Definition 
durchsetzen, unter anderem weil das Konzept nicht völlig neu ist, sondern eine 
Weiterentwicklung verschiedener bereits existierender Ansätze darstellt. Für 
Publikationen und Vorträge wurde in den letzten Jahren häufig die Definition 
des in den USA ansässigen National Institute of Standards and Technology 
(NIST) herangezogen, woran sich auch diese Vorstudie orientiert. Cloud Com-
puting wird dabei als ein Modell beschrieben, das es erlaubt, bei Bedarf jederzeit 
und überall bequem über ein Netzwerk auf einen geteilten Pool von konfigurier-
baren IT-Ressourcen zuzugreifen (Multitenancy), die schnell, mit minimalem 
Managementaufwand und geringer Interaktion mit dem Anbieter zur Verfügung 
gestellt werden können. Jede Ressource kann mehreren Nutzern zugewiesen 
werden. Die Nutzer teilen sich eine physische Cloudinfrastruktur und können 
Teile der genutzten Anwendungen, aber nicht deren Quellcode an ihre Bedürf-
nisse anpassen. Virtualisierung stellt einen Ansatz zur Realisierung des Multi-
Tenant-Modells dar und ist eine wesentliche Grundlage von Cloud Computing. 
Bei der Nutzung von gebührenfinanzierten Clouddiensten ist in der Regel eine 
Abrechnung üblich, die sehr eng mit der tatsächlichen Nutzung eines Dienstes 
zusammenhängt. Im Kontext von Cloud Computing werden drei Hauptkatego-
rien von Diensten unterschieden: Software as a Service (SaaS), Platform as a Ser-
vice (PaaS) und Infrastructure as a Service (IaaS). Während es bei SaaS um die 
Bereitstellung von Anwendungen geht, wird unter PaaS die Bereitstellung von 
Programmier- und Laufzeitumgebungen mit flexiblen Rechen- und Datenkapazi-
täten verstanden, unter IaaS diejenige von Hardwareressourcen (z. B. Rechner, 
Netzwerke, Speicher). Darüber hinaus wird zwischen vier wesentlichen Formen 
der Bereitstellung unterschieden: Private Cloud, Community Cloud, Public Cloud 
und Hybrid Cloud. Während bei einer Private Cloud die Cloudinfrastruktur ei-
ner Organisation exklusiv zur Verfügung steht, steht sie bei einer Community 
Cloud einem bestimmten Nutzerkreis mit gemeinsamen Anliegen zur Verfügung. 
Bei einer Public Cloud kann die Cloudinfrastruktur von der breiten Öffentlich-
keit genutzt werden. Eine Hybrid-Cloud-Infrastruktur ist dadurch gekennzeich-
net, dass sie sich aus mehreren unabhängigen Infrastrukturen zusammensetzt, 
die verbunden wurden. Bei den Infrastrukturen muss es sich nicht ausschließlich 
um Cloudinfrastrukturen handeln. 
MÄRKTE UND ANBIETER 
Den großen Marktforschungsunternehmen zufolge gehören sowohl Big Data als 
auch Cloud Computing zu den am schnellsten wachsenden Teilmärkten für 
Software und IT-Services, die in den kommenden Jahren beachtliche Auswir-
kungen auf die Nutzung von IT im Allgemeinen haben werden. Studien zur 
Größe des Marktes für cloudbasierte Big-Data-Lösungen sind allerdings rar. Es 
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fällt auf, dass cloudbasierte Big-Data-Lösungen bei Start-ups, die mit dem Ziel, 
den Big-Data-Markt zu bedienen, entstanden sind, eine deutlich größere Rolle 
spielen als bei etablierten Anbietern, die versuchen ihr Geschäftsfeld auf den 
Markt für Big Data auszudehnen. Eine Ausnahme stellt Amazon dar, das mit 
Elastic MapReduce bereits vor mehreren Jahren eine entsprechende cloudbasier-
te Big-Data-Anwendung auf den Markt brachte. 
MARKT UND ANBIETER FÜR BIG DATA 
Die globalen Umsätze mit Big Data lagen dem Bundesverband Informationswirt-
schaft, Telekommunikation und neue Medien (BITKOM) zufolge 2011 bei rund 
3,3 Mrd. Euro. Für das Jahr 2012 wurde mit einem Umsatz von 4,5 Mrd. Euro 
gerechnet. Bis 2016 sollen die globalen Umsätze auf 15,7 Mrd. Euro wachsen. 
Das entspricht einer mittleren Wachstumsrate von 36 % pro Jahr. Der Markt für 
Big Data zählt somit zu den wachstumsstärksten Teilmärkten des gesamten IT-
Marktes. Die Wachstumsspitze wurde für die Jahre 2013 und 2014 vorherge-
sagt. Zum Abflachen des Wachstums soll einerseits der Preisverfall auf der 
Technologieseite und andererseits das zunehmende Fachwissen bei den Anwen-
dern beitragen. Die Verteilung der globalen Umsätze auf die Kategorien Dienst-
leistungen, Software und Hardware ist ausgewogen – auf jede der drei Katego-
rien entfällt bislang ungefähr ein Drittel des Gesamtumsatzes. Mit zunehmender 
Marktreife soll es in Zukunft jedoch zu einer Verschiebung der Umsätze in Rich-
tung Dienstleistungen kommen. Ein wesentlicher Teil der Umsätze wurde im 
Jahr 2011 mit 42 % im amerikanischen Raum erzielt, mit den USA als derzeit 
zentralem Big-Data-Entwicklungsstandort. Der BITKOM führt die starke Posi-
tion des amerikanischen Raums insbesondere auf den volkswirtschaftlichen Stel-
lenwert jener Branchen in den USA zurück, die federführend beim Einsatz von 
Big-Data-Analysen sind. Allerdings muss auch berücksichtigt werden, dass sich 
in den USA Regierungsbehörden und Nachrichtendienste für einen wesentlichen 
Teil der Umsätze verantwortlich zeigen. Mit 27 % der globalen Umsätze nimmt 
auch Europa einen wichtigen Platz ein, weitere 26 % entfallen auf den asiatisch-
pazifischen Raum. Dies basiert laut BITKOM einerseits auf dem verbreiteten 
Einsatz von Big Data in Japan und andererseits auf den weitgehenden Befugnis-
sen von Behörden und Unternehmen, vor allem in China, im Umgang mit perso-
nen- und firmenbezogenen Daten. Der mittlere Osten und Afrika spielen mit 5 % 
der weltweiten Umsätze nur eine untergeordnete Rolle. Auf deutsche Unterneh-
men entfällt derzeit nur ein Fünftel der Big-Data-Umsätze in Europa. Der BIT-
KOM geht allerdings davon aus, dass im Jahr 2016 Deutschland für rund die 
Hälfte der europäischen Big-Data-Umsätze verantwortlich sein wird. 
Bereits im Jahr 2012 gab es weltweit mehr als 80 Anbieter mit konkreten Big-
Data-Lösungen. Die Anbieterlandschaft kann im Hinblick auf Big Data in zwei 
große Gruppen unterteilt werden: auf der einen Seite Start-ups, die mit dem Ziel, 
den Big-Data-Markt zu bedienen, entstanden sind, auf der anderen Seite etablier-
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te Anbieter von Datenbanken und Data-Warehouse-Lösungen, die versuchen, 
ihr Geschäftsfeld zu erweitern. Vertreter der zweiten Gruppe haben nicht nur 
den Vorteil einer bestehenden Kundenbasis, sondern auch den einer bereits er-
probten Produktpalette. Viele der jungen Unternehmen, deren Unternehmens-
strategie und Portfolio ausschließlich auf Big Data ausgerichtet ist, agieren als 
Technologie- und Know-how-Partner etablierter und weltweit operierender Tech-
nologie- und IT-Serviceanbieter. Die auf Big Data spezialisierten Unternehmen 
erwirtschaften immerhin rund 8 % des globalen Big-Data-Umsatzes. Wie für 
einen jungen Markt nicht unüblich, werden für die nächste Zeit zahlreiche Über-
nahmen und Zusammenschlüsse erwartet. Es wird angenommen, dass Open-
Source-Angebote sowie cloudbasierte Angebote im Big-Data-Markt eine größere 
Rolle spielen werden, als dies im Markt für BI der Fall ist. Zu den umsatzstärks-
ten Unternehmen in der Gruppe der etablierten Anbieter zählen IBM, HP, Tera-
data, Dell, Oracle, SAP und EMC. Im Jahr 2012 war IBM mit einem Umsatz 
von rund 1,3 Mrd. US-Dollar im Bereich Big Data der umsatzstärkste Anbieter 
auf dem Markt. Big Data trug allerdings nur gut 1 % zum Gesamtumsatz von 
IBM bei. Zu den bekanntesten Unternehmen in der Gruppe der Start-ups gehö-
ren Cloudera, Hortonworks, Splunk, 10Gen und MapR. Splunk hat von allen 
Unternehmen, die ausschließlich den Big-Data-Markt bedienen, den größten 
Marktanteil. 
MARKT UND ANBIETER FÜR CLOUD COMPUTING 
Aufgrund von Unterschieden im Hinblick auf den gewählten methodischen An-
satz, die Abgrenzung von Marktsegmenten und Teilmärkten sowie Annahmen 
zur wirtschaftlichen Entwicklung unterscheiden sich die Ergebnisse der Studien 
der großen Marktforschungsunternehmen zum Teil erheblich. Trotzdem lassen 
sich bestimmte Entwicklungen des Marktes für Cloud Computing ablesen. Die 
globalen Umsätze am Markt für Cloud Computing lagen 2011 laut Studien von 
IDC und Forrester bei rund 40 Mrd. US-Dollar, Gartner kam gar auf einen Um-
satz von 91,4 Mrd. US-Dollar. Berücksichtigt wurden in den drei Studien aus-
schließlich Umsätze mit Public-Cloud-Diensten. Für das Jahr 2016 errechnete 
Gartner einen Umsatz von 206,6 Mrd. US-Dollar. Forrester sagt für 2020 einen 
globalen Umsatz von 241 Mrd. US-Dollar voraus. Alle großen Marktfor-
schungsunternehmen gehen über die nächsten Jahre von einer durchschnittlichen 
jährlichen Wachstumsrate von mehr als 20 % aus. Noch offen ist allerdings, wie 
sich die Enthüllungen zu den Überwachungspraktiken der in den USA ansässigen 
National Security Agency (NSA) und anderer Geheimdienste auswirken werden. 
Die Auswirkungen wurden bisher von Marktforschern nur wenig thematisiert. 
Bemerkenswert ist, dass sich der Fokus auf Private-Cloud-Lösungen und hybride 
Nutzungsformen weiter zu verstärken scheint. Zudem ist ein Trend in Richtung 
deutscher und europäischer Anbieter erkennbar. SaaS-Dienste bilden nicht nur 
derzeit die umsatzstärkste Dienstkategorie, sondern werden das auch in Zukunft 
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tun. Derzeit ist der nordamerikanische Markt nicht nur der umsatzstärkste 
Markt für Cloud Computing, sondern auch der am schnellsten wachsende. Den 
aufstrebenden asiatischen Märkten, insbesondere denen von Indien, Indonesien 
und China, wird großes Potenzial zugeschrieben. Das schnelle Wachstum in den 
asiatischen Märkten wird darauf zurückgeführt, dass viele Unternehmen in die-
sen Regionen keine komplexen, über Jahre hinweg gewachsenen IT-Infrastruk-
turen haben. Daher fällt ihnen der Wechsel auf neue Modelle wie Cloud Com-
puting leichter. Der europäische Markt ist derzeit nach dem nordamerikanischen 
der zweitgrößte. Die Nutzung von Cloud Computing wird sich laut Gartner in 
Europa, insbesondere im Vergleich zu den USA, jedoch weiterhin langsamer 
entwickeln. Als Gründe werden neben einer allgemein größeren Zurückhaltung 
gegenüber Cloud Computing unter anderem die Eurokrise und die anhaltende 
Rezession in Europa sowie die zahlreichen Unterschiede zwischen den einzelnen 
Staaten genannt. In Deutschland lag dem BITKOM zufolge der Umsatz im Be-
reich Cloud Computing im Jahr 2012 bei rund 5 Mrd. Euro. Für 2013 wurde 
eine Umsatzsteigerung von knapp 50 % erwartet, und auch in den Folgejahren 
sollen die Zuwächse im zweistelligen Bereich liegen. 
Die Anzahl der Anbieter im Bereich Cloud Computing nimmt rasant zu. Neben 
zahlreichen kleineren Unternehmen, die auf dem Cloud-Computing-Markt tätig 
sind, gibt es nur wenige große Anbieter. Die Anbieter lassen sich in der Regel 
einer der vier Kategorien Early Movers, spezialisierte Technologie- und Soft-
wareanbieter, große IT-Dienstleister und Cloud-born-Unternehmen zuordnen. 
Zu den Early Movers, Unternehmen, die früh in den Markt eingetreten sind, 
gehören Anbieter wie Amazon, Google oder Salesforce.com. Unternehmen wie 
VMware, Citrix, Terremark und Rackspace haben sich auf die Bereitstellung 
von Technologien und Software spezialisiert, die für den Aufbau und Betrieb 
von Cloudinfrastrukturen benötigt werden. Einige Unternehmen dieser Gruppe 
haben sich mittlerweile zu Public-Cloud-Anbietern entwickelt. In dieser Katego-
rie kam es zuletzt verstärkt zu Übernahmen und Zusammenschlüssen. Bei IBM, 
HP, Dell oder auch Cisco handelt es sich nicht nur um große IT-Dienstleister, 
sondern auch um Unternehmen, die im Cloud-Computing-Markt aktiv sind. Die 
bestehende Kundenbasis, eine gute Vernetzung in der Branche und der problem-
lose Zugriff auf einschlägiges Expertenwissen erleichterte das Geschäft mit 
Clouddiensten für diese Unternehmen deutlich. Auch große Softwareunterneh-
men wie Microsoft, SAP und Oracle sind mittlerweile mit ihren Angeboten in 
der Cloud vertreten. Cloud-born-Unternehmen bieten ausschließlich Clouddiens-
te an, häufig auf der Basis von Diensten anderer Unternehmen. Ein bekanntes 
Beispiel ist Dropbox, das 2008 zur Synchronisation von Dateien zwischen ver-
schiedenen Computern und Personen entwickelt wurde. 
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DIFFUSION UND NUTZUNG 
Im Rahmen einer Studie von Gartner gab knapp ein Drittel der Teilnehmer an, 
dass sie für ein Unternehmen tätig sind, das cloudbasierte Angebote zur Unter-
stützung seiner Fähigkeiten zur Datenanalyse in ausgewählten Geschäftsberei-
chen bereits nutzt oder plant, dies innerhalb eines Jahres zu tun. Nur 17 % der 
Befragten antworteten, dass die vorhandene Infrastruktur im Unternehmen teil-
weise oder komplett durch cloudbasierte Angebote ersetzt wurde oder entspre-
chende Schritte geplant sind. 
DIFFUSION UND NUTZUNG VON BIG DATA 
Während gut zwei Drittel der US-amerikanischen Unternehmen im Bereich Big 
Data aktiv sind, haben in Europa oder der Region Asien/Pazifik weniger als die 
Hälfte der Unternehmen Erfahrungen mit Big Data. Dabei gibt es starke regiona-
le Unterschiede. In Europa sind beispielsweise Unternehmen mit Sitz im Verei-
nigten Königreich deutlich aktiver als Unternehmen mit Sitz in Deutschland oder 
den Niederlanden. Nur gut ein Drittel der deutschen Unternehmen hat bereits 
erste Erfahrungen im Bereich Big Data gesammelt. Big-Data-Analysen kommen 
vor allem in den Bereichen Controlling, Produktion, Vertrieb, Marketing sowie 
Forschung und Entwicklung zum Einsatz. In Unternehmen werden in erster Linie 
Transaktionsdaten, Protokolldaten und Ereignisdaten analysiert. Während gut 
zwei Drittel der Daten intern anfallen, stammt knapp ein Drittel von Quellen 
außerhalb des Unternehmens. In Unternehmen werden überwiegend Standard-
werkzeuge zur Analyse großer Datenmengen verwendet. Spezielle Big-Data-
Werkzeuge kommen nur in knapp jedem zweiten Unternehmen mit Erfahrung 
im Bereich Big Data zum Einsatz.  
Die öffentliche Verwaltung führt einerseits selbst Big-Data-Analysen durch, an-
dererseits fördert sie die Weiterentwicklung und Nutzung von Big-Data-Analy-
sen durch Unternehmen und wissenschaftliche Einrichtungen. Bisher liegen noch 
keine umfassenden Studien über die Nutzung von Big Data in der öffentlichen 
Verwaltung vor. Einzelne Beispiele belegen jedoch, dass die Durchführung von 
Big-Data-Analysen in der öffentlichen Verwaltung Vorteile bringen kann. So 
setzte beispielsweise die Königlich Technische Hochschule in Stockholm bei der 
Verbesserung des Verkehrsmanagements auf Big-Data-Analysen; in Indien wird 
an einer zentralen Datenbank gearbeitet, in der für jeden indischen Staatsbürger 
neben einer Identifikations-ID unter anderem auch biometrische Daten gespei-
chert werden sollen; und das deutsche Unternehmen Empolis Information Ma-
nagement entwickelte in enger Zusammenarbeit mit dem Europäischen Patent-
amt mit EPOQUE-Net eine Lösung zur weltweiten Patentrecherche. Auch wenn 
Big Data heutzutage vor allem als Herausforderung für Unternehmen sowie 
staatliche Stellen und Behörden gesehen wird, gehen die Ursprünge von Big Data 
eigentlich auf den wissenschaftlichen Anwendungsbereich zurück. Ein bekanntes 
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Beispiel für die Durchführung von Big-Data-Analysen als Forschungsmethode ist 
die Untersuchung eines Konsortiums rund um die Harvard School of Public 
Health über den Zusammenhang zwischen der Mobilität von kenianischen 
Staatsbürgern und der Verbreitung von Malaria. Neben der Epidemiologie spielt 
Big Data vor allem in Disziplinen wie Kernphysik, Astronomie, Geologie, Gene-
tik und Klimaforschung eine wichtige Rolle. Auch wenn Privatpersonen in der 
Regel selbst keine Big-Data-Analysen durchführen (lassen), profitieren sie in vie-
lerlei Hinsicht von Big-Data-Analysen, die von Unternehmen, der öffentlichen 
Verwaltung oder der Wissenschaft durchgeführt werden. 
DIFFUSION UND NUTZUNG VON CLOUD COMPUTING 
Im Rahmen einer in Europa durchgeführten Studie gab knapp die Hälfte der gut 
1.000 befragten Unternehmen an, dass sie zumindest in einem Bereich Dienste 
aus der Cloud nutzen. Knapp zwei Drittel nutzen Cloudangebote in mehr als 
einem Bereich. Eine in den USA durchgeführte Studie kam zu dem Ergebnis, dass 
dort mehr als drei Viertel der Unternehmen zumindest in einem Bereich Dienste 
aus der Cloud nutzen. Auch wenn die Ergebnisse der beiden Studien aufgrund 
unterschiedlicher methodischer Ansätze nicht ohne Weiteres vergleichbar sind, 
deuten sie doch auf eine stärkere Nutzung von Cloudangeboten in den USA hin. 
Aus beiden Studien geht hervor, dass größere Unternehmen eher Cloudangebote 
nutzen als kleinere und dass vor allem einfachere Dienste, wie E-Mail- und 
Securitydienste, aus der Cloud bezogen werden. Für Deutschland kam eine Stu-
die zum Ergebnis, dass gut ein Drittel der Unternehmen Clouddienste nutzt. Bei 
Großunternehmen liegt der Anteil deutlich höher als bei KMU. Für deutsche 
Unternehmen kommen insbesondere Private-Cloud-Angebote infrage, nur jedes 
zehnte Unternehmen setzt auf Angebote aus einer Public Cloud. Im Branchen-
vergleich liegt in Deutschland sowohl bei der Nutzung von Private-Cloud-Ange-
boten als auch bei der Nutzung von Public-Cloud-Angeboten der Bereich IT und 
Telekommunikation an der Spitze. Private-Cloud-Angebote werden vor allem 
auch in der Chemie- und Pharmaindustrie und im Bereich Verkehr und Logistik 
häufig genutzt. 
Die öffentliche Verwaltung nutzt nicht nur selbst Clouddienste und tritt unter 
Umständen auch als Cloudanbieter auf, sondern fördert auch die Weiterentwick-
lung und Nutzung von Cloud Computing durch Unternehmen und wissenschaft-
liche Einrichtungen. Allerdings zeigten die zuvor genannten Studien, dass staatli-
che Stellen und Behörden sowohl in Europa als auch in den USA beim Einsatz 
von Cloud Computing deutlich hinter Unternehmen zurückliegen, wobei das 
Interesse wächst. Die Herangehensweise unterscheidet sich von Staat zu Staat 
deutlich. Während beispielsweise in Dänemark keine Pläne zum Aufbau einer 
nationalen Cloudinfrastruktur bekannt sind und vielmehr auf existierende 
Dienste aufgebaut wird, sind Frankreich und das Vereinigte Königreich dabei, 
nationale Cloudumgebungen zu realisieren, die als Plattform für den gesamten 
ZUSAMMENFASSUNG 
 17
öffentlichen Sektor dienen sollen. In der Wissenschaft spielt Cloud Computing 
vor allem dann eine Rolle, wenn hohe Rechenleistung gefordert ist oder be-
stimmte Dienste oder Daten einem verteilten Nutzerkreis zur Verfügung stehen 
sollen. Studien zur Verwendung von Cloudangeboten durch Privatpersonen zei-
gen, dass die Abgrenzung des Begriffs »Cloud Computing« in diesem Bereich 
besonders schwierig ist. Es fällt auf, dass Cloud Computing in Europa breiter 
ausgelegt wird als in den USA. Besonders häufig werden Such-, Blogging- und 
Streamingdienste genutzt. Deutlich geringer ist das Interesse an Diensten, bei 
denen Daten in der Cloud gespeichert werden. Eine Ausnahme stellen allerdings 
Social-Network-Dienste dar. Weder in Europa noch in den USA sind viele Pri-
vatpersonen bislang bereit, für Clouddienste zu bezahlen. 
POTENZIALE 
Während es kaum Studien gibt, die sich detailliert mit den Potenzialen von Big 
Data in der Cloud auseinandersetzen, wurden die Potenziale von Big Data einer-
seits und Cloud Computing andererseits bereits häufig untersucht. Sowohl im 
Hinblick auf sozioökonomische Potenziale als auch im Hinblick auf Anwendungs-
möglichkeiten erlaubt eine Auseinandersetzung mit den spezifischen Potenzialen 
in den beiden einzelnen Bereichen Schlüsse auf die Potenziale von cloudbasierten 
Big-Data-Lösungen. Der Einsatz von Big Data in der Cloud ist vor allem dann 
vielversprechend, wenn die auszuwertenden Daten im Netz entstehen oder dort 
bereits aggregiert wurden, wenn Ergebnisse von Analysen komfortabel zugäng-
lich gemacht werden sollen und wenn auf Daten aus verschiedenen Quellen zu-
gegriffen werden soll. 
SOZIOÖKONOMISCHE POTENZIALE  
Vor allem im Hinblick auf Unternehmen können auf Grundlage aktueller Studien 
zahlreiche Potenziale von Big Data und Cloud Computing identifiziert werden. 
Während im Zusammenhang mit Big Data Umsatzsteigerungen eine größere Be-
deutung beigemessen wird, überwiegt im Zusammenhang mit Cloud Computing 
das Potenzial für Kostensenkungen. Auch hinsichtlich einer Stärkung der Kun-
denorientierung, die eine systematische Erfassung und Analyse der Wünsche, 
Bedürfnisse und Erwartungen von Kunden erfordert, wird in der Durchführung 
von Big-Data-Analysen großes Potenzial gesehen. Zur Steigerung der Produktivi-
tät können sowohl Big-Data-Analysen als auch die Nutzung von Cloud Compu-
ting beitragen. Während im Zusammenhang mit Big Data die Herbeiführung 
besserer Entscheidungen hervorgehoben wird, steht beim Cloud Computing die 
Steigerung der organisatorischen Flexibilität im Mittelpunkt. Auch die Innova-




Mit Blick auf staatliche Stellen und Behörden, die Wissenschaft oder auch Pri-
vatpersonen gibt es nur sehr wenige Studien, die sich mit sozioökonomischen 
Potenzialen von Big Data und Cloud Computing beschäftigen. Sieht man von 
Umsatzsteigerungen und dem Aufbau strategischer Wettbewerbsvorteile ab, die 
bei staatlichen Stellen und Behörden sowie bei wissenschaftlichen Einrichtungen 
eine untergeordnete Rolle spielen, ergeben sich in diesen Bereichen im Prinzip 
dieselben sozioökonomischen Potenziale durch Big Data und Cloud Computing 
wie bei Unternehmen. Neben Kostensenkungen sind Verbesserungen bei Kun-
denorientierung, Produktivität und Innovationsfähigkeit auf Grundlage von bes-
seren Entscheidungen und höherer Flexibilität in allen Bereichen gefragt. Beson-
deres Potenzial für wissenschaftliche Einrichtungen wird einerseits im einfache-
ren Zugriff auf vorhandene Forschungsdaten und andererseits in der Möglich-
keit gesehen, die primär theorie- und modellgetriebene Forschung vermehrt 
durch datengetriebene Ansätze unterstützen zu können. 
Privatpersonen eröffnet die Nutzung von Clouddiensten komfortable Möglich-
keiten beim Zugriff auf sowie beim Teilen von Daten. Zunehmend werden Lö-
sungen zur Einbindung von Privatpersonen in die Entwicklung von neuen Pro-
dukten oder Dienstleistungen auf Basis von Cloud Computing bereitgestellt 
(Stichwort: Open Innovation), wovon sowohl die jeweiligen Organisationen als 
auch Privatpersonen profitieren können. Ähnlich stellt sich die Situation im Be-
reich Big Data dar, wo Privatpersonen zur Sammlung großer Datenmengen bei-
tragen, selbst aber in der Regel nicht in deren Analyse eingebunden sind. Von 
den Ergebnissen der Datenauswertung profitieren wiederum potenziell beide, 
Organisationen und Privatpersonen. 
Die gesamtgesellschaftlichen Potenziale von Big Data sind vielfältig und betref-
fen Bereiche wie Produktivität und Unternehmensgründungen, Wachstum und 
Beschäftigung, Innovationsfähigkeit, Nachhaltigkeit sowie Transparenz und Par-
tizipation. Sowohl Cloud Computing als auch Big Data können zu Produktivi-
tätssteigerungen in Unternehmen und anderen Organisationen sowie zu Unter-
nehmensgründungen beitragen. Produktivitätssteigerungen werden in der Regel 
auf Kosteneinsparungen und eine positive Geschäftsentwicklung zurückgeführt. 
Im Hinblick auf Big Data gibt beispielsweise die OECD an, dass US-amerika-
nische Unternehmen, die ihre Entscheidungen wesentlich auf Datenanalysen 
stützen, eine 5 bis 6 % höhere Produktivität aufweisen. Unternehmen sollen 
durch die Nutzung von Cloud Computing 10 bis 30 % der Kosten einsparen 
können. Der Ausbau und die Weiterentwicklung existierender Unternehmen 
wirken sich zusammen mit Gründungen neuer Unternehmen tendenziell positiv 
auf Wachstum und Beschäftigung aus. Eine genauere Einschätzung der Größe 
dieser Effekte ist allerdings kaum möglich, da die Ergebnisse sehr stark von den 
verwendeten Daten, Modellen und Vorgehensweisen abhängen. Auch wenn es 
durchaus konkrete Hinweise auf positive Auswirkungen auf die Produktivität 
sowie auf Unternehmensgründungen gibt, bleibt die Frage nach der Größe dieser 
Effekte weitgehend unbeantwortet. 
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Produktivitätssteigerungen und Unternehmensgründungen und damit auch 
Wachstum und Beschäftigung sind eng mit Innovationen verbunden. Sowohl Big 
Data als auch Cloud Computing können nicht nur Teil technischer Innovationen 
sein, sondern auch im Hinblick auf Prozess- oder Marketinginnovationen eine 
wichtige Rolle spielen. So ermöglicht beispielsweise Big Data eine deutlich stär-
kere Kundenorientierung, insbesondere die Entwicklung individuell zugeschnit-
tener Angebote. Grundsätzlich sollen Big-Data-Analysen in Verbindung mit neu-
en Produktionstechnologien dazu beitragen, die Massenproduktion zu flexibili-
sieren und zu individualisieren. Cloud Computing ermöglicht den Zugang zu IT-
Ressourcen, die entweder früher nicht vorhanden waren oder die sich KMU oder 
Start-ups bis dahin nicht leisten konnten. Außerdem wird Cloud Computing 
großes Potenzial im Hinblick auf Energie- und Ressourceneffizienz als wichtige 
Nachhaltigkeitsanforderungen zugesprochen. Einerseits trägt Cloud Computing 
zu einer besseren Auslastung von Rechenzentren bei und andererseits erlaubt es 
Nutzern von vollwertig ausgestatteten Desktopcomputern, vermehrt sparsamere 
Thin-Clients oder mobile Geräte zu nutzen (Computer, die auf eine Verbindung 
zu entfernten Rechenressourcen angewiesen sind). Es muss allerdings davon aus-
gegangen werden, dass der generelle Energie- und Ressourcenverbrauch im IT-
Bereich weiter zunehmen wird, sodass die Verbreitung von Cloud Computing 
bestenfalls zu einer Abflachung dieser Wachstumskurve führen wird. 
Vor allem bei Big Data werden zwei Entwicklungen mit Bedeutung für Fragen 
derTransparenz und Partizipation gesehen. Einerseits geht es um die Idee, dass 
Nutzer selbst entscheiden (können) sollen, ob, wem und wie viele Informationen 
sie von sich preisgeben – und zu welchem Preis. Dabei ist weitgehend unklar, 
inwieweit eine Ökonomisierung von Privatheit gesellschaftlich gewünscht ist. 
Andererseits geht es um mit Open Data verbundene Ideen, dass Privatpersonen 
Einblick in Daten und Prozesse der öffentlichen Verwaltung nehmen können.  
ANWENDUNGSPOTENZIALE 
In der Vorstudie werden ausgewählte Anwendungspotenziale von Big Data unter 
Bezugnahme auf die fünf Bedarfsfelder der Hightech-Strategie der Bundesregie-
rung behandelt: Klima/Energie, Gesundheit/Ernährung, Mobilität, Sicherheit und 
Kommunikation. 
Im Hinblick auf das Bedarfsfeld Klima/Energie hat sich die Bundesregierung eine 
Reihe von Zielen gesetzt. Einerseits soll die Wissensbasis im Hinblick auf den 
Klimawandel erweitert und die Anwendung von Klimaschutztechnologien und 
Anpassungslösungen vorangetrieben werden. Andererseits soll die Energiever-
sorgung auf eine nachhaltigere Basis gestellt werden. Für Big Data gibt es in die-
sem Zusammenhang viele verschiedene Anwendungspotenziale. Vor allem in 
den Bereichen Klimaforschung, Smart Cities, Smarte Energienetze und Umwelt-
schutz spielt Big Data bereits heute eine wichtige Rolle. Am Beispiel von Hurri-
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kan Sandy lässt sich der Nutzen von Wettervorhersagen auf Grundlage von Big-
Data-Analysen verdeutlichen. Dank der Analyse großer Datenmengen ließ sich 
der Weg des Hurrikans bereits drei Tage, bevor er in den Vereinigten Staaten auf 
Land traf, relativ genau vorhersagen und damit ein noch größeres Unglück ver-
meiden. Die Genauigkeit war vor allem deshalb beeindruckend, da der Hurrikan 
im Hinblick auf Größe und Stärke ein nahezu einzigartiges Wetterereignis dar-
stellte. Für die Berechnungen wurden neben einer leistungsfähigen IT-Infrastruk-
tur Modelle verwendet, die Informationen über Ereignisse in der Vergangenheit, 
Informationen über die Physik der Atmosphäre und Informationen über aktuelle 
und zukünftige Wetterbedingungen kombinieren. Die Daten, die mit geografi-
schen Informationssystemen zusammengeführt werden mussten, stammten bei-
spielsweise von Satelliten, Wetterbojen oder Flugzeugmessungen. 
Das Bedarfsfeld Gesundheit/Ernährung zielt vor allem auf die Entwicklung bes-
serer Diagnoseverfahren und Therapien ab, aber auch Ansätze zur Prävention 
und zur Kostensenkung sind von Interesse. Vor allem bei der Erforschung von 
Krankheitsursachen und Behandlungsmethoden, für die Epidemiologie sowie im 
Bereich der individualisierten Medizin spielt die Analyse von Big Data bereits 
heute eine zentrale Rolle und bietet vielfältige Anwendungspotenziale. In der 
Vergangenheit sorgte vor allem der Einsatz des Expertensystems Watson von 
IBM für Aufsehen. Watson ist ein System aus dem Bereich der künstlichen Intel-
ligenz, das auf die Beantwortung von Fragen abzielt, die in natürlicher Sprache 
eingegeben werden können. Big-Data-Analysen unterstützen dabei nicht nur die 
Diagnose von Erkrankungen, sondern auch die Auswahl der passenden Therapie. 
Der Schwerpunkt liegt derzeit im Bereich der Onkologie. Watson kennt bereits 
mehr als 600.000 Fakten und mehr als 2 Mio. Seiten einschlägiger wissenschaft-
licher Zeitschriften. Außerdem kann Watson auf 1,5 Mio. Krankengeschichten 
zurückgreifen. Einer Untersuchung zufolge diagnostiziert Watson Lungenkrebs 
in 90 % der Fälle korrekt, im Vergleich dazu schaffen dies Ärzte nur in 50 % der 
Fälle. Watson kann auch als Clouddienst genutzt werden. 
Im Hinblick auf das Bedarfsfeld Mobilität geht es der Bundesregierung einerseits 
um eine schnelle, sichere und komfortable und andererseits um eine ressourcen-
schonende Beförderung von Menschen und Gütern. Neben der Entwicklung von 
neuen Antriebssystemen zielen die Bemühungen vor allem darauf ab, Verkehrs-
infrastrukturen intelligenter zu machen. In den Bereichen autonome Fahrzeuge 
und intelligente Transportsysteme spielt Big Data bereits heute eine Rolle. Wäh-
rend bei autonomen Fahrzeugen der Fokus zunächst darauf lag, diese in die Lage 
zu versetzen, mithilfe verschiedener Sensoren ihre Umgebung wahrzunehmen, 
ein Ziel anzusteuern und Kollisionen auf dem Weg zu vermeiden, wurde in den 
letzten Jahren die Kommunikation mit anderen Fahrzeugen und der Verkehrsin-
frastruktur (Car-to-X-Kommunikation) immer wichtiger. Im Rahmen des simTD-
Projekts wurde unlängst in einem großen Feldversuch im Rhein-Main-Gebiet 
gezeigt, dass Car-to-X-Kommunikation prinzipiell reif für den Alltagseinsatz ist. 
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Im Rahmen eines hybriden Systemansatzes kamen sowohl WLAN- als auch mo-
bilfunkbasierte Kommunikation zum Einsatz. Eine Rolle spielten bei diesem Pro-
jekt nicht nur Informationen über die Verkehrslage und Informationen von 
Lichtsignalanlagen oder Wechselverkehrszeichen, sondern auch Umfeldinforma-
tionen, beispielsweise zum Wetter. 
Im Bedarfsfeld Sicherheit geht es primär um den Schutz der Gesellschaft und 
ihrer Infrastrukturen vor Terrorismus, Sabotage, organisierter Kriminalität und 
den Folgen von Naturkatastrophen oder Unfällen. Da die Infrastrukturen hoch 
vernetzt und technisiert sind, spielt das Thema IT-Sicherheit eine wichtige Rolle. 
Vor allem in den Bereichen Kriminalitäts- und Terrorbekämpfung, Schutz vor 
Naturkatastrophen und IT-Sicherheit kommt Big Data bereits heute zum Ein-
satz. Beispielsweise lassen sich im Bereich der Kriminalitäts- und Terrorbekämp-
fung durch die Analyse großer Datenmengen aus unterschiedlichen Quellen 
Straftaten unter bestimmten Voraussetzungen vorhersagen. Systeme zur polizei-
lichen Vorhersage sind in der Vergangenheit vor allem in den USA sowie im 
Vereinigten Königreich auf Interesse gestoßen, aber auch das deutsche Bundes-
kriminalamt beschäftigt sich mit entsprechenden Ansätzen. Während IBM und 
Microsoft bereits seit einiger Zeit Lösungen für das Predictive Policing anbieten, 
sorgte die Software PredPol des gleichnamigen US-amerikanischen Start-ups zu-
letzt für besondere Aufmerksamkeit in der Öffentlichkeit. PredPol greift auf Sta-
tistiken früherer Ereignisse zurück. Relevant sind nicht nur verzeichnete Strafta-
ten, sondern auch eingegangene Notrufe. Die Wissenschaftler von PredPol gehen 
davon aus, dass die Wahrscheinlichkeit, dass Straftäter es in derselben Gegend, 
in der sie erfolgreich waren, noch einmal versuchen, viel höher ist als die Wahr-
scheinlichkeit, dass sie sich nach einem Erfolg ein neues Zielgebiet suchen. 
Das Bedarfsfeld Kommunikation zielt auf Information und Kommunikation als 
Grundlage effizienter Wertschöpfungsprozesse ab. Die Ziele dieses Bedarfsfelds 
werden von der Bundesregierung sehr weit gefasst und überschneiden sich teils 
mit Zielen, die auch im Rahmen anderer Bedarfsfelder verfolgt werden. Im Kern 
geht es um die Intensivierung und Ausweitung des Einsatzes von IKT, damit 
Deutschland seine Position als Hightech-Standort festigen und ausbauen kann. 
Das Bedarfsfeld Kommunikation bietet naturgemäß besonders große Anwen-
dungspotenziale für Big Data. Besondere Aufmerksamkeit wurde zuletzt Big-
Data-Anwendungen mit Fokus auf den Bereich Kundenorientierung, auf die in-
telligente Fabrik (Smart Factory) sowie den Hochfrequenzhandel an den Finanz-
märkten zuteil. Aber auch bei der Optimierung von Wahlkampagnen konnte Big 
Data vor allem in den USA seine Stärken bereits unter Beweis stellen. Als Vorrei-
ter im Bereich Smart Factory gilt beispielsweise der taiwanesische Elektronik-
auftragshersteller Foxconn, der für Apple große Mengen an iPhones herstellt. Da 
Apple die elektronischen Komponenten bei iPhones häufig ändert, muss 
Foxconns Fertigung entsprechend anpassungsfähig sein, was nur durch den Ein-
satz von neuen Verfahren zur Datenanalyse in Verbindung mit einem weitge-




Die zentralen technischen Herausforderungen von Big Data betreffen den Auf-
bau der Analysearchitektur und den Umgang mit dem Datenmaterial. Während 
davon auszugehen ist, dass die Nutzung cloudbasierter Lösungen den Aufbau 
der Analysearchitektur aus Sicht des Nutzers in vielerlei Hinsicht vereinfacht, 
kommen neue Herausforderungen im Hinblick auf die Interoperabilität von 
Diensten dazu. Die betrieblichen Herausforderungen betreffen vor allem die 
Wirtschaftlichkeit von Einsatzszenarien und die eingeschränkte Verfügbarkeit 
von Experten mit einschlägigem Fachwissen, aber auch Widerstände bei Planung 
und Durchführung. Die Nutzung von Clouddiensten führt dazu, dass Nutzer 
deutlich weniger Kontrolle über die analysierten Daten und die Analyseergebnis-
se haben. Gleichzeitig kann angenommen werden, dass sich die Nutzung von 
Clouddiensten überwiegend positiv auf die Wirtschaftlichkeit von Einsatzszena-
rien auswirkt. Hier unterscheiden sich allerdings cloudbasierte Big-Data-Anwen-
dungen nicht wesentlich von anderen Anwendungen, die in eine Cloud ausgela-
gert werden. Im Hinblick auf rechtliche Herausforderungen zeigt sich, dass so-
wohl bei Big Data als auch bei Cloud Computing hinsichtlich zahlreicher Fragen 
Rechtsunsicherheit herrscht bzw. sich das anwendbare Recht als wenig geeignet 
erweist und einer Anpassung an den Stand der Technik bedarf. Betroffen sind 
vor allem die Bereiche Datenschutz, Eigentum an Daten, Vertragsgestaltung, 
Haftung und Wettbewerb. Die gesellschaftlichen Herausforderungen, die Big 
Data und Cloud Computing mit sich bringen, sind vielfältig und betreffen Berei-
che wie Vertrauen und Verlässlichkeit, Autonomie und Beeinflussung, Diskrimi-
nierung und Teilhabe, aber auch Vulnerabilität und Abhängigkeit. Die Ausbil-
dung von Experten sowie die Förderung des Fachwissens auf Anbieter- und 
Nutzerseite (das sog. Humankapital) stellt die zentrale strukturelle Herausforde-
rung im Kontext von Big Data dar. Durch die Nutzung von Clouddiensten 
kommen Herausforderungen in den Bereichen Infrastruktur/Breitbandversorgung 
und Internetgovernance sowie der Wettbewerbsfähigkeit der IT-Industrie hinzu.  
TECHNISCHE HERAUSFORDERUNGEN 
Aktuelle Studien identifizieren zahlreiche technische Herausforderungen von Big 
Data und Cloud Computing. Neben fehlendem Fachwissen, fehlenden überzeu-
genden Einsatzszenarien und Kostenaspekten spielen vor allem technische Pro-
bleme im Kontext von Big Data eine zentrale Rolle. Etwa ein Drittel der Unter-
nehmen hat mit technischen Problemen zu kämpfen. Technisch anspruchsvoll 
werden Big-Data-Analysen genau durch jene Charakteristika, über die sich Big 
Data vorrangig definiert. In der Praxis gibt es vor allem Probleme beim Aufbau 
einer geeigneten Analysearchitektur, bei der Realisierung des Zugriffs von ver-
schiedenen Endgerätetypen sowie bei der Erstellung einer für den Endnutzer 
angemessenen Benutzerschnittstelle. Auch im Rahmen der Experteninterviews 
wurden Herausforderungen im Zusammenhang mit den zentralen Big-Data-
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Charakteristika und dem Aufbau geeigneter Analysearchitekturen angesprochen. 
Beispielsweise wurde betont, dass es im Big-Data-Bereich keine Lösungen gibt, 
die über alle Anwendungsfälle hinweg gut abschneiden. In der Regel ist es daher 
notwendig, eine für die jeweiligen Anforderungen geeignete Analysearchitektur 
aufzubauen. Die Experten stellten außerdem fest, dass der Aufbau von Analyse-
architekturen vor allem deshalb so herausfordernd ist, weil sich die Anwen-
dungsfälle und damit auch die Anforderungen von Anwendern im Laufe der Zeit 
weiterentwickeln, sich die hoch spezialisierten Big-Data-Lösungen aber nur sehr 
beschränkt an neue Anforderungen anpassen lassen. Mögliche Ursachen für die 
beschriebenen Schwierigkeiten sind neben fehlendem Fachwissen vermutlich ei-
nerseits in der Verwendung veralteter Technologien und andererseits in der 
mangelnden Reife neuer Big-Data-Technologien zu finden. Im Hinblick auf die 
mangelnde Reife neuer Big-Data-Technologien wurde im Rahmen der Interviews 
vor allem kritisiert, dass weiterführende, fortschrittliche Analysen nur sehr ein-
geschränkt möglich sind. Die vorhandenen Lösungen sind den befragten Exper-
ten zufolge nicht dafür geeignet, komplexes Data Mining durchzuführen, wie es 
beispielsweise für Cluster- oder Netzwerkanalysen erforderlich ist. 
Neben dem Aufbau der Analysearchitektur erweist sich im Kontext von Big Da-
ta und Cloud Computing häufig auch der Umgang mit dem Datenmaterial als 
schwierig. Herausforderungen im Zusammenhang mit Datensicherheit, Daten-
schutz und Datenqualität haben zwar eine technische Komponente, sind aber 
nicht als ausschließlich technische Probleme zu verstehen. Sowohl Datensicher-
heit als auch Datenschutz werden als Kernherausforderungen im Umfeld von Big 
Data und Cloud Computing gesehen. Mangelnde Datenqualität ist vor allem im 
Hinblick auf die Durchführung von Big-Data-Analysen ein bekanntes Problem. 
Nicht selten wird für Big-Data-Analysen beispielsweise auf Archive zurückgegrif-
fen, die ursprünglich für eine Auswertung nicht vorgesehen waren. Eine ange-
messene Aufbereitung umfangreicher Datenmengen ist häufig mit großem Auf-
wand verbunden, im Hinblick auf Vertrauenswürdigkeit der Ergebnisse aber 
unverzichtbar. Im Hinblick auf die Nutzung von Cloud Computing stellt neben 
Problemen in den Bereichen Datensicherheit und Datenschutz mangelnde In-
teroperabilität eine zentrale technische Herausforderung dar. Interoperabilität ist 
nicht nur im Hinblick auf die Integration von Cloudlösungen mit Inhouselösun-
gen ein Thema, sondern auch im Hinblick auf die Integration von Cloudlösun-
gen untereinander. 
BETRIEBLICHE HERAUSFORDERUNGEN 
Abgesehen von technischen Herausforderungen sehen sich Organisationen so-
wohl bei der Durchführung von Big-Data-Analysen als auch bei der Nutzung 
von Cloud Computing mit betrieblichen Herausforderungen konfrontiert. Im 
Kontext von Big Data gehören dazu primär fehlende ökonomisch und technisch 
überzeugende Einsatzszenarien, mangelndes Fachwissen, Datenschutzbedenken, 
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aber auch relativ hohe Kosten und Rivalitäten zwischen Abteilungen spielen eine 
nicht unbedeutende Rolle. Im gegenwärtigen Wirtschaftsumfeld haben Organi-
sationen nur eine geringe Motivation, in neue Technologien zu investieren, so-
lange sich keine messbaren Vorteile ergeben. Daher überrascht es nicht, dass in 
vielen Organisationen der Investitionswille fehlt. Im Hinblick auf betriebliche 
Herausforderungen spielen auch Defizite beim erforderlichen Fachwissen eine 
wichtige Rolle. Im Rahmen der Experteninterviews wurde unterstrichen, dass die 
derzeit entstehenden Lehr- und Studienangebote allein aufgrund der Vielschich-
tigkeit der Anforderungen an entsprechende Mitarbeiter nicht in der Lage sein 
werden, das Defizit auszugleichen und für eine Entspannung am Arbeitsmarkt zu 
sorgen. 
Auch Rivalitäten und mangelndes Vertrauen zwischen Abteilungen spielen eine 
wichtige Rolle im Hinblick auf die zentralen Herausforderungen bei der Einfüh-
rung und Nutzung von Big-Data-Lösungen. Einige Studien identifizieren die 
mangelnde Bereitschaft von Fachbereichen, »ihre« Daten mit anderen zu teilen, 
als eines der wesentlichsten Probleme. Im Hinblick auf die Planung gelten einer-
seits die Identifikation der wichtigsten Investitionsbereiche und andererseits die 
Organisation von Big-Data-Aktivitäten als Herausforderung. Bei der Durchfüh-
rung werden die Auswahl der »richtigen« Daten für eine bestimmte Fragestel-
lung und der »richtigen« Verwendung der Analyseergebnisse als besonders her-
ausfordernd angesehen. Eine zentrale betriebliche Anforderung im Zusammen-
hang mit der Nutzung von Cloud Computing stellt die Tatsache dar, dass die 
Vertrauenswürdigkeit von Anbietern nur schwer feststellbar ist. Mangelndes 
Vertrauen stellt für rund ein Viertel der potenziellen Nutzer von Clouddiensten 
eine wesentliche Barriere dar. Ein Problem wird auch in der unzureichenden 
Kontrollierbarkeit der Einhaltung von Vereinbarungen gesehen. Damit eng ver-
bunden sind Herausforderungen im Hinblick auf Datensicherheit und Daten-
schutz. Insbesondere die Angst vor Datenverlust ist im Umfeld von Public-
Cloud-Angeboten groß. Darüber hinaus werden die Angst von einem Verlust an 
IT-Fachwissen aufgrund der Auslagerung und fehlende Unterstützung vor Ort 
als Barrieren genannt. 
RECHTLICHE HERAUSFORDERUNGEN 
Neben technischen und betrieblichen Herausforderungen spielen für Unterneh-
men und staatliche Stellen und Behörden, die sich mit der Durchführung von 
Big-Data-Analysen bzw. der Nutzung von Cloud Computing beschäftigen, recht-
liche Herausforderungen eine zentrale Rolle. Im Kontext von Big Data und 
Cloud Computing stellen sich vor allem Fragen, die mit dem Datenschutz, einem 
möglichen Eigentum an Daten, der Ausgestaltung von Verträgen, einer mögli-
chen Haftung und dem Wettbewerb zusammenhängen. Besonders problematisch 
ist, dass hinsichtlich zahlreicher Fragen Rechtsunsicherheit herrscht bzw. sich 
das anwendbare Recht als wenig geeignet erweist und einer Anpassung an den 
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Stand der Technik bedarf. Datenschutz spielt als Herausforderung sowohl im 
Kontext der Durchführung von Big-Data-Analysen als auch bei der Nutzung von 
Cloud Computing eine wichtige Rolle. In Deutschland wird der Datenschutz 
durch das Bundesdatenschutzgesetz (BDSG) geregelt. Nach dem BDSG steht die 
Verarbeitung von personenbezogenen Daten unter einem Verbot mit Erlaubnis-
vorbehalt. Cloud Computing stellt einen typischen Fall der Auftragsdatenverar-
beitung dar. Dem BDSG zufolge ist der Auftraggeber dafür verantwortlich, dass 
die Vorschriften des Gesetzes eingehalten werden und muss dies im Rahmen der 
technischen und rechtlichen Ausgestaltung der Datenverarbeitung sicherstellen. 
Aus rechtlicher Sicht ist einerseits die Ausgestaltung entsprechender vertraglicher 
Vereinbarungen schwierig, andererseits sind Art und Umfang der gesetzlichen 
Kontrollpflichten weitgehend unklar. Noch herausfordernder wird die Nutzung 
von cloudbasierten Lösungen aus Datenschutzperspektive bei grenzüberschrei-
tendem Bezug. Wann ein ausländischer Anbieter überhaupt deutsches Daten-
schutzrecht beachten muss, ist noch völlig ungeklärt. Auch wenn sich im Kon-
text von Cloud Computing die Frage stellt, inwiefern sich der Standort, an dem 
sich bestimmte Daten befinden oder wo sie erhoben wurden, verlässlich ermittelt 
werden kann, gilt das Territorialitätsprinzip. 
Aus juristischer Sicht kann kein »Eigentum« an Daten oder Informationen be-
gründet werden. Dennoch können Daten oder Informationen unter verschiede-
nen gesetzlichen Voraussetzungen vom Zugriff oder der Verwertung durch Drit-
te geschützt sein. In Deutschland sind neben Nutzungsbedingungen vor allem 
das Urheberrecht und das ebenfalls im Urheberrechtsgesetz (UrhG) zu verorten-
de Datenbankrecht relevant. Da nur der Datenträger, nicht aber die Daten selbst 
körperlich sind, können Daten nicht als Sachen im Sinne des § 90 des Bürgerli-
chen Gesetzbuchs (BGB) qualifiziert werden. Nach § 93 BGB sind Bestandteile, 
die nicht von einer Sache getrennt werden können, wesentliche Bestandteile. So 
betrachtet würde das Eigentum an einem Datenträger auch das Eigentum an den 
darauf gespeicherten Daten umfassen. Im Hinblick auf die tatsächlichen Ver-
hältnisse und insbesondere den Bereich Cloud Computing wäre dies kaum prak-
tikabel. Auch könnten viele Probleme, die bei vernetzten Datenbeständen auftre-
ten, nicht gelöst werden. Sofern keine legitimierenden Schranken greifen, hängt 
die Zulässigkeit einer urheberrechtlich relevanten Handlung von der Zustim-
mung des Rechteinhabers ab. Eine besondere Herausforderung im Kontext von 
Big Data stellt die Tatsache dar, dass in vielen Fällen weder legitimierende 
Schranken greifen noch eine vertragliche Einräumung von Nutzungsrechten mit 
angemessenem Aufwand möglich ist. Während bei Big-Data-Lösungen, die in-
nerhalb Deutschlands genutzt werden, in der Regel deutsches Urheberrecht zu 
beachten sein wird, ist die Beurteilung in Fällen mit grenzüberschreitendem Be-
zug oft schwierig. Im Rahmen der Experteninterviews wurde betont, dass im 
Kontext von Big Data Urheberrechtsfragen vor allem dann nicht ausreichend 
beantwortet sind, wenn Daten aggregiert oder wenn neue Daten aus vorhande-
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nen Daten abgeleitet werden. Bei Big-Data-Anwendungen ist das allerdings eher 
die Regel als die Ausnahme. Die Verteilung der Rechte und Pflichten aus einem 
Vertragsverhältnis liegt nach dem Grundsatz der Vertragsfreiheit in den Händen 
der beteiligten Parteien. Trotzdem ist die Vertragsgestaltung im Kontext von Big 
Data aufgrund der zahlreichen technischen Fragen und der Berührungspunkte 
zum Datenschutz- und Urheberrecht kompliziert. Grundsätzlich ist es nicht ab-
wegig, von einer mietrechtlichen Beurteilung eines Cloud-Computing-Vertrags 
auszugehen. Unklar ist allerdings, ob auf das gesetzliche Leitbild des Mietrechts 
geschlossen werden könnte, wenn bestimmte Aspekte nicht vertraglich geregelt 
wurden. Aufgrund der zunehmenden Bedeutung von Daten in Entscheidungs-
prozessen und in Anbetracht der daraus entstehenden Gefahren ist Klarheit im 
Hinblick auf Fragen der Haftung im Kontext von Big Data unerlässlich. Eine 
besondere Herausforderung in diesem Zusammenhang stellt die Tatsache dar, 
dass es unklar ist, ob es qualitative Mindeststandards für Informationen gibt und 
welche das sind. Aus wettbewerbsrechtlicher Sicht stellt die Tatsache, dass 
Cloudanbieter Hindernisse aufbauen können, die den Wechsel zu einem anderen 
Anbieter erschweren (sog. Vendor-Lock-in), ein zentrales Problem dar. 
GESELLSCHAFTLICHE HERAUSFORDERUNGEN 
Die gesellschaftlichen Herausforderungen, die Big Data und Cloud Computing 
mit sich bringen, sind vielfältig und betreffen Bereiche wie Vertrauen und Verläss-
lichkeit, die Filterung beziehungsweise Einschränkung von Inhalten, Analysen 
und Ergebnissen, Autonomie und Beeinflussung, Diskriminierung und Teilhabe, 
aber auch Vulnerabilität und Abhängigkeit. Die Nutzung von Public-Cloud-
Diensten führt in der Regel dazu, dass ein Nutzer nicht nachvollziehen kann, wo 
und wie seine Daten gespeichert und verarbeitet werden. Das daraus resultieren-
de Gefühl des Kontrollverlustes ist eine wesentliche Ursache für die Vorbehalte 
gegenüber Cloud Computing. Während bei Cloud Computing das Vertrauen in 
die Verlässlichkeit des Anbieters und seine technologischen Fähigkeiten im Vor-
dergrund steht, spielt bei Big Data das Vertrauen in die Technologie und die zu-
grundeliegenden Prinzipien eine besondere Rolle. Von Bedeutung sind dort vor 
allem statistische Verfahren, die auf Korrelationen als Messgröße für Zusam-
menhänge setzen. Ergebnisse aus Big-Data-Analysen führen in der Regel zu einer 
Verengung des Sichtbaren. Das kann einerseits bedeuten, dass durch Filterung 
primär Informationen angezeigt werden, die für den Nutzer relevant sind und 
damit häufig bereits bestehende Meinungen unterstützen, andere Blickwinkel 
aber völlig außen vor gelassen werden. Andererseits kann es aber auch bedeuten, 
dass es zur Überanpassung (Overfitting) von Modellen an vorhandene Daten 
kommt und dadurch die Vorhersageeigenschaften des Modells im Hinblick auf 
die Wirklichkeit beeinträchtigt werden.  
Die Verengung des Sichtbaren ist eng verbunden mit einer weiteren zentralen 
gesellschaftlichen Herausforderung, einem möglichen Verlust der Autonomie 
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durch umfassende Möglichkeiten der Beeinflussung. Big Data erlaubt die Vor-
hersage des Verhaltens von Gruppen und Individuen und damit letztlich auch 
deren gezielte Beeinflussung. Da in der Regel konkrete Verhaltensoptionen vor-
geschlagen werden und damit die Auswahlmöglichkeit eingeschränkt wird, geht 
der Verlust der Autonomie über eine bloße Verengung des Sichtbaren hinaus. 
Aus gesellschaftlicher Sicht ist dabei aber vor allem problematisch, dass sich die 
Möglichkeiten der Verhaltensvorhersage nicht nur auf die Autonomie einzelner 
Individuen auswirken, sondern dass diese Möglichkeiten genutzt werden kön-
nen, um die gesellschaftliche Entwicklung zu beeinflussen. Eng verwandt mit der 
Frage nach der Autonomie ist die Möglichkeit, Big-Data-Analysen zur Diskrimi-
nierung von Personen zu nutzen. Einerseits werden auf Grundlage der bestehen-
den Datenlage Vorhersagen für einzelne Personen oder Personengruppen getrof-
fen, die diese nicht beeinflussen können. Im Gegensatz zur bloßen Beeinflussung 
geht es hierbei darum, dass nicht nur Handlungen der Personen beeinflusst wer-
den sollen, sondern dass aus den Vorhersagen vorbeugende Maßnahmen abge-
leitet werden, welche die Entfaltungs- und Handlungsspielräume der Betroffenen 
einschränken und ohne deren Wissen oder Einspruchsmöglichkeit umgesetzt 
werden. Andererseits kann es aber auch sein, dass, wenn keine oder nur wenige 
Daten über Individuen vorhanden sind, ihre Interessen ignoriert werden. Diese 
Form der Diskriminierung kann in einer zunehmend vernetzten Gesellschaft zu 
verminderter Teilhabe führen.  
Mit der zunehmenden Vernetzung von kritischen Infrastrukturen in Bereichen 
wie Energie, Telekommunikation, Gesundheit und Wasser nimmt sowohl die 
Vulnerabilität als auch die Abhängigkeit von komplexen IT-Systemen zu. Geziel-
te Angriffe mit Schadprogrammen wie Stuxnet und Duqu zeigten, wie anfällig 
IT-Systeme in der Industrie oder Infrastrukturen für Angriffe sind. Durch die 
zunehmende Automatisierung und Vernetzung dieser Systeme entstehen neue 
Angriffsmöglichkeiten, bei denen Big Data und Cloud Computing eine zentrale 
Rolle spielen können. Eng verbunden ist damit die Diskussion um die »techno-
logische Souveränität« eines Staates, die als eine mögliche Ursache von Abhän-
gigkeiten und damit auch Vulnerabilität gesehen wird.  
STRUKTURELLE HERAUSFORDERUNGEN 
Strukturelle Herausforderungen betreffen in der Regel die Rahmenbedingungen, 
die einen direkten oder indirekten Einfluss auf die Möglichkeiten haben, die Po-
tenziale von Big Data und Cloud Computing zu nutzen. Die mangelnde Verfüg-
barkeit von Humankapital, d. h. Experten und Fachwissen auf Entwickler- wie 
Anwenderseite, stellt vor allem im Hinblick auf die Durchführung von Big-Data-
Analysen eine zentrale strukturelle Herausforderung dar. Durch die Nutzung 
von Cloud Computing kommen Fragestellungen in den Bereichen Infrastruk-
tur/Breitbandversorgung und Internetgovernance hinzu. So ist die Verfügbarkeit 
von ausreichender Bandbreite sowie deren Finanzierung ein Faktor, der die Aus-
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nutzung von möglichen Potenzialen beeinflusst. Die Enthüllungen von Edward 
Snowden haben in Verbindung mit Entwicklungen in den Bereichen Big Data 
und Cloud Computing dazu geführt, dass die Debatte über die Steuerung 
(Governance) des Internets wieder stark an Bedeutung gewonnen hat. Wesentli-
cher Grund dafür ist, dass für den Erfolg von Big Data in der Cloud ein hohes 
Vertrauen in die Technologie und die Anbieter notwendig ist. Gerade die Abga-
be von Kontrolle über eigene Daten und die Möglichkeiten des Missbrauchs sind 
wesentliche Aspekte, die als ernsthafte Barrieren identifiziert wurden. In letzter 
Zeit wird zunehmend Kritik an der Dominanz der USA bei Fragen der Internet-
governance geäußert. Unter digitaler Wettbewerbsfähigkeit wird die Fähigkeit 
eines Standortes verstanden, in neuen Märkten wie beispielsweise in jenen für 
Cloud Computing und Big Data relevante, globale Akteure hervorzubringen. Im 
Zusammenhang mit dem Mangel an innovativen, schnell wachsenden Unterneh-
men in Europa werden verschiedene Einflussfaktoren diskutiert. Ein erster Faktor 
ist die Marktfragmentierung, welche die Wachstumsmöglichkeiten von Unterneh-
men beschränkt. Internationalisierung ist deshalb für europäische Unternehmen 
viel schneller ein Thema als für US-amerikanische Unternehmen. Neben rechtli-
chen Herausforderungen spielen auch andere Faktoren wie Sprachbarrieren oder 
kulturelle Unterschiede eine wesentliche Rolle. Ein weiterer Faktor ist das geringe 
Niveau der unternehmerischen Aktivitäten in Europa im Vergleich zu den USA. 
Gründe hierfür sind sowohl mangelnde Kommunikation zwischen den Akteuren 
in Wirtschaft, Politik und Forschung als auch mangelndes Finanzkapital, wel-
ches für die Gründung und das Wachstum von Unternehmen in größerem Aus-
maß notwendig wäre. 
HANDLUNGS- UND FORSCHUNGSBEDARF 
Auch wenn Big-Data-Analysen ohne Cloud Computing durchgeführt werden 
können und Cloud Computing neben Big-Data-Analysen zahlreiche andere An-
wendungsfelder hat, wird der Kombination von Big Data und Cloud Computing 
großes Potenzial zugeschrieben. Während sich bei einigen Big-Data-Anwendun-
gen die Nutzung von Clouddiensten anbietet, ist das bei anderen nicht der Fall. 
Ein wesentlicher Punkt ist, dass es sich insbesondere für große Datenmengen 
empfiehlt, die Daten dort zu analysieren, wo sie anfallen, da der Transport gro-
ßer Datenmengen ein massives technisches Problem darstellt. Aus diesem Grund 
ist die cloudbasierte Analyse großer Datenmengen insbesondere dann sinnvoll, 
wenn die Daten auch im Netz entstehen oder dort bereits aggregiert wurden. 
Abgesehen davon bringt die Nutzung von Clouddiensten im Zusammenhang mit 
der Durchführung von Big-Data-Analysen vor allem dann Vorteile, wenn im 
Vorfeld eines Big-Data-Vorhabens vorübergehend mit den vorhandenen Daten 
experimentiert werden soll oder wenn bei einem Analysevorhaben mit vorüber-
gehenden Anforderungsspitzen zu rechnen ist. Bei den folgenden sieben Themen-
bereichen mit dazugehörigen Fragestellungen ist davon auszugehen, dass sie zu-
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künftig im Kontext von Big Data in der Cloud für Wirtschaft, Politik, Forschung 
und Gesellschaft besonders relevant sein werden. Sich daraus ergebende zentrale 
Handlungs- und Forschungsbedarfe sowie mögliche Optionen werden im Fol-
genden erläutert und skizziert. 
Für Big Data und Big Data in der Cloud sind vielfältige Anwendungsfälle und 
Einsatzszenarien denkbar. Allerdings sind die konkreteren Chancen und Risiken 
von Big Data in der Cloud genauso wie die Beschaffenheit geeigneter Einsatzsze-
narien in vielen Fällen unbekannt. Handlungs- und Forschungsbedarf besteht 
insbesondere im Hinblick auf die Förderung des Erfahrungsaustausches, den 
Einsatz in der öffentlichen Verwaltung und die Berücksichtigung der Interessen 
von Privatpersonen. 
Obwohl die für Big Data und Big Data in der Cloud erforderliche technische 
Infrastruktur im Prinzip vorhanden ist, gibt es in der Praxis oft Probleme, die 
aufwendige individuelle Anpassungen erforderlich machen. Daraus ergibt sich 
mit Blick auf die technische Infrastruktur ein Handlungs- und Forschungsbedarf 
bei der Unterstützung fortschrittlicher Analysen, wie sie z. B. für Cluster- oder 
Netzwerkanalysen erforderlich sind, bei der Erweiterung des möglichen Nutzer-
kreises durch die Reduktion der Anforderungen an Nutzer und beim Ausbau der 
Netzwerkinfrastruktur. 
Auch wenn häufig von einer Ökonomie der Daten die Rede ist, ist der Wert von 
Big Data für Organisationen schwer quantifizierbar, unabhängig davon, ob ent-
sprechende Analysen auf Basis von Cloud Computing genutzt werden sollen 
oder nicht. Besonderer Handlungs- und Forschungsbedarf existiert in Bezug auf 
die Entwicklung von Ansätzen zur Bewertung von Investitionen in Daten und 
Analysearchitekturen, die Wiederverwendung von Daten und die Folgen der 
Ökonomisierung von Privatheit, also der Bereitschaft von Privatpersonen, für 
eine Gegenleistung auf Privatheit zu verzichten. 
Die Auswertung umfassender Datenbestände wird in Zukunft immer mehr die 
Wettbewerbsfähigkeit von Organisationen bestimmen. Wer den Anschluss ver-
liert, passt sich langsamer an die zunehmend dynamischen Märkte an und hat 
dadurch einen klaren Nachteil. Im Hinblick auf die technische Infrastruktur be-
steht Handlungs- und Forschungsbedarf insbesondere im Hinblick auf Entwick-
lungen in anderen Ländern und Regionen sowie die Gründungs- und Wachs-
tumsmöglichkeiten neuer IT-Unternehmen. 
Die Vielfalt der Kompetenzen, die Fachkräfte wie Data Scientists haben müssen, 
macht es insbesondere für KMU und die öffentliche Verwaltung schwierig, ge-
eignetes Personal zu finden. Mit der zunehmenden Bedeutung von Big Data 
spielt vor allem die Informationskompetenz, also der selbstbestimmte, souverä-
ne, verantwortliche und zielgerichtete Umgang mit Informationen, eine immer 
wichtigere Rolle. Handlungs- und Forschungsbedarf ergibt sich daher bei der 
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Entwicklung einer benutzerfreundlichen Abfragesprache, der Überarbeitung der 
Curricula für die Ausbildung von Data Scientists und der Erhöhung der Informa-
tionskompetenz insgesamt in der Gesellschaft. 
In verschiedenen Bereichen sind die rechtlichen Rahmenbedingungen den Anfor-
derungen von Big Data und Cloud Computing nicht gewachsen. Besonders rele-
vant sind beispielsweise Urheber-, Datenschutz- und Haftungsrecht. Aus diesem 
Grund besteht ein Handlungs- und Forschungsbedarf vor allem im Zusammen-
hang mit der Untersuchung des Anpassungsbedarfs auf Ebene der Gesetzgebung, 
der Untersuchung der Auswirkungen der EU-Datenschutzgrundverordnung, der 
Schaffung von Klarheit im Hinblick auf Eigentum an Daten und dem Vorantrei-
ben von Harmonisierungen auf EU-Ebene. 
Bei Überlegungen im Bereich Big Data in der Cloud spielen Sicherheit und tech-
nischer Datenschutz eine zentrale Rolle. Für an sich lohnend erscheinende An-
wendungen wird das Thema Sicherheit mitunter zu einem Ausschlusskriterium. 
Besonderer Handlungs- und Forschungsbedarf ergibt sich daher bei der Umset-
zung von Maßnahmen zur Gewährleistung der Informationssicherheit sowie der 
Festlegung von Sicherheit und Datenschutz als explizite Anforderungen bei der 




DIGITALE GESELLSCHAFT UND 
KONVERGENZ VON TECHNOLOGIEN 1. 
Themen wie die »Digitalisierung unseres Lebens« oder die »digitale Revolution« 
sind in den letzten 15 Jahren zum festen Bestandteil der öffentlichen Diskussion 
geworden. Die Ansichten über die Auswirkungen neuer Informations- und Kom-
munikationstechnologien (IKT) auf Wirtschaft, Politik, Forschung und Gesell-
schaft waren immer wieder von deutlichen Gegensätzen geprägt. Vielfach waren 
die in neue Plattformen, Dienste oder Geräte gesetzten Erwartungen zunächst sehr 
groß, bevor dann rasch Ernüchterung einsetzte. Häufig ging es zwei Schritte vor 
und einen zurück. Ein eindrucksvoller Beleg für dieses Phänomen ist beispielsweise 
das Platzen der Dotcom-Blase nach der ersten Euphorie rund um die »New Eco-
nomy« Ende der 1990er Jahre. Weitgehend unabhängig von der öffentlichen Dis-
kussion und trotz aller Rückschläge schritt die Digitalisierung des Alltags jedoch 
immer weiter voran. Neue IKT spielen für die Bewältigung alltäglicher Aufgaben 
eine immer bedeutendere Rolle. Gleichzeitig wachsen die Technologien durch 
Entwicklungen wie intelligente Netze oder Maschinenkommunikation zunehmend 
zusammen. Big Data ist neben Mobile Computing, Social Media und Cloud 
Computing ein aktueller Kulminationspunkt dieser Entwicklungen. 
Die Menge an produzierten bzw. verfügbaren Daten hat in den letzten Jahren 
rasant zugenommen. Häufig ist gar von einer Daten- oder Informationsexplo-
sion die Rede (z. B. Beath et al. 2012; Schrader 2011). Die Analyse von großen 
Datenmengen führt nicht zwangsläufig zu besseren Entscheidungen. Um den 
erhofften Erfolg zu erbringen, müssen bei der Analyse zahlreiche Aspekte be-
rücksichtigt werden. Dies betrifft sowohl die zu analysierenden Daten als auch 
den Zweck der Auswertung. Dennoch wird Big Data als ein nicht aufzuhalten-
der Treiber eines revolutionären Wandels in der Geschäftswelt gesehen (Schrage 
2012). Immer öfter ist von »Data-Driven Companies« (EIU 2012, S. 6) oder 
»Digital Enterprises« (Carr 2001) die Rede. Big Data spielt allerdings auch über 
die Geschäftswelt hinaus eine nicht unbedeutende Rolle. Insbesondere in der 
Wissenschaft eröffnet die effiziente Analyse großer Datenmengen ungeahnte 
Möglichkeiten. Beeindruckend sind in diesem Zusammenhang beispielsweise die 
Leistungen von IBMs Watson, einem System aus dem Bereich der künstlichen 
Intelligenz, in der Fernsehquizshow »Jeopardy!« im Jahr 2011 (Best 2013). 
Watson wurde in der Folge weiterentwickelt und insbesondere im Gesundheits-
wesen in den USA eingesetzt. Bekannte Anwender des Systems sind der Verwal-
tungsdienstleister WellPoint (IBM 2013b) und das Memorial Sloan-Kettering 
Cancer Center (IBM 2013a). 
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Zunächst wurden die Möglichkeiten, die sich durch die Analyse großer Daten-
mengen ergeben, vor allem positiv wahrgenommen. Ein Beispiel dafür liefert 
Viktor Mayer-Schönberger, Professor für Internetgovernance am Oxford Inter-
net Institute, der sich Ende 2013 im Rahmen eines Interviews mit der Süddeut-
schen Zeitung von der Tatsache, dass große Datenmengen zunehmend gesammelt 
und ausgewertet werden, fasziniert zeigte (Hauck 2013): »Das Beeindruckende 
daran ist, dass die Daten, anders als Goldminen, nie versiegen, sie wachsen quasi 
nach. Und sie verändern die Welt, so wie wir sie sehen. Durch die Masse an Da-
ten können wir besser verstehen, wie die Wirklichkeit in all ihrer Komplexität 
tatsächlich ist.« 
Insgesamt entspricht dies den positiven Konnotationen zu Big Data, die etwa seit 
dem Jahreswechsel 2010/2011 einen großen Teil der öffentlichen Diskussion 
ausmachen. Ähnliche Kommentare waren auch von zahlreichen anderen Vertre-
tern aus Wirtschaft, Politik und Forschung zu hören und fanden sich auch in 
Stellungnahmen von Branchenverbänden wieder. Vor allem seit den Enthüllungen 
rund um die Aktivitäten der in den USA ansässigen National Security Agency 
(NSA) und anderer Geheimdienste im Sommer 2013, aber auch aufgrund zahl-
reicher anderer Zwischenfälle der jüngeren Vergangenheit, bei denen Unterneh-
men allzu sorglos mit dem Thema Datenschutz umgingen, finden kritische 
Stimmen, wie sie beispielsweise in den Arbeiten von Frank Schirrmacher zu fin-
den sind (Schirrmacher 2013), vermehrt Zuspruch: »Das neue Zeitalter von Big 
Data erschafft die größte Überwachungsmaschine, die es jemals gab.« 
Während diese Kritik noch vorwiegend auf den Überwachungscharakter abzielt, 
gehen andere – wie der Publizist Evgeny Morozov – noch weiter, indem sie da-
rauf hinweisen, dass diese Entwicklung nicht nur Überwachung beinhaltet, son-
dern viel tiefgreifender ist. Aus ihrer Sicht geben die hinter Big-Data-Analysen 
stehenden Technologien die Möglichkeit zum »präemptiven Steuern«, wo ge-
wünschtes Verhalten des Bürgers durch bestimmte, politisch gesteuerte Anreiz-
setzung erreicht werden soll. Dies entspräche Morozovs Ansicht nach einer Ent-
mündigung des Bürgers (Morozov 2011). 
Auch wenn Morozovs Ansicht auf den ersten Blick vielleicht etwas weit herge-
holt wirkt, geht die öffentliche Diskussion im Zusammenhang mit den Möglich-
keiten zur Analyse großer Datenmengen durchaus in diese Richtung. Während 
beispielsweise der Einsatz von IBMs Watson im Gesundheitswesen zweifelsohne 
als positiv zu beurteilen ist, sind durchaus auch Anwendungsszenarien denkbar, 
bei denen das nicht uneingeschränkt der Fall ist. Die Sicherstellung des Daten-
schutzes ist eine der zentralen Herausforderungen im Umfeld von Big Data. In 
welchem Ausmaß z. B. Persönlichkeitsmerkmale wie sexuelle Orientierung oder 
Drogenkonsum auf Grundlage von Facebook-Profilen rekonstruiert werden 
können, zeigt eine Studie von Kosinski et al. (2013). Über den Einsatz von Big-
Data-Analysen in bestimmten Bereichen gehen die Meinungen auseinander. 
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Während z. B. die Prävention von Verbrechen durch erhöhte Polizeipräsenz an 
bestimmten Punkten durchaus sinnvoll erscheint, wird beispielsweise die Berech-
nung der Rückfallwahrscheinlichkeit von einzelnen Straftätern und damit der 
Möglichkeit auf vorzeitige Entlassung aus dem Vollzug auf Grundlage von Da-
ten über andere Straftäter eher kritisch gesehen. 
Diese Beispiele zeigen das große Spannungsfeld auf, in dem sich die aktuelle Dis-
kussion um Big Data abspielt. Ähnliche Muster, wenn auch teilweise weniger 
scharf, zeigen sich bei Trends wie Mobile Computing, Social Media und Cloud 
Computing, wo ebenso Themen wie Privatsphäre und Informationssicherheit im 
Vordergrund stehen. Im Rahmen dieser Vorstudie liegt das Hauptaugenmerk auf 
Big Data und Cloud Computing. Während Big Data umfassend behandelt wird, 
liegt der Fokus bei Cloud Computing primär auf seiner Funktion als Treiber und 
Lösungstechnologie (Abolhassan 2013) zur Durchführung von Big-Data-Ana-
lysen. Cloud Computing erlaubt die flexible Bereitstellung einer skalierbaren 
Infrastruktur, wie sie unter anderem für die rasche Analyse großer Datenmengen 
benötigt wird. Durch die Kombination von Big Data und Cloud Computing 
können sich sowohl deren Potenziale als auch die mit den Trends verbundenen 
Herausforderungen gegenseitig verstärken oder abschwächen. Mobile Comput-
ing und Social Media spielen in dem Sinne eine Rolle, als dass sie gegenwärtig zu 
den wichtigsten Datenquellen für Big-Data-Analysen gehören. Aufgrund der In-
terdependenzen der hinter den Trends stehenden Technologien erscheint eine 
gemeinsame Betrachtung sinnvoll. Im Rahmen der Studie sollen unterschiedliche 
Positionen aufgegriffen, wissenschaftlich bewertet und auf Grundlage neuester 
Erkenntnisse diskutiert werden. 
Grundsätzlich werden in der Kombination von Big Data und Cloud Computing 
verschiedene und große Potenziale gesehen. Am augenscheinlichsten ist, dass 
Organisationen, insbesondere kleinere und mittlere Unternehmen (KMU), aber 
auch Privatpersonen durch Cloud Computing die Möglichkeit bekommen, effi-
zient große Datenmengen zu analysieren, ohne vorher eine größere IT-Infra-
struktur aufbauen zu müssen. Eine Studie des Branchenverbands der deutschen 
Informations- und Telekommunikationsbranche (BITKOM 2012, S. 47) belegt, 
dass die Durchführung von Big-Data-Analysen, vor allem in den Bereichen 
Hardware und Infrastruktur, eine starke Investitionskomponente hat. 
ZIEL UND AUFBAU DES BERICHTS 2. 
Ziel dieser Vorstudie ist die Bewertung der Potenziale und Herausforderungen, 
die von Big Data und Cloud Computing ausgehen. Im Rahmen einer detaillier-
ten Analyse und Bewertung setzt sich diese Studie intensiv mit den teils wider-
sprüchlichen Positionen auseinander. Dabei steht eine ausgewogene, wissen-
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schaftliche Betrachtung von Potenzialen und Herausforderungen im Vorder-
grund, die im Hinblick auf eine weiterführende Diskussion eine möglichst objek-
tive Betrachtung von Chancen und Risiken ermöglichen soll. Darauf aufbauend 
sollen Handlungs- und Forschungsbedarfe identifiziert sowie Optionen entwi-
ckelt werden, die es Wirtschaft, Politik, Forschung und Gesellschaft ermöglichen, 
die sich bietenden Chancen zu nutzen. 
Um dieses Ziel zu erreichen, werden in einem ersten Schritt die Grundlagen von 
Big Data und Cloud Computing erläutert (Kap. II). Die Erläuterung umfasst eine 
Klärung des Verständnisses der oft nur sehr vage definierten und unpräzise ver-
wendeten Begriffe »Big Data« und »Cloud Computing«, eine kurze Darstellung 
der technischen Grundlagen und eine Diskussion der technologischen Interde-
pendenzen. Ein grundlegendes Verständnis der Technologien ist als Basis für die 
sich anschließende detaillierte Analyse und Bewertung notwendig. Darüber hin-
aus werden wesentliche Anwendungsmöglichkeiten der jeweiligen Technologien 
anhand von ausgewählten Beispielen aufgezeigt. 
Im Anschluss daran liegt der Fokus auf der Angebotsseite (Kap. III). Näher be-
trachtet und diskutiert werden die Märkte für Big Data und Cloud Computing 
sowie die jeweilige Anbieterlandschaft und deren Produkte und Dienstleistungen. 
Der Schwerpunkt liegt auf der Situation in Deutschland, jedoch wird auch die 
Situation in anderen Staaten Europas, den USA und Asien beleuchtet. Ebenso 
wird die Nachfrageseite eingehend betrachtet (Kap. IV); die Diffusion und Nut-
zung von Big Data und Cloud Computing in den verschiedenen Anwendungsbe-
reichen wird auf Grundlage aktueller Studien untersucht und diskutiert. Zu den 
Anwendungsbereichen zählen Unternehmen, öffentliche Verwaltung, Wissenschaft 
und Privatpersonen. Wie bei der Betrachtung der Angebotsseite liegt der Fokus 
auch bei der Nachfrageseite auf der Situation in Deutschland, jedoch werden 
auch andere Staaten und Regionen sowie die Entwicklungen auf Ebene der Eu-
ropäischen Union (EU) miteinbezogen. Diese vertiefte Betrachtung der Angebots- 
und Nachfrageseite zielt darauf ab, den gegenwärtigen Stand der Marktentwick-
lung für die jeweiligen Technologien herauszuarbeiten und realistische Entwick-
lungstendenzen für die nächsten Jahre aufzuzeigen. Ein besonderer Schwerpunkt 
liegt dabei auf der Frage, inwieweit die Marktentwicklung der Technologien 
interdependent ist. 
Während die Grundlagen von Big Data und Cloud Computing weitgehend sepa-
rat betrachtet werden, erfolgt die Analyse der Potenziale und Herausforderungen 
in einer gemeinsamen Betrachtung. In einem ersten Schritt werden die Potenziale 
anhand von zwei Dimensionen analysiert (Kap. V): Erwartete und bereits reali-
sierte ökonomische Potenziale werden sowohl auf der Mikroebene von Unter-
nehmen einerseits und staatlichen Stellen und Behörden andererseits (z. B. Kos-
tenreduzierung, Produktivitätssteigerungen) als auch auf der gesamtgesellschaft-
lichen Makroebene (z. B. Wachstum, Arbeitsplätze) betrachtet. Da es sich hier 
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vor allem um quantifizierbare Größen handelt, wird diese Analyse um eine zwei-
te, mehr auf die konkreten und möglichen Anwendungsbereiche abzielende Di-
mension ergänzt. Diese Dimension orientiert sich an den großen gesellschaftli-
chen Bedarfsfeldern der Hightech-Strategie der deutschen Bundesregierung. Auf 
Grundlage von geplanten und teilweise schon realisierten zukünftigen Anwen-
dungsmöglichkeiten der sich weiterentwickelnden Technologien werden zentrale 
Anwendungspotenziale aufgezeigt. 
Die Diskussion der Anwendungspotenziale dient als Ausgangspunkt für die Be-
trachtung der zentralen Herausforderungen (Kap. VI). Technische, betriebliche, 
rechtliche, gesellschaftliche und strukturelle Herausforderungen werden einge-
hend erläutert und analysiert. Abschließend werden Handlungsbedarfe identifi-
ziert und Optionen entsprechend der eingangs genannten Zielsetzung entwickelt. 
Methodisch basiert der vorliegende Bericht auf einer umfassenden Literaturana-
lyse. Berücksichtigt wurden in erster Linie Marktforschungsergebnisse und wis-
senschaftliche Veröffentlichungen in Zeitschriften und Tagungsbänden, aber auch 
Beiträge in anwendungsorientierten Zeitschriften sowie weitere einschlägige Ver-
öffentlichungen. Herausforderungen bei der Durchführung von Big-Data-Analy-
sen sowie Auswirkungen der Nutzung von Cloudinfrastrukturen auf die Heraus-
forderungen wurden mit Experten aus Unternehmen und der Wissenschaft sowie 
mit Vertretern von Verbänden im Rahmen von Interviews erörtert. An den Inter-
views nahmen Prof. Dr. Franziska Boehm (Institut für Informations-, Telekom-
munikations- und Medienrecht, Universität Münster), Dr. Stefan Fischer (SAP), 
Marit Hansen (Unabhängiges Landeszentrum für Datenschutz Schleswig-Hol-
stein), Prof. Dr. Volker Markl (Institut für Softwaretechnik und Theoretische 
Informatik, TU Berlin), Prof. Michael Rotert (Verband der deutschen Internet-
wirtschaft e.V.), Dr. Michael Schermann (Lehrstuhl für Wirtschaftsinformatik, 
TU München) und Achim Schlosser (ParStream) teil. Zusätzlich werden im 
Rahmen der Analyse von Anwendungspotenzialen Miniszenarien eingesetzt, um 
mögliche zukünftige Entwicklungen zu antizipieren. 
Abschließend sei noch darauf hingewiesen, dass für die Betrachtungen zu Cloud 
Computing zum Teil auf Ergebnisse aus einer vor Kurzem abgeschlossenen Stu-
die für das Science and Technology Options Assessment Panel (STOA Panel) des 
Europäischen Parlaments zurückgegriffen wurde, die vom Fraunhofer-Institut 
für System- und Innovationsforschung ISI in Kooperation mit dem Institut für 
Technikfolgenabschätzung und Systemanalyse (ITAS) des Karlsruher Instituts 
für Technologie, dem Institut für Technikfolgen-Abschätzung (ITA) der Öster-
reichischen Akademie der Wissenschaften und dem Danish Board of Technology 
(DBT) erstellt worden ist (Leimbach et al. 2014). 
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ÜBERBLICK ÜBER DIE FORSCHUNGSLAGE 3. 
Sowohl im Bereich Big Data als auch im Bereich Cloud Computing wurde in den 
letzten Jahren intensiv geforscht. Die Kombination von Big Data und Cloud 
Computing bekam vergleichsweise wenig Aufmerksamkeit. Aus diesem Grund 
werden im vorliegenden Bericht Erkenntnisse aus Veröffentlichungen, die sich 
mit einem der Bereiche beschäftigen, zusammengeführt. Diskutiert wird diese 
Zusammenführung von Erkenntnissen vor dem Hintergrund von Veröffentlichun-
gen, die sich ausdrücklich mit beiden Bereichen befassen, und von Expertenin-
terviews, im Rahmen derer die Kombination von Big Data und Cloud Comput-
ing thematisiert wurde. 
Im Hinblick auf Big Data fließen Ergebnisse aus folgenden Studien an verschie-
denen Stellen in diesen Bericht ein: 
> Der Fokus der Studie »The Emerging Big Returns of Big Data«, die von TCS 
(2013) durchgeführt wurde, lag auf Großunternehmen. An der Studie nahmen 
insgesamt 1.217 Vertreter von Unternehmen teil. Davon wurden 643 Per-
sonen, die bereits Erfahrungen im Big-Data-Kontext gesammelt hatten, aus-
führlicher befragt. Befragt wurden überwiegend IT-Experten und Analysten, 
aber auch Mitarbeiter aus den Fachbereichen. 
> Bange et al. (2013) konzentrierten sich im Rahmen der für BARC durchge-
führten Studie »Big Data Survey Europe« auf die Situation in Europa. Mittels 
Onlinebefragung wurden 274 Vertreter überwiegend großer Unternehmen be-
fragt. Es handelte sich dabei sowohl um Mitarbeiter aus der IT als auch um 
Mitarbeiter aus den Fachbereichen. 
> Bei der von Interxion (2013) durchgeführten Studie »Big Data – Beyond the 
Hype« wurde der Fokus auf die Einschätzungen von IT-Verantwortlichen von 
Unternehmen mit über 500 Mitarbeitern gelegt. Die 750 Studienteilnehmer 
vertraten Unternehmen aus dem Vereinigten Königreich, Irland, Deutschland, 
Frankreich, Spanien, Österreich, Schweiz, Belgien, den Niederlanden, Däne-
mark und Schweden. 
> Im Rahmen der von Schäfer et al. (2012) für das Fraunhofer-Institut für Intel-
ligente Analyse- und Informationssysteme IAIS durchgeführten Studie »Big 
Data – Vorsprung durch Wissen« wurden sowohl eine Onlineumfrage als 
auch ergänzende qualitative Expertenworkshops durchgeführt. An der Studie 
nahmen Fachbereichsverantwortliche von KMU teil. 
> Im Rahmen der von Schroeck et al. (2012) für IBM durchgeführten Studie 
»Analytics: Big Data in der Praxis« wurden 1.144 Fachbereichs- und IT-Ver-
antwortliche befragt. Die Datenerhebung erfolgte mittels Onlinebefragung. 
> Russom (2011) führte für TDWI die Studie »Big Data Analytics« durch. Die 
Studie basiert auf den Einschätzungen von 325 Vertretern überwiegend gro-
ßer Unternehmen, die im Rahmen einer Onlinebefragung erhoben wurden. 
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Ergänzend zur Onlinebefragung wurden auch Interviews durchgeführt. An 
der Studie nahmen überwiegend IT-Experten teil, aber auch Mitarbeiter aus 
den Fachbereichen und Berater. 
Auch im Hinblick auf Cloud Computing fließen die Ergebnisse ausgewählter 
Studien besonders stark in den vorliegenden Bericht ein: 
> Für die von KPMG/BITKOM (2013) in Auftrag gegebene Studie »Cloud-
Monitor 2013« wurden Telefoninterviews durchgeführt. Kontaktiert wurden 
IT-Verantwortliche und Mitglieder der Geschäftsführung von Unternehmen 
mit mehr als 20 Mitarbeitern über alle Branchen hinweg. Gearbeitet wurde 
mit einer geschichteten Zufallsstichprobe. Die öffentliche Verwaltung wurde 
im Rahmen der Studie nicht berücksichtigt. 
> Bradshaw et al. (2012) führten die Studie »Quantitative Estimates of the De-
mand for Cloud Computing in Europe and the Likely Barriers to Take-up« 
für IDC durch. Im Rahmen der Studie wurden Vertreter von 1.056 europä-
ischen Unternehmen mittels Telefoninterviews befragt. Auch hier wurde mit 
einer geschichteten Zufallsstichprobe gearbeitet, um sicherzustellen, dass 
Unternehmen unterschiedlicher Größen und Branchen ausgewogen in der 
Stichprobe vertreten sind. Die öffentliche Verwaltung wurde im Rahmen der 
Studie berücksichtigt. 
> Das Cloud Industry Forum gab 2012 mehrere Studien zum Thema Cloud 
Computing mit unterschiedlicher regionaler Ausrichtung bei Vason Bourne in 
Auftrag. Auf die Studien »USA Cloud Adoption & Trends 2012« und »UK 
Cloud« wird im Rahmen dieses Berichts verwiesen. Während bei der Studie 
mit USA-Fokus 400 Fachbereichs- und IT-Verantwortliche aus Unternehmen 
und der öffentlichen Verwaltung befragt wurden (Cloud Industry Forum 
2012b), wurden bei der Studie mit Fokus auf das Vereinigte Königreich 
250 IT-Verantwortliche befragt (Cloud Industry Forum 2012a). 
Alle angeführten Studien befassten sich mit Potenzialen und Herausforderungen 
im Kontext von Big Data bzw. Cloud Computing, setzten jedoch unterschied-
liche Schwerpunkte, beispielsweise im Hinblick auf technische oder betriebliche 
Fragestellungen. Weitere Studien wie beispielsweise die Arbeiten von Mainzer 
(2014), Mayer-Schönberger/Cukier (2013) oder andere, die sich eher theoretisch 
oder anekdotisch mit den Potenzialen und Herausforderungen vor allem von Big 
Data beschäftigen, sowie Studien, auf deren Ergebnisse nur an einer oder an we-
nigen Stellen im Bericht verwiesen wird, werden direkt im Bericht genannt und 









BIG DATA 1. 
Im Kontext wachsender Datenmengen stellt die Tatsache, dass zwischen 80 und 
85 % der Daten unstrukturiert und damit schwer zu verwalten und analysieren 
sind, eine besondere Herausforderung dar (Behörden Spiegel 2013; TNS Infratest 
2012, S. 5). Im Jahr 2012 wurden nur 3 % der erzeugten Daten erfasst und nur 
0,05 % analysiert. In diesem Zusammenhang wird von einem »Big Data Gap« 
gesprochen. Die wachsenden Datenmengen führen jedoch nicht nur zu mehr Da-
tenmüll, sondern auch zu neuen Nutzungsmöglichkeiten, vorausgesetzt es stehen 
geeignete Analysemöglichkeiten zur Verfügung (Behörden Spiegel 2013). 
In diesem Teilapitel wird zunächst diskutiert, was unter Big Data verstanden wird 
(Kap. II.1.1) und wie sich dieses Verständnis im Laufe der Zeit weiterentwickelt 
hat (Kap. II.1.2). Anschließend werden die technischen Grundlagen von Big Data 
erklärt (Kap. II.1.3) und Anwendungsperspektiven aufgezeigt (Kap. II.1.4). 
BEGRIFFSDEFINITION 1.1 
Der Begriff »Big Data« scheint auf den ersten Blick vor allem den Umfang von 
Daten in den Mittelpunkt zu stellen. Hierbei handelt es sich jedoch nicht um die 
einzige relevante Dimension. Beispielsweise verarbeiten Großbanken bereits seit 
vielen Jahren jede Nacht umfangreiche Mengen an Transaktionsdaten in Stapel-
verarbeitung auf Mainframes, ohne dass man dabei von Big Data sprechen wür-
de. Die Transaktionsdaten sind zwar mengenmäßig sehr umfangreich, in ihrer 
Struktur aber homogen. Außerdem sind gewisse Verzögerungen bei ihrer Verar-
beitung akzeptabel. Neben der Menge an Daten (Volume) charakterisieren vor 
allem die Geschwindigkeit ihrer Erzeugung, die hohen Anforderungen an die 
Geschwindigkeit ihrer Analyse (Velocity) sowie die Heterogenität der Daten 
(Variety) Big Data: 
> Menge: Unternehmen und Einrichtungen der öffentlichen Verwaltung verfü-
gen über immer größere Datenmengen. Häufig geht es dabei um Größenord-
nungen von einigen Terabytes bis hin zu Petabytes (BITKOM 2012, S. 21). 
Eine IDC-Studie zum Datenwachstum deutet an, dass sich das weltweite Da-
tenvolumen alle zwei Jahre verdoppelt (Gantz/Reinsel 2012). Diese Entwick-
lung wird vor allem durch die zunehmende maschinelle Erzeugung von Daten, 
z. B. über Protokolle von Telekommunikationsverbindungen und Webzugrif-
fen sowie automatische Erfassungen von Radio-frequency-Identification-Le-
sern (RFID-Lesern), Kameras, Mikrofonen und sonstigen Sensoren, getrieben. 
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> Geschwindigkeit: Die maschinelle Erzeugung von Daten trägt nicht nur zu 
einer sehr großen Datenmenge bei, sondern dies geschieht auch in immer kür-
zeren Zeiträumen (Russom 2011, S. 7). Aufgrund wachsender Datenmengen, 
einer engen Verknüpfung der Prozesse mit IT-Systemen und steigender Kom-
plexität sind die Logistik und die Pflege von Kundenbeziehungen Beispiele für 
Bereiche, in denen Big Data besonders relevant ist. Auch in der Wissenschaft 
werden Daten mit sehr hoher Geschwindigkeit erzeugt. Man denke nur an 
den Large Hadron Collider (LHC), einen Teilchenbeschleuniger am Europäi-
schen Kernforschungszentrum CERN bei Genf, bei dem nur 0,001 % der 
Sensordaten erfasst, aber trotzdem jährlich Daten im Umfang von rund 
25 Petabyte analysiert werden. Eine hohe Geschwindigkeit im Hinblick auf 
die Analyse vorhandener Daten ist in vielen Bereichen kritisch. Nicht selten ist 
gar eine Auswertung in Echtzeit erforderlich (BITKOM 2012, S. 21). 
> Heterogenität: Die Vielfalt von Datenquellen und Datenformaten nimmt kon-
tinuierlich zu. Organisationsinterne Daten werden zunehmend durch externe 
Daten ergänzt. Neben strukturierten Daten (z. B. Kennzahlen, Sensordaten) 
spielen auch semistrukturierte (z. B. XML, HTML, JSON) und unstrukturier-
te Daten (z. B. Texte, Bilder) eine immer größere Rolle (BITKOM 2012, 
S. 21). Im Zusammenhang mit Big Data ist daher häufig von der Analyse po-
lystrukturierter Daten die Rede. Das Nutzbarmachen von Daten unterschied-
licher Strukturen ist eine Kernherausforderung im Kontext von Big Data. 
Die Dimensionen Menge, Geschwindigkeit und Heterogenität gehen auf einen 
Beitrag von Laney (2001) über die Grenzen des klassischen Datenmanagements 
zurück und werden im Rahmen von Definitionen von Big Data gerne aufgegrif-
fen. Einige Begriffsdefinitionen beschreiben allerdings noch weitere Dimensio-
nen, wie z. B. die Richtigkeit der Daten (Veracity) (Schroeck et al. 2012, S. 4), 
den Wert der Datenauswertung (Value) (Tibco 2012) oder die Anzahl der Frei-
heitsgrade bei der Interpretation der Daten (Variability) (Dumbill 2012). 
Dass diese Dimensionen nicht nur in der Theorie, sondern auch in der Praxis 
mit Big Data in Verbindung gebracht werden, bestätigt eine Studie von IBM 
(Schroeck et al. 2012). Im Rahmen der Studie wurden 1.144 Fachleute aus 
93 Staaten zum Thema Big Data befragt. Unter den sechs am häufigsten genann-
ten Assoziationen mit Big Data waren nicht nur »größere Bandbreite an Informa-
tionen«, »größere Datenmengen« und »neue Arten von Daten und Analysen«, 
sondern auch »Echtzeitinformationen«, »Zustrom von Daten aus neuen Techno-
logien« und »moderne Medienarten« (Schroeck et al. 2012, S. 3). 
Einer Studie der Experton Group zufolge wird Big Data überwiegend als neues 
IT-Paradigma verstanden, das durch immenses Datenwachstum hervorgerufen 
wurde (Velten/Janata 2012b, S. 9). Auch die Ansicht, dass Big Data eine neue 
Generation von Datenbank- und Analytiktechnologien beschreibt, wird von re-
lativ vielen Studienteilnehmern geteilt. Entsprechenden Aussagen stimmten 49 % 
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bzw. 41 % ohne Einschränkungen zu. Auffällig ist auch die Einschätzung, dass 
es sich bei Big Data nur um einen neuen Marketinghype handelt. Mit 32 % 
stimmte immerhin knapp ein Drittel der Befragten einer entsprechenden Aussage 
uneingeschränkt zu. An der Studie nahmen 100 Vertreter von deutschen Unter-
nehmen mit mehr als 500 Mitarbeitern teil. Überwiegend wurden IT-Verant-
wortliche sowie Mitglieder der Geschäftsführung befragt. 
Über die Kriterien, denen zufolge Daten zu Big Data werden, bestand lange Un-
einigkeit. Mittlerweile hat sich die Ansicht durchgesetzt, dass es sich dann um 
Big Data handelt, wenn die Daten mit Standardtechnologien nicht mehr effizient 
verarbeitet werden können (BITKOM 2012, S. 21; EITO 2012a, S. 14; Jacobs 
2009, S. 11). Was Big Data ist und was nicht, ändert sich daher mit der Weiter-
entwicklung der verfügbaren Technologien. Hilbert/Lopez (2011) zufolge wuchs 
die Leistung von handelsüblichen Rechnern zwischen 1986 und 2007 um durch-
schnittlich 58 % pro Jahr. Der analysierte Datenbestand des US-amerikanischen 
Handelsriesen Walmart galt mit einem Umfang von rund einem Terabyte im 
Jahr 1992 als unglaublich groß (Harris 2013). Heute verarbeiten viele Organisa-
tionen Daten im Umfang von mehreren Petabyte. Laut einer IDC-Studie wächst 
der auf der Welt verfügbare Speicherplatz langsamer als das Datenaufkommen 
(The Economist 2010c). 
Bei der Durchführung von Analysen großer Datenmengen, die häufig allgemein 
als Big-Data-Analytik bezeichnet wird, geht es vor allem um die Erkennung von 
Zusammenhängen, Bedeutungen und Mustern (BITKOM 2012, S. 21). Zum 
Einsatz kommen neben statistischen Verfahren Vorhersagemodelle, Optimie-
rungsalgorithmen, Data Mining sowie Text- und Bildanalytik. 
Auffällig ist, dass zahlreiche Definitionen von Big Data und Big-Data-Analytik 
grundsätzlich von einer Unterstützung von wettbewerbskritischen Entscheidun-
gen in einem betriebswirtschaftlichen Kontext ausgehen. Auf die Tatsache, dass 
Big-Data-Analytik z. B. auch in der Wissenschaft oder in der öffentlichen Ver-
waltung eine bedeutende Rolle spielt, wird nur selten explizit eingegangen. Auch 
wenn Big-Data-Analytik eine Weiterentwicklung der Methoden zur Datenanaly-
se im Allgemeinen darstellt, scheint doch das geschäftliche Umfeld und die Nähe 
zum etablierten Thema Business Intelligence (BI) vor allem für Anbieter im Be-
reich Big Data zentral zu sein. Eine präzisere Abgrenzung von Big-Data-Analytik 
und BI erfolgt im Kapitel II.1.2. Ein Überblick über Anbieter findet sich im Kapi-
tel III.1.2. 
ENTWICKLUNG UND ABGRENZUNG 1.2 
Aus der Definition von Big Data geht klar hervor, dass Big-Data-Analytik nicht 
etwas gänzlich Neues ist, sondern vielmehr eine Weiterentwicklung von existie-
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renden Ansätzen zur Analyse von Daten. Die sich ändernden Anforderungen im 
Hinblick auf die zu analysierende Datenmenge, die Analysegeschwindigkeit und 
die Heterogenität der zu analysierenden Daten führten zu Anpassungen und 
Neuentwicklungen bei den zur Datenanalyse verwendeten Ansätzen und Tech-
nologien. Daten wurden im Laufe der Zeit von einem Nebenprodukt immer 
mehr zu einem zentralen Faktor (TNS Infratest 2012, S. 5). 
Press (2013a) stellte für Forbes.com einen historischen Überblick über den zu-
nehmenden Umfang an Daten und den Umgang damit zusammen. Die Darstel-
lung beginnt mit einer in Buchform veröffentlichten Einschätzung aus dem Jahr 
1944, dass sich der Bestand der US-amerikanischen Universitätsbibliotheken alle 
16 Jahre verdoppeln wird (Rider 1944) und endet mit dem Hinweis auf einen 
2012 erschienenen Artikel, in dem Big Data als ein Phänomen bezeichnet wird, 
das auf dem Zusammenspiel von leistungsfähiger IKT, der Analyse großer Da-
tenbestände und der Annahme, dass umfangreichere Daten zu besseren Ergeb-
nissen führen, beruht (Boyd/Crawford 2012). Der Überblick zeigt nicht nur, dass 
große Datenmengen bereits seit vielen Jahren ein Thema sind, sondern auch, 
dass das Wachstum des Datenbestands in der Vergangenheit eher unter- als 
überschätzt wurde. 
Big-Data-Analytik hat ihren Ursprung im Bereich der Entscheidungsunterstüt-
zungssysteme (Watson/Wixom 2007, S. 96) und wird als Weiterentwicklung von 
BI und Business Analytics gesehen. Während der Begriff »Business Intelligence« 
in den späten 1980er Jahren entstand und in den 1990er Jahren schon weit ver-
breitet war, gewann der Begriff »Business Analytics« erst in den späten 2000er 
Jahren an Bedeutung (Chen et al. 2012, S. 1166; Davenport 2006). Es existieren 
verschiedene, zum Teil widersprüchliche Versuche zur Abgrenzung von BI und 
Business Analytics. Sowohl unter BI als auch unter Business Analytics wird die 
Unterstützung von strategischen und operativen Entscheidungen auf Grundlage 
der systematischen Analyse von Daten verstanden. 
Russom (2011, S. 9) untersuchte im Rahmen einer Studie für TDWI unter ande-
rem, welche Begriffe in der Praxis für die Analyse großer Datenmengen verwen-
det werden. Im Rahmen der Studie wurden die Antworten von 92 Fachleuten für 
Datenmanagement, die überwiegend im nordamerikanischen Raum tätig sind, 
analysiert. Neben dem Begriff »Big Data Analytics« wurden die Begriffe »Ad-
vanced Analytics« und »Analytics« besonders häufig genannt, aber auch Begriffe 
wie »Data Warehousing«, »Data Mining« oder »Predictive Analytics«. 
Big-Data-Analytik lässt sich von verwandten Themenfeldern wie BI, Advanced 
Analytics und Predictive Analytics, Data Warehousing und Data Mining unter-
schiedlich gut abgrenzen. 
> Business Intelligence beschreibt Verfahren und Prozesse zur systematischen 
Analyse von Daten in elektronischer Form. Ziel ist die Gewinnung von Er-
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kenntnissen zur Unterstützung von Entscheidungen. Der Begriff wird dem 
Fachgebiet der Wirtschaftsinformatik zugerechnet und hat eine klare betriebs-
wirtschaftliche Ausrichtung. Unternehmen sollen mit den gewonnenen Er-
kenntnissen ihre Geschäftsabläufe optimieren, Kosten senken, Risiken mini-
mieren und die Wertschöpfung vergrößern. Data-Warehouse-Datenbanken so-
wie Analysemethoden wie Online Analytical Processing (OLAP), Data Mining 
und fallbasiertes Schließen (Case-Based Reasoning) stellen die Basis für BI dar. 
> Advanced Analytics und Predictive Analytics werden als in die Zukunft ge-
richtete Erweiterungen von BI verstanden, bei denen Prognosen der zukünfti-
gen Entwicklung stärker im Vordergrund stehen als die Analyse der Istsitua-
tion und der Vergangenheit. Genauso wie bei BI handelt es sich bei Advanced 
Analytics und Predictive Analytics nicht um Technologien, sondern vielmehr 
um den kombinierten Einsatz von verschiedenen Werkzeugen zur Sammlung, 
Auswertung und Interpretation von Daten (Bose 2009, S. 156). 
> Data Warehousing oder der Betrieb einer Data-Warehouse-Datenbank erhöht 
den Komfort beim Zugang zu Daten aus unterschiedlichen Quellen, die in ei-
nem einheitlichen Format zusammengefasst wurden. Außerdem soll damit ver-
hindert werden, dass die Leistungsfähigkeit von transaktionsorientieren Daten-
banken beeinträchtigt wird (Inmon 2005). Der Prozess der Vereinigung von 
Daten mehrerer Quellen in einer Datenbank, der bei Data Warehouses eine 
wichtige Rolle spielt, wird als Extraktion-Transformation-Laden-Prozess (ETL-
Prozess) bezeichnet. Anwendungen arbeiten in der Regel mit anwendungsspezi-
fisch erstellten Auszügen aus einem Data Warehouse, den sogenannten Data 
Marts. Big-Data-Anwendungen nutzen zur Datenhaltung Ansätze, die sich von 
klassischen Data Warehouses unterscheiden. 
> Data Mining beschreibt die systematische Anwendung von statistischen Me-
thoden auf einen Datenbestand mit dem Ziel, Muster zu erkennen. Data Min-
ing bezeichnet »die Extraktion von Wissen aus Datenbanken, das gültig (im 
statistischen Sinne), bisher unbekannt und prinzipiell nützlich (für eine gege-
bene Anwendung) ist« (Ester/Sander 2000, S. 1). Data Mining ist ein Schritt 
des Knowledge-Discovery-in-Databases-Prozesses (KDD-Prozesses). Text Min-
ing, Web Mining und Zeitreihenanalysen sind Spezialisierungen von Data 
Mining auf spezielle Typen von Daten. Auch wenn sich die Verfahren in der 
Regel von denen, die im Data-Warehouse-Umfeld eingesetzt werden, unter-
scheiden, kommen auch im Big-Data-Kontext statistische Methoden zur Er-
kennung von Mustern und Trends zum Einsatz. 
Da im Kontext der Untersuchung von großen Datenmengen auch die Visuali-
sierung eine bedeutende Rolle spielt, erscheint auch eine Abgrenzung zum eigen-
ständigen, aber komplementären Feld Visual Analytics notwendig. Ziel von 
Visual Analytics ist es, Erkenntnisse aus extrem großen und komplexen Datens-
ätzen zu gewinnen. Der Ansatz kombiniert die Stärken der automatischen Da-
tenanalyse mit den Fähigkeiten des Menschen, schnell Muster und Trends visuell 
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zu erfassen. Dem Menschen werden nicht nur Resultate präsentiert, sondern es 
wird ihm die Möglichkeit gegeben, in die Analyse einzugreifen und die Algorith-
men zu beeinflussen (Thomas/Cook 2005 u. 2006). Zu den Anwendungsgebie-
ten zählen neben BI (SAS 2013; Tilton 2011) auch Bereiche wie Physik, Astro-
nomie, Biologie, Medizin und der Katastrophenschutz (Keim et al. 2010; Tho-
mas/Cook 2005). Software muss zur optimalen Unterstützung von Visual Analy-
tics bestimmte Anforderungen erfüllen. Die Herausforderung besteht darin, eine 
intuitive Bedienung, die ein zügiges Arbeiten mit unterschiedlichsten Daten er-
möglicht, mit umfassenden Analysefunktionen zu kombinieren (Few 2012; SAS 
2013). 
Laut Ortega (2013) sprechen große Datenmengen, Feinkörnigkeit und kurze 
Latenzzeiten dafür, Big-Data-Lösungen gegenüber BI-Lösungen auf Basis eines 
Data Warehouse den Vorzug zu geben. Abgesehen davon lassen sich viele An-
wendungsfälle, die auf den ersten Blick Big-Data-Analytik zu erfordern scheinen, 
durchaus auch mit einem Data Warehouse realisieren. 
TECHNISCHE GRUNDLAGEN 1.3 
Im Hinblick auf die Diskussion der technischen Grundlagen von Big Data er-
scheint es sinnvoll, die Aspekte Quelldaten, Integration, Speicherung, Analytik, 
Zugriff und Auswertung (Kap. II.1.3.1 bis II.1.3.6) getrennt voneinander zu be-
trachten und jeweils die Ansätze der klassischen BI mit jenen aus dem Big-Data-
Umfeld zu vergleichen (Singh 2011) (Tab. II.1). 
TAB. II.1 TECHNISCHE GRUNDLAGEN VON BUSINESS INTELLIGENCE (BI) UND BIG DATA 
 Big-Data-Analyse traditionelle BI 
Auswertung BI-Anwenderwerkzeuge analytische Anwendungen 
Zugriff Pig, Hive, API SQL, MDX
Analytik MapReduce, R Data Mining, OLAP 
Speicherung HDFS, NoSQL analytische Datenbanken 
Datenintegration Pig, Sqoop, ETL/ELT ETL/ELT
Datenquellen polystrukturierte Daten strukturierte Daten 
Quelle: nach Bange 2012 
Neben Performanz und dem Umgang mit heterogenen Daten spielen auch Si-
cherheit, einfache Handhabung und Offenheit für die Integration neuer Daten-
quellen, Analysetools und Funktionen eine wichtige Rolle (Küll o. J.). Die Analy-
searchitektur für BI unterscheidet sich von jener für Big Data. 
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QUELLDATEN 1.3.1 
Einen wesentlichen Unterschied zwischen klassischer BI und Big-Data-Analytik 
stellt die Tatsache dar, dass BI primär auf strukturierten Daten beruht, während 
im Kontext von Big Data in der Regel polystrukturierte Daten verarbeitet wer-
den. Darüber hinaus werden im Rahmen von Big-Data-Analysen neben internen 
verstärkt auch externe Daten verwendet. 
Im Hinblick auf externe Daten wird nicht nur in Social-Media-Daten und Daten, 
die im Rahmen von Newsfeeds bereitgestellt werden, besonderes Potenzial gese-
hen, sondern auch in Open Data. Bei Open Data handelt es sich vor allem um 
Daten aus der öffentlichen Verwaltung (auch Open Government Data), die 
weitgehend frei von Schutzrechten in maschinenlesbarer Form zur Verfügung 
gestellt werden. Das zentrale Datenportal für Open Government Data in 
Deutschland »GovData«1 wird durch Fraunhofer FOKUS im Rahmen eines For-
schungsprojekts für das Bundesministerium des Inneren betrieben und weiter-
entwickelt. Vergleichbare Plattformen werden von zahlreichen Regierungen an-
geboten. Welche Daten derzeit bei Big-Data-Analysen in welchem Umfang ge-
nutzt werden, wird im Kapitel IV.1.1.3 erläutert. 
INTEGRATION 1.3.2 
Obwohl es auch vorkommt, dass ETL-Werkzeuge neuentwickelt werden, wer-
den für die Integration von Daten überwiegend bestehende Standardwerkzeuge 
verwendet. Gründe für den Einsatz von Standardwerkzeugen sind beispielsweise 
der einfache Zugriff auf gängige Datenbank-, Enterprise-Resource-Planning-
Systeme (ERP-Systeme) und Dateisysteme sowie die durch Visualisierungen un-
terstützte Entwicklung und Wartung von ETL-Prozessen. Immer mehr ETL-
Werkzeuge bieten auch Konnektoren zu Hadoop und NoSQL-Datenbanken. 
Sowohl Hadoop als auch NoSQL-Datenbanken kommen vor allem im Kontext 
von Big-Data-Lösungen zum Einsatz und werden im Kapitel II.1.3.3 genauer 
beschrieben. Zur Integration von Big Data wird auch die ursprünglich von 
Yahoo! entwickelte Skriptsprache Pig verwendet. Ein populäres Werkzeug für 
den raschen Import von großen Datenmengen in Hadoop ist Sqoop. 
SPEICHERUNG 1.3.3 
Die Speicherung von Big Data erfolgt häufig in Hadoop. Hadoop ist ein Open-
Source-Java-Framework, das auf dem Dateisystem Hadoop Distributed File Sys-
tem (HDFS) basiert. Bei Hadoop handelt es sich um eine massiv parallele Archi-
                                            
1 www.govdata.de 
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tektur, die Daten automatisch verteilt und redundant ablegt. Neben Hadoop 
kommen zur Speicherung von Big Data auch NoSQL-Datenbanken zum Einsatz. 
»NoSQL« steht heute für eine Vielzahl von unterschiedlichen Datenbankarchi-
tekturen, die teilweise auf SQL2-Strukturen zurückgehen und wird daher als 
»not only SQL« verstanden (North 2010). Der Begriff, für den es bis heute keine 
eindeutige Definition gibt, geht auf die späten 1990er Jahre zurück, als erste Da-
tenbanken im Umfeld von Webanwendungen entstanden, die nicht dem AKID-
Prinzip klassischer SQL-Datenbanken folgten. »AKID« steht dabei für Atomari-
tät, Konsistenz, Isolation und Dauerhaftigkeit und beschreibt Eigenschaften, die 
als Voraussetzung für die Verlässlichkeit eines Systems gelten. Laut CAP-Theo-
rem kann ein verteiltes System nur zwei der drei Eigenschaften Konsistenz (Con-
sistency), Verfügbarkeit (Availability) und Ausfalltoleranz (Partition tolerance) 
gleichzeitig erfüllen (Brewer 2000; Gilbert/Lynch 2002). Konsistenz wird bei 
vielen NoSQL-Datenbanken, die auf mehrere Systeme aufgeteilt sein können, 
zugunsten von Verfügbarkeit und Ausfalltoleranz geopfert. Man spricht in die-
sem Zusammenhang auch vom BASE-Prinzip (Basically Available, Soft state, 
Eventual consistency) (Abb. II.1). 
ABB. II.1 VERANSCHAULICHUNG DES CAP-THEOREMS 
 
Quelle: nach Brewer 2000 
NoSQL-Datenbanken haben keine festen Tabellen und unterstützen folglich 
auch keine Abfragen über mehrere Tabellen (SQL-Joins). Alternativen zu relati-
onalen Datenbanken wurden vor allem deshalb entwickelt, weil mit relationalen 
Datenbanken bestimmte Arten von Daten wie rekursive Daten, Grafen, Zeitrei-
hen oder Genomdaten nicht zufriedenstellend modelliert werden konnten. 
                                            
2 SQL wird im allgemeinen Sprachgebrauch als Abkürzung für Structured Query Lan-
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Stonebraker et al. (2007) betonen, dass durch spezialisierte Datenbanken in vie-
len Bereichen deutliche Verbesserungen im Hinblick auf die Performanz möglich 
sind. Während relationale Datenbanken für die Datenverarbeitung sehr gut ge-
eignet sind, sind sie für den Einsatz im Rahmen von Data Warehouses, die Inter-
netsuche, Untersuchungen in Echtzeit sowie für die Untersuchung von teil- und 
unstrukturierten Daten nicht ideal. Während sich Programmiersprachen im Lau-
fe der Jahre weiterentwickelt haben, war das bei SQL nicht der Fall. Nichtsdes-
totrotz muss im Einzelfall entschieden werden, ob eine relationale Datenbank 
oder eine nichtrelationale Datenbank die jeweiligen Anforderungen besser erfüllt 
(Olofson 2012). 
Alternative Datenbankstrukturen sind vor allem für die performante Indizierung 
großer Datenmengen, eine Schwäche relationaler Datenbanken, sowie für große, 
skalierbare, horizontale Anwendungen geeignet. Da unter NoSQL-Datenbanken 
ganz allgemein Alternativen zu SQL-Datenbanken verstanden werden, subsu-
mieren sie eine Vielzahl von technischen Lösungen, die teilweise auch unterein-
ander konkurrieren. Walker-Morgan (2010) beschreibt vier Hauptkategorien 
von NoSQL-Datenbanken, die auch als NoSQL-Kernsysteme bezeichnet werden: 
> Dokumentenorientierte Datenbanken: Diese speichern textuelle Daten von 
beliebigem Umfang mit unstrukturierten Informationen, die das Suchen auf 
Basis von Dokumentinhalten ermöglichen. Zu bekannten Vertretern dieser 
Kategorie gehören CouchDB und MongoDB. 
> Key-Value-Datenbanken: Die Speicherung von Daten erfolgt hier auf Basis 
von Schlüsseln, die auf bestimmte Werte verweisen. Key-Value-Datenbanken 
wie dbm, gdbm und Berkley DB sind seit jeher Bestandteil von diversen An-
wendungen, vor allem in der Unix-Welt. 
> Spaltenorientierte Datenbanken: Daten werden so gespeichert, dass bestimmte 
Operationen besonders schnell durchgeführt werden können. Sie werden da-
her gerne für Data-Mining- und Analyseanwendungen eingesetzt. Bei Cassan-
dra und HBase handelt es sich um bekannte Vertreter dieser Kategorie. 
> Grafendatenbanken: Der Fokus wird auf die Speicherung von Daten in Form 
von Knotenpunkten und Beziehungen gelegt. Informationen über Knoten und 
Beziehungen werden als Eigenschaften gespeichert. Neo4j ist eine der bekann-
teren Grafendatenbanken. 
Neben den NoSQL-Kernsystemen gibt es auch Soft-NoSQL-Systeme, zu denen 
objektorientierte Datenbanken, XML-Datenbanken, Griddatenbanken und an-
dere nichtrelationale Datenbanken zählen (Pürner 2013). Das NoSQL-Archiv3 
enthält Angaben zu über 150 nichtrelationalen Datenbanken. 
Während Datenbankmanagementsysteme in der Vergangenheit in der Regel 
Festplattenlaufwerke zur Speicherung von Daten nutzten (On-Disk-Datenban-
                                            
3 http://nosql-database.org 
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ken), nahm das Interesse an In-Memory-Datenbanken (auch Hauptspeicherda-
tenbanken oder hauptspeicherresistente Datenbanken) aufgrund höherer Perfor-
manz, gesunkener Hardwarepreise und erweiterter Adressierungsmöglichkeiten 
der 64-Bit-Technologie zuletzt stark zu (Pürner 2013). In-Memory-Datenbanken 
sind Datenbankmanagementsysteme, die den Arbeitsspeicher als Datenspeicher 
nutzen. Neben den reinen In-Memory-Datenbanken, die ohne Festplatten im 
Hintergrund auskommen, gibt es auch Datenbankmanagementsysteme, die den 
Arbeitsspeicher nur zum Caching verwenden. Sowohl alternative als auch rela-
tionale Datenbanken können als In-Memory-Datenbanken betrieben werden. 
Ein bekanntes Beispiel für eine In-Memory-Datenbank ist SAP HANA. 
Im BI-Kontext dienen primär analytische, aber auch relationale Datenbanken als 
Grundlage für das Data Warehousing. Analytische Datenbanken sind speziell für 
analytische Aufgaben optimiert und bauen in der Regel auf einer massiv paralle-
len Architektur auf (Wolfgang Martin Team & IT Research 2013). Analytische 
Datenbanken kommen häufig in Form von Appliances zum Einsatz. 
ANALYTIK 1.3.4 
Im Hinblick auf Big-Data-Analytik ist MapReduce ein zentrales, ursprünglich 
von Google eingeführtes Programmiermodell, das die Zerlegung von Aufgaben 
in kleine Teile und deren parallele Ausführung auf Clustern erlaubt. MapReduce 
wurde speziell für Berechnungen im Kontext von umfangreichen Daten entwi-
ckelt, die über mehrere Cluster verteilt sind. Der Ablauf des MapReduce-Algo-
rithmus lässt sich grob in die Phasen Map und Reduce unterteilen: 
> Map-Phase: Daten werden auf Prozesse verteilt, die parallel ausgeführt wer-
den. Zwischenergebnisse werden in verschiedenen Zwischenergebnisspeichern 
abgelegt. 
> Reduce-Phase: Für jeden Satz an Zwischenergebnissen werden von genau ei-
nem Reduce-Prozess die Ausgabedaten berechnet. 
Für das Data Mining kommt im Kontext von Big Data neben der Hadoop-
eigenen Bibliothek Mahout auch die populäre Open-Source-Bibliothek R zum 
Einsatz. Während MapReduce-Implementierungen wie Hadoop für einfachere 
Beispiele wie das Zählen von oder die Suche nach bestimmten Wörtern sehr gut 
geeignet sind, stoßen sie bei komplexeren Aufgaben schnell an ihre Grenzen. 
Neben einer massiv parallelen Ausführung ist beispielsweise für Netzwerkanaly-
sen, Analysen von Videomaterial oder die Beantwortung von Fragen, die in na-
türlicher Sprache formuliert wurden, auch die Verfügbarkeit der notwendigen 
Analysewerkzeuge essenziell (Rajan 2012). 
UIMA (Unstructured Information Management Architecture) ist eine frei ver-
fügbare, plattformunabhängige Architektur und Softwareumgebung zur Verwal-
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tung von unstrukturierten Daten, mit deren Hilfe verschiedene Verarbeitungs-
komponenten und Suchtechnologien miteinander verbunden werden können 
(Ferrucci/Lally 1999). Ursprünglich wurde UIMA von IBM entwickelt, ist aber 
seit 2006 als Open-Source-Projekt bei der Apache Software Foundation angesie-
delt. Das Ziel von UIMA ist es, die Zusammenarbeit bei der Entwicklung von 
Technologien für Knowledge Discovery voranzutreiben und zu erleichtern. UIMA 
bietet die Möglichkeit, eine Pipeline mit Analyse- und Annotationswerkzeugen 
aufzubauen, die ursprünglich nicht dafür entwickelt wurden, miteinander zu 
interagieren. Grundlage hierfür ist, dass alle Komponenten der Pipeline auf eine 
gemeinsame Datenstruktur zugreifen, die sogenannte Common Analysis Struc-
ture (CAS). Die Komponenten können in Java oder C++ geschrieben sein und 
müssen eine Schnittstelle bereitstellen, die durch das UIMA-Framework definiert 
ist und ebenso wie die obligatorischen, selbstbeschreibenden Metainformationen 
mithilfe einer XML-Descriptor-Datei implementiert wird. Jede Komponente be-
steht also aus einem deklarativen Teil und dem Programmcode, wobei der de-
klarative Teil zum einen die Metadaten enthält, wie Namen der Komponente, 
Autor und Version, zum anderen eine Beschreibung des Typensystems. Im Pro-
grammcode wird der eigentliche Algorithmus implementiert. 
Die Datenanalyse auf Basis einer UIMA-Pipeline lässt sich in drei wesentliche 
Phasen unterteilen: 
> Der Collection Reader liest die Daten ein und erstellt für jedes Inputdoku-
ment ein CAS-Objekt. 
> Die Analysis Engines und Annotatoren analysieren und annotieren die Daten. 
> Der CAS Consumer führt die abschließende Verarbeitung des CAS-Objekts 
durch (Extraktion, Visualisierung, Aufbau eines Indexes, Evaluierung mit 
Goldstandard). 
In Bereich der klassischen BI werden neben freien Datenrecherchen vor allem 
modellgestützte Analysen und Ad-hoc-Analysen durchgeführt. Während für Ad-
hoc-Analysen in der Regel OLAP verwendet wird, spielt Data Mining bei mo-
dellgestützten Analysen eine zentrale Rolle. Die Suche nach versteckter Informa-
tion mithilfe von Data Mining spielt auch im Big-Data-Kontext eine wichtige 
Rolle. Typische Aufgabenstellungen sind Ausreißererkennung, Clusteranalyse, 
Klassifikation, Assoziationsanalyse, Regressionsanalyse und Zusammenfassung 
(OnRamps o. J.). 
ZUGRIFF 1.3.5 
Zum Zugriff auf die Analytik kommt unter anderem die Skriptsprache Pig zum 
Einsatz. Beispielsweise lassen sich mithilfe von Pig MapReduce-Prozesse erzeu-
gen und auf einem Hadoop-Cluster ausführen. Bei HiveQL handelt es sich um 
eine Abfragesprache für Hadoop, die ähnlich aufgebaut ist wie SQL. Pig und 
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HiveQL sind sehr flexibel einsetzbar, da sich zusätzliche Funktionen in Java und 
zum Teil auch in anderen Programmiersprachen formulieren lassen. Viele An-
wendungen zur Auswertung von Daten, die auf Hadoop zugreifen, machen das 
mittels Hive. Anwendungen können oft auch direkt über eine Programmier-
schnittstelle (Application Programming Interface, API) auf die Analytik zugrei-
fen. In BI-Kontext kommen beispielsweise SQL und MDX (Multidimensional 
Expressions) zum Einsatz. MDX ist eine von Microsoft entwickelte Datenbank-
sprache für OLAP-Datenbanken. 
AUSWERTUNG UND VERARBEITUNG 1.3.6 
Die Ergebnisse von Big-Data-Analysen werden entweder mithilfe von analyti-
schen Anwendungen ausgewertet (Entscheidungsunterstützung) oder direkt wei-
terverarbeitet (Entscheidungsautomatisierung). Klassische Anwendungen zur 
Auswertung von Daten im BI-Kontext umfassen Dashboards sowie Reporting-, 
Analyse-, und Planungswerkzeuge. Im Big-Data-Umfeld kommen noch spezielle 
Anwendungen für Suche, Textanalyse, Netzwerkanalyse, Pfadanalyse und Mus-
tererkennung dazu. Wie bereits im Kapitel II.1.2 angedeutet, können auch Vi-
sualisierungen bei der Auswertung umfangreicher Datenmengen eine zentrale 
Rolle spielen (SAS 2013). Sowohl bei der Verwendung von analytischen Anwen-
dungen als auch bei der Exploration von Daten mithilfe von Visual-Analytics-
Lösungen ist bei der Entscheidungsunterstützung die Berücksichtigung der Be-
dürfnisse der jeweiligen Nutzergruppe zentral. Complex Event Processing (CEP) 
spielt eine wichtige Rolle, wenn Analyseergebnisse kontinuierlich und zeitnah 
weiterverarbeitet werden müssen (Eckert/Bry 2009). Eine Entscheidungsautoma-
tisierung auf Basis von Big-Data-Analytik und CEP ist beispielsweise im Zu-
sammenhang mit Sensornetzwerken, die zur Überwachung industrieller Anlagen 
eingesetzt werden, denkbar. Bei der frühzeitigen Erkennung von Trends mithilfe 
von Marktdaten und der automatischen Reaktion darauf handelt es sich um ein 
weiteres Anwendungsgebiet von Big-Data-Analytik und CEP. 
EINSATZMÖGLICHKEITEN 1.4 
Sowohl für Unternehmen im Dienstleistungsbereich und in der Industrie (Schäfer 
et al. 2012) als auch für die öffentliche Verwaltung (Kommune21 2013) und die 
Wissenschaft gibt es zahlreiche Anwendungsmöglichkeiten von Big-Data-Lösun-
gen (The Economist 2010c). Aber auch Privatpersonen profitieren von den Er-
kenntnissen aus der Untersuchung großer Datenmengen. Beispielsweise kann die 
rasche Untersuchung von Daten aus unterschiedlichen Quellen nicht nur die Zu-
verlässigkeit von Wettervorhersagen verbessern, sondern auch dabei helfen, Ver-
kehrsstaus zu vermeiden. Auch computergesteuerte Autos sind keine Utopie 
mehr. Sebastian Thrun von der Universität Stanford nimmt an, dass in zehn Jah-
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ren die Technik so weit sein wird, dass autonome Autos definitiv zuverlässiger 
und damit sicherer fahren als der Mensch (Glockner/Beyers 2012, S. 33). Die 
Echtzeitanalyse großer Datenmengen aus verschiedenen Quellen spielt dabei eine 
entscheidende Rolle. 
Für Unternehmen bietet die Untersuchung großer Datenmengen die Möglichkeit, 
Wettbewerbsvorteile zu erzielen, Einsparungen und Umsatzsteigerungen zu reali-
sieren und innovative, neue Geschäftsfelder zu schaffen (Schäfer et al. 2012). Es 
wird angenommen, dass Big-Data-Lösungen in der Privatwirtschaft zukünftig 
insbesondere in den Bereichen Controlling, Logistik, Risikomanagement und 
Wettbewerbsanalyse eine Rolle spielen werden (Kommune21 2013). Welche An-
wendungsperspektiven in Unternehmen am vielversprechendsten sind, unter-
scheidet sich von Branche zu Branche (Schäfer et al. 2012). Durch die Analyse 
bereits vorhandener Datenbestände können z. B. Banken und Versicherungen 
finanzielle Risiken besser einschätzen und Betrugsversuche schneller erkennen. 
Im Handel können Big-Data-Lösungen beispielsweise zur Verbesserung persona-
lisierter Produktempfehlungen beitragen. Es wird angenommen, dass auf Grund-
lage von Erkenntnissen aus der Analyse großer Datenmengen ausgewählte Ziel-
gruppen mit relevanten Inhalten über den richtigen Kanal und zur richtigen Zeit 
adressiert werden können (Helios 2013, S. 15). 
Auch für die öffentliche Verwaltung stellt das Management großer Datenmen-
gen eine neue Herausforderung dar (Kommune21 2013). Daten über Telekom-
munikationsverbindungen, Georeferenzierungsdaten, Energieverbrauchsdaten aus 
smarten Messgeräten, Daten aus dem Finanzbereich oder aus dem Gesundheits-
wesen, aber auch Daten aus sozialen Medien werden künftig eine bedeutende 
Rolle in der öffentlichen Verwaltung spielen. Die Nutzung von Big-Data-Lösun-
gen erscheint beispielsweise beim Zoll und bei der Steueranalyse interessant. In 
diesen Bereichen werden bereits jetzt große Datenmengen analysiert. Allerdings 
stellt die Untersuchung der vorhandenen Daten in Echtzeit häufig noch ein Prob-
lem dar (Behörden Spiegel 2013). Ein weiteres, vielversprechendes Anwendungs-
gebiet von Big-Data-Lösungen im Umfeld der öffentlichen Verwaltung liegt in 
der Koordination von Polizeieinheiten, beispielsweise bei Großereignissen. Dabei 
müssen Daten aus der Überwachung, dem Mobilfunk und auch aus sozialen 
Medien in Echtzeit untersucht werden. 
Wie nützlich die Untersuchung großer Datenmengen in der Wissenschaft sein 
kann, zeigen Beispiele wie der bereits erwähnte LHC am CERN eindrücklich. 
Aber auch darüber hinaus kann Big Data in unzähligen Forschungsfeldern von 
großer Bedeutung sein. Im Gesundheitsbereich bietet die Untersuchung großer 
Datenmengen beispielsweise neue Möglichkeiten im Rahmen der Bekämpfung 
von Krankheiten und Epidemien (Krüger-Brand 2013). Mithilfe von Big-Data-
Lösungen können unabhängig vom Forschungsfeld automatisiert Interdepen-
denzen erkannt und Hypothesen gebildet werden. 
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CLOUD COMPUTING 2. 
Im Zusammenhang mit Cloud Computing ist häufig von der Industrialisierung 
von IT-Ressourcen die Rede. Ähnlich wie es bei der Bereitstellung von Wasser 
oder Elektrizität mittlerweile selbstverständlich ist, werden beim Cloud Compu-
ting IT-Ressourcen nicht in eigenen Rechenzentren betrieben, sondern können 
bedarfsorientiert und flexibel über ein Netzwerk bezogen werden. Unternehmen 
sowie Einrichtungen der öffentlichen Verwaltung erwarten sich vom Einsatz von 
Cloud Computing vor allem die Verminderung von Kosten, Privatpersonen einen 
Komfortgewinn. Cloud Computing beinhaltet sowohl Technologien als auch 
Geschäftsmodelle, um IT-Ressourcen dynamisch zur Verfügung zu stellen und 
ihre Nutzung nach flexiblen Bezahlmodellen abzurechnen. 
In diesem Teilkapitel wird zunächst diskutiert, was unter Cloud Computing ver-
standen wird und wie sich dieses Verständnis im Laufe der Zeit weiterentwickelt 
hat, anschließend werden die technischen Grundlagen von Cloud Computing 
erklärt und Anwendungsperspektiven aufgezeigt. 
BEGRIFFSDEFINITION 2.1 
Für den Begriff »Cloud Computing« konnte sich lange Zeit keine einheitliche 
Definition durchsetzen. Im Jahr 2009 veröffentlichte das in den USA ansässige 
National Institute of Standards and Technology (NIST) einen ersten Entwurf für 
die Definition des Begriffs, der unterschiedliche Ansätze bündelt und in der Folge 
häufig für Publikationen und Vorträge herangezogen wurde (z. B. Marston et al. 
2011; Zhang et al. 2010). Zwei Jahre später wurde dann ohne wesentliche Än-
derungen die endgültige Version der Definition veröffentlicht (Liu et al. 2011). 
Im Rahmen der Definition wird Cloud Computing als ein Modell beschrieben, 
das es erlaubt, bei Bedarf jederzeit und überall bequem über ein Netzwerk auf 
einen geteilten Pool von konfigurierbaren IT-Ressourcen zuzugreifen, die schnell 
und mit minimalem Managementaufwand oder geringer Interaktion mit dem 
Anbieter zur Verfügung gestellt werden können. Das NIST konkretisiert sein 
Verständnis von Cloud Computing anhand von fünf wesentlichen Eigenschaften 
und beschreibt drei Kategorien von Diensten, die im Rahmen von Cloud Com-
puting bereitgestellt werden (Service Models) sowie vier Formen der Bereitstel-
lung (Deployment Models). Fünf wesentliche Eigenschaften charakterisieren im 
Rahmen von Cloud Computing bereitgestellte Dienste (Liu et al. 2011): 
> On-demand Self-Service: Die Bereitstellung von IT-Ressourcen läuft automa-
tisch und ohne oder mit geringer Interaktion mit dem Anbieter ab. 
> Broad Network Access: Die IT-Ressourcen sind auf Basis von Standardme-
chanismen über ein Netzwerk verfügbar und nicht an eine bestimmte Client-
plattform gebunden. 
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> Resource Pooling: Die IT-Ressourcen eines Anbieters liegen in einem Pool 
vor, aus dem sich mehrere Nutzer bedienen können (Multi-Tenant-Modell). 
Physische und virtuelle Ressourcen werden den Nutzern abhängig vom jewei-
ligen Bedarf dynamisch zugewiesen. Für den Nutzer ist nicht ohne Weiteres 
ersichtlich, wo sich die verwendeten Ressourcen befinden. 
> Rapid Elasticity: Die IT-Ressourcen können bei Bedarf schnell und elastisch zur 
Verfügung gestellt werden, in manchen Fällen auch automatisch. Der Nutzer 
kann Ressourcen jederzeit und in beliebigem Ausmaß in Anspruch nehmen. 
> Measured Service: Die Nutzung von IT-Ressourcen kann gemessen und 
überwacht werden. 
Die meisten anderen Begriffsdefinitionen charakterisieren Cloud Computing an-
hand von ähnlichen Eigenschaften (z. B. Gartner 2009; Schubert et al. 2010; 
Vaquero et al. 2008; Youseff et al. 2008). Gartner (2009) hebt beispielsweise die 
fünf Eigenschaften Service-based, Scalable and Elastic, Shared, Metered by Use 
und Uses Internet Technologies im Hinblick auf Cloud Computing hervor. Es 
gibt allerdings auch Ansätze, z. B. von einer Expertengruppe der Europäischen 
Kommission (Schubert et al. 2010), die Cloud Computing deutlich breiter defi-
nieren und als die Nutzung unterschiedlicher Ressourcen über eine Plattform 
verstehen (Schubert et al. 2010, S. 8). 
Das NIST beschreibt drei Kategorien von Diensten, die im Rahmen von Cloud 
Computing bereitgestellt werden (Liu et al. 2011): 
> Software as a Service (SaaS): SaaS bezeichnet die Bereitstellung von Software. 
Anbieter betreiben ausgewählte Software auf ihrer Cloudinfrastruktur und er-
lauben Nutzern deren Verwendung. Nutzer können die Verbindung zur Soft-
ware entweder über eine Thin-Client-Schnittstelle (z. B. einen Webbrowser) 
oder über eine API herstellen. Die Konfiguration der Software durch den 
Nutzer ist in der Regel nur in sehr beschränktem Umfang möglich. Die vom 
Anbieter verwendete Infrastruktur bleibt dem Nutzer verborgen. 
> Platform as a Service (PaaS): Unter PaaS wird die Bereitstellung von Pro-
grammier- und Laufzeitumgebungen mit flexiblen Rechen- und Datenkapazi-
täten verstanden. Nutzer können in der vom Anbieter bereitgestellten Pro-
grammier- und Laufzeitumgebung eigene Software entwickeln oder vorhan-
dene Software ausführen. Der Anbieter stellt unter anderem Entwicklungs-
werkzeuge und Programmbibliotheken zur Verfügung. Während dem Nutzer 
die vom Anbieter verwendete Infrastruktur verborgen bleibt, kann er die Um-
gebung seinen Anforderungen entsprechend konfigurieren. 
> Infrastructure as a Service (IaaS): Bei IaaS werden Hardwareressourcen (z. B. 
Rechner, Netzwerke, Speicher) im Rahmen von Cloudangeboten bereitge-
stellt. Der Nutzer kann beliebige Software ausführen und ist für den Betrieb 
der Software selbst verantwortlich. Die verwendete Infrastruktur bleibt dem 
Nutzer weitgehend verborgen. 
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Neben diesen Hauptkategorien werden teils weitere Bezeichnungen wie z. B. Sto-
rage as a Service, Backup as a Service oder auch Big Data as a Service (BDaaS) 
verwendet. Diese Bezeichnungen dienen Anbietern von Clouddiensten zur Diffe-
renzierung ihrer Angebote. Von den Kategorien, auf die das NIST im Rahmen 
seiner Definition nicht eingeht, hat vor allem Business Process as a Service 
(BPaaS) größere Aufmerksamkeit erlangt (z. B. Gartner 2012c; Graumann/Speich 
2011). Bei BPaaS wird die Durchführung ganzer Geschäftsprozesse zu einem 
Anbieter ausgelagert. Der Anbieter stellt nicht nur alle IT-Ressourcen, sondern 
auch alle nicht IT-basierten Dienstleistungen, die für die Durchführung des Ge-
schäftsprozesses benötigt werden, bereit. Der Unterschied zwischen BPaaS und 
Business Process Outsourcing (BPO) liegt in den Bereichen Vertragsgestaltung 
und Abrechnung. Während bei BPaaS keine längerfristige vertragliche Bindung 
besteht und die Abrechnung für einen bestimmten Anlassfall erfolgt, werden 
BPO-Verträge oft über viele Jahre abgeschlossen und unabhängig von der tat-
sächlichen Nutzung abgerechnet. Die Grenzen zwischen BPaaS und BPO sind 
nicht klar definiert. BPaaS zeichnet sich allerdings durch Cloudcharakteristika 
wie Elastizität, geteilte Ressourcen und von der tatsächlichen Nutzung abhängi-
ge Bezahlung aus (Ried et al. 2010). Dennoch geht das Verständnis von BPaaS 
als Cloud Computing klar über die engere Definition des NIST hinaus und un-
terstreicht den Trend, immer komplexere Prozesse als Services anzubieten. 
Das NIST beschreibt vier Formen der Bereitstellung von Diensten (Liu et al. 
2011), die sich vor allem im Hinblick auf den Betreiber der Cloudinfrastruktur 
und den Nutzerkreis unterscheiden: 
> Private Cloud: Die Cloudinfrastruktur steht nur einer Organisation, die nor-
malerweise mehrere Nutzer umfasst, zur Verfügung. Die Infrastruktur kann 
von der Organisation selbst oder einem Dritten betrieben werden und sich im 
Rechenzentrum der eigenen oder einer fremden Organisation befinden. 
> Community Cloud: Die Cloudinfrastruktur steht nur einem bestimmten Nut-
zerkreis von Organisationen mit gemeinsamen Anliegen zur Verfügung. Die 
Infrastruktur kann von den beteiligten Organisationen selbst oder einem Drit-
ten betrieben werden und sich in einem Rechenzentrum der beteiligten Orga-
nisationen oder einer fremden Organisation befinden. 
> Public Cloud: Die Cloudinfrastruktur steht der breiten Öffentlichkeit zur Ver-
fügung und wird im Rechenzentrum des Anbieters betrieben. 
> Hybrid Cloud: Die Cloudinfrastruktur setzt sich aus mehreren Infrastruktu-
ren zusammen, die voneinander unabhängig bleiben aber durch standardisier-
te oder proprietäre Technologien verbunden wurden, um die Portabilität und 
Interoperabilität von Diensten zu erlauben. Obwohl in der NIST-Definition 
nicht explizit die Rede davon ist, wird häufig die Verbindung von Private-
Cloud- und Public-Cloud-Infrastrukturen als wesentliche Eigenschaft von 
Hybrid-Cloud-Infrastrukturen angesehen (z. B. Dillon et al. 2010; Velten/Ja-
nata 2012a). Auch die Nutzung von Public-Cloud-Diensten in Kombination 
2.  CLOUD COMPUTING 
 55
mit eigener IT-Infrastruktur wird gelegentlich als Hybrid Cloud verstanden. 
Dabei ist nicht unbedingt erforderlich, dass es sich bei der eigenen IT-Infra-
struktur um eine Cloudinfrastruktur handelt. 
Community Clouds und Hybrid Clouds sind Spezialfälle der primären Bereitstel-
lungsformen Private Cloud und Public Cloud. Im Gegensatz zu Community 
Clouds, die in der Praxis eine eher untergeordnete Rolle spielen, ist die Verwen-
dung von Hybrid Clouds durchaus üblich. Dies ist vor allem deshalb der Fall, da 
die Verfolgung von Multi-Sourcing-Strategien – also die Kombination unter-
schiedlicher Anbieter und Formen der Ressourcenbereitstellung – als ein vielver-
sprechender Ansatz angesehen wird. Ein Überblick über die Bedeutung der ein-
zelnen Bereitstellungsformen in der Praxis findet sich im Kapitel IV.2. 
Manchmal ist zusätzlich von Managed Private Clouds und Managed Cloud/ 
Cloud Hosting die Rede (Velten/Janata 2012a). Wenn zwischen Private Clouds 
und Managed Private Clouds unterschieden wird, stellt der Betreiber das ent-
scheidende Kriterium dar. Während eine Private Cloud von der Organisation, 
die sie nutzt, selbst im eigenen Rechenzentrum betrieben wird, wird eine Manag-
ed Private Cloud von einem Dritten betrieben. Ob eine Managed Private Cloud 
in einem Rechenzentrum des Anbieters oder des Kunden betrieben wird, spielt 
dabei keine Rolle. Unter Managed Cloud/Cloud Hosting wird eine Cloudinfra-
struktur verstanden, die von einem Dritten betrieben wird und mehreren Nut-
zern zur Verfügung steht. 
Eigenschaften wie Measured Service oder Metered by Use erlauben eine Abrech-
nung, die sehr eng mit der tatsächlichen Nutzung eines Dienstes zusammen-
hängt. Dadurch wird neben der technischen auch eine wirtschaftliche Flexibilität 
erreicht. Grundsätzlich werden drei verschiedene Abrechnungsmodelle unter-
schieden: 
> Abonnementbasierte Modelle: In der Praxis, vor allem im Kontext von SaaS-
Diensten, ist es beispielsweise üblich, dass bestimmte Dienste im Rahmen ei-
nes Abonnements genutzt werden, das monatlich oder jährlich verlängert 
werden kann. Salesforce.com oder Adobe sind bekannte Anbieter, die SaaS-
Dienste auf Grundlage dieses Modells bereitstellen. 
> Zeitbasierte Modelle: Ein anderes weit verbreitetes Modell basiert auf der 
Zeitspanne zwischen Anfang und Ende der Dienstbereitstellung. In welchem 
Ausmaß der Dienst innerhalb dieser Zeitspanne genutzt wird, ist unerheblich. 
Amazon ist ein bekannter Anbieter, der auf Grundlage dieses Modells vor al-
lem IaaS-Dienste bereitstellt. 
> Nutzungsbasierte Modelle: Alternativ dazu kann auch die tatsächliche Nut-
zungsdauer als Grundlage für die Abrechnung herangezogen werden. Wiede-
rum spielt es keine Rolle, in welchem Ausmaß der Dienst genutzt wird. Letzt-
lich ist auch eine Abrechnung auf Grundlage des tatsächlichen Verbrauchs 
möglich. Dabei werden Kriterien wie die beanspruchte Menge an Speicher, 
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die benötigten CPU-Zyklen (Central-Processor-Unit-Zyklen) oder der erzeug-
te Netzverkehr herangezogen. 
Nutzungsbasierte Modelle spielen in der Praxis eine untergeordnete Rolle, da 
eine höhere Genauigkeit bei der Messung des Verbrauchs zwangsläufig zu einem 
höheren Ressourcenverbrauch durch die Messung selbst führt. Die Gebühren für 
die Nutzung von IT-Ressourcen sind in der Regel statisch, können aber auch 
dynamisch mithilfe von Auktionen oder Spotmärkten festgelegt werden. Die dy-
namische Bestimmung von Gebühren gilt als komplex und ist in der Praxis nur 
selten anzutreffen. 
Im Umfeld von Cloud Computing gibt es neben gebührenfinanzierten Diensten 
auch Dienste, die sich über Werbung finanzieren. Werbefinanzierte Dienste spielen 
vor allem dann eine große Rolle, wenn Privatpersonen die primäre Zielgruppe 
eines Dienstes sind. Alternativ zu oder in Kombination mit Werbeeinblendungen 
ist es auch möglich, dass das Nutzungsverhalten ausgewertet und gesammelte 
Daten verkauft werden. 
Im Hinblick auf die Abrechnungsmodelle und Finanzierungsansätze ist eine 
Tendenz zur Hybridisierung erkennbar. Eine Form der Hybridisierung sind so-
genannte Freemiumdienste, wo vor allem Privatpersonen bestimmte Dienste 
werbefinanziert zur Verfügung gestellt werden. Bei steigenden Anforderungen 
können nach Umstellung auf einen gebührenfinanzierten Ansatz zusätzliche 
Funktionen werbefrei genutzt werden. Hybride Abrechnungsmodelle und Finan-
zierungsansätze bieten vor allem im Zusammenhang mit der Entwicklung neuer 
Marktteilnehmer, wie beispielsweise den Serviceaggregatoren, die verschiedene 
Dienste zu neuen Angeboten zusammenstellen, oder Brokern, die Ressourcen 
vermitteln, Potenzial (Leimeister et al. 2010). 
ENTWICKLUNG UND ABGRENZUNG 2.2 
Die Idee, zentral bereitgestellte IT-Ressourcen über eine Art Versorgungsnetz zu 
nutzen, reicht in die frühen 1960er Jahre zurück. Normalerweise wird die Idee 
John McCarthy zugeschrieben, der sie bereits 1961 in einem Vortrag im Rah-
men des Massachusetts Institute of Technology (MIT) Centennial ausführte 
(Garfinkel 1999). Entsprechende Überlegungen waren vor allem im Kontext der 
Entwicklung von Mehrbenutzerbetriebssystemen für die damaligen Großcompu-
ter relevant. Mit der Miniaturisierung und Dezentralisierung verloren diese 
Überlegungen aber wieder an Bedeutung. Erst mit dem Erfolg des Internets in 
den 1990er Jahren wurden sie wieder aufgegriffen. Der Begriff »Cloud Comput-
ing« selbst wurde im Jahr 1997 zum ersten Mal im Rahmen eines Fachvortrags 
anlässlich der INFORMS-Tagung verwendet. Chellappa (1997) bezeichnete da-
mit ein IT-Paradigma, in dem die genutzte Rechenleistung vielmehr auf Grund-
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lage wirtschaftlicher Überlegungen festgelegt als durch technische Grenzen be-
schränkt wird. Seit 1999 sind erste Dienste auf dem Markt verfügbar, die im 
Rahmen von Cloud Computing angeboten werden. 
Das Konzept hinter Cloud Computing ist nicht völlig neu, sondern stellt eine 
Weiterentwicklung im Umfeld von verschiedenen Ansätzen dar: 
> Application Service Provisioning (ASP): ASP beschreibt die Bereitstellung von 
Software, die auf die Bedürfnisse eines Nutzers oder einer Nutzergruppe zuge-
schnitten ist, über ein Netzwerk. Meist wird auf die Anwendungen mittels 
Webbrowser zugegriffen, es kann aber auch sein, dass nur die Server-
Komponenten einer Software vom Anbieter betrieben werden und die Client-
komponente bei den Nutzern läuft. SaaS-Anbieter bieten im Gegensatz dazu 
Software, die in standardisierter Form und mit vom Anbieter definierten Ser-
vice Level Agreements (SLAs) einem breiten Publikum angeboten wird. Cha-
rakteristisch für SaaS ist auch eine nutzungsabhängige Abrechnung. Cloud 
Computing verallgemeinert das Prinzip von SaaS dahingehend, dass neben 
Software auch andere IT-Ressourcen genutzt werden können. Cloud Comput-
ing gilt als Weiterentwicklung von ASP. 
> Distributed Computing: Distributed Computing erlaubt das Aufteilen sowie 
das parallele Verarbeiten von Aufgaben. Mehrere voneinander unabhängige 
Rechner werden über ein Netzwerk miteinander verbunden und bilden ein ver-
teiltes System, das Rechenleistung zur Verfügung stellt (Attiya/Welch 2004). 
> Grid Computing: Grid Computing wird vor allem durch die drei Eigenschaf-
ten Decentralized Resource Control, Standardization und Non-trivial Quali-
ties of Service charakterisiert (Foster 2002). Verteilte Rechner stellen gemein-
sam und nach Bedarf Rechenleistung zur Verarbeitung umfangreicher Aufga-
ben über standardisierte Protokolle zur Verfügung (Foster et al. 2008). Aus 
technischer Sicht unterscheiden sich Cloud Computing und Grid Computing 
vor allem darin, dass beim Cloud Computing sämtliche Ressourcen zentral ge-
steuert werden, während es beim Grid Computing keine zentrale Steuerung der 
Ressourcen gibt. Während Clouddienste normalerweise für eine große Anzahl 
an Nutzern bereitgestellt werden, werden Grids meist für sehr spezielle Anwen-
dungsfälle in Organisationen aufgebaut. Grid Computing wird meist als Form 
von Distributed Computing gesehen (Buyya et al. 2008; Foster et al. 2008). 
> Utility Computing: Unter Utility Computing wird die nach Verbrauch abge-
rechnete Bereitstellung von IT-Ressourcen in Anlehnung an die Bereitstellung 
von Wasser oder Elektrizität verstanden (Brynjolfsson et al. 2010). Bedeutung 
erlangte der Begriff Utility Computing 2005 durch einen Fachartikel von Carr 
(2005). Da die Grundprinzipien von Utility Computing wie Virtualisierung 
und Serviceorientierung heute zentrale Elemente des Verständnisses von 
Cloud Computing sind, verlor der Begriff Utility Computing zunehmend zu-
gunsten von Cloud Computing an Bedeutung. 
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TECHNISCHE GRUNDLAGEN 2.3 
Das NIST beschreibt im Hinblick auf die Architektur von Cloudinfrastrukturen 
drei Ebenen, die für die Bereitstellung von IT-Ressourcen im Rahmen von Cloud 
Computing zentral sind (Liu et al. 2011, S. 12 ff.) (Abb. II.2). 
> Service Layer: Es werden die Schnittstellen definiert, über die Nutzer auf 
Dienste aller Kategorien zugreifen können. Im Rahmen von Cloud Compu-
ting bereitgestellte Dienste können von anderen Diensten abhängig sein. Zum 
Beispiel können SaaS-Dienste auf PaaS-Diensten aufbauen und PaaS-Dienste 
auf IaaS-Diensten. 
> Resource Abstraction and Control Layer: Die Abstraktion von IT-Ressourcen 
erlaubt die Nutzung der Cloudinfrastruktur eines Anbieters durch mehrere 
Nutzer und wird in der Regel mithilfe spezieller Software realisiert, die die ef-
fiziente, sichere und zuverlässige Nutzung der Ressourcen gewährleisten soll. 
Die Steuerung von Ressourcen erfolgt ebenfalls mithilfe spezieller Software. 
Der Fokus liegt hier auf der Zuteilung von Ressourcen, der Zugriffskontrolle 
und der Überwachung der Nutzung. 
> Physical Resource Layer: Umfasst die physischen Ressourcen wie z. B. Rech-
ner, Netzwerke und Speicher, aber auch Klimaanlagen und die Stromversor-
gung in Rechenzentren. 
Die Komponenten jeder Ebene sind von den Komponenten der darunterlie-
genden Ebenen abhängig. Die Aufgaben im Hinblick auf die Verwaltung der 
Dienste sind in der NIST-Architektur auf die Bereiche Business Support, Provi-
sioning/Configuration und Portability/Interoperability aufgeteilt (Liu et al. 2011, 
S. 14 f.): 
> Business Support: Umfasst betriebswirtschaftliche Aufgaben, die den Umgang 
mit dem Kunden betreffen, wie die Verwaltung von Kundenkonten, Verträ-
gen und Leistungskatalogen sowie die Buchführung, die Fakturierung, die 
Preisbestimmung und die Überwachung der Nutzung. 
> Provisioning/Configuration: Umfasst technische Aufgaben, die mit der Ver-
waltung der Cloudinfrastruktur zusammenhängen, wie die Bereitstellung be-
nötigter IT-Ressourcen, der Austausch von Ressourcen, die Überwachung und 
Berichterstattung, die Messung der Nutzung und die Verwaltung von SLAs. 
> Portability/Interoperability: Mechanismen zur Förderung der Portabilität von 
Daten und Diensten von einem Anbieter zu einem anderen und der Interope-
rabilität von Diensten verschiedener Anbieter. Die Anforderungen in diesem 
Bereich hängen von den Kategorien der genutzten Dienste ab. 
Im Rahmen der Beschreibung der Architektur von Cloudinfrastrukturen weist 
das NIST auch ausdrücklich auf die Bedeutung von Security und Privacy im 
Kontext von Cloud Computing hin (Liu et al. 2011, S. 15 ff.). 
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ABB. II.2 GÄNGIGE ARCHITEKTUR VON CLOUDINFRASTRUKTUREN AUF ANBIETERSEITE 
 
Quelle: nach Liu et al. 2011 
Es gibt auch andere Ansätze zur Beschreibung der Architektur von Cloudinfra-
strukturen. Zhang et al. (2010, S. 9) unterscheiden z. B. vier Ebenen. Bei diesem 
Ansatz wird die mittlere Ebene der drei NIST-Ebenen auf zwei Ebenen aufgeteilt. 
Im Rahmen von Cloud Computing werden Dienste normalerweise in Form von 
Webservices angeboten. Aus diesem Grund spielt das Architekturmuster der Ser-
viceorientierten Architektur (SOA) im Hinblick auf Cloud Computing eine wich-
tige Rolle (Wei/Blake 2010). Charakteristisch für SOA sind die Verteilung der 
genutzten Services, die Verwendung offener Standards und die lose Kopplung 
von Services. Sicherheit und Einfachheit werden als zentrale Aspekte einer SOA 
angesehen. 
Der Zugriff auf einen geteilten Pool von Ressourcen durch mehrere Nutzer 
(Multi-Tenant-Modell) stellt eine wesentliche Eigenschaft von Cloudangeboten 
dar. Jede Ressource kann mehreren Nutzern zugewiesen werden. Die Nutzer 
teilen sich eine physische Infrastruktur und können Teile der genutzten Anwen-
dungen, aber nicht deren Quellcode an ihre Bedürfnisse anpassen. Virtualisie-
rung stellt einen Ansatz zur Realisierung des Multi-Tenant-Modells dar. 
Virtualisierung ist eine wesentliche Grundlage von Cloud Computing. Von phy-
sischen Ressourcen entkoppelte virtuelle Maschinen (VM) werden im Rahmen 
von Clouddiensten Nutzern zur Verfügung gestellt. Virtualisierung erlaubt die 
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den Anbieter (Schubert/Jeffery 2012). Eine VM ist die softwarebasierte Imple-
mentierung einer physischen Ressource (Smith/Nair 2005). Auf VM können je 
nach Bedarf vollständige Betriebssysteme (System Virtual Machine) oder nur 
einzelne Anwendungen (Process Virtual Machine) ausgeführt werden. Im Kon-
text von Cloud Computing werden verschiedene Arten von Virtualisierung un-
terschieden: Storage Virtualization, Platform Virtualization, Network Virtualiza-
tion und Application Virtualization. 
Für die Nutzung von Diensten, die im Rahmen von Cloud Computing bereitge-
stellt werden, wird eine Reihe von technischen Anforderungen als besonders 
wichtig angesehen (Leimbach et al. 2013): 
> Netzwerkinfrastruktur: Die Verwendung von Cloudangeboten setzt neben 
einer funktionierenden Netzwerkinfrastruktur auch eine stabile Verbindung 
zum Internet voraus. Netzwerkausfälle und Kapazitätsengpässe können im 
Kontext von Cloud Computing beachtliche Probleme darstellen. Berücksich-
tigt werden muss auch, dass (unsichere) Netzwerkverbindungen unter Um-
ständen ein attraktives Ziel für Angreifer darstellen. 
> Zuverlässigkeit und Fehlertoleranz: Um zuverlässig zu sein, ist ein gewisser 
Grad an Fehlertoleranz erforderlich. Im Rahmen von Cloud Computing be-
reitgestellte Dienste müssen beispielsweise mit vorübergehenden Netzwerk-
ausfällen und Fehlern auf einzelnen Systemen zurechtkommen. Zur Erhöhung 
der Zuverlässigkeit werden Daten normalerweise repliziert und in mehreren 
Rechenzentren abgelegt. Maßnahmen zur Erhöhung der Zuverlässigkeit von 
Diensten werden im Rahmen von SLAs zwischen Anbieter und Nutzer ver-
einbart (Wieder et al. 2011). 
> Pooling und Sicherheit: Die Verwendung eines Pools von Ressourcen, auf den 
mehrere Nutzer zugreifen können, ist ein wesentlicher Aspekt bei der Beurtei-
lung der Sicherheit von Diensten. Schubert/Jeffery (2012) weisen vor allem 
auf die Wichtigkeit der isolierten Verarbeitung von Nutzungsdaten sowie die 
Gewährleistung der Sicherheit und Konsistenz von Daten hin. 
EINSATZMÖGLICHKEITEN 2.4 
Cloud Computing erlaubt die dynamisch an den Bedarf angepasste Nutzung von 
IT-Ressourcen (z. B. Rechenkapazität, Datenspeicher oder auch Software) über 
ein Netzwerk. Unternehmen, die öffentliche Verwaltung, die Wissenschaft und 
Privatpersonen können mithilfe von Cloud Computing IT-Ressourcen in beliebi-
gem Ausmaß nutzen, ohne eine eigene IT-Infrastruktur, die möglicherweise nur 
zu Spitzenzeiten ausgelastet ist, betreiben zu müssen. 
Public-Cloud-Dienste sind über das Internet prinzipiell öffentlich zugänglich. 
Jeder – egal ob Unternehmen oder Privatperson – hat im Normalfall gegen Ge-
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bühr Zugriff auf Dienste, die über eine Public Cloud bereitgestellt werden. Den-
noch unterscheiden sich die Anwendungsperspektiven für die jeweilige Anwen-
dergruppe teils recht deutlich. Für Unternehmen sowie für Stellen und Behörden 
der öffentlichen Verwaltung erscheint vor allem eine Unterstützung von relativ 
stark standardisierten Aufgabenfeldern wie beispielsweise des Customer-Relation-
ship-Managements (CRM) oder des Enterprise Resource Planning (ERP) sinn-
voll. Für Privatpersonen spielen hingegen eher Blogging- und Streamingdienste 
eine große Rolle. Allen Anwendergruppen bieten Public-Cloud-Dienste vor allem 
in den Bereichen Zusammenarbeit und Kommunikation interessante Anwen-
dungsmöglichkeiten. Während bei Privatpersonen z. B. auch Fotospeicherdienste 
eine große Rolle spielen, erscheinen ansonsten vor allem auch Kalender- und 
Social-Network-Dienste sowie Telefoniedienste interessant. Im Hinblick auf Pri-
vate-Cloud-Dienste ist noch deutlich mehr Individualität möglich. 
FAZIT – CLOUD COMPUTING ALS BASIS VON BIG DATA 3. 
Die Phänomene Big Data und Cloud Computing unterscheiden sich in vielerlei 
Hinsicht. Während der Begriff »Big Data« normalerweise im Zusammenhang 
mit Ansätzen zur effizienten Analyse besonders großer Datenmengen verwendet 
wird, beschreibt »Cloud Computing« einen Ansatz zur bedarfsgerechten Bereit-
stellung von IT-Ressourcen über ein Netzwerk. Auch wenn Big-Data-Analysen 
ohne Cloud Computing durchgeführt werden können und Cloud Computing 
neben Big-Data-Analysen zahlreiche andere Anwendungsfelder hat, wird der 
Kombination von Big Data und Cloud Computing ein größeres Potenzial zuge-
schrieben. Am augenscheinlichsten ist, dass Organisationen, aber auch Privat-
personen durch Cloud Computing die Möglichkeit bekommen, effizient große 
Datenmengen zu analysieren, ohne vorher eine entsprechende IT-Infrastruktur 
aufbauen zu müssen. 
Einer Studie zufolge, die vom TDWI im Rahmen eines Best Practices Reports 
veröffentlicht wurde, liegen zu analysierende Daten bei den meisten Studienteil-
nehmern derzeit in einem Data Warehouse oder in einer traditionellen relationa-
len Datenbank (Russom 2011, S. 17). Den Studienergebnissen zufolge soll die 
Nutzung von Datenbanken zukünftig aber stark zurückgehen, während die Nut-
zung von verteilten Dateisystemen wie Hadoop und insbesondere von cloudba-
sierten Analyseplattformen weiter zunehmen wird. Im Rahmen der Studie wur-
den die Antworten von 325 Teilnehmern ausgewertet. Bei den Teilnehmern 
handelte es sich überwiegend um IT-Fachleute (58 %), aber auch um Nutzer aus 
den Geschäftsbereichen und Berater. Als Gründe für den Wechsel der Analyse-
plattform werden wachsende Datenmengen, zunehmende Anforderungen an 
die Geschwindigkeit und neue Modellierungs- und Analyseverfahren genannt 
(Russom 2011, S. 20). Gut 10 % der 700 Befragten, die an der »IDC European 
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Software Survey 2013« teilnahmen, stimmten der Aussage, dass sie Big-Data-
Analysen auf der Basis von Cloud Computing testen oder bereits produktiv nut-
zen, entweder zu oder stark zu (EITO 2013). An der Studie nahmen Vertreter 
von Organisationen aus Frankreich, Deutschland, Italien, den Niederlanden, 
Schweden, Finnland, Norwegen, Spanien und aus dem Vereinigten Königreich 
teil. EITO (2013, S. 13) hebt vier Treiber für die Durchführung von Big-Data-
Analysen auf der Basis von Cloud Computing hervor: 
> Da sich die Daten von Organisationen zunehmend in der Cloud befinden, ist 
es naheliegend, dass die Daten auch in der Cloud analysiert werden (Data 
Gravity). 
> Cloud Computing erlaubt das Experimentieren mit Daten und die vorüberge-
hende Durchführung von Analysen mit überschaubarem Aufwand. 
> Big-Data-Analysen auf der Basis von Cloud Computing bieten sich vor allem 
dann an, wenn mit temporären Anforderungsspitzen zu rechnen ist. 
> Externe Daten, z. B. aus sozialen Netzwerken, die im Rahmen einer Analyse 
berücksichtigt werden sollen, sind für lokal durchgeführte Analysen oft zu 
umfangreich und müssen gefiltert werden. 
Die Durchführung von Big-Data-Analysen auf der Basis von Cloud Computing 
ist technisch ohne Weiteres möglich. Distributed Computing wird als Teil einer 
Strategie für Big-Data-Analysen gesehen (Jacobs 2009, S. 9). Beachtet werden 
muss allerdings, dass klassisches Distributed Computing den Fokus auf Rechen-
leistung legt und nicht auf die Verteilung von großen Datenmengen (Singh 
2011). Während Ansätze und Techniken im Umfeld von Cloud Computing be-
reits eine gewisse Reife erreicht haben, wird im Kontext von Big-Data-Lösungen 
vielfach auf Schwächen aufgrund mangelnder Reife hingewiesen. Nichtsdesto-
trotz zeigen Organisationen ein wachsendes Interesse an der Kombination von 
Big-Data-Analysen und Cloud Computing. Organisationen können sich dabei 
grob zwischen IaaS- und SaaS-Angeboten entscheiden. Bei der Nutzung von 
IaaS-Angeboten stellt der Cloudanbieter nur die Infrastruktur zur Verfügung, 
und der Nutzer betreibt die zur Analyse großer Datenmengen nötige Software 
selbst. Bei der Nutzung von SaaS-Angeboten, die im Datenanalyse- bzw. Big-
Data-Kontext auch als Analytics as a Serivce (AaaS) (SAS 2012) oder als BDaaS 
(EMC 2012; McKendrick 2013) bezeichnet werden, wird die gesamte Big-Data-
Lösung vom Cloudanbieter bereitgestellt. 
Technik allein reicht allerdings nicht aus. Der Schlüssel für den ökonomischen 
Erfolg ist die Entwicklung passgenauer Kundenlösungen und nachhaltiger Ge-
schäftsmodelle (Glockner/Beyers 2012, S. 33). Mit den Märkten und Anbietern 
im Kontext von Big Data und Cloud Computing beschäftigt sich Kapitel III. 
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MÄRKTE UND ANBIETER III. 
BIG DATA 1. 
Den großen Marktforschungsunternehmen zufolge gehören sowohl Big Data als 
auch Cloud Computing zu den am schnellsten wachsenden Teilmärkten des 
Marktsegments für Software und IT-Services. Es wird erwartet, dass beide 
Märkte in den kommenden Jahren beachtliche Auswirkungen auf das Markt-
segment und die Nutzung von IT im Allgemeinen haben werden (EITO 2012b). 
In diesem Teilkapitel wird der Teilmarkt für Big Data des Marktsegments für 
Software und IT-Services diskutiert und die entsprechende Anbieterlandschaft 
betrachtet. 
MARKT 1.1 
Es wird angenommen, dass das Interesse an Big Data in den nächsten Jahren 
stark zunehmen wird. Nach Ansicht des EITO (2012a, S. 25) gilt dies vor allem 
für die Bereiche In-Memory-Datenbanken, BI-Lösungen, Appliances, workload-
optimierte Systeme und Datenbankanwendungen mit vorkonfigurierten Analyse-
funktionen. Ganz ähnlich sehen Wolfgang Martin Team & IT Research (2012) 
in Big Data vor allem einen Treiber für Innovationen in den Bereichen Datenhal-
tungstechnologien sowie Zugriff- und Speichermanagement. Darüber hinaus 
wird erwartet, dass Big Data ein wachsendes Interesse an geeigneten Dateninte-
grationswerkzeugen (vor allem im Hinblick auf Web und Cloud) und Lösungen 
zum Datenmanagement (Quellenidentifikation und -extraktion) bedingt. 
Es wird zunächst das Volumen des Marktes verdeutlicht, dann werden die zen-
tralen Investitionsbereiche betrachtet und anschließend regionale Unterschiede 
diskutiert. Im Rahmen der Diskussion der regionalen Unterschiede wird beson-
deres Augenmerk auf den deutschen Markt gelegt. 
MARKTVOLUMEN 1.1.1 
Die Angaben zum Big-Data-Markt des BITKOM basieren auf den Ergebnissen 
einer von der Experton Group im Jahr 2012 veröffentlichten Studie. Die globa-
len Umsätze am Markt für Big Data lagen laut BITKOM (2012) 2011 bei rund 
3,3 Mrd. Euro. Für das Jahr 2012 wurde mit einem Umsatz von 4,5 Mrd. Euro 
gerechnet. Bis 2016 sollen die globalen Umsätze auf 15,7 Mrd. Euro wachsen. 
Das entspricht einer mittleren Wachstumsrate von 36 % pro Jahr. Der Markt für 
Big Data zählt somit zu den wachstumsstärksten Teilmärkten des gesamten IT-
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Marktes. Laut BITKOM wird die Wachstumsspitze in den Jahren 2013 und 
2014 erwartet. Zum Abflachen des Wachstums soll einerseits der Preisverfall auf 
der Technologieseite und andererseits das zunehmende Fachwissen bei den An-
wendern beitragen. IDC errechnete globale Umsätze von 4,8 Mrd. US-Dollar für 
das Jahr 2011 (Vesset et al. 2012, S. 3) und weicht damit nur unwesentlich von 
der Berechnung des BITKOM ab. Für den Zeitraum von 2010 bis 2015 geht 
IDC von einer mittleren Wachstumsrate von 39 % pro Jahr aus (Tab. III.1). 
Transparency Market Research (2012) geht davon aus, dass die globalen Um-
sätze am Markt für Big Data von knapp 6,4 Mrd. US-Dollar im Jahr 2012 auf 
rund 48,3 Mrd. im Jahr 2018 anwachsen werden. Dies würde einer mittleren 
jährlichen Wachstumsrate von 40,5 % entsprechen. 
TAB. III.1 ERWARTETE UMSÄTZE AM MARKT FÜR BIG DATA 







Quelle: Vesset et al. 2012, S. 8 
INVESTITIONSBEREICHE 1.1.2 
Die Verteilung der globalen Umsätze auf die Kategorien »Dienstleistungen«, 
»Software« und »Hardware« ist ausgewogen. Auf jede der drei Kategorien ent-
fällt ungefähr ein Drittel des Gesamtumsatzes, wobei laut BITKOM (2012, 
S. 49) für Software und Hardware 2011 jeweils etwas mehr ausgegeben wurde 
als für Dienstleistungen. Mit zunehmender Marktreife soll es in Zukunft zu einer 
Verschiebung der Umsätze in Richtung Dienstleistungen kommen. Einer Studie 
von IDC zufolge trug die Kategorie »Dienstleistungen« bereits 2011 gut 41 % 
zum Gesamtumsatz bei (Vesset et al. 2012, S. 3). IDC schlüsselte im Rahmen 
seiner Analyse die Kategorie »Hardware« weiter in die Unterkategorien »Ser-
ver«, »Speicher« und »Netzwerk« auf. Mit 14 % Anteil am Gesamtumsatz ist 
die Kategorie »Server« noch vor der Kategorie »Speicher« mit 12 % die größte 
Unterkategorie. Die Unterkategorie »Netzwerk« ist mit einem Anteil von nur gut 
3 % am Gesamtumsatz vergleichsweise klein (Abb. III.1). Bis 2015 erwartet IDC 
ein starkes Wachstum, vor allem im Hinblick auf die Unterkategorien »Spei-
cher« und »Netzwerk«, während im Bereich »Server« nur ein moderates Wachs-
tum erwartet wird (Vesset et al. 2012, S. 8). 
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ABB. III.1 UMSÄTZE MIT DIENSTLEISTUNGEN, SOFT-UND HARDWARE 
 AM MARKT FÜR BIG DATA 
 
Quelle: nach Vesset et al. 2012, S. 3 
REGIONALE UNTERSCHIEDE 1.1.3 
Ein wesentlicher Teil der Umsätze entfiel im Jahr 2011 mit 42 % auf den ameri-
kanischen Raum (BITKOM 2012, S. 49). Die USA sind derzeit der zentrale Big-
Data-Entwicklungsstandort. Allerdings nimmt auch Europa mit 27 % der globa-
len Umsätze einen wichtigen Platz ein. Der BITKOM führt die starke Position 
des amerikanischen Raums unter anderem auf den volkswirtschaftlichen Stel-
lenwert jener Branchen in den USA zurück, die federführend beim Einsatz von 
Big-Data-Analysen sind. Allerdings muss auch berücksichtigt werden, dass sich 
in den USA Regierungsbehörden und Nachrichtendienste für einen wesentlichen 
Teil der Umsätze verantwortlich zeigen. Mit 26 % fällt ebenfalls gut ein Viertel 
der globalen Umsätze im asiatischen Raum an. Laut BITKOM (2012, S. 49) liegt 
das einerseits am hohen Einsatzgrad von Big Data in Japan und andererseits an 
den weitgehenden Befugnissen von Behörden und Unternehmen, vor allem in 
China, im Umgang mit personen- und firmenbezogenen Daten. Der mittlere Os-
ten und Afrika spielen mit 5 % der weltweiten Umsätze nur eine untergeordnete 
Rolle (Abb. III.2). 
Organisationen in Deutschland halten sich derzeit bei der Nutzung von Big-
Data-Lösungen noch zurück. Auf deutsche Unternehmen entfällt derzeit nur ein 
Fünftel der Big-Data-Umsätze in Europa (BITKOM 2012, S. 50). Der BITKOM 
geht allerdings davon aus, dass Deutschland im Jahr 2016 für rund die Hälfte 
der europäischen Big-Data-Umsätze verantwortlich sein wird. Es wird erwartet, 
dass der Markt für Big-Data-Lösungen in Deutschland bis 2016 von derzeit 
knapp 200 Mio. Euro auf rund 1,6 Mrd. Euro anwächst (BITKOM 2012, S. 50). 
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ABB. III.2 UMSÄTZE AM MARKT FÜR BIG DATA NACH REGIONEN 
 
Quelle: nach BITKOM 2012, S. 49 
ANBIETER 1.2 
Viele der jungen Unternehmen, deren Unternehmensstrategie und Portfolio aus-
schließlich auf Big Data ausgerichtet ist, agieren als Technologie- und Know-
how-Partner etablierter und weltweit operierender Technologie- und IT-Service-
anbieter (BITKOM 2012, S. 48; Landrock 2013a, S. 4 f.). Die auf Big Data spe-
zialisierten Unternehmen erwirtschaften immerhin rund 8 % des globalen Big-
Data-Umsatzes. Dem BITKOM zufolge belegt diese Tatsache die These, dass Big 
Data ein neues Marktsegment bildet und nicht ein »recyceltes Business Intelli-
gence« darstellt. Allerdings werden für den Big-Data-Markt, wie für einen jun-
gen Markt nicht unüblich, zahlreiche Übernahmen und Zusammenschlüsse er-
wartet (Wolfgang Martin Team & IT Research 2012, S. 38). Wolfgang Martin 
Team & IT Research (2012, S. 38) gehen außerdem davon aus, dass Open-
Source-Angebote sowie cloudbasierte Angebote im Big-Data-Markt eine größere 
Rolle spielen werden als im Markt für BI. 
Zunächst wird die Anbieterlandschaft allgemein beschrieben, dann werden die 
wichtigsten etablierten Anbieter und Start-ups betrachtet sowie daran anschlie-
ßend die Ergebnisse einer Studie der Experton Group zur Situation in Deutsch-
land zusammengefasst dargestellt (Kap. III.1.2.1 bis III.1.2.4). 
ANBIETERLANDSCHAFT 1.2.1 
Bereits im Jahr 2012 gab es weltweit mehr als 80 Anbieter mit konkreten Big-
Data-Lösungen (BITKOM 2012, S. 47). Die Anbieterlandschaft kann im Hin-
blick auf Big Data in zwei große Gruppen unterteilt werden (Korolov 2013). 
Zum einen gibt es Start-ups, die mit dem Ziel, den Big-Data-Markt zu bedienen, 
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Data-Warehouse-Lösungen, die versuchen ihr Geschäftsfeld auf den Markt für 
Big Data auszudehnen. Vertreter der zweiten Gruppe haben nicht nur den Vor-
teil einer bestehenden Kundenbasis, sondern auch den einer bereits erprobten 
Produktpalette. 
Analysten um Jeff Kelly veröffentlichten Anfang 2013 auf Wikibon unter dem 
Titel »Big Data Vendor Revenue and Market Forecast 2012–2017«4 eine umfas-
sende Marktstudie, die im Laufe des Jahres mehrfach aktualisiert wurde. Ob-
wohl die Angaben zu Umsatzzahlen teilweise auf Schätzungen beruhen, stellt die 
im Rahmen der Studie veröffentlichte Liste der Anbieter auf dem Markt für Big 
Data einen guten Anhaltspunkt für eine Diskussion der Anbieterlandschaft dar. 
Zum Verständnis der Anbieterlandschaft spielen weniger die konkreten Zahlen, 
sondern vielmehr die Größenverhältnisse eine Rolle. Die Liste vermittelt nicht 
nur einen guten Eindruck von den Größenverhältnissen zwischen den Start-ups 
und den etablierten Anbietern, sondern auch von der unterschiedlichen Gewich-
tung der Bereiche »Hardware«, »Software« und »Dienstleistungen« bei den ein-
zelnen Anbietern. 
Im Rahmen einer von BARC durchgeführten Studie wurde erhoben, wie bekannt 
einzelne Anbieter im Bereich Big Data sind (Bange et al. 2013, S. 37 f.). An der 
Studie nahmen 274 Fachbereichs- und IT-Verantwortliche aus Deutschland, 
Österreich der Schweiz, Frankreich und dem Vereinigten Königreich teil. Etab-
lierte Anbieter wie IBM, Oracle, SAP, Microsoft und Teradata wurden im Hin-
blick auf die Bereiche Hardware und Software von besonders vielen Studienteil-
nehmen genannt. Aber auch jüngere Unternehmen wie QlikTech und Cloudera 
haben es geschafft, mit Big Data in Verbindung gebracht zu werden. Im Hinblick 
auf Dienstleister im Bereich Big Data wurden von den Studienteilnehmern neben 
IBM und Microsoft auch Capgemini und Accenture besonders häufig genannt. 
ETABLIERTE ANBIETER 1.2.2 
Im Jahr 2012 war IBM mit einem Umsatz von rund 1,3 Mrd. US-Dollar im Be-
reich Big Data der weltgrößte Anbieter auf dem Markt. Bei einem Gesamtumsatz 
von rund 104 Mrd. US-Dollar trägt der Bereich Big Data derzeit nur gut 1 % 
zum Gesamtumsatz von IBM bei. IBM bietet laut Korolov (2013) nicht nur in 
den Bereichen Server und Storage an, sondern ist mit Produkten wie DB2, In-
formix und InfoSphere auch im Bereich Datenbanken aktiv. Darüber hinaus bie-
tet IBM mit Software wie Cognos und SPSS auch im Bereich Analyticslösungen 
an. IBM ist außerdem an der Weiterentwicklung von Hadoop beteiligt. 
                                            
4 http://wikibon.org/wiki/v/Big_Data_Vendor_Revenue_and_Market_Forecast_2012–
2017 
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HP war 2012 mit einem Umsatz von rund 664 Mio. US-Dollar im Bereich Big 
Data der zweitgrößte Anbieter. Obwohl HP genauso wie IBM Hardware, Soft-
ware und Dienstleistungen für den Big-Data-Markt anbietet, ist das Unterneh-
men im Big-Data-Kontext vor allem für die Analyticslösung Vertica bekannt 
(Korolov 2013). Mit einem Umsatz von rund 435 Mio. US-Dollar folgt Teradata 
auf Platz drei der größten Big-Data-Anbieter. Der Anteil des Umsatzes mit Big 
Data am Gesamtumsatz ist bei Teradata deutlich größer als bei IBM oder HP. 
Bei Teradata machte der Umsatz im Bereich Big Data im Jahr 2012 immerhin 
gut 16 % des Gesamtumsatzes von rund 2,7 Mrd. US-Dollar aus. Teradata ist 
vor allem für seine Hardwarelösungen sowie für Software in den Bereichen Da-
tenbanken und Analytics bekannt. Das Unternehmen bietet unter anderem spe-
zielle Analyticslösungen für den Einzelhandel und das Transportwesen an (Korolov 
2013). Knapp dahinter folgen Dell und Oracle mit einem Umsatz von 425 bzw. 
415 Mio. US-Dollar. Dell ist im Hinblick auf den Big-Data-Markt insbesondere 
im Bereich »Hardware« aktiv. Die von Oracle angebotene Big-Data-Appliance 
kombiniert einen Intel-Server, Clouderas Hadoop-Distribution und die hausei-
gene NoSQL-Datenbank (Korolov 2013). 
SAP erzielte mit Big-Data-Lösungen 2012 einen Umsatz von rund 368 Mio. US-
Dollar. Damit ist SAP der weltweit größte Anbieter am Markt für Big Data mit 
Zentrale außerhalb der USA (Korolov 2013). SAP bedient den Markt mit einer 
Reihe von Lösungen aus dem Analytikbereich, hat jedoch vor allem durch seine 
In-Memory-Datenbank HANA im Kontext von Big Data Bekanntheit erlangt 
(Korolov 2013). Mit einem Umsatz von rund 336 Mio. US-Dollar ist EMC auch 
eines der großen Unternehmen am Markt für Big Data. Bekanntheit erlangte 
EMC im Kontext von Big Data vor allem durch das Spin-off Pivotal, das Ha-
doop mit der Datenbank Greenplum von EMC und HAWQ-Abfragewerkzeugen 
kombiniert (Korolov 2013). Darüber hinaus gehört das Marketing Science Lab, 
ein Big-Data-Think-Tank, der sich auf die Analyse von Marketingdaten speziali-
siert hat, zu EMC. 
Weitere etablierte Anbieter, die ihr Geschäftsfeld auf den Markt für Big Data 
ausgedehnt haben, sind laut Korolov (2013) Amazon, Microsoft, Google und 
VMware. Amazon, Google und VMware sind vor allem auch im Bereich der 
cloudbasierten Big-Data-Lösungen aktiv. 
START-UPS 1.2.3 
Eines der bekanntesten Unternehmen in der Gruppe der Start-ups ist Cloudera, 
das schon mehr als 141 Mio. US-Dollar an Risikokapital erhalten hat und be-
reits 2008 Hadoop ersten Unternehmen näher brachte. Hortonworks, ein 
Yahoo!-Spin-off, hat seit 2011 bereits mehr als 70 Mio. US-Dollar an Risikoka-
pital erhalten. Hortonworks ist vor allem aufgrund seiner strategischen Partner-
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schaften mit Unternehmen wie Microsoft, Rackspace, Red Hat und Teradata 
bekannt. Splunk, ein Unternehmen, das sich auf die Analyse von Maschinenda-
ten spezialisiert hat, hat von allen Unternehmen, die ausschließlich den Big-Data-
Markt bedienen, den größten Marktanteil (Korolov 2013). Im Jahr 2012 erzielte 
Splunk einen Umsatz von rund 186 Mio. US-Dollar. Zwei weitere Start-ups, die 
mit dem Ziel den Big-Data-Markt zu bedienen gegründet wurden, sind 10Gen 
und MapR. 
Henschen (2012) bestätigt das Potenzial der von Korolov (2013) genannten 
Start-ups und benennt mit CouchBase, Datameer, DataStax, Hadapt, Karma-
sphere, Neo Technology und Platfora eine ganze Reihe weiterer. Es fällt auf, 
dass cloudbasierte Big-Data-Lösungen bei Start-ups, die mit dem Ziel den Big-
Data-Markt zu bedienen entstanden sind, eine deutlich größere Rolle spielen als 
bei etablierten Anbietern, die versuchen ihr Geschäftsfeld auf den Markt für Big 
Data auszudehnen. Eine Ausnahme stellt Amazon dar, das mit Elastic MapRe-
duce bereits vor mehreren Jahren eine entsprechende Lösung auf den Markt 
brachte (Henschen 2012). 
Einschätzungen im Hinblick auf die Bedeutung und das Potenzial der zahlrei-
chen Start-ups gehen zum Teil weit auseinander. Zum Beispiel enthält eine von 
Philip (2013) veröffentlichte Liste der 20 vielversprechendsten Unternehmen am 
Markt für Big Data mit Hadapt nur ein Unternehmen, das auch von Korolov 
(2013) oder Henschen (2012) genannt wurde. Die Liste, die ausschließlich US-
amerikanische Unternehmen umfasst, basiert auf den Einschätzungen von Ge-
schäftsführern, IT-Verantwortlichen, Risikokapitalgebern und Analysten. Furrier 
(2012) und Press (2013b) verwenden die auf Wikibon veröffentlichte Studie als 
Grundlage für ihre Diskussion von Start-ups. Eine besonders umfangreiche Liste 
von Anbietern auf dem Markt für Big Data stellt Feinleib (2013) im Rahmen der 
»Big Data 100« vor. Die Abweichungen sind vermutlich primär auf unterschied-
liche Bewertungskriterien und die Schwierigkeiten bei deren Einschätzung zu-
rückzuführen. 
SITUATION IN DEUTSCHLAND 1.2.4 
Die Experton Group (2013) hat 2013 eine Anbieterbewertung für Deutschland 
durchgeführt. Für den »Big Data Vendor Benchmark« wurden 68 Anbieter un-
tersucht, deren Angebote auf dem deutschen Markt erhältlich sind. Die Anbieter 
wurden in drei Gruppen eingeteilt: Anbieter von Big-Data-Software, Anbieter 
von Technologien für Big-Data-Infrastrukturen (Hardware) und Dienstleister im 
Bereich Big Data. Im Hinblick auf Software wurde weiter zwischen Lösungen für 
Analytics, Aggregation und Visualisierung unterschieden. Die Lösungskategorie 
»Visualisierung« umfasst auch Lösungen für Syndizierung und Reporting. Im 
Hinblick auf Hardware wurde noch zwischen Lösungen für Storage, Appliances 
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und Datenbanken unterschieden. Der Bereich Dienstleistungen umfasst die Kate-
gorien »Projekte und Beratung« sowie »IT-Operations«. 
Die Kategorie »Appliances« nimmt in gewisser Weise eine Sonderstellung ein, da 
sie Angebote im Sinne von Komplettsystemen mit Server, Storage, Netzwerk, 
Datenbank, Middleware und Applikationen bis hin zum Accesslevel beinhaltet. 
Die Experton Group rechnet damit, dass auch weitere Anbieter dem Wunsch 
von Anwendern nach Komplettlösungen nachkommen und in diesen Markt ein-
treten werden. Die Unternehmen Teradata, IBM, EMC, HP und Exasol werden 
im »Big Data Vendor Benchmark« aufgrund ihrer Marktpräsenz in Deutschland 
sowie ihres Marktangebots dem Leader-Quadranten zugeordnet. 
Aufgrund des relativ großen Anteils am Gesamtumsatz spielen auch die dem 
Bereich Dienstleistungen zugeordneten Kategorien »Projekte und Beratung« sowie 
»IT-Operations« eine besondere Rolle. Im Hinblick auf Projekte und Beratung 
gehören die Unternehmen IBM, ATOS, Capgemini, Informatica, HP, T-Systems, 
Fujitsu/TDS und Steria Mummert dem Leader-Quadranten an (Landrock 2013a, 
S. 5). Was »IT-Operations« betrifft, sind es die Unternehmen IBM, T-Systems, Atos, 
HP und Fujitsu/TDS (Landrock 2013a, S. 5). Es fällt auf, dass alle Leader in der 
Kategorie »IT-Operations« auch im Hinblick auf die Kategorie »Projekte und 
Beratung« eine führende Position einnehmen. 
Da der Markt für Big Data noch relativ jung ist, bewegen sich die Unternehmen, 
die ihn bedienen, in einem schmalen Wettbewerbsfeld. Unternehmen im Leader-
Quadranten zeichnen sich daher insbesondere dadurch aus, dass sie bereits grö-
ßere und komplexere Projekte mit zahlreichen Datenquellen erfolgreich abgewi-
ckelt haben. Die Experton Group betont allerdings, dass für Anwender keines-
falls nur die Leader interessant sind. Auch im Bereich der »Product Challenger« 
und »Follower« gibt es Unternehmen, deren Ansätze vielversprechend sind. Vor 
allem im Hinblick auf Software zur Aggregation und Aufbereitung großer Da-
tenmengen aus unterschiedlichen Quellen gibt es aktuell nur sehr wenige Anbie-
ter auf dem deutschen Markt. Im Gegensatz dazu befassen sich sehr viele Anbie-
ter mit Software, die der Kategorie »Analytics« zuzuordnen ist. Dies führt die 
Experton Group vor allem auf die Erfahrung vieler Anbieter im BI-Umfeld und 
die entsprechende Produkthistorie zurück. 
CLOUD COMPUTING 2. 
Aufgrund von Unterschieden im Hinblick auf den gewählten methodischen An-
satz, die Abgrenzung von Marktsegmenten und Teilmärkten sowie Annahmen 
zur wirtschaftlichen Entwicklung unterscheiden sich die Ergebnisse der Studien 
der großen Marktforschungsunternehmen Gartner, IDC und Forrester zum Teil 
erheblich. Trotzdem lassen sich bestimmte Entwicklungen des Marktes für 
Cloud Computing ablesen. 
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In diesem Teilkapitel wird zunächst der Teilmarkt für Cloud Computing des 
Marktsegments für Software und IT-Services diskutiert. Anschließend erfolgt 
eine Betrachtung der Anbieterlandschaft. 
MARKT 2.1 
Cloud Computing erlaubt Anbietern nicht nur die Befriedigung einer wachsen-
den Nachfrage nach flexibel nutzbaren IT-Ressourcen sondern auch die Steige-
rung der Auslastung der eigenen Rechenzentren. 
Zunächst wird das Volumen des Marktes verdeutlicht, dann werden die unter-
schiedlichen Kategorien von Clouddiensten betrachtet und anschließend regiona-
le Unterschiede diskutiert. Im Rahmen der Diskussion der regionalen Unter-
schiede wird besonderes Augenmerk auf den deutschen Markt gelegt. 
MARKTVOLUMEN 2.1.1 
Die globalen Umsätze am Markt für Public-Cloud-Computing lagen 2011 laut 
Studien von IDC und Forrester bei rund 40 Mrd. US-Dollar (Dignan 2011; IDC 
2012b). Gartner (2012c) kam gar auf einen Umsatz von 91,4 Mrd. US-Dollar. 
Berücksichtigt wurden in den drei Studien ausschließlich Umsätze mit Public-
Cloud-Diensten. Für das Jahr 2016 rechnet Gartner mit einem Umsatz von 
206,6 Mrd. US-Dollar. Forrester sagt für 2020 einen globalen Umsatz im Be-
reich Cloud Computing von 241 Mrd. US-Dollar voraus. Es fällt auf, dass über 
die nächsten Jahre alle großen Marktforschungsunternehmen von einer durch-
schnittlichen jährlichen Wachstumsrate von mehr als 20 % ausgehen (Tab. III.2). 
TAB. III.2 ERWARTETE UMSÄTZE AM MARKT FÜR CLOUD COMPUTING 
 Umsatz (Mrd. US-Dollar)
Jahr Gartner IDC Forrester 
2011 91,0  40,7 
2012  40,0  
2013 131,0 47,4  
2014    
2015   97,0 
2016 206,6 100,0 113,9 
2017 244,0 107,0  
Quellen: Dignan 2011; Gartner 2012c; IDC 2012b 
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Neben dem Markt für Public-Cloud-Computing erfassen Marktforschungsun-
ternehmen zum Teil auch andere Marktsegmente. So kommt z. B. IDC für das 
Jahr 2013 im Hinblick auf cloudbezogene IT-Dienstleistungen auf globale Um-
sätze in Höhe von 9,6 Mrd. US-Dollar. Den Markt für Managed Private Clouds 
schätzt IDC auf rund 26 Mrd. US-Dollar im Jahr 2016 (IDC 2013b; Little et al. 
2013). 
Aufgrund der Tatsache, dass die durchschnittliche jährliche Wachstumsrate 
deutlich über jener des gesamten Marktsegments für Software und IT-Services 
liegt, gehen die Marktforschungsunternehmen davon aus, dass der Anteil von 
Cloud Computing am gesamten Marktsegments kontinuierlich steigen wird. Ba-
sierend auf den Angaben von IDC kann man davon ausgehen, dass der Anteil 
von Public-Cloud-Diensten bei aktuell 3 bis 5 % liegt und sogar bei 6 bis 7 %, 
wenn weitere Segmente wie cloudbezogene IT-Dienstleistungen oder Managed 
Private Clouds berücksichtigt werden (EITO 2012a; IDC 2012b, 2013a, 2013b; 
Little et al. 2013). Es wird angenommen, dass allein der Anteil von Public-
Cloud-Diensten im Laufe der nächsten fünf Jahre auf über 10 % und über die 
nächsten zehn Jahre auf über 20 % steigen wird (Gartner 2012c; IDC 2012b). 
Insgesamt wird sich Cloud Computing voraussichtlich zu einem wesentlichen 
Segment des Marktes für Software und IT-Services entwickeln. 
Während das Wachstum im Bereich Cloud Computing einerseits zum Wachstum 
des gesamten Marktsegments beitragen wird, ist andererseits mit dem schrump-
fen einiger Bereiche zu rechnen. Vor allem im Hinblick auf Software, die auf 
Basis von Lizenzgebühren und Wartungsverträgen vertrieben wird, aber auch im 
Bereich IT-Outsourcing sind Einbußen zu erwarten. Eine Einschätzung der ge-
nauen Auswirkungen gestaltet sich schwierig. Aumasson et al. (2010, S. 115 ff.) 
vermuten, dass Entwicklungen in den Bereichen Mobile Computing und Cloud 
Computing ab 2016 zu einer Stagnation bei Lizenzgebühren führen werden. 
Noch offen ist, wie sich die Enthüllungen zu den Überwachungspraktiken der 
NSA und anderer Geheimdienste auswirken werden. Die Auswirkungen wurden 
bisher von Marktforschern noch wenig thematisiert, aber vor allem in den USA 
ist eine Debatte darüber entbrannt. So sorgen in den USA sowohl Umfragen, die 
auf eine Zunahme abgebrochener Cloudprojekte vor allem ausländischer Kun-
den hindeuten (Johnson 2013), sowie Studien, die auf Basis der relativ hohen 
Gartner-Schätzungen bis 2016 einen kumulierten Verlust für amerikanische An-
bieter von bis zu 35 Mrd. US-Dollar vorhersagen (Castro 2013), für Besorgnis. 
Mit welcher Wahrscheinlichkeit es tatsächlich zu Verlusten in dieser Größen-
ordnung kommt, ist aufgrund fehlender Daten schwer abschätzbar. Erste Markt-
forschungsergebnisse legen nahe, dass zumindest in Deutschland, insbesondere 
im Mittelstand, trotz der zunehmenden Enthüllungen der Trend Richtung Cloud 
Computing weiterhin anhält. Bemerkenswert ist dabei, dass sich der Fokus auf 
Private Clouds und hybride Nutzungsformen weiter verstärkt zu haben scheint 
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(Böckle 2014; Hottelet 2014). Zudem sehen einige Umfragen gleichzeitig einen 
Trend in Richtung deutscher und europäischer Anbieter. Zwar lässt sich dieser 
bisher nicht anhand von konkreten Zahlen belegen, und auch amerikanische 
Anbieter vermelden weiterhin Umsatzzuwächse, doch weisen die Forderungen 
der großen Anbieter in den USA nach mehr Transparenz im Hinblick auf die 
Geheimdienstaktivitäten in den letzten Monaten auf gewisse Befürchtungen hin. 
Langfristig könnte dies neue Chancen für heimische Anbieter ermöglichen 
(Hackmann 2014; Hottelet 2014). 
DIENSTKATEGORIEN 2.1.2 
Auch im Hinblick auf die unterschiedlichen Kategorien von Diensten unterschei-
den sich die Studien der großen Marktforschungsunternehmen zum Teil erheb-
lich. Die Marktforschungsunternehmen betonen die große Bedeutung von 
BPaaS- (Gartner 2012c) und SaaS-Diensten (Dignan 2011; IDC 2012b). Sie bil-
den nicht nur derzeit die umsatzstärkste Dienstkategorie, sondern werden das 
auch in Zukunft tun (Abb. III.3). Obwohl angenommen wird, dass der Umsatz 
mit PaaS- und IaaS-Diensten in den nächsten Jahren schneller wachsen wird, 
wird mit BPaaS- und SaaS-Diensten auch mittelfristig noch der größte Umsatz 
erzielt werden (IDC 2012b). Gartner (2012c) hebt im Zusammenhang mit der 
Bedeutung von BPaaS-Diensten die herausragende Rolle von Cloud Advertising 
hervor. 
ABB. III.3 UMSÄTZE MIT SAAS, PAAS UND IAAS AM MARKT FÜR CLOUD COMPUTING 
 
Quelle: nach Dignan 2011 
Studien belegen eine zunehmende Vielfalt an Diensten. Insbesondere die zuneh-
menden Nutzererfahrungen führen dazu, dass immer komplexere Anwendun-
gen, z. B. im ERP-Bereich, in die Cloud ausgelagert werden. Es gibt allerdings 
auch zahlreiche völlig neue Angebote, die durch die Verfügbarkeit anderer 
Clouddienste erst realisierbar wurden. Die zunehmende Vielfalt an Diensten 
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gangenheit einige wenige SaaS-Dienste, insbesondere im Bereich CRM, das Seg-
ment dominierten, führt die Nutzererfahrung zusammen mit neuen Clouddiens-
ten zu einem Trend in Richtung ERP- und BI-Lösungen. Im IaaS-Segment haben 
sich die in der Vergangenheit häufig genutzten Speicherdienste immer mehr zu 
umfassenden Backup-Diensten entwickelt. 
REGIONALE UNTERSCHIEDE 2.1.3 
Derzeit ist der nordamerikanische Markt nicht nur der umsatzstärkste Markt für 
Cloud Computing, sondern auch der am schnellsten wachsende. Den aufstre-
benden asiatischen Märkten, insbesondere denen von Indien, Indonesien und 
China, wird großes Potenzial im Hinblick auf Cloud Computing zugeschrieben. 
Der europäische Markt ist derzeit nach dem nordamerikanischen der zweitgröß-
te vor dem japanischen und den Märkten anderer Regionen in Asien (Gartner 
2012c; IDC 2012b). 
Das schnelle Wachstum in den aufstrebenden asiatischen Märkten wird darauf 
zurückgeführt, dass viele Unternehmen in diesen Regionen keine komplexen, 
über Jahre hinweg gewachsenen IT-Infrastrukturen haben. Daher fällt ihnen die 
Migration auf neue Modelle wie Cloud Computing deutlich leichter. Cloud-
dienste werden sich laut Gartner (2012a) in Europa, insbesondere im Vergleich 
zu den USA, langsamer entwickeln. Als Gründe werden neben der allgemeinen 
Zurückhaltung gegenüber Cloud Computing in Europa unter anderem die Eu-
rokrise und die anhaltende Rezession sowie die zahlreichen Unterschiede zwi-
schen den einzelnen Staaten Europas genannt. 
Prognosen von Pierre Audoin Consultants (PAC) deuten laut Fielder et al. (2012, 
S. 20) jedoch darauf hin, dass auch der europäische Markt für Cloud Computing 
an Fahrt aufnimmt. Die Ergebnisse von PAC zeigen unter anderem, dass der 
Umsatz mit IaaS-Diensten (inklusive Speicherdienste) in Europa überraschen-
derweise größer ist als jener mit SaaS-Diensten. Das könnte bedeuten, dass euro-
päische Unternehmen zu Angeboten tendieren, die ein höheres Maß an Kontrolle 
erlauben. Dies könnte auch die im Vergleich zu den USA stärkere Nutzung von 
Private-Cloud-Angeboten in Europa erklären. 
Auf Basis aktueller Prognosen der Experton Group berichtet der BITKOM 
(2013), dass der Umsatz im Bereich Cloud Computing im Jahr 2012 in Deutsch-
land bei rund 5 Mrd. Euro lag, was im Vergleich zu 2011 einer Umsatzsteige-
rung von 47 % entspricht. Für 2013 wird eine Umsatzsteigerung von knapp 
50 % vorhergesagt und auch in den Folgejahren sollen die Zuwächse im zwei-
stelligen Bereich liegen. Es wird angenommen, dass der deutsche Cloud-Com-
puting-Markt bis 2016 auf rund 20 Mrd. Euro wachsen wird. Besonders stark 
legt den Prognosen zufolge der Umsatz mit Geschäftskunden zu. Der Hauptteil 
dieses Umsatzes entfällt auf die Nutzung von Diensten, während auf Technolo-
gie, Integration und Beratung kleinere Teile entfallen. 
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ANBIETER 2.2 
Die Anzahl der Anbieter im Bereich Cloud Computing nimmt rasant zu. Neben 
zahlreichen kleineren Unternehmen, die auf dem Cloud-Computing-Markt tätig 
sind, gibt es nur wenige große Anbieter. Die Anbieter lassen sich in der Regel 
einer der vier Kategorien »Early Movers«, spezialisierte Technologie- und Soft-
wareanbieter, große IT-Dienstleister und Cloud-born-Unternehmen zuordnen. 
Es werden zunächst unterschiedliche Kategorien von Anbietern betrachtet. An-
schließend werden die Ergebnisse einer Studie der Experton Group zur Situation 
in Deutschland zusammengefasst dargestellt. 
ANBIETERKATEGORIEN 2.2.1 
»Early Movers«: Zu den Unternehmen, die früh in den Markt eingetreten sind, 
gehören insbesondere Anbieter wie Amazon, Google oder Salesforce.com. Der 
Kerngeschäftsbereich von Amazon ist E-Commerce. Das Engagement im Cloud-
markt war naheliegend, um die umfangreichen Ressourcen, die zur Erbringun-
gen des Kerngeschäfts betrieben werden müssen, besser auszunützen. Bei Google 
entwickelte sich das angebotene Service-Portfolio, das mittlerweile zahlreiche 
Cloudservices umfasst, rund um die bekannte Suchmaschine. Salesforce.com 
begann 1999 zunächst als ASP-Anbieter. Erst Mitte der 2000er Jahre gelang 
Saleforce.com mit seiner CRM-Lösung der Durchbruch. 
Spezialisierte Technologie- und Softwareanbieter: Unternehmen wie VMware, 
Citrix, Terremark und Rackspace haben sich auf die Bereitstellung von Techno-
logien und Software spezialisiert, die für den Aufbau und Betrieb von Cloudin-
frastrukturen benötigt werden. Einige Unternehmen dieser Gruppe haben sich 
mittlerweile zu Public-Cloud-Anbietern entwickelt. In dieser Kategorie kam es 
zuletzt verstärkt zu Übernahmen und Zusammenschlüssen. Insbesondere Citrix 
und Rackspace kauften in den letzten Jahren zahlreiche kleine Anbieter und 
Technologiespezialisten wie Xen (Citrix) oder Slicehost und JungleDisk (Rack-
space). VMware und Terremark wurden selbst Ziel von Übernahmen, als sie von 
EMC bzw. Verizon übernommen wurden. 
Große IT-Dienstleister: Bei IBM, HP, Dell oder auch Cisco handelt es sich nicht 
nur um große IT-Dienstleister, sondern auch um Unternehmen, die im Cloud-
Computing-Markt aktiv sind. Große IT-Dienstleister und auch viele Unterneh-
men aus dem Telekommunikationsbereich wurden im Laufe der letzten Jahre 
mit eigenen Entwicklungen oder infolge von Übernahmen auf dem Markt für 
Cloud Computing aktiv. Während Unternehmen wie HP und Dell bald als 
Public-Cloud-Anbieter aktiv waren, konzentrierten sich andere auf Private-
Cloud-Lösungen. Die bestehende Kundenbasis, eine gute Vernetzung in der 
Branche und der problemlose Zugriff auf einschlägiges Expertenwissen erleich-
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terte das Geschäft mit Cloudservices für diese Unternehmen deutlich. Auch gro-
ße Softwareunternehmen wie Microsoft, SAP und Oracle sind mittlerweile mit 
ihren Angeboten in der Cloud vertreten. 
Cloud-born-Unternehmen: Cloud-born-Unternehmen bieten ausschließlich Cloud-
services an, häufig auf der Basis von Clouddiensten anderer Unternehmen. Die 
Nachfrage nach Cloudservices stieg mit der immer stärkeren Nutzung von mobi-
len Endgeräten und dem dadurch entstehenden Synchronisationsaufwand an. 
Ein bekanntes Beispiel ist Dropbox, das 2008 zur Synchronisation von Dateien 
zwischen verschiedenen Computern und Personen entwickelt wurde. Der Service 
stieß auf breites Interesse und wurde bald von einem großen Publikum genutzt. 
Dropbox hat sich mittlerweile mehr und mehr zu einem Kollaborationsservice 
entwickelt (Barret 2011). Obwohl der Großteil der Nutzer nur den kostenlos 
bereitgestellten Speicherplatz nutzt, ist Dropbox mittlerweile eines der wertvolls-
ten Start-ups im Silicon Valley. Trotz dieses sehr erfolgreichen Beispiels ist die 
Entwicklung tragfähiger Geschäftsmodelle für den Cloud-Computing-Markt 
herausfordernd. 
IDC identifizierte IBM und Accenture als weltweit führende Dienstleister am 
Markt für Cloud Computing (Little et al. 2013, S. 4). Bei Infosys und PwC han-
delt es sich IDC zufolge um wichtige Anbieter, die es knapp nicht in die Füh-
rungsgruppe geschafft haben. IDC schätzte zur Einordnung von 13 Dienstleistern 
in die vier Kategorien »Leaders«, »Major Players«, »Contenders« und »Partici-
pants« deren aktuelle Leistungsfähigkeit sowie deren Strategie zur Verbesserung 
ihrer Marktposition ein. Unter Leistungsfähigkeit verstehen Little et al. (2013) 
den Umfang des Dienstleistungsangebots sowie die Abstimmung des Angebots 
mit den Kundenbedürfnissen. Die Leistungsfähigkeit wirkt sich daher vor allem 
auf den aktuellen Erfolg eines Dienstleisters aus. Im Gegensatz dazu beeinflusst 
die Strategie zur Verbesserung der Marktposition den zukünftigen Erfolg eines 
Dienstleisters (Little et al. 2013, S. 4). Es geht dabei insbesondere um die Berück-
sichtigung zukünftiger Kundenbedürfnisse und die Unterscheidung von Wettbe-
werbern. IDC ordnet die meisten Anbieter in die Kategorie »Major Players« ein. 
Neben den führenden Anbietern IBM und Accenture haben auch HP, Capgemi-
ni, Fujitsu und Microsoft relativ große Marktanteile. Während HP, Fujitsu und 
Microsoft von IDC in die Kategorie »Major Players« eingeordnet wurden, wird 
Capgemini eher als den »Contenders« zugehörig gesehen. 
SITUATION IN DEUTSCHLAND 2.2.2 
Die Experton Group hat seit 2010 jährlich Anbieter, die auf dem deutschen 
Cloud-Computing-Markt aktiv sind, analysiert und bewertet. Im Jahr 2012 
wurden für den »Cloud Vendor Benchmark« (Velten/Janata 2012a) 109 Anbie-
ter untersucht, deren Angebote auf dem deutschen Markt erhältlich sind. Die 
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Anbieter wurden in drei Gruppen eingeteilt: Anbieter von Cloudservices, Anbie-
ter von Technologien für Cloudinfrastrukturen und Dienstleister im Bereich 
Cloud Computing. 
Anbieter von Cloudservices: Im Hinblick auf SaaS-Dienste legten Velten/Jana-
ta (2012a) im Rahmen ihrer Studie den Fokus auf CRM-, ERP-, Webconferen-
cing und Kollaborations-/Kommunikationslösungen. Während CRM-, Webcon-
ferencing und Kollaborations-/Kommunikationslösungen besondere Anforde-
rungen an Mobilität und Erreichbarkeit stellen und hochgradig standardisiert 
sind, sind ERP-Lösungen eher für ihren hohen Individualisierungsgrad bekannt. 
Es ist daher nicht verwunderlich, dass das Angebot an Clouddiensten im ERP-
Bereich sehr überschaubar und im CRM- und Webconferencingbereich reichhal-
tig ist. Auf dem deutschen Markt sind laut Velten/Janata (2012a) im Hinblick 
auf Portfolioattraktivität und Wettbewerbsstärke Salesforce.com, Microsoft, 
SAP und Oracle im CRM-Bereich führend. Für den ERP-Bereich werden im 
»Cloud Vendor Benchmark« SAP, Scopevisio und myfactory hervorgehoben. 
Das Angebot im Bereich Webconferencing ist sehr breit. Neben dem Angebot 
der Deutschen Telekom werden insbesondere die Angebote von Cisco, Citrix 
und Siemens als attraktiv beschrieben. Im Bereich Kollaboration/Kommunika-
tion sind die Angebote von Microsoft (Office 365), Google (Google Apps for 
Business) und IBM (Lotus Live Collaboration Suite) laut Velten/Janata (2012a) 
nicht nur im Hinblick auf die Attraktivität des gebotenen Portfolios führend, 
sondern auch im Hinblick auf die Wettbewerbsstärke. 
Anbieter von Technologien für Cloudinfrastrukturen: Zum Aufbau und Betrieb 
von Cloudinfrastrukturen sind Technologien aus den Bereichen »Cloud Infra-
structure« (Server, Speicher, Cloud Appliances), »Cloud Middleware« (Daten-
bank, Virtualisierung, Betriebssystem) und »Cloud Management« (Quota Ma-
nagement, Fakturierung) notwendig. Zu den wichtigsten Anbietern im Bereich 
»Cloud Infrastructure« zählen in Deutschland neben Cisco und IBM, die insbe-
sondere im Hinblick auf die Portfolio-Attraktivität führend sind, auch Fujitsu, 
EMC, HP, Dell und Oracle. Sowohl im Bereich »Cloud Middleware« als auch 
im Bereich »Cloud Management« nehmen VMware, Microsoft und IBM die 
Spitzenplätze ein. Im Bereich »Cloud Middleware« werden außerdem die Portfo-
lios von Citrix, RedHat und Suse für besonders attraktiv gehalten. Im Bereich 
»Cloud Management« heben Velten/Janata (2012a) auch das Angebot von 
Zimory hervor. 
Dienstleister im Bereich Cloud Computing: Auf dem Cloud-Computing-Markt 
werden auch Dienstleistungen angeboten, die auf die Unterstützung bei Planung, 
Aufbau und Integration von Cloudinfrastrukturen abzielen. Die Dienstleistungen 
lassen sich den Bereichen »Beratung« (Planung und Analyse, TCO/ROI-Model-
ling, Vendor Selection) und »Integration« (Process and Application Integration, 
Data Migration, Identity Management) zuordnen. Im Bereich »Beratung« heben 
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Velten/Janata (2012a) die Angebote von Atos und Accenture besonders hervor. 
Beide sind in der Lage, eine umfassende Cloudberatung anzubieten. Andere Un-
ternehmen mit attraktivem Portfolio wie PwC, CSC oder COMPAREX werden 
lediglich in Teildisziplinen als stark eingeschätzt. Im Bereich Integration sind laut 
»Cloud Vendor Benchmark« IBM, Atos und T-Systems führend, knapp gefolgt 
von Unternehmen wie Accenture, HP, BT Germany und Fujitsu. 
FAZIT – KONVERGENZ DER MÄRKTE 3. 
Beide Teilmärkte des Marktsegments für Software und IT-Services, der Markt 
für Big Data und jener für Cloud Computing, entwickeln sich sehr dynamisch. 
Für beide wird erwartet, dass die durchschnittlichen jährlichen Wachstumsraten 
zumindest über die nächsten fünf Jahre im zweistelligen Bereich liegen werden. 
Studien zur Größe des Marktes für cloudbasierte Big-Data-Lösungen sind rar. 
Die Analysten von TechNavio (2012) gehen von einem durchschnittlichen jähr-
lichen Wachstum von rund 69 % zwischen 2012 und 2016 aus. Den wesentli-
chen Treiber für dieses rasante Marktwachstum sieht TechNavio im großen Be-
darf an kostengünstigen Big-Data-Lösungen. 
Auf beiden Märkten sind neben etablierten Anbietern, die versuchen, ihr Ge-
schäftsfeld auszudehnen, auch zahlreiche Start-ups aktiv, die mit dem Ziel, zu-
mindest einen der Märkte zu bedienen, entstanden sind. Zu den Anbietern, die 
laut TechNavio (2012) den Markt für cloudbasierte Big-Data-Lösungen domi-
nieren, gehören EMC, Microsoft, IBM und Google. Aber auch Anbieter wie 
Oracle, HP, SAP, Tresata, 1010data, ClickFox, Amazon, Infochimps und Le-
xisNexis sind in diesem Markt aktiv (TechNavio 2012). Eine umfassende Liste 
von Anbietern auf dem Markt für cloudbasierte Big-Data-Lösungen, die zwischen 
Data-as-a-Service- und IaaS-Anbietern unterscheidet, wurde von Feinleib (2013) 
veröffentlicht. 
Google und Amazon sind insofern Spezialfälle, als dass beide Unternehmen so-
wohl im Bereich Big Data als auch im Bereich Cloud Computing als Pioniere 
gesehen werden können. Google hat mit BigQuery einen Clouddienst im Ange-
bot, der es erlaubt, große Datenmengen mithilfe von SQL-Kommandos zu unter-
suchen. Der Dienst nutzt die Cloudinfrastruktur von Google. Die Lösung Elastic 
MapReduce von Amazon ist ebenfalls ein Clouddienst, mit dem große Daten-
mengen verarbeitet werden können. Zum Einsatz kommt ein Hadoop-Frame-
work, das auf der Cloudinfrastruktur von Amazon ausgeführt wird. 
Während klassische Big-Data-Lösungen durchaus auch von deutschen Unter-
nehmen, bzw. von Unternehmen mit deutschen Wurzeln, angeboten werden, 
handelt es sich bei den Anbietern von cloudbasierten Big-Data-Lösungen fast 
ausschließlich um US-amerikanische Unternehmen (Landrock 2013b, S. 27). 
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DIFFUSION UND NUTZUNG IV. 
BIG DATA 1. 
Die Ausführungen zur Diffusion und Nutzung von Big Data spiegeln die Ergeb-
nisse einer Reihe von Studien wider, die seit dem Jahr 2011 veröffentlicht wur-
den (Bange et al. 2013; Interxion 2013; Russom 2011; Schroeck et al. 2012; 
TCS 2013). Die Studien beschäftigen sich überwiegend mit der Situation in Un-
ternehmen, nur ansatzweise wird zum Teil auch die Situation in der öffentlichen 
Verwaltung adressiert. Im Hinblick auf die Nutzung von Big Data in der Wis-
senschaft durch Privatpersonen sind keine Studien verfügbar. 
In diesem Teilkapitel werden die Diffusion und Nutzung von Big-Data-Lösungen 
in Unternehmen, in der öffentlichen Verwaltung, in der Wissenschaft und von 
Privatpersonen diskutiert. Diffusion und Nutzung unterscheiden sich von An-
wendergruppe zu Anwendergruppe zum Teil erheblich. Außerdem sind inner-
halb von bestimmten Gruppen auch regionale Unterschiede erkennbar. 
UNTERNEHMEN 1.1 
Zunächst wird die Nutzung von Big-Data-Analysen in den verschiedenen Regio-
nen und Fachbereichen diskutiert. Anschließend werden die analysierten Daten, 
die verwendete Plattform und die eingesetzten Werkzeuge und die Zuständigkei-
ten für Big Data in Unternehmen betrachtet. Abschließend wird kurz die Zufrie-
denheit von Unternehmen bezüglich der Durchführung von Big-Data-Analysen 
adressiert. 
REGIONEN 1.1.1 
Im Jahr 2012 befragte TCS (2013) 1.217 Vertreter von Unternehmen in den 
USA, Europa, der Region Asien/Pazifik und Lateinamerika zu ihren Erfahrungen 
mit Big Data. Insgesamt gaben 643 Teilnehmer (53 %) an, dass ihr jeweiliges 
Unternehmen große Datenmengen analysiert, um beispielsweise Entscheidungen 
zu unterstützen oder Geschäftsprozesse zu optimieren. Nur den Vertretern von 
Unternehmen, die im Bereich Big Data aktiv sind, wurden weitere Fragen zu ih-
ren Erfahrungen gestellt. Die Unternehmen wurden bei der Studie überwiegend 
von IT-Verantwortlichen (62 %) vertreten, es nahmen aber auch Analysten und 
Fachbereichsverantwortliche teil. Knapp die Hälfte der befragten Unternehmen 
(48 %) hatte seinen Hauptsitz in den USA, ein Viertel in Europa. 
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Während 68 % der US-amerikanischen Unternehmen angaben, dass sie im Be-
reich Big Data aktiv sind, waren es nur 45 % der befragten europäischen Unter-
nehmen und gar nur 39 % aus der Region Asien/Pazifik (TCS 2013). Die Studie 
von TCS legt die Vermutung nahe, dass US-amerikanische Unternehmen im 
Hinblick auf Big Data anderen Unternehmen voraus sind. Besonders aktiv sind 
neben den USA auch Indien und Mexiko. In Europa sind den Ergebnissen der 
Studie zufolge Unternehmen mit Sitz im Vereinigten Königreich deutlich aktiver 
als Unternehmen in Deutschland oder den Niederlanden. Im Rahmen der Studie 
gaben nur 34 % der deutschen Unternehmen an, dass sie im Bereich Big Data 
aktiv sind (Abb. IV.1). 
ABB. IV.1 DURCHFÜHRUNG VON BIG-DATA-ANALYSEN NACH REGIONEN 
 
Quelle: nach TCS 2013, S. 16 f. 
In einer ebenfalls 2012 durchgeführten IBM-Studie gaben 28 % der Teilnehmer 
an, dass sie Pilotprojekte im Bereich Big Data begonnen und erste Lösungen im-
plementiert haben (Schroeck et al. 2012). Mit 47 % gab fast die Hälfte der Be-
fragten an, dass Big-Data-Aktivitäten in Planung seien. An der von IBM global 
durchgeführten Studie nahmen 1.144 Verantwortliche aus den Geschäftsberei-
chen und der IT teil. Im Jahre 2012 befragte Interxion (2013) 750 europäische 
IT-Verantwortliche aus Unternehmen mit mehr als 500 Mitarbeitern zu ihren 
Erfahrungen mit Big Data. Mit 25 % gab genau ein Viertel der Befragten an, sich 
bereits mit Big Data auseinandergesetzt und ein geeignetes Anwendungsszenario 
identifiziert zu haben. 22 % der Studienteilnehmer sind noch auf der Suche nach 
einem geeigneten Anwendungsszenario. In einer von Russom (2011) für TDWI 
durchgeführten Studie gaben 34 % der Teilnehmer an, dass das von ihnen vertre-
tene Unternehmen große Datenmengen analysiert. 40 % gaben an, dass zwar 
Daten analysiert werden, aber keine speziellen Big-Data-Werkzeuge zum Einsatz 
kommen. An der TDWI-Studie nahmen 325 IT-Fachleute, Nutzer aus den Ge-
schäftsbereichen und Berater teil. Sowohl die von IBM durchgeführte Studie als 
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Die Abweichungen zwischen den Studien sind vermutlich primär auf unter-
schiedliche Auffassungen im Hinblick auf die Abgrenzung zwischen Datenanaly-
sen im Sinne klassischer BI einerseits und Big-Data-Analysen andererseits zu-
rückzuführen. Relativ klar ist, dass sich Unternehmen intensiv mit dem Thema 
auseinandersetzen und rund ein Drittel der Unternehmen bereits erste praktische 
Erfahrungen mit Big Data gesammelt hat. Darüber hinaus gibt es starke regiona-
le Unterschiede im Hinblick auf die Nutzung von Big Data. 
FACHBEREICHE 1.1.2 
Im Rahmen einer BARC-Studie wurde unter anderem untersucht, in welchen 
Fachbereichen Big Data in Europa zum Einsatz kommt (Bange et al. 2013, 
S. 22). An der Studie nahmen 274 Fachbereichs- und IT-Verantwortliche aus 
Deutschland, Österreich der Schweiz, Frankreich und dem Vereinigten König-
reich teil. Die Studienteilnehmer gaben an, dass Big-Data-Analysen vor allem im 
Bereich Controlling vorgenommen werden. Weitere Bereiche, in denen Big-Data-
Analysen relativ häufig durchgeführt werden, sind Marketing, Vertrieb, IT, Pro-
duktion sowie Forschung und Entwicklung (Abb. IV.2). 
ABB. IV.2 NUTZUNG VON BIG-DATA-ANALYSEN NACH FACHBEREICHEN 
 
Quelle: nach Bange et al. 2013, S. 22 
Bei der Betrachtung der regionalen Unterschiede fällt auf, dass Big-Data-Analy-
sen im Vereinigten Königreich vor allem in den Bereichen Marketing und Ver-
trieb häufiger zum Einsatz kommen als in den anderen untersuchten Staaten 
(Bange et al. 2013, S. 24). In Deutschland, Österreich und der Schweiz werden 
im Bereich Controlling eher Big-Data-Analysen durchgeführt als im Vereinigten 
Königreich oder in Frankreich. Besonders auffällig ist außerdem, dass Big-Data-
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terreich und der Schweiz eine deutlich geringere Bedeutung zu haben scheinen 
als in den anderen beiden Staaten. 
TCS (2013) nennt zahlreiche Anwendungsszenarien für Big-Data-Analysen in 
unterschiedlichen Fachbereichen. Die Szenarien wurden im Rahmen einer um-
fassenden Studie im Hinblick auf ihr Potenzial bewertet. Die Szenarien sind ins-
besondere deshalb interessant, da fehlende überzeugende Einsatzszenarien 
nicht selten als Kernproblem im Kontext von Big Data beschrieben werden 
(z. B. Bange et al. 2013, S. 6). Bezüglich der Bedeutung von Big-Data-Analysen 
in den Fachbereichen stimmen die Ergebnisse von TATA Consultancy Services 
(TCS) weitgehend mit jenen von BARC überein. Im Hinblick auf den Verkauf 
unterstrichen die TCS-Studienteilnehmer z. B. die Bedeutung von Big-Data-
Analysen für die Identifizierung der wertvollsten Kunden, die Identifizierung von 
Cross-Selling-Potenzialen oder die Bestimmung der optimalen Verkaufstechniken 
und Verkaufsangebote. Im Bereich Marketing wird die Bedeutung von Big-Data-
Analysen beispielsweise für die Bestimmung der Wirksamkeit von Werbekam-
pagnen und Vertriebswegen betont (TCS 2013). Auch im Bereich Controlling 
werden verschiedene Anwendungsszenarien aufgezeigt. 
DATEN 1.1.3 
Mit 51 % sind gut die Hälfte der Daten, die in den von TCS befragten Unter-
nehmen analysiert werden können, strukturiert, 27 % unstrukturiert und 21 % 
teilstrukturiert (TCS 2013). Gut zwei Drittel der Daten fallen intern an und 
knapp ein Drittel stammt von Quellen außerhalb der Unternehmen. Laut TCS 
(2013, S. 41) gibt es vor allem im Hinblick auf die Strukturiertheit der zu analy-
sierenden Daten große Unterschiede von Branche zu Branche. Während z. B. im 
Einzelhandel bis zu zwei Drittel der Daten (67 %) strukturiert sind, ist beispiels-
weise in der Medien- und Unterhaltungsbranche deutlich mehr als die Hälfte der 
Daten (58 %) unstrukturiert. Schroeck et al. (2012) fragten in der IBM-Studie 
ausdrücklich nach den Daten, die für Big-Data-Analysen genutzt werden. In den 
meisten der befragten Unternehmen werden Transaktionsdaten (88 %), Proto-
kolldaten (73 %), Ereignisdaten (59 %) und E-Mails (57 %) genutzt. Rund 40 % 
der Unternehmen gaben an, dass sie Daten aus sozialen Medien, Sensordaten, 
externe Datenfeeds, RFID-Scans/Point-of-Sale-Daten (POS-Daten), Freiformtext, 
Geodaten oder Audiodaten verwenden. Mit 34 % der Unternehmen analysieren 
immerhin noch ein gutes Drittel Standbilder und Videos (Schroeck et al. 2012). 
In Übereinstimmung mit TCS weist IBM darauf hin, dass hauptsächlich interne 
Datenquellen für Big-Data-Analysen verwendet werden (Abb. IV.3). 
Die Ergebnisse der BARC- sowie der TDWI-Studie unterscheiden sich im Hin-
blick auf die verwendeten Datentypen nicht wesentlich von den Ergebnissen der 
IBM-Studie (Bange et al. 2013; Russom 2011). Bange et al. (2013) fragten im 
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Rahmen der BARC-Studie die Teilnehmer auch danach, in welchen Zeitinterval-
len Daten für die Analyse bereitgestellt werden. Die von den Studienteilnehmern 
vertretenen Unternehmen stellen nur 4 % ihrer Daten innerhalb von fünf Sekun-
den bereit und können diese somit in Echtzeit analysieren. Den Ergebnissen der 
Studie zufolge ist geplant, diesen Wert auf 10 % zu erhöhen. Mit 45 % wird der-
zeit fast die Hälfte der Daten nur einmal am Tag bereitgestellt. Russom (2011) 
kommt bei der Untersuchung der Analysehäufigkeit zum Ergebnis, dass tatsäch-
lich derzeit nur 4 % der Daten in Echtzeit analysiert werden. Russom untersuch-
te darüber hinaus das Volumen der analysierten Daten. 37 % der im Rahmen 
der TDWI-Studie befragten Unternehmen gaben an, dass sie derzeit Daten im 
Umfang von 10 bis 100 Terabyte analysieren. Nur 11 % der Unternehmen ana-
lysieren schon heute Daten im Umfang von mehr als 100 Terabyte. Den Ergeb-
nissen der Studie zufolge soll der Anteil der Unternehmen in dieser Kategorie in 
absehbarer Zeit bei über 40 % liegen (Russom 2011). 
ABB. IV.3 BEI BIG-DATA-ANALYSEN VERWENDETE DATENTYPEN 
 
Quelle: nach Schroeck et al. 2012 
PLATTFORM UND WERKZEUGE 1.1.4 
Im Hinblick auf die zur Durchführung von Big-Data-Analysen verwendete Platt-
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struktur, ein leistungsfähiges Data Warehouse sowie Sicherheit und Governance 
eine besonders wichtige Rolle (Schroeck et al. 2012). In der von IBM durchge-
führten Studie hielten zwischen 58 und 65 % der Befragten diese Aspekte für 
zentral. Abfragen und Reporting, Data Mining, Datenvisualisierung, Vorher-
sagemodelle und Optimierung zählen zu den kritischen Aspekten im Zusam-
menhang mit Analysewerkzeugen für Big Data. Zwischen 65 und 91 % der Stu-
dienteilnehmer maßen diesen Aspekten besondere Bedeutung bei. Bange et al. 
(2013) fragten nicht nach den zentralen Aspekten, sondern nach den verwende-
ten Werkzeugen. Während 86 % der befragten Unternehmen Standardwerkzeu-
ge zur Analyse großer Datenmengen verwenden, sind bei 49 % Individualent-
wicklungen im Einsatz. Spezielle Big-Data-Werkzeuge werden derzeit von im-
merhin 44 % der befragten Unternehmen eingesetzt. Bei weiteren 36 % ist der 
Einsatz solcher Werkzeuge geplant (Abb. IV.4). 
ABB. IV.4 BEI BIG-DATA-ANALYSEN VERWENDETE TECHNOLOGIEN 
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Bei den speziellen Big-Data-Werkzeugen spielen neben analytischen Datenban-
ken, vor allem Big-Data-Appliances, HDFS, Hive, Streamingdatenbanken/Event 
Processing und NoSQL-Datenbanken eine wichtige Rolle. Spezielle Big-Data-
Analyse-Anwendungen sind noch kaum verbreitet. 
Auch Russom (2011) kommt zum Ergebnis, dass Data Warehouses (64 %) und 
relationale Datenbanken (38 %) bei der Analyse großer Datenmengen eine wich-
tige Rolle spielen. Auf die Analyse von großen Datenmengen spezialisierte Da-
tenbanken folgen mit 28 % vor verteilten Dateisystemen wie HDFS/Hadoop mit 
24 %. Den Einsatz von cloudbasierten Analyseplattformen bestätigten im Rah-
men der Studie nur 12 % der Befragten. Genau in diesem Bereich besteht aller-
dings den Ergebnissen der TDWI-Studie zufolge sehr großes Interesse. Während 
ein Rückgang vor allem bei der Verwendung von relationalen Datenbanken er-
wartet wird, soll die Nutzung von verteilten Dateisystemen und cloudbasierten 
Analyseplattformen deutlich zunehmen. Mit 30 % würde knapp ein Drittel der 
Befragten die Nutzung einer cloudbasierten Analyseplattform der aktuellen Lö-
sung vorziehen. 43 % der von Russom im Rahmen der TDWI-Studie befragten 
Studienteilnehmer gaben an, dass sie ihre Datenanalyselösung bis 2015 ersetzen 
wollen. Den Ergebnissen der Studie zufolge haben 9 % bereits eine Analyselö-
sung angeschafft, die den Anforderungen von Big Data gewachsen ist. 
ZUSTÄNDIGKEIT 1.1.5 
Die Ergebnisse der Studien von TDWI und BARC stimmen im Hinblick auf die 
Zuständigkeit für Big Data in Unternehmen weitgehend überein. Während 41 % 
der Teilnehmer an der TDWI-Studie die Zuständigkeit beim Data-Warehouse- 
bzw. BI-Team sehen (Russom 2011), sehen das 47 % der BARC-Studienteilneh-
mer so (Bange et al. 2013). Neben dem Data-Warehouse- bzw. BI-Team spielen 
beiden Studien zufolge auch die IT und die einzelnen Geschäftsbereiche im Kon-
text der Analyse großer Datenmengen eine wichtige Rolle. Während allerdings bei 
der BARC-Studie mehr Teilnehmer die Zuständigkeit bei der IT sahen (23 zu 
16 %), war es bei den Teilnehmern der TDWI-Studie genau umgekehrt (12 zu 
21 %). Dieser Unterschied lässt sich vermutlich zum Teil auf regionale Unterschie-
de zurückführen. Sowohl die TDWI-Studie als auch die Studie von TCS lassen 
erkennen, dass sich das Verständnis der Zuständigkeiten für die Datenanalyse 
regional recht stark unterscheiden kann (Russom 2011, S. 15; TCS 2013, S. 31). 
Die Ergebnisse der TCS-Studie zeigen darüber hinaus auch, dass die Bedeutung 
der IT bzw. der einzelnen Geschäftsbereiche stark variiert, je nachdem ob die Zu-
ständigkeit für die Datenanalyse oder die Datenverarbeitung betrachtet wird (TCS 
2013). Auch das könnte aufgrund der unterschiedlichen Frageformulierungen zu 
der deutlichen Abweichung zwischen den Studienergebnissen geführt haben. Im 
Hinblick auf die Bedeutung des Datenarchitekturteams stimmen die Studien von 
TDWI und BARC wieder überein (Bange et al. 2013; Russom 2011). 
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ZUFRIEDENHEIT 1.1.6 
Die Studie von TCS (2013) zeigt, dass Unternehmen, die sich auf Big Data einge-
lassen haben und große Datenmengen analysieren, überwiegend mit den Ergeb-
nissen zufrieden sind. Über alle untersuchten Regionen hinweg waren 80 % der 
Studienteilnehmer der Meinung, dass die durchgeführten Big-Data-Analysen zu 
besseren Entscheidungen geführt haben. Auch im Hinblick auf die Zufriedenheit 
mit den Ergebnissen von Analysen großer Datenmengen gibt es regionale Unter-
schiede. Während beispielsweise im Vereinigten Königreich nur 73 % der im 
Rahmen der TCS-Studie Befragten zufrieden sind, waren es in Deutschland 90 % 
und in den Niederlanden sogar 91 % (TCS 2013). 
ÖFFENTLICHE VERWALTUNG 1.2 
Einerseits führt die öffentliche Verwaltung selbst Big-Data-Analysen durch, an-
dererseits fördert sie die Weiterentwicklung und Nutzung von Big-Data-Analy-
sen durch die Wissenschaft und Unternehmen. 
EINSATZBEREICHE 1.2.1 
Bisher wurden noch keine umfassenden Studien über die Nutzung von Big Data 
in der öffentlichen Verwaltung veröffentlicht. Einzelne Anwendungsbeispiele 
zeigen allerdings eindrücklich, dass die Durchführung von Big-Data-Analysen 
auch in der öffentlichen Verwaltung Vorteile bringen kann. 
Beispielsweise setzte das Königliche Technologie Institut in Stockholm bei einem 
Versuch zur Verbesserung des Verkehrsmanagements auf Big-Data-Analysen. 
Das Ziel war die Prognose und Vermeidung von Problemen auf Grundlage von 
Verkehrs- und Wetterdaten. Neben Unfall- und Staumeldungen sollten unter 
anderem auch GPD-Daten, Sensordaten und Videos in die Analyse einbezogen 
und in Echtzeit ausgewertet werden. Die Lösung, die auf IBM InfoSphere Streams 
aufbaut, wurde in das »intelligente Verkehrssystem« der Stadt Stockholm einge-
bunden und sorgt nicht nur für kürzere Fahrzeiten, sondern auch für weniger 
Verkehr und weniger Emissionen (BITKOM 2012, S. 69). 
Laut BITKOM (2012, S. 81) arbeitet die öffentliche Verwaltung in Indien in Zu-
sammenarbeit mit Unternehmen wie Wipro Technologies an einer zentralen Da-
tenbank, in der für jeden indischen Staatsbürger neben einer Identifikations-ID 
unter anderem auch biometrische Daten gespeichert werden sollen. Die Daten 
sollen de facto in Echtzeit abfragbar sein, um die Identifizierung von Personen 
im Rahmen von öffentlichen und kommerziellen Geschäftsprozessen nutzen zu 
können. Die Lösung für die öffentliche Verwaltung in Indien basiert zu einem 
großen Teil auf Open-Source-Lösungen wie Hadoop. 
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Das deutsche Unternehmen Empolis Information Management entwickelte in 
enger Zusammenarbeit mit dem Europäischen Patentamt mit EPOQUE-Net eine 
Lösung zur weltweiten Patentrecherche. Neben Patentinformationen werden 
zunehmend weitere Quellen wie wissenschaftliche Publikationen einbezogen, um 
bereits veröffentlichte Technologien zu identifizieren. Die Datenbank, auf die 
rund 6.500 Patentprüfer Zugriff haben, hat derzeit 450 Mio. Einträge. Die Lö-
sung ist mittlerweile in 45 Staaten im Einsatz. Dazu zählen neben den Mitglied-
staaten der EU auch Brasilien, Kanada und Australien (BITKOM 2012, S. 89). 
Das Schweizer Staatssekretariat SECO entschied sich im Hinblick auf die Durch-
führung von komplexen Analysen für die Arbeitsmarktstatistik für eine Daten-
banklösung, die den Anforderungen großer Datenmengen genügt. Das vorhan-
dene Datenbanksystem wurde durch die EMC Greenplum Database ersetzt, die 
eine massivparallele Verarbeitung von Daten auf preisgünstigen Standardservern 
erlaubt. Diese können von den Bundeslieferanten unkompliziert beschafft wer-
den. Im Frontend zeigte sich durch den Einsatz der neuen Lösung eine deutlich 
bessere Leistung (BITKOM 2012, S. 90). 
Auch die Geheimdienste der USA und des Vereinigten Königreichs sorgten kürz-
lich für viel Aufmerksamkeit, als Details über ihre Aktivitäten im Bereich Daten-
sammlung und -analyse bekannt wurden. Es wurden nicht nur sehr große Da-
tenmengen analysiert, sondern auch unterschiedlich strukturierte Daten aus 
mehreren Quellen. Darüber hinaus spielte eine zeitnahe Analyse eine wichtige 
Rolle, um entsprechend auf Entwicklungen reagieren zu können. Big-Data-Ana-
lysen werden auch im Gesundheitswesen sowie zur Verbrechensbekämpfung 
eingesetzt. 
Interessante Anwendungsszenarien für Big-Data-Analysen ergeben sich auch 
durch die zunehmende Verfügbarkeit öffentlicher Verwaltungsdaten (Open Data). 
FÖRDERUNG 1.2.2 
Mit der »Big Data Research and Development Initiative« beschloss die US-
Regierung 2012 ein umfassendes Forschungsprogramm. Insgesamt sollen mehr 
als 200 Mio. US-Dollar in Forschungsprojekte im Kontext von Big Data fließen. 
In der EU gibt es derzeit kein direkt vergleichbares Forschungsprogramm. Aktu-
ell setzt sich das im Rahmen des 7. Forschungsrahmenprogramms (FRP 7) der 
EU geförderte Projekt »BIG – Big Data Public Private Forum«5 vor allem mit der 
Entwicklung einer Strategie für die Big-Data-Forschung und der Förderung des 
Austausches zwischen Vertretern aus Forschung, Wirtschaft und Politik ausein-
ander. Im Rahmen von Horizont 2020, dessen erste Ausschreibungen im De-
zember 2013 veröffentlicht wurden, spielt Big Data eine zentrale Rolle mit rela-
                                            
5 www.big-project.eu 
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tiv großen Förderbudgets. Diese Bedeutung wird ebenfalls durch den Beschluss 
des Europäischen Rates zur Stärkung der europäischen IT-Industrie unterstri-
chen, der Big Data neben Cloud Computing als zentrales Gebiet benennt (ER 
2013). In Deutschland fördert das Bundesministerium für Bildung und For-
schung (BMBF) derzeit im Rahmen des Förderprogramms »IKT 2020 – For-
schung für Innovationen« den Aufbau von drei Kompetenzzentren sowie For-
schungsvorhaben im Bereich der Verwaltung und Analyse großer Datenmengen. 
Das Bundesministerium für Wirtschaft und Technologie (BMWi) richtete Ende 
2013 die Veranstaltung »Smart Data. Kongress – Workshop – Labor. Intelligen-
te IKT und effiziente Wertschöpfung für Big Data« aus, um Vertreter aus For-
schung, Wirtschaft und Politik zusammenzubringen, um eine Big-Data-Strategie 
zu erarbeiten, die den spezifischen Bedürfnissen und Prioritäten Deutschlands 
und Europas gerecht wird. Außerdem fördert das BMWi im Rahmen des Tech-
nologiewettbewerbs »Smart Data« die Entwicklung von innovativen Big-Data-
Lösungen. 
WISSENSCHAFT 1.3 
Auch wenn Big Data heutzutage vor allem als Herausforderung für Unterneh-
men sowie staatliche Stellen und Behörden gesehen wird, gehen die Ursprünge 
von Big Data eigentlich auf den wissenschaftlichen Anwendungsbereich zurück. 
Neben eher wissenschaftstheoretischen Diskussionen über die Frage, wie viel 
Informationen überhaupt existieren oder ob sie noch vom Menschen verarbeitet 
werden können, traten ab den 1990er Jahren zunehmend praktische Fragen der 
Speicherung, Bearbeitung und Analyse großer Datenmengen in den Vordergrund. 
Auslöser dafür war die Digitalisierung einzelner Wissenschaftsbereiche. So sam-
melte der 2000 gestartete Sloan Digital Sky Survey pro Nacht über 200 Gigabyte 
an digitalen astronomischen Daten (The Economist 2010c). Doch schon vorher 
tauchten Begriffe wie Large Data Sets oder gar Big Data auf, und wissenschaftli-
che Artikel beschäftigten sich mit deren Verarbeitung (z. B. Bryson et al. 1999; 
Cox/Ellsworth 1997). Deutlich wird dabei, dass der Begriff der Größe immer 
flexibel war und sich im Lauf der Zeit änderte. Ebenso ist zu bedenken, dass 
diese Formen großer Datenmengen nicht mit der heutigen Definition von Big 
Data übereinstimmen. Es handelte sich zwar auch oft um Bilddaten oder andere 
Daten, die sich schlecht in den gängigen Datenhaltungssystemen (insbesondere 
SQL-Datenbanken) speichern ließen, aber dennoch waren es selten polystruktu-
rierte Daten aus mehreren Quellen. So gesehen überrascht es kaum, dass viele 
theoretische Grundlagen zu Datenhaltung oder Analyse und insbesondere zur 
visuellen Analyse im wissenschaftlichen Umfeld entstanden. Die Kommerzialisie-
rung erfolgte dann durch die großen Internetunternehmen, die auch auf einen 
großen Erfahrungsschatz in der Sicherheitsforschung zurückgreifen konnten. 
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Dennoch hat auch in der Wissenschaft die Digitalisierung weiter Einzug gehal-
ten, und neue Analysemethoden und -modelle führten zu immer neuem Bedarf 
an fortschrittlicheren Lösungen. Diese heute auch als »eSciences« bezeichnete 
Entwicklung löste daher viele andere Entwicklungen aus, wie beispielsweise das 
Grid Computing, welches zu den direkten Vorläufern von Cloud Computing 
gehört. Deshalb ist es auch nicht weiter überraschend, dass der Wert von wissen-
schaftlichen Daten zunehmend in den Fokus geriet, insbesondere als es möglich 
wurde, diese Daten miteinander oder mit Datensätzen aus anderen Quellen zu 
kombinieren. Dementsprechend überrascht es nicht, dass bereits im September 
2008 die Fachzeitschrift »Nature« eine Sonderausgabe zum Thema Big Data in 
der Wissenschaft veröffentlichte. 
Ein Beispiel für diese neuen Möglichkeiten ist die Untersuchung eines Konsor-
tiums rund um die Harvard School of Public Health über den Zusammenhang 
zwischen der Mobilität von kenianischen Staatsbürgern und der Verbreitung von 
Malaria mithilfe der Analyse großer Datenmengen. Dazu werteten die Forscher 
über mehrere Jahre gesammelte Mobilfunkdaten von knapp 15 Mio. Kenianern 
sowie detaillierte Informationen über das regionale Auftreten von Krankheitsfäl-
len aus. Die Datenanalysen legten den Schluss nahe, dass die Krankheit ihren 
Ursprung in der Region rund um den Victoriasee hat und sich primär ostwärts in 
Richtung Nairobi ausbreitet. Die Analysen erlauben Rückschlüsse, die für die 
Vermeidung von Malariainfektionen von großer Bedeutung sind (Harvard 
School of Public Health 2012). Gleichzeitig warf das Projekt ethische Fragen 
auf, da beispielsweise die Auswertung der Mobilfunkdaten ohne Zustimmung 
der Nutzer erfolgte. Ein besonders häufig genanntes Beispiel für die Durchfüh-
rung von Analysen extrem großer Datenmengen im Dienste der Wissenschaft ist 
der bereits erwähnte LHC am CERN (The Economist 2010b). Neben der Epi-
demiologie und der Kernphysik spielt Big Data aber auch in anderen Disziplinen 
wie Astronomie, Geologie, Genetik oder Klimaforschung eine zunehmend wich-
tige Rolle (z. B. Andersen 2012; Sellars et al. 2013). Hierbei treten aber teilweise 
auch zunehmend wissenschaftstheoretische und ethische Fragen auf, die noch 
adressiert werden müssen (The Royal Society 2012). 
Die zunehmende Bedeutung von Daten in der Wissenschaft wurde auch auf poli-
tischer Ebene erkannt, wie der Bericht der Expertenkommission der EU zu wis-
senschaftlichen Daten (EK 2010) sowie die darauf basierende Erklärungen der 
Europäischen Kommission zeigen (EK 2009). Dementsprechend wurden auf euro-
päischer Ebene mit dem EUDAT-Projekt erste Schritte in die Wege geleitet, eine 
multidisziplinäre Plattform zur Datenspeicherung zu schaffen, an der auch deut-
sche Forschungseinrichtungen beteiligt sind (EUDAT). Darüber hinaus werden 
im Rahmen des Programms »eInfrastructure« sowie des Programms »Science in 
and with Society« von Horizont 2020 sowohl weitere technische Projekte als 
auch Projekte zu ethischen und forschungspolitischen Fragestellungen im Kon-
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text von Responsible Research and Innovation (RRI) adressiert (EK 2013b u. 
2013c). Auch in Deutschland hat das Förderprogramm des BMBF zu For-
schungsvorhaben in Big Data sowohl wissenschaftliche Forschungsprojekte als 
auch Begleitforschungen adressiert. 
PRIVATPERSONEN 1.4 
Privatpersonen führen in der Regel selbst keine Big-Data-Analysen durch. Sollte 
es doch einmal der Fall sein, bieten Big-Data-Lösungen auf Basis von Cloud 
Computing ein großes Potenzial, da keine Infrastruktur aufgebaut werden muss, 
sich die erforderlichen Kenntnisse auf die Datenauswahl, -analyse und -interpre-
tation beschränken und die Kosten überschaubar bleiben. Einige Anbieter von 
cloudbasierten Big-Data-Lösungen erlauben Privatpersonen die kostenlose Nut-
zung ihrer Infrastruktur in begrenztem Umfang. Google verfolgt beispielsweise 
ein entsprechendes Modell im Zusammenhang mit BigQuery. 
Ein Anwendungsgebiet, das sich zunehmender Beliebtheit erfreut, ist im Umfeld 
der Quantified-Self-Bewegung zu finden. Immer mehr Menschen finden daran 
Gefallen, unterschiedlichste persönliche Daten auszuwerten, um ihre Persönlich-
keitsentwicklung und Gesundheit zu beobachten und in der Folge fördern zu 
können. Vor allem mithilfe von Funkschnittstellen und Smartphone-Apps lassen 
sich Daten von zahlreichen Geräten aus dem medizinischen Bereich aufzeichnen. 
Aufgezeichnet werden nicht nur Daten zu Gewicht, Blutdruck, Herzratenvariabi-
lität oder Atemfrequenz, sondern immer mehr auch Daten zu Stress, Entspan-
nung oder psychischem Wohlbefinden (Liebram 2013). Besonders große Daten-
mengen kommen in diesem Zusammenhang nicht nur durch die kontinuierliche 
Erfassung zustande, sondern auch dadurch, dass Anhänger der Quantified-Self-
Bewegung ihre eigenen Werte mit den Werten von Menschen derselben Alters-
klasse oder desselben Fitnesslevels vergleichen möchten. Aktuell werden im Kon-
text der Bewegung fast ausschließlich strukturierte Daten ausgewertet. 
Auch wenn Privatpersonen nur in Ausnahmefällen Analysen durchführen, profi-
tieren sie doch in vielerlei Hinsicht von Big-Data-Analysen, die von Unterneh-
men, der öffentlichen Verwaltung oder der Wissenschaft durchgeführt werden. 
Vor allem im Hinblick auf die Wissenschaft ist das Verhältnis allerdings keines-
wegs ein einseitiges. Im Rahmen der Citizen Science sind Privatpersonen auf-
gerufen, sich in wissenschaftliche Prozesse einzubringen (Haarmann 2013). In 
vielen Projekten handelt es sich vor allem um eine Unterstützung von Wissen-
schaftlern bei der Erhebung von Daten. Dieses Vorgehen ermöglicht das rasche 
Erstellen umfangreicher Datensätze mit überschaubaren Kosten. Privatpersonen 
können sich aber auch als Mitglieder von Beratungsgremien an Forschungspro-
jekten beteiligen oder private Rechenleistung für wissenschaftliche Projekte zur 
Verfügung stellen. Daten, die von Stellen und Behörden der öffentlichen Verwal-
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tung erhoben wurden, stehen mittlerweile in vielen Fällen auch Privatpersonen in 
Form von Open Data zur Verfügung. 
CLOUD COMPUTING 2. 
Es werden die Diffusion und Nutzung von Clouddiensten in Unternehmen, in 
der öffentlichen Verwaltung, in der Wissenschaft und von Privatpersonen disku-
tiert. Diffusion und Nutzung unterscheiden sich über die Anwendergruppen zum 
Teil erheblich. Außerdem sind innerhalb von bestimmten Gruppen auch regiona-
le Unterschiede erkennbar. Anwender erwarten sich von Clouddiensten unter 
anderem höhere Flexibilität und sinkende Kosten. 
UNTERNEHMEN 2.1 
Im Rahmen einer IDC-Studie wurden von Cattaneo et al. (2012) Vertreter von 
Unternehmen und Einrichtungen der öffentlichen Verwaltung im Hinblick auf 
die Nutzung von Cloudangeboten befragt. Von den 1.056 Teilnehmern aus neun 
EU-Mitgliedstaaten gaben 45 % an, dass sie zumindest in einem Bereich Services 
aus der Cloud nutzen. 32 % der Unternehmen nutzen Cloudangebote in mehr als 
einem Bereich (Cattaneo et al. 2012, S. 16). Einer Studie des Cloud Industry Fo-
rum (2012b, S. 5) mit 400 Teilnehmern zufolge nutzen bereits 76 % der Unter-
nehmen und Einrichtungen der öffentlichen Verwaltung in den USA zumindest in 
einem Bereich Dienste aus der Cloud. Befragt wurden in beiden Studien leitende 
Entscheidungsträger. Auch wenn die Ergebnisse der beiden Studien aufgrund un-
terschiedlicher methodischer Ansätze nicht ohne Weiteres vergleichbar sind, deu-
ten sie doch auf eine stärkere Nutzung von Cloudangeboten in den USA hin. 
Aus den Ergebnissen der Studie von Cattaneo et al. (2012) geht klar hervor, dass 
größere Unternehmen in Europa eher Cloudangebote nutzen als kleinere. In den 
USA greifen laut Cloud Industry Forum (2012b) im Gegensatz dazu neben gro-
ßen Organisationen auch sehr kleine Organisationen auf Cloudangebote zurück. 
Den Ergebnissen der Studie zufolge greifen Organisationen mit 100 bis 999 Mit-
arbeitern in den USA seltener auf Cloudangebote zurück als andere. Für Europa 
konnten keine Auffälligkeiten im Hinblick auf die Nutzung von Cloudangeboten 
in unterschiedlichen Branchen festgestellt werden (Cattaneo et al. 2012). Ein 
Vergleich mit der Situation in den USA ist aufgrund fehlender Daten nicht mög-
lich. 
Cattaneo et al. (2012, S. 14) zufolge werden in Europa vor allem E-Mail- und 
Security-Dienste aus der Cloud genutzt. Überraschend ist, dass Back-Office-
Dienste bereits an dritter Stelle liegen. Back-Office-Dienste umfassen eine breite 
Palette an Diensten von Beschaffungslösungen über Lösungen für das Rechnungs-
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wesen bis hin zu umfassenden ERP-Lösungen und haben normalerweise einen 
hohen Individualisierungsgrad. Der Grund für die Platzierung liegt wahrscheinlich 
in der sehr breit angelegten Kategorie Back-Office-Dienste. Datenbank- und Spei-
cherdienste werden ebenfalls häufig aus der Cloud bezogen. Überraschend ist 
auch der hohe Wert für BI-Dienste. Es fällt auf, dass vor allem einfache Dienste 
vermehrt im Rahmen von Cloudangeboten genutzt werden. Im Hinblick auf die 
verwendeten Dienste ist die Situation in den USA ähnlich wie in Europa (Cloud 
Industry Forum 2012b, S. 9). Spiceworks (2013, S. 9) befragte im Rahmen einer 
Studie weltweit 1.000 IT-Spezialisten und kam zu ähnlichen Ergebnissen. 
Es fällt auf, dass vor allem KMU in den USA bei der Nutzung von Cloudangebo-
ten deutlich weniger zögerlich sind als entsprechende Unternehmen in Europa. 
Da KMU einen wesentlichen Teil der europäischen Unternehmenslandschaft 
ausmachen, kann der kleinere Markt für Cloud Computing in Europa teilweise 
auf dieses Zögern zurückgeführt werden. Gartner (2012a) geht davon aus, dass 
der Rückstand hinter den USA zumindest zwei Jahre ausmacht. Andere – wie 
z. B. Borja (2012) – gehen davon aus, dass der Abstand noch größer ist. 
Nach den Ergebnissen einer Umfrage, die von KPMG und BITKOM durchge-
führt wurde, nutzten Ende des Jahres 2012 rund 37 % aller Unternehmen in 
Deutschland Cloud Computing, während der entsprechende Wert im Vorjahr 
nur bei 28 % lag (KPMG/BITKOM 2013). Bei Großunternehmen ab 2.000 Mit-
arbeitern liegt der Wert mit 65 % deutlich höher als bei kleineren Unternehmen. 
Während 34 % der deutschen Unternehmen auf Private-Cloud-Angebote setzten, 
entscheiden sich nur 10 % für die Public Cloud. Der Anteil der Unternehmen, für 
die Cloud Computing nicht in Betracht kommt, ist 2012 gegenüber dem Vorjahr 
in allen Größenklassen deutlich gesunken. Vor allem sehr große Unternehmen 
kommen dem »Cloud-Monitor 2013« zufolge nur sehr schwer um das Thema 
herum. Während sich 2011 noch 50 % der deutschen Unternehmen nicht mit 
Cloud Computing beschäftigten, waren es 2012 nur noch 34 %. IDC (2012a) 
weist im Rahmen des Berichts zur Studie »Cloud Computing in Deutschland 
2012« darauf hin, dass in 56 % der befragten Unternehmen Cloud Computing 
formell Bestandteil der IT-Strategie ist. Dieses Ergebnis zeigt deutlich, welchen 
Stellenwert Cloud Computing mittlerweile in deutschen Unternehmen einnimmt. 
Im Branchenvergleich liegt in Deutschland sowohl bei der Nutzung von Private-
Cloud-Angeboten als auch bei der Nutzung von Public-Cloud-Angeboten der 
Bereich IT und Telekommunikation mit 58 % bzw. 26 % an der Spitze. Mit je 
41 % werden Private-Cloud-Angebote auch in der Chemie- und Pharmaindustrie 
und im Bereich Verkehr und Logistik häufig genutzt. Mit 36 % setzt auch gut 
ein Drittel der Finanzdienstleister auf Private-Cloud-Angebote. In der Chemie- 
und Pharmaindustrie nutzen immerhin 17 % der Unternehmen in Deutschland 
Public-Cloud-Angebote (Abb. IV.5). 
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ABB. IV.5 NUTZUNG VON CLOUDDIENSTEN NACH BRANCHE 
 
Quelle: nach KPMG/BITKOM 2013 
ABB. IV.6 NUTZUNG VON SAAS-DIENSTEN IM RAHMEN VON PUBLIC-CLOUD-ANGEBOTEN 
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Kollaborations-/Kommunikations- und CRM-Lösungen sind derzeit laut »Cloud-
Monitor 2013« die wichtigsten Anwendungsfelder für SaaS-Services aus der 
Public Cloud. Die Vorteile von Cloud Computing wie verteilter Zugriff von ver-
schiedenen Standorten oder die Nutzung unterschiedlicher Endgeräte kommen 
hier besonders stark zum Tragen. Von den Unternehmen, die Public-Cloud-
Angebote nutzen, haben 19 % Kollaborations-/Kommunikationslösungen und 
13 % CRM-Lösungen im Einsatz. Laut KPMG/BITKOM (2013, S. 28) gehört 
der Zugriff auf Unternehmensdaten und -anwendungen zu den wichtigsten Mo-
tiven für die Nutzung von Cloudangeboten. ERP-Lösungen aus der Public Cloud 
werden nur von 6 % eingesetzt. Mit 1 % spielen BI-Lösungen in Deutschland 
noch eine untergeordnete Rolle (Abb. IV.6). 
ÖFFENTLICHE VERWALTUNG 2.2 
Um die Diffusion und Nutzung von Cloud Computing insgesamt zu fördern, 
schlägt KPMG (2012) vor, den Einsatz von Cloud Computing in der öffentli-
chen Verwaltung zu forcieren. 
Einerseits nutzt die öffentliche Verwaltung selbst Clouddienste, andererseits för-
dert sie die Weiterentwicklung und Nutzung von Cloud Computing durch die 
Wissenschaft bzw. Unternehmen. 
EINSATZBEREICHE 2.2.1 
Die beiden bereits erwähnten Studien von Cattaneo et al. (2012) und vom Cloud 
Industry Forum (2012b) berücksichtigten neben Unternehmen auch Einrichtun-
gen der öffentlichen Verwaltung. In Europa nutzen rund 43 % der Studienteil-
nehmer aus dem Bereich Regierung (Government) Services, die im Rahmen von 
Cloudangeboten bereitgestellt werden. Aus den Bereichen Gesundheitswesen 
und Bildung (Healthcare/Education) gaben 41 % der Teilnehmer an, zumindest 
in einem Bereich entsprechende Services zu nutzen (Cattaneo et al. 2012, S. 19). 
In den USA nutzen 63 % der Studienteilnehmer aus dem öffentlichen Sektor zu-
mindest einen Dienst aus der Cloud (Cloud Industry Forum 2012b, S. 5). 
Eine Studie von KPMG (2012) untersuchte die Nutzung von Cloud Computing 
in zehn Staaten und stellte zahlreiche Unterschiede zwischen den verfolgten 
Ansätzen fest. Die Studie konzentrierte sich vor allem auf die verwendeten Kate-
gorien von Services und die Bereiche, in denen Clouddienste zum Einsatz kom-
men. An der 2011 durchgeführten Studie nahmen 429 Regierungsvertreter und 
808 Führungskräfte von Unternehmen teil. Zusätzlich wurden mehrere Regie-
rungschefs im Rahmen von Interviews befragt. Den Ergebnissen der Studie zu-
folge liegen staatliche Stellen und Behörden im Hinblick auf den Einsatz von 
Cloud Computing deutlich hinter Unternehmen zurück (Abb. IV.7). Die Ergeb-
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nisse lassen allerdings ein zunehmendes Interesse der öffentlichen Verwaltung an 
Clouddiensten erkennen. 
ABB. IV.7 NUTZUNG VON CLOUD COMPUTING IN UNTERNEHMEN UND 
 DER ÖFFENTLICHEN VERWALTUNG 
 
Quelle: nach KPMG/BITKOM 2013 
Mit 32 % gab knapp ein Drittel der Befragten an, eine Private Cloud zu nutzen 
bzw. dies zu planen. 26 % der Regierungsvertreter gaben an, dass die staatliche 
Stelle oder Behörde, die sie vertreten, eine Hybrid-Cloud-Umgebung nutzt oder 
zu nutzen plant. Weniger als ein Viertel der Befragten (22 %) gab an, dass die 
Nutzung von Diensten aus einer Public Cloud favorisiert werde. Genutzt werden 
in der öffentlichen Verwaltung überwiegend SaaS-Dienste. Während 38 % der 
befragten Regierungsvertreter bereit sind, in SaaS-Dienste zu investieren, können 
sich das nur 28 % bei PaaS- und 26 % bei IaaS-Diensten vorstellen. 
Auf Ebene der Mitgliedstaaten unterscheiden sich die Ansätze zur Nutzung von 
Cloud Computing von Staat zu Staat deutlich. Von den zehn im Rahmen der 
KPMG-Studie untersuchten Staaten sind fünf Mitgliedstaaten der EU (Däne-
mark, die Niederlande, das Vereinigte Königreich, Italien und Spanien). Wäh-
rend vor allem in Dänemark und Italien die Möglichkeiten des Cloud Compu-
ting umfassend genutzt werden, ist das in anderen Staaten weniger der Fall. 
Mögliche Einflussfaktoren könnten laut KPMG (2012, S. 21 ff.) unter anderem 
die Größe des Staates, der Zentralisierungsgrad (zentrale vs. föderale Strukturen) 
oder das Interesse an Kosteneinsparungen sein. 
In Dänemark werden die Daten der öffentlichen Verwaltung bereits seit gerau-
mer Zeit zentral gespeichert (CPR 2009; Willumsen 1999). Dokumente der dä-
nischen Agentur für Digitalisierung zeigen, dass sich zahlreiche Initiativen auf 
verschiedenen Ebenen mit Cloud Computing beschäftigen. Beispielsweise soll die 
zentrale E-Invoicing-Plattform »NemHandel« in Zukunft durch einen Cloudser-
vice realisiert werden. Im Hinblick auf Dänemark sind keine Pläne zum Aufbau 
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Im Gegensatz dazu realisierten die Regierungen von Frankreich und dem Verei-
nigten Königreich mit »Andromède« bzw. »G-Cloud« nationale Cloudumge-
bungen, die als Plattform für den gesamten öffentlichen Sektor dienen sollen. 
Das primäre Ziel der Initiativen war die Reduktion von Kosten. Im Gegensatz 
zur Cloudumgebung des Vereinigten Königreichs soll die französische Cloudum-
gebung nicht nur von Einrichtungen der öffentlichen Verwaltung, sondern auch 
von Unternehmen genutzt werden. 
Im Hinblick auf die Verwendung von Cloud Computing im öffentlichen Sektor 
in Europa fallen im Vergleich zu den USA drei wesentliche Unterschiede auf. Die 
Nutzung von Cloud Computing wird in Europa auf nationaler Ebene vorange-
trieben und unterscheidet sich stark von einem Staat zum anderen. Die meisten 
Initiativen in Europa sind noch in einem sehr frühen Stadium. Die nationalen 
Strategien zielen häufig auf große nationale Cloudumgebungen ab, die nicht nur 
vom öffentlichen Sektor, sondern auch von Geschäftskunden genutzt werden 
sollen. Diese Cloudumgebungen werden häufig als kritisch für die Wettbewerbs-
fähigkeit des nationalen IT-Sektors angesehen. Obwohl dieser Aspekt nicht offi-
ziell Teil der Strategie der USA ist, wird es wahrscheinlich zumindest als eine 
Nebenerscheinung angesehen (Higgins 2012). 
Auch Japan baute mit der »Kasumigaseki Cloud« eine große nationale Clou-
dumgebung auf (Wyld 2010). In den USA haben einige Initiativen bereits einen 
sehr hohen Reifegrad erreicht. Während in den USA auf bereits existierende 
Cloudinfrastrukturen zurückgegriffen wird, bevorzugten einige Staaten Europas 
den Aufbau eigener Infrastrukturen, überwiegend in Zusammenarbeit mit natio-
nalen IT-Dienstleistern. Aufgrund der Tatsache, dass der Aufbau einer neuen 
Cloudinfrastruktur viel Zeit in Anspruch nimmt und um von niedrigeren Kosten 
zu profitieren, haben mittlerweile die meisten europäischen Staaten ihre beste-
henden Rechenzentren durch Virtualisierung in Private Clouds umgewandelt. 
In den letzten Jahren wurde auch in Deutschland über den Aufbau einer nationa-
len Cloudumgebung für die öffentliche Verwaltung und Unternehmen nach dem 
Vorbild Frankreichs diskutiert (Kalenda/Pößneck 2011). Während entsprechen-
de Ideen zunächst wieder verworfen wurden, tauchen sie im neuen Koalitions-
vertrag wieder auf, wobei hier allgemeiner von einer »einheitlichen Plattform 
›Netze des Bundes‹« gesprochen wird (CDU/CSU/SPD 2013). In Deutschland 
gibt es auch auf Landesebene zahlreiche Initiativen zur Nutzung von Cloud 
Computing. Allerdings sind viele, wie z. B. die im Rechenzentrum Region Stutt-
gart, auf die Reduktion von Kosten und die Verbesserung der Dienstgüte durch 
die Nutzung einer Private Cloud beschränkt (Kommune21 2012). 
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FÖRDERUNG 2.2.1 
Die Fördersituation in Deutschland ist vielfältig ausgeprägt. Auf Bundesebene 
betreibt das BMWi das Technologieprogramm »Trusted Cloud«. Das Programm 
zielt auf die Entwicklung innovativer, sicherer und rechtskonformer Cloudlö-
sungen ab. Das BMWi legte den Schwerpunkt des Programms auf Lösungen, die 
sich für den Einsatz in KMU eignen und fördert Projekte zur Entwicklung von 
Basistechnologien genauso wie Projekte, die sich mit der Anwendung von Cloud 
Computing in Industrie und Handwerk, im Gesundheitssektor und in der öffent-
lichen Verwaltung beschäftigen. Im Rahmen der Hightech-Strategie 2020 der 
Bundesregierung wurde das Zukunftsprojekt »Internetbasierte Dienste für die 
Wirtschaft« initiiert, das auf den Ergebnissen des vom BMWi geförderten Projekts 
»THESEUS – Neue Technologien für das Internet der Dienste« aufbauen soll. 
Sowohl das Technologieprogramm »Trusted Cloud« als auch das Zukunftspro-
jekt »Internetbasierte Dienste für die Wirtschaft« sind Teile des Aktionspro-
gramms »Cloud Computing«. Auf EU-Ebene spielt Cloud Computing ähnlich 
wie Big Data eine wichtige Rolle im Rahmen von Horizont 2020. Beide stehen 
auch im Zentrum der vom Europäischen Rat im Herbst 2013 verabschiedeten 
Strategie zur Stärkung der europäischen IT-Industrie. Darüber hinaus wurde 
Mitte 2013 das von der EU mit 10 Mio. Euro mitfinanzierte FRP 7-Projekt 
»Cloud for Europe«6 mit Teilnehmern aus 22 Mitgliedstaaten gestartet. Im 
Rahmen des Projekts sollen innovative Lösungen für die Nutzung von Cloud 
Computing in der öffentlichen Verwaltung durch die Nutzung des Instruments 
der innovativen, vorkommerziellen Beschaffung entwickelt und umgesetzt wer-
den. Darüber hinaus soll somit auch sichergestellt werden, dass Lösungen in ver-
schiedenen Mitgliedstaaten miteinander kompatibel sind. 
WISSENSCHAFT 2.3 
Cloud Computing spielt in der Wissenschaft vor allem dann eine Rolle, wenn 
hohe Rechenleistung gefordert ist oder bestimmte Dienste oder Daten einem 
verteilten Nutzerkreis zur Verfügung stehen sollen. Grundsätzlich neu ist das 
Thema in der Wissenschaft nicht, denn gerade wissenschaftliche Einrichtungen 
waren die Treiber der Entwicklung im Distributed Computing und Grid Compu-
ting der späten 1990er und 2000er Jahre, die, wie bereits erwähnt, eng mit 
Cloud Computing verwandt sind. Auslöser dafür war der große Bedarf nach 
Rechenleistung, der in einzelnen Disziplinen mit dem verstärkten Einsatz von 
computerbasierten Modellen und Simulationen oder anderen computerbasierten 
Verfahren entstand. Diese zunehmende Digitalisierung der wissenschaftlichen 
Arbeit, die mit dem Begriff »eSciences« umschrieben wird, hat auch letztlich da-
                                            
6 www.cloudforeurope.eu 
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zu geführt, dass sich die Anforderungen und der Bedarf an Rechenleistung ge-
wandelt haben (z. B. EK 2009). Neben den eher einfachen Services, die über die 
jeweiligen Hochschulrechenzentren angeboten wurden, entstand der Bedarf nach 
flexiblerem Zugang zu Rechenleistung jenseits der lokalen Infrastrukturen. 
Als Antwort darauf wurden die Gridaktivitäten massiv ausgebaut. Flaggschiff 
dabei war die sich seit Mitte der 2000er Jahre formierende nationale Gridinitia-
tive für Deutschland (NGI-DE), die vom BMBF finanziert wird. Ziel war der 
Aufbau des D-Grid für die Wissenschaft. Gleichzeitig ist NGI-DE, das 2010 in-
stitutionalisiert und bei der Gauß-Allianz angesiedelt wurde, deutscher Vertreter 
in der European Grid Initiative (EGI). Diese zielt darauf ab, europaweit einheit-
liche und zugängliche Plattformen für alle Wissenschaftsdisziplinen anzubieten 
und wird nicht nur durch nationale Beiträge, sondern auch von der Europä-
ischen Kommission gefördert. Neben Gridstrukturen werden im Rahmen der 
EGI auch Cloudinfrastrukturen angeboten, wobei sich hier aber vieles noch in 
der Entwicklung befindet, wie gerade laufende Forschungsprojekte im Rahmen 
von FRP 7 zeigen. Weitere Aktivitäten in diesem Rahmen zielen darauf ab, auch 
Hochleistungsrechnerinfrastrukturen, die im Rahmen der PRACE (Partnership 
for Advanced Computing in Europe) zusammengeführt wurden, ebenfalls einzu-
binden. Insgesamt sind an EGI zurzeit über 300 Einrichtungen aus über 50 Län-
dern beteiligt, die über 300.000 Rechnerkerne und 400 Petabyte Speicherplatz 
anbieten, auf denen monatlich über 40 Mio. Jobs durchgeführt werden (EGI 
2013). Das Anwendungsspektrum für solche Grid-/Clouddienste ist dabei sehr 
breit. Neben dem LHC am CERN benutzen verschiedene astronomische Einrich-
tungen diese Infrastrukturen zur Analyse ihrer Ergebnisse. Ebenso kommt es in 
Genom-Entschlüsselungsprogrammen als auch bei der Rekonstruktion in der 
Archäologie zum Einsatz (Gater 2011). 
Neben diesen übergeordneten Initiativen führen in Deutschland Wissenschafts-
organisationen und Universitäten teilweise eigene Cloudinfrastrukturen ein. So 
bietet die Gesellschaft für wissenschaftliche Datenverarbeitung Göttingen der 
Max-Planck-Gesellschaft Cloudlösungen für die angeschlossenen Einrichtungen 
an, die der flexiblen Bereitstellung von virtuellen Servern und damit Rechenleis-
tung sowie dem Datenaustausch und der Datensynchronisation dienen (Yahya-
pour/Wieder 2013). Ein anderes Beispiel ist das Projekt GeneCloud im Rahmen 
des BMWi-Programms »Trusted Cloud«, in dem an der TU Dresden eine Infra-
struktur entwickelt wird, die mittelständischen Unternehmen aus der Pharma-
branche Zugang zu cloudbasierten Hochleistungsrechnern für die Analyse von 
Testergebnissen ermöglicht. Darüber hinaus gibt es nationale und internationale 
Veranstaltungen zum Einsatz von Cloud Computing in der Wissenschaft, wie 
beispielsweise den »Workshop on Scientific Cloud Computing«, der 2013 zum 
vierten Mal in Berlin stattfand. 
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PRIVATPERSONEN 2.4 
Der Vergleich von Studien zur Verwendung von Cloudangeboten durch Privat-
personen zeigt, dass die Abgrenzung des Begriffs »Cloud Computing« in diesem 
Bereich besonders schwierig ist. Es fällt auf, dass Cloud Computing in Europa 
breiter ausgelegt wird als in den USA. Es stellt sich die Frage, inwieweit alle im 
Rahmen der Studien untersuchten Dienste auch tatsächlich Clouddienste sind. 
Aus diesem Grund und aufgrund unterschiedlicher methodischer Ansätze ist der 
Vergleich der Studien nicht ohne Weiteres möglich. 
Eine Studie, an der 947 Privatpersonen aus neun EU-Mitgliedstaaten teilnahmen, 
zeigt, dass sich die Nutzung von Cloudangeboten zwischen diesen Ländern deut-
lich unterscheidet (Cattaneo et al. 2012, S. 50). Während in Ungarn mehr als 
30 % der Studienteilnehmer angeben, Cloudangebote zu nutzen, sind es in 
Deutschland weniger als 10 %. Die großen Unterschiede lassen sich auf Grund-
lage der Studie nicht erklären. Andere Studien bestätigen allerdings im Wesent-
lichen die geringe Nutzung in Deutschland. Im Hinblick auf die verwendeten 
Dienste sind die Unterschiede zwischen den einzelnen Staaten vernachlässigbar. 
Besonders häufig werden laut Cattaneo et al. (2012, S. 51) Suchdienste, Blog-
ging- und Streamingdienste genutzt. Deutlich geringer ist das Interesse an Diens-
ten, bei denen Daten in der Cloud gespeichert werden. Eine Ausnahme stellen 
allerdings Social-Network-Dienste dar. 
Es ist nicht überraschend, dass Privatpersonen in der Regel nicht bereit sind, für 
dieselben Dienste, die kostenlos zur Verfügung gestellt werden, zu bezahlen. Am 
ehesten sind Nutzer bereit, für Streamingdienste zu bezahlen, bei denen Inhalte 
bezogen werden können (Cattaneo et al. 2012, S. 51). Studien in den USA kom-
men zu ähnlichen Ergebnissen (PwC 2012). 
Einer Studie von Forrester (2012) mit mehr als 2.136 Teilnehmern zufolge nut-
zen 65 % der Privatverbraucher in den USA zumindest einen Cloudservice. Ka-
lender- und Fotospeicherdienste werden der Studie zufolge am häufigsten ver-
wendet. 44 bzw. 40 % der Studienteilnehmer gaben an, entsprechende Dienste 
zu nutzen. 19 % der Teilnehmer nutzen Kollaborationsdienste aus der Cloud 
(Forrester 2012, S. 7). 
Insgesamt zeigen die Studienergebnisse, dass Cloudangebote nicht nur von Ge-
schäftskunden, sondern auch von Privatpersonen gerne genutzt werden. Einige 
Autoren gehen sogar davon aus, dass insbesondere in den USA die Zahl der 
Early Adopter im Umfeld der Privatpersonen größer war als im Bereich der Ge-
schäftskunden (Layo 2012; Schofield 2012). 
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FAZIT – BIG DATA ALS TREIBER FÜR CLOUD COMPUTING 3. 
Im Rahmen einer Studie von Gartner (2012b) gab knapp ein Drittel der Teil-
nehmer (27 %) an, dass ihr jeweiliges Unternehmen bereits cloudbasierte Ange-
bote zur Unterstützung seiner Fähigkeiten zur Datenanalyse in ausgewählten 
Geschäftsbereichen nutzt oder plant, dies innerhalb eines Jahres zu tun. Im Ver-
gleich dazu haben nur 17 % der Befragten ihre vorhandene Infrastruktur teilwei-
se oder komplett durch cloudbasierte Angebote ersetzt oder planen entsprechen-
de Schritte. An der Umfrage, die 2011 durchgeführt wurde, nahmen 1.364 Fach-
bereichs- und IT-Verantwortliche teil. Datenanalyselösungen auf Basis von 
Cloud Computing werden als kostengünstig und relativ leicht einführbar wahr-
genommen. Gartner identifizierte mit kurzen Time-to-Value-Zyklen, Kostenvor-
teilen und fehlender Datenanalyseexpertise drei wesentliche Treiber für die Nut-
zung von cloudbasierten Datenanalyselösungen. Dieses Ergebnis unterstreicht, 
dass Big-Data-Anwendungen ein zentraler Treiber für Cloud Computing werden 
können. Wesentlich dafür ist das Zusammenspiel zweier Faktoren. Einerseits 
besteht die Notwendigkeit von Investitionen in teure Infrastrukturen für diese 
Art von Datenanalysen, die vielen KMU in der Anfangszeit als zu riskant er-
scheinen könnten. Andererseits gibt es oftmals nur wenige schon existierende 
Infrastrukturen, die obsolet würden. Dementsprechend bietet es sich an, diese 
Leistung über cloudbasierte Lösungen zu beziehen. Im Gegenzug steigt dadurch 
aber auch die Erfahrung im Umgang mit Cloudangeboten. Fehlende Erfahrung 
mit Cloud Computing sowie die Expertise für größere Eingriffe in die Infrastruk-
tur, die wahrscheinlich wesentliche Gründe für eine Zurückhaltung sind, könn-
ten dadurch verringert werden und dazu führen, dass Cloud-Computing-
Angebote auch für andere Anwendungsbereiche bei den regelmäßig notwendigen 
Entscheidungen im Rahmen des Investitionszyklus berücksichtigt werden. Diese 
eher evolutionäre Hybridisierung der IT-Infrastruktur würde auch mit neueren 
Marktforschungsergebnissen übereinstimmen, die einen Trend in diese Richtung 
voraussehen (Böckle 2014). Im Bereich der öffentlichen Verwaltungen dürfte der 
Wunsch nach dem Einsatz solcher Analysemöglichkeiten aus den gleichen Grün-
den den Bedarf an Cloud Computing steigern, aber es ist davon auszugehen, 
dass hier eventuell andere Lösungen im Rahmen gemeinsamer öffentlicher Infra-




SOZIOÖKONOMISCHE POTENZIALE 1. 
Sozioökonomische Potenziale werden auf der Mikroebene im Hinblick auf ein-
zelne Organisationen betrachtet. Der Fokus liegt zunächst auf Unternehmen, 
Stellen und Behörden der öffentlichen Verwaltung sowie sonstige Organisatio-
nen (z. B. Nichtregierungsorganisationen) und dann auf wissenschaftlichen Ein-
richtungen. Anschließend werden Potenziale für Privatpersonen adressiert. Auf 
der Makroebene werden die Potenziale für die Gesellschaft und die Wirtschaft 
als Ganzes betrachtet (Kap. V.1.1–V.1.4). Sowohl auf der Mikro- als auch auf 
der Makroebene lassen sich sozioökonomische Potenziale nur zum Teil quantifi-
zieren. 
POTENZIALE FÜR ORGANISATIONEN 1.1 
Vor allem im Hinblick auf Unternehmen können auf Grundlage aktueller Stu-
dien zahlreiche Potenziale von Big Data und Cloud Computing identifiziert wer-
den. Die Studienteilnehmer wurden in der Regel nach Treibern für die Durch-
führung von Big-Data-Analysen bzw. die Nutzung von Clouddiensten sowie 
nach den damit verbundenen Zielen oder Vorteilen gefragt. Teilnehmer von Un-
ternehmen, die Big-Data-Analysen bereits durchführen bzw. Clouddienste nut-
zen, wurden in ausgewählten Studien auch nach konkret beobachteten Auswir-
kungen von Big-Data-Analysen bzw. der Nutzung von Clouddiensten gefragt. 
Vor allem daraus sind zuverlässig Potenziale für Unternehmen ableitbar, die bis-
her keine oder nur sehr begrenzt Erfahrungen mit Big Data bzw. Cloud Compu-
ting gesammelt haben. 
Die im Rahmen der Analyse von Studien identifizierten sozioökonomischen Po-
tenziale wurden den Kategorien Entwicklung und Innovation, Prozesse und Or-
ganisation, Kunden und Finanzen (Kap. V.1.1.1–V.1.1.4) zugeordnet. Im Hin-
blick auf die Auswahl der Potenzialkategorien erscheint eine Orientierung an 
den klassischen Dimensionen der Balanced Scorecard sinnvoll, da von ihnen die 
wesentlichen Komponenten betrieblichen Erfolgs, aber auch gesellschaftlich rele-
vante Komponenten abgedeckt werden. Die Balanced Scorecard wurde ur-
sprünglich als Konzept zur Messung und Steuerung der Aktivitäten einer Orga-
nisation im Hinblick auf seine Vision und Strategie entwickelt (Kaplan/Norton 
2009). Die Bedeutung der Potenzialkategorien sowie die konkrete Ausprägung 
der Potenziale unterscheiden sich teils deutlich zwischen Big Data und Cloud 
Computing. Dass die Zuordnung der identifizierten Potenziale nicht immer ein-
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deutig möglich ist, hängt damit zusammen, dass die Dimensionen im Sinne einer 
Ursache-Wirkungs-Kette zusammen hängen (Kaplan/Norton 1997). Die im 
Rahmen der Entwicklungsdimension betrachteten Aspekte, wie das vorhandene 
Expertenwissen, beeinflussen Faktoren wie Qualität und Durchlaufzeit der in-
ternen Prozesse. Die Aspekte der Prozessdimension wiederum beeinflussen As-
pekte wie Kundentreue, die der Kundendimension zugeordnet werden. Am Ende 
der Kette steht die Finanzdimension, für die der Return on Investment (ROI) ein 
zentrales Erfolgskriterium ist. 
Im Hinblick auf Stellen und Behörden der öffentlichen Verwaltung, die Wissen-
schaft und Privatpersonen gibt es nur sehr wenige Studien, die sich mit sozio-
ökonomischen Potenzialen von Big Data und Cloud Computing beschäftigen. 
Während anzunehmen ist und von einigen Studien bestätigt wird (z. B. KPMG 
2012), dass die Potenziale für Stellen und Behörden der öffentlichen Verwaltung 
und wissenschaftliche Einrichtungen denen von Unternehmen recht ähnlich sind, 
muss davon ausgegangen werden, dass sich die Potenziale für Privatpersonen 
aufgrund anderer Zielsetzungen und Rahmenbedingungen zum Teil erheblich 
davon unterscheiden. 
Sieht man von Umsatzsteigerungen und dem Aufbau strategischer Wettbewerbs-
vorteile ab, die bei staatlichen Stellen und Behörden sowie bei wissenschaftlichen 
Einrichtungen eine untergeordnete Rolle spielen, ergeben sich in diesen Berei-
chen im Prinzip dieselben sozioökonomischen Potenziale durch Big Data und 
Cloud Computing wie bei Unternehmen. Neben Kostensenkungen sind Verbes-
serungen bei Kundenzufriedenheit, Produktivität und Innovationsfähigkeit auf 
Grundlage von besseren Entscheidungen und höherer Flexibilität in allen Berei-
chen gefragt. 
Im Hinblick auf Cloud Computing beziehen sich die besprochenen Potenziale 
primär auf die Nutzung von Diensten aus Public Clouds. 
ENTWICKLUNG UND INNOVATION 1.1.1 
Sowohl die Durchführung von Big-Data-Analysen als auch die Nutzung von 
Cloud Computing lassen den Studienteilnehmern zufolge Auswirkungen auf die 
Entwicklung von Organisationen erwarten. Im Hinblick auf Big Data ist in der 
Interxion-Studie von höherer Innovationsfähigkeit die Rede (Interxion 2013, 
S. 11). 46 % der Studienteilnehmer gaben der Hoffnung Ausdruck, dass die 
Durchführung von Big-Data-Analysen zu Verbesserungen im Hinblick auf die 
Innovationsfähigkeit führt. Laut Schäfer et al. (2012, S. 47) stellt die Entwick-
lung neuer Produkte und Dienstleistungen ein primäres Ziel der Durchführung 
von Big-Data-Analysen dar. Beim Aufbau strategischer Wettbewerbsvorteile 
handelt es sich um ein weiteres Ziel, das Schäfer et al. im Rahmen dieser Studie 
identifizierten. Keines der von Schäfer et al. identifizierten Ziele bekam eine brei-
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tere Zustimmung als der Aufbau strategischer Wettbewerbsvorteile. Außerdem 
werden von der Durchführung von Big-Data-Analysen Vorteile bei der Erken-
nung von Absatzmöglichkeiten (Russom 2011, S. 11), eine schnellere Platzierung 
neuer Produkte und Dienstleistungen am Markt (Interxion 2013, S. 11) und die 
Möglichkeit zur Einführung neuer Geschäftsmodelle (Schroeck et al. 2012) er-
wartet. 
Auch im Hinblick auf Cloud Computing ist von einer höheren Innovationsfä-
higkeit die Rede. Eine immer wichtigere Rolle spielt dabei mit Cloud Collabora-
tion die Möglichkeit, durch cloudbasierte Lösungen sowohl innerhalb einer Or-
ganisation als auch über die Grenzen einer Organisation hinaus unabhängig vom 
tatsächlichen Aufenthaltsort der Mitarbeiter zusammenzuarbeiten. Umfragen 
zufolge fördert Cloud Collaboration in besonderer Weise das Innovationspoten-
zial von Organisationen (Forbes Insights/Cisco 2013). Die Zusammenarbeit 
kann dabei sowohl über spezialisierte Lösungen innerhalb existierender Anwen-
dungen realisiert werden (z. B. Groupwareanwendungen) als auch über die Nut-
zung von speziellen, auf Cloud Collaboration ausgerichteten Anwendungen. 
Letztere werden auch als Social-Enterprise-Lösungen bezeichnet, da ihrer Funk-
tionalität teilweise an klassische Social Networks erinnert. Bekannteste Beispiele 
sind Yammer oder blueKiwi, die bis zur Übernahme durch Microsoft bzw. Atos 
rein cloudbasierte Lösungen waren. 
Bei einer von KPMG/BITKOM (2013, S. 22) durchgeführten Studie gaben mit 
49 % knapp die Hälfte der Befragten an, dass sie die Verbesserung der eigenen 
Innovationsfähigkeit als sehr wichtiges oder eher wichtiges Ziel der Nutzung von 
Public-Cloud-Diensten sehen. 26 % der Vertreter von Unternehmen, die entspre-
chende Dienste nutzen, gaben an, dass die Innovationsfähigkeit des von ihnen 
vertretenen Unternehmens zugenommen oder deutlich zugenommen hat. Nur 
2 % berichteten, dass es im Hinblick auf die eigene Innovationsfähigkeit zu einer 
Abnahme kam. KPMG/BITKOM (2013) kam außerdem zum Ergebnis, dass 
kürzere Implementierungszeiten für neue Anwendungen und Lösungen ein zent-
rales Ziel der Nutzung von Clouddiensten ist. Bei Betrachtung der tatsächlichen 
Auswirkungen fällt allerdings auf, dass sie äußerst uneinheitlich sind. Während 
40 % der Befragten angaben, dass die Implementierungszeiten abgenommen oder 
deutlich abgenommen haben, gaben 41 % an, dass die Implementierungszeiten 
zugenommen haben. Dieses Ergebnis legt den Schluss nahe, dass die Auswirkun-
gen der Nutzung von Clouddiensten auf die Implementierungszeiten für neue 
Anwendungen und Lösungen maßgeblich von weiteren Faktoren abhängt. 
Ein weiteres von KPMG/BITKOM (2013) identifiziertes Ziel ist die Abnahme 
der Notwendigkeit, eigene IT-Fachkräfte zu beschäftigen. 26 % der Vertreter 
von Unternehmen, die Public-Cloud-Dienste nutzen, konnten bestätigen, dass es 
tatsächlich zu einer Abnahme kam. Nur 4 % der Befragten nahmen eine Zu-
nahme bei der Notwendigkeit, eigene IT-Fachkräfte zu beschäftigen, wahr. Auch 
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das Cloud Industry Forum konnte im Rahmen von Studien belegen, dass die 
Kompensation von fehlendem Expertenwissen durchaus ein Grund für die Nut-
zung von Clouddiensten ist (Cloud Industry Forum 2012a u. 2012b). In der 
Möglichkeit, neue Dienste anzubieten, sieht das Cloud Industry Forum noch 
einen weiteren Grund für die Nutzung von Clouddiensten, der mit der Entwick-
lung von Organisationen zusammenhängt. Vor allem in den USA fand dieser 
Grund mit 22 % relativ breite Zustimmung (Cloud Industry Forum 2012b). 
PROZESSE UND ORGANISATION 1.1.2 
Sowohl die Durchführung von Big-Data-Analysen als auch die Nutzung von 
Cloud Computing lassen verschiedenen Studien zufolge Verbesserungen im Hin-
blick auf die internen Prozesse von Unternehmen erwarten. Im Zusammenhang 
mit Big Data werden vor allem bessere Entscheidungen erwartet (Bange et al. 
2013; Interxion 2013; Schäfer et al. 2012; TCS 2013). Bange et al. (2013, S. 25) 
unterscheiden zwischen strategischen Entscheidungen und der Steuerung opera-
tiver Prozesse. Während 59 % der Teilnehmer an der BARC-Studie bessere stra-
tegische Entscheidungen erwarteten, ging mit 51 % noch gut jeder zweite Befrag-
te von einer besseren Steuerbarkeit operativer Prozesse als Folge der Durchfüh-
rung von Big-Data-Analysen aus. Auch Schroeck et al. (2012, S. 7) stellten fest, 
dass mithilfe von Big-Data-Analysen die Optimierung betrieblicher Abläufe er-
wartet wird. 
Die Studienteilnehmer gaben darüber hinaus an, dass sie als Folge der Durchfüh-
rung von Big-Data-Analysen sowohl eine höhere Arbeitsproduktivität als auch 
eine höhere Qualität von Produkten und Dienstleistungen erwarten (Bange et al. 
2013; Interxion 2013; Schäfer et al. 2012). In der Interxion-Studie gehen 26 % 
der Teilnehmer davon aus, dass die Durchführung von Big-Data-Analysen all-
gemein zu höherer Arbeitsproduktivität führt. Eine empirische Untersuchung mit 
Daten börsennotierter Unternehmen zeigt beispielsweise, dass Unternehmen, die 
ihre Entscheidungen auf der Grundlage einer systematischen Datenanalyse tref-
fen, eine um 5 bis 6 % höhere Produktivität erzielen (Brynjolfsson et al. 2011). 
Mit 46 % erwartet knapp die Hälfte der Studienteilnehmer, dass mithilfe von 
Big-Data-Analysen vor allem neue Produkte und Dienstleistungen schneller auf 
den Markt gebracht werden können (Interxion 2013, S. 11). Auch Schäfer et 
al. (2012, S. 47) kamen zu dem Ergebnis, dass die Erhöhung der Produktivität zu 
den wichtigsten Zielen von Big Data in Unternehmen gehört. Jeder vierte Teil-
nehmer der BARC-Studie gab an, dass eine höhere Qualität von Produkten und 
Dienstleistungen zu den wichtigsten Vorteilen der Durchführung von Big-Data-
Analysen gehört (Bange et al. 2013, S. 25). Während mit 24 % knapp ein Viertel 
der Teilnehmer der Interxion-Studie zusätzlich auf die Bedeutung von Big-Data-
Analysen für den Bereich Compliance und Governance hinweist, heben Schroeck 
et al. (2012, S. 7) die Bedeutung für den Bereich Risiko- und Finanzmanagement 
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hervor. Dem Bereich Risiko- und Finanzmanagement wurde von 15 % der Be-
fragten hohe Bedeutung beigemessen. 
Im Hinblick auf Cloud Computing wird vor allem größere organisatorische Fle-
xibilität erwartet (Cloud Industry Forum 2012a u. 2012b; KPMG/BITKOM 
2013). KPMG/BITKOM (2013, S. 22) haben im Rahmen der Studie »Cloud-
Monitor 2013« nicht nur nach den Zielen der Nutzung von Public-Cloud-
Diensten gefragt, sondern auch nach den bisherigen Auswirkungen der Nutzung 
entsprechender Dienste. Höhere organisatorische Flexibilität stellt für 55 % der 
Befragten ein sehr wichtiges oder ein eher wichtiges Ziel der Nutzung dar. Von 
den Vertretern von Unternehmen, die Public-Cloud-Dienste nutzen, gaben 36 % 
an, dass die organisatorische Flexibilität zugenommen hat oder sogar deutlich 
zugenommen hat. Während im Rahmen der Studie von KPMG/BITKOM aus-
schließlich Vertreter deutscher Unternehmen befragt wurden, konzentrierte sich 
das Cloud Industry Forum auf die USA bzw. das Vereinigte Königreich. In den 
USA gaben 31 % der Befragten an, dass sie die größere organisatorische Flexibi-
lität noch vor niedrigeren Kosten als wichtigsten Grund für die Nutzung von 
Clouddiensten halten (Cloud Industry Forum 2012b, S. 7). Im Vereinigten König-
reich wird den Kosten etwas mehr Bedeutung beigemessen als der organisatori-
schen Flexibilität. Das Cloud Industry Forum (2012a, S. 7) weist allerdings darauf 
hin, dass in früheren Untersuchungen die organisatorische Flexibilität vorne lag. 
Bradshaw et al. (2012, S. 23) beschreiben im Hinblick auf interne Prozesse wei-
tere Potenziale wie z. B. höhere Produktivität, einheitliche Abläufe, einfachere 
Eröffnung von Zweigstellen und einfachere Einführung neuer Produkte oder 
Produktlinien. Wie bei der Studie von KPMG/BITKOM wurde auch bei der Stu-
die von Bradshaw et al. nicht nur der erwartete, sondern auch der tatsächlich 
beobachtete Nutzen erhoben. Während beispielsweise die einfachere Eröffnung 
von Zweigstellen und Einführung neuer Produkte oder Produktlinien eng mit 
einer höheren organisatorischen Flexibilität zusammenhängen, ist das bei der 
höheren Produktivität und den allgemein einfacheren Abläufen nicht der Fall. 
Auch im Bereich der IT werden Potenziale in der Nutzung von Diensten aus der 
Cloud gesehen. KPMG/BITKOM (2013, S. 22) kommen zum Ergebnis, dass 
durch die Nutzung von Clouddiensten nicht nur der IT-Administrationsaufwand 
zurückgehen, sondern auch die Verfügbarkeit und Performance von IT-Leistun-
gen steigen kann. In beiden Fällen handelt es sich nicht nur um Ziele, sondern 
um tatsächlich beobachtete Auswirkungen der Nutzung von Clouddiensten. Bei 
56 % der Befragten hat der IT-Administrationsaufwand durch die Nutzung von 
Clouddiensten abgenommen oder stark abgenommen. 14 % der Befragten gaben 
an, dass der Administrationsaufwand zugenommen hat. Ähnlich gaben 47 % der 
Studienteilnehmer an, dass die Verfügbarkeit und Performance von IT-Leistun-
gen zugenommen oder deutlich zugenommen hat. Bei nur 6 % kam es den Er-
gebnissen der Studie zufolge zu einer Abnahme im Hinblick auf Verfügbarkeit 
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und Performance. Bei der Möglichkeit zur schnelleren Skalierbarkeit von IT-
Leistungen handelt es sich um eine weitere zentrale Auswirkung, die von 
KPMG/BITKOM (2013, S. 22) untersucht wurde. 57 % der Studienteilnehmer 
gaben an, dass die Skalierbarkeit zugenommen oder deutlich zugenommen hat. 
Nur 6 % berichteten, dass die Skalierbarkeit abgenommen oder deutlich abge-
nommen hat. Im Rahmen einer Studie des Cloud Industry Forum wurde nach 
Kosteneinsparungen und Flexibilitätssteigerungen die Skalierbarkeit von IT-Leis-
tungen als häufigster Grund genannt, warum Clouddienste genutzt werden. Ein 
weiterer Vorteil ist in umfassenden, meist uneingeschränkten Servicezeiten zu 
sehen (Cloud Industry Forum 2012b). 
Es fällt auf, dass sowohl die Nutzung von Clouddiensten als auch die Durchfüh-
rung von Big-Data-Analysen das Potenzial haben, die Produktivität von Organi-
sationen zu steigern. 
KUNDEN 1.1.3 
Während angenommen wird, dass die Durchführung von Big-Data-Analysen 
durchaus direkte Auswirkungen auf die Kunden einer Organisation haben kann, 
ist das bei Cloud Computing eher nicht der Fall. Im Rahmen mehrerer Studien 
wurde festgestellt, dass durch Big-Data-Analysen eine bessere Kundenorientie-
rung erreicht werden kann (Schroeck et al. 2012). Den Studien zufolge wird er-
wartet, dass zielgerichtetes Marketing (Bange et al. 2013; Russom 2011) und 
besserer Kundenservice (Bange et al. 2013; Schäfer et al. 2012) zu höherer Kun-
denzufriedenheit (Interxion 2013) und besserer Kundenbindung (Bange et al. 
2013) führen können. Laut Schroeck et al. (2012, S. 7) handelt es sich bei Kun-
denorientierung um das mit Abstand am häufigsten genannte Ziel von Big-Data-
Analysen. Mit 49 % gab fast die Hälfte der Befragten an, dass es bei der Analyse 
großer Datenmengen vorrangig um Kundenorientierung geht. Im Rahmen der 
TDWI-Studie gaben 61 % der Befragten an, dass sie sich durch Big-Data-
Analysen eine bessere Ausrichtung der Marketingmaßnahmen erhoffen (Russom 
2011, S. 11). Zielgerichtete Maßnahmen im Marketing nehmen 31 % der im 
Rahmen der BARC-Studie Befragten als einen der wichtigsten Vorteile von Big-
Data-Analysen wahr (Bange et al. 2013, S. 25). Ähnlich viele Teilnehmer dieser 
Studie (32 %) halten einen verbesserten Kundenservice für einen wichtigen Vor-
teil. Schäfer et al. (2012, S. 47) kommen ebenfalls zum Schluss, dass die Verbes-
serung des Kundenservice ein zentrales Ziel von Big-Data-Anwendungen ist. Aus 
Sicht der Interxion-Studie handelt es sich bei der Verbesserung der Kundenzu-
friedenheit um den zweitwichtigsten Nutzen aus der Durchführung von Big-
Data-Analysen nach allgemein besseren Entscheidungen (Interxion 2013). Mit 
54 % gaben mehr als die Hälfte der Befragten an, dass aus ihrer Sicht im Bereich 
der Kundenzufriedenheit der zentrale Nutzen liegt. Eine stärkere Kundenorien-
tierung und damit eine höhere Kundenzufriedenheit werden vor allem durch die 
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Berücksichtigung der Ergebnisse umfassenderer Analysen erzielt. Kundenorien-
tierung ist keinesfalls ein Thema das nur für Unternehmen relevant ist. Auch für 
Stellen und Behörden der öffentlichen Verwaltung ist Kundenorientierung von 
großer Bedeutung. Gleichzeitig stellen aber Studien der öffentlichen Verwaltung 
in Deutschland in dieser Hinsicht ein schlechtes Zeugnis aus (z. B. Stellermann et 
al. 2011). 
FINANZEN 1.1.4 
Sowohl die Durchführung von Big-Data-Analysen als auch die Nutzung von 
Cloud Computing lassen den Teilnehmern verschiedener Studien zufolge Aus-
wirkungen auf die finanzielle Situation von Organisationen erwarten. Im Hin-
blick auf Big Data werden vor allem Umsatzsteigerungen erwartet (Bange et al. 
2013; Schäfer et al. 2012), aber auch eine Reduktion der Kosten erscheint nicht 
unwahrscheinlich (Interxion 2013; Schäfer et al. 2012). Laut Schäfer et al. (2012, 
S. 47) gehören sowohl die Steigerung des Umsatzes als auch die Einsparung von 
Kosten, abgesehen vom Aufbau strategischer Wettbewerbsvorteile, zu den wich-
tigsten Zielen, die mit Big-Data-Analysen verbunden werden. Im Rahmen der 
Interxion-Studie gab mit 47 % fast jeder zweite Teilnehmer an, dass sich insbe-
sondere durch Cross- und Up-Selling auf Grundlage von Big-Data-Analysen Um-
satzsteigerungen erzielen lassen (Interxion 2013, S. 11). Während beim Cross-
Selling dem Kunden Zusatzprodukte anderer Produktfamilien angeboten wer-
den, geht es beim Up-Selling um den Verkauf eines höherwertigen Produkts der-
selben Familie. Empfehlungssysteme für Aktivitäten wie Cross- und Up-Selling 
basieren in der Regel auf der Analyse großer Datenmengen. Im Rahmen der von 
TCS (2013, S. 33) durchgeführten Studie gaben 43 % der Teilnehmer an, dass sie 
im Hinblick auf Big Data von einem ROI von mehr als 25 % ausgehen. Ein Drit-
tel der Befragten erwartete einen positiven ROI von bis zu 25 %. Immerhin 28 % 
der Teilnehmer an der BARC-Studie gaben an, dass sie in geringeren Kosten ei-
nen wichtigen Vorteil der Nutzung von Big-Data-Analysen sehen (Bange et al. 
2013, S. 25). Kostensenkungen können durch die Berücksichtigung der Ergebnis-
se umfassenderer Analysen bei Entscheidungen erzielt werden. 
Auch Cloud Computing soll sowohl eine Kostenreduktion als auch Umsatzstei-
gerungen möglich machen (Bradshaw et al. 2012; Cloud Industry Forum 2012a 
u. 2012b; KPMG/BITKOM 2013). Im Hinblick auf die Reduktion von Kosten 
ist einerseits von niedrigeren Anschaffungskosten (Cloud Industry Forum 2012a 
u. 2012b) und niedrigeren Betriebskosten (Cloud Industry Forum 2012a) für die 
IT-Infrastruktur die Rede und andererseits von einer Umwandlung von einmali-
gen Investitionskosten aufseiten der IT in laufende Kosten aufseiten der Fachbe-
reiche (Bradshaw et al. 2012). Diese Möglichkeit macht Cloud Computing vor 
allem für KMU interessant. Studien zeigen, dass viele Unternehmen durch die 
Nutzung von Clouddiensten ihre IT-Kosten um 10 bis 20 % reduzieren können 
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(EK 2012b). Im Rahmen einer vom Cloud Industry Forum (2012b, S. 7) durch-
geführten Studie gaben 28 % der Teilnehmer an, dass eine Reduktion der Kosten 
der wichtigste Grund für die Nutzung von Clouddiensten ist. Nur 3 % der Be-
fragten gaben an, dass der erwartete ROI eine wichtige Rolle spielt. Im Rahmen 
der von KPMG/BITKOM durchgeführten Studie wurden neben den Zielen der 
Nutzung von Public-Cloud-Diensten auch die bisherigen Auswirkungen der 
Nutzung untersucht. Von den Studienteilnehmern bezeichneten 55 % die Sen-
kung der IT-Ausgaben als sehr wichtiges oder eher wichtiges Ziel. Bei Betrach-
tung der tatsächlichen Auswirkungen fällt allerdings auf, dass sie uneinheitlich 
sind. Während 25 % der Vertreter von Unternehmen, die Public-Cloud-Dienste 
nutzen, bestätigten, dass die Höhe der IT-Ausgaben abgenommen oder deutlich 
abgenommen hat, gaben ebenso 25 % an, dass die IT-Ausgaben sogar zuge-
nommen haben (KPMG/BITKOM 2013, S. 22). 
Dies legt den Schluss nahe, dass die Auswirkungen der Nutzung von Cloud-
diensten auf die Kosten maßgeblich von weiteren Faktoren abhängen. Ein Grund 
für die uneinheitlichen Ergebnisse könnte darin liegen, dass sich eine vollständige 
Erhebung der mit Cloud Computing verbundenen Kosten im Vorfeld der Nut-
zung oft schwierig gestaltet. Violino (2011) weist beispielsweise darauf hin, dass 
mitunter unerwartet hohe Kosten für den Transfer von Daten in die Cloud oder 
für die langfristige Speicherung von Daten in der Cloud anfallen. Dieser Faktor 
hat im Kontext von Big Data eine besondere Relevanz. Auch die Kosten für die 
Integration von Clouddiensten können unerwartet hoch sein und Kostenvorteile 
durch die Nutzung von Cloud Computing rasch zunichtemachen (Violino 2011). 
Bradshaw et al. (2012, S. 23) fanden heraus, dass eine Steigerung der Umsätze 
durch die Nutzung von Clouddiensten nicht nur erwartet wird, sondern auch tat-
sächlich beobachtet werden kann. Umsatzsteigerungen durch Clouddienste sind 
unter anderem auf eine bessere Bewältigung von Anforderungsspitzen und auf 
die einfachere Einführung neuer Produkte oder Produktlinien zurückzuführen. 
POTENZIALE FÜR DIE WISSENSCHAFT 1.2 
Wie bereits im Kapitel IV erwähnt, bieten Big Data und Cloud Computing auch 
Potenziale für die Wissenschaft. Vor allem die Kombination von Big Data und 
Cloud Computing eröffnet neue Möglichkeiten. 
Bei Big Data gibt es grundsätzlich zwei wesentliche Aspekte, die ein großes Po-
tenzial für wissenschaftliches Arbeiten beinhalten. Der erste Aspekt betrifft die 
Datenverfügbarkeit. Parallel zur Open-Data-Debatte für Informationen, gibt es 
auch in der Wissenschaft eine Diskussion über den Zugang zu Forschungsdaten. 
Dies geht über das wesentlich ältere Open Access, das auf einen freien Zugang 
zu wissenschaftlichen Publikationen abzielt, deutlich hinaus. Zentraler Punkt ist 
hier nicht nur der Zugang zu den Publikationen, sondern auch zu den dahinter 
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stehenden Forschungsmaterialien und Datensätzen. Da diese zunehmend digital 
produziert oder digitalisiert vorliegen, entstehen immer mehr Möglichkeiten, 
dass andere Forscher diese ebenfalls nutzen können. Hinzu kommt, dass sie bei 
Big Data noch mit öffentlich verfügbaren Datensätzen der Verwaltungen, Da-
tenbanken oder weiteren Internetquellen verbunden werden könnten. Dadurch 
würden sich vollkommen neue Möglichkeiten für die Bearbeitung wissenschaft-
licher Fragestellungen ergeben. Dies führt in direkter Linie zu dem zweiten As-
pekt, den Potenzialen für die wissenschaftlichen Vorgehens- und Arbeitsweisen. 
Grundsätzlich erlaubt Big Data zunehmend eine empirisch-deduktive Vorge-
hensweise, bei der aus Datenauswertungen Aussagen abgeleitet werden, im Ge-
gensatz zu einer eher theorie- und modellgetriebenen Vorgehensweise. Manche 
Vertreter dieser Entwicklung gingen in der ersten Euphorie soweit, vom Ende 
der Theorie zu sprechen (Anderson 2008), was sich aber heute schon wieder 
etwas relativiert hat. Im Laufe der Zeit haben sich dabei verschiedene Richtun-
gen und Tendenzen entwickelt, meist getrennt nach den klassischen Bereichen 
Naturwissenschaften und Geistes- und Sozialwissenschaften. 
Eine Strömung sieht Big Data als neues, viertes Paradigma der Wissenschaft 
(Hey et al. 2009). Darunter wird verstanden, dass sich die Technologien und die 
Techniken, die bei Forschung mit Big Data (Data-intensive Science) eingesetzt 
werden, von den bisherigen derart unterscheiden, dass hierunter ein neues Para-
digma ausgerufen werden kann (Lynch 2009). Aus ihrer Sicht ist dies die logi-
sche Konsequenz aus dem Einsatz von IT in der Forschung. Diese neue Art der 
Forschung wird dabei als »capture, curation and analysis« (Hey et al. 2009) zu-
sammengefasst. Dementsprechend beziehen sich deren Vertreter auf Wissen-
schaftsgebiete, in denen durch Experimente und Verfahren prinzipiell viele Da-
ten anfallen. Vorreiter sind daher vor allem Naturwissenschaften, sei es in der 
Astronomie, in der Meterologie (z. B. Mangelsdorf 2012), in der Physik mit dem 
LHC oder der Biologie durch die Sequenzierung von Genen (z. B. Anderson 
2008). Dies sind nur einige wenige Momentaufnahmen, aber ohne den Einsatz 
von Big Data wären viele Forschungen in diesen Bereichen nur deutlich langsa-
mer oder überhaupt nicht möglich. Gleichzeitig kann die Verwendung dieser 
Techniken zu völlig neuen Blickwinkeln und Denkweisen führen, die neue Er-
kenntnisse, neue Forschungsfragen und -felder und Innovationen hervorbringen 
(Harris 2012). 
Eine etwas gemäßigtere Strömung innerhalb der Naturwissenschaften sieht Big 
Data mehr als ein drittes wissenschaftliches Werkzeug neben Theorie und Expe-
riment (The Royal Society 2012). Dies zeigt auch der Trend, der nach der ersten 
Euphorie Big Data nicht als grundsätzlichen Bruch mit bisherigen wissenschaftli-
chen Arbeitsweisen sieht, sondern vielmehr als eine, wenn auch teilweise grund-
legend neue, Ergänzung der wissenschaftlichen Methoden. Unabhängig davon, 
ob Big Data nun einen Paradigmenwechsel darstellt oder eine wichtige Erweite-
rung, sind sich Vertreter beider Richtungen darüber einig, dass nicht nur inner-
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halb der einzelnen Disziplinen, sondern auch über die Disziplinen hinweg zu-
sammengearbeitet werden muss (Hey et al. 2009; The Royal Society 2012). Dies 
ist beispielsweise auch Ziel der entsprechenden Programme auf EU-Ebene (eIn-
frastructures), die vor allem auf generische, disziplinenübergreifende Plattformen 
ausgerichtet sind. Ein Beispiel dafür ist die EUDAT-Plattform, die zu einer Platt-
form für wissenschaftliche Daten aus allen Disziplinen nach einheitlichen Stan-
dards weiterentwickelt werden soll. Hierbei spielen aber vor allem die Naturwis-
senschaften eine wichtige Rolle. 
Im Gegensatz zu diesen Strömungen, wo die Nutzung von IT in der Forschung 
schon verbreitet ist, sieht die Lage in den Geistes- und Sozialwissenschaften we-
sentlich differenzierter aus. So verwenden einige Disziplinen wie beispielsweise 
die Archäologie, die empirische Sozialforschung oder Teile der Wirtschaftswis-
senschaften schon länger IT zu Forschungszwecken. Beispiele sind Berechnungen 
und Simulationen von Fundstellen oder Datenanalysen in größeren Datenmen-
gen. Jedoch ist in vielen anderen Disziplinen IT bis heute kein Werkzeug der 
Forschung selbst. Dementsprechend zielen verschiedene Maßnahmen wie die 
BMBF-Förderlinie eHumanities darauf ab, eine Entwicklung in diese Richtung 
anzustoßen. Dennoch ist diese Entwicklung kein Selbstläufer, und viele Fachver-
treter stehen den Zielen solcher Vorhaben ambivalent bis ablehnend gegenüber. 
Ein Grund dafür sind wahrscheinlich sehr ausgeprägte Strömungen wie Social 
Physics (Pentland 2012b) oder auch Computational Social Science (Lazer et al. 
2009), die durch den Einsatz von IT im Allgemeinen und Big Data im Speziellen 
darauf abzielen, die Geistes- und Sozialwissenschaften zu »quantifizieren«. Ziel 
ist es dabei, beispielsweise gesellschaftliche Entwicklungen oder soziale Phäno-
mene in Gegenwart oder auch Geschichte durch Einbeziehung von vielen Daten 
zu quantifizieren und zu dynamisieren, also Entwicklungen im Zeitverlauf dar-
zustellen (Lazer et al. 2009; Manovich 2012). Pentland (2014) geht sogar von 
einer völligen Umkehrung der Ansätze aus. Aus seiner Sicht sind insbesondere 
soziale Verbindungen (Social Ties), d. h. mit wem und wie kommuniziert wird 
(Metadaten), Grundlage für das Verständnis sozialer Systeme, weniger die Ana-
lyse beispielsweise von einzelnen Institutionen oder der Handlungen Einzelner. 
Ausgehend von diesen Kenntnissen über die sozialen Verbindungen kann dann 
seiner Meinung nach ein Verständnis für das Gesamtsystem gewonnen werden. 
Dies setzt natürlich Zugang zu großen Datensätzen voraus, die gerade in einigen 
Teilbereichen kaum möglich oder wünschenswert sind. Zugleich lösen solche 
Ansprüche im Hinblick auf Erklärungsansätze den Widerspruch der etablierten 
Strömungen aus und sind vielleicht sogar kontraproduktiv. Denn letztlich behin-
dern solche Antagonismen die fortschreitende Nutzung neuer Methoden und 
Werkzeuge, auch jenseits von Big Data, von denen auch die Geistes- und Sozial-
wissenschaften in Kombination mit ihren tradierten Vorgehensweisen auf viele 
Weisen, wie beispielsweise höhere Effizienz durch bessere Kommunikation und 
offenere Diskurse, profitieren könnten. 
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Unabhängig von der Entwicklung dieser teilweise sehr unterschiedlichen Strö-
mungen wird Big Data ein Teil der wissenschaftlichen Arbeit werden. Dies wird 
auch zur Entwicklung neuer Techniken und Ansätze führen, die wiederum auch 
neue Erkenntnisse hervorbringen (Harris 2012; Vande Moere et al. 2012). In 
welchem Umfang wird sich aber erst in den nächsten Jahren zeigen, sodass es zu 
früh ist, bereits heute darüber zu urteilen. Jedoch verdeutlicht die Analyse auch 
die (künftige) Bedeutung von Cloud Computing im Wissenschaftsbereich, denn 
gerade jenseits der »Big Sciences«, also jenseits von Projekten wie dem Teilchen-
beschleuniger LHC am CERN, haben viele Wissenschaftler keinen ausreichen-
den Zugang zu leistungsfähigen IT-Ressourcen. Daher werden Projekte, die 
cloudbasierte Lösungen für Big Data in der Wissenschaft bereitstellen, eine ent-
scheidende Rolle bei der Realisierung der Potenziale spielen. 
POTENZIALE FÜR PRIVATPERSONEN 1.3 
Grundsätzlich muss festgehalten werden, dass Privatpersonen, wie bereits ange-
deutet (Kap. IV.1.4 u. IV.2.4), entweder als Konsument und Nutzer oder als 
Bürger, sehr unterschiedlich von Cloud Computing und Big Data profitieren 
können. Einerseits gibt es direkte Potenziale durch die eigene Nutzung von 
Cloud Computing und Big Data und andererseits indirekte Potenziale, die durch 
die Nutzung durch andere entstehen. Bei Letzterem ist aber die Grenze zu den 
gesamtgesellschaftlichen Effekten sehr ungenau. 
Die direkten Potenziale sind am deutlichsten bei der Nutzung von Cloud Com-
puting erkennbar. Im Hinblick auf Cloud Computing ist vor allem der Komfort 
beim Zugriff oder Teilen von Daten bemerkenswert. Die Möglichkeiten reichen 
von einfachen Datenspeicherlösungen bis hin zur Nutzung von Streamingange-
boten für Filme oder Musik, die teilweise, aber nicht nur cloudbasiert sind. Hin-
zu kommen die indirekten Potenziale durch die Nutzung vieler Apps, die wiede-
rum auf Cloud-Computing-Lösungen aufgebaut sind. Neben Dropbox, das auf 
Amazon Web Services aufbaut, basieren viele andere Apps ebenfalls auf den An-
geboten großer IaaS-Anbieter. Hierzu zählen insbesondere solche Apps, die von 
Privatpersonen eingesetzt werden, um Arbeitsprozesse zu erleichtern. Dies reicht 
von einfachen E-Mail- und Office-Anwendungen zur mobilen Arbeit bis hin zu 
Kollaborationsanwendungen. Offen ist jedoch, ob Trends in diesem Bereich wie 
IT-Consumerization oder »bring your own device« (BYOD) und die damit ein-
hergehende Verschmelzung von Privat- und Berufsleben ausschließlich positiv zu 
beurteilen sind. Weitere Potenziale liegen darin, dass manche Unternehmen ihre 
Kollaborationslösungen auch für ihre Kunden in bestimmten Bereichen öffnen 
und somit die Möglichkeit besteht, Entwicklungen mitzugestalten. Noch weiter 
geht diese Mischung der Rolle von Produzent und Konsument (Prosument) im 
Bereich des sogenannten Maker Movement, wo Privatleute und Kleinunterneh-
mer (z. B. Künstler, Freiberufler) beispielsweise die Möglichkeiten der immer 
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günstiger werdenden 3-D-Drucker ausnutzen und individuelle Gegenstände her-
stellen. Auch hier hat sich in den letzten Jahren eine zunehmende Anzahl von 
Cloudangeboten entwickelt, die einen einfacheren Zugang ermöglichen sollen. 
Beispiele sind das Erstellen von dreidimensionalen Druckvorlagen bis hin zu 
Druck und Lieferung. Aktiv sind dabei Start-ups wie Sculpteo oder Netfabb, 
aber auch etablierte Softwareanbieter wie Autodesk. Manche Visionen in diesem 
Umfeld gehen gar so weit, hier von einer neuen industriellen Revolution zu spre-
chen (Anderson 2012), wobei es auch hier berechtigte Kritik gibt (Rotman 
2013). Dennoch sollte abschließend angemerkt werden, dass Privatpersonen bei 
der Nutzung von Cloud Computing vor allem durch ein Streben nach Komfort 
getrieben werden, während die Bereitschaft, Kosten dafür in Kauf zu nehmen, 
vorläufig noch gering ist (Bradshaw et al. 2012, S. 25 f.). Jedoch bezahlen viele 
bei den großen, stark genutzten Diensten für E-Mail, Datentausch oder Ähnli-
ches mit ihren Daten. 
Auf diesem Weg tragen Privatpersonen als Kunden zur Sammlung großer Daten-
mengen bei. Auch in der Rolle als Bürger tragen sie zur Generierung von Daten 
bei. In beiden Fällen führen sie in der Regel aber selbst keine Analysen durch. 
Der Nutzen und das Potenzial für sie liegen vielmehr darin, dass es Unternehmen 
oder der öffentlichen Verwaltung möglich wird, angepasste Angebote und 
Dienstleistungen, z. B. in Form präziserer Kaufempfehlungen oder optimierter 
Bereitstellung von Infrastrukturen, anzubieten. Da den betroffenen Konsumenten 
oder Bürgern dabei oftmals nicht bewusst ist, dass diese Dienstleistungen und 
Angebote auf solchen Vorarbeiten beruhen, sind sie nicht ganz unumstritten. 
Einen anderen Ansatz verfolgen hier sogenannte Datenmarktplätze, wo Privat-
personen die Möglichkeit haben, ihre Daten einzustellen und darüber zu ent-
scheiden, wer in welcher Form Zugang dazu erhält. Inwieweit sich solche Kon-
zepte durchsetzen können, ist aber noch offen. Während in diesen Lösungen die 
Rolle von Privatpersonen eher passiv ist, gibt es in zwei Bereichen Möglichkeiten 
wenigstens teilweise aktiv zu partizipieren. Die erste Möglichkeit liegt hierbei in 
den Bereichen Open Data und Open Government. So bieten staatliche Einrich-
tungen wie Kommunen immer öfter die Möglichkeit, als Bürger an Entwicklun-
gen zu partizipieren, indem Daten beispielsweise zur Haushaltsgestaltung oder 
Ähnlichem offengelegt werden. Diese können dann für Auswertungen genutzt 
werden (z. B. Klessmann et al. 2014). Eine zweite Möglichkeit ergibt sich bei der 
Nutzung öffentlich verfügbarer Forschungsdaten. Hierdurch würde die Vision 
einer Wissenschaft durch Bürger für Bürger (Citizen Science), die schon seit den 
1970er Jahren immer wieder propagiert wird, möglich werden (Hand 2010). 
Denn gerade cloudbasierte Big-Data-Lösungen (Kap. IV.1.4) eröffnen hier ein 
großes Potenzial, da keine Infrastruktur aufgebaut werden muss, sich die erfor-
derlichen Kenntnisse in Grenzen halten und die Kosten überschaubar bleiben. 
Dennoch gilt es dabei noch viele Herausforderungen zu bewältigen, sodass offen 
bleibt, ob und wie sich diese Möglichkeiten in Zukunft entwickeln werden. 
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GESAMTGESELLSCHAFTLICHE POTENZIALE 1.4 
Ähnlich wie im Hinblick auf die sozioökonomischen Wirkungen für Unterneh-
men, die öffentliche Verwaltung und Privatpersonen gibt es auch im Zusam-
menhang mit den gesamtwirtschaftlichen und gesamtgesellschaftlichen Potenzia-
len von Big Data und Cloud Computing eine Vielzahl von teilweise kontroversen 
Debatten. Grundsätzlich gibt es neben vielen Veröffentlichungen, die vor allem 
auf pauschalen Annahmen oder vereinfachenden Schätzungen beruhen, nur eine 
überschaubare Zahl an Studien, die mit wissenschaftlichen Methoden entweder 
qualitativ oder quantitativ eine Erfassung oder gar Bewertung der Potenziale 
versuchen. Letztere zielen in der Regel auf eine Quantifizierung der ökonomi-
schen Potenziale – also Produktivität, Wachstum und Beschäftigung – ab. Wäh-
rend für Cloud Computing mehrere Studien vorliegen (Bradshaw et al. 2012; 
DIW econ 2010; Etro 2009, 2011; Hogan et al. 2010, 2011), ist die Auswahl an 
Studien für Big Data deutlich kleiner (Manyika et al. 2011; OECD 2013a, 
2013b). Daneben existiert eine Reihe von Artikeln und Büchern, die sich abs-
trakt mit diesen Potenzialen von Big Data beschäftigen (z. B. Mayer-Schönber-
ger/Cukier 2013). Eine gemeinsame Bewertung beider Technologien existiert 
nicht, wobei jedoch in einzelnen Studien zu Big Data die besondere Rolle von 
Cloud Computing als sogenannter Enabler thematisiert wird (z. B. OECD 2013b, 
S. 324). Darüber hinaus finden sich noch Studien, die sich eher generell mit den 
gegenwärtigen und zukünftigen Potenzialen internetbasierter Dienste beschäfti-
gen (Dean et al. 2012; Hoorens et al. 2012; Pélissié du Rausas et al. 2011). Diese 
sollen hier vor allem zur Ergänzung, Erweiterung und Verbindung der vorlie-
genden Ergebnisse genutzt werden. Darüber hinaus werden an einzelnen Punk-
ten auch weniger quantifizierbare Aspekte wie Nachhaltigkeit genannt, aber 
meistens nicht ausführlich beleuchtet. Diese Potenziale sind oftmals in einzelnen, 
eher fachbezogenen Studien zu finden, die sich eher gezielt mit Themen wie 
Nachhaltigkeit (z. B. Hintemann/Fichter 2012) oder Transparenz (z. B. Janssen et 
al. 2012) als mit Technologien beschäftigen. Jedoch handelt es sich hierbei vor 
allem um qualitative Einschätzungen möglicher zukünftiger Auswirkungen, die 
sich nur teilweise mit Big Data oder Cloud Computing beschäftigen. Dement-
sprechend sollen hier nur wesentliche Ergebnisse und Aussagen ausgewählt dar-
gestellt werden. 
Grundsätzlich ist bei dieser Art von Studien anzumerken, dass es eine Reihe von 
Herausforderungen für die Abschätzung solcher Effekte gibt, die man bei der 
Bewertung der Ergebnisse berücksichtigen muss. Dies gilt insbesondere für die 
Studien, die den Versuch einer Quantifizierung von Potenzialen unternehmen. 
Ein erster genereller Aspekt dabei ist, dass natürlich alle auf Prognosen zukünfti-
ger Entwicklungen beruhen. So werden in der Regel generelle Wachstumstrends, 
wie z. B. die Wachstumsprognosen des Internationalen Währungsfonds (IWF) 
zugrunde gelegt. Ein weiterer Faktor ist, dass die Berechnungen und Einschät-
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zungen sehr stark von historischen Werten und/oder Erwartungen und weniger 
von aktuellen empirischen Beobachtungen gestützt werden. Abschließend hän-
gen die Ergebnisse zudem stark von den verwendeten Bewertungsverfahren und 
Modellen ab. Dies soll bei der Analyse der Potenziale reflektiert werden. 
PRODUKTIVITÄT UND FIRMENGRÜNDUNGEN 1.4.1 
Fast alle Schätzungen und Berechnungen insbesondere der gesamtwirtschaftli-
chen Potenziale beruhen auf der Annahme, dass Cloud Computing und Big Data 
zu Produktivitätssteigerungen und Unternehmensgründungen führen. Grundle-
gende Annahme ist, dass diese wie für die IKT als Ganzes schon mehrfach in 
Studien aufgezeigt zu wirtschaftlichem Wachstum und einer Steigerung des Brut-
toinlandsprodukts (BIP) führen (z. B. Eicher/Strobel 2009; OECD 2004). Dem-
entsprechend soll analysiert werden, welche Potenziale hier vermutet werden 
und welche Annahmen dem zugrunde liegen. 
Grundsätzlich werden die Produktivitätssteigerungen auf zwei Effekte zurückge-
führt: Kosteneinsparungen sowie die Geschäftsentwicklung, d. h. der Ausbau 
oder die Weiterentwicklung existierender Unternehmen. Zusammen mit den 
Neugründungen machen sie den wesentlichen Teil der wirtschaftlichen Effekte 
für Wachstum und Beschäftigung aus. Alle drei Effekte können sowohl bei Big 
Data als auch bei Cloud Computing beobachtet werden, wobei jedoch ihre 
Ausprägungen durchaus variieren können. Zu beachten ist, dass abhängig vom 
verwendeten Modell einige Studien daraus Produktivitätssteigerungen berech-
nen, während andere Wirkungen auf Beschäftigung oder Wachstum ableiten. 
Auffallend ist die unterschiedliche Datenlage: Während für Cloud Computing 
mehrere Studien vorliegen, sind für Big Data nur einzelne Daten vorhanden. 
Auch die Qualität der Daten unterscheidet sich deutlich, wobei dies unabhängig 
von der Zahl der Studien ist. 
Für Big Data gibt es bisher nur wenige wesentliche Arbeiten. Die bekannteste 
von allen ist die von McKinsey aus dem Jahre 2011 (Manyika et al. 2011). Hier 
werden verschiedene Werte zu Potenzialen berechnet. Einer davon ist der Wert 
von 250 Mrd. Euro an jährlichen Einsparungen in den öffentlichen Verwaltun-
gen innerhalb der EU-Mitgliedstaaten aufgrund von Produktivitätssteigerungen. 
Betrachtet man die zugrundeliegende Methodik, so wird deutlich, dass die Be-
rechnungsgrundlage nicht vollkommen transparent oder etabliert ist und auf 
einem sehr holzschnitzartigen Ansatz beruht (Manyika et al. 2011, S. 129 ff.). Im 
Gegensatz dazu setzt das von der OECD durchgeführte Projekt »New sources of 
growth«, das sich mit Knowledge-based Capital (KBC) beschäftigt, auf einen 
anderen Ansatz (OECD 2013a u. 2013b). Hier hat man durch die Auswertung 
verschiedener Datenbanken und Umfragen nachzuweisen versucht, welchen Ein-
fluss Wissenskapital auf Produktivität hat. Dabei hat sich beispielsweise gezeigt, 
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dass in den USA Firmen, die ihre Entscheidungen wesentlich auf Datenanalyse 
stützen, eine 5 bis 6 % höhere Produktivität aufweisen (OECD 2013a, S. 18). 
Ausgehend von diesen und anderen Ergebnissen wird die Notwendigkeit abgelei-
tet, die entsprechenden Rahmenbedingungen für Big Data zu schaffen, um die 
Nutzung von Daten und Wissen als neue Quelle des ökonomischen Wachstums 
zu ermöglichen (OECD 2013a u. 2013b). So werden zwar auch Maßnahmen zur 
Ausbildung von qualifizierten Fachkräften gefordert, doch es wird nicht wirklich 
deutlich gemacht, dass letztlich kein automatischer Zusammenhang zwischen 
datengestützter Entscheidung und mehr Produktivität besteht. Denn nur wenn 
man Big Data zu nutzen weiß, führt dies letztlich zu mehr Produktivität, und 
dabei stellen sich neben Fachkräften noch weitere Herausforderungen auf be-
trieblicher Ebene, die mindestens ebenso gewichtig sind wie die regulatorischen 
Herausforderungen. Neben diesen generellen Arbeiten gibt es noch zwei weitere 
Arbeiten, die sich mit den ökonomischen Potenzialen von Big Data für das Ver-
einigte Königreich und Irland beschäftigen (Mohamed et al. 2012, 2013). 
Für Cloud Computing existieren im Vergleich zu Big Data deutlich mehr Stu-
dien, wobei insbesondere die Arbeiten von Etro (2009 u. 2011) als Basis für ei-
nige weitere Studien dienen (z. B. Hogan et al. 2010). Etro berechnete dabei aber 
keine expliziten Produktivitätssteigerungen, sondern Firmengründungen, zusätz-
liches BIP-Wachstum sowie Beschäftigung, auf die hier später eingegangen wird. 
Er verwendete dazu ein dynamisch-stochastisches Gleichgewichtsmodell, für das 
er zwei unterschiedliche Szenarien (langsame und schnelle Diffusion) mit unter-
schiedlichen Ausprägungen in unterschiedlichen Industrien unterstellte. Grund-
lage der Berechnungen sind Kosteneinsparungen, die Etro basierend auf einer 
Analyse von IDC aus dem Jahr 2009 mit bis zu 50 % ansetzt (Etro 2011). Dies 
ist insofern kritisch, da in einer anderen Studie von IDC (Bradshaw et al. 2012), 
die im Auftrag der Europäischen Kommission durchgeführt wurde, die Mehrheit 
der befragten rund 1.000 Experten nur noch Kosteneinsparungen von zwischen 
10 und 30 % erwarten. Dies zeigt deutlich, dass sich die Erwartungen im Laufe 
der Zeit deutlich verändert haben, was nicht untypisch ist in einer solchen Ent-
wicklung. Darüber hinaus verdeutlicht es auch ein zweites Problem, nämlich 
dass die Werte vor allem auf Erwartungen und weniger auf empirischen Zahlen 
basieren. Diese liegen noch nicht in großer Zahl und vor allem nicht über länge-
re Zeiträume hinweg vor. Auch Bradshaw et al. (2012, S. 47) berechnen ebenso 
wie Hogan et al. (2010 u. 2011) den kumulierten Wert der durch Cloud Com-
puting zusätzlich entstandenen Wachstums- und Beschäftigungseffekte, ohne 
genauere Details zu ihren Produktivitätsannahmen offenzulegen. Die Ergebnisse 
werden im nächsten Abschnitt behandelt. 
Vergleichbar zu den Produktivitätssteigerungen spielen die möglichen Kostenein-
sparungen auch bei den Firmengründungen eine Rolle. Jedoch kommen hier je 
nach Technologie noch andere Aspekte wie Flexibilisierung oder Innovationsak-
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tivitäten hinzu. Diese ermöglichen in der Regel, dass sich neue Firmen einfacher 
etablieren können, was sich wiederum positiv auf Wachstum und vor allem Be-
schäftigung auswirken soll. Zurzeit liegen entsprechende Berechnungen nur für 
Cloud Computing vor. Maßgeblich sind dabei die Arbeiten von Etro (2009 u. 
2011) zur Zahl der Firmengründungen, auf denen alle weiteren Ansätze zur Be-
stimmung des ökonomischen Wertes beruhen (Hogan et al. 2010 u. 2011). Etro 
(2009 u. 2011) geht also davon aus, dass durch Cloud Computing und den ver-
bundenen Kostensenkungen nicht nur die Betriebskosten, sondern auch die 
Markteintrittsbarrieren für Neugründungen über alle Branchen hinweg sinken. 
Unterschiede hängen hierbei insbesondere von der Intensität des verfügbaren 
Kapitals ab. Dies wiederum wird aus Sicht von Etro (2009)zu einer Welle von 
Neugründungen führen, die maßgeblich als Treiber für Beschäftigung und 
Wachstum wirken. Seinen Berechnungen zufolge entstehen in Europa durch 
Cloud Computing in einer mittelfristigen Perspektive (fünf Jahre) zwischen rund 
83.000 (langsame Diffusion) und 431.000 (schnelle Diffusion) neue KMU zu-
sätzlich zu den normalen Gründungen. Etro gibt zwar an, dass seine Berechnun-
gen auf Daten von Eurostat basieren, nicht aber auf welches Jahr sie sich genau 
beziehen. Deutschland liegt dabei mit 7.600 bzw. 39.000 eher im Mittelfeld ver-
gleichbar mit dem Vereinigten Königreich (6.700 bzw. 35.000). Deutlich größer 
sind die Zahlen in Italien (15.000 bzw. 81.000), Spanien (10.500 bzw. 55.000) 
und Frankreich (9.300 bzw. 48.000). Eine Erklärung dieser großen Unterschiede 
wird nicht von ihm diskutiert. Etro betont allerdings, dass die Auswirkungen auf 
die Beschäftigung im Vereinigten Königreich und in Deutschland trotzdem grö-
ßer sind als in den drei anderen Ländern (Etro 2009). 
Auf den Zahlen von Etro aufbauend versuchen Hogan et al. (2010) den kumu-
lierten ökonomischen Wert dieser Entwicklungen für das BIP in den fünf größten 
Volkswirtschaften der EU zu berechnen. Danach liegt dieser in Deutschland 
trotz der geringeren Anzahl von Unternehmensgründungen höher (22,3 Mrd. 
Euro) als in Frankreich (17,7 Mrd. Euro), Italien (12,9 Mrd. Euro), Spanien 
(7,4 Mrd. Euro) oder dem Vereinigten Königreich (6,8 Mrd. Euro). Die Unter-
schiede werden mit unterschiedlichen Faktoren wie Skaleneffekten oder Adop-
tionsverhalten begründet, die aber nur qualitativ bewertet wurden. Zudem ba-
sieren die Berechnungen nur auf dem positiven Szenario von Etro (Hogan et al. 
2010 u. 2011). Im Hinblick auf die einzelnen Branchen versucht Etro (2009) 
ebenfalls die Veränderungen zu berechnen. Dazu fasst er die wesentlichen Teile 
der Wirtschaft in fünf aggregierten Sektoren zusammen (Angaben in Klammern 
geben die Zahl der zusätzlichen Firmengründungen bei langsamer bzw. schneller 
Adoption in mittelfristiger Perspektive in Deutschland wieder): produzierendes 
Gewerbe (955 bzw. 4.931), Einzel- und Großhandel (2.301 bzw. 11.880), Ho-
tel- und Gaststättengewerbe (873 bzw. 4.505), Transport und Kommunikation 
(462 bzw. 2.384) sowie Immobilien und unternehmensnahe Dienstleistungen 
(3.010 bzw. 15.542). Von der Verteilung zwischen den Sektoren entspricht dies 
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ungefähr der Entwicklung in den anderen Ländern. Die Unterschiede zwischen 
den Sektoren wirken im ersten Moment deutlich, sie sind aber, wenn man sie auf 
die Grundgesamtheit der einzelnen Sektoren bezieht, nicht so unterschiedlich wie 
vermutet. Denn das produzierende Gewerbe ist z. B. mit seiner eher industriellen 
Struktur stärker konzentriert als die unternehmensnahen Dienstleistungen, wo-
runter beispielsweise Beratung, Steuerprüfung, Ingenieurbüros oder IT-Dienst-
leistungen fallen. Dementsprechend ist die Gesamtzahl an Unternehmen hier 
deutlich größer. Darauf aufbauend versuchen Hogan et al. wiederum den kumu-
lierten Wert der Neugründungen in den Sektoren zu berechnen. Da sie die Zah-
len jedoch teilweise neu berechnen und die Sektoren neu aggregieren, ohne dies 
genau zu erklären, ergeben sich daraus jedoch keine neuen Erkenntnisse. 
Abschließend kann konstatiert werden, dass es durchaus konkrete Hinweise auf 
die positiven Wirkungen insbesondere von Cloud Computing, aber auch von Big 
Data auf die Produktivität sowie auf Unternehmensgründungen gibt. Wie groß 
jedoch diese Effekte tatsächlich sind, ist noch offen. Die Ergebnisse der Schät-
zungen hängen sehr stark von den verwendeten Daten, Modellen und Vorge-
hensweisen ab. Deutlich wird dabei, dass die wenigen Schätzungen sich sehr 
stark auf positive Grundannahmen beziehen, beispielsweise bezüglich der Kos-
tensenkungen. Insgesamt beruhen diese vor allem auf Einschätzungen von Ex-
perten oder Marktteilnehmern und weniger auf empirischen Werten. Dement-
sprechend sind sie auch sehr stark von den positiven Erwartungen an die jewei-
lige Technologie geleitet. Ein anderer Punkt ist, dass zwar einige wenige Studien 
zumindest verschiedene Szenarien aufzeigen (Etro 2009), andere sich aber in 
ihrer Nachfolge dann auf die Nutzung der positiven Entwicklungen fokussieren 
(Hogan et al. 2010). 
WACHSTUM UND BESCHÄFTIGUNG 1.4.2 
Im Hinblick auf Big Data gibt es keine umfassenden Studien zu möglichen Wir-
kungen auf Wachstum und Beschäftigung, die Aussagen für Deutschland oder 
Europa ermöglichen. Neben den Aussagen von Manyika et al. (2011) bleiben 
damit nur die Studien des CEBR, die sich mit der Situation in Großbritannien 
und Irland beschäftigen (Mohamed et al. 2012 u. 2013). Die Berechnungen er-
geben für Großbritannien einen kumulierten gesamtwirtschaftlichen Nutzen von 
rund 240 Mrd. britischen Pfund sowie 58.000 neue Stellen in der Zeit zwischen 
2011 und 2017. Wesentliche Aspekte sind dabei Effizienz- und Innovationszu-
nahme in existierenden Unternehmen sowie Unternehmensneugründungen. Inte-
ressant ist dabei, dass der berechnete Nutzen von Big Data höher angesetzt wird 
als der in einer ähnlichen CEBR-Studie für Cloud Computing (Hogan et al. 2010 
u. 2011). Dies kann natürlich teilweise an den Besonderheiten im Vereinigten 
Königreich liegen, doch bestätigt die Einschätzung die Tendenz, das gesamtwirt-
schaftliche Potenzial von Big Data als besonders hoch einzuschätzen. Neben dem 
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Nutzen aus Unternehmensneugründungen wird vor allem großes Potenzial in 
Bereichen wie dem produzierenden Gewerbe, dem Handel oder unternehmens-
nahen Dienstleistungen, aber auch im öffentlichen Sektor wie z. B. in der Ver-
waltung oder im Gesundheitssystem gesehen. Diese Einschätzung stimmt mit 
den Einschätzungen von McKinsey (Manyika et al. 2011) überein. Gleichzeitig 
wird aber auch eine weiterführende methodische Herausforderung aufgezeigt. 
Während es in Ansätzen möglich ist, den Wert von Big Data für Unternehmen 
und mit Abstrichen für die öffentliche Verwaltung zu schätzen, war die Suche 
nach Ansätzen, welche die Potenziale für die Wissenschaft und wissenschaft-
lichen Daten erfassen können, bisher noch nicht erfolgreich (EK 2010). 
Mit den Studien von Etro (2009 u. 2011) liegen Berechnungen vor, wie stark 
sich Cloud Computing auf das jährliche Wachstum des BIP auswirken könnte. 
Er benutzt dazu ein dynamisch-stochastisches Gleichgewichtsmodell (Dynamic 
Stochastic General Equilibrium Model, DSGE) mit einer endogenen Marktstruk-
tur, um die Auswirkungen neuer Technologien zu ermitteln. Dies ist ein recht 
neuer Ansatz, auch wenn die DSGE-Modelle selbst heute beispielsweise in Zent-
ralbanken als Ergänzung zu klassischen Vorhersagemodellen verwendet werden. 
Spätestens seit der letzten Finanzkrise ist ihr Nutzen aber umstritten (The Eco-
nomist 2010a). Etro (2009) kommt zum Ergebnis, dass das zusätzliche Wachs-
tum mittelfristig (fünf Jahre) bei langsamer Diffusion bei 0,1 % und bei schneller 
Diffusion bei 0,3 % liegen wird. Auch wenn dieser Wert auf den ersten Blick 
sehr klein wirkt, ist das angesichts der Größenordnung des BIP ein starker zu-
sätzlicher Impuls. Jedoch muss er, wie Etro selbst anmerkt, mit Vorsicht gesehen 
werden. 
Im Gegensatz zu Etro bemessen andere Studien den Wert nicht in einem zusätz-
lichen Wachstum des BIP, sondern berechnen, wie bereits erwähnt, den kumu-
lierten Nutzen. Hogan et al. (2010 u. 2011) berechnen den Nutzen auf der Basis 
mehrerer Komponenten. Dazu zählen neben den schon beschriebenen Neugrün-
dungen die Nettokosteneinsparungen durch Verwandlung von Investitionskos-
ten (CapEx) in operative Ausgaben (OpEx) und weitere Einsparungen abzüglich 
der Ausgaben für Clouddienste sowie Innovationen innerhalb bestehender Un-
ternehmen. Für Deutschland ergibt sich für fünf Jahre ein kumulierter Wert von 
221 Mrd. Euro für den Zeitraum von 2010 bis 2015. Im Vergleich zu den fünf 
anderen betrachteten Ländern Frankreich (162 Mrd. Euro), Vereinigtes König-
reich (117 Mrd. Euro), Italien (150 Mrd. Euro) sowie Spanien (11 Mrd. Euro) 
erzielt Deutschland den Berechnungen zufolge den größten Nutzen. Dies liegt 
einerseits natürlich an der Größe der Volkswirtschaft, andererseits aber auch an 
anderen in die Berechnung eingeflossenen Faktoren wie z. B. der qualitativen 
Bewertung von Diffusionsraten in Ländern und Branchen (Hogan et al. 2010). 
Als wesentliche Treiberbranchen werden die Bereiche Finanzen, unternehmens-
nahe Dienstleistungen sowie Logistik und Handel gesehen (Hogan et al. 2011). 
Dies lässt sich teilweise nur bedingt mit den Ergebnissen von Etro vergleichen, 
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der eine andere Einteilung der Sektoren gewählt hat, obwohl Hogan et al. (2011) 
sich teilweise auf dessen Arbeiten stützen. 
Auch Bradshaw et al. (2012) schätzen einen kumulierten Nutzenwert von Cloud 
Computing. Jedoch beziehen sich ihre Schätzungen auf den Zeitraum 2015 bis 
2020 und unterscheiden zwischen einem No-Policy-Intervention- und einem Po-
licy-driven-Szenario. Ersteres steht für eine eher langsame Diffusion. Letzteres 
für eine schnelle Diffusion. Auf Grundlage eines selbst entwickelten Wirkungs-
modells kommen Bradshaw et al. zum Ergebnis, dass im No-Policy-Intervention-
Szenario der kumulierte Wert für die gesamte EU bei 357 Mrd. Euro und beim 
Policy-driven-Szenario bei 920 Mrd. Euro. liegen würde. Letztlich geben sie aber 
auch zu bedenken, dass diese Berechnungen sehr vorsichtig zu bewerten sind, da 
das Modell noch Lücken aufweist (Bradshaw et al. 2012, S. 58 ff.). 
Ähnlich wie bei den Wachstumswirkungen ist die Lage auch bei den Beschäfti-
gungswirkungen schwer zu beurteilen. Grundsätzlich stellt sich die Frage, ob 
hier nur die zusätzlich geschaffenen Stellen berechnet oder ob auch mögliche 
Stellenverluste durch Cloud Computing berücksichtigt werden. Bei diesen würde 
es sich beispielsweise um Verluste in IT-Unternehmen und IT-Abteilungen han-
deln, die teilweise befürchtet werden. Bisher konnten diese jedoch weder beob-
achtet werden, noch ist es wahrscheinlich, dass dies angesichts des Mangels an 
Fachkräften in diesem Bereich im größeren Umfang geschieht. Auf lange Sicht 
stellt sich die Frage, inwieweit Effizienz- und Produktivitätssteigerungen sowie 
neue Innovationen und Geschäftsmodelle in den Anwenderbranchen zum Ver-
lust von Jobs führen. Die Frage nach den Nettobeschäftigungseffekten wird von 
den vorliegenden Studien sehr unterschiedlich beantwortet. 
Bradshaw et al. (2012) errechnen für ihre beide Szenarien für den Zeitraum 
2015 bis 2020 mögliche Beschäftigungseffekte von 1,3 Mio. (no policy interven-
tion) bis zu 3,8 Mio. (policy driven) neuen Arbeitsplätzen durch Cloud Comput-
ing in der EU. Die Frage nach möglichen Jobverlusten können sie mit ihrem 
Modell nicht beantworten (Bradshaw et al. 2012, S. 61). In den Studien des 
CEBR zu Big Data werden für den Zeitraum 2011 bis 2017 für das Vereinigte 
Königreich 58.000 neue Arbeitsplätze durch Unternehmensgründungen und die 
höhere Nachfrage nach Spezialisten berechnet (Mohamed et al. 2012, S. 6, 14 ff.). 
Die Frage nach möglichen Verlusten wird nicht thematisiert. In den Studien zu 
Cloud Computing wird das Thema jedoch adressiert. Während langfristig keine 
genauen Aussagen möglich sind, werden kurzfristig neugeschaffene Positionen 
als positive Nettobeschäftigungseffekte betrachtet (Hogan et al. 2010, S. 29 f.). 
Insgesamt berechnen sie in etwa spiegelbildlich zum ökonomischen Nutzen für 
den Zeitraum 2010 bis 2015 789.000 neue Stellen in Deutschland und somit die 
meisten neuen Stellen in Europa (Frankreich: 489.000; Italien: 456.000; Spanien: 
392.000; Vereinigtes Königreich: 292.000). Anders sieht dies bei Etro (2011) 
aus, der bewusst das Thema der Nettobeschäftigungseffekte adressiert und sein 
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DSGE-Modell nutzt, um diese zu berechnen. Zwar bleibt die Reihenfolge der 
Staaten fast identisch, doch trotz der sehr positiven Grundannahmen liegen die 
Arbeitsplatzzahlen deutlich niedriger. So errechnet er für Deutschland für den 
Fünfjahreszeitraum im Fall einer schnellen Diffusion circa 121.000 neue Netto-
arbeitsplätze und im Fall einer langsamen Diffusion nur rund 11.000 neue Net-
toarbeitsplätze. Ähnlich niedriger fallen die Zahlen für die anderen Staaten aus 
(z. B. Frankreich circa 54.000 bzw. circa 5.000) (Etro 2011). 
Letztlich weist dies auf eine Diskussion zu den Beschäftigungseffekten des Inter-
nets hin, die schon länger geführt wird. So legen die Ergebnisse einer McKinsey-
Studie, die auf Befragungen von mehreren Tausend Unternehmen beruht, nahe, 
dass das Internet in den letzten 15 Jahren für jeden verlorenen Job 2,6 neue Jobs 
geschaffen hat (Pélissié du Rausas et al. 2011, S. 3). Zu ähnlichen Schlüssen ge-
langen auch andere Studien, die sich mit der Wirkung des Internets beschäftigen 
(z. B. Dean et al. 2012). Jedoch merken Hoorens et al. (2012, S. 65 ff.) in ihrer 
Studie, die sich mit den möglichen sozioökonomischen Effekten des sogenannten 
Future Internet beschäftigt, also dem Bündel aus Cloud Computing, Social Me-
dia, Mobile Computing und vielem mehr, kritisch an, dass dies wenig über die 
Qualität und Sicherheit dieser Jobs aussagt. Zwar haben Langzeitstudien gezeigt, 
dass die Einführung von Computern in Unternehmen in den 1970er und 1980er 
Jahren tendenziell zu einem Ersatz weniger qualifizierter Bürojobs durch höher 
qualifizierte Jobs geführt hat (z. B. Appelquist 2005), ob dies aber auch für die 
letzten zehn Jahre zutrifft, gilt es noch zu klären. 
Insgesamt lässt sich festhalten, dass parallel zu den Produktivitäts- und Grün-
dungseffekten auch die Wachstums- und Beschäftigungseffekte sowohl von Big 
Data als auch von Cloud Computing positiv erscheinen. Allerdings zeigt sich, 
dass die Prognosemethoden sehr unterschiedliche Qualität besitzen und in ihren 
Möglichkeiten begrenzt sind. Dies gilt insbesondere im Hinblick auf die Frage 
der Beschäftigungseffekte. Gerade hier wird aber die Notwendigkeit deutlich, die 
Folgen solcher und ähnlicher Entwicklungen auf Sicherheit und Qualität der 
Beschäftigung weiter zu erforschen. 
INNOVATIONSFÄHIGKEIT 1.4.3 
Produktivitätssteigerungen und Unternehmensgründungen als Basis gesamtwirt-
schaftlicher Potenziale sind eng mit Innovationen verbunden. Oftmals ermögli-
chen erst Innovationen Kostensenkungen oder die Gründung neuer Unterneh-
men, wobei es sich nicht nur um technische, sondern auch um Prozess- oder 
Marketinginnovationen handeln kann. 
Sowohl Big Data als auch Cloud Computing für sich genommen sowie in Kom-
bination bieten vielfältige Möglichkeiten, Innovationen zu ermöglichen oder zu-
mindest zu erleichtern. Dies geht so weit, dass heute schon Verfahren getestet 
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werden, Kundenwünsche zu antizipieren, bevor diese selbst die Wünsche explizit 
formulieren können (Greif 2014). So ermöglicht beispielsweise Big Data eine 
deutlich höhere Kundenorientierung, die Möglichkeiten zur Entstehung speziali-
sierter Angebote und Anbieter beinhaltet. Gleichzeitig sollen Big-Data-Analysen 
in Verbindung mit neuen Produktionstechnologien (Industrie 4.0) dazu beitragen, 
die Massenproduktion zu flexibilisieren. Ziel ist es, Massenprodukte möglichst 
individualisiert anzubieten. Dies kann beispielsweise durch additive Produktion 
(Additive Manufacturing) geschehen (LaMonica 2013; Rotman 2013). Dabei 
werden 3-D-Drucker im industriellen Kontext genutzt, um individualisierte Pro-
dukte zu erzeugen. Additive Produktion kommt bisher nur im kleineren Maß-
stab, z. B. bei der Fertigung von Prothesen zum Einsatz, es gibt allerdings Pläne, 
den Ansatz auch in größerem Maßstab zu nutzen. Dadurch könnten entspre-
chend den Wünschen der jeweiligen Kunden Produkte als Ganzes oder durch Er-
gänzungen gezielt individualisiert werden. Damit würde aus dem Maker Move-
ment tatsächlich eine industrielle Entwicklung, wenn auch anders als vielleicht 
von einigen erwartet, die die Entwicklung eher im Bereich von Nischenprodu-
zenten sahen (Anderson 2012). 
Cloud Computing ermöglicht gleichzeitig den Zugang zu Computerressourcen, 
die entweder früher nicht vorhanden waren oder die sich KMU oder Neugrün-
der bis dahin nicht leisten konnten. Dies reicht von Kollaborationswerkzeugen, 
die es ermöglichen, Inhalte zu teilen oder Daten gemeinsam zu bearbeiten, über 
Werkzeuge zur Einbindung vieler Akteure (z. B. Kunden, Lieferanten), über die 
Entwicklung, Planung und Durchführung von Projekten und die Steuerung von 
Wertschöpfungsketten bis hin zu Anwendungen wie cloudbasierten Werkzeugen 
zur Herstellung von Produkten, beispielsweise mit 3-D-Druckern. Im Kapitel V.2 
werden die vielfältigen Innovationspotenziale im Zusammenhang mit Big Data 
und Cloud Computing ausführlicher behandelt. 
Sowohl Big Data als auch Cloud Computing bieten schon für sich allein ge-
nommen ein großes Potenzial, die Innovationsfähigkeit der Gesellschaft und 
Wirtschaft zu erhöhen. Diese Wirkungen wurden auch für andere Anwendungen 
im Bereich der Informations- und Kommunikationstechnik nachgewiesen (DIW 
2008). Doch gerade die Möglichkeit, Big-Data-Analysen als cloudbasierte Lösun-
gen zu nutzen, würde diesen Effekt weiter verstärken. Wie bereits gezeigt, be-
inhaltet das Konzept eine Vielzahl neuer Möglichkeiten für Innovationen in vielen 
Anwendungsfeldern. Cloud Computing bietet auch KMU sowie Neugründern 
die Möglichkeit, Big-Data-Analysen flexibel und kostengünstig durchzuführen. 
Zu bedenken ist allerdings, dass die Nutzung von cloudbasierten Big-Data-
Lösungen mit einigen Herausforderungen verbunden ist. So stellen der Transfer 
großer Datenmengen und der Zugang zu Daten gerade für diese Zielgruppe eine 
nicht leicht zu überwindende Hürde dar. Auch generell ist daher anzumerken, 
dass das Potenzial zur Steigerung der Innovationsfähigkeit zwar gegeben ist, dass 
V.  POTENZIALE 
 122 
es aber noch eine Reihe von technischen, betrieblichen und strukturellen Heraus-
forderungen gibt, die adressiert werden müssen, um dieses Potenzial auch zu 
realisieren. 
NACHHALTIGKEIT 1.4.4 
In vielen Studien zum Thema Green IT wird insbesondere Cloud Computing ein 
großes Potenzial im Hinblick auf Energie- und Ressourceneffizienz zugespro-
chen. Grundlage dafür ist, dass Cloud Computing und zugrundeliegende Tech-
nologien wie Virtualisierung eine Reihe von Möglichkeiten zur Effizienzsteige-
rung mit sich bringen. So führt Cloud Computing in der Regel zu einer besseren 
Auslastung der verfügbaren Infrastrukturen. Vor allem Rechenzentren können 
durch Virtualisierung ihre Energieeffizienz verbessern. Zudem, so die Annahme, 
führt die bessere Auslastung zu einem geringeren Bedarf an neuen Servern und 
Rechenzentren. Dies wiederum würde sowohl den Ressourcenverbrauch, z. B. im 
Hinblick auf seltene Erden, als auch die Elektroschrottmenge reduzieren. Dar-
über hinaus bietet die Verwendung von Cloud Computing auch Potenziale zu 
Einsparungen auf der Anwenderseite. Hier kann es durch die Nutzung alternati-
ver Endgeräte wie Thin Clients oder Tablets anstelle von Desktopcomputern 
ebenfalls zu Einsparungen beim Energie- und Ressourcenverbrauch kommen, da 
solche Endgeräte in der Regel energieeffizienter sind und weniger Materialien 
verbaut werden (u. a. EK 2012a; Stobbe et al. 2009). 
Sowohl auf deutscher als auch auf europäischer Ebene wird das Thema Green IT 
mit Förderprogrammen (z. B. IT2Green) adressiert. Berechnungen zeigen, dass in 
Deutschland in den kommenden Jahren im Bereich der Rechenzentren circa 30 
bis 50 % des Energiebedarfs eingespart werden könnte (Hintemann/Fichter 
2012, S. 2 ff.). Zudem belegen Studien, dass einige erwartete Entwicklungen wie 
z. B. der Rückgang kleinerer Serverinstallationen und kleinerer Rechenzentren 
tatsächlich eingetreten sind. Jedoch zeigen sie auch, dass es neben dem Trend zu 
Cloud Computing weitere Faktoren gibt, die zu mehr Energie- und Ressour-
ceneffizienz führen. Einerseits sind das z. B. Fortschritte im Bereich der Server- 
oder der Versorgungstechnik, andererseits aber auch externe Faktoren wie die 
Finanzkrise. Inwieweit sich die positive Entwicklung bei Energie- und Ressour-
ceneffizienz fortschreiben lässt, bleibt daher offen, vor allem da auch die Gefahr 
besteht, dass langfristig durch Reboundeffekte die Einsparungen wieder aufge-
zehrt werden. Ein Grund dafür kann beispielsweise der Gebrauch mehrerer neu-
er Endgeräte anstelle eines herkömmlichen Desktopcomputers sein, aber auch 
neue Anwendungen wie beispielsweise Big Data, die vor allem durch ihre Daten-
intensität den Energie- und Ressourcenverbrauch steigern. 
Es muss davon ausgegangen werden, dass der generelle Energie-und Ressourcen-
verbrauch im Bereich der IKT aufgrund der zunehmenden Digitalisierung fast 
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aller Lebensbereiche weiter zunehmen wird, sodass die Verbreitung von Cloud 
Computing bestenfalls zu einer Abflachung dieser Wachstumskurve führen wird. 
Dies liegt vor allem daran, dass Rechenzentren nur für einen relativ kleinen Teil 
am gesamten Stromverbrauch verantwortlich sind (Stobbe et al. 2009, S. 68). 
TRANSPARENZ UND PARTIZIPATION 1.4.5 
Grundsätzlich werden zwei Aspekte – in Bezug vor allem auf Big Data – mit Po-
tenzialen für Transparenz und Partizipation gesehen. Beim ersten Aspekt geht es 
um die Idee, dass die Nutzer selbst entscheiden (können) sollen, ob und wem 
und wie viele Informationen sie von sich preisgeben. Viele Konzepte gehen sogar 
so weit, dass die Nutzer selbst für die Preisgabe von Informationen bezahlt wer-
den sollen. Grundlegende Idee ist, dass Onlinemarktplätze es Nutzern erlauben 
sollen, ihre Daten zu hinterlegen. Dort könnten Unternehmen ihre Interessen 
und Datenwünsche bekunden, und der Nutzer entscheidet dann individuell, zu 
welchem Preis er welche Daten weitergeben will. Eine weitere Idee ist, dass sich 
beispielsweise wissenschaftliche Projekte bei diesen Plattformen bewerben und 
Nutzer entscheiden können, ob sie diesen ihre Informationen kostenfrei überlas-
sen. Damit sollen Nutzer verfolgen können, wer welche Daten benutzt, und be-
stimmen, wer ihre persönlichen Daten wie nutzen darf. Die Ideen dazu existieren 
schon seit mehreren Jahren, wobei in den letzten beiden Jahren das Interesse 
merklich zugenommen hat. Sichtbarste Beispiele dafür sind die Gründung von 
Datacoup, welches explizit eine solche Idee verfolgt, sowie die Ankündigung von 
reputation.com, ähnliche Services anbieten zu wollen (Simonite 2013, 2014). 
In Deutschland wird im Rahmen des Trusted-Cloud-Programms im Projekt MIA 
(Marktplatz für Informationen und Analysen) auch an solchen Modellen ge-
forscht. Dabei zeigt sich eine Reihe von Problemen. Dazu zählen die hohe Vola-
tilität des Marktes, bei dem der Preis in verschiedenen Kontexten sehr stark 
schwanken kann, die Überforderung der Nutzer, die oftmals den Wert ihrer 
Daten und die Konsequenzen von Entscheidungen nicht einschätzen können 
oder beispielsweise auch weiter führende rechtliche Aspekte wie die Frage der 
Kontrolle und der Durchsetzbarkeit von Weitergabeverboten und Ähnlichem 
(Acquisti 2010; Acquisti et al. 2013). Zudem erschweren die schon existierenden 
Marktstrukturen einen solchen Systemwechsel, da insbesondere Anbieter ange-
sichts funktionierender Modelle wohl nicht geneigt sind, diese zu verändern. Ab-
schließend stellt sich auch die übergeordnete Frage, ob eine solche Ökonomisie-
rung von Privatheit gesellschaftlich gewünscht bzw. wünschenswert ist. 
Beim zweiten Aspekt geht es um mit Open Data verbundene Ideen, die es Privat-
personen ermöglichen sollen, Einblick in Daten und Prozesse der öffentlichen 
Verwaltung zu nehmen. Big Data würde dabei vor allem zur Analyse von Daten 
dienen und die Entwicklung von neuen Lösungsansätzen oder die Identifikation 
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von Handlungs- und Verbesserungsmöglichkeiten unterstützen. Letzten Endes 
wäre das Ziel dieser als Open Government bezeichneten Idee, Bereiche der Ver-
waltung und Regierung sowohl Privatpersonen als auch der Wirtschaft zu öffnen. 
Einerseits sollen dadurch Prozesse vereinfacht werden, andererseits aber auch 
eine größere Möglichkeit zur Partizipation an politischen Prozessen geschaffen 
werden (Janssen et al. 2012; Klessmann et al. 2014). Die Potenziale dieser Ent-
wicklungen werden dabei in verschiedenen Studien diskutiert (z. B. Golliez et al. 
2012; Huber et al. 2013). Da dies aber sowohl im Hinblick auf die verwendeten 
Technologien und Verfahren wie Partizipationsportale, Bürgerhaushalte oder 
Ähnliches als auch im Hinblick auf die damit verbundenen Potenziale über Big 
Data hinausgeht, soll hier nur auf den genannten Aspekt der Nutzung von Big-
Data-Tools durch Bürger hingewiesen werden. 
ANWENDUNGSPOTENZIALE 2. 
Die Vielfalt der Anwendungspotenziale von Big Data lässt sich unter Bezug-
nahme auf die Bedarfsfelder der Hightech-Strategie der Bundesregierung veran-
schaulichen. Entsprechend werden aktuelle Anwendungen von Big Data sowie 
Überlegungen zur zukünftigen Anwendung in den Feldern Klima/Energie 
(Kap. V.2.1), Gesundheit/Ernährung (Kap. V.2.2), Mobilität (Kap. V.2.3), Sicher-
heit (Kap. V.2.4) und Kommunikation (Kap. V.2.5) diskutiert. Besonderes Au-
genmerk wird dabei auf die Kombination von Big Data und Cloud Computing 
gelegt. Für jedes Bedarfsfeld wird zunächst ein Überblick über mögliche Anwen-
dungspotenziale gegeben, und anschließend werden mögliche zukünftige Ent-
wicklungen für ein bis zwei ausgewählte Anwendungspotenziale mithilfe von 
Miniszenarien antizipiert. 
KLIMA/ENERGIE 2.1 
Im Hinblick auf das Bedarfsfeld Klima/Energie hat sich die Bundesregierung eine 
Reihe von Zielen gesetzt. Einerseits soll die Wissensbasis im Hinblick auf den 
Klimawandel erweitert und die Anwendung von Klimaschutztechnologien und 
Anpassungslösungen vorangetrieben werden. Andererseits soll die Energieversor-
gung auf eine nachhaltigere Basis gestellt werden. Für Big Data gibt es in diesem 
Zusammenhang zahlreiche Anwendungspotenziale. Vor allem in den Bereichen 
Klimaforschung, Smart Cities, Smarte Energienetze und Umweltschutz spielt Big 
Data bereits heute eine wichtige Rolle. 
Im Bereich der Klimaforschung lassen sich durch die Analyse großer Datenmen-
gen aus unterschiedlichen Quellen Vorhersagen zur Entwicklung des Klimas 
verbessern bzw. werden solche Vorhersagen überhaupt erst möglich. Wissen-
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schaftler der Aristoteles Universität von Thessaloniki setzten sich beispielsweise 
das Ziel, die Entwicklung der Konzentration des bodennahen Ozons in Europa 
über die nächsten 100 Jahre vorherzusagen (Katragkou et al. 2011). Um die re-
chenintensive Simulation durchführen zu können, wurde auf die IT-Infrastruktur 
des Scientific Computer Centers der Aristoteles Universität von Thessaloniki 
zurückgegriffen. Auch die US-amerikanische Bundesbehörde für zivile Luft- und 
Raumfahrt NASA greift auf eine äußerst leistungsfähige IT-Infrastruktur zurück, 
um Simulationen im Hinblick auf die Entwicklung des Klimas durchführen zu 
können (Mangelsdorf 2012). Kürzlich versuchte die NASA, das Klima auf der 
Erde mit einer relativ hohen Auflösung für zwei Jahre vorauszuberechnen. Der 
verwendete Hochleistungsrechner »Discover« hat eine Speicherkapazität von 
37 Petabyte. Am Beispiel von Hurrikan Sandy lässt sich der Nutzen von Wetter-
vorhersagen auf Grundlage von Big-Data-Analysen verdeutlichen (Wakeman 
2012). Dank der Analyse großer Datenmengen ließ sich der Weg des Hurrikans, 
bereits drei Tage bevor der Hurrikan in den Vereinigten Staaten auf Land traf, 
relativ genau vorhersagen und damit ein noch größeres Unglück vermeiden. Der 
Einsatz von Big-Data-Analysen im Zusammenhang mit dem Hurrikan Sandy 
wird im Rahmen eines Miniszenarios detaillierter behandelt. 
Auch im Bereich Smart Cities gibt es im Hinblick auf Big Data vielversprechende 
Anwendungspotenziale, vor allem im Hinblick auf die Bedarfsfelder Klima/Ener-
gie und Mobilität. Laut IBM (2012) zeichnen sich intelligente Städte vor allem 
durch einen hohen Grad an Nachhaltigkeit und Wirtschaftlichkeit aus, der durch 
die kontinuierliche Erfassung und Analyse von umfangreichen Datenmengen 
erzielt wird. Ansätze im Hinblick auf die Optimierung der Verkehrsführung in 
Smart Cities werden im Kapitel V.2.3 adressiert. An Ansätzen zur Verbesserung 
der Energieversorgung wird beispielsweise im Rahmen eines Smart-City-Projekts 
unter der Leitung von Siemens geforscht (Pease 2013). Eine Rolle spielen dabei 
neben Themen wie lokale Energieversorgung und intelligente Stromnetze (Smart 
Grid) auch verschiedene Automatisierungstechniken. Laut Fitze (2013) wird 
allein das Volumen des Marktes für Smart Grids im Jahr 2020 bei fast 
400 Mrd. Euro liegen. 
Aus der zunehmenden Nutzung regenerativer Energiequellen, die ein zusätzliches 
volatiles Element in das Stromnetz einführen, ergeben sich für die Erzeugung 
und Verteilung von Strom neue Herausforderungen. Einerseits produzieren im-
mer mehr Verbraucher auch selbst Strom, der zum Teil ins Stromnetz eingespeist 
werden soll, und andererseits ist das Angebot an Strom mehr und mehr von 
Wind und Sonnenschein abhängig. Damit das Energienetz stabil bleibt, müssen 
Produzenten und Verbraucher koordiniert werden. Big-Data-Analysen spielen 
bei der Koordination in intelligenten Stromnetzen eine immer wichtigere Rolle. 
Die Daten, die analysiert werden, sind zwar strukturiert, stammen aber von sehr 
vielen Quellen und müssen, um die Stabilität des Netzes nicht zu gefährden, in 
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Quasiechtzeit verarbeitet werden (Gomes 2011). Strom muss entweder gespei-
chert oder umgehend dorthin transportiert werden, wo gerade Bedarf ist (Bleyl 
2013, S. 27). Die Daten werden in der Regel mittels Smart Meter erfasst. Zum 
Speichern der Daten bieten sich Cloudlösungen an, da die Daten dann für Ana-
lysen zentral zur Verfügung stehen. Das Potenzial entsprechender Ansätze ist bei-
spielsweise im Zusammenhang mit Elektroautos gut erkennbar, da Akkus genau 
dann aufgeladen werden können, wenn es im Netz einen Stromüberschuss gibt. 
Auch im Bereich Umweltschutz eröffnet Big Data neue Möglichkeiten. Auf 
Grundlage der Ergebnisse von Big-Data-Analysen lassen sich einerseits umwelt-
freundlichere Herstellungsmethoden und Produkte entwickeln und andererseits 
gefährdete Ökosysteme schützen. Beispielsweise wird die Herstellung von biolo-
gisch abbaubarem Plastik von einem Forscherteam der Ludwig-Maximilians-
Universität in München nicht nur auf Grundlage von zahlreichen Versuchsreihen 
weiterentwickelt, sondern auch unter Berücksichtigung der Ergebnisse von Be-
rechnungen, die durchgeführt wurden, um relevante Reaktionsmechanismen 
besser zu verstehen (Birkenheuer et al. 2011). Am portugiesischen Labor für 
Bauwesen wird Big Data eingesetzt, um die gefährdete Aveiro Lagune besser 
verstehen und schützen zu können (Rodrigues et al. 2009). Beide Projekte grei-
fen auf eine leistungsstarke IT-Infrastruktur zurück, die im Rahmen der EGI be-
reitgestellt wird. 
MINISZENARIO: HURRIKAN SANDY 
Hurrikan Sandy hat im Herbst 2012 in der Karibik und in den USA zahlreiche 
Menschenleben gekostet und verheerende Schäden verursacht. Allein in den USA 
kamen 113 Menschen ums Leben. Mit einem auf rund 50 Mrd. US-Dollar ge-
schätzten Schaden war Hurrikan Sandy nach Hurrikan Katrina, der im Jahr 
2005 an der Golfküste enorme Schäden anrichtete, der zweitteuerste Hurrikan in 
der US-amerikanischen Geschichte (Konkel 2012). Aufgrund der Verfügbarkeit 
von relativ genauen Vorhersagen über den Weg und die Stärke des Hurrikans 
konnte ein noch größeres Unglück vermieden werden (Konkel 2012). Das Hur-
rikanzentrum der US-amerikanischen Wetter- und Ozeanografiebehörde NOAA 
konnte bereits drei Tage, bevor Sandy am Abend des 29. Oktobers das Festland 
der Vereinigten Staaten erreichte, mit einer Ungenauigkeit von nur rund 15 km 
vorhersagen, wo der Hurrikan an der Küste von New Jersey auf Land treffen 
würde (Wakeman 2012). Bereits am Morgen des 26. Oktobers gab das Hurri-
kanzentrum an, dass der Hurrikan in der Nacht vom 29. auf den 30. Oktober 
das US-amerikanische Festland erreichen werde. Die Genauigkeit war vor allem 
deshalb beeindruckend, da der Hurrikan im Hinblick auf Größe und Stärke ein 
nahezu einzigartiges Wetterereignis darstellte. 
Die NOAA verwendete für ihre Berechnungen hochkomplexe Modelle und eine 
leistungsfähige IT-Infrastruktur (Jackson 2012). Laut Jackson (2012) werden für 
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die Vorhersage von Wetterereignissen im Allgemeinen und Hurrikans im Speziel-
len Modelle verwendet, die Informationen über Ereignisse in der Vergangenheit, 
über die Physik der Atmosphäre und über aktuelle und zukünftige Wetterbedin-
gungen kombinieren. Relevant sind unter anderem die sich permanent ändern-
den Windgeschwindigkeiten, Druckunterschiede sowie Luft- und Wassertempe-
raturen (Johnson 2012). Die Informationen, die mit geografischen Informations-
systemen zusammengeführt werden müssen, stammen beispielsweise von Satelli-
ten, Wetterbojen oder Flugzeugmessungen (Konkel 2012). Die Mitarbeiter des 
Hurrikanzentrums sind also einerseits mit umfangreichen Datenmengen kon-
frontiert, deren rasche Auswertung kritisch ist, und andererseits mit der Tatsa-
che, dass die Daten polystrukturiert sind. Damit sind die drei zentralen Charak-
teristika von Big-Data-Problemen gegeben. 
Die Genauigkeit der Ergebnisse hängt nicht nur von der Genauigkeit der verfüg-
baren Informationen ab, sondern auch von der Tauglichkeit des verwendeten 
Modells. Aus diesem Grund kommen bei der Vorhersage von Wetterereignissen 
in der Regel mehrere Modelle zum Einsatz. Die eigentliche Vorhersage entspricht 
dann dem Durchschnitt der Ergebnisse (Konsensprognose) (Jackson 2012). Die 
Berechnungen werden in regelmäßigen Abständen mit aktualisierten Daten wie-
derholt (Johnson 2012; Konkel 2012). Beim Hurrikanzentrum der NOAA wer-
den für Simulationen im Zusammenhang mit Hurrikans aktuell 37 verschiedene 
Modelle verwendet. Berücksichtigt werden muss allerdings, dass nicht alle Mo-
delle für dieselbe Fragestellung geeignet sind. Während einige Modelle den Weg 
eines Hurrikans vorhersagen, sind andere beispielsweise auf die Vorhersage der 
Hurrikanstärke spezialisiert. Außerdem sind einige Modelle für kurzfristige Vor-
hersagen geeignet, während andere bei längerfristigen Betrachtungen besser ab-
schneiden. Die Anforderungen an die Rechenleistung unterscheiden sich von 
Modell zu Modell teils erheblich (Jackson 2012). Im Hinblick auf die erforder-
liche Rechenleistung setzt NOAA auf den Hochleistungsrechner »IBM Bluefire« 
mit einer Leistung von bis zu 76 Teraflops (Konkel 2012). Der Einsatz von 
Hochleistungsrechnern ermöglicht zunehmend höhere Auflösungen bei der Vor-
hersage von Wetterereignissen. 
Die zentrale Herausforderung bei der Vorhersage von Hurrikans liegt in der 
Tauglichkeit der verwendeten Modelle. Das Verständnis von komplexen Wetter-
ereignissen wie Hurrikans reicht noch nicht aus, um auf Grundlage einzelner 
Modelle zuverlässige Vorhersagen zu machen. Die deutlichen Verbesserungen, 
die in den letzten Jahren im Hinblick auf die Genauigkeit der Vorhersage und 
den Vorhersagezeitraum möglich waren, zeigen allerdings deutlich, welches An-
wendungspotenzial für die Vorhersage von Wetterereignissen in der Durchfüh-
rung von Big-Data-Analysen liegt. Konkel (2012) betont beispielsweise, dass die 
Vorhersagen im Hinblick auf den Ort, an dem Hurrikan Sandy auf Land traf, 
zehnmal genauer waren als vergleichbare Vorhersagen in den 1990er Jahren. 
Aufgrund der relativ kurzen Vorhersagezeiträume und der zunehmenden Kom-
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plexität der Modelle, stellt auch die Rechenleistung eine Herausforderung dar. 
Herausfordernd ist darüber hinaus die Interpretation der Berechnungsergebnisse, 
die nur mit Erfahrung und einschlägigem Fachwissen geleistet werden kann. 
GESUNDHEIT/ERNÄHRUNG 2.2 
Das Bedarfsfeld Gesundheit/Ernährung zielt vor allem auf die Entwicklung bes-
serer Diagnoseverfahren und Therapien ab, aber auch Ansätze zur Prävention 
und zur Kostensenkung werden in den Mittelpunkt gestellt. Die Bundesregierung 
hebt im Zusammenhang mit diesem Bedarfsfeld die Bedeutung der individuali-
sierten Medizin sowie telemedizinische Therapieformen besonders hervor. Vor 
allem im Hinblick auf die Erforschung von Krankheitsursachen und Behand-
lungsmethoden, die Epidemiologie sowie im Bereich der individualisierten Medi-
zin spielt die Analyse von Big Data bereits heute eine zentrale Rolle und bietet 
zahlreiche Anwendungspotenziale. 
Im Bereich der Erforschung von Krankheitsursachen und Behandlungsmethoden 
lassen sich durch die Analyse großer Datenmengen aus unterschiedlichen Quellen 
wichtige Erkenntnisse gewinnen. Untersuchungen in diesem Bereich beschäftigen 
sich mit der Suche nach und der Identifikation von Krankheitserregern (z. B. Vries 
et al. 2011) sowie der Neu- und Weiterentwicklung von Medikamenten (z. B. 
Neumann et al. 2010) oder Verfahren wie z. B. im Bereich der Epilepsie. 
Im Bereich der Epidemiologie etwa erlaubt die Analyse umfangreicher Daten-
mengen eine deutlich schnellere und genauere Bestimmung von Infektionsherden 
für bestimmte Krankheiten, als dies in der Vergangenheit möglich war. Durch 
die frühzeitige Erkennung von Infektionsherden kann in der Regel die Ausbrei-
tung einer Infektionskrankheit eingedämmt oder verhindert werden. Ein Beispiel, 
bei dem der Fokus auf der Eindämmung von Malaria in Kenia liegt, ist im Kapi-
tel IV.1.3 beschrieben. Neben Mobilfunkdaten, wie in diesem Beispiel, können 
Daten aus sozialen Netzwerken oder Daten aus Anwendungen auf mobilen End-
geräten zur Untersuchung der Ausbreitung von Krankheiten verwendet werden 
(z. B. Kamel Boulos et al. 2010). Die Analyse der Kontaktdaten Einzelner erlaubt 
unter bestimmten Voraussetzungen die Identifikation sogenannter »Super-
Spreader«, die für die Begrenzung der Ausbreitung von Infektionskrankheiten 
besonders relevant sind (Galvani/May 2005; Sun et al. 2013). 
Ein weiterer Bereich, in dem Big Data eine zentrale Rolle spielt, ist die personali-
sierte Medizin (Murdoch/Detsky 2013). Personalisierte Medizin führt zur Indivi-
dualisierung der Medizin unter Berücksichtigung der Eigenschaften von einzelnen 
Menschen. Big Data erlaubt die Verarbeitung der umfangreichen Datenmengen, 
die bei einzelnen Personen anfallen. Einblicke in die Gene von Individuen erlau-
ben beispielsweise die Optimierung von Behandlungen und Medikamenten, aber 
auch individuelle Ernährungs- oder Lebensstilempfehlungen. Im Rahmen des 
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Future-and-Emerging-Technologies-Flagship-Projekts »ITFoM« (IT Future of 
Medicine) beschäftigt sich ein internationales Konsortium mit Fragen zur Zu-
kunft der Medizin und wie sie durch Informationstechnik unterstützt werden 
kann. Die personalisierte Medizin spielt dabei eine zentrale Rolle. Ein verwand-
tes Thema, bei dem sowohl Big Data als auch Cloud Computing eine wichtige 
Rolle spielen, ist die Überwachung des menschlichen Körpers mithilfe von Sen-
soren. Beispielsweise arbeitet Google derzeit an einer Kontaktlinse, die den Blut-
zucker des Trägers kontrollieren und ihn gegebenenfalls warnen oder die Daten 
an andere Geräte senden kann (Spiegel Online 2014). So oder ähnlich gewonne-
ne Daten können auch für andere Zwecke verwendet werden, beispielsweise zur 
individuellen Krankheitsvorhersage. Cloud Computing spielt in diesem Zusam-
menhang nicht nur im Hinblick auf den Zugriff auf die Analysefunktionalität 
eine wichtige Rolle, sondern auch im Hinblick auf die Zusammenführung der 
Daten von Individuen.  
Big Data hat außerdem das Potenzial, Entscheidungen von Ärzten und anderen 
Personen im Gesundheitswesen zu unterstützen. Wie im Kapitel I.1 erwähnt, 
sorgte in der Vergangenheit vor allem der Einsatz von IBMs Watson in diesem 
Zusammenhang für Aufsehen. Big-Data-Analysen unterstützen dabei nicht nur 
die Diagnose von Erkrankungen, sondern auch die Auswahl der passenden The-
rapie (Upbin 2013). Der Einsatz von Watson im Gesundheitswesen wird im 
Rahmen des folgenden Miniszenarios detaillierter behandelt. In eine ähnliche 
Richtung geht ein Projekt von Siemens, bei dem eine durchgehende elektronische 
Krankenakte in der Cloud geführt wird. Der Ansatz erlaubt den direkten Zugriff 
auf Behandlungsverläufe sowie deren Analyse und soll so Verbesserungen in der 
Behandlung ermöglichen (Elsener 2013). 
MINISZENARIO: WATSON IM GESUNDHEITSWESEN 
Watson ist ein System aus dem Bereich der künstlichen Intelligenz, das von IBM 
im Rahmen des Forschungsprojekts »DeepQA« entwickelt wurde. Das System 
zielt auf die Beantwortung von Fragen ab, die in natürlicher Sprache eingegeben 
werden können. Seine Überlegenheit gegenüber Menschen zeigte Watson bereits 
2011 in der Fernsehquizshow »Jeopardy!« (Best 2013). Nach dem eindrucksvol-
len Auftritt im Fernsehen wurde das System weiterentwickelt und stieß bald, vor 
allem im Gesundheitswesen, auf großes Interesse (Upbin 2013). Bekannte An-
wender von IBMs Watson sind der Verwaltungsdienstleister WellPoint (IBM 
2013b) und das Memorial Sloan-Kettering Cancer Center (IBM 2013a). 
Nur 20 % des Wissens, das Ärzte für Diagnosen und Entscheidungen über die 
Behandlung von Patienten verwenden, ist evidenzbasiert (Steadman 2013). Eine 
von fünf Diagnosen ist falsch oder unvollständig, und allein in den USA gibt es 
1,5 Mio. Medikationsfehler pro Jahr (IBM o. J.). Die Informationen, die Ärzte 
für bessere Entscheidungen benötigen, sind bereits verfügbar. Medizinische 
Fachzeitschriften veröffentlichen jeden Tag neue Behandlungsmethoden und 
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Forschungsergebnisse. Auch die Krankengeschichte von Patienten liefert Hinwei-
se. Die Menge an medizinischen Daten verdoppelt sich alle fünf Jahre, und ein 
Großteil der Daten ist in Form von natürlichsprachlichen Texten vorhanden. 
81 % der Ärzte verbringen eigenen Angaben zufolge nur maximal fünf Stunden 
pro Monat mit dem Lesen von Fachzeitschriften (IBM o. J.). Laut IBM ist 
Watson besser in der Lage, die umfassenden und rasch wachsenden Daten zu 
berücksichtigen (Steadman 2013). Der Schwerpunkt liegt derzeit im Bereich der 
Onkologie. Watson kennt bereits mehr als 600.000 Fakten, mehr als 2 Mio. Sei-
ten einschlägiger wissenschaftlicher Zeitschriften. Außerdem kann Watson auf 
1,5 Mio. Krankengeschichten zurückgreifen. Laut WellPoint diagnostiziert 
Watson Lungenkrebs in 90 % der Fälle korrekt, im Vergleich dazu schaffen das 
Ärzte nur in 50 % der Fälle (Steadman 2013; Upbin 2013). 
Watson analysiert umfangreiche Textsammlungen, um Ärzten bei Diagnosen 
und Entscheidungen über die Behandlung von Patienten zu helfen. Zur Erstel-
lung einer Diagnose muss der Arzt dem System die Symptome und weitere zuge-
hörige Faktoren beschreiben. Watson ist in der Lage, natürliche Sprache zu ver-
arbeiten und kennt medizinische Fachbegriffe. Laut IBM (o. J.) ermittelt Watson 
zunächst die wichtigsten Informationen der Eingabe und durchsucht dann die 
Patientendaten nach relevanten Fakten über die Familiengeschichte, die aktuelle 
Medikation und weitere Bedingungen. Watson kombiniert diese Informationen 
mit aktuellen Befunden aus Untersuchungen und Diagnosegeräten und analysiert 
dann alle verfügbaren Daten, um Hypothesen zu generieren und zu überprüfen. 
Watson trägt allerdings nicht nur zur Verbesserung in den Bereichen Diagnose 
und Behandlung bei, sondern bringt auch aus wirtschaftlicher Sicht Vorteile. 
Laut WellPoint werden in den USA derzeit 30 % des Budgets für das Gesund-
heitswesen nicht optimal eingesetzt (Steadman 2013). Watson soll hier für Ver-
besserungen sorgen können. Interessant ist Watson unter anderem aus Kosten-
gesichtspunkten auch deshalb, weil das System als Clouddienst genutzt werden 
kann (Steadman 2013; Upbin 2013). 
Da Watson mit umfassenden, polystrukturierten Daten arbeitet, sind zwei der 
drei zentralen Charakteristika von Big-Data-Problemen gegeben. Während die 
Verarbeitungsgeschwindigkeit von Watson bei den Auftritten in der Fernseh-
quizshow »Jeopardy!« kritisch war, ist sie es beim Einsatz im Gesundheitswesen 
nicht in gleichem Ausmaß. Watson ist in der Lage, spätestens nach wenigen Mi-
nuten Antworten auf Fragen zu geben (Steadman 2013). Zumeist antwortet das 
System jedoch in weniger als drei Sekunden. Durch den Einsatz von UIMA und 
Hadoop kann eine große Anzahl von Dokumenten parallel verarbeitet werden 
(Epstein et al. 2012). 
Eine der zentralen Herausforderungen ist die Akzeptanz des Systems im Ge-
sundheitswesen. Einerseits muss IBM potenzielle Nutzer überzeugen, dass die 
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verwendete Datenbasis sowie die generierten Antworten vertrauenswürdig sind. 
Andererseits stellt die Integration eines neuen Systems in die etablierten Abläufe 
im Gesundheitswesen eine Herausforderung dar (Roop 2011). 
MOBILITÄT 2.3 
Im Hinblick auf das Bedarfsfeld Mobilität geht es der Bundesregierung einerseits 
um eine schnelle, sichere und komfortable und andererseits um eine ressourcen-
schonende Beförderung von Menschen und Gütern. Neben der Entwicklung von 
neuen Antriebssystemen zielt das Bedarfsfeld vor allem darauf ab, Verkehrsinf-
rastrukturen intelligenter zu machen. Im Hinblick auf das Bedarfsfeld Mobilität 
gibt es Anwendungspotenziale für Big Data. Vor allem in den Bereichen auto-
nome Fahrzeuge und intelligente Transportsysteme spielt Big Data bereits heute 
eine Rolle. 
Die Forschung im Hinblick auf autonome Fahrzeuge wird seit vielen Jahren in-
tensiv vorangetrieben. Während der Fokus zunächst darauf lag, Fahrzeuge in die 
Lage zu versetzen, mithilfe verschiedener Sensoren ihre Umgebung wahrzuneh-
men, ein Ziel anzusteuern und Kollisionen auf dem Weg zu vermeiden, spielte in 
den letzten Jahren die Kommunikation mit anderen Fahrzeugen und der Ver-
kehrsinfrastruktur (Car-to-X-Kommunikation) eine immer bedeutendere Rolle 
(Mearian 2014). Im Rahmen des simTD-Projekts wurde unlängst in einem großen 
Feldversuch im Rhein-Main-Gebiet gezeigt, dass Car-to-X-Kommunikation prin-
zipiell reif für den Alltagseinsatz ist (simTD-Konsortium 2013). Die Durchfüh-
rung von Big-Data-Analysen im Zusammenhang mit dem simTD-Projekt wird im 
Rahmen eines Miniszenarios detaillierter behandelt. 
Vor allem, wenn Daten in einer Verkehrszentrale aggregiert und analysiert und 
dann die Ergebnisse Fahrzeughaltern als Dienst bereitgestellt werden, können 
Big Data und Cloud Computing ihre Stärken ausspielen (Burns 2013). Ziel ist 
die Optimierung des Verkehrsaufkommens. Dass autonome Fahrzeuge nicht nur 
auf gut ausgebauten Straßen Potenzial haben, zeigt eine von Lockheed Martin 
für Militärkonvois entwickelte Lösung (Edwards 2014). Im zivilen Bereich treibt 
neben den großen Konzernen wie Daimler und Audi vor allem Google die For-
schung voran (Byczkowski 2013; n-tv 2013). 
Mobilität ist auch im Kontext von Smart Cities ein zentrales Thema. Neben den 
im Kapitel V.2.1 besprochenen Fragen der Energieversorgung spielt in Smart 
Cities auch die Optimierung der Verkehrsführung eine wesentliche Rolle. Ent-
sprechende Maßnahmen wirken sich nicht nur positiv auf den Energieverbrauch 
und die Umwelt aus, sondern erhöhen auch die Sicherheit der Verkehrsteilneh-
mer und den Komfort der Fahrer (z. B. Mearian 2014; Parent 2013). Beispiels-
weise lassen sich Staus in einer »intelligenten Stadt« vermeiden oder umfahren. 
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Im Kapitel V.2.1 wurde das Smart Grid als Beispiel für den Einsatz von Big Data 
genannt. Elektroautos spielen bei der flexiblen Speicherung von Energie eine 
zentrale Rolle (Proskawetz 2013). In Zukunft wäre durchaus denkbar, dass je-
derzeit und überall ein Auto gerufen werden kann und dieses einen dann an je-
den gewünschten Ort bringt. Neben dem eigenen Auto wären auch Parkplätze 
zunehmend obsolet, und man könnte mit rund einem Fünftel der heutigen Autos 
ohne Weiteres auskommen. Ein erster Schritt in diese Richtung wurde im Be-
reich des Carsharings bereits gemacht, Auslastung und Koordinierung von Autos 
konnten optimiert werden (Proskawetz 2013). 
MINISZENARIO: simTD 
Zwischen Herbst 2008 und Frühjahr 2013 beschäftigten sich sechs Automobil-
hersteller, zwei Zulieferer, ein Kommunikationsunternehmen sowie mehrere öf-
fentliche und wissenschaftliche Einrichtungen im Rahmen des simTD-Projekts mit 
der Erforschung, Erprobung und Anwendung von Car-to-X-Kommunikation. 
Das Projekt setzte sich vor allem die Erhöhung der Verkehrssicherheit und die 
Verbesserung der Verkehrseffizienz zum Ziel, aber auch die Integration von 
Mehrwertdiensten. Mehrwertdienste, die über die reine Routenführung hinaus-
gehen und im Rahmen des Projekts betrachtet wurden, zielen beispielsweise auf 
die Lokalisierung von Tankstellen und Raststätten oder das Einholen von Infor-
mation über Sehenswürdigkeiten und Freizeitangebote am Streckenrand ab. Im 
Rahmen des Projekts wurden die politischen, wirtschaftlichen und technischen 
Rahmenbedingungen für die erfolgreiche Einführung der Fahrzeug-zu-Fahrzeug- 
sowie der Fahrzeug-zu-Infrastruktur-Vernetzung mithilfe einer großflächigen 
Testfeldinfrastruktur untersucht. Das Projekt wurde von den Bundesministerien 
für Wirtschaft und Technologie, Bildung und Forschung sowie Verkehr, Bau 
und Stadtentwicklung gefördert. 
Bei dem im Rahmen des Projekts durchgeführten Feldversuch kamen 120 Fahr-
zeuge sowie 127 Sensoren, die aus Lichtsignalen oder Baken heraus mit den 
Fahrzeugen kommunizierten, zum Einsatz. Zusammen legten die Fahrzeuge pro 
Woche 60.000 km zurück und generierten damit einen Datentraffic von rund 
30 Terabyte (T-Systems 2012). Im Rahmen eines hybriden Systemansatzes kam 
sowohl WLAN-basierende Kommunikation als auch Kommunikation über Mo-
bilfunk zum Einsatz (Stockburger 2013). Eine Rolle spielten beim simTD-Projekt 
nicht nur Informationen über die Verkehrslage und Informationen von Lichtsig-
nalanlagen oder Wechselverkehrszeichen, sondern auch Umfeldinformationen, 
die sich beispielsweise auf das Wetter beziehen. 
Die drei zentralen Charakteristika von Big-Data-Problemen sind gegeben: einer-
seits da die umfangreichen Datenmengen in der Verkehrszentrale nahezu in 
Echtzeit ausgewertet und an die Fahrzeuge sowie die Leitsysteme zurückgegeben 
werden müssen, um hilfreich zu sein. Andererseits stammen die Daten, die zur 
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Auswertung herangezogen werden, aus einer großen Anzahl von Quellen. Aller-
dings ist der Großteil der verarbeiteten Daten stark strukturiert. Da die Anbin-
dung aller Fahrzeuge auf deutschen Straßen pro Tag Milliarden Terabyte an Da-
tentraffic produzieren würde, ist an einem nationalen Rollout von simTD noch 
nicht zu denken (T-Systems 2012). Dennoch zeigte der Feldversuch deutlich, 
welches Anwendungspotenzial für die Verkehrssteuerung in der Durchführung 
von Big-Data-Analysen liegt. Eine zentrale Herausforderung stellen die enormen 
Datenmengen dar. Gleichzeitig wird Car-to-X-Kommunikation erst dann richtig 
interessant, wenn 30 % der Fahrzeuge entsprechend ausgestattet sind (Stockbur-
ger 2013). Laut Stockburger (2013) stellen auch die Kosten für den Aufbau der 
für Car-to-X-Kommunikation notwendigen Infrastruktur eine große Herausfor-
derung dar, dies vor allem angesichts dessen, dass die vorhandenen Mittel für 
den Erhalt der bestehenden Straßen kaum ausreichen. 
SICHERHEIT 2.4 
Im Hinblick auf das Bedarfsfeld Sicherheit hat sich die Bundesregierung eine 
Reihe von Zielen gesetzt. Geschützt werden sollen die Gesellschaft und ihre In-
frastrukturen vor Terrorismus, Sabotage, organisierter Kriminalität und den 
Folgen von Naturkatastrophen oder Unfällen. Da die Infrastrukturen hoch ver-
netzt und technisiert sind, spielt auch das Thema IT-Sicherheit in diesem Be-
darfsfeld eine wichtige Rolle. Im Hinblick auf das Bedarfsfeld Sicherheit gibt es 
zahlreiche Anwendungspotenziale für Big Data. Vor allem in den Bereichen 
Kriminalitäts- und Terrorbekämpfung, Schutz vor Naturkatastrophen und IT-
Sicherheit kommt Big Data bereits heute zum Einsatz. 
Im Bereich der Kriminalitäts- und Terrorbekämpfung lassen sich durch die Ana-
lyse großer Datenmengen aus unterschiedlichen Quellen Straftaten unter bestimm-
ten Voraussetzungen vorhersagen. In den USA hat beispielsweise das FBI mit 
Predictive Policing bereits erste Erfahrungen bei der Vorhersage von Straftaten ge-
sammelt. Während die Software eine bessere Durchsetzung von Rechtsvorschrif-
ten verspricht, gibt es Datenschutzbedenken. Befürchtet wird ein Rechtssystem, 
das von Maschinen statt Menschen durchgesetzt wird. Wie im Kapitel I.1 bereits 
angedeutet gehen die Meinungen über den Einsatz von Big Data in bestimmten 
Bereichen auseinander. Während z. B. die Prävention von Verbrechen durch er-
höhte Polizeipräsenz an bestimmten Punkten durchaus sinnvoll erscheint, wird 
die Berechnung der Rückfallwahrscheinlichkeit von einzelnen Straftätern und 
damit der Möglichkeit auf vorzeitige Entlassung aus dem Vollzug auf Grundlage 
von Daten über andere Straftäter eher kritisch gesehen. Der Einsatz von PredPol 
wird im Rahmen eines Miniszenarios detaillierter behandelt. 
Auch im Bereich Betrugserkennung spielt Big Data eine wachsende Rolle 
(Gartner 2014). In der Vergangenheit setzten Unternehmen primär auf speziali-
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sierte Einzellösungen, um Betrugsfälle aufzudecken. Entsprechende Lösungen 
sind beispielsweise auf Fälle im Zusammenhang mit Datenverlust, Finanzbetrug 
oder Missbrauch von Benutzerrechten ausgerichtet. Es wird angenommen, dass 
mithilfe von leistungsfähigen Analysemöglichkeiten und durch die Verwendung 
von Kontextdaten die Zahl von falsch positiven Befunden reduziert werden kann 
(Gartner 2014). Das ist vor allem deshalb wichtig, weil die Zahl der sicherheits-
relevanten Vorfälle von Jahr zu Jahr steigt. Besondere Aufmerksamkeit in der 
Öffentlichkeit bekam seit Sommer 2013 allerding die umfassende Analyse von 
Kommunikationsdaten durch Geheimdienste wie die NSA. Gerechtfertigt wur-
den die Maßnahmen mit dem Argument der Terrorbekämpfung, die Erfolge in 
dieser Hinsicht waren allerdings bisher eher bescheiden (Bergen et al. 2014). 
Im Hinblick auf den Katastrophenschutz gibt es eine Reihe von Big-Data-An-
wendungen, die ähnlich den zahlreichen Ansätzen aus dem Bedarfsfeld Klima/ 
Energie auf Simulationen beruhen. Gängig sind die Simulation von Erdbeben 
(z. B. Bergen et al. 2014) oder Unglücken im Zusammenhang mit Dämmen oder 
Brücken. Big Data kann aber auch bei der Vermeidung von Unglücken hilfreich 
sein. Wie im Kapitel II.1.4 erwähnt, können Polizeieinheiten bei Großereignissen 
unter Berücksichtigung von Daten aus dem Mobilfunk und aus sozialen Medien 
koordiniert werden. 
Im Bereich IT-Sicherheit sind die in Big Data gesetzten Erwartungen groß. 
Arthur Coviello, der Vorstandsvorsitzende von RSA Security, der auf IT-Sicher-
heit spezialisierten Tochtergesellschaft von EMC, betonte im Rahmen der RSA 
Conference, wie wichtig es in Zukunft sein wird, große Datenbestände schnell zu 
analysieren, um angemessene Sicherheitsmaßnahmen treffen zu können. Auch 
sehr schwache Signale, die von hoch entwickelten Angriffen ausgehen, müssen 
frühzeitig erkannt werden. Coviello ist der Ansicht, dass der reaktive Ansatz im 
Bereich IT-Sicherheit zum Scheitern verurteilt ist (Hauck 2013). HP verfolgt mit 
der Entwicklung von IT-gestützten Sicherheitssystemen, die das Eindringen in 
IT-Systeme melden, einen entsprechenden Ansatz. Dabei wird ein Grundzustand 
definiert und entsprechende Abweichungen vom Systemverhalten können Alar-
me auslösen und zu Maßnahmen führen (HP 2012). In eine ähnliche Richtung 
gehen die Bestrebungen von IBM hin zum Einsatz von digitalen Wächtern für 
den Schutz und die Verwaltung von digitalen Identitäten. Dabei werden die ein-
zelnen Identitäten, die z. B. in einer Cloud gespeichert sind, vor Missbrauch oder 
Fremdnutzung bewahrt, indem durch Big-Data-Analysen Abweichungen vom 
üblichen Verhalten erkannt werden. 
MINISZENARIO: PREDPOL 
Systeme zur polizeilichen Vorhersage sind in der Vergangenheit vor allem in den 
USA sowie im Vereinigten Königreich auf Interesse gestoßen, aber auch das 
deutsche Bundeskriminalamt beschäftigt sich mit entsprechenden Ansätzen 
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(Monroy 2012). Während IBM und Microsoft bereits seit einiger Zeit Lösungen 
für das Predictive Policing anbieten, sorgte die Software PredPol des gleichnami-
gen US-amerikanischen Start-ups zuletzt für besondere Aufmerksamkeit in der 
Öffentlichkeit (Bond-Graham/Winston 2013). Das Start-up wurde von Mathe-
matikern und Sozialwissenschaftlern kalifornischer Universitäten gegründet. Die 
Wissenschaftler verglichen bei der Entwicklung der Modelle, auf denen die 
Software basiert, Straftaten mit Erdbeben. Sie gingen davon aus, dass so wie 
Erdbeben in der Nähe des Epizentrums Nachbeben verursachen, auf Straftaten 
wie Einbrüche meist weitere Einbrüche in räumlicher und zeitlicher Nähe folgen. 
Die entwickelten Modelle wurden an mehreren Tausend Einbrüchen getestet, die 
zuvor in einer bestimmten Region verübt wurden. 
PredPol greift auf Statistiken früherer Ereignisse zurück. Relevant sind nicht nur 
verzeichnete Straftaten, sondern auch eingegangene Notrufe. Um aus einer Men-
ge von erfassten Ereignissen potenzielle Hot Spots für zukünftige Ereignisse ab-
leiten zu können, ist die Lokalisierung der erfassten Ereignisse essenziell. Die 
Wissenschaftler von PredPol gehen davon aus, dass die Wahrscheinlichkeit, dass 
Straftäter es in derselben Gegend, in der sie erfolgreich waren, noch einmal ver-
suchen, viel höher ist als die Wahrscheinlichkeit, dass sie sich nach einem Erfolg 
ein neues Zielgebiet suchen. 
Primäres Ziel des Einsatzes von Software wie PredPol ist in der Regel der effi-
zientere Einsatz von beschränkten Personalressourcen. Den verfügbaren Polizisten 
werden Karten zur Verfügung gestellt, auf denen die prognostizierten Hot Spots 
für bestimmte Straftaten markiert sind. Die Polizisten sind angehalten, dort zu 
beobachten und Präsenz zu zeigen, wenn sie nicht durch andere Einsätze gebun-
den sind. Neue Straftaten werden unverzüglich erfasst und in die Berechnungen 
einbezogen. Zunächst kam PredPol in Santa Cruz zum Einsatz. Über einen Be-
obachtungszeitraum von sechs Monaten kam es zu einer Reduktion von Einbrü-
chen um 19 % (Friend 2013). Unklar blieb allerdings, inwiefern der Einsatz der 
Software dazu beigetragen hat. Aus diesem Grund wurde später in Los Angeles 
ein kontrolliertes Experiment durchgeführt, bei dem Predictive Policing in einem 
Stadtteil zur Anwendung kam, und die Entwicklung der vorhersagbaren Straf-
taten dann über die Stadtteile hinweg verglichen wurde. Während Eigentums-
delikte in Los Angeles im Beobachtungszeitraum insgesamt leicht zunahmen, 
gingen sie in dem Stadtteil, in dem PredPol eingesetzt wurde, um 12 % zurück. 
PredPol kommt mittlerweile nicht mehr nur in US-amerikanischen Großstädten 
wie Los Angeles, Seattle und Atlanta zum Einsatz, sondern z. B. auch in der 
Grafschaft Kent im Vereinigten Königreich (The Economist 2013a). 
Software wie PredPol erfordert die rasche Verarbeitung von polystrukturierten 
Daten aus zahlreichen Quellen. Damit sind zwei der drei zentralen Charakteris-
tika von Big-Data-Problemen gegeben. Die Datenmenge spielt in diesem Beispiel 
verglichen mit anderen Big-Data-Anwendungen eine eher kleine Rolle. 
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Eine der zentralen Herausforderungen ist die Akzeptanz des Systems. Ähnlich wie 
bei IBMs Watson muss in diesem Fall PredPol potenzielle Nutzer überzeugen, dass 
die verwendete Datenbasis sowie die generierten Antworten vertrauenswürdig 
sind. Andererseits stellt auch hier die Integration eines neuen Systems in etablier-
te Abläufe eine Herausforderung dar. 
KOMMUNIKATION 2.5 
Das Bedarfsfeld Kommunikation zielt auf Information und Kommunikation als 
Grundlage effizienter Wertschöpfungsprozesse ab. Die Ziele dieses Bedarfsfelds 
wurden von der Bundesregierung sehr weit gefasst und überschneiden sich teils 
mit Zielen, die auch im Rahmen anderer Bedarfsfelder verfolgt werden. Im Kern 
geht es um die Intensivierung und Ausweitung des Einsatzes von IKT, damit 
Deutschland seine Position als Hightech-Standort festigen und weiter ausbauen 
kann. Das Bedarfsfeld Kommunikation bietet damit unzählige Anwendungspo-
tenziale für Big Data. Besondere Aufmerksamkeit wurde zuletzt Big-Data-An-
wendungen mit Fokus auf den Bereich Kundenorientierung sowie auf die intelli-
gente Fabrik (Smart Factory) und Hochfrequenzhandel zuteil. Aber auch bei der 
Optimierung von Wahlkampagnen konnte Big Data vor allem in den USA seine 
Stärken bereits unter Beweis stellen. 
Im Handel hat Big Data großes Potenzial, die Kundenorientierung nachhaltig zu 
verbessern. Die Vorhersage des Verhaltens von Kunden kann in den Bereichen 
Verkauf und Logistik zu Vorteilen führen (Schäfer et al. 2012, S. 58 ff.). 
Auch in der Industrie kommt Big Data zunehmend zum Einsatz. Durch die intel-
ligente Fabrik (Smart Factory), in der die reale und die virtuelle Welt zusam-
menwachsen, entstehen neue Formen von Wertschöpfung und Beschäftigung. Im 
Rahmen der Hightech-Strategie der Bundesregierung ist im Hinblick auf die In-
formatisierung der klassischen Industrien auch von »Industrie 4.0« die Rede. Die 
durch intelligente Geräte erfassten umfangreichen Daten können als Grundlage 
für neue Dienstleistungen dienen. Hilfreich ist Big Data z. B. bei der Vorhersage 
von Ausfällen von bestimmten Maschinenteilen (Schürmann 2013). Predictive 
Maintenance ist ein relativ neues Feld. Der Verschleiß von Maschinen wird mit-
hilfe von Sensoren festgestellt. Hilfreich ist die Kenntnis von Ausfallwahrschein-
lichkeiten vor allem für die Planung von Reparaturen und die Vermeidung von 
schwerwiegenderen Schäden. Siemens setzt Predictive Maintenance beispielswei-
se bei Turbinen und Tomografen ein. Ein allgemeines wissenschaftliches Modell 
wurde von Liao et al. (2012) entwickelt. Der Einsatz von Big-Data-Analysen im 
Zusammenhang mit »Industrie 4.0« wird im Rahmen eines Miniszenarios detail-
lierter behandelt. 
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Auch im Finanzbereich gibt es Ansätze auf Grundlage von Big Data, die Vorteile 
bringen sollen (Schäfer et al. 2012, S. 54 f.). Mit Data Mining wird im Hinblick 
auf den Hochfrequenzhandel ein konkretes Tool genannt, das anomale Ereignis-
se auf Twitter in Echtzeit erkennt und angereichert um Daten aus einer eigenen 
Unternehmens- und Branchendatenbank in Form von Eilmeldungen an Kunden 
weiterleitet (Schäfer et al. 2012, S. 31). Relevante Ansätze im Finanzbereich zur 
Betrugserkennung wurden im Kapitel V.2.4 kurz angesprochen. 
Das Anwendungspotenzial von Big Data bei der Optimierung von Wahlkam-
pagnen wurde 2012 bei der Präsidentschaftswahl in den USA ersichtlich. Das 
Wahlkampfteam um Barack Obama wertete über mehr als ein Jahr hinweg gro-
ße Mengen an unterschiedlichen Daten aus. Der Fokus konnte auf jene Staaten 
und Personen konzentriert werden, die sich am ehesten mit vertretbarem Auf-
wand gewinnen ließen (Issenberg 2012; Quack 2013). 
In der öffentlichen Verwaltung spielt Big Data eine nicht zu unterschätzende 
Rolle. Wie im Kapitel IV.1.2.1 erläutert kommt Big Data z. B. in Indien im Zu-
sammenhang mit der Identifizierung von Personen im Rahmen von öffentlichen 
und kommerziellen Geschäftsprozessen zum Einsatz. Auch weitere Anwendungs-
potenziale in Bereichen wie der Verkehrsplanung, der öffentlichen Sicherheit 
oder der Energieversorgung wurden bereits angesprochen (Kommune21 2014; 
Viola 2013). Spätestens wenn man die Geheimdienstaktivitäten einbezieht, wird 
klar, dass mit dem Einsatz von Big Data in der öffentlichen Verwaltung neben 
Potenzialen auch erhebliche Gefahren für demokratische Gesellschaften verbun-
den sind (Kommune21 2014). 
Im Kontext des sogenannten »Connected Home« oder »Smart Home« spielen 
sowohl Big Data als auch Cloud Computing eine wichtige Rolle. In Haushalten 
über verschiedenste Sensoren gesammelte Daten im Hinblick auf Themen wie 
Sicherheit, Energie, Gesundheit oder Unterhaltung können über Cloudlösungen 
einerseits den Bewohnern komfortabel zugänglich gemacht werden und anderer-
seits in aggregierter Form ausgewertet werden. Auswertungen sind insbesondere 
im Hinblick auf Verbesserungen in Smart Cities relevant. Privatpersonen können 
dadurch profitieren, dass sich verschiedene Geräte im Haushalt abstimmen und 
dass eine Überwachung und Steuerung auch von unterwegs möglich wird. 
Big-Data-Analysen kommen aber auch zur Vorhersage von sozioökonomischen 
Entwicklungen zum Einsatz. Konkrete Anwendungsfälle lassen sich bei der Vor-
hersage von Armutskrisen in Entwicklungsländern beobachten, wo durch die 
Analyse von Mobilfunkdaten die wirtschaftliche Entwicklung eines Landes ein-
geschätzt werden kann und Vorhersagen abgeleitet werden können (Global 
Pulse 2012). Auch im Rahmen des FRP 7-Projekts »FuturICT«7 wird in diesem 
Bereich geforscht. Verschiedene Zukunftsszenarien sollen getestet und wahr-
                                            
7 www.futurict.eu 
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scheinliche Entwicklungen identifiziert werden können. Teils ist in diesem Zu-
sammenhang von Predictive Modelling sowie von Reality Mining die Rede (Peil 
2013). Als zentral wird die Fähigkeit angesehen, schwache Signale, die auf Ver-
änderungen hindeuten, zu erkennen und richtig zu interpretieren. 
MINISZENARIO: »INDUSTRIE 4.0« 
»Industrie 4.0« ist ein Zukunftsprojekt in der Hightech-Strategie der deutschen 
Bundesregierung mit dem Ziel, die Verwendung von Informationstechnik in der 
klassischen Industrie voranzutreiben. Angestrebt wird das Idealbild der intelli-
genten Fabrik, die sich durch Wandlungsfähigkeit, Ressourceneffizienz und Er-
gonomie sowie die Integration von Kunden und Geschäftspartnern in Geschäfts- 
und Wertschöpfungsprozesse auszeichnet (Böhler 2012). Technologische Grund-
lage sind cyberphysische Systeme und das Internet der Dinge. 
In der Praxis sind entsprechende Ansätze noch nicht weit verbreitet. Als Vorrei-
ter gilt beispielsweise der taiwanesische Elektronikauftragshersteller Foxconn, 
der für Apple große Mengen an iPhones herstellt. Da Apple die elektronischen 
Komponenten bei iPhones häufig ändert, muss Foxconns Fertigung entsprechend 
anpassungsfähig sein. Um eine hohe Wandlungsfähigkeit bei der Fertigung ge-
währleisten zu können, setzt Foxconn auf einen weitgehend computergesteuer-
ten Fertigungsprozess (Cassell 2013). Insbesondere Hersteller von hochgradig 
individualisierten Produkten profitieren von Maßnahmen im Bereich der Auto-
mation. 
Obwohl in den nächsten Jahren aufgrund des steigenden Bedarfes an kundenin-
dividueller Massenfertigung mit einer zunehmenden Dynamik im Bereich der 
Industrieautomation zu rechnen ist, sind große Sprünge eher nicht zu erwarten. 
Hersteller werden nach und nach ihre Fertigungsanlagen weiter vernetzen und 
mehr und mehr Daten sammeln und in die Steuerung des Fertigungsprozesses 
einfließen lassen. Wie industrielle Informationstechnik technischen Systemen zu 
mehr Intelligenz verhelfen kann, ist bereits heute in der Lemgoer Modellfabrik 
zu sehen. Die vom Institut für industrielle Informationstechnik der Hochschule 
Ostwestfalen-Lippe zu Forschungszwecken betriebene intelligente Fabrik adres-
siert die Handlungsfelder Wandlungsfähigkeit, Ressourceneffizienz und Benut-
zerfreundlichkeit8. 
Eine zentrale Herausforderung im Kontext von »Industrie 4.0« ist die Analyse 
der Flut von Daten, die in intelligenten Fabriken erzeugt wird (Cassell 2013). 
Um Effizienzsteigerungen und einen höheren Grad an Wandlungsfähigkeit in der 
Fertigung erreichen zu können, ist die Steuerung des Fertigungsprozesses auf 
Grundlage der vorhandenen Daten unumgänglich. Das Potenzial von computer-
gesteuerten Fertigungsprozessen ist enorm. Laut Cassell (2013) wird im Bereich 
                                            
8 www.smartfactory-owl.de 
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der Industrieautomation mit einem Umsatz von 183 Mrd. US-Dollar im Jahr 
2013 und 209 Mrd. US-Dollar im Jahr 2016 gerechnet. 
Die drei zentralen Charakteristika von Big-Data-Problemen sind gegeben: einer-
seits da die umfangreichen Datenmengen in intelligenten Fabriken nahezu in 
Echtzeit ausgewertet und an die Fertigungsanlagen zurückgegeben werden müs-
sen. Andererseits stammen die Daten, die zur Auswertung herangezogen werden, 
aus einer großen Anzahl von Quellen. Allerdings ist der Großteil der verarbeite-
ten Daten stark strukturiert. 
FAZIT 3. 
Im Hinblick auf Unternehmen sowie die öffentliche Verwaltung konnten zahlrei-
che sozioökonomische Potenziale der Durchführung von Big-Data-Analysen und 
der Nutzung von Clouddiensten identifiziert werden. Beiden wird Potenzial zur 
Steigerung des Umsatzes sowie zur Senkung der Kosten zugesprochen. Während 
im Zusammenhang mit Big Data Umsatzsteigerungen eine größere Bedeutung 
beigemessen wird, überwiegt im Zusammenhang mit Cloud Computing das Po-
tenzial im Hinblick auf Kostensenkungen. Für die Steigerung der Kundenorien-
tierung, ein zentrales Thema in Wirtschaft und öffentlicher Verwaltung, wird in 
der Durchführung von Big-Data-Analysen großes Potenzial gesehen. Sowohl Big-
Data-Analysen als auch die Nutzung von Cloud Computing können Studien zu-
folge zur Steigerung der Produktivität beitragen. Während im Zusammenhang 
mit Big Data vor allem das Potenzial zur Herbeiführung besserer Entscheidungen 
hervorgehoben wird, steht im Zusammenhang mit Cloud Computing die Steige-
rung der organisatorischen Flexibilität im Mittelpunkt. Zur Verbesserung der 
Innovationsfähigkeit wird sowohl in der Durchführung von Big-Data-Analysen 
als auch in der Nutzung von Clouddiensten Potenzial gesehen. Darüber hinaus 
fördert Big Data Studien zufolge den Aufbau strategischer Wettbewerbsvorteile, 
Cloud Computing hingegen kann zur Senkung der Notwendigkeit, eigene IT-
Fachkräfte beschäftigen zu müssen, beitragen. 
Im Hinblick auf die Wissenschaft wird besonderes Potenzial nicht nur im einfa-
cheren Zugriff auf vorhandene Forschungsdaten gesehen, sondern auch in der 
Möglichkeit die primär theorie- und modellgetriebene Forschung vermehrt durch 
datengetriebene Ansätze unterstützen zu können. Die Nutzung von Clouddiens-
ten eröffnet Privatpersonen komfortable Möglichkeiten beim Zugriff auf sowie 
beim Teilen von Daten. Zunehmend werden Lösungen zur Einbindung von Pri-
vatpersonen in die Entwicklung von neuen Produkten oder Dienstleistungen auf 
Basis von Cloud Computing bereitgestellt, wovon sowohl die jeweiligen Organi-
sationen als auch Privatpersonen profitieren. Ähnlich stellt sich die Situation im 
Bereich Big Data dar, wo Privatpersonen zur Sammlung großer Datenmengen 
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beitragen, selbst aber in der Regel nicht in deren Analyse eingebunden sind. Von 
den Ergebnissen der Datenauswertung profitieren wiederum beide, Organisatio-
nen und Privatpersonen. 
Grundsätzlich zeigt die Analyse der gesamtgesellschaftlichen Potenziale, dass 
eine Reihe wesentlicher Potenziale mit Cloud Computing und Big Data verbunden 
ist. Insbesondere die ökonomischen Potenziale beider Technologien sind dazu 
geeignet, sich gegenseitig zu verstärken, da Cloud Computing beispielsweise 
auch kleineren Unternehmen den Zugang zu den Möglichkeiten von Big-Data-
Analysen ermöglicht. Nur im Fall der Nachhaltigkeit (Energie- und Ressourcen-
verbrauch) ist offen, ob Big Data hier nicht eher den Trend zu mehr Verbrauch 
befördert. Doch aufgrund vieler noch ungeklärter Fragen lässt sich dies nicht 
abschließend bewerten. Dies weist auch auf ein weiteres Ergebnis der Analyse. 
Die bisher realisierten Potenziale sind im Vergleich zu den zukünftig erwarteten 
Potenzialen noch gering. Zudem zeigt sich, dass das Ausmaß der Potenziale stark 
von verschiedenen Aspekten, wie etwa den zugrundeliegenden Annahmen und 
Berechnungsverfahren, abhängt. So ist etwa die teilweise kritische Würdigung 
der verschiedenen Studienergebnisse nicht darauf ausgerichtet, die mit Big Data 
und Cloud Computing assoziierten Potenziale als Ganzes infrage zu stellen. 
Vielmehr geht es darum, relevante Problembereiche anzusprechen. So beruhen 
bis auf wenige Ausnahmen die meisten Studien auf Annahmen und weniger auf 
tatsächlichen empirischen Werten. Entweder handelt es sich dabei um Daten zu 
allgemeinen Entwicklungen wie dem erwarteten Wachstum der Weltwirtschaft, 
das von Institutionen wie dem IWF bezogen wurde, oder um Daten zu Entwick-
lungen um die speziellen Technologien, denen oftmals verschiedene Arten von 
Umfragen oder Experteneinschätzungen zugrunde liegen. Gerade Letztere geben 
vor allem erwartete Annahmen über zukünftige Potenziale wieder. Forschungen 
haben gezeigt, dass die meisten neuen Technologien einem zweiphasigen Zyklus 
folgen, dem »Double Boom« (Schmoch 2007), wobei vor allem die erste Phase 
stark von optimistischen Erwartungen geprägt ist und dementsprechend mögli-
che Einschätzungen beeinflusst. Grundsätzlich bedeutet dies aber nicht, dass die 
Potenziale nicht vorhanden sind, sondern nur, dass es in der Regel wesentlich 
länger dauert, bis sie realisiert werden können. Die Berücksichtigung dieser As-
pekte könnte einen Ansatzpunkt für verbesserte Prognosen bieten.  
Dass die Realisierung von Potenzialen zumeist eine geraume Zeit benötigt, weist 
auf einen zweiten Punkt hin, nämlich dass die Voraussetzungen zur Realisierung 
meistens komplexer sind als ursprünglich erwartet. Dazu zählen unter anderem 
eine breite Akzeptanz, eine breite Diffusion, die Überwindung von Hemmnissen 
sowie das Zusammenspiel mit weiteren technologischen Entwicklungen. Anek-
dotisch wird diese Problematik am sogenannten Solow-Paradoxon deutlich. So 
löste Robert Solow, Nobelpreisträger für Wirtschaftswissenschaften, mit der im 
Jahr 1987 getätigten eher beiläufigen Anmerkung »You can see the computer 
age everywhere these days, except in the productivity statistics« eine Reihe von 
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Forschungsarbeiten aus, die zwar letzten Endes diesen Einfluss zeigen konnten, 
zugleich zeigten sie aber auch, dass die erwarteten Wirkungsmechanismen und 
Zeiträume völlig andere waren, als ursprünglich erwartet (Brynjolfsson 1993; 
Solow 1987; Wilson 1993). 
Ein weiterer Aspekt betrifft die implizit angenommene kausale Beziehung zwi-
schen Produktivitätssteigerungen und der Verbesserung der gesamtgesellschaftli-
chen Situation. Diese ergibt sich daraus, dass es einen erkennbaren Zusammen-
hang zwischen der Zunahme der Produktivität und der Zunahme des BIP pro 
Kopf gibt. Doch wird in den USA in den letzten Jahren verstärkt die Frage disku-
tiert, warum der Median des realen durchschnittlichen Haushaltseinkommens 
deutlich langsamer gewachsen ist als die Produktivität und das reale BIP pro 
Kopf. Dies deutet auf eine zunehmende Ungleichheit in der gesellschaftlichen 
Entwicklung bzw. an der Wohlfahrtsteilhabe hin. Dieses Phänomen – das auch 
in etwas schwächerer Ausprägung in anderen Industrienationen auftritt – wird in 
der wissenschaftlichen Diskussion als »Stagnation« bezeichnet (Cowen 2011; 
Phelps/Tilman 2010) und könnte letztlich dazu führen, dass gesellschaftliche 
Inklusion und Kohäsion kontinuierlich schwieriger wird. Während unterschied-
liche Ursachen wie zu geringe Produktivitätssteigerungen oder Globalisierungsef-
fekte diskutiert wurden und werden, haben Ökonomen am MIT, Brynjolfsson 
und McAffee, auf die mögliche Rolle von Technologien, insbesondere der Digi-
talisierung durch IT, hingewiesen. Ihr Hauptargument zielt, wie schon in der 
Diskussion um die Beschäftigungswirkungen angedeutet, darauf, dass die Digita-
lisierung zwar neue Beschäftigung schafft, aber dass die Qualität dieser Beschäf-
tigung sehr unterschiedlich ist. Die immer weiter voranschreitende Digitalisie-
rung und Automatisierung wird ihrer Ansicht nach immer mehr Arbeitsplätze 
betreffen, an denen Maschinen Menschen ersetzen können. Jedoch lautet ihre 
Schlussfolgerung nicht, diese Entwicklung aufhalten zu müssen, sondern dass die 
Gesellschaft möglichst viele der positiven Potenziale realisieren sollte. So weisen 
sie sehr konkret auf die dafür notwendigen Maßnahmen sowohl im Infrastruk-
tur- und Bildungsbereich als auch zur Verbesserung weiterer Rahmenbedingun-
gen für Wettbewerbsfähigkeit hin (Brynjolfsson/McAfee 2012, 2014). Abschlie-
ßend soll nochmals unterstrichen werden, dass die Realisierung von Potenzialen 
kein Selbstläufer ist, sondern im Gegenteil auch die Möglichkeit besteht, dass 
eine Gesellschaft zu den Verlierern dieser Entwicklungen gehören kann, wenn sie 
nicht entsprechend reagiert. Dementsprechend gilt es, die zentralen Herausforde-
rungen so zu adressieren.  
Big Data bietet zahlreiche Anwendungspotenziale. Dies lässt sich unter Bezug-
nahme auf die fünf Bedarfsfelder der Hightech-Strategie der Bundesregierung 
veranschaulichen. Während in einigen Bereichen eine Kombination mit Cloud 
Computing naheliegend ist, ist das in anderen Bereichen nicht der Fall. Im Hin-
blick auf das Bedarfsfeld Klima/Energie spielt Big Data vor allem in den Berei-
chen Klimaforschung, Smart Cities, Smarte Energienetze und Umweltschutz be-
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reits heute eine wichtige Rolle. Die Erforschung von Krankheitsursachen und 
Behandlungsmethoden, die Epidemiologie sowie die individualisierte Medizin 
sind mögliche Anwendungsbereiche im Zusammenhang mit dem Bedarfsfeld 
Gesundheit/Ernährung. Auch im Hinblick auf das Bedarfsfeld Mobilität gibt es 
Anwendungspotenziale für Big Data, vor allem in den Bereichen autonome 
Fahrzeuge und intelligente Transportsysteme. Darüber hinaus kommt Big Data 
bereits heute in den Bereichen Kriminalitäts- und Terrorbekämpfung, Schutz vor 
Naturkatastrophen und IT-Sicherheit zum Einsatz. Diese Bereiche werden dem 
Bedarfsfeld Sicherheit zugeordnet. Im Hinblick auf das Bedarfsfeld Kommunika-
tion spielt Big Data im Bereich der Kundenorientierung, der intelligenten Fabrik 
und des Hochfrequenzhandels bereits heute eine große Rolle. 
Vor allem anhand der Miniszenarien lässt sich gut erkennen, dass Art und Wei-
se, wie Big-Data-Analaysen in den unterschiedlichen Bereichen zur Erreichung 
von Zielen beitragen, sehr vielfältig sind. Die Rolle von Cloud Computing hängt 
von den jeweiligen Anforderungen und Rahmenbedingungen ab. Die Beschäfti-
gung mit den Anwendungspotenzialen von Big Data zeigt, dass Cloud Comput-
ing vor allem dann nützlich sein kann, wenn sich die auszuwertenden Daten 
ebenfalls in der Cloud befinden, wenn Ergebnisse von Analysen komfortabel 
zugänglich gemacht werden sollen und wenn auf Daten aus verschiedenen Quel-
len zugegriffen werden soll. Gleichzeitig lassen sich allerdings auch zentrale Her-
ausforderungen erkennen, die bewältigt werden müssen, um von den Möglich-
keiten, die sich durch Big Data ergeben, profitieren zu können. Es geht dabei 
nicht nur um technische und betriebliche, sondern auch um rechtliche, gesell-
schaftliche und strukturelle Herausforderungen. Die Größe der Herausforderun-
gen hängt unter anderem auch davon ab, ob Cloud Computing im Rahmen der 




TECHNISCHE HERAUSFORDERUNGEN 1. 
Auf Grundlage aktueller Studien können zahlreiche technische Herausforderun-
gen von Big Data und Cloud Computing identifiziert werden. Die Teilnehmer 
relevanter Studien wurden in der Regel explizit nach Herausforderungen oder 
nach Problemen oder Barrieren im Kontext der Durchführung von Big-Data-
Analysen bzw. der Nutzung von Clouddiensten gefragt. Im Hinblick auf Cloud 
Computing beziehen sich die besprochenen Herausforderungen primär auf die 
Nutzung von Diensten aus Public Clouds. 
Neben fehlendem Fachwissen, fehlenden überzeugenden Einsatzszenarien und 
Kostenaspekten spielen vor allem technische Probleme im Kontext von Big Data 
eine zentrale Rolle. Im Rahmen der BARC-Studie gab etwa ein Drittel der Be-
fragten an, dass sie mit technischen Problemen zu kämpfen haben (Bange et al. 
2013, S. 26). Der Anteil derjenigen, die technische Probleme bei der Durchfüh-
rung von Big-Data-Analysen sehen, ist in den Fachbereichen etwas größer als im 
Bereich der IT.  
ANALYSEARCHITEKTUR 1.1 
Technisch anspruchsvoll werden Big-Data-Analysen genau durch jene Charakte-
ristika, über die sich Big Data vorrangig definiert. TCS (2013, S. 33) setzte auf 
Grundlage einer umfassenden Studie den Umgang mit umfangreichen, heteroge-
nen Datenmengen, die rasch verarbeitet werden müssen, auf Rang 2 der Heraus-
forderungen im Big-Data-Umfeld. Auf Rang 1 liegt mit der eingeschränkten Be-
reitschaft von Fachbereichen, »ihre« Daten zu teilen, eine betriebliche Heraus-
forderung. Vor allem die Verarbeitung von Daten in Echtzeit stellt sehr hohe 
Anforderungen an die verwendete Analysearchitektur. Da das Standard-Ethernet 
nicht den Anforderungen der industriellen Echtzeit genügt, die isochrone Zyk-
luszeiten von weniger als eine Millisekunde verlangen, erlauben cloudbasierte 
Ansätze ohne Anwendung spezieller Verfahren bestenfalls eine Verarbeitung in 
Quasiechtzeit. Aber auch der Umfang der Datenmengen stellt ein Problem dar. 
Im Rahmen der Interxion-Studie wurde z. B. festgestellt, dass knapp ein Drittel 
der befragten Unternehmen keine ausreichenden Speicherkapazitäten hat (Inter-
xion 2013, S. 8). Einer IDC-Studie zufolge übersteigt der Umfang der erzeugten 
Daten den vorhandenen Speicherplatz deutlich (The Economist 2010c). 
In der Praxis gibt es vor allem Probleme beim Aufbau einer geeigneten Analyse-
architektur, bei der Realisierung des Zugriffs von verschiedenen Endgerätetypen 
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sowie bei der Erstellung einer für den Endnutzer angemessenen Benutzerschnitt-
stelle. Während im Rahmen der TDWI-Studie ein Drittel der Befragten bestätig-
te, dass Schwierigkeiten beim Aufbau einer Analysearchitektur zu den zentralen 
Barrieren im Hinblick auf die Durchführung von Big-Data-Analysen gehören, 
und 23 % angaben, dass es Probleme vor allem im Hinblick auf die Skalierbar-
keit der Architekturen gibt (Russom 2011, S. 12), landete die Auswahl für eine 
Analysearchitektur geeigneter Big-Data-Technologien bei der TCS-Studie auf 
Rang 13 der wichtigsten Herausforderungen (TCS 2013, S. 33). Im Rahmen der 
Interxion-Studie gaben 29 % der Befragten an, dass die Realisierung des Zugriffs 
von verschiedenen Endgerätetypen eine wichtige Herausforderung darstellt (In-
terxion 2013, S. 8). TCS (2013, S. 33) setzte die Erstellung einer für den Endnut-
zer angemessenen Benutzerschnittstelle auf Rang 7 der Herausforderungen im 
Big-Data-Umfeld. Hervorgehoben wird vor allem die Notwendigkeit einer visu-
ellen Aufbereitung der Ergebnisse in einer Form, die geeignet ist, als Grundlage 
für Entscheidungen zu dienen. Russom (2011, S. 12) fand heraus, dass 22 % der 
von ihm befragten Unternehmen Probleme dabei haben, Big Data für die End-
nutzer verwendbar zu machen. Im Rahmen der BARC-Studie gaben 15 % der 
Teilnehmer an, dass Big Data für potenzielle Endnutzer aus den Fachbereichen 
nicht verwendbar ist (Bange et al. 2013, S. 26). 
Auch im Rahmen der Experteninterviews mit Vertretern von Unternehmen, wis-
senschaftlichen Einrichtungen und Verbänden wurden Herausforderungen im 
Zusammenhang mit den zentralen Big-Data-Charakteristika und dem Aufbau 
geeigneter Analysearchitekturen angesprochen. Beispielsweise wurde betont, 
dass es im Big-Data-Bereich keine Lösungen gibt, die über alle Charakteristika 
hinweg gut abschneiden. In der Regel ist es daher notwendig, eine für die jewei-
ligen Anforderungen geeignete Analysearchitektur aufzubauen. In diesem Zu-
sammenhang wurde darauf hingewiesen, dass man im Hinblick auf die Voraus-
setzungen zum Aufbau der Architektur deutliche Unterschiede zwischen den 
USA und Europa erkennen kann. Während in den USA bereits viele potenzielle 
Anwender erste Erfahrungen mit Big-Data-Technologien wie Hadoop gesammelt 
haben, ist das in Europa nicht der Fall. Einer der befragten Experten gab an, 
dass aus seiner Sicht die USA im Vergleich zu Europa etwa zwei Jahre voraus 
sind. Die Experten stellten fest, dass der Aufbau von Analysearchitekturen vor 
allem deshalb so herausfordernd ist, weil sich die Anwendungsfälle und damit 
auch die Anforderungen von Anwendern im Laufe der Zeit weiterentwickeln, 
sich die hoch spezialisierten Big-Data-Lösungen aber nur sehr beschränkt an 
neue Anforderungen anpassen lassen. Dies kann dazu führen, dass in relativ kur-
zer Zeit hoch diversifizierte und komplexe Architekturen entstehen. Einer der 
Experten wies darauf hin, dass es derzeit im Big-Data-Bereich fünf oder sechs 
verschiedene Architekturkonzepte gibt, die von den Anwendungsgebieten unter-
schiedlich ausgerichtet sind. 
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Mögliche Ursachen für die beschriebenen Schwierigkeiten sind neben fehlendem 
Fachwissen vermutlich einerseits in der Verwendung veralteter Technologien 
und andererseits in der mangelnden Reife neuer Big-Data-Technologien zu finden. 
31 % der im Rahmen der Interxion-Studie Befragten gaben an, dass veraltete 
Technologie im Kontext von Big Data eine Herausforderung darstellt. Russom 
(2011, S. 12) betrachtete diese Problematik etwas genauer. Im Rahmen der 
TDWI-Studie wurde festgestellt, dass vorhandene Lösungen einerseits in ihren 
Analysemöglichkeiten eingeschränkt und andererseits zu langsam sind. Im Hin-
blick auf fehlende Analysemöglichkeiten gaben Studienteilnehmer beispielsweise 
an, dass vorhandene Data-Warehouse-Lösungen in der Regel nur für Berichte 
und OLAP geeignet sind. Außerdem wurde auf Probleme durch langsame Ab-
frageverarbeitungen und langsames Laden von Daten hingewiesen. Die man-
gelnde Reife von Big-Data-Technologien wurde vor allem von Schäfer et al. 
(2012, S. 48) thematisiert. 18 % der im Rahmen der IDC-Studie Befragten gaben 
an, dass langsame Internetverbindungen als Herausforderung betrachtet werden 
(Bradshaw et al. 2012, S. 34). 
Im Hinblick auf die mangelnde Reife neuer Big-Data-Technologien wurde im 
Rahmen der Interviews vor allem kritisiert, dass weiterführende, fortschrittliche 
Analysen nur sehr eingeschränkt möglich sind. Die vorhandenen Lösungen sind 
den befragten Experten zufolge nicht dafür geeignet, komplexes Data Mining 
durchzuführen, wie es beispielsweise für Cluster- oder Netzwerkanalysen erfor-
derlich ist. Das Kernproblem ist, dass das Konzept der Iteration nicht unterstützt 
wird. Einer der Experten wies darauf hin, dass Statistiklösungen wie MatLab 
oder R iterative Algorithmen im Prinzip sehr effizient ausführen können, aber 
nicht skalieren. Systeme wie Hadoop haben das Problem, dass sie Iterationen 
nicht nativ unterstützen, es muss also immer ein spezielles Treiberprogramm 
verwendet werden, das nicht Teil von Hadoop ist. Dafür wird dem Experten zu-
folge auf Sprachen wie Java oder Scala zurückgegriffen. Besonders hingewiesen 
wurde von den Experten darauf, dass die Analyse möglichst immer dort durch-
geführt werden soll, wo die Daten entstehen, da der Transport von großen Da-
tenmengen ein massives Problem darstellt. 
DATENMATERIAL 1.2 
Nicht unwesentliche Herausforderungen im Zusammenhang mit Datensicherheit, 
Datenschutz und auch Datenqualität haben zwar eine technische Komponente, 
sind aber nicht als ausschließlich technische Herausforderungen zu verstehen. 
Während Schäfer et al. (2012, S. 48) Datensicherheit und Datenschutz als Kern-
herausforderung im Umfeld von Big Data sehen, landet der Schutz von Daten 
vor unberechtigtem externen oder internen Zugriff nur auf den Rängen 14 bzw. 
16 der TCS-Herausforderungsrangliste (TCS 2013, S. 33). Immerhin ein Viertel 
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der im Rahmen der BARC-Studie Befragten bestätigt die Relevanz der Daten-
schutzproblematik im Kontext von Big Data (Bange et al. 2013, S. 26). Bange et 
al. (2013) führen den relativ niedrigen Wert darauf zurück, dass sich Organisa-
tionen der Problematik bewusst sind und entsprechend damit umgehen und ge-
gebenenfalls auf die Verarbeitung von personenbezogenen Daten verzichten. 
Von Schäfer et al. (2012, S. 48) wurden Datensicherheit und Datenschutz nicht 
für sich alleine, sondern kombiniert betrachtet. Dies könnte ein Grund für die 
sehr breite Zustimmung sein. Während Schroeck et al. (2012, S. 15) allgemein 
auf das Problem der mangelnden Datenqualität hinweisen, stellen Schäfer et 
al. (2012, S. 48) klar, dass es darüber hinaus bei der Gewinnung, Extraktion und 
Zusammenführung von Daten zu Problemen kommen kann. 
Im Bereich Datensicherheit und Datenschutz sehen Bradshaw et al. (2012, S. 34) 
eine zentrale Herausforderung für die Nutzung von Clouddiensten. Rund 30 % 
der Teilnehmer der IDC-Studie halten Datensicherheit und Datenschutz für eine 
massive Barriere im Hinblick auf die Nutzung von Clouddiensten. Wie im Kon-
text von Big Data, haben Datensicherheit und Datenschutz auch im Zusammen-
hang mit Cloud Computing zwar eine technische Komponente, sind aber nicht 
als ausschließlich technische Herausforderungen zu verstehen. 
Auch im Rahmen der Interviews mit Experten spielten Herausforderungen für 
Datensicherheit, Datenschutz und Datenqualität eine große Rolle. Datensicher-
heit wurde vor allem bei der Nutzung von Big Data in der Cloud als Herausfor-
derung gesehen, wenn auf Public-Cloud-Angebote zurückgegriffen werden sollte. 
Im Hinblick auf strategisch relevante oder personenbezogene Daten wurde die 
Nutzung von entsprechenden Angeboten als kritisch angesehen. Im Hinblick auf 
den Datenschutz wurde beispielsweise im Zusammenhang mit Public-Cloud-
Angeboten darauf hingewiesen, dass es schwierig, wenn nicht unmöglich zu 
steuern ist, welche Daten wo genau landen, wenn sie außer Haus gegeben wer-
den. Als problematisch wird auch die Heterogenität der Datenschutzrichtlinien 
in Europa angesehen, die verglichen mit den USA, wo es einen sehr großen Bin-
nenmarkt gibt, einen großen Nachteil darstellt. Rechtliche Herausforderungen 
im Zusammenhang mit dem Thema Datenschutz werden im Kapitel VI.3.1 de-
taillierter behandelt. Von einem Experten wurde die Datenaufbereitung als be-
sondere Herausforderung hervorgehoben. Berücksichtigt man die Aufbereitung 
der benötigten Daten, kann sich ein an sich interessanter Anwendungsfall schnell 
als wirtschaftlich nicht sinnvoll entpuppen. Nicht selten wird für Big-Data-
Analysen beispielsweise auf Archive zurückgegriffen, die ursprünglich für eine 
Auswertung nicht vorgesehen waren – entsprechend niedrig war der Anspruch 
und ist zugleich das Vertrauen in die Datenqualität. Vor allem dann, wenn der 
Link zwischen Daten und Ergebnis nicht mehr einfach ersichtlich ist, wird die 
Verlässlichkeit und die Qualität der Daten zu einem großen Thema. 
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INTEROPERABILITÄT 1.3 
Im Hinblick auf die Nutzung von Cloud Computing stellt neben Problemen in den 
Bereichen Datensicherheit und Datenschutz mangelnde Interoperabilität eine zent-
rale technische Herausforderung dar. Interoperabilität ist nicht nur im Hinblick 
auf die Integration von Cloudlösungen mit Inhouselösungen ein Thema, sondern 
auch im Hinblick auf die Integration von Cloudlösungen untereinander. Bei der 
von KPMG/BITKOM (2013, S. 23 f.) durchgeführten Studie »Cloud-Monitor 
2013« stimmten 47 % der Vertreter von Unternehmen, die bereits Public-Cloud-
Dienste nutzen, der Aussage, dass die Integration von Cloudlösungen mit Inhouse-
lösungen schwierig ist, und 41 %, dass die Interoperabilität verschiedener Cloud-
lösungen unzureichend ist, voll und ganz oder zumindest eher zu. Zu ähnlichen 
Ergebnissen kam die Befragung von Vertretern von Unternehmen, bei denen die 
Nutzung von Clouddiensten zum Zeitpunkt der Befragung kein Thema war. Im 
Rahmen einer IDC-Studie gab rund ein Viertel der Befragten an, dass Einschrän-
kungen bei der Portabilität von Daten eine massive Barriere im Hinblick auf die 
Nutzung von Clouddiensten darstellen (Bradshaw et al. 2012, S. 34). Sowohl die 
wachsende Zahl an Anbietern als auch der Mangel an Standards im Umfeld von 
Cloud Computing führen zu Problemen bei der Interoperabilität und Portabilität 
von Diensten. Der Wechsel des Cloudanbieters gestaltet sich in der Regel schwie-
rig und ist häufig mit großem Aufwand und hohen Kosten verbunden. Um die 
Cloudinfrastrukturen mehrerer Anbieter zu verbinden (Cloud Federation) sind 
nicht nur entsprechende Standards notwendig, sondern auch Klarheit im Hinblick 
auf Fragen der Servicequalität und Sicherheit. Cloud Federation trägt maßgeblich 
zur Interoperabilität und Portabilität von Services bei (Schubert/Jeffery 2012, 
S. 60 f.). Es gibt mehrere Initiativen die sich für die Entwicklung von Standards für 
Cloudumgebungen einsetzen (z. B. OASIS, DMTF, ETSI). 
BETRIEBLICHE HERAUSFORDERUNGEN 2. 
Abgesehen von technischen Herausforderungen sehen sich Organisationen sowohl 
bei der Durchführung von Big-Data-Analysen als auch bei der Nutzung von 
Cloud Computing mit betrieblichen Herausforderungen konfrontiert. Im Kontext 
von Big Data gehören dazu primär fehlende überzeugende Einsatzszenarien, man-
gelndes Fachwissen und Datenschutzbedenken. Aber auch relativ hohe Kosten 
und Rivalitäten zwischen Abteilungen spielen eine nicht unbedeutende Rolle. 
Eine besondere Herausforderung, die sowohl die Durchführung von Big-Data-
Analysen als auch die Nutzung von Cloud Computing betrifft, ist die Umsetzung 
der jeweils relevanten rechtlichen Anforderungen. In diesem Zusammenhang ist 
eine Auseinandersetzung unter anderem mit Fragen des Datenschutzes, des Ur-
heberrechts, des Vertragsrechts und des Wettbewerbsrechts notwendig. Eine aus-
führliche Diskussion rechtlicher Herausforderungen erfolgt im Kapitel VI.3. 
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WIRTSCHAFTLICHKEIT 2.1 
Schroeck et al. (2012, S. 15) betonen beispielsweise, dass ihre Ergebnisse auf eine 
zentrale Herausforderung bei der Einführung von Big Data hindeuten. Bei dieser 
Herausforderung handelt es sich um die Erstellung eines belastbaren Business 
Case. Im gegenwärtigen Wirtschaftsumfeld haben Organisationen nur eine geringe 
Motivation, in neue Technologien zu investieren, solange sich keine messbaren 
Vorteile ergeben. Während im Rahmen der BARC-Studie 36 % der Befragten an-
gaben, dass fehlende überzeugende Einsatzszenarien ein wesentliches Problem im 
Hinblick auf Big Data darstellen (Bange et al. 2013, S. 26), waren es in der TDWI-
Studie 28 % (Russom 2011, S. 12). Beide Studien identifizierten auch hohe Kosten 
als zentrale Herausforderung. Während ein Drittel der Teilnehmer der BARC-
Studie in den Kosten ein zentrales Big-Data-Problem sah, nahmen in der TDWI-
Studie 43 % der Befragten die Kosten als wesentliche Barriere wahr. Ein Teil der 
Teilnehmer der TDWI-Studie gab im Rahmen der Befragung an, dass vor allem 
die Betriebskosten von Hadoop hoch sind (Russom 2011, S. 12). 
Der belastbare Business Case stellt eine zentrale Herausforderung dar, die auch 
im Rahmen der Experteninterviews intensiv diskutiert wurde. Viele potenzielle 
Anwender stehen einem der befragten Experten zufolge vor dem Problem, dass 
sie erkannt haben, dass Potenzial in ihren Daten steckt, sie aber nicht wissen, 
wie sie den vermeintlichen Datenschatz monetarisieren können. Von einem an-
deren Experten kam die Einschätzung, dass die Anbieter von Big-Data-Lösungen 
bei potenziellen Anwendern ganz spezielle Szenarien im Kopf erzeugen, die zwar 
auf den ersten Blick sehr interessant erscheinen, aber nicht auf »normale« Un-
ternehmen übertragbar sind. Diese Diskrepanz ruft laut dem befragten Experten 
bei den potenziellen Anwendern rasch Ernüchterung hervor. In der Werbung für 
Big-Data-Lösungen stehen Anwendungsformen wie Onlinemarketing oder Sen-
timentanalysen häufig im Zentrum der Aufmerksamkeit, wohingegen sich po-
tenzielle Anwender in der Regel eher Verbesserungen bei den operativen Prozes-
sen erhoffen. Aus Sicht der Experten ist es schwierig, Szenarien aufzuzeigen, die 
zu einem nennenswerten Mehrwert führen. 
Auf Grundlage dieser Kenntnisse überrascht es nicht, dass in vielen Organisatio-
nen der Investitionswille fehlt (Interxion 2013, S. 8; Russom 2011, S. 12; Schäfer 
et al. 2012, S. 48; Schroeck et al. 2012, S. 15; TCS 2013, S. 33). Während im 
Rahmen der Interxion-Studie ein Drittel der Befragten angab, dass die Unterneh-
mensleitung nicht bereit ist, in Big Data zu investieren, waren es bei der TDWI-
Studie 38 % der Teilnehmer. TCS (2013, S. 33) setzte die mangelnde Bereitschaft 
der Unternehmensleitung, in Big Data zu investieren, auf Rang 6 der bedeutsams-
ten Herausforderungen im Big-Data-Umfeld. Eine weitere wesentliche Barriere im 
Hinblick auf die Nutzung von Big Data liegt in der Tatsache, dass die IT-Abtei-
lungen dringendere Anforderungen sehen und andere Prioritäten gesetzt haben 
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(Interxion 2013; Schäfer et al. 2012). Interxion (2013, S. 8) identifizierte andere 
Prioritäten bei der IT-Abteilung als wichtigste Herausforderung bei der Einfüh-
rung von Big Data. 45 % der Befragten gaben im Rahmen der Studie an, dass sie 
diese Herausforderung für besonders wichtig halten. Fehlendes Budget oder ande-
re Prioritäten sehen Schäfer et al. (2012, S. 48) nach Datenschutz und Daten-
sicherheit als zweitwichtigste Barriere im Hinblick auf Big Data. 
FACHWISSEN 2.2 
Im Hinblick auf betriebliche Herausforderungen spielen auch Defizite beim er-
forderlichen Fachwissen eine wichtige Rolle. Sowohl in der TDWI-Studie als 
auch in der BARC-Studie wurde fehlendes Fachwissen als wichtigste Herausfor-
derung im Kontext von Big Data identifiziert. Im Rahmen der TDWI-Studie ga-
ben 46 % der Befragten an, dass eine unzureichende Personalausstattung und 
mangelnde Fähigkeiten zu den zentralen Barrieren im Zusammenhang mit der 
Analyse von Big Data gehören (Russom 2011, S. 12). Im Rahmen der BARC-
Studie wurden fehlendes technisches Fachwissen (46 %) und fehlende fachliche 
Expertise (44 %) als zentrale Probleme bei der Nutzung von Big Data gesehen 
(Bange et al. 2013, S. 26). Schäfer et al. (2012, S. 48) kamen zu dem Ergebnis, 
dass fehlende Expertise im Unternehmen nach Datenschutz und Datensicherheit 
sowie fehlendem Budget oder dringenderen Prioritäten die drittwichtigste Barrie-
re für Big Data darstellt. Auch bei der Interxion-Studie gab mit 32 % knapp ein 
Drittel der Befragten an, dass in den jeweiligen Unternehmen das erforderliche 
Fachwissen fehlt und die Beschaffung zu teuer ist (Interxion 2013, S. 8). Der ek-
latante Mangel an Experten am Arbeitsmarkt wird im Rahmen von Anforde-
rungen an die Rahmenbedingungen (Kap. VI.5.1) genauer diskutiert. Auch 
Schroeck et al. (2012, S. 15) weisen auf die Bedeutung von technischen und ana-
lytischen Fähigkeiten bei der Einführung von Big Data hin. TCS (2013, S. 33) 
weist auf das für Big-Data-Analysen erforderliche Fachwissen der IT-Experten 
hin, bzw. auch auf die notwendige Überzeugung der IT-Mitarbeiter, dass zusätz-
liches Fachwissen überhaupt erforderlich ist. Die Herausforderungen befinden 
sich auf den Rängen 11 bzw. 15 der TCS-Liste. 
Auch im Rahmen der Experteninterviews wurden Defizite beim erforderlichen 
Fachwissen thematisiert. Unterstrichen wurde, dass die derzeit entstehenden 
Lehr- und Studienangebote allein aufgrund der Vielschichtigkeit der Anforde-
rungen an entsprechende Mitarbeiter nicht in der Lage sein werden, das Defizit 
auszugleichen und für eine Entspannung am Arbeitsmarkt zu sorgen. Von ent-
sprechenden Mitarbeitern werden Kenntnisse der Datenanalyse, Kenntnisse des 
skalierbaren Datenmanagements sowie Kenntnisse in der jeweiligen Anwen-
dungsdomäne erwartet. Einer der befragten Experten betonte, dass die Defizite 
beim für die Durchführung von Big-Data-Analysen erforderlichen Fachwissen 
auch eine technische Herausforderung darstellen. Der Experte forderte Techno-
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logien, bei denen man sich um Fragen der Systemprogrammierung als Anwender 
keine Gedanken machen muss. Eine Abfragesprache sollte es dem Experten zu-
folge erlauben, deklarativ zu formulieren, was mit den Daten passieren soll, oh-
ne sich um die Infrastruktur im Hintergrund kümmern zu müssen. Die befragten 
Experten waren sich weitgehend einig, dass es wichtig ist, dass im Prinzip ein 
normaler Business-Analyst mit den Big-Data-Lösungen umgehen können muss. 
PLANUNG UND DURCHFÜHRUNG 2.3 
Auch Rivalitäten und mangelndes Vertrauen zwischen Abteilungen spielten eine 
wichtige Rolle im Hinblick auf die zentralen Herausforderungen bei der Einfüh-
rung und Nutzung von Big-Data-Lösungen. TCS (2013, S. 33) setzte beispielswei-
se die mangelnde Bereitschaft von Fachbereichen, »ihre« Daten mit anderen zu 
teilen, auf Rang 1 der auf Grundlage einer umfassenden Studie erstellten Heraus-
forderungsrangliste. Die Herausforderung, Vertrauen zwischen den Data Scien-
tists auf der einen Seite und den Fachbereichsleitern auf der anderen Seite aufzu-
bauen, befindet sich auf Rang 4 der Rangliste. Insgesamt scheinen sich Entschei-
der nur schwer davon überzeugen zu lassen, auch auf Daten und nicht nur auf 
ihre Intuition zu vertrauen. Auf Rang 12 der TCS-Liste ist die entsprechende 
Herausforderung zu finden. In vielen Fällen werden die Chancen und Risiken 
von Big Data nicht ausreichend verstanden (Schroeck et al. 2012, S. 15). 
TCS (2013, S. 33) geht auch auf eine Reihe von Herausforderungen ein, mit de-
nen sich Organisationen bei der Planung und Durchführung konkreter Big-Data-
Analysen konfrontiert sehen. Im Hinblick auf die Planung wird einerseits die 
Identifikation der wichtigsten Investitionsbereiche und andererseits die Organi-
sation von Big-Data-Aktivitäten als Herausforderung wahrgenommen. Die ent-
sprechenden Herausforderungen befinden sich auf den Rängen 9 bzw. 8 der 
TCS-Liste. Mitverantwortlich für die Probleme bei der Planung der Big-Data-
Nutzung dürfte die mangelnde Bekanntheit von Einsatzmöglichkeiten, Techno-
logien und Anbietern sein (Schäfer et al. 2012, S. 48). Bei der Durchführung 
werden die Auswahl der »richtigen« Daten für eine bestimmte Fragestellung und 
der »richtigen« Verwendung der Analyseergebnisse als besonders herausfor-
dernd angesehen. Die entsprechenden Herausforderungen wurden auf die Rän-
ge 3 bzw. 10 der Herausforderungsliste gesetzt. 
KONTROLLE 2.4 
Eine zentrale betriebliche Herausforderung im Zusammenhang mit der Nutzung 
von Cloud Computing stellt die Tatsache dar, dass die Vertrauenswürdigkeit 
von Anbietern nur schwer feststellbar ist. Rund ein Viertel der Teilnehmer an 
der IDC-Studie gab an, dass mangelndes Vertrauen eine wesentliche Barriere im 
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Hinblick auf die Nutzung von Clouddiensten ist (Bradshaw et al. 2012, S. 34). 
Mit rund 22 % sehen nur knapp weniger Studienteilnehmer ein Problem in der 
unzureichenden Kontrollierbarkeit von Änderungen. Damit eng verbunden sind 
Herausforderungen im Hinblick auf Informationssicherheit und Datenschutz. 
Insbesondere die Angst vor Datenverlust ist im Umfeld von Cloud Computing 
groß und spielt sowohl bei Organisationen, die bereits Public-Cloud-Dienste 
nutzen, als auch bei Organisationen, für die das aktuell kein Thema ist, eine 
wichtige Rolle (KPMG/BITKOM 2013, S. 23 f.). Während 55 % der Vertreter 
von Organisationen, die bereits Public-Cloud-Dienste nutzen, angaben, dass die 
Aussage, dass sie Angst vor Datenverlust haben, für sie voll und ganz oder eher 
zutrifft, gilt das für 79 % der Vertreter von Organisationen, für die der Einsatz 
von Public-Cloud-Diensten aktuell kein Thema ist. 
Darüber hinaus werden die Angst vor einem Verlust an IT-Fachwissen 
(KPMG/BITKOM 2013) und fehlende Unterstützung vor Ort (Bradshaw et al. 
2012) als Barrieren genannt. Rund die Hälfte der Studienteilnehmer der von 
KPMG und BITKOM durchgeführten Studie gab an, dass die Aussage, dass 
Angst vor IT-Know-how-Verlust besteht, für sie voll und ganz oder eher zutrifft 
(KPMG/BITKOM 2013, S. 23 f.). Rund 23 % der im Rahmen der IDC-Studie 
Befragten sehen in fehlendem lokalen Support eine wichtige Barriere (Bradshaw 
et al. 2012, S. 34). Bei Widerstand innerhalb der IT-Abteilung, dem Fehlen von 
Informationen über geeignete Cloudlösungen und Bedenken im Hinblick auf die 
Vereinbarkeit der Nutzung von Cloud Computing mit der Unternehmenskultur 
handelt es sich um weitere Herausforderungen, die laut »Cloud-Monitor 2013« 
im Kontext der Nutzung von Public-Cloud-Diensten relevant sind. Außerdem 
zweifeln 43 % der Vertreter von Organisationen, für die die Nutzung von 
Public-Cloud-Diensten derzeit nicht zur Diskussion steht, zumindest eher am 
Nutzen von Cloud Computing. Selbst bei den Vertretern von Organisationen, 
die bereits Public-Cloud-Dienste nutzen, ist dieser Wert mit 29 % recht hoch. Im 
Rahmen der IDC-Studie gaben rund 18 % der Teilnehmer an, dass sie Zweifel 
am Nutzen von Cloud Computing hegen (Bradshaw et al. 2012, S. 34). 
RECHTLICHE HERAUSFORDERUNGEN 3. 
Neben technischen und betrieblichen Herausforderungen spielen für Unterneh-
men und staatliche Stellen und Behörden, die sich mit der Durchführung von 
Big-Data-Analysen bzw. der Nutzung von Cloud Computing beschäftigen, recht-
liche Herausforderungen eine zentrale Rolle. Im Kontext von Big Data und 
Cloud Computing stellen sich vor allem Fragen, die mit dem Datenschutz, einem 
möglichen Eigentum an Daten, mit der Ausgestaltung von Verträgen, mit einer 
möglichen Haftung und mit dem Wettbewerb zusammenhängen. Zahlreiche 
rechtliche Vorschriften, vor allem aus dem Umfeld des Datenschutzes, stellen 
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aufgrund der strengen, teils unklaren Haftungssituation hohe Ansprüche an die 
Datengovernance. Maßnahmen wie die umfassende Überwachung von Daten-
strömen im Internet, die im Kontext des Themenkomplexes Internetgovernance 
im Kapitel VI.5.4 diskutiert werden, erschweren die Datengovernance häufig 
zusätzlich. Besonders problematisch ist, dass hinsichtlich zahlreicher Fragen 
Rechtsunsicherheit herrscht bzw. sich das anwendbare Recht als wenig geeignet 
erweist und einer Anpassung an den Stand der Technik bedarf. 
Für 45 % der im Rahmen der von KPMG und BITKOM durchgeführten Studie 
Befragten, die Public-Cloud-Computing bereits nutzen, trifft die Aussage, dass 
bestehende rechtliche und regulatorische Bestimmungen gegen die Nutzung von 
Clouddiensten sprechen, voll und ganz oder eher zu (KPMG/BITKOM 2013, 
S. 23 f.). Im Hinblick auf die Aussage, dass die Rechtslage unklar ist und dies 
eine Hürde darstellt, stimmten 42 % der Studienteilnehmer voll und ganz oder 
eher zu. Von den Teilnehmern, für die der Public-Cloud-Einsatz derzeit nicht zur 
Diskussion steht, sehen 49 % eine Herausforderung in der unklaren Rechtslage. 
Die Unvereinbarkeit mit rechtlichen und regulatorischen Bestimmungen stellt 
aus Sicht von 46 % der Studienteilnehmer, die keine cloudbasierten Lösungen 
nutzen, eine Hürde dar. 
Wird für eine Big-Data-Analyse auf Public-Cloud-Dienste zurückgegriffen, ist es 
nicht selten der Fall, dass der Gerichtsstand im Ausland liegt. Mit 31,7 % gab 
knapp ein Drittel der im Rahmen der IDC-Studie Befragten an, dass es sich dabei 
um eine Barriere handelt, die von der Nutzung von cloudbasierten Lösungen 
abhält (Bradshaw et al. 2012). Knapp ein Viertel der Studienteilnehmer (23,8 %) 
gab an, dass die Tatsache, dass der Ort der Speicherung und Verarbeitung von 
Daten unbekannt oder zumindest nicht kontrollierbar ist, eine Barriere darstellt. 
DATENSCHUTZ 3.1 
Datenschutz spielt als Herausforderung sowohl im Kontext der Durchführung 
von Big-Data-Analysen (Bange et al. 2013, S. 26; Schäfer et al. 2012, S. 48) als 
auch bei der Nutzung von Cloud Computing (Bradshaw et al. 2012, S. 34) eine 
wichtige Rolle. In Deutschland wird der Datenschutz durch das Bundesdaten-
schutzgesetz (BDSG) geregelt und durch bereichsspezifische Regelungen wie das 
Telemediengesetz (TMG), das Telekommunikationsgesetz (TKG) und andere 
ergänzt. Den einfachgesetzlichen Regelungen liegt ein etabliertes verfassungs-
rechtliches Schutzkonzept zugrunde. Danach formulieren u.a. das sogenannte 
Recht auf informationelle Selbstbestimmung als Konkretisierung des allgemeinen 
Persönlichkeitsrechts aus Artikel 2 Abs. 1 Grundgesetz sowie spezielle Verfas-
sungsbestimmungen konkrete Anforderungen an die Verarbeitung von Informa-
tionen und Daten. Der Umgang mit Informationen und Daten, die Personen be-
treffen, unterliegt damit in mehrerlei Hinsicht konkreten gesetzlichen Anforde-
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rungen, darunter dem Erforderlichkeitsgrundsatz, dem Zweckfestlegungs- und 
Zweckbindungsprinzip sowie insbesondere Transparenzanforderungen gegen-
über den Betroffenen. Die verfassungsrechtlichen Anforderungen gelten über die 
Drittwirkung nicht nur für staatliche Stellen, sondern auch für private Unter-
nehmen, also auch für Anbieter von Clouddiensten. 
Datenschutz bezieht sich aus gesetzlicher Sicht immer auf personenbezogene Da-
ten (in Deutschland im Sinne des § 3 Abs. 1 BDSG), also Daten, die einer be-
stimmten oder bestimmbaren natürlichen Person zuzuordnen sind. Die Frage der 
Personenbeziehbarkeit ist gerade im Kontext von Big Data jedoch ein kontrovers 
diskutierter Aspekt, gerade weil personenbezogene Daten und damit die Siche-
rung der informationellen Selbstbestimmung in einer Vielzahl von Anwendungs-
bereichen von Big Data eine zentrale Rolle spielen. 
Nach dem BDSG steht die Verarbeitung von personenbezogenen Daten unter 
einem Erlaubnisvorbehalt (Markl et al. 2013). Dies bedeutet, dass einer der im 
Gesetz vorgesehenen Rechtfertigungstatbestände vorliegen muss. Im Rahmen 
einer Anonymisierung oder Pseudonymisierung können Datenverarbeitungen 
ggf. so gestaltet werden, dass die jeweilige Nutzung zulässig wird (Ulbricht 
2012a). Bei Big Data wird bereits durch die Zusammenführung verschiedener, 
vormals womöglich nichtpersonenbeziehbarer Datenbestände teilweise eine De-
anonymisierung (Glockner/Beyers 2012, S. 34) oder Reidentifikation (Markl et 
al. 2013) möglich. Grundsätzlich ist eine Verarbeitung personenbezogener Daten 
in der Regel nur dann zulässig, wenn der Betroffene eingewilligt hat (§ 4 BDSG) 
oder eine sonstige gesetzliche Ermächtigung vorliegt. Privilegierungen bestehen, 
wenn die Daten öffentlich zugänglich sind (§ 29 Abs. 1 Satz 1 Nr. 2 BDSG) (Ul-
bricht 2012a). Wenn zu unterschiedlichen Zwecken gesammelte und vorgehaltene 
Daten auf eine neue Weise analysiert oder mit weiteren verfügbaren Daten zu-
sammengeführt werden, müssen zumeist Einwilligungen der identifizierbar Be-
troffenen eingeholt werden, weil darin eine – auch verfassungsrechtlich relevante – 
Zweckänderung der Nutzung liegen kann. Laut Markl et al. (2013, S. 182 f.) wird 
dadurch die Entwicklung von Big Data deutlich gehemmt. Dennoch ist Ulbricht 
(2012a) der Ansicht, dass sich Big-Data-Analysen durch ein durchdachtes Zu-
sammenwirken verschiedener Gestaltungsmöglichkeiten durchaus im Einklang 
mit dem Datenschutzrecht durchführen lassen. Zusätzlich existiert auch das Ar-
gument, dass gesetzliche Vorgaben bei entsprechender Umsetzung einen Wett-
bewerbsvorteil darstellen können, gerade weil das unabdingbare Vertrauen der 
Verbraucher durch konsequenten Datenschutz gewonnen werden kann. 
Aufgrund der steigenden Sensibilität bei Privatpersonen für Fragen des Daten-
schutzes gibt es zahlreiche unverbindliche Ergänzungen zum Datenschutzgesetz, 
wie beispielsweise freiwillige Selbstverpflichtungserklärungen von Verbänden und 
Unternehmen, deren Umsetzung empfohlen wird. Beispielsweise wird es für wich-
tig gehalten, über die Vorschriften des Datenschutzrechts hinaus klar zu kommu-
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nizieren, welche Daten zu welchen Zwecken wie eingesetzt und verarbeitet wer-
den. Außerdem sollte die Möglichkeit bestehen, Daten zu berichtigen oder zu 
löschen. Ganz grundsätzlich sollten digitale Spuren, die eine Person hinterlässt, 
nicht dem gehören, der sie aufzeichnet, sondern dem, der sie hinterlässt. Daten 
sollen nicht länger gespeichert werden als notwendig und mit einem Ablaufda-
tum versehen werden (The Economist 2010d). Je nach Rechtslage sollte bei den 
Betroffenen nach einer hinreichenden Aufklärung die Einwilligung (Opt-in) zur 
jeweiligen Datenerhebung bzw. die Möglichkeit zur Ablehnung (Opt-out) gege-
ben werden. Allerdings nennen Unternehmen oft technische Schwierigkeiten als 
Grund für mangelnde Transparenz und Kontrolle im Hinblick auf den Daten-
schutz (The Economist 2010d). 
Transparenz und Kontrolle sind elementare Voraussetzungen, um Big Data nicht 
zu einer unkontrollierbaren Gefahr für Privatpersonen werden zu lassen. Jedoch 
warnen verschiedene Gruppen, u.a. auch Industrievertreter, davor, dass es 
dadurch zu einer Überregulierung im Bereich Datenschutz kommen könnte (Ul-
bricht 2012a). Allerdings ging die Rechtsprechung, u.a. was die Zweckbindung 
und die Befristung der Speicherung von Daten betrifft, mit Entscheidungen wie 
zur europäischen Richtlinie über die Vorratsspeicherung von Daten (2006/24/EG) 
oder zum Recht auf Vergessen (EuGH, 13. Mai 2014, C-131/12) zuletzt in eine 
andere Richtung. Erkennbar wird, dass der Europäische Gerichtshof bereit und 
willens ist, die für den Privatbereich mit der Richtlinie 95/46/EG bereits vor Jah-
ren entstandene Regulierung auf der Grundlage von Artikel 8 EU-Charta auch 
verfassungsrechtlich zu untermauern. Dies belegen seit dem Urteil Bodil Lind-
qvist vom 6. November 2003, Rs C–101/01, neben dem genannten Google-
Urteil auch die Urteile zum Personenbezug EuGH, 13. Mai 2014, C–131/1, und 
zur privaten Videoüberwachung (Urteil vom 11. Dezember 2014, C–212/13). 
Große Hoffnungen auf eine größere Rechtssicherheit für alle Beteiligten, die al-
lerdings mit der Verschiebung bis nach der Europawahl zunächst enttäuscht 
wurden, liegen aktuell in der Modernisierung des europäischen Datenschutz-
rechts durch den Ersatz der Datenschutzrichtlinie (95/46/EG) durch die soge-
nannte Datenschutz-Grundverordnung. 
Markl et al. (2013, S. 182 f.) weisen darauf hin, dass die datenschutzrechtlichen 
Regelungen zur Auftragsdatenverarbeitung (§ 11 BDSG) große Bedeutung für 
Big Data in der Cloud haben. Cloud Computing stellt einen typischen Fall der 
Auftragsdatenverarbeitung dar. Den Regelungen zufolge ist der Auftraggeber 
dafür verantwortlich, dass die Vorschriften des BDSG eingehalten werden und 
muss dies im Rahmen der technischen und rechtlichen Ausgestaltung der Daten-
verarbeitung sicherstellen. Aus rechtlicher Sicht ist einerseits die Ausgestaltung 
entsprechender vertraglicher Vereinbarungen schwierig, andererseits sind Art 
und Umfang der gesetzlichen Kontrollpflichten weitgehend unklar. Noch heraus-
fordernder wird Big Data in der Cloud aus Datenschutzperspektive bei grenz-
überschreitendem Bezug. Wann ein ausländischer Anbieter überhaupt deutsches 
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Datenschutzrecht beachten muss, ist noch völlig ungeklärt. Auch wenn sich im 
Kontext von Cloud Computing die Frage stellt, inwiefern der Standort, an dem 
sich bestimmte Daten befinden oder wo sie erhoben wurden, verlässlich ermittelt 
werden kann, gilt das Territorialitätsprinzip. Einerseits können Daten auf meh-
rere Standorte verteilt sein und andererseits kann sich ein einmal ermittelter 
Standort binnen kurzer Zeit ändern (Markl et al. 2013, S. 177). Die Speicherung 
von Daten im Ausland führt vor allem deshalb zu rechtlichen Herausforderun-
gen, da sensible Daten in verschiedenen Ländern unterschiedlich gut geschützt 
werden. Dies wird in entsprechenden Hintergrundpapieren und Stellungnahmen 
von Zusammenschlüssen der Datenschutzaufsichtsbehörden auf europäischer 
und nationaler Ebene unterstrichen.9 
Das Thema Datenschutz wurde auch im Rahmen der Interviews thematisiert. 
Wie im Kapitel VI.2 dargelegt wurden beispielsweise Themen wie die fehlende 
Kontrolle über Daten die außer Haus gegeben werden oder die starke Heteroge-
nität der Datenschutzrichtlinien in Europa angesprochen. Ein Experte merkte an, 
dass die Bemühungen im Hinblick auf eine europäische Datenschutzgrundver-
ordnung zwar in die richtige Richtung gehen, aber es vermutlich noch viele Jahre 
dauern wird, bis der Bereich Datenschutz in Europa harmonisiert ist. Internatio-
nal betrachtet wäre es aus Sicht des Experten wünschenswert, wenn man sich 
auf wenige große Blöcke mit einheitlicher Gesetzgebung konzentrieren könnte. 
Eine Harmonisierung auf europäischer Ebene wird durch die im Europaparlament 
bereits im Entwurf verabschiedete und im Europäischen Rat diskutierte Daten-
schutzgrundverordnung angestrebt. Der Trilog wird 2015 aufgenommen. Die 
Grundverordnung ist eine Reaktion auf neue datenschutzrechtliche Herausforde-
rungen, die Entwicklungen wie Cloud Computing, aber z. B. auch die zunehmen-
de Bedeutung von sozialen Netzwerken mit sich bringen. Im Rahmen einer Studie 
für das STOA-Panel wurden vier Kernprobleme identifiziert, die Cloud Compu-
ting im Hinblick auf den Datenschutz in Europa auf Grundlage der existierenden 
Datenschutzrichtlinie (95/46) mit sich bringt (Leimbach et al. 2014): 
> Zuständigkeit und Anwendbarkeit: Eine zentrale Eigenschaft von Cloud Com-
puting ist, dass der Ort, an dem Daten gespeichert oder verarbeitet werden 
oder an dem ein Dienst läuft, unwesentlich ist. Aktuelle Datenschutzgesetze 
verwenden jedoch zur Bestimmung ihrer Zuständigkeit und Anwendbarkeit 
Konzepte, die am Ort, an dem sich zu schützende Daten physisch befinden, 
anknüpfen. 
                                            
9 Vergleiche den Entschließungsantrag der Internationalen Datenschutzkonferenz (www. 
bfdi.bund.de/SharedDocs/Publikationen/Entschliessungssammlung/IntDSK/2012IntDSK
CloudComputing.pdf?__blob=publicationFile) sowie das Arbeitspapier der Gruppe 
»Cloud Computing – Privacy and data protection issues (Sopot Memorandum)«, Sopot 
(Polen), 23./24. April 2012 (www.datenschutz-berlin.de/attachments/875/Sopot_Memo 
randum.12.6.12.pdf). 
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> Rollen und Zuständigkeiten: Datenschutzgesetze auf Grundlage der Richtlinie 
beziehen sich auf ausgewählte Kategorien von Akteuren, denen bestimmte 
Rollen und Zuständigkeiten zugeordnet werden. Diese Kategorien sind nicht 
dazu geeignet, die Komplexität der Datenverarbeitung im Kontext von Cloud 
Computing und die Besonderheiten der Beziehung zwischen Anbietern und 
Nutzern von Clouddiensten abzubilden. 
> Internationale Datenübertragung: Im Kontext von Cloud Computing ist es 
regelmäßig der Fall, dass sich die Anbieter oder Nutzer von Clouddiensten 
außerhalb der EU befinden. Nationale Datenschutzgesetze auf Grundlage der 
Datenschutzrichtlinie sind nicht geeignet, Daten von Bürgern, unabhängig da-
von, wo sie gespeichert oder verarbeitet werden, zu schützen. 
> Anpassbarkeit und Auslegung: Ansätze zur Harmonisierung des Datenschutzes 
in der EU wie die Datenschutzrichtlinie stellten keine geeigneten Mechanismen 
zur Anpassung der Rechtslage an Entwicklungen wie Cloud Computing bzw. 
zur einheitlichen Auslegung von nationalen Datenschutzgesetzen bereit. 
Im Jahr 2012 veröffentlichte die Europäische Kommission einen ersten Entwurf 
einer Grundverordnung, welche die vorhandene Datenschutzrichtlinie ablösen 
soll. Auch wenn es nicht unwahrscheinlich ist, dass es vor Inkrafttreten der 
Grundverordnung noch zu Änderungen kommen wird, kann davon ausgegangen 
werden, dass der Kern bereits weitgehend stabil ist. Der Entwurf der Grundver-
ordnung bietet Ansätze zur Lösung der identifizierten Kernprobleme: 
> Erweiterung des Anwendungsbereichs: Die Grundverordnung soll nationale 
Datenschutzgesetze in der EU ersetzen und damit Unklarheiten bei der Zu-
ständigkeit und Anwendbarkeit von nationalen Gesetzen beseitigen. Das Ziel 
ist der Schutz der personenbezogenen Daten von EU-Bürgern unabhängig da-
von, wo sie gespeichert oder verarbeitet werden. 
> Abkehr von starren Zuständigkeiten für Aufgaben: Die Grundverordnung 
verzichtet auf die starre Festlegung bestimmter Aufgaben und Zuständigkei-
ten. Gefördert werden soll damit, dass möglichst jener Akteur, der am besten 
in der Lage ist, eine Aufgabe zu erfüllen, auch für die entsprechende Aufgabe 
zuständig ist. 
> Änderungen bei internationaler Datenübertragung: Die Grundverordnung soll 
helfen, rechtliche Hindernisse im Zusammenhang mit internationaler Daten-
übertragung zu beseitigen. Gleichzeitig soll auch dann ein hohes Schutzniveau 
gewährleistet sein, wenn Daten außerhalb der EU gespeichert oder verarbeitet 
werden. 
> Definition von Mechanismen zur Anpassung und Auslegung: Die Grundver-
ordnung soll Mechanismen definieren, die eine Anpassung der Regelungen an 
neue Entwicklungen erlauben. Gleichzeitig soll sichergestellt werden, dass die 
Regelungen einheitlich ausgelegt werden. Darüber hinaus enthält die Grund-
verordnung weitere Regelungen, die möglicherweise auch die Bereitstellung 
und Nutzung von cloudbasierten Diensten betreffen. Dazu gehören z. B. Re-
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gelungen zum digitalen Vergessen, zur Portabilität von Daten und Diensten 
und zum selbstverständlichen und lückenlosen Schutz von personenbezogenen 
Daten (Privacy by Default, Privacy by Design). Die genauen Auswirkungen 
dieser Regelungen auf die Praxis sind schwer vorherzusagen. 
Darüber hinaus enthält die Grundverordnung weitere Regelungen, die möglich-
erweise auch die Bereitstellung und Nutzung von cloudbasierten Diensten betref-
fen. Dazu gehören z. B. Regelungen zum digitalen Vergessen, zur Portabilität von 
Daten und Diensten und zum selbstverständlichen und lückenlosen Schutz von 
personenbezogenen Daten (Privacy by Default, Privacy by Design). Die genauen 
Auswirkungen dieser Regelungen auf die Praxis sind schwer vorherzusagen. 
EIGENTUM AN DATEN 3.2 
Aus juristischer Sicht kann kein »Eigentum« an Daten oder Informationen be-
gründet werden. Dennoch können Daten oder Informationen unter verschiede-
nen gesetzlichen Voraussetzungen vor dem Zugriff oder der Verwertung durch 
Dritte geschützt sein. In Deutschland sind neben Nutzungsbedingungen vor al-
lem das Urheberrecht und das ebenfalls im Urheberrechtsgesetz (UrhG) zu veror-
tende Datenbankrecht relevant (Ulbricht 2012b). Im Kontext von Big Data spielt 
die Frage, ob es eine gesicherte Rechtsposition im Hinblick auf verarbeitete Da-
ten gibt, eine wichtige Rolle. Auch auf insolvenzrechtliche Fragestellungen hätte 
die Klärung der Eigentumsfähigkeit Einfluss (Markl et al. 2013, S. 165). 
Da nur der Datenträger, nicht aber die Daten selbst körperlich sind, können Da-
ten nicht als Sachen im Sinne des § 90 des Bürgerlichen Gesetzbuchs (BGB) qua-
lifiziert werden. Nach § 93 BGB sind Bestandteile, die nicht von einer Sache 
getrennt werden können, wesentliche Bestandteile. So betrachtet würde das Ei-
gentum an einem Datenträger auch das Eigentum an den darauf gespeicherten 
Daten umfassen. Im Hinblick auf die tatsächlichen Verhältnisse und insbesonde-
re den Bereich Cloud Computing, wäre dies kaum praktikabel. Auch könnten 
viele Probleme, die bei vernetzten Datenbeständen auftreten, nicht gelöst werden 
(Markl et al. 2013, S. 168). Sofern keine legitimierenden Schranken greifen, 
hängt die Zulässigkeit einer urheberrechtlich relevanten Handlung von der Zu-
stimmung des Rechteinhabers durch Einwilligung oder durch entsprechende 
Ausgestaltung einer vertraglichen Vereinbarung ab (Markl et al. 2013, S. 168). 
Eine besondere Herausforderung im Kontext von Big Data stellt die Tatsache 
dar, dass in vielen Fällen weder legitimierende Schranken greifen noch eine ver-
tragliche Einräumung von Nutzungsrechten mit angemessenem Aufwand mög-
lich ist. In vergleichbaren Konstellationen bediente sich der Bundesgerichtshof 
(BGH) Markl et al. (2013, S. 176) zufolge der Konstruktion der schlichten kon-
kludenten Einwilligung, die auf den Big-Data-Kontext übertragbar sein könnte. 
Da gegenüber der Rechtsprechung des BGH im Hinblick auf die Konstruktion 
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allerdings dogmatische Bedenken geäußert wurden, ist fraglich, ob die Konstruk-
tion überhaupt haltbar ist. 
Im Kontext von Big Data ist es nicht unüblich, dass über das Internet verfügbar 
gemachte Daten systematisch gesammelt und ausgewertet werden. Zahlreiche In-
ternetportale verbieten allerdings in ihren Nutzungsbedingungen den Einsatz ent-
sprechender, auch als Web Crawler bezeichneter, Werkzeuge. Betreiber von Porta-
len haben auf Grundlage des virtuellen Hausrechts die Möglichkeit, entsprechende 
Vorgaben für die Nutzung ihrer Internetplattform zu machen, rechtlich verbind-
lich sind sie allerdings nur, wenn sie im Rahmen einer Registrierung beim entspre-
chenden Portal vom Datensammler anerkannt wurden (Ulbricht 2012b). 
Urheberrechtlicher Schutz wird nur angenommen, wenn ein entsprechendes 
schutzfähiges Werk vorliegt (in Deutschland § 2 UrhG). Im Rahmen von Big-
Data-Analysen werden häufig Texte oder Textfragmente analysiert. Diese sind 
nur dann durch das Urheberrechtsgesetz geschützt, wenn sie die notwendige 
Schöpfungshöhe im Sinne der Individualität erreichen (Markl et al. 2013, S. 171; 
Nordemann et al. 2008). Vor allem bei Textfragmenten sowie bei Datenreihen 
ist dieses Kriterium in der Regel nicht erfüllt. In Deutschland hat der Hersteller 
einer Datenbank das ausschließliche Recht, die Datenbank insgesamt oder einen 
wesentlichen Teil davon zu vervielfältigen, zu verbreiten oder öffentlich wieder-
zugeben (§ 87b UrhG). Artikel 7 Abs. 1 der europäischen Datenbankrichtlinie 
(96/9/EG) besagt, dass »wesentlicher Teil« in qualitativer oder in quantitativer 
Hinsicht verstanden werden kann. Bei der Entnahme weniger Daten im Verhält-
nis zur Gesamtdatenbank ist durchaus denkbar, dass der Datenbankhersteller 
rechtlich nicht einschreiten kann (Ulbricht 2012b). Ohne Zustimmung des Da-
tenbankherstellers dürfen zur Datengewinnung also nur unwesentliche Teile ei-
ner Datenbank übernommen werden (Markl et al. 2013, S. 173). 
Aus dem Schutz von Datenbanken durch das Urheberrecht, kann kein Eigentum 
an Daten abgeleitet werden. Nur selten beruht der Schutz von Datenbanken auf 
der schöpferischen Leistung im Hinblick auf die in der Datenbank enthaltenen 
Elemente (Schutz eines Datenbankwerks als Sonderfall des Sammelwerks nach 
§ 4 Abs. 2 UrhG). Viel häufiger geht es vielmehr um einen Investitionsschutz für 
denjenigen, der das Investitionsrisiko für die Erstellung einer Datenbank trägt 
(Sui-generis-Datenbankschutz nach §§ 87 UrhG). Einer Entscheidung des Euro-
päischen Gerichtshofs zufolge werden in diesem Fall allerdings Kosten, die im 
Rahmen der Datenerhebung angefallen sind, nicht berücksichtigt. Unklarheit 
herrscht im Hinblick auf die Abgrenzung zwischen Datenerhebung und Daten-
verwaltung (Markl et al. 2013, S. 173). Das Urheberrecht begründet zwar einen 
Schutz vor Vervielfältigung, Verbreitung und öffentlicher Wiedergabe, nicht je-
doch ein eigentumsähnliches Vollrecht. Durch den Sui-generis-Datenbankschutz 
sollte ein spezieller Investitionsschutz geschaffen werden, nicht aber eine rechtli-
che Zuordnung von Daten zu Personen (Markl et al. 2013, S. 169). 
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Während bei Big-Data-Lösungen, die innerhalb Deutschlands genutzt werden, in 
der Regel deutsches Urheberrecht zu beachten sein wird, ist die Beurteilung in 
Fällen mit grenzüberschreitendem Bezug oft schwierig. Vor allem im Bereich des 
Cloud Computing lassen sich Handlungen nicht immer einem bestimmten 
Schutzterritorium zuordnen. Die entsprechenden kollisionsrechtlichen Fragestel-
lungen sind noch nicht abschließend geklärt (Markl et al. 2013, S. 171). Bei der 
Verwendung von cloudbasierten Lösungen ergeben sich in diesem Zusammen-
hang allerdings noch weitere Herausforderungen. Beispielsweise ist unklar, wer 
der Eigentümer von Anpassungen ist, die der Nutzer entsprechender Lösungen 
vorgenommen hat. In der Studie von Bradshaw et al. (2012, S. 34) gab mit 
21,3 % immerhin gut jeder Fünfte an, dass das eine Barriere im Hinblick auf die 
Nutzung von Clouddiensten darstellt. 
Im Rahmen der Experteninterviews wurde betont, dass im Kontext von Big Data 
Urheberrechtsfragen vor allem dann nicht ausreichend beantwortet sind, wenn 
Daten aggregiert oder wenn neue Daten aus vorhandenen Daten abgeleitet wer-
den. Bei Big-Data-Anwendungen ist das allerdings eher die Regel als die Aus-
nahme. Ein Experte wies beispielsweise darauf hin, dass im Rahmen eines For-
schungsprojekts im Bereich Big Data beschlossen wurde, entsprechende Daten 
zu löschen, da es keinen Rechtsrahmen gibt. Es wäre unklar gewesen, wem die 
Daten gehört hätten, die aus der Aggregation und Auswertung von Daten zweier 
kommerzieller Partner entstanden sind. 
Im Kontext von Cloud Computing spielen Urheberrechtsfragen eine geringere 
Rolle. Die größte Herausforderung stellen Fragen des geistigen Eigentums dar, da 
das Immaterialgüterrecht, ähnlich wie das Datenschutzrecht, zur Bestimmung sei-
ner Anwendbarkeit am physischen Ort anknüpft (Leimbach et al. 2014). Entspre-
chende Fragen stellen sich beispielsweise, wenn Nutzer von Clouddiensten auf 
Basis dieser Dienste neue Anwendungen entwickeln oder wenn Clouddienste vom 
Nutzer an die eigenen Bedürfnisse angepasst oder anderweitig verändert werden. 
Noch ist weitgehend unklar, wie Fragen des geistigen Eigentums im Kontext von 
Cloud Computing gelöst werden können. Im Rahmen einer Studie für das STOA-
Panel (Leimbach et al. 2014) wurde die Problematik ausführlich diskutiert. 
VERTRAGSGESTALTUNG 3.3 
Die Verteilung der Rechte und Pflichten aus einem Vertragsverhältnis liegen 
nach dem Grundsatz der Vertragsfreiheit in den Händen der beteiligten Parteien. 
Trotzdem ist die Vertragsgestaltung im Kontext von Big Data aufgrund der zahl-
reichen technischen Fragen und der Berührungspunkte zum Datenschutz- und 
Urheberrecht kompliziert (Markl et al. 2013, S. 183). Vertragsrechtliche Fragen 
müssen jeweils im Einzelfall beurteilt werden. Die grundlegenden Herausforde-
rungen der Vertragsgestaltung im Zusammenhang mit Big Data werden im Kon-
text der Nutzung von cloudbasierten Lösungen besonders deutlich. 
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Laut Markl et al. (2013, S. 184) ist es nicht abwegig, grundsätzlich von einer 
mietrechtlichen Beurteilung eines Cloud-Computing-Vertrags auszugehen. In 
gewisser Weise schuldet der Cloudanbieter die Überlassung und Erhaltung einer 
Mietsache. Quantitative und qualitative Vereinbarungen erfolgen in der Regel 
im Rahmen von SLAs. Unklar ist, ob auf das gesetzliche Leitbild des Mietrechts 
geschlossen werden könnte, wenn bestimmte Aspekte nicht vertraglich geregelt 
wurden. Im Fall der Verfügbarkeit von Übertragungskapazitäten würde das be-
deuten, dass die Mietsache ausnahmslos und uneingeschränkt geschuldet wird. 
Unklar ist auch, wen das Risiko trifft, wenn die Vertragsdurchführung durch 
technische Fehler gestört wird (Markl et al. 2013, S. 184). Um die Gefahr von 
Regressansprüchen auszuschließen, werden in der Praxis Haftungsausschlüsse 
oder Wartungsklauseln in allgemeinen Geschäftsbedingungen geregelt. Während 
Verträge privatautonom ausgehandelt werden können, unterliegen allgemeine 
Geschäftsbedingungen in Deutschland den strengen Anforderungen des § 307 
BGB. Die Erarbeitung rechtswirksamer Haftungsklauseln stellt für viele Cloud-
anbieter eine große Herausforderung dar. 
Im Kontext von Cloud Computing spielen neben Hauptleistungspflichten auch 
nachvertragliche Pflichten eine wichtige Rolle. Beispielsweise bietet es sich für 
Nutzer von Cloudangeboten an, vertraglich sicherzustellen, dass alle Daten nach 
Beendigung des Vertrags zurückgegeben werden müssen und keine Daten beim 
Anbieter verbleiben. Unterbleibt das, müsste es bei konsequenter Anwendung 
mietrechtlicher Vorschriften ein mit dem Wegnahmerecht durch den Mieter 
(§ 539 Abs. 2 BGB) vergleichbares Recht bestehen. Inwieweit dieses Recht klau-
selmäßig modifiziert werden darf und ob im Falle eines wirtschaftlichen Scha-
dens Deliktrecht anwendbar ist, bedarf allerdings einer genaueren Untersuchung 
(Markl et al. 2013, S. 185). 
Im Fall eines schuldhaften Datenverlusts durch den Cloudanbieter stehen dem 
Nutzer unterschiedliche Schadenersatzansprüche zu, die sich einerseits durch die 
Verletzung von Vertragspflichten und andererseits aus dem Deliktrecht oder an-
deren Rechten ergeben können. Während im Fall, dass die Daten technisch re-
produzierbar sind, die Wiederherstellungskosten zur Schadensberechnung zu-
grunde gelegt werden, wird in Fällen, in denen das nicht möglich ist, die Vermö-
genseinbuße vom Richter nach freiem Ermessen geschätzt (Markl et al. 2013, 
S. 186). Entsprechend hoch kann die Haftung für schuldhaften Datenverlust im 
Kontext von cloudbasierten Big-Data-Angeboten ausfallen. 
HAFTUNG 3.4 
Aufgrund der zunehmenden Bedeutung von Daten in Entscheidungsprozessen 
und in Anbetracht der daraus entstehenden Gefahren, ist Klarheit im Hinblick 
auf Fragen der Haftung im Kontext von Big Data unerlässlich. Eine besondere 
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Herausforderung stellt hier die Tatsache dar, dass es unklar ist, ob es qualitative 
Mindeststandards für Informationen gibt und welche das sind (Markl et al. 
2013, S. 187). Voraussetzung für die Haftung ist, dass ein Fehlverhalten vorliegt. 
Was ein Fehlverhalten ist bzw. wann Fehlinformationen vorliegen, lässt sich oh-
ne Mindeststandards nur unzureichend klären. Konsens besteht laut Markl et 
al. (2013, S. 187) zumindest darüber, dass Daten bzw. die daraus abgeleiteten 
Informationen nachweislich richtig sein müssen. 
Zu einer vertraglichen Haftung und damit zu einem Schadenersatzanspruch 
kommt es in der Regel bei Pflichtverletzungen des Schuldverhältnisses (§§ 280 
Abs. 1, 241 Abs. 2 BGB). Markl et al. (2013, S. 188) weisen darauf hin, dass es 
im Big-Data-Bereich bisher keine höchstrichterliche Entscheidung bezüglich einer 
vertraglichen Haftung gibt. Inwiefern Entscheidungen in verwandten Bereichen 
auf Big Data übertragbar sind, ist unklar. Ein deliktischer Schadenersatzan-
spruch kommt dann in Betracht, wenn Fehlinformation zur Verletzung eines 
Rechtsgutes im Sinne des § 823 Abs. 1 BGB führt. 
WETTBEWERB 3.5 
Im Rahmen von Standardverträgen behielten sich viele Anbieter von Clouddiens-
ten vor, Vertragsbedingungen einseitig zu ändern (Bradshaw et al. 2010). Solche 
Änderungen wurden in der Regel mittels Verweis auf die Veröffentlichung der 
aktualisierten Bedingungen auf der Webseite des Anbieters kommuniziert. Die 
Weiternutzung der entsprechenden Dienste wurde als Zustimmung interpretiert. 
Vertragsrechtliche Fragen im Zusammenhang mit dem Ende der Nutzung eines 
Clouddienstes hängen davon ab, ob der Vertrag wie vereinbart endete oder ob er 
aufgrund eines Vertragsbruchs beendet wurde. Für beide Fälle sollten vertrag-
liche Regelungen beschreiben, wie vorzugehen ist, insbesondere im Hinblick auf 
die Daten des Cloudnutzers. Drei wesentliche Punkte sollten berücksichtigt bzw. 
adressiert werden (Bradshaw et al. 2010; Hon et al. 2012): 
> Datenaufbewahrung: Es muss sichergestellt werden, dass der Nutzer auch 
nach Beendigung des Vertragsverhältnisses für eine bestimmte Zeit auf seine 
Daten zugreifen kann. Bradshaw et al. (2010) weisen darauf hin, dass Anbie-
ter von Clouddiensten im Hinblick auf die Datenaufbewahrung unterschied-
liche Ansätze verfolgen: Sie gewähren eine entsprechende Nachfrist für den 
Zugriff auf die Daten nach Beendigung des Vertrags, sie löschen die Daten 
mit dem Ende des Vertrags oder sie verfolgen einen Hybridansatz. 
> Übertragung von Daten und Diensten: Der Nutzer des Clouddienstes möchte 
seine Daten oder Dienste möglicherweise zu einem anderen Anbieter übertra-
gen. Es gibt eine Vielzahl an Werkzeugen, die Unterstützung bei der Übertra-
gung von Daten oder Diensten von einem Anbieter zu einem anderen in Aus-
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sicht stellen. Nutzern muss klar sein, dass nicht alle Schwierigkeiten bei der 
Übertragung ihren Ursprung bei den Anbietern haben. Auch Anpassungen 
von Diensten durch den Nutzer können eine Übertragung erschweren. 
> Datenlöschung: In der Regel möchte der Nutzer des Clouddienstes sicherstel-
len, dass seine Daten beim Anbieter vollständig gelöscht werden. Wichtig ist, 
dass neben Metadaten auch Daten, die aus Gründen der effizienten Datenver-
arbeitung repliziert wurden, gelöscht werden. 
Aus wettbewerbsrechtlicher Sicht stellt die Tatsache, dass Cloudanbieter Hin-
dernisse aufbauen können, die den Wechsel zu einem anderen Anbieter erschwe-
ren (Vendor Lock-in), eine zentrale Herausforderung dar (Leimbach et al. 2014). 
Die Herausforderung hat sowohl eine rechtliche als auch eine technische Dimen-
sion. Aus rechtlicher Sicht ergeben sich Fragen zur Aufbewahrung, Übertragung 
und Löschung von Daten bzw. Diensten. Aus technischer Sicht gilt es Fragen im 
Hinblick auf Standards zu klären, die die Interoperabilität fördern würden. 
WEITERE RECHTLICHE HERAUSFORDERUNGEN 3.6 
Im Zusammenhang mit Cloud Computing stellt auch die Wahl der Gerichtsbar-
keit eine rechtliche Herausforderung dar. Nutzer von Public-Cloud-Angeboten 
müssen davon ausgehen, dass die Daten in verschiedenen Rechenzentren gespei-
chert und verarbeitet werden. Daher ist es nicht unwahrscheinlich, dass die Ver-
arbeitung von bestimmten Daten in die Zuständigkeit von verschiedenen natio-
nalen Rechtsprechungen fällt. Dies kann zu rechtlichen Unsicherheiten führen, 
auch wenn die Nutzungsbedingungen auf die Wahl der Gerichtsbarkeit einge-
hen. In vielen Fällen obliegt die Wahl der Gerichtsbarkeit den Vertragsparteien. 
Die Wahl der Gerichtsbarkeit wirkt sich nachhaltig auf das Vertragsverhältnis 
aus. Die Wahrscheinlichkeit, dass Haftungsausschlüsse und -beschränkungen in 
den Nutzungsbedingungen anerkannt werden, ist beispielsweise bei kaliforni-
schen Gerichten deutlich größer als bei Gerichten in der EU. Bradshaw et 
al. (2010) fand bei der Untersuchung von 31 Nutzungsbedingungen heraus, dass 
bei 15 die Wahl auf die Gesetze eines US-Bundesstaates viel, meistens auf jene 
von Kalifornien. Bei elf fiel die Wahl auf ein Mitgliedsland der EU und bei fünf 
Nutzungsbedingungen wurde das lokale Gesetz der Kunden gewählt bezie-
hungsweise das Thema Gerichtsbarkeit nicht angesprochen. Bradshaw et 
al. (2010) weisen darauf hin, dass Cloudanbieter tendenziell Gerichtsbarkeiten 
bevorzugen, die für eine kurze Frist für die Einbringung von Beanstandungen 
stehen und bei denen die Verfahrenskosten relativ hoch sind. Zum Teil schützen 
Verbraucherschutzvorschriften Kunden aus der EU vor solchen Maßnahmen. 
In der Regel bietet EU-Recht große Rechtssicherheit. Die Klärung der Anwend-
barkeit von EU-Recht ist vor allem dann wichtig, wenn Clouddienste von Anbie-
tern außerhalb der EU genutzt werden. Viele Anbieter bevorzugen das US-ameri-
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kanische Recht. Das Ausmaß an Haftungsausschlüssen und -beschränkungen 
hängt direkt mit dem Herkunftsland eines Cloudanbieters zusammen (Bradshaw 
et al. 2010). Bradshaw et al. (2010) weisen darauf hin, dass von den untersuchten 
Cloudanbietern aus den USA alle versuchten, die Haftung so weit wie möglich 
zu beschränken. Von den Anbietern aus der EU wurde die Haftung nur in Fällen 
von höherer Gewalt eingeschränkt. Die Studienergebnisse belegen, dass zahlrei-
che Anbieter den Haftungsumfang zu begrenzen versuchen. Hon et al. (2012) 
betonen, dass Nutzer von Clouddiensten, die in der Position sind, um Verträge 
verhandeln zu können, Haftungsausschlüsse und -beschränkungen zu vermeiden 
versuchen. Das EU-Recht erlaubt den Ausschluss sowie die Beschränkung der 
Haftung nicht im selben Ausmaß wie in den USA. Artikel 23 der Datenschutz-
grundverordnung adressiert beispielsweise Fragen der Entschädigung von Perso-
nen, die durch rechtswidrige Verarbeitung von Daten geschädigt wurden. 
Vor allem bei Vertragsbeziehungen mit Privatpersonen ist es wichtig, dass die 
Sprache, die für die Formulierung von Nutzungsbedingungen verwendet wird, 
verständlich ist. Vereinfachungen und Vereinheitlichungen könnten hier Abhilfe 
schaffen. Probleme in dieser Hinsicht können genauso zu Misstrauen gegenüber 
Cloud Computing führen wie mangelnde Transparenz im Zusammenhang mit 
Informationssicherheit, Leistungsmessdaten, Prüfungsbefugnissen, der Verwen-
dung von Metadaten, der Identität von Unterauftragnehmern und dem physi-
schen Ort von Daten bzw. Diensten (Leimbach et al. 2014). 
GESELLSCHAFTLICHE HERAUSFORDERUNGEN 4. 
Im Folgenden sollen die – vor allem aus Big Data erwachsenden – verschiedenen 
gesellschaftlichen Herausforderungen betrachtet werden. Grundsätzlich gilt es 
dabei zu bedenken, dass es sich hierbei um eine Vielzahl von Themen handelt, 
die aufgrund ihrer teilweise gesellschaftsphilosophischen Dimensionen hier nur 
angerissen werden können. Ein Beispiel hierfür ist die Frage nach der Autonomie 
des Menschen als handelndes Subjekt. Auffallend dabei ist, dass diese Heraus-
forderungen von den üblichen und vor allem auf Unternehmen ausgerichteten 
Studien kaum oder gar nicht adressiert werden, sodass auch keine empirischen 
Belege für deren Relevanz existieren. Jedoch zeigen der Diskurs in den Medien 
(z.  B. Schirrmacher 2013) sowie weiterführende Publikationen (z. B. Bunz 2012; 
Geiselberger/Moorstedt 2013), dass die zugrundeliegenden Fragestellungen 
durchaus kontrovers diskutiert werden. Ein anderer beachtenswerter Punkt ist, 
dass die hier aufgezeigten Herausforderungen teilweise aufeinander aufbauen 
oder sich ergänzen. Dies bedeutet, dass eindeutige Abgrenzungen nicht immer 
möglich sind und es fließende Übergänge zwischen den einzelnen Aspekten gibt. 
In diesem Sinn sind die hier entwickelten Kategorien nur Versuche zur Struktu-
rierung der Diskussion, transportieren aber nicht den Anspruch, diese umfassend 
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abzudecken. Ebenso gilt es aber auch zu berücksichtigen, dass hier verwendete 
Begriffe und Konzepte in den verschiedenen Anwendungsgebieten teilweise un-
terschiedliche Bedeutungen haben können. So stehen Souveränität und Autono-
mie bei Konsumenten für die Möglichkeit, Entscheidungen ohne direkte oder 
indirekte Beeinflussung treffen zu können. Im Kontext von Technologie steht der 
Begriff der Souveränität heute vor allem für die Fähigkeit einer Gesellschaft oder 
Volkswirtschaft, verwendete Technologien zu verstehen und deren Vorgehens-
weise nachvollziehen und gegebenenfalls verifizieren zu können. Insgesamt zeigt 
sich, dass die hier thematisierten gesellschaftlichen Herausforderungen nicht 
durch einzelne Diskussionen oder Maßnahmen zu lösen sind. Vielmehr wird 
deutlich, dass die zunehmende Digitalisierung des Lebens einen kontinuierlichen 
Diskurs der resultierenden Fragestellungen sowohl für den Einzelnen als auch für 
die Gesellschaft als Ganzes erfordert. 
VERTRAUEN UND VERLÄSSLICHKEIT 4.1 
Sowohl Big Data als auch Cloud Computing erfordern ein generell hohes Ver-
trauen in eine technologische Lösung, die entsprechenden Anbieter und deren 
Leistungsfähigkeit.  
Für Cloud Computing wird diese Herausforderung am sichtbarsten durch das 
Konzept der Ortsunabhängigkeit, da ein Nutzer nicht nachvollziehen kann, wo 
und wie seine Daten gespeichert und verarbeitet werden. Das daraus resultierende 
Gefühl des Kontrollverlustes ist eine wesentliche Ursache für die Vorbehalte ge-
genüber Cloud Computing (NTT Communications 2014). Dementsprechend 
setzt die Nutzung von Clouddiensten ein hohes Maß an Vertrauen in den Anbie-
ter voraus. Dies wird aber umso schwieriger zu erreichen sein, je komplexer die 
zugrundeliegenden Dienstleistungsstrukturen sind, z. B. wenn ein Anbieter wie-
derum andere Anbieter von Clouddiensten nutzt, um sein eigenes Angebot be-
reitzustellen. Alles in allem setzt dies voraus, dass private Konsumenten, Firmen 
oder Verwaltungseinrichtungen durch verschiedene Maßnahmen wie Zertifizie-
rungen, vertragliche Zusagen oder ähnliches geneigt sind, prinzipiell dem Anbie-
ter und der zugrundeliegenden Technologie zu vertrauen. Ein solches Vertrauen 
kann jedoch sehr schnell erschüttert werden, wie die Veröffentlichungen um die 
Abhörpraktiken der NSA und anderer Geheimdienste zeigen. Deutlich wird, 
dass dies zu Änderungen im Verhalten von Kunden wie dem Verzicht oder dem 
Ausweichen auf andere Lösungen führen kann (NTT Communications 2014). 
Gleichzeitig sind weitere Aspekte, wie die Fähigkeit, technologische Entwicklun-
gen zu bewerten, oder die Zuverlässigkeit der Leistungserbringung angesichts der 
bisherigen Dominanz nur einiger weniger Hersteller aus bestimmten Regionen ein 
Diskussionsthema geworden, das deshalb im Folgenden thematisiert wird. 
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Während bei Cloud Computing das Vertrauen in den Anbieter und seine techno-
logischen Fähigkeiten im Vordergrund stehen, spielt bei Big Data das Vertrauen 
in die Technologie und die zugrundeliegenden Prinzipien eine wesentlich größere 
Rolle. Von Bedeutung sind dort vor allem statistische Verfahren, die auf Korre-
lationen als Messgröße für Zusammenhänge setzen. Tatsächlich besteht aber – 
wie bei den betrieblichen Herausforderungen gezeigt – ein gewisses Maß an be-
gründeter Skepsis, dies als Entscheidungsgrundlage zu nutzen; denn ein blindes 
Vertrauen in Korrelation kann ebenfalls zu massiven Problemen führen, weil 
Korrelation und Kausalität nicht das Gleiche sind (z. B. Boyd/Crawford 2011; 
Mayer-Schönberger/Cukier 2013, S. 70 ff.). Auch wenn zwischen verschiedenen 
Ereignissen eine hohe Korrelation festgestellt werden kann, müssen diese in kei-
nerlei Zusammenhang stehen – beispielsweise die folgende Beobachtung: »Wenn 
du Eis isst, hast du ein erhöhtes Risiko zu ertrinken« (Croll 2013). Diese Aussa-
ge ist stark korreliert, wenn man den Verbrauch von Speiseeis und die Anzahl an 
Ertrinkenden in Zusammenhang setzt. Jedoch gibt es einen gemeinsamen Grund 
für die jeweils steigenden Zahlen, in diesem Fall den Sommer. Ohne Beachtung 
dieses Aspektes, könnten daraus falsche Schlussfolgerung und Handlungsemp-
fehlungen abgeleitet werden. Ähnliche Probleme können entstehen, falls durch 
die Größe der einzelnen Datenmengen jederzeit eine Korrelation hergestellt wer-
den kann, eine sogenannte »False Correlation« (Boyd/Crawford 2011). Dass es 
sich hierbei nicht nur um akademische Gedankenspiele handelt, zeigen erste Bei-
spiele aus dem Big-Data-Umfeld selbst. Diese unterstreichen dabei auch die 
Schwierigkeiten, solche Probleme zu erkennen und zu bewerten. Das wohl zur-
zeit am meisten diskutierte Beispiel ist der Google Flu Trend, dessen Ziel es ist, 
die Entstehung von Grippeepidemien anhand von Suchergebnissen möglichst 
zeitnah zu erkennen und so Gegenmaßnahmen zu ermöglichen (Ginsberg et al. 
2009). Wie eine Überprüfung der Vorhersagen gezeigt hat, neigt diese Anwen-
dung dazu, die tatsächliche Stärke und Ausbreitung teilweise signifikant zu über-
schätzen. In letzter Konsequenz könnten daher Handlungen, die auf diesen Er-
gebnissen basieren, zu Fehlallokationen führen, die mindestens monetäre Folgen, 
aber auch weiter reichende Konsequenzen haben können. Als Gründe werden 
vermutet, dass die zugrundeliegenden Korrelationen nicht zutreffend sind oder 
durch Änderungen in der Datenbasis, also den Suchergebnissen von Google, be-
troffen sind. Da diese Technologien aber wiederum nicht offenliegen, können 
diese Fragestellungen nicht abschließend beantwortet werden (Lazer et al. 2014).  
Festzuhalten bleibt, dass die Nutzung von Big Data und Cloud Computing eine 
ganze Reihe von Fragen impliziert, die sich aus den grundsätzlichen Eigenschaf-
ten der Technologien ergeben. Folglich weisen fast alle weiteren gesellschaftli-
chen Herausforderungen in unterschiedlicher Art und Weise auf diese beiden 
grundlegenden Aspekte des Vertrauens und der Verlässlichkeit der eingesetzten 
Technologien und Anbieter zurück. 
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VERENGUNG DES SICHTBAREN 4.2 
Als Konsequenz des Einsatzes von Big Data kann es zu einer Reihe von Heraus-
forderungen kommen, die am besten unter dem Begriff der »Verengung des 
Sichtbaren« zusammengefasst werden können. Hierzu zählt das Problem, dass 
durch Big Data die Informationen und Zusammenhänge für Nutzer stark gefil-
tert werden und so nur eine beschränkte Sicht auf die Daten möglich ist. Dies 
tritt in fast allen Anwendungsfeldern in unterschiedlichsten Ausprägungen auf. 
Die Ursache ist, dass nicht alle Daten verarbeitet werden können. Ein Aspekt 
dabei sind kapazitative Gründe, die dazu führen, dass Daten ausgewählt bzw. 
»gefiltert« werden müssen. Dies impliziert die Fragen, wer die Daten auswählt 
und wie die Auswahl erfolgt. Ein anderer Grund ist, dass nur das, was auch ge-
messen werden kann, berücksichtigt wird. Dies führt zur generellen Frage nach 
der Messbarkeit von relevanten Ereignissen oder Interaktionen. 
Die erste Herausforderung der »Filterung« hat sehr unterschiedliche Ausprägun-
gen. Gegenwärtig am bekanntesten ist das sogenannte Phänomen der »Filter 
Bubble« (Pariser 2012). Dieser Ausdruck besagt, dass insbesondere Nutzer von 
Diensten, die ihre Ergebnisse unter der Verwendung von Big-Data-Technologien 
optimieren, nur diejenigen Informationen angezeigt bekommen, die durch ihr 
vorheriges Verhalten als relevant eingestuft wurden. Dies kann dazu führen, dass 
nur Informationen angezeigt werden, die bereits bestehende Meinungen unter-
stützen, aber andere Blickwinkel völlig außen vor lassen. Beispiele dafür sind 
intelligente Suchfunktionen, die schon möglichst vor der vollständigen Eingabe 
das entsprechende Suchresultat einblenden (Kerr/Earle 2013). Dieses Phänomen 
wird alternativ auch als Schaffung von »Small Worlds« bezeichnet (Leberecht 
2013), wobei sich Menschen immer weiter in kleine, isolierte Welten zurückzie-
hen und keinerlei Interaktion zwischen verschiedenen Gruppen stattfindet. 
Filterproblematiken und Verengungen betreffen aber nicht nur Nutzer großer In-
ternetdienste wie Google, Amazon oder Facebook, deren Geschäftsmodelle auf 
Daten basieren. Auch in anderen Anwendungsbereichen gibt es sehr ähnliche oder 
im Ergebnis vergleichbare Problemstellungen. So zeigen Beispiele, dass Unterneh-
men, die ihre Entscheidungen auf der Basis von Datenauswertungen in Kombina-
tion mit einer effektiven und transparenten Nutzung dieser Ergebnisse treffen, ihre 
Wettbewerbsfähigkeit erhöhen können, wenn sie dadurch ihre bestehenden Pro-
zesse und Geschäftsmodelle optimieren (Ross et al. 2013). Jedoch besteht auch die 
Gefahr, dass durch die Konzentration auf Daten zum operativen Betrieb eine ge-
wisse Filterung stattfindet, bei der unter anderem aufgrund der schieren Menge an 
Daten und Ergebnissen sowie der resultierenden Filterung durch Algorithmen 
übergeordnete strategische Aspekte aus dem Blick geraten können. Es besteht ins-
besondere die Gefahr, dass Entwicklungen, die nicht direkt mit dem Kerngeschäft 
verbunden sind, aber dennoch eine Chance oder Risiko hierfür darstellen, ausge-
blendet werden. Langfristig kann dies wiederum Nachteile bedeuten, denn es 
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droht der Verlust des Zufalls und damit einer Form der Kreativität. Beide sind 
jedoch zentrale Elemente für Innovationen. Der Grund ist, dass bei der Entwick-
lung der Analyseverfahren vor allem diejenigen Daten und Erkenntnisse genutzt 
werden, die schon bekannt sind. Dinge, die nicht bekannt bzw. berücksichtigt 
werden oder für die keine Daten erhoben werden, fallen so aus dem »Raster«, da 
hier keine Korrelationen existieren. Zwar kann dies in einem gewissen Umfang 
adressiert werden, macht aber deutlich, dass Big-Data-Analysen nicht darauf aus-
gelegt sind, selbst kreativ zu sein (Leberecht 2013). 
Ein anderes verwandtes Phänomen kann man in der Wissenschaft finden, das 
sogenannte »Overfitting« (Pentland 2012a; The Economist 2013b). Gerade in 
sehr datenintensiven Wissenschaftsbereichen wie der Pharmaforschung gibt es 
dieses Problem schon länger. Hier werden die Vielzahl der verfügbaren Daten 
und mögliche Korrelationen so lange betrachtet und bewertet, bis deren Ergebnis 
perfekt zu bestehenden Daten und Annahmen passen, auch auf die Gefahr hin, 
den tatsächlichen Zusammenhang nicht zu erkennen (Pentland 2012a; The Eco-
nomist 2013b).  
Daneben gibt es noch weitere Aspekte, die diese Verengung begünstigen, näm-
lich die technischen Grenzen der Informationsverarbeitung sowie der Zugang zu 
und die Verfügbarkeit von Daten. Die technischen Limitationen führen einerseits 
dazu, dass nicht alle Informationen gespeichert werden können. Andererseits 
können auch nicht alle vorhandenen Informationen gleichzeitig verarbeitet wer-
den. Zwar können cloudbasierte Lösungen diese Herausforderungen von Big 
Data insbesondere für kleinere Anwender wie Mittelständer oder Privatpersonen 
teilweise lösen, aber es bleibt die Frage nach dem Zugang zu allen maßgeblichen 
Daten für eine datenbasierte Entscheidung. Der Zugang zu Daten kann aus ver-
schiedenen Gründen eingeschränkt sein. So wird zwar in der gegenwärtigen Dis-
kussion der Eindruck erweckt, dass große Informationsmengen auf Knopfdruck 
bereitstünden. Dies mag auch, was die reine Menge an Informationen betrifft, 
richtig sein, jedoch sind oftmals gerade die für Unternehmen relevanten Daten 
über Personen oder andere Organisationen aus verschiedensten, zum Teil durch-
aus berechtigten Gründen nicht zugänglich. Um die Potenziale gerade für kleine-
re Anwender zu heben, müssen hier noch Wege gefunden werden, den Zugang 
zu Daten jenseits von Open Data zu erhöhen. 
Zusammenfassend zeigt dies, dass verschiedene Herausforderungen im Zusam-
menhang mit der Filterung und Verengung des danach noch Sichtbaren existie-
ren. Dazu zählt, nach welchen Prinzipien und Prioritäten Daten ausgewählt und 
analysiert werden. Ein Beispiel für diese Problematik ist, dass Daten durch die 
Wahl der Datenquellen schon verzerrt sein können oder einen Bias enthalten. So 
sind beispielsweise viele Inhalte – wie Twitter-Meldungen – automatisch gefil-
tert, sodass einige Aspekte grundsätzlich fehlen können (Boyd/Crawford 2011). 
Andere Beispiele zeigen, dass die Einbeziehung spezieller Datenbanken – wie 
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Statistiken zu Verbrechen oder Gesundheit – dazu führt, dass die Daten von 
vornherein einen Bias enthalten, da einzelne Bevölkerungsgruppen dort überre-
präsentiert sind (Doctorow 2014). Auch die Probleme von Google Flu zeigen, 
dass Big-Data-Analysen und darauf aufbauende Maßnahmen solche Verzerrun-
gen erzeugen und verstärken können (Lazer et al. 2014). Hinzu kommt, dass 
Daten durchaus kontextabhängig sein können, wodurch ihre Verwendung in 
anderen Kontexten zu vollkommen irreführenden oder irrelevanten Ergebnissen 
führen kann (Ang et al. 2013; Boyd/Crawford 2011). Ebenso spielt eine Rolle, 
welche Fragen von wem an welche Daten gestellt werden. Denn es zeigt sich, 
dass durch die Fragestellung und die damit verknüpften Erwartungen die Ergeb-
nisse beeinflusst werden. Denn schließlich sind Daten, anders als oft unterstellt, 
nur so neutral und objektiv, wie derjenige, der sie auswertet (Boyd/Crawford 
2011). Dieses erkenntnistheoretische Problem, dass schon lange in der Wissens-
theorie diskutiert wird, wird in der gegenwärtigen Diskussion um Big Data weit-
gehend ausgeblendet. 
AUTONOMIE UND BEEINFLUSSUNG 4.3 
Die Verengung des Sichtbaren ist eng verbunden mit zwei weiteren zentralen 
gesellschaftlichen Herausforderungen: einem möglichen Verlust von Autonomie 
sowie einer möglichen Beeinflussung und Manipulation. Beide ergeben sich aus 
den Möglichkeiten insbesondere von Big Data, das Verhalten von Gruppen und 
Individuen vorherzusagen und beeinflussen zu können.  
Aus entsprechenden Verhaltensvorhersagen leitet sich eine Reihe von Anwen-
dungsszenarien ab, welche die zugrundeliegende Problematik verdeutlichen. Am 
bekanntesten sind die heute schon in der Anwendung befindlichen Empfehlungs-
systeme. Mit deren Hilfe werden Nutzern von Onlineshops Kaufempfehlungen 
gegeben – basierend auf ihrem vergangenen Kauf- und Suchverhalten sowie dem 
Verhalten vergleichbarer Kunden. Auf diese Weise sollen mögliche weitere Be-
dürfnisse angesprochen werden, um so Verkauf und Umsatz zu erhöhen. Dies ist 
vergleichbar mit den Systemen zum Vorschlag von Suchbegriffen und ähnlichen 
anderen Anwendungen, wie z. B. die Schaltung von Werbeanzeigen (Konstan/ 
Riedl 2012). Prinzipiell kann dies aus zwei Blickwinkeln betrachtet werden. Ei-
nerseits ist es für Konsumenten bequem, relevante Angebote zu erhalten und 
nicht danach suchen zu müssen. Andererseits wird durch die getroffenen Vor-
schläge die Wahlmöglichkeit begrenzt und damit die Handlungsautonomie ein-
geschränkt, da hier bewusst ein Set von Optionen vorgeschlagen wird, das auf 
den Käufer, seine früheren Präferenzen, seine ökonomischen Ressourcen und 
Lebensumstände zugeschnitten ist. Vergleichbar zur Diskussion um Journalis-
mus versus nutzergenerierte Nachrichten (Bunz 2012, S. 85 ff.) könnte hier ar-
gumentiert werden, dass auch Fachgeschäfte eine solche Auswahl treffen. Diese 
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ist jedoch weniger selektiv und individuell und damit wesentlich weniger in die 
Handlungsautonomie eingreifend.  
Auch bei der Verwendung von datenbasierten Analysen in Unternehmen kann es 
zur Einschränkung der Handlungsautonomie kommen. So sind viele Systeme 
darauf ausgelegt, Handlungsoptionen auf Basis der erkannten Korrelationen 
vorzuschlagen. Neben der Gefahr, dass durch das Vertrauen auf Korrelationen 
wesentliche Kausalzusammenhänge übersehen werden, können durch diese ver-
meintlich evidenzbasierten Vorschläge andere Handlungsalternativen ausgeblen-
det werden (Manovich 2012). Dieser Aspekt spielt auch in der Wissenschaft eine 
nicht unwesentliche Rolle. Durch die Fokussierung auf evidenzbasierte Daten 
würde in gewisser Weise die Autonomie der Wissenschaft eingeschränkt, denn es 
könnten nur noch Dinge erforscht werden, für die Daten vorliegen und die 
messbar sind. Zwar ist die damit verbundene erste Euphorie über ein neues Pa-
radigma in der Wissenschaft, wo unter anderem das »Ende der Theorie« pro-
phezeit wurde (Anderson 2008), verflogen, jedoch bleibt der Trend zu evidenz-
basierten Erkenntnissen bestehen. Dies beinhaltet damit weiterhin die Gefahr, 
dass alternative Ansätze zur Wissensgenerierung marginalisiert werden können. 
Dies würde die Autonomie der Wissenschaft und damit die Möglichkeiten des 
wissenschaftlichen Erkenntnisgewinns einschränken (Boyd/Crawford 2011; Ma-
novich 2012; Pentland 2012a).  
Problematisch sind aber vor allem die Möglichkeiten zur Beeinflussung der ge-
sellschaftlichen Entwicklung, die sich aus den Möglichkeiten der detaillierten 
Verhaltensvorhersage ergeben. Ein Beispiel dafür ist der Wahlkampf von Barack 
Obama im Jahr 2011. Hier wurden zum ersten Mal Big-Data-Technologien in 
einem Wahlkampf mit dem Ziel eingesetzt, die beschränkten Ressourcen mög-
lichst sinnvoll zu allokieren. Dazu wurden Wähler aufgrund verschiedener Daten-
sätze nach bestimmten Kriterien (Unterstützung für Obama, Möglichkeit eines 
Meinungswechsels sowie Wahrscheinlichkeit der Wahlteilnahme) bewertet. Da-
durch wurden vor allem solche Wähler identifiziert, die möglicherweise noch für 
eine Wahlentscheidung zugunsten von Obama zu gewinnen waren. Diese wur-
den dann gezielt durch persönliche Kontakte (Telefon, Hausbesuche) angespro-
chen (Issenberg 2012; Quack 2013). Tatsächlich hat diese gezielte und damit 
individualisierte Kampagne Wirkung gezeigt; ob sie aber wahlentscheidend war, 
kann nicht belegt werden, da eine Wahlentscheidung von vielen Faktoren ab-
hängt. Dennoch zeigt dieses Beispiel sowohl den Trend zu Individualisierung auf 
Basis von Daten als auch die Möglichkeit auf, individuelle Ansprachen mit ge-
zielten Anreizen zu verbinden. Ein zweiter, bisher jedoch noch nicht möglicher 
Schritt wäre die Gestaltung und Platzierung von Anreizen in der Weise, dass sie 
kaum noch bewusst wahrgenommen werden könnten. Dies birgt die große Ge-
fahr, dass es zu einer unterschwelligen Beeinflussung von Verhalten und damit 
zu einer nachhaltigen Beeinflussung und Manipulation gesellschaftlicher Wil-
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lensbildungsprozess kommen könnte. Prinzipiell ist die zugrundeliegende Metho-
dik – die Steuerung durch Anreize – ein schon lange genutztes Prinzip. Während 
ein solches Vorgehen in einigen Fällen – wie etwa bei der Förderung eines ge-
sunden Lebensstils durch Anreizprogramme von Krankenkassen – aus gesell-
schaftlicher Sicht sinnvoll sein mag, um die Kostenentwicklung im Gesundheits-
system zu begrenzen, stellt es in anderen Fällen – wie beispielsweise der politi-
schen Willensbildung – einen Eingriff in demokratische Prozesse dar. Deswegen 
sind Kritiker grundsätzlich gegen diese Art der gesellschaftlichen Einflussnahme 
(Morozov 2013, S. 302 ff.) und sehen diese »präemptive Steuerung« insbesonde-
re im Zusammenhang mit Big Data besonders kritisch (Morozov 2011).  
Insgesamt ist dennoch nicht davon auszugehen, dass diese Möglichkeiten der 
Beeinflussung die Menschen zu willenlosen, steuerbaren Objekten machen, da 
das menschliche Verhalten zu komplex ist. Notwendig ist aber ein kontinuierli-
cher Diskurs, um die gesellschaftspolitische Sensibilität für eine solche mögliche 
Entwicklung aufrechtzuerhalten. Zudem sollte diskutiert werden, in welchem 
Umfang und in welchen Anwendungsgebieten der Einsatz solcher Möglichkeiten 
gesellschaftlich gewünscht und akzeptiert ist und wo dessen Grenzen liegen. 
DISKRIMINIERUNG UND TEILHABE 4.4 
Eine zentrale gesellschaftliche Herausforderung im Zusammenhang mit Big Data 
ist die Möglichkeit, datenunterstützte Entscheidungen zur Diskriminierung von 
Personen zu nutzen. Dies ist aus verschiedenen Gründen bedenklich. Der erste 
ist, dass solche Diskriminierungen in der Regel auf Eigenschaften einer Person 
wie Geschlecht, Alter oder Zugehörigkeit zu bestimmten Gruppen basiert und 
somit dem Gleichheitsgrundsatz widersprechen (Weichert 2013). Dadurch kön-
nen die Entwicklungsmöglichkeiten von Personen oder Gruppen eingeschränkt 
werden und zu einer steigenden gesellschaftlichen Segregation beitragen. Dies ist 
besonders bedenklich, da neben der Problematik von Korrelation und Kausalitä-
ten bei solchen Analysen auch Fehlertoleranzen von mehreren Prozent auftreten 
(Narayanan/Shmatikov 2009). Daraus resultierend können sich falsche Ein-
schätzungen ableiten. 
Diskriminierung durch vorhandene Daten ist im Bereich von Big Data die be-
kannteste Art der Diskriminierung. Hierunter wird verstanden, dass mit der be-
stehenden Datenlage und deren Analyse Vorhersagen für einzelne Personen oder 
Personengruppen getroffen werden, die diese nicht beeinflussen können. Im Ge-
genzug zur Einflussnahme geht es hierbei darum, dass nicht nur Handlungen der 
Personen beeinflusst und gesteuert werden sollen, sondern dass aus diesen Vor-
hersagen Maßnahmen abgeleitet werden, welche die Entfaltungs- und Hand-
lungsspielräume beschränken und ohne Wissen oder Einspruchsmöglichkeit der 
Betroffenen umgesetzt werden. Beispiele für massive Eingriffe sind die sogenann-
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ten No-Fly-Listen, die zu deutlichen Einschränkungen der Reisefähigkeit führen, 
sowie die Kreditvergabe, bei der von privaten Firmen ein sogenanntes Scoring, 
das aus verschiedensten Datensätzen zu Wohnort, Bezahlgewohnheiten und vie-
lem mehr besteht, erstellt wird, welches darüber entscheidet, ob und zu welchen 
Bedingungen Personen einen Kredit erhalten. Parallelen dazu weist die Miss-
brauchserkennung bei Kreditkarten auf, wo die Software auf Basis von Daten zu 
Nutzungsgewohnheiten ungewöhnliche Transaktionen verweigert. So sinnvoll 
dies insgesamt sein kann, so problematisch kann dies für einzelne Betroffene 
sein. Besonders heikel ist dabei, dass die Verfahren nicht offengelegt werden 
müssen und es nur schwer oder gar nicht möglich ist, Widerspruch einzulegen 
(Weichert 2013). Im Extremfall wird hierdurch die Unschuldsvermutung ausge-
hebelt (Kerr/Earle 2013), eine Kernidee der modernen Rechtslehre. Prinzipiell 
bliebe dann eine Person durch eventuell falsche, aber auf jeden Fall kaum nach-
vollziehbare Bewertungen dauerhaft diskriminiert. Daher ist die Möglichkeit zur 
Einsicht und Korrektur eine zentrale Forderung. 
Ein anderer Fall von Diskriminierung kann entstehen, wenn keinerlei oder nur 
sehr geringe Daten über Individuen vorhanden sind. Diese Form der Diskrimi-
nierung wird in der bisherigen Literatur eher wenig beachtet. In einer hoch ver-
netzten Welt, in der eine Vielzahl an Daten gesammelt und verarbeitet bzw. ge-
nutzt wird, können Gruppen oder Einzelpersonen ohne Daten aus dem »Raster« 
fallen. Eine Konsequenz ist, dass bei einer komplett auf Daten basierenden Ent-
scheidungsfindung, sei es im politischen oder wirtschaftlichen Bereich, diejeni-
gen, die keine Daten generieren, ignoriert beziehungsweise nicht erfasst werden 
und hierdurch höchstwahrscheinlich gravierende Nachteile erleiden (Lerman 
2013). Beispiele sind fehlende Daten über Personen, die dazu führen, dass eine 
Gruppe von Personen beispielsweise bei der Ausrichtung des öffentlichen Ge-
sundheitswesens benachteiligt wird, oder dass Personen aus strukturell schwa-
chen Regionen nicht ausreichend an Partizipationsprozessen teilnehmen können 
und deren Belange nicht berücksichtigt werden. Prinzipiell können neben Unter-
schieden in den Nutzungsgewohnheiten, wie sie beispielsweise mit verschiedenen 
Altersgruppen oder regionalen Aspekten wie der Verfügbarkeit von ausreichen-
den Internetanschlüssen assoziiert werden, auch weitere Faktoren wie Einkom-
mens- oder Bildungsunterschiede Gründe darstellen. Vergleichbare Problemstel-
lungen werden schon seit Längerem unter dem Begriff »Digitale Kluft« bezie-
hungsweise dem Widerpart »Digitale Teilhabe« diskutiert. 
VULNERABILITÄT UND ABHÄNGIGKEIT 4.5 
Gesellschaftliche Vulnerabilität durch die Verwendung komplexer IT-Systeme ist 
in den letzten Jahren durch verschiedene Ereignisse wie das Auftreten bestimm-
ter »Internetangriffe« (z. B. Stuxnet, Duqu) (Wessling 2013) sowie die darauf 
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folgenden Tests und Berichte zu einem wichtigen Thema geworden (Stahl 2013). 
Insbesondere die nachgewiesene Verletzbarkeit von kritischen Infrastrukturen – 
wie etwa die Energieversorgung – durch IT-Angriffe stand dabei im Vorder-
grund. Die Angriffsmöglichkeiten werden durch die steigende Vernetzung durch 
Smart-City- oder Smart-Grid-Konzepte noch steigen. Aber auch die Verletzbar-
keit von Industrieanlagen ist im Zuge dieser Diskussion immer deutlicher ge-
worden, da die zunehmende Integration von Systemen als Folge der Flexibilisie-
rung von Prozessen schwerwiegende Rückwirkungen durch den Ausfall von Zu-
lieferern haben können. Zwar handelt es sich in erster Linie um eine technische 
beziehungsweise betriebliche Herausforderung (Kap. VI.1 u. VI.2), doch in einer 
globalisierten Wirtschaftswelt, in der nicht nur einfache Verwertungs- und Wert-
schöpfungsketten, sondern komplexe Wertschöpfungsnetzwerke existieren (Ian-
siti/Levien 2004), kann dies auch gravierende Folgen für die Gesellschaft als 
Ganzes haben.  
Mit dem Einsatz von Cloud Computing und Big Data wird sich dieser Trend zur 
Integration und Flexibilisierung sowie einer damit verbundenen Zunahme von 
Komplexität weiter fortsetzen. Ein Beispiel für die resultierenden Folgen sind die 
Wechselwirkungen bei Angeboten von Diensten in Cloud-Computing-Umge-
bungen, die wiederum auf andere Dienste aufbauen, wodurch sehr komplexe 
Strukturen entstehen, bei denen kaum noch erkennbar ist, welche Abhängigkei-
ten und Lieferbeziehungen bestehen. Dadurch ergeben sich neue Schwächen und 
Angriffspotenziale. Ein Beispiel dafür ist, dass mit einer weiteren Integration und 
zunehmender Komplexität der Wertschöpfungsnetzwerke die Gefahr besteht, 
dass selbst die Ausfälle nicht direkt vorgelagerter, aber dennoch wichtiger Teile 
des Netzwerkes Kaskadeneffekte erzielen könnten, die dann eine gesamte Wirt-
schaft und Gesellschaft empfindlich treffen. Eine andere Gefahr besteht darin, 
dass die zunehmenden Datenströme missbraucht werden können. Dies betrifft 
sowohl die Möglichkeit, die enthaltenen privaten Informationen von Kunden zu 
missbrauchen, als auch die Absicht, durch Datenmanipulationen falsche Reak-
tionen hervorzurufen, die nicht nur einzelne Firmen, sondern im Beispiel der 
Smart Cities ganze Stadtviertel betreffen könnten. Die technischen Grundlagen 
der Angriffe sind zwar bekannt und resultieren entweder aus der relativen Neu-
artigkeit dieser Technologien, wie beispielsweise im Fall der Verletzbarkeit von 
NoSQL-Datenbanken, oder aus den inhärenten Konzepten von Cloud Comput-
ing und Big Data, wie z. B. der Multilevelstruktur, oder der Größe der Daten 
und den damit einhergehenden Problemen. Die zunehmende Komplexität der 
Anwendungen, insbesondere bei der Kombination von Cloud Computing und 
Big Data, führt jedoch dazu, dass existierende Sicherheitskonzepte aufgrund des 
hohen Grades der Komplexität der Anwendung nur noch schwer oder fast gar 
nicht anzuwenden sind. 
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Die Diskussion um mögliche gesellschaftliche Vulnerabilitäten führte insbeson-
dere im Zusammenhang mit der NSA-Affäre zu einer neu aufgelebten Debatte 
über »technologische Souveränität«. Der Begriff wird schon seit Längerem be-
nutzt, um die technologische Abhängigkeit von anderen Ländern und Regionen 
zu beschreiben, bei der sowohl ökonomische als auch sicherheitspolitische 
Gründe im Vordergrund stehen. Problematisch an diesem Begriff ist, dass er nur 
sehr vage und sehr unterschiedlich definiert ist. Jedoch kam es in letzter Zeit un-
ter der zunehmenden Erkenntnis der Verletzbarkeit von IT-basierten Systemen 
und Infrastrukturen auch in Europa und insbesondere in Deutschland zu einer 
Renaissance dieser Idee, teilweise auch unter der Bezeichnung IT-Souveränität. 
So nutzte 2010 Innenminister de Maizière in seinen 14 Thesen zur Netzpolitik 
den Begriff der technologischen Souveränität, den er durch die Forderung nach 
strategischen, nationalen Kernkompetenzen in der IT- und Internettechnologie 
sowie einer starken IT-Wirtschaft zu fassen versucht (Maizière 2010). Es folgten 
darauf seitens des Innenministeriums verschiedene Initiativen, die später nicht 
mehr weiterverfolgt wurden. Dennoch wurde das Thema der technologischen 
Souveränität auch im Umfeld der Internet-Enquetekommission diskutiert und 
tauchte dann wieder in dem als Reaktion auf die NSA-Praktiken veröffentlichten 
Acht-Punkte-Plan (Bundesregierung 2013) der letzten Bundesregierung auf. Zu-
meist wird der Begriff dabei nicht konzeptionell aufgearbeitet, es stehen aber 
immer wieder Ideen, wie die Beherrschung oder Kompetenz von Schlüsseltech-
nologien sowie eine starke nationale IT-Wirtschaft als Garant dieser Souveräni-
tät, im Fokus. Vergleichbare Vorstellungen gibt es auch auf der europäischen 
Ebene, insbesondere im Zusammenhang mit den sogenannten Key Enabling 
Technologies (KET) (EK 2011) sowie im Zug der Reaktionen auf die NSA-
Aktivitäten wie dem Beschluss des Europäischen Rates zur Digitalen Agenda 
vom Oktober 2013 (ER 2013), ohne jedoch den Begriff der Souveränität direkt 
zu verwenden. 
Jenseits des Problems, dass der Begriff für industriepolitische Zwecke miss-
braucht werden kann, stellt sich jedoch die Frage, ob der Fokus auf eine nationa-
le Kompetenz und Beherrschung von Technologie sowie einer starken nationalen 
IT-Wirtschaft wirklich geeignet ist, die damit angesprochenen Herausforderun-
gen zu lösen. Denn in Zeiten globalisierter Verwertungs- und Wertschöpfungs-
netzwerke sowie den dazugehörigen Waren- und Datenströmungen erscheint 
diese Ideen wenig sinnvoll, da auch der Ausfall anderer Regionen oder Nationen 
durch Kaskadeneffekte dafür sorgen würde, dass Deutschland kurz- oder mittel-
fristig davon ebenfalls betroffen wäre. Gründe sind beispielsweise fehlende Zu-
lieferungen für die Produktion oder ausbleibende Daten- und Zahlungsströme in 
der Finanzbranche. Daher ist es notwendig, die Idee einer nationalen Souveräni-
tät weiter in Richtung globaler Lösungsansätze zu entwickeln, zumal in einer 
globalen, arbeitsteiligen und sehr verzweigten IT-Industrie offen ist, ob über-
haupt eine nationale technologische Souveränität erreicht werden kann. 
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STRUKTURELLE HERAUSFORDERUNGEN 5. 
Im letzten Abschnitt sollen strukturelle Problemstellungen adressiert werden. 
Darunter fallen Fragestellungen, die sich ähnlich wie die gesellschaftlichen Her-
ausforderungen auf die Gesellschaft oder Wirtschaft als Ganzes beziehen. Jedoch 
handelt es sich dabei in der Regel um Rahmenbedingungen, die einen direkten 
oder indirekten Einfluss auf mögliche Realisierung der Potenziale von Cloud 
Computing und Big Data haben. Diese können in der Regel durch entsprechende 
Maßnahmen angegangen werden. Dies kann auf regionaler, nationaler, europä-
ischer oder gar globaler Ebene notwendig sein, sodass hier vor allem Lösungs-
ansätze unter Einbeziehung aller relevanten Akteure möglich sind. Zu diesen 
Herausforderungen zählen die Verfügbarkeit von Humankapital und Infrastruk-
turen sowie die digitale Wettbewerbsfähigkeit und die Internetgovernance. 
HUMANKAPITAL 5.1 
Die Entwicklung einer ausreichenden Fachkräftebasis ist aus mehreren Gründen 
eine wichtige Herausforderung. Insbesondere im Kontext von Big Data spielt der 
Mangel an geeigneten Fachkräften eine wichtige Rolle. Big Data wie auch Data-
Warehousing setzen durch die Anwendung von statistischen Verfahren Fachwis-
sen voraus, das nicht in allen Unternehmen vorhanden ist (Ortega 2013). Laut 
TCS (2013, S. 33) stellt die Rekrutierung von Spezialisten (Data Scientists), die 
mit großen Datenmengen umgehen können, eine zentrale Herausforderung dar 
(Rang 5 der TCS-Herausforderungsrangliste). 11 % der Teilnehmer an der 
TDWI-Studie gaben an, dass vor allem Hadoop-Experten sehr schwer zu finden 
sind (Russom 2011). Aber auch mittel- und langfristig spielt die Entwicklung des 
verfügbaren Humankapitals eine wesentliche Rolle als Grundbedingung für die 
Wettbewerbsfähigkeit Deutschlands in einer digitalisierten Welt. Dies bezieht 
sich zum einen auf eine ausreichende Zahl von Fachkräften in der IT-Branche 
selbst, zum anderen aber auch auf Fachkräfte und Nutzer in den Anwenderin-
dustrien. Gerade diese Anwenderindustrien – wie beispielsweise Automobil- und 
Maschinenbau –, die heute schon zu einem großen Teil IT-basierte Produkte 
entwickeln, sind besonders wichtig für die Wettbewerbsfähigkeit in Deutschland. 
Wohl ist in der Vergangenheit schon eine Vielzahl von Maßnahmen in Angriff 
genommen worden, die dieses Problem beheben sollen. Dazu gehören neben Ak-
tionen zur Steigerung der Attraktivität der sogenannten MINT-Fächer (Mathe-
matik, Informatik, Naturwissenschaft und Technik) in Schulen beispielsweise 
auch Maßnahmen zur Steigerung des Frauenanteils in solchen Berufen. Ange-
sichts der Breite dieser Maßnahmen stellt sich eher die Frage nach neuen krea-
tiven Wegen zur Erschließung weiterer Personenkreise. Beispielhaft werden hier 
ältere Arbeitnehmer oder Studienabbrecher genannt, die entweder durch Weiter-
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bildung gewonnen werden könnten oder denen durch die Anerkennung erbrach-
ter Studienleistungen ein schneller Zugang zu einer formalen Ausbildung ermög-
licht werden kann. Einzelne Pilotprojekte gab es dazu schon, nun müsste eine 
Ausweitung dieser Maßnahmen geprüft werden. 
Ein anderer wesentlicher Aspekt sind die durch Cloud Computing und Big Data 
ausgelösten Änderungen in den Qualifikationsanforderungen. Für Cloud Com-
puting sind diese schon untersucht worden (z. B. Laugesen et al. 2012). Deren 
Erkenntnisse werden auch teilweise schon umgesetzt. Beispiele dafür sind die 
geänderten Zielsetzungen im eSkills-Programm der Europäischen Kommission 
oder die neuen Angebote zu Cloud Computing innerhalb des BMWi-geförderten 
e-Kompetenznetzwerks (e-Business-Lotsen). Anders sieht die Situation bei Big 
Data aus, wo bisher kein einheitliches Verständnis der im Umfeld von Big Data 
relevanten neuen Profile besteht. Angemerkt sei hier, dass bei diesen Profilen 
neben den technologischen Möglichkeiten und Potenzialen auch die damit ver-
bundenen Problemstellungen berücksichtigt werden sollten, sowohl auf Entwick-
ler- als auch auf Anwenderseite. Dies reicht dabei von der Einbeziehung neuer 
Ansätze wie »Security by Design« bzw. »Privacy by Design« in die Curricula für 
Entwickler bis hin zur Schulung von Konsumenten bzw. Bürgern, die sie befä-
higt, mögliche Konsequenzen der Nutzung solcher Technologien zu erkennen. 
Im Hinblick auf Big Data prognostizieren Manyika et al. (2011) einen großen 
Bedarf an Datenanalyseexperten. Die Anforderungen an Data Scientists sind 
hoch. Neben Methodenkenntnissen in Datenanalyseverfahren und technischen 
Kompetenzen im Bereich des skalierbaren Datenmanagements sind auch prak-
tische Kompetenzen in der Systemimplementierung erforderlich (Markl et al. 
2013). Zusätzlich benötigen Data Scientists Fachkompetenzen in der jeweiligen 
Anwendungsdomäne. Wie im Kapitel VI.2.2 bereits angedeutet wird vermutet, 
dass die derzeit entstehenden Lehr- und Studienangebote aufgrund der Viel-
schichtigkeit der Anforderungen nicht in der Lage sein werden, Data Scientists in 
ausreichender Anzahl zu qualifizieren. Neben Ausbildungsmaßnahmen sind 
auch technische Maßnahmen erforderlich, die die Anforderungen an Data Scien-
tists reduzieren. Im Prinzip sollte ein Businessanalyst mit den Big-Data-Lösungen 
umgehen können. Zentral ist in diesem Zusammenhang beispielsweise eine Ab-
fragesprache, die es erlaubt, deklarativ zu formulieren, was mit den Daten pas-
sieren soll, ohne sich um die Infrastruktur im Hintergrund sorgen zu müssen.  
INFRASTRUKTUR/BREITBANDVERSORGUNG 5.2 
Sowohl die Durchführung von Big-Data-Analysen als auch die Nutzung von 
Cloud Computing setzen die Verfügbarkeit und Funktionstüchtigkeit technischer 
Infrastruktur voraus. Neben der Energieversorgung spielen das Internet und die 
dafür erforderliche Netzwerkinfrastruktur eine wesentliche Rolle. Im Rahmen 
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der IDC-Studie wurden langsame Internetverbindungen von 18 % der Befragten 
als große Herausforderung für das Cloud Computing genannt (Bradshaw et al. 
2012, S. 34). Auch andere Studien, insbesondere zu Cloud Computing, unter-
streichen die Bedeutung von ausreichender Bandbreite sowie deren Verlässlich-
keit (z. B. Fielder et al. 2012, S. 76; Schubert/Jeffery 2012, S. 5).  
In den letzten Jahren sind dabei Fortschritte innerhalb der EU und der einzelnen 
Mitgliedstaaten zu beobachten. Das ist insofern wenig verwunderlich, als der 
Ausbau der Breitbandversorgung ein zentraler Punkt der Digitalen Agenda ist. 
Auch in Deutschland genießt das Thema mit der Breitbandstrategie eine hohe 
Priorität, die sich auch im Koalitionsvertrag der derzeitigen Regierung wider-
spiegelt (CDU/CSU/SPD 2013, S. 34 ff.). Jedoch lassen sich bei genauerer Be-
trachtung einige Probleme erkennen. So schneidet Deutschland in einzelnen Un-
tersuchungen recht gut ab (BITKOM 2014), während es in anderen Studien nur 
im Mittelfeld liegt (EK 2013a; ITU 2013). Ursache dafür sind unter anderem die 
verwendeten Statistiken und Breitbanddefinitionen. Doch auch jenseits der Fra-
ge, wie viele Haushalte eines Landes mit welcher Bandbreite erreicht werden, 
verdeutlicht ein genauerer Blick in die Daten größere Herausforderungen. Insbe-
sondere in ländlichen Gegenden ist der Ausbau deutlich weniger fortgeschritten 
als in stark urbanisierten Regionen. Dieses Problem lässt sich auch in Deutsch-
land beobachten (EK 2013a, S. 24 f.). Dadurch ergibt sich ein starkes Ungleich-
gewicht, insbesondere bei der Nutzung der Potenziale von Cloud Computing für 
Privatpersonen und auch KMU im ländlichen Raum.  
Neben diesem regionalen Ungleichgewicht ist jedoch die verwendete Technologie 
für den Ausbau ebenfalls ein kritischer Faktor. Zwar ist der Anteil an Next Ge-
neration Access (NGA), welcher alle Technologien umfasst, die einen Durchsatz 
von 30 Mbit/s und mehr ermöglichen, in Europa im Jahr 2012 weiter gewachsen 
und liegt in Deutschland bei rund 66 %. Dies ist ungefähr 10 % höher als der 
EU-Durchschnitt; führend sind jedoch vor allem die nordischen Länder, die ei-
nen noch deutlich höheren Anteil aufweisen. Auffällig ist, dass der Anteil von 
FTTB/H (Fiber to the Building/Home) in Deutschland nur bei rund 2,5 % liegt, 
deutlich unter dem EU-Durchschnitt von 12 % und weit hinter führenden Län-
dern wie Schweden (46 %), Dänemark (43 %) oder Finnland (35 %) (EK 2013a, 
S. 21 f. u. S. 55). Dies ist insofern interessant, da die anderen Anschlusskarten, 
die unter NGA fallen (z. B. VDSL 2), bisher eine Grenze bei 100 Mbit/s oder 
weniger aufweisen. Wegen der stark ansteigenden Nachfrage durch Videodienste 
und vielem anderen mehr ist es offen, ob diese Bandbreite angesichts des generel-
len Trends für eine weitere verstärkte Nutzung von Cloud Computing und Big 
Data in der Zukunft ausreicht (z. B. Börnsen 2012). Dementsprechend ergibt 
sich die Herausforderung, dass die derzeitige Bandbreite für eine datenintensive 
Nutzung von Cloud Computing, vor allem durch die zusätzlichen Anforderun-
gen durch Big Data, in der Zukunft unzureichend ist. Folglich sollte mit Blick 
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auf die eingesetzten Anschlusstechnologien die existierende Breitbandstrategie 
für den weiteren Ausbau überdacht werden. Vor allem der Ausbau von FTTB/H-
Technologien dürfte hierbei eine Schlüsselrolle spielen, jedoch benötigt dies hohe 
Investitionen. Die Telekommunikationsanbieter haben diese Kosten bisher ge-
scheut und nutzen wahrscheinlich aus diesem Grund so stark wie möglich die 
existierende Infrastruktur, wie z. B. DSL und ISDN.  
Daher ist bei einer Neuregelung des Ausbaus insbesondere die Frage der Finan-
zierung beziehungsweise der Aufteilung der Kosten zu beachten. Falls dies rein 
aufseiten der Anbieter geschieht, kann sich dies in höheren Preisen für die Nut-
zer selbst oder in Form von Abgaben durch die Serviceanbieter niederschlagen. 
Beides ist problematisch; im ersten Fall kann dies zu einer Aufteilung der Gesell-
schaft in digitale Bürger erster und zweiter Klasse führen, und damit wahrschein-
lich zu einer geringeren Nutzung von Cloud Computing. Im zweiten Fall kann 
dies zu Auswirkungen auf die Wettbewerbsfähigkeit insbesondere neuer und 
kleiner Anbieter führen, die nicht in der Lage sind, zusätzliche Zahlungen für 
bessere Übermittlungsqualität aufzubringen. Diese auch unter dem Begriff der 
Netzneutralität geführten Diskussionen sind jedoch teilweise sehr kontrovers 
(z. B. EFI 2011; Heng 2011), und zugleich fehlen noch aussagekräftige empiri-
sche Daten, welche die unterschiedlichen Ansichten belegen könnten. Aus diesem 
Grund lassen sich die Folgen solcher Finanzierungsmodelle nicht abschließend 
beurteilen. Dennoch unterstreichen diese Problemstellungen die Notwendigkeit, 
dass neue Strategien für den Breitbandausbau auch die Frage der Finanzierung 
berücksichtigen müssen. Hierzu ist es sinnvoll, auch die Erfahrungen anderer 
Länder in Europa (z. B. Schweden) oder außerhalb Europas (Südkorea) zu stu-
dieren und diese Ergebnisse in eine Revision der Breitbandstrategie einfließen zu 
lassen (TAB 2012, S. 51 ff.). 
DIGITALE WETTBEWERBSFÄHIGKEIT 5.3 
Unter digitaler Wettbewerbsfähigkeit wird hier die Fähigkeit eines Standortes 
(Region oder Land) verstanden, in neu entstehenden Märkten – wie beispielswei-
se Cloud Computing oder Big Data – relevante, globale Akteure hervorzubrin-
gen. Insbesondere in Europa und speziell in Deutschland wird dies immer wieder 
unter der Fragestellung diskutiert, warum es kein deutsches Google, Facebook 
etc. gibt. Tatsächlich zeigt neuere wissenschaftliche Forschung, dass es in Europa 
einen Mangel an innovativen, schnell wachsenden Unternehmen auch im Hoch-
technologiebereich gibt. Dies wird auch als Überalterung von europäischen Fir-
men bezeichnet, d. h., die Mehrzahl der europäischen Firmen ist im Durchschnitt 
älter als Firmen in den USA. Das wird auch als einer der Gründe für das langsa-
mere Produktivitätswachstum von Europa im Vergleich zu den USA betrachtet 
(Ark et al. 2003; Philippon/Véron 2008). 
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Grundsätzlich lässt sich diese Herausforderung aber nicht auf ein einzelnes Pro-
blem zurückführen, sondern vielmehr spielen hier mehrere Faktoren, die sich 
teilweise gegenseitig beeinflussen, eine Rolle. Ein erster Faktor ist die fehlende 
Marktgröße, welche die Wachstumsmöglichkeiten von Firmen beschränkt. Dies 
führt dazu, dass innovative Unternehmen wie beispielsweise StudiVZ zwar in 
Deutschland zeitweise Marktführer sein können, aber auf lange Sicht meistens 
den global auftretenden Konkurrenten unterliegen, da ihnen die Internationali-
sierung schwerer fällt. Ursache ist, dass die Märkte für Software und Internet-
dienste sehr stark von Netzwerkeffekten geprägt sind. Dies bedeutet, dass sich 
der Nutzen dadurch erhöht, dass möglichst viele dasselbe Produkt oder dieselbe 
Dienstleistung erwerben bzw. in Anspruch nehmen. Eine wesentliche Konse-
quenz ist, dass Firmen in möglichst vielen und großen Märkten vertreten sein 
müssen, um diese Effekte zu erzielen. Da aber der deutsche Markt im Vergleich 
zu den USA relativ klein ist, fällt dies den deutschen Unternehmen schwerer. Sie 
müssen schneller den internationalen Markt anvisieren, was gerade in Europa 
durch unterschiedliche rechtliche Rahmenbedingungen wie beispielsweise Daten-
schutz, Steuerrecht etc. erschwert wird. Hinzu kommen weitere Faktoren wie 
Sprachbarrieren oder kulturelle Unterschiede. Dieses als Marktfragmentierung 
bezeichnete Problem, das in der Literatur schon lange als ein wesentlicher Nach-
teil europäischer IT-Unternehmen diskutiert wird (Mowery 1996; Steinmueller 
2004), ist Gegenstand zahlreicher Maßnahmen durch die Europäische Union. So 
ist der Single Digital Market in fast allen Strategien der Europäischen Kommis-
sion ein zentraler Bestandteil. Dementsprechend sind hier auch viele Initiativen 
wie die Direktive zum E-Commerce oder die Etablierung eines einheitlichen Zah-
lungsraumes (Single Payment Area, SEPA) verortet. Weitere geplante Schritte 
sind die Vereinheitlichung des Datenschutzes durch die Datenschutzgrundver-
ordnung oder die Harmonisierungen in anderen Bereichen wie Verbraucher-
schutz. Doch trotz der zahllosen Initiativen stellt die Internationalisierung in Eu-
ropa insbesondere neugegründete Unternehmen sowie KMU noch vor viele 
Probleme, da sie in der Regel nicht über die erforderlichen Strukturen und Res-
sourcen wie eine Rechtsabteilung verfügen, um zum Beispiel unterschiedliche 
Zulassungsbedingungen oder Umsatzsteuerregelungen zu meistern. Zwar wird 
argumentiert, dass dies für amerikanische Unternehmen kein Problem darstellt. 
Dies trifft teilweise zu, verkennt aber, dass beispielsweise kleine Unternehmen, 
die nur von den USA aus operieren und keine Niederlassungen in Europa unter-
halten, nur dem amerikanischen Rechtsrahmen unterliegen und Fragen wie Um-
satzsteuerverrechnung in Europa für sie nur eine geringe Rolle spielen. Falls aber 
amerikanische Firmen in Europa Niederlassungen gründen, haben sie meistens 
schon auf dem amerikanischen Markt eine gewisse Größe erlangt, die es ihnen 
ermöglicht, die notwendigen Strukturen und Ressourcen für die Bewältigung 
und teilweise Ausnutzung der unterschiedlichen Rahmenbedingungen in Europa 
aufzubauen. 
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All dies unterstreicht, dass eine weitere Harmonisierung in Europa notwendig 
ist. Dies geht auch deutlich aus der Ankündigung des Europäischen Rates vom 
Oktober 2013 hervor, die einen einheitlichen europäischen Markt für digitale 
Produkte und Dienstleistungen bis 2015 ankündigt. Inwieweit eine solche Har-
monisierung aber möglich ist, bleibt offen, und es gilt aus deutscher Sicht, diesen 
Prozess weiterhin zu begleiten und zu unterstützen. Abschließend sei noch an-
gemerkt, dass eine gewisse Diversität nicht nur ein Problem darstellt, sondern 
auch Chancen bietet. Ein Beispiel dafür ist der Erfolg von Skype, das ursprüng-
lich erfunden wurde, um die großen Preisdifferenzen im europäischen Telekom-
munikationsmarkt zu umgehen. 
Ein weiterer wichtiger Faktor ist das geringe Niveau der unternehmerischen Ak-
tivitäten in Europa und insbesondere in Deutschland im Vergleich zu den USA 
und anderen Weltregionen (Aumasson et al. 2010, S. 184 f.; Leimbach/Wydra 
2012, S. 6 ff.). Jedoch haben Studien gezeigt, dass diese Zahlen über die Zeit 
stark variieren (Veugelers/Cincera 2010). Ein Beispiel dafür ist gerade die deut-
sche IT-Branche, die in den letzten Jahren sehr viel Aufmerksamkeit für ihren 
»Gründungsboom« erhielt. So stiegen die Zahlen zeitweise an, aber zum einen 
blieben sie dennoch unter dem Niveau der anderen Länder und zum anderen 
finden sich schon wieder Anzeichen einer Abkühlung (Leimbach/Wydra 2012, 
S. 6 ff.; Müller et al. 2012). Neuere Studien auf europäischer Ebene identifizieren 
folgende Ursachen für die fehlenden Aktivitäten und den daraus resultierenden 
Mangel an schnell wachsenden Unternehmen in der Software- und IT-Dienst-
leistungsbranche: die mangelnde Kommunikation zwischen den Akteuren des 
Innovationssystems, insbesondere zwischen der Wirtschaft und der Forschung; 
dass der Staat nicht als Mittler zwischen diesen Akteuren handelt; der fehlende 
Wettbewerb zwischen jungen und alten Firmen sowie der Mangel an Wagnis- 
und Wachstumskapital (Veugelers et al. 2012, S. 9 ff.). Zusammen genommen 
führen diese Gründe dazu, dass junge, innovative und erfolgversprechende Un-
ternehmen entweder scheitern, Wachstumsbeschränkungen erreichen oder von 
bestehenden Unternehmen übernommen werden, jedoch keine weitere Wachs-
tumspotenziale ausschöpfen können. 
Die mangelnde Kommunikation zwischen den Akteuren sowie die Rolle des 
Staates zeigen sich in unterschiedlichen Punkten. Ein Indikator ist das geringe 
Niveau von FuE-Ausgaben der Unternehmen, wo sich bei Software- und Inter-
nettechnologien den USA gegenüber ein deutliches Defizit zeigt (Turlea et al. 
2010, S. 75; Turlea et al. 2011, S. 55). Ein Grund dafür ist gerade die geringe 
Größe der Unternehmen in Deutschland und Europa, die kaum eigene FuE-
Aktivitäten erlaubt. Zudem gibt es kaum Verbindungen zu Universitäten und 
anderen Forschungseinrichtungen. Zwar wird dies durch Förderprogramme der 
verschiedenen Ministerien adressiert, aber eine deutlich größere Hebelwirkung 
könnte der Staat auf anderen Wegen erzielen. Wesentlich wären dabei die staat-
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lichen Beschaffungen, die in Deutschland und anderen EU-Mitgliedstaaten unge-
fähr 20 % des Marktvolumens ausmachen (Aumasson et al. 2010, S. 231 ff.). 
Dieses Potenzial könnte eingesetzt werden, um gewünschte Entwicklungen zu 
verstärken. Aktuelle Beispiele aus den USA ist die »Cloud first policy«, die vor-
sieht, dass staatliche Einrichtungen bei der Beschaffung zuerst eine Lösung auf 
Cloud-Computing-Basis überprüfen müssen, oder das Big-Data-Programm, wel-
ches darauf ausgerichtet ist, dass staatliche Einrichtungen Big-Data-Lösungen 
kaufen können, um so Marktimpulse zu setzen. Gerade letzteres verweist auf 
einen weiteren Hebel, der in den USA verstärkt eingesetzt wird, nämlich die vor-
kommerzielle oder innovative Beschaffung. Diese schafft einerseits weitere Ver-
bindungen zwischen Unternehmen und Forschung und bietet andererseits die 
Möglichkeit, insbesondere neugegründeten und kleinen Unternehmen die Proble-
me der Startphase zwischen Prototyp und Produkt (valley of death) zu überbrü-
cken (Wessner 2009). Ein klassisches Beispiel ist das Programm »Small Business 
Innovation Research« (SBIR), bei dem staatliche Einrichtungen innovative Lösun-
gen bei kleinen Unternehmen beschaffen können. Die Unternehmen werden dabei 
nicht nur finanziell, sondern durch die Vermittlung zu Venture-Capital-Gebern 
unterstützt (Wessner 2009). Ansätze zur innovativen Beschaffung befinden sich in 
Deutschland aber erst im Anfangsstadium. Auf europäischer Ebene sind mit der 
European Cloud Plattform und den verbundenen Projekten (Cloud for Europe) 
erste Maßnahmen im Rahmen des neuen Horizont-2020-Forschungsprogramms 
implementiert worden.  
Die andere große Herausforderung ist der Mangel an Finanzkapital, welches für 
die Gründung und das Wachstum von Firmen notwendig ist. Hierbei werden 
zwei Aspekte genannt: die eingeschränkten Möglichkeiten zur externen Finanzie-
rung durch Banken sowie der allgemeine Mangel an Venture Capital. Durch die 
Finanzkrise stand zeitweise der erste Aspekt im Vordergrund, jedoch ist der all-
gemeine Mangel an Venture Capital (VC) ein altbekanntes Problem. Sowohl in 
absoluten wie auch in relativen Zahlen (per Arbeitnehmer) sind die VC-
Investitionen in Europa und insbesondere in Deutschland in der Software- und 
IT-Dienstleistungsbranche niedriger als in den USA (Schleife et al. 2012, S. 32 f.). 
Die dafür genannten Gründe sind sehr unterschiedlich. Genannt werden unter 
anderem die gesetzlichen Regulierungen, die Größe des VC-Marktes oder auch 
ein Mangel an attraktiven Investitionsmöglichkeiten (Fransman 2011). Dass der 
Mangel tatsächlich einen negativen Einfluss auf die Wettbewerbs- und Leistungs-
fähigkeit des europäischen IT-Sektors hat, legen neuere Studienergebnisse nahe 
(Veugelers et al. 2012, S. 25 ff.). Sie zeigen auch, dass sich dieser Mangel nicht 
nur in der Gründungsphase, sondern gerade auch in der Wachstumsphase von 
schnell wachsenden Unternehmen negativ auswirkt (Veugelers/Cincera 2010). 
Auf nationaler und europäischer Ebene gab es in den letzten Jahren eine Viel-
zahl von Initiativen, die dieses Problem zu adressieren versuchen. Bisher ist 
aber noch nicht ersichtlich, wie erfolgreich und nachhaltig diese sind. 
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All diese Probleme sind nicht neu und nicht unbekannt. Es gab bereits in der 
Vergangenheit eine Vielzahl von Initiativen, an der Situation selbst hat sich dabei 
bis jetzt nicht viel geändert. Dies unterstreicht, dass nicht nur regulative oder 
finanzielle Aspekte, sondern auch andere Faktoren wie kulturelle Besonderheiten 
eine Rolle spielen (Fransman 2011). Dass sich dieses Problem trotzdem erfolg-
reich angehen lässt, zeigt das Beispiel Israel. Dort sind seit den 1960er Jahren 
verschiedene Programme entwickelt worden, um die genannten Punkte wie Ver-
bindung von Forschung und Unternehmen, VC-Kapital oder innovative Beschaf-
fung anzugehen. Dies hat dazu geführt, dass Israel heute insbesondere im Bereich 
IT ein erfolgreiches, wenn auch hoch spezialisiertes Land ist (Breznitz 2006, 
2011). Dies bedeutet jedoch nicht, dass solche Maßnahmen ohne Weiteres zu 
kopieren sind. Vielmehr zeigen die hier diskutierten Punkte, dass vor allem ein 
ganzheitlicher und koordinierter Ansatz über Politikfelder hinweg, der sowohl 
den Lebenszyklus eines Unternehmens als auch die komplette Wertschöpfungs-
kette in Betracht zieht, diese Probleme adressieren kann. 
INTERNETGOVERNANCE 5.4 
Die Enthüllungen verschiedener geheimdienstlicher Praktiken (Snowden-Enthül-
lungen) in Verbindung mit technologischen Entwicklungen wie Cloud Comput-
ing und Big Data haben dazu geführt, dass die Debatte über die Steuerung 
(Governance) eines globalisierten Internets wieder stark an Bedeutung gewonnen 
hat. Ein wesentlicher Grund ist, dass das Vertrauen in Datenschutz und Daten-
sicherheit für die Akzeptanz von Cloud Computing und Big Data durch Firmen, 
staatliche Einrichtungen sowie einzelne Bürger ein zentraler Aspekt ist (Brad-
shaw et al. 2012; Catteddu 2011; Catteddu/Hogben 2009; KPMG 2013a u. 
2013b; Tene/Polonetsky 2013), welches durch die enthüllten Eingriffe staatlicher 
Stellen beeinträchtigt wurde. Folglich ergeben sich daraus Fragen an die bisheri-
gen Verwaltungsstrukturen des Internets. 
Bisher wurde das Internet von verschiedenen Institutionen, Regeln und techno-
logischen Bedingungen getrieben, die aus historisch gewachsenen Gründen von 
den USA dominiert werden (z. B. Hafner/Lyon 1998). Selbst die Reformen zu 
Beginn des Jahrtausends, wie die Etablierung von ICANN und IGF im Rahmen 
der Diskussion um die Informationsgesellschaft, haben daran nicht viel geändert. 
Die Governance der technischen Struktur des Internets, z. B. über das IP-Adress-
system, das Domain Name System (DNS) oder die Weiterentwicklung des TCP/-
IP-Protokolls, werden vor allem von Organisationen wahrgenommen, die in den 
USA angesiedelt sind oder in denen die USA einen wesentlichen Einfluss haben 
(DeNardis 2009). Dies erstreckt sich auch auf die Technologien, welche die Si-
cherheit und Übermittlung von Informationen betreffen. Diese wurden und wer-
den noch heute oft in Kooperationen zwischen amerikanischen Firmen sowie 
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amerikanischen Behörden wie der DARPA oder NIST entwickelt. Die resultie-
renden Probleme wie undurchsichtige Interessenlagen und Beeinflussungen ver-
deutlicht das Beispiel des durch die NSA kompromittierten Standards für Gene-
rierung von Zufallszahlen (Ermert 2013). Darüber hinaus ist sowohl ein Großteil 
der Server- und Netzwerkinfrastrukturen inklusive der wesentlichen Datenver-
bindungen, welche die Grundlagen für das Internet bilden, in den USA beheima-
tet beziehungsweise verlaufen über die USA und sind daher von der Gesetzge-
bung der USA abhängig (Bowden 2013). 
Bis zu den Snowden-Enthüllungen wurde nur selten Kritik an der Dominanz der 
USA bei der Internetgovernance geäußert. Dabei standen dann vor allem wirt-
schaftliche Aspekte und weniger Sicherheitsaspekte im Vordergrund. Letztere 
wurden allenfalls außerhalb der westlichen Hemisphäre thematisiert, meist im 
Zusammenhang mit der Kontrolle über Inhalte und damit verbundene Meinungs-
bildungsprozesse. In Europa standen vor allem ökonomische Aspekte im Vorder-
grund der Diskussion, wie insbesondere die Diskussion um das Fehlen von globa-
len, europäischen Software- und Internetfirmen verdeutlicht (Kap. VI.5.3). In Be-
zug auf die Datensicherheit sah sich Europa nach der Datenschutzrichtlinie von 
1995 in einer Sonderrolle, da diese einen höheren Datenschutzstandard als in 
anderen Ländern/Regionen der Welt bot. Zusätzlich wurde mit den USA das 
Safe-Harbor-Abkommen getroffen, welches die Geltung des strengeren europä-
ischen Datenschutzes auch für europäische Daten in den USA garantieren sollte. 
Firmen mit Sitz in den USA, die sich diesem Abkommen anschlossen, sollten, vom 
US-amerikanischen Handelsministerium überwacht, den gleichen Datenschutz für 
Daten aus Europa garantieren. Zwar geriet das Abkommen immer wieder in die 
Kritik, da die Umsetzung und Kontrolle als schwach bewertet wurden. Insbe-
sondere der Umgang amerikanischer Internetkonzerne wie Facebook oder 
Google führten zu Diskussionen, aber dies stellte die Fortführung des Abkom-
mens nicht ernsthaft infrage (z. B. Unabhängiges Landeszentrum für Daten-
schutz Schleswig-Holstein 2010). Erst die Snowden-Enthüllungen, die unter an-
derem zeigten, wie die Daten dieser Firmen von der NSA und anderen Geheim-
diensten genutzt wurden, haben die resultierenden Probleme und Herausforde-
rungen so offensichtlich gemacht, dass sie nun zum Gegenstand einer ernsthaften 
öffentlichen Diskussion geworden sind.  
Einen ersten Schritt, diese Probleme zu adressieren, stellt die neue Datenschutz-
grundverordnung dar, die zurzeit verhandelt wird und eine Vielzahl von daten-
schutzrechtlichen Aspekten für Cloud Computing durch neue Instrumente und 
eine europäische Vereinheitlichung des Rechtsrahmens adressiert (Kap. VI.3). 
Diese stärken vor allem die Rechte gegenüber privatwirtschaftlichen Organisati-
onen. Die Snowden-Enthüllungen haben jedoch verdeutlicht, dass sich die wei-
terführenden Probleme in Europa längerfristig nicht allein lösen lassen. Denn die 
enthüllten Tatsachen haben das Vertrauen in Regelungen wie das Safe-Harbour-
5.  STRUKTURELLE HERAUSFORDERUNGEN 
 183
Abkommen erschüttert und grundsätzlich die Fähigkeit der EU und ihrer Mit-
gliedstaaten, die Daten ihrer Bürger vor ausländischen Firmen und Behörden zu 
schützen, infrage gestellt (Bowden 2013). Eine Konsequenz ist, dass Themen wie 
Internetgovernance oder Data Sovereignty, also die Kontrolle über Daten, inzwi-
schen auch in Europa und insbesondere Deutschland diskutiert werden. Hierbei 
gilt jedoch zu beachten, dass, obwohl die USA und ihre Partner am stärksten die 
Internetüberwachung betreiben und der gesetzliche Datenschutz in der EU und 
insbesondere in Deutschland deutlich stärker ausgeprägt ist, auch dies nicht die 
völlige Sicherheit der Daten garantieren kann. Grund dafür sind vor allem die 
Geheimdienste der europäischen Mitgliedstaaten, die ähnliche Operationen 
durchführen oder gar mit den USA eng zusammenarbeiten, wie das Beispiel 
Großbritannien zeigt. Die eingesetzten Spionageanwendungen selbst sind dabei 
meist technologisch auf geringerem Kenntnisstand, und es stehen in der Regel 
weniger Ressourcen zur Verfügung, jedoch ist die Gesetzeslage meist sehr ähn-
lich, wenn nicht gar vergleichbar mit den USA (Heumann/Scott 2013; Maxwell/ 
Wolf 2012). 
Eine erste Reaktion auf die Abhängigkeit von der amerikanisch-geprägten Infra-
struktur für das Internet ist die Wiederbelebung des Strebens nach der Interna-
tionalisierung sowohl der Governancestrukturen als auch der technischen Infra-
strukturen für das Internet, welche auf den ursprünglichen Idealen zur Offenheit 
und Transparenz des Internets beruhen. Aus diesem Grund haben sich führende 
Vertreter der wichtigsten Organisationen wie beispielsweise ICANN, IANA oder 
IETF, die verantwortlich für die Koordination des Internets und seiner Infra-
strukturen sind und deren Entwicklergemeinschaft repräsentieren, sich für diese 
Internationalisierung ausgesprochen und im gleichen Atemzug Bedenken ob der 
Überwachungsaktivitäten geäußert (ICANN 2013). Ebenfalls hat die Internet 
Engineering Task Force (IETF) auf einem ihrer letzten Treffen damit begonnen, 
Protokolle und Best-Practice-Ansätze zu überarbeiten und zu verbessern.10 Eine 
erste politische Konsequenz dieser Entwicklung ist, dass die Obama-Regierung 
vor Kurzem beschlossen hat, die Aufsicht über die Internet Assigned Numbers 
Authority (IANA), welche als Verwalter aller IP-Adressen und Domainnamen 
eine zentrale Organisation der Internetgovernance ist, abzugeben (Ermert 2014). 
Jedoch zeigen die verschiedenen Diskussionen um die Ausgestaltung dieser neuen 
Verwaltungsstruktur auch, dass dies nicht zwangsläufig zu einer Verbesserung 
im Sinne von Offenheit und Transparenz führen muss. So versuchen unter-
schiedliche Staaten aus unterschiedlichen Gründen, Einfluss auf die Steuerung zu 
nehmen. Die Motive sind dabei sehr unterschiedlich und reichen von Kontrolle 
über Inhalte bis zu ökonomischen Interessen. Zusammen mit Tendenzen wie der 
Abspaltung nationaler Netze, Diskussionen um territorial begrenztes Routing 
(z. B. Schengen-Routing), Sperren und Zensuren zeigt sich deutlich, dass im 
                                            
10 www.ietf.org/proceedings/88/technical-plenary.htm 
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Moment verschiedenste Vorstellungen um die Deutungshoheit konkurrieren. 
Eine Konsequenz könnte sein, dass es das Internet, wie es ursprünglich konzi-
piert wurde und noch heute in den Idealen der Entwicklergemeinschaft fortlebt, 
in Zukunft so nicht mehr geben wird (z. B. Gaycken 2014). Ein Beispiel dafür 
ist, dass weitere Bemühungen um die internationale Harmonisierung von Daten-
schutz oder Netzsicherheit, wie sie beispielsweise von Brasilien und Deutschland 
betrieben werden, bisher nicht auf ungeteilte Zustimmung stoßen. Auch in dieser 





HANDLUNGS- UND FORSCHUNGSFELDER VII. 
Die Phänomene Big Data und Cloud Computing unterscheiden sich in vielerlei 
Hinsicht. Während der Begriff Big Data als Synonym für die effiziente Analyse 
besonders großer Datenmengen verwendet wird, beschreibt Cloud Computing 
einen Ansatz zur bedarfsgerechten Bereitstellung von IT-Ressourcen. Auch wenn 
Big-Data-Analysen ohne Cloud Computing durchgeführt werden können und 
Cloud Computing neben Big-Data-Analysen zahlreiche andere Anwendungsfel-
der hat, wird der Kombination von Big Data und Cloud Computing großes Po-
tenzial zugeschrieben. Am augenscheinlichsten ist, dass Unternehmen, staatliche 
Stellen und Behörden, wissenschaftliche Einrichtungen wie auch Privatpersonen 
durch Cloud Computing die Möglichkeit bekommen, große Datenmengen zu 
analysieren, ohne vorher eine entsprechende IT-Infrastruktur aufbauen zu müs-
sen. Organisationen können sich bei Big Data in der Cloud grob zwischen IaaS- 
und SaaS-Angeboten entscheiden. Bei der Nutzung von IaaS-Angeboten stellt der 
Cloudanbieter nur die Infrastruktur zur Verfügung, und der Nutzer betreibt die 
zur Analyse großer Datenmengen nötige Software selbst. Bei der Nutzung von 
SaaS-Angeboten wird die gesamte Big-Data-Lösung vom Cloudanbieter bereitge-
stellt. Für Privatpersonen kommen in der Regel nur SaaS-Angebote infrage. 
Im Hinblick auf alle Bedarfsfelder der Hightech-Strategie der deutschen Bundes-
regierung können Anwendungsbeispiele genannt werden, in denen Big Data 
entweder bereits heute eine große Rolle spielt oder zukünftig eine große Rolle 
spielen wird. Beispielsweise kann Big Data nicht nur die Vorhersage von Wetter-
ereignissen oder Straftaten verbessern, sondern auch das Zusammenspiel von 
verschiedenen Akteuren im Straßenverkehr oder in der industriellen Fertigung 
optimieren. In hochkomplexen Kontexten, wie sie z. B. aus dem Gesundheitswe-
sen bekannt sind, kann Big Data entscheidungsunterstützend wirken. Während 
Big Data ganz allgemein Potenzial zur Steigerung von Kundenorientierung, Pro-
duktivität und Innovationsfähigkeit sowie zum Aufbau von strategischen Wett-
bewerbsvorteilen zugeschrieben wird, verspricht man sich von cloudbasierten 
Umsetzungen zusätzlich niedrigere Kosten, höhere Flexibilität und weniger Be-
darf an der Beschäftigung eigener, einschlägig qualifizierter IT-Fachkräfte. Auch 
Privatpersonen können, z. B. im Zusammenhang mit Citizen Science, von Big 
Data profitieren. Erwartet wird, dass Big Data und Cloud Computing zu Pro-
duktivitätssteigerungen, Innovationen, zusätzlichen Unternehmensgründungen 
sowie zu mehr Wachstum und Beschäftigung führen. 
Mithilfe von Big Data in der Cloud sollen die Vorteile beider Entwicklungen 
kombiniert werden. Während sich bei einigen Big-Data-Anwendungen die Nut-
zung von Clouddiensten anbietet, ist das bei anderen nicht der Fall. Ein wesent-
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licher Punkt ist, dass es sich insbesondere bei großen Datenmengen empfiehlt, 
die Daten dort zu analysieren, wo sie anfallen, weil der Transport ein massives 
technisches Problem darstellt. Dementsprechend wäre die cloudbasierte Analyse 
großer Datenmengen insbesondere dann sinnvoll, wenn die Daten im Netz ent-
stehen oder dort bereits aggregiert wurden. Darüber hinaus bietet sich die Nut-
zung von Clouddiensten vor allem dann an, wenn im Vorfeld eines Big-Data-
Vorhabens vorübergehend mit vorhandenen Daten experimentiert werden soll 
oder wenn bei einem Analysevorhaben mit vorübergehenden Anforderungsspit-
zen zu rechnen ist. 
Derzeit besteht in den meisten Anwendungsbereichen kein Konsens darüber, wie 
weit die Analyse von Daten und ein datenbasiertes Entscheiden gehen sollen. 
Zahlreiche Anwendungsmöglichkeiten versprechen sowohl Nutzen als auch Ge-
fahren. Während z. B. die Prävention von Verbrechen durch erhöhte Polizeiprä-
senz an bestimmten Punkten häufig als sinnvoll betrachtet wird, wird – im Hin-
blick auf die Möglichkeit auf vorzeitige Entlassung aus dem Vollzug – die Be-
rechnung der Rückfallwahrscheinlichkeit einzelner Straftäter auf Grundlage von 
Daten über andere Straftäter eher kritisch gesehen. Grundsätzliche Bedenken 
bestehen insbesondere bezüglich der zunehmenden Ökonomisierung von Privat-
heit, also der Bereitschaft von Privatpersonen, für eine Gegenleistung auf Privat-
heit zu verzichten. 
Sowohl die Durchführung von Big-Data-Analysen als auch die Nutzung von 
Cloud Computing sind mit zahlreichen Herausforderungen verbunden. Neben 
technischen und betrieblichen Herausforderungen spielen rechtliche, gesellschaft-
liche und strukturelle Herausforderungen eine Rolle. Durch die Kombination 
von Big Data und Cloud Computing verstärken sich manche Herausforderun-
gen, teils werden sie abgemildert. Die zentralen technischen Herausforderungen 
von Big Data betreffen den Aufbau der Analysearchitektur und den Umgang mit 
dem Datenmaterial. Einerseits ist davon auszugehen, dass die Nutzung cloudba-
sierter Lösungen den Aufbau der Analysearchitektur aus Sicht des Nutzers ver-
einfacht, da der Cloudanbieter für die Bereitstellung eines wesentlichen Teils der 
Infrastruktur verantwortlich ist. Andererseits kommen neue Herausforderungen 
mit Bezug auf die Interoperabilität von Diensten hinzu, da die genutzten Cloud-
lösungen untereinander und mit Inhouselösungen integriert werden müssen. Die 
betrieblichen Herausforderungen betreffen vor allem die Bestimmung der Wirt-
schaftlichkeit der Durchführung von Big-Data-Analysen und die eingeschränkte 
Verfügbarkeit von Experten mit einschlägigem Fachwissen, aber auch Wider-
stände bei Planung und Durchführung. Die Nutzung von Clouddiensten führt 
dazu, dass Nutzer deutlich weniger Kontrolle über die analysierten Daten und 
die Analyseergebnisse haben. Gleichzeitig kann angenommen werden, dass sich 
die Nutzung von Clouddiensten überwiegend positiv auf die Wirtschaftlichkeit 
auswirkt. Hier unterscheiden sich allerdings cloudbasierte Big-Data-Anwendun-
gen nicht wesentlich von anderen Anwendungen, die in die Cloud verlagert wer-
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den. Im Hinblick auf rechtliche Herausforderungen zeigt sich, dass sowohl bei 
Big Data als auch bei Cloud Computing hinsichtlich zahlreicher Fragen Rechts-
unsicherheit herrscht bzw. sich das anwendbare Recht als wenig passgenau er-
weist und einer Anpassung an den Stand der Technik bedarf. Betroffen sind vor 
allem die Bereiche Datenschutz, Eigentum an Daten, Vertragsgestaltung, Haf-
tung und Wettbewerb. Die gesellschaftlichen Herausforderungen durch Big Data 
sind vielfältig und betreffen Bereiche wie Vertrauen und Verlässlichkeit, die Ver-
engung des Sichtbaren, Autonomie und Beeinflussung, Diskriminierung und 
Teilhabe, aber auch Vulnerabilität und Abhängigkeit. Die Nutzung von cloud-
basierten Lösungen hat dagegen kaum größere gesellschaftliche Auswirkungen. 
Die Entwicklung einer ausreichenden Fachkräftebasis stellt die zentrale struktu-
relle Herausforderung im Kontext von Big Data dar. Durch die Nutzung von 
Clouddiensten kommen Herausforderungen in den Bereichen Infrastruktur/-
Breitbandversorgung und Internetgovernance dazu. Die Sicherstellung der digita-
len Wettbewerbsfähigkeit ist sowohl im Hinblick auf Big Data als auch im Hin-
blick auf Cloud Computing eine zentrale Herausforderung. 
Großunternehmen sowie auf Big Data bzw. Cloud Computing ausgerichtete 
Start-ups kommen mit den Herausforderungen in der Regel am besten zurecht. 
Sie haben gegenüber mittelständischen Unternehmen meist strukturelle Vorteile, 
wie z. B. die für den wirtschaftlichen Betrieb einer Private Cloud notwendige 
Größe sowie besseren Zugriff auf die erforderliche Expertise. Big Data in der 
Cloud kann sowohl auf Basis von Public-Cloud-Angeboten als auch auf Basis 
von Private-Cloud-Angeboten realisiert werden, deren Aufbau sich jedoch meist 
nur für Großunternehmen rechnet. Die Nutzung einer Public Cloud erlaubt 
KMU oft erst die Ausschöpfung des Potenzials von Big Data in der Cloud, erfor-
dert aber die Bewältigung zusätzlicher Herausforderungen im Bereich Informa-
tionssicherheit. Unter anderem aufgrund der Tatsache, dass Public-Cloud-
Angebote überwiegend von ausländischen Anbietern angeboten werden, ist die 
Rechtslage teils schwer einschätzbar. 
Insgesamt stammen sowohl die starken Anbieter im Bereich Cloud Computing 
als auch die Anbieter der zentralen Technologien im Bereich Big Data überwie-
gend aus den USA. Vor allem im Big-Data-Umfeld fällt auf, dass einerseits die 
angebotenen Lösungen noch nicht in jeder Hinsicht ausgereift sind und dass an-
dererseits Open-Source-Lösungen eine große Bedeutung haben. Im Hinblick auf 
die mangelnde Reife der angebotenen Lösungen wird vor allem kritisiert, dass 
weiterführende, fortschrittliche Analysen, wie sie z. B. für Cluster- oder Netzwerk-
analysen erforderlich sind, nur sehr eingeschränkt möglich sind und dass die Nut-
zung der meisten Lösungen nur mit umfassendem Fachwissen möglich ist. 
Experten in den Bereichen Big Data und Big Data in der Cloud sind allerdings 
auf dem Arbeitsmarkt kaum vorhanden. Es wird davon ausgegangen, dass dieser 
Mangel nicht allein durch das Angebot spezialisierter Lehr- und Studiengänge 
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bewältigt werden kann; die Anforderungen sind zu vielschichtig. Von Technolo-
gieanbietern wird deshalb erwartet, dass sie die Anforderungen an die Nutzer 
reduzieren. Hilfreich wären in diesem Zusammenhang neben einer benutzer-
freundlichen Abfragesprache auch Verbesserungen bei der Darstellung von Ana-
lyseergebnissen. Dennoch steigen die Anforderungen an die Informationskompe-
tenz der Nutzer cloudbasierter Big-Data-Dienste. 
Im Folgenden werden zentrale Aussagen und wichtige Erkenntnisse dieser Vor-
studie noch einmal aufgegriffen. Das Hauptaugenmerk liegt dabei auf sieben 
Themen mit dazugehörigen Fragestellungen, von denen angenommen wird, dass 
sie zukünftig im Kontext von Big Data in der Cloud für Wirtschaft, Politik, For-
schung und Gesellschaft besonders relevant sein werden. Im Zusammenhang mit 
diesen Themen und Fragestellungen werden zentrale Handlungs- und For-
schungsbedarfe erläutert sowie mögliche Optionen skizziert. 
ANWENDUNGSFÄLLE UND EINSATZSZENARIEN 
Für Big Data und Big Data in der Cloud sind vielfältige Anwendungsfälle denk-
bar. Vor allem wissenschaftliche Einrichtungen setzen sich schon lange mit der 
Analyse sehr großer Datenmengen auseinander. Die Identifikation von lohnens-
wert erscheinenden Anwendungen stellt in diesem Bereich kein großes Problem 
dar. Die Schwierigkeiten liegen viel mehr in der Umsetzung. Beispielsweise ist 
aufgrund von beschränkten Mitteln der Aufbau einer angemessenen Analysear-
chitektur oft nicht möglich. Big Data erlaubt Unternehmen nicht nur die Unter-
stützung und Automatisierung von Entscheidungen im Geschäftsalltag, sondern 
auch die Umsetzung von neuen Geschäftsmodellen und Dienstleistungen (z. B. 
Echtzeit-Cross- und -Up-Selling in E-Commerce und stationärem Vertrieb). Die 
Chancen und Risiken von Big Data in der Cloud sind genauso wie die Beschaf-
fenheit geeigneter Einsatzszenarien in vielen Organisationen, insbesondere der 
öffentliche Verwaltung in Deutschland und Europa, weitgehend unbekannt – 
obwohl Big Data in der Cloud eine sinnvolle Ergänzung zu den existierenden 
Open-Government-Data-Angeboten bieten könnte. Die Nutzung von Cloud-
diensten könnte einerseits die Zusammenarbeit zwischen unterschiedlichen Tei-
len der öffentlichen Verwaltung verbessern und andererseits durch mehr Trans-
parenz und einfachere Teilhabe zu mehr Bürgernähe führen. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Förderung des Erfahrungsaustausches: Damit potenzielle Nutzer die Relevanz 
von cloudbasierten Lösungen im Hinblick auf bestimmte Big-Data-Vorhaben 
besser einschätzen können, sollte der Austausch von Erfahrungen im Hinblick 
auf Chancen und Risiken von Big Data in der Cloud einerseits und Best Prac-
tices andererseits gefördert werden. Big-Data-Workshops mit Fokus auf 
cloudbasierten Lösungen und umfassender Berichterstattung könnten bei-
spielsweise von Branchenverbänden in Kooperation mit Experten aus For-
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schungseinrichtungen oder Unternehmensberatungen durchgeführt werden. 
Derartige Veranstaltungen wären vor allem für KMU von hoher Relevanz. 
> Einsatz in der öffentlichen Verwaltung: Für Big Data im Allgemeinen und Big 
Data in der Cloud im Speziellen gibt es nicht nur in der Wissenschaft und in 
Unternehmen vielversprechende Anwendungsgebiete, sondern vor allem auch 
in der öffentlichen Verwaltung. Der erfolgreiche Einsatz von Big Data in der öf-
fentlichen Verwaltung könnte zu einer effizienteren Verwaltung und mehr Bür-
gernähe führen, zur Unterstützung deutscher und europäischer Anbieter beitra-
gen und helfen, die Potenziale von Big Data in der Cloud anderen potenziellen 
Nutzern zu verdeutlichen. Einerseits sollten die Anwendungspotenziale von Big 
Data und Big Data in der Cloud im öffentlichen Sektor genauer untersucht 
werden. Ein zentrales Element entsprechender Aktivitäten könnte ein Vergleich 
unterschiedlicher nationaler Big-Data-Strategien sein. Andererseits sollten erste 
verbindliche Ziele im Hinblick auf Angebote im Kontext von Open Govern-
ment Data im Rahmen der E-Government-Initiative festgeschrieben werden. 
> Berücksichtigung der Interessen von Privatpersonen: Privatpersonen spielen 
im Kontext von Big Data eine große Rolle, primär, da sie Organisationen bei 
der Datengewinnung helfen bzw. deren Analyseergebnisse nützen. Allerdings 
sind Privatpersonen auch häufig von Big-Data-Analysen betroffen, ohne dass 
sie es wollen oder darüber ausreichend informiert werden. Personenbezogene 
Daten spielen im Hinblick auf zahlreiche Anwendungsgebiete von Big Data 
eine zentrale Rolle. Um die Akzeptanz von Big Data bei Privatpersonen, ins-
besondere in Zeiten der Massenüberwachung durch Geheimdienste, aufrecht-
zuerhalten, sollten Maßnahmen getroffen werden, die gewährleisten, dass die 
Interessen von Privatpersonen berücksichtigt werden. Beispielsweise könnte 
der Aufgabenbereich von Datenschutzbeauftragten entsprechend erweitert 
oder ein entsprechender Ombudsrat initiiert werden. 
TECHNISCHE INFRASTRUKTUR 
Obwohl die für Big Data und Big Data in der Cloud erforderliche Technologie 
im Prinzip vorhanden ist, gibt es doch bei zahlreichen Anwendungsszenarien 
Probleme, die aufwendige individuelle Anpassungen erforderlich machen. Einer-
seits scheinen die vorhandenen Lösungen nicht flexibel genug zu sein, und ande-
rerseits werden weiterführende, fortschrittliche Analysen nicht ausreichend un-
terstützt. Ein zentrales Problem besteht darin, dass existierende Lösungen zur 
effizienten Verarbeitung großer Datenmengen das Konzept der Iteration nicht 
unterstützen. Es ist nicht ohne Weiteres möglich, bestimmte Berechnungen wie-
derholt auf eine Datenmenge anzuwenden, bis ein bestimmter Fixpunkt erreicht 
ist. Genau das ist aber beispielsweise für Cluster- oder Netzwerkanalysen erfor-
derlich. Darüber hinaus führen unausgereifte Benutzerschnittstellen dazu, dass 
nur ein sehr eingeschränkter Expertenkreis als Nutzer infrage kommt. Nutzer 
müssen sich beispielsweise vielfach mit Fragen der Systemprogrammierung aus-
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einandersetzen und entscheiden können, wie mit den Daten verfahren werden 
soll. Insbesondere für KMU stellt somit der aktuelle Stand der Technologie eine 
große Hürde dar. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Unterstützung von fortschrittlichen Analysen: Um weiterführende, fortschrittli-
che Analysen zu ermöglichen, ist beispielsweise die native Unterstützung des 
Konzepts der Iteration zwingend erforderlich. Existierende Lösungen behelfen 
sich in der Regel mit Maßnahmen, die einerseits zu Einschränkungen bei der 
Effizienz führen und andererseits spezielle Kenntnisse der Nutzer im Bereich der 
Programmierung erfordern. Defizite bei der Unterstützung von komplexen Be-
rechnungen auf großen Datenmengen stellen ein zentrales Problem im Kontext 
von Big Data dar und machen beispielsweise die effiziente Durchführung von 
Cluster- oder Netzwerkanalysen schwierig. Intensive Forschung in diesem Be-
reich könnte durch die Ausrichtung von Wettbewerben gefördert werden, bei 
denen die Leistungsfähigkeit verschiedener Lösungsansätze verglichen wird. 
> Erweiterung des möglichen Nutzerkreises: Die Nutzung von Ergebnissen aus 
Big-Data-Analysen einerseits und die Durchführung von entsprechenden Ana-
lysen andererseits sollten einem möglichst großen Personenkreis möglich sein. 
Hier sind Anstrengungen vor allem im Bereich der Visualisierung notwendig. 
Eine Angleichung der Benutzerschnittstellen von Big-Data-Lösungen an jene, 
die aus dem BI-Umfeld bekannt sind, könnte ein erster Schritt sein. Darüber 
hinaus scheint eine möglichst standardisierte, deklarative Abfragesprache 
notwendig. Eine für die vorhandene Analysearchitektur optimale Umsetzung 
einer Abfrage sollte systemimmanent und autonom vonstattengehen können. 
Die Entwicklung entsprechender Ansätze sollte in enger Abstimmung mit po-
tenziellen Nutzern erfolgen. 
> Ausbau der Netzwerkinfrastruktur: Der weitere Ausbau der Netzwerkinfra-
struktur wird bei der Frage, inwieweit das Potenzial von Big Data in der 
Cloud genutzt werden kann, eine entscheidende Rolle spielen. Es gilt die ak-
tuellen Strategien zum Netzausbau zu überprüfen, da Deutschland sowohl im 
Hinblick auf die Verfügbarkeit von FTTB/H als auch im Hinblick auf LTE 
deutlich unter dem EU-Durchschnitt liegt. Für Anbieter gibt es derzeit wirt-
schaftlich wenig Anreize, in weniger dicht besiedelten Gebieten zu investieren. 
Ein Ansatz zur Lösung des Stadt-Land-Gefälles könnte die Verpflichtung der 
Anbieter zur Bereitstellung einer Mindestbandbreite für alle Kunden durch 
den Gesetzgeber sein. 
ÖKONOMIE DER DATEN 
Der Wert von Big Data für Organisationen ist schwer quantifizierbar, unabhän-
gig davon, ob entsprechende Analysen auf Basis von Cloud Computing genutzt 
werden sollen oder nicht: einerseits, weil die Erfahrungen mit Big Data noch sehr 
VII.  RESÜMEE: HANDLUNGS- UND FORSCHUNGSFELDER 
 191
limitiert sind, und andererseits, weil geeignete Ansätze zur Quantifizierung des 
Wertes von Daten und Analyseergebnissen fehlen bzw. in der Praxis nicht ange-
wendet werden. Entsprechend schwer haben es Big-Data-Vorhaben, die sich bei 
beschränkten Mitteln gegen andere mögliche IT-Investitionen durchsetzen müs-
sen. Dies führt dazu, dass Organisationen bei Investitionen in Big Data eher zu-
rückhaltend sind. Die Bestimmung des Wertes von Daten an sich ist sowohl 
beim Ankauf von Daten für eigene Analysen als auch beim Verkauf von Daten 
an andere wichtig. Während solche Fragestellungen primär für Unternehmen 
und andere Organisationen relevant sind, betrifft die Ökonomisierung von Pri-
vatheit in erster Linie Privatpersonen. Diese sind zunehmend bereit, für eine Ge-
genleistung auf Privatheit zu verzichten. Ein Beispiel aus dem Bereich der mate-
riellen Güter sind Community-Marktplätze zur Buchung und Vermietung von 
privaten Unterkünften. Die starke Nutzung von »kostenlosen« Diensten wie 
Gmail von Google zeigt, dass das Prinzip auch auf immaterielle Güter wie per-
sönliche Daten übertragbar ist. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Bewertung von Investitionen in Daten und Analysearchitekturen: Mit den sich 
rasant entwickelnden technischen Möglichkeiten der Datenanalyse steigt der 
Wert von Daten als Wirtschaftsgut an. Die Nutzung dieses Gutes wird zu-
nehmend als ein wesentlicher Faktor für die Wettbewerbsfähigkeit von Un-
ternehmen und Ländern gesehen. Problematisch ist, dass der Wert von Daten 
und Analyseergebnissen schwer quantifizierbar ist. Dies erschwert nicht nur 
den An- und Verkauf von Daten, sondern auch die Berechnung eines ROI für 
Investitionen in Analysearchitekturen für Big Data. Im Hinblick auf Analy-
searchitekturen gilt es auch die Kostenseite zu berücksichtigen. Auch wenn 
Open Source im Kontext von Big Data eine relativ große Rolle spielt, ist die 
Durchführung von Big-Data-Analysen gleichwohl mit Kosten verbunden. 
Welche Kosten berücksichtigt werden sollten, wie hoch sie sind und wie sich 
die Nutzung von Cloudlösungen darauf auswirkt, ist jedoch weitgehend un-
klar. Die Entwicklung von Ansätzen, die helfen, Investitionen in Daten oder 
Analysearchitekturen zu bewerten, sollte gezielt gefördert werden. 
> Wiederverwendung von Daten: Die Wiederverwendung von Daten in unter-
schiedlichen Kontexten ist eine zentrale Komponente im Rahmen eines funk-
tionierenden Marktes für Daten. Sie steigert nicht nur den Wert von Daten 
für Anbieter, sondern vergrößert auch das Angebot an Daten für potenzielle 
Nutzer. Allerdings ist die Wiederverwendung von Daten, beispielsweise über 
Datenmarktplätze, aus verschiedenen Gründen nicht ohne Weiteres möglich. 
Einerseits fehlen klare Anwendungsfälle und zugrundeliegende Geschäftsmo-
delle, die sowohl für Anbieter und Nutzer von Daten als auch für Datenver-
mittler attraktiv sind. Andererseits gibt es eine Reihe ungeklärter Fragen im 
Hinblick auf rechtliche (z. B. Datenschutz, Urheberrecht), technische (z. B. 
Datenhaltung, Anonymisierung) sowie ökonomische und gesellschaftliche As-
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pekte. Die Erlangung eines umfassenden Verständnisses der Funktionsweise 
von Märkten für Daten sollte vorangetrieben werden. 
> Folgen der Ökonomisierung von Privatheit: Vieles deutet darauf hin, dass die 
Ökonomisierung von Privatheit in Zukunft eine noch größere Rolle spielen 
wird, sowohl im Hinblick auf materielle als auch im Hinblick auf immateriel-
le Güter wie persönliche Daten. Privatpersonen sind einerseits bereit, bewusst 
oder unbewusst, für eine Gegenleistung auf Privatheit zu verzichten, anderer-
seits ist die Angst vor einem zunehmenden Verlust von Privatheit gerade in 
Deutschland groß. Nicht unwahrscheinlich ist, dass der Anteil derer, die un-
bewusst auf Privatheit verzichten und denen die Folgen ihres Handelns nicht 
klar sind, groß ist. Diese Vermutung sollte überprüft und, sofern erforderlich, 
entsprechende Maßnahmen zur Förderung des Bewusstseins gesetzt werden. 
WETTBEWERBSFÄHIGKEIT 
Die Auswertung umfassender Datenbestände wird in Zukunft immer mehr zu 
einem Wettbewerbsfaktor werden, sowohl auf nationaler, als auch auf interna-
tionaler Ebene. Auf Nutzerseite heutzutage vor allem dann, wenn es um das Ver-
ständnis von Kundenverhalten geht. Die entsprechenden internen Daten, vor 
allem auch im CRM-Bereich, befinden sich immer öfter in einer Cloud. Externe 
Daten werden ohnehin großteils aus dem Internet bezogen. Aufgrund dessen 
sind cloudbasierte Big-Data-Lösungen hier besonders relevant. Auf der Anbieter-
seite stellt die Wettbewerbsfähigkeit auf internationaler Ebene eine zentrale Her-
ausforderung dar. Nur wenn es gelingt, die erforderlichen Rahmenbedingungen 
zu schaffen, werden sich einschlägig spezialisierte IT-Unternehmen langfristig in 
Deutschland bzw. der EU niederlassen. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Berücksichtigung der Entwicklung in anderen Ländern und Regionen: Die 
Wahrscheinlichkeit ist groß, dass die Rolle von Big Data als Wettbewerbsfak-
tor über die nächsten Jahre weiter zunehmen wird. Damit Organisationen aus 
Deutschland nicht ins Hintertreffen geraten, sollte die internationale Entwick-
lung genau beobachtet werden. Relevant sind sowohl Erfolgsgeschichten als 
auch verschiedene nationale Maßnahmen zur Förderung von Big Data und 
Cloud Computing. Deutschland sollte allerdings nicht nur versuchen, erfolg-
reiche Maßnahmen, angepasst an die eigenen Gegebenheiten, umzusetzen, 
sondern in vielversprechenden Bereichen eine Vorreiterrolle anstreben. In die-
ser Hinsicht sollten Bereiche identifiziert werden, in denen Deutschland gute 
Voraussetzungen hat, eine entsprechende Rolle einzunehmen. 
> Gründungs- und Wachstumsmöglichkeiten von neuen IT-Unternehmen: Neben 
rechtlichen Herausforderungen werden vor allem eine fehlende Unterstützung 
bei Gründungsvorhaben sowie mangelnde Möglichkeiten der Wachstumsfi-
nanzierung als Gründe für das Fehlen von global agierenden IT-Unternehmen 
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in Deutschland und Europa genannt. Daher sollte untersucht werden, ob und 
wie Instrumente der innovativen Beschaffung, steuerliche Anreize oder Ver-
einfachungen für VC-Investitionen geeignet sind, die Gründungs- und Wachs-
tumsmöglichkeiten von IT-Unternehmen zu fördern. 
KOMPETENZ UND FACHKRÄFTE 
Die Vielfalt der an Data Scientists gestellten Anforderungen macht es insbeson-
dere für KMU und die öffentliche Verwaltung schwierig, geeignetes Personal zu 
finden. Von Data Scientists werden nicht nur Kenntnisse in Datenanalysetechno-
logien verlangt, sondern ebenso in skalierbarem Datenmanagement. Zusätzlich 
sind Kenntnisse in der jeweiligen Anwendungsdomäne unverzichtbar. Data Sci-
entists werden vor allem im Kontext von Unternehmen und in der öffentlichen 
Verwaltung benötigt. Über alle Einsatzbereiche hinweg spielt das Thema Infor-
mationskompetenz, also der selbstbestimmte, souveräne, verantwortliche und 
zielgerichtete Umgang mit Informationen, eine zentrale Rolle. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Entwicklung einer benutzerfreundlichen Abfragesprache: Die Auseinanderset-
zung mit Fragen der Systemprogrammierung ist für Data Scientists zentral. 
Wichtig wäre ein einheitlicher Ansatz in der Interaktion mit Big-Data-
Lösungen auf Basis einer Sprache, in der deklarativ formuliert werden kann, 
wie mit den Daten zu verfahren ist, ohne zugleich Probleme der Infrastruktur 
berücksichtigen zu müssen. Eine entsprechende Entwicklung gab es in den 
1970er und 1980er Jahren mit SQL bereits im Bereich der relationalen Da-
tenbanken. Ziel sollte sein, dass jeder Businessanalyst grundsätzlich auch mit 
Big-Data-Lösungen arbeiten kann. Die Entwicklung entsprechender Ansätze 
sollte in enger Abstimmung mit potenziellen Nutzern erfolgen. 
> Überarbeitung der Curricula für die Ausbildung von Data Scientists: Zusam-
men mit der Überarbeitung des Anforderungsprofils und der Umsetzung tech-
nologischer Verbesserungen sollten die bestehenden Curricula für die Ausbil-
dung von Data Scientists entsprechend überarbeitet werden. Wichtig wäre 
auch die Einbeziehung ethischer Aspekte. Nicht jede Entscheidung, die daten-
getrieben getroffen werden kann, sollte auch so getroffen werden. 
> Erhöhung der Informationskompetenz: Neben der Schaffung eines an die An-
forderungen des Marktes angepassten Ausbildungsangebots spielt auch die 
Erhöhung der Informationskompetenz in der Gesellschaft eine wichtige Rolle. 
Beispielsweise muss der Unterschied zwischen Korrelation und Kausalität ge-
nauso bekannt sein, wie es ein Verständnis dafür geben muss, welche Gefahr 
von der Überanpassung von Modellen ausgeht. Trotz der zahlreichen Poten-
ziale ist ein kritischer Umgang mit Analyseergebnissen unumgänglich. Aber 
auch Privatpersonen müssen die Folgen einer Verwendung ihrer Daten im 
Rahmen von Big-Data-Analysen besser nachvollziehen können. Die Vermitt-
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lung von Informationskompetenz sollte nicht erst beim Studium, sondern be-
reits in der Schule stärker eingebunden werden. 
RECHTLICHE RAHMENBEDINGUNGEN 
In verschiedenen Bereichen ist die Rechtssituation den Anforderungen von Big 
Data und Cloud Computing nicht gewachsen. Das Einhalten der Vorschriften 
und damit die Sicherstellung der Compliance werden für Organisationen immer 
aufwendiger. Im Kontext von Big Data in der Cloud ist das besonders relevant, 
da die Nutzung von Cloud Computing, vor allem von Public Clouds, die Rechts-
lage deutlich verkompliziert. Da liegt daran, dass unter anderem durch die Stär-
ke von US-amerikanischen Unternehmen im Public-Cloud-Computing-Bereich 
ein grenzüberschreitender Bezug sich kaum vermeiden lässt. Besonders relevant 
sind beispielsweise Urheber-, Datenschutz- und Haftungsrecht. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Untersuchung des Anpassungsbedarfs auf Ebene der Gesetzgebung: Zu klären 
ist, inwieweit bestimmte Gesetze wie das BDSG oder das UrhG an die Ent-
wicklungen in den Bereichen Big Data und Cloud Computing angepasst wer-
den können. Teils erscheinen die vorhandenen Regelungen nicht mehr zeitge-
mäß, teils wurde der Anwendungsbereich aufgrund von grenzüberschreitender 
Datenverarbeitung unklar. 
> Untersuchung der Auswirkungen der EU-Datenschutzgrundverordnung: Die 
Datenschutzgrundverordnung, die aktuell im Europaparlament und im Euro-
päischen Rat diskutiert wird, hat eine Harmonisierung sowie eine Moderni-
sierung der nationalen Datenschutzgesetzgebungen in der EU zum Ziel. Big 
Data spielte im Gegensatz zu Cloud Computing in der Entwurfsphase der 
Grundverordnung keine wesentliche Rolle. Untersucht werden sollten deshalb 
die möglichen Auswirkungen eines Inkrafttretens der Grundverordnung auf 
die Durchführung von Big-Data-Analysen. 
> Eigentum an Daten: Während sich Daten zum zentralen Wirtschaftsgut ent-
wickeln, kann aus juristischer Sicht kein »Eigentum« an Daten oder Informa-
tionen begründet werden. Auch wenn Gesetze, in Deutschland z. B. das 
UrhG, Daten unter bestimmten Voraussetzungen in beschränktem Ausmaß 
schützen, reichen entsprechende Lösungen für viele kompliziertere Anwen-
dungsszenarien, vor allem mit grenzüberschreitendem Bezug, nicht aus. Um 
wachstumsbremsende Auswirkungen zu vermeiden, sollte Klarheit im Hin-
blick auf Eigentum an Daten geschaffen werden. 
> Harmonisierungen auf EU-Ebene: Zu klären ist, welche Harmonisierungen 
auf EU-Ebene durchsetzbar sind. Die vielen unterschiedlichen nationalen Re-
gelungen bedeuten für die EU im Vergleich zu großen Wirtschaftsräumen wie 
den USA, Indien oder China einen Nachteil. 
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SICHERHEIT UND TECHNISCHER DATENSCHUTZ 
Bei Überlegungen im Bereich Big Data in der Cloud spielt Sicherheit eine zentrale 
Rolle. Die Verarbeitung von personenbezogenen oder wettbewerbskritischen 
Daten im Rahmen von Public-Cloud-Diensten wird jedoch in der Regel aus 
Gründen der Sicherheit als nicht durchführbar angesehen. 
Folgende Handlungs- und Forschungsfelder sind zu nennen: 
> Maßnahmen zur Gewährleistung der Informationssicherheit: Informationssi-
cherheit spielt im Kontext von Big-Data-Analysen vor allem dann eine beson-
dere Rolle, wenn Dienste aus einer Public Cloud genutzt werden und wenn 
Daten analysiert werden, die entweder personenbezogen oder wettbewerbs-
kritisch sind. Das Problem liegt vor allem im Verlust der Kontrolle über die 
Daten in der Cloud. Einerseits zeigen die Snowden-Enthüllungen, wie unsi-
cher Daten vor allem bei US-amerikanischen Anbietern vor dem Zugriff 
durch Geheimdienste sind, andererseits gibt es in Europa einen Mangel an Al-
ternativen. Die Bemühungen, Europa für große und innovative Anbieter im 
Public-Cloud-Bereich attraktiv zu machen, sollten weiter intensiviert werden. 
Die technologische Souveränität von Deutschland und Europa sollte gestärkt 
werden, um die Abhängigkeit von anderen Märkten zu reduzieren. 
> Sicherheit und Datenschutz als explizite Anforderungen: Allerdings können 
auch die Ergebnisse von Big-Data-Analysen Bedenken im Hinblick auf die Si-
cherheit begründen. Es sind durchaus Einsatzszenarien denkbar, in denen feh-
lerhafte Daten oder fehlerhafte Algorithmen fatale Konsequenzen haben 
könnten. Insbesondere bei automatisierten Entscheidungsprozessen im Kontext 
von kritischen Infrastrukturen (z. B. bei Smart-City- oder Industrie-4.0-Lö-
sungen) muss den Fragen der Sicherheit ausreichend Aufmerksamkeit gewid-
met werden. Erkenntnisse aus dem Qualitätsmanagement fordern, Sicher-
heitsfragen bereits während der Entwicklung von Lösungen zu berücksichti-
gen. Diesbezüglich sind Prinzipien wie »Security by Design« und »Privacy by 
Design« auch im Kontext von Big Data relevant. Die Verankerung solcher 
Prinzipien in Projektkonzeptionen sollte durch geeignete Maßnahmen geför-
dert werden. Beispielsweise könnte der Aufgabenbereich von Sicherheits- bzw. 
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