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論文内容の要旨
米知環境ドに置かれたロボットのようなエージェントが，与えられたタスクを教師なしで自律的に遂行
するために，エージェントには学習機能を持つことが望まれている。学習法の---'つである強化学習は，エー
ジェントが試行錯誤を繰り返し，環境ーから獲得した報酬を手掛かりに，最適または合理的な政策を追及す
る機械学習の枠組みであるn 学習能力を高めるには.環境問定を積極的に遂行することになるが，それに
付随して生じる困難な問題は原境foj定と報酬獲得との悶で均衡なトレードオフを見つけることである。本
論文では.静的な有限マルコフ決定過程下で，積極的な環境同定と能主主的な報酬獲得を統合した新しい強
化学習戦略を見い出し，理論と実験により詳細な検討を行った。
第1章では.本研究の背景，目的及び基礎l原理について述べ既存の研究をまとめるとともに，本論文の
概要を紹介している。
第2章では，代表的な強化学習手法であるQ-learningを改善し決定的マルコフ環境下で環境同定と報
酬獲得を統合した某礎的な強化学習について述べた。
第3章では， Q-learninglこ状態遷移関数と報酬関数とで表わされる学習モデルを導入する意義について
検討し.学習モデルを持つ強化学習システムに向いた効率のよい環境問定アルゴリズムを提案した。
第4章では，非マルコフ環境下でも局所最適解に議ち込むことがなく，かっ行動を実時間的に決定する
ことを目的とした数段階の先読みを行うマルチステップQ-lcarningを採り上げ.有効な現境同定法を提案
しfこ。
第5草ーでは，経験と経験に基づく学習モデルとから作成されたプランニングを持つ学習システムに，積
極的な環境同定メカニズムを導入し，局所最適解に落ちる確率を低くする学智手法Q-aeJearning (Active 
Exploration Q-Icarning)を提案した。 Q-aelcarningは行動系列上の経験を考慮した強化関数値を使用
している。確率的マルコフ環境ドでこの手法の高い学習効率ーを確認し， さらに決定的マルコフ環境下でこ
の手法の収束性が保証されることを証明したの
第6章で';1:，大規模な環境下では環境同定プランエングの時間量が増加する。そのため，同所的環境内
から得られる強化関数値に基づいて評価される環境問定プランニングと.更新される報酬獲得プランニン
グとの問で協調をとる必要がある。制限時間内で積極的に環境問定を行うプランニングを持つ学習アルゴ
リズムを提案し計算機シミュレーションを行った。その結果，正答率と学習回数に優れた性能を持っこ
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とを確認した。
第7章では.本研究で得られた研究結果を総括し，今後の課題をとりまとめた。
論文審査の結果の要旨
未知環境ドに置かれた知能ロボットのような学習機能を持つエージェントは，感覚センサーを通じて環
境の状況を理解し. fJ~動を選択し実行する。ヱージェントは，目標を達成するまで，試行錯誤を繰り返し
成功経験を績むことで未知l環境を担保し.適切な行動を選択する。知能ロボット工学における強化学習は，
報酬獲得を目的とし，環境に適応した行動決定戦略を追及する教師なし機械学習の有力な一手法である。
学省主体であるエージ A ントは多くの報酬を素早く獲得するとともに，一方.最適行動を選択するために
は報酬獲得を軒視し環境問定を行わなければならず，この環境|ロl定と報酬獲得との聞にはトレードオフの
関係が存打.する。本論文では，静的な有限マルコフ決定過程下で横極的な環境問定と能率的な報酬獲得を
統合した強化学習戦時について検討しているc
まず¥代表的な強化学博手法ーであるQ-learning法を改苦-L，環境問定と判断獲得を統合した某ふ強化学
留戦略を提示しているO 次に.基本強化宇宙戦時に状態遷移関数と報酬関数とを用いて表現される環境学
習モデルを導入した右式ム局所厳適併に落ちることを防ぐとともに，行動を素早く決定するために数段
階の先読みを持つ忘式とを提案している。これらのんー式は環境同定を効率良く行っているため.従来方式
より学習効果が優れていることを明らかにしている。さらに.環境学習モデルから行動計画を貰定し，積
極的に原境同定を行う学出戦略を提案している。この戦略では行動系列を考慮した強化関数値を刷いるこ
とで崩所最適解に落ちることを紡いでいるο 決定的環境下で最適解に収束するための条件を導出し，収束
性を解析的に証明している。最後に.大規枝な問題空間における学習戦略について考察している。環境問
定に基づく行動計幽の時間量を減少させるため，局所空間内で積極的に環境問定を行う行動計画を持つ学
習戦略を提案している。計算機シミュレーションの結果.正答率と学習効率に優れた性能を持つことを確
itしている。
これらの研究結果は，機械学習に新たな知見を提供するものであり，知識処理システムを含む情報工学
分野の発展に寄与することが大きい。よって.本論文の著者は博 1:(_L学〉の学{立を陵与される資格があ
るものと認める。
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