A variety of logical frameworks support the use of higherorder abstract syntax (HOAS) in representing formal systems given via axioms and inference rules and reasoning about them. In such frameworks, object-level binding is encoded directly using meta-level binding. Although these systems seem superficially the same, they differ in a variety of ways; for example, in how they handle a context of assumptions and in what theorems about a given formal system can be expressed and proven. In this paper, we present several case studies which highlight a variety of different aspects of reasoning using HOAS, with the intention of providing a basis for qualitative comparison of different systems. We then carry out such a comparison among three systems: Twelf, Beluga, and Hybrid. We also develop a general set of criteria for comparing such systems. We hope that others will implement these challenge problems, apply these criteria, and further our understanding of the trade-offs involved in choosing one system over another for this kind of reasoning.
Introduction
In recent years, the POPLmark challenge [1] has stimulated considerable interest in mechanizing the meta-theory of programming languages, and the issued problems exercise many aspects that are known to be difficult to formalize. While several solutions have been submitted showing the diversity of possible approaches, it has been hard to compare them. Part of the reason is that while the proposed examples are typical for their domain, they do not highlight the differences between systems. We will bring a different view: As experts in designing and building logical frameworks, we propose a few challenge problems which highlight the differences between different meta-languages, and thereby hopefully provide a better understanding of what practitioners should be looking for.
Our focus in this paper is on encoding meta-theory of programming languages using higher-order abstract syntax (HOAS), where we encode object-level binders with meta-level binders. As a consequence, users can avoid implementing common and tricky routines dealing with variables, such as capture-avoiding substitution, renaming and fresh name generation. Because of this one can think of HOAS encodings as the most advanced technology for specifying programming
Examples
In this section, we give an informal presentation and proofs of various properties of the lambda-calculus. We discuss in detail the first example which is concerned with equality reasoning and then briefly sketch the other problems. Formal proofs will be discussed in later sections only for the first. All these examples are purposefully simple, so they can be easily understood and one can quickly appreciate the capabilities and trade-offs different systems offer. Yet we believe they are representative of the issues and problems arising when formalizing formal systems and proofs about them.
Equality Reasoning for Lambda-Terms
We begin by defining the syntax of the (untyped) lambda-calculus together with a declarative definition of equality which includes reflexivity and transitivity in addition to the structural rules. We then define the algorithmic version of equality, which concentrates only on the structural rules. We model the declarative definition of equality by the judgment Ψ equal M N and the algorithmic one by the judgment Φ eq M N and carefully define the contexts Ψ and Φ. The goal is to prove these two versions of equality to be equivalent. 
Declarative Equality
It may be slightly unusual to keep the fact that a variable is equal to itself as a declaration in the context in both formulations. It is only strictly necessary in the first. There are two main reasons. 1) Explicitly introducing the appropriate assumption about each variable is a general methodology which scales to more expressive assumptions. For example, when we specify typing rules, we must introduce a typing context that keeps track of the fact that a given variable has a certain type. 2) Choosing this formulation will also make our proofs more elegant and compact, while at the same time highlight the issues which arise when working with two formal systems each using different assumptions. We begin by proving that reflexivity and transitivity are indeed admissible from the algorithmic definition of equality.
Theorem 1 (Admissibility of Reflexivity and Transitivity)

If Ψ contains premises for all the free variables in
The first theorem can be proven by induction on M . The second can be proven by induction on the first derivation. We now state that when we have a proof for equal M N then we also have a proof using algorithmic equality.
Attempt 1 (Completeness
However, we note that this statement does not contain enough information about how the two contexts Φ and Ψ are related. In the base case, where we have that Φ equal x x, we must know that for every variable x in Φ there exists a corresponding assumption such that eq x x in Ψ . There are two solutions to this problem. 1) We state how two contexts are related and then assume that if this relation holds the theorem holds. 2) We generalize the context used in the theorem such that it contains both assumptions as follows:
where we deliberately state that the assumption eq x x always occurs together with the assumption equal x x, and then apply weakening and strengthening as needed to apply the equality inference rules. Both approaches can be mechanized and we discuss some of the trade-offs later. For now we will concentrate on the latter approach and state the revised generalized theorem.
Theorem 2 (Completeness
Proof. Proof by induction on the first derivation. We show three cases which highlight the use of weakening and strengthening.
Case 1: Assumption from context
We know Γ equal x x where equal x x ∈ Γ by assumption. Because of the definition of Γ , we know that whenever we have an assumption equal x x, we also must have an assumption eq x x.
Case 2: Reflexivity rule
If the last step applied in the proof was the reflexivity rule Γ equal M M, then we must show that Γ eq M M. By the reflexivity lemma, we know that Ψ eq M M. By weakening the context Ψ , we obtain the proof for Γ eq M M.
Case 3: Equality rule for lambda-abstractions
by alg. equality rule for lambda-abstraction This proof demonstrates many issues related to the treatment of bound variables and the treatment of contexts. First, we need to be able to apply a lemma which was proven in a context Ψ in a different context Γ . Second, we need to apply weakening and strengthening in the proof. Third, we need to be able to know the structure of the context and we need to be able to take advantage of it. We focus here on these structural properties of contexts, but of course many proofs also need the substitution lemma.
Reasoning about Variable Occurrences
In this example, we reason about the shape of terms instead of equality of terms. The idea is to compare terms up to variables. For example lam x. lam y. app x y would have the same shape as lam x. lam y. app y x but these two terms are obviously not equal. We use the judgment Φ shape M 1 M 2 to describe that the term M 1 and the term M 2 have the same shape or structure. Thinking of the lambda-terms being described by a syntax tree, comparing the shape of two terms corresponds to comparing two syntax trees where we do not care about specific variable names which are at the leaves of it. The definition for shape M 1 M 2 can be found in the electronic appendix. We now prove that if M 1 and M 2 have the same shape, then they must have the same number of variables using the judgment Φ var−occ M I where I describes the total number of variable occurrences in the term M . So for example, the total number of variable occurrences in the term lam x. lam y. app (app y x) x is 3. If we think of the lambda-term as a syntax tree, then I describes the number of leaves in the syntax tree described by the term M . We give three different variations, intended to show differences among systems.
Theorem 3
1. If Φ shape M 1 M 2 then there exists an I such that Φ var−occ M 1 I and Φ var−occ M 2 I. Furthermore I is unique. 2. If Φ shape M 1 M 2 then for all I. Φ var−occ M 1 I implies Φ var−occ M 2 I. 3. If Φ shape M 1 M 2 and Φ var−occ M 1 I then Φ var−occ M 2 I.
Reasoning about Subterms in Lambda-Terms
For the next example, we define when a given lambda-term M is a subterm of another lambda-term N and hence we consider M to be structurally smaller than (or equal to) N using the following judgment: Ψ le M N. Rules for this judgment are given in the electronic appendix. We concentrate here on stating a very simple intuitive theorem that says that if for all terms N , if N is smaller than K implies that N is also smaller than L, then clearly K is smaller than L.
This theorem is interesting because in order to state it, we nest quantification and implications placing them outside the fragment of propositions directly expressible in systems such as Twelf.
Mechanization in Twelf and Beluga
In this section, we discuss how the previous examples are implemented in Twelf and Beluga. Both systems share an encoding of expressions and inference rules for declarative and algorithmic equality in the logical framework LF [7] . There are several excellent tutorials on how to represent inference rules in the logical framework LF, and hence we keep this very short.
Formalization of Lambda-Terms and Declarative and Algorithmic Equality.
Using HOAS, we represent binders in the object-language (see for example lam x. M ) using binders in the meta-language, i.e., the logical framework LF. Hence the constructor lam takes in a function of type exp → exp. For example, the object-language term lam x. lam y. app x y will be represented in LF as lam (λx. lam (λy. app x y) ). Bound variables found in the object language, are not explicitly represented in the meta-language.
Object-language
Representation in LF Term M ::= y
We give the implementation of the declarative and algorithmic equality rules next using the two type families eq and equal respectively. Each inference rule is then represented as a type. Hypothetical derivations (as in the rule for lambdaabstraction) are represented as higher-order functions.
. e_a: equal T2 S2 → equal T1 S1 → equal (app T1 T2) (app S1 S2). e_r: equal T T. e_t: equal T R → equal R S → equal T S.
Proofs as Recursive Functions.
Beluga is a functional language where (hypothetical) derivations are characterized by contextual objects and an inductive proof about derivations is written as a recursive function using pattern matching on them. Each case of the proof corresponds to one branch in the function. First, we define the context schema for the context Ψ which was used in defining algorithmic equality to track assumptions of the form eq x x (see page 230). Context schemas classify contexts just as types classify terms. It can be defined as follows: schema eqCtx = block x:exp . eq x x; This states that our context consists of blocks of assumptions, containing x:exp and eq x x. More formally, the block-construct introduces a Σ-type grouping the two declarations together.
The reflexivity theorem which stated that for all M there exists a proof for eq M M can then be implemented as a recursive function called ref which will have the following type:
This can be read as follows: for all contexts ψ which have schema (eqCtx)*, for all terms M, we have a proof that (eq (M ..) (M ..)) [ψ] . Explicit quantification over the context variable ψ is written using curly brackets in {ψ:(eqCtx)*}. The schema is annotated with * to denote that declarations of the specified schema may be repeated and the context must be passed explicitly by the user. For universally quantifying over M, we use curly brackets in {M::exp[ψ]}. Central to Beluga is the idea of a contextual type. M for example has type exp[ψ] which describes an object M which has type exp in the context ψ. M is hence an expression which may refer to variables in the context ψ. When we use M it is associated with a substitution which maps all the variables in ψ to the correct target context. In the example, we use M within the contextual type (eq (M ..) (M ..)) [ψ] . Hence, M is declared in the context ψ and because it is also used in the context ψ, it is associated with the identity substitution, which is written as.. in our concrete syntax. Intuitively, it means M can depend on all the variables which occur in the context described by ψ. The derivation Ψ eq M M is directly captured by the contextual type
Before we represent the completeness theorem as a recursive function ceq, we define the schema of the generalized context, following our previous informal development as follows: schema eCtx = block x:exp,u:eq x x.equal x x ;
Finally, we state the type and implementation of the function ceq. We indicate that the context γ is implicit in the actual implementation of the proof and will be reconstructed by omitting the (...)* when declaring the schema of γ.
We explain the three cases shown also in the proof on page 231. First, let us consider the case where we used an assumption from the context. It is modelled using parameter variables #p in Beluga. Operationally, #p can be instantiated with any bound variable from the context γ. Since the context γ consists of blocks with the following structure: block x:exp,u:eq x x . equal x x, we in fact want to match on the third element of such a block. This is written as #p. Second, we consider the case where we applied the reflexivity rule e_r as a last step. In this case, we need to refer to the reflexivity lemma we proved about algorithmic equality. To use the function ref which implements the reflexivity lemma for algorithmic equality we however need a context of schema eqCtx but the context used in the proof for ceq is of schema eCtx. Since the schema eCtx in fact contains at least as much information as the schema eqCtx, we should be allowed to pass a context of schema eCtx when a context of schema eqCtx is required. This is achieved by incorporating context subsumption in Beluga (see [17, 8] for an introduction to context subsumption).
Third, we consider the case for e_lam. In this case, we extend the context with the new declarations about variables and pass to the recursive call ceq the derivation [γ, b:block x:exp,u:eq x x.equal x x] D .. b.1 b.3) . Weakening is builtin. Although the derivation D only depends on the context ψ,x:exp,u:equal x x, we can use it in the context which also has the assumption eq x x. Applying the induction hypothesis corresponds to the recursive call. The result of recursive call is a derivation F, where F only depends on x:exp and u:eq x x. In the on-paper proof we employed strengthening. Finally, we use F to assemble the final result
The cases where we applied the application rule e_a and the transitivity rule e_t as a last step are straightforward. In both cases, we simply appeal to the induction hypothesis on the subderivations D1 .. and D2 ... This is implemented as a recursive call to ceq using the derivation [γ] D1 .. and the recursive call to ceq using the derivation [γ] D2 ... Finally we assemble the result. In the case for applications we use the rule eq_app and in the case for transitivity we use the lemma trans.
Proofs as Relations. In Twelf, the proof is implemented as a relation between two derivations, and we separately check that it constitutes a total function. The mode declaration says how we must read the relation operationally. The theorem is represented as a type family, and each case of the proof is represented as one type (or clause). The proof is similar to the implementation in Beluga, with a few exceptions. In Twelf, the context in which we prove the theorem is implicit, and there is no generic variable case, but the variable case is folded into the case for lambda-abstraction. We begin by stating the reflexivity theorem as a relation in Twelf together with the corresponding world declaration. Similar to context schemas, world declarations allow us to describe the context in which the theorem is proven. However, unlike schemas, worlds also keep information about base cases. Since variable cases are handled implicitly, not explicitly, the context must not only list assumptions x:exp and u:equal x x but in addition a proof that reflexivity holds for x, i.e., We now inspect the implementation of the proof of the completeness proof from page 231. It will be very similar to our proof in Beluga, except for the treatment of base cases and contexts. 
%total E (ceq E D).
We can read for example the case c_a for applications as follows: Given the relation ceq F1 D1 (i.h. on the derivation F1 and D1) and the relation ceq F2 D2 (i.h. on the derivation F2 and D2), we know ceq (e_a F2 F1) (equ_a D2 D1). This case is closely related to the case in our functional program. The differences arise in the case for lambda-abstractions. Since Twelf supports contexts only implicitly, we must introduce a variable x not only together with the assumption equal x x and eq x x, as we do in Beluga, but we also must assume that the reflexivity and transitivity lemma hold for this variable and that indeed there is a proof that guarantees that whenever we have equal x x we must have a proof for eq x x.
Because there is no explicit context and no explicit variable case when reasoning about formal systems, the base cases are scattered and pollute our context. Consequently, it now is harder to compose lemmas and reason about the relationship between different contexts. For example, the world described by blocks r_block is not a prefix of the world described by blocks cl. In Twelf, this will lead to world subsumption failure and the user needs to weaken manually the proof for reflexivity to include assumptions t_x:trans u u u.
1 Apart from the issues around contexts, the Twelf allows a very compact representation of the completeness proof. Weakening and strengthening is handled automatically. For a more detailed explanation regarding the formalization of proofs in the Twelf system and context subsumption, we refer the reader to [8] .
Mechanization in Two-Level Hybrid
The Hybrid approach [10] exploits the advantages of HOAS within general theorem proving systems. We use a pretty-printed version of Coq concrete syntax in this paper. Prop is the type of meta-level formulas and the usual symbols (e.g., →, ∀) represent the meta-level connectives and quantifiers. [ 
The symbol == denotes definitional equality. Free variables in inductive definitions and statements of theorems are implicitly universally quantified at the top-level of each clause or statement.
Hybrid provides a type expr and a set of operators on this type used to encode object-language syntax. It is built definitionally on the foundation of the meta-language of the underlying theorem prover; no axioms are introduced. The operators that are used in this paper, with their types are:
We define the type con later to represent the constants of an object-language.
In the two-level approach used by Hybrid, a specification logic (SL) is defined inductively and used to encode inference rules of object-languages. Hypothetical and parametric judgments are encoded in the SL layer. In this paper, we use a simple SL, a sequent formulation of a fragment of second-order minimal logic with backchaining, adapted from [9] (and also used in [10] ). Its syntax and inference rules can be encoded directly as follows:
In the inductive definition of oo, atm is a parameter used to represent atomic predicates of the object-language and coerces atoms into propositions of type oo. In the definition of the SL, we use the symbol £ for the sequent arrow and decorate it with natural numbers to allow reasoning by (complete) induction on the height of a proof. For convenience we write Γ £G if there exists an n such that Γ £ n G, and furthermore we simply write £ G when ∅ £ G. The first four clauses of the definition directly encode the introduction rules of a sequent calculus for this logic. Terms of type expr are built on an underlying de Bruijn syntax. The use of the proper annotation rules out terms that have occurrences of bound variables that do not have a corresponding binder (dangling indices). 2 In the last two rules, atoms are provable either by assumption or via backchaining over a set of Prolog-like rules, which encode the properties of the object-language. The notation A ←− G represents an instance of one of the clauses of this definition. The sequent calculus is parametric in those clauses.
A small set of structural rules of the SL is proved, and used to reason about object-languages. We prefix theorems formalized in Hybrid with "H-."
H-Theorem 5 (Structural Properties)
(a) Height weakening:
Formalization of Lambda-Terms and Declarative and Algorithmic Equality.
To represent the object-language, we fill in the definition of con, define new operators app and lam using the operators defined earlier for expr , and fill in the definition of atm, which includes the is tm relation for well-formedness of terms as well as eq and equal. The inference rules are inductively defined using ( ←− ).
→ equal (app T1 T2) (app S1 S2) ←− equal T1 S1 and equal T2 S2 e r :
→ equal T T ←− is tm T e t : → equal T S ←− equal T R and equal R S
The well-formedness clauses tm lam and tm app are required since Hybrid terms are untyped (all object-level terms have type expr ). Each of the remaining clauses of the inductive definition is given the same name as the corresponding rule in the Twelf and Beluga encoding. Note that they are quite similar; the differences in the encodings include 1) the abstr conditions used to rule out meta-level functions that do not encode object-level syntax, and (2) the appearance of is tm in the e l and e r clauses, which are required to prove adequacy of the encoding (see [5] for a fuller discussion of adequacy of Hybrid encodings). In particular, we prove:
Formalization of Completeness for Algorithmic Equality.
In place of classifying contexts using context schemas or worlds declarations, we adopt the notion of a context invariant. This notion is informal; since we have an expressive logic at our disposal, we can define any predicate on contexts. We present one approach and briefly discuss a second one. In the first, we have three context invariants, one each for the proofs of reflexivity, transitivity, and completeness.
Context invariants are used for two purposes here: 1) to represent how two contexts in different judgments are related (e.g., ref inv), and 2) to represent information contained in the Σ-type groupings found in the block declarations in Beluga and Twelf (e.g., tr inv). If we include enough information, as we do here, no weakening or strengthening is needed in the completeness proof. Instead, the following property is needed.
H-Lemma 6 (Context Extension)
ceq inv Φ Ψ → ceq inv (equal x x, is tm x, Φ) (eq x x, Ψ)
We now state the reflexivity and completeness theorems, and discuss the proof of the completeness theorem.
H-Theorem 7 (Reflexivity
In addition to being necessary for adequacy, well-formedness definitions provide a convenient form of induction, which is used to prove the above theorem.
H-Theorem 8 (Completeness)
The proof is by induction on n with induction hypothesis:
A derivation of Φ £ n equal T S must end in an application of the last two clauses of the definition of the SL (s init or s bc, page 237). In the s init case (the assumption from context case), we know that (equal T S) ∈ Φ. By the definition of ceq inv, we know that (eq T S) ∈ Ψ . We use this fact and simply apply s init to obtain Ψ £ n eq T S , as desired.
When the derivation ends in s bc, it must be the case that one of the four clauses defining declarative equality (page 238) was used. We consider reflexivity (e r) and abstraction (e l). In the former, we know that T = S and Φ £ n−1 is tm T . By H-Theorem 7, we can conclude Ψ £ n−1 eq T T and by H-Theorem 5(a), that Ψ £ n eq T T .
In the abstraction case (e l), we know that T and S have the form (lam x. T x) and (lam x. S x), respectively, and we must show:
By repeated inversion of the SL rules on the last premise, and repeated backward application of these rules to the conclusion, we obtain:
We can conclude ceq inv (equal x x, is tm x, Φ) (eq x x, Ψ) by H-Lemma 6 applied to the second premise, and then apply the induction hypothesis to obtain:
which is provable directly by an application of H-Theorem 5(a).
We can also prove this theorem using a generalized context as is done in Twelf and Beluga. Using this alternate approach, we have only one context, so the context invariant no longer needs to express relationships between different contexts; now it only needs to contain the following information, which is also found in the block declarations in Beluga and Twelf.
ceq inv Γ == (∀xy. eq x y ∈ Γ → x = y) ∧ (∀xy. equal x y ∈ Γ → x = y).
Using this approach, we must also explicitly define weakening and strengthening functions on contexts, and lemmas about them. Such functions and lemmas depend on the object-language, but the lemmas are fairly easily proved using H-Theorem 5(b), which is the general weakening theorem of the SL. The reasoning required to prove this new version of H-Theorem 8 is similar to before, though slightly complicated by the need to explicitly apply the weakening and strengthening lemmas.
Criteria for Comparison
In this section we compare the approach taken in the three systems considered in this paper. More generally, we describe a list of questions which can be used to quantitatively compare systems and highlight their differences.
How do we represent contexts in proofs?. Beluga supports explicit contexts when implementing proofs about LF objects. Context variables allow us to abstract over concrete contexts and the structure of contexts is defined by context schemas. Σ-types tie different declarations together. While Beluga shares the general ideas regarding representing and reasoning about contexts with the Twelf system, it makes the meta-theoretic reasoning about contexts which is hidden in Twelf explicit. In Twelf, the actual context of hypotheses remains implicit. In Hybrid, contexts are explicitly modelled using lists or sets in the SL, but do not appear in the specification of the inference rules of the object-language in the inductive definition of ( ←− ).
How do we reason with contexts?. Reasoning with contexts is particularly important when reasoning about the relationship between two formal systems (such as the equality example) and when we assemble larger proofs using lemmas. Systems like Twelf and Beluga also support structural reasoning about contexts; for example, weakening is supported by the underlying typing rules and context subsumption. This built-in support is sensitive to the ordering of elements in a context (or world) schema and may require explicit weakening as in the implementation of the completeness proof for equality in Twelf. In Hybrid, H-Theorem 5 supports simple reasoning about contexts. This theorem is carried out once and for all at the SL level, and reused for every object-language. More complicated reasoning about weakening and strengthening can be avoided in Hybrid by expressing relationships between contexts in different judgments. The trade-off is that we must define these relationships explicitly as context invariants and prove context extension lemmas. The meta-logic, however, provides considerable flexibility in expressing such invariants. In fact, as discussed earlier, we can express them so that they use generalized contexts and lead to proofs that follow the corresponding Twelf and Beluga proofs quite closely. Doing so requires explicit weakening and strengthening lemmas that are specific to the object-language. Much of the reasoning that uses these kinds of lemmas is stereotyped and could be automated (although we have not yet done so).
How do we retrieve elements from a context?. As the context is implicit in Twelf and the user has no access to it, the user cannot pattern match on elements from it directly. Instead of generic cases which pattern match on an element from the context, base cases in proofs are handled whenever an assumption is introduced, and in fact are treated as part of the context. This may lead to scattering of base cases and redundancy, and in addition complicates reasoning about contexts. In Beluga, retrieval is supported using parameter variables and projections. This is in fact crucial in the reflexivity ref and in the completeness proof ceq, where we use Σ-types to tie assumptions together and use projections on a parameter variable to retrieve different parts. Since the context is explicit in the SL level in Hybrid, when retrieval of elements is needed in the base case and other cases, it is done via simple list operations such as membership. The Coq libraries provide support for using such operations in proofs.
How easy is it to state a given theorem?. The examples in sections 2.2 and 2.3 provide a wide range of statements. All discussed systems provide a two-level approach. However, the level which allows reasoning about formal systems is more expressive in Beluga and in Hybrid. These systems provide direct representations of the given theorems. Twelf's meta-logic which is used to verify that a given relation constitutes a proof is not rich enough to handle nested quantification and implications directly. One solution is to implement an assertion logic which is then used to encode the actual theorem [18] .
How do we apply a substitution lemma?. In all known systems supporting HOAS encodings substitution lemmas come for "free." While the examples in this paper do not make use of the substitution lemma, there are several well-known examples such as type preservation for MiniML. In the Twelf system and in Beluga, applying the substitution lemma is reduced to the substitution operation in the underlying logical framework. In Hybrid, the substitution lemma corresponds to the application of the SL cut-rule, expressed as H-Theorem 5(c).
How do we know we have implemented a proof ?. In a system such as Hybrid, we simply need to trust the underlying proof assistant and establish adequacy. In general, proofs proceed by induction on the definition of the SL with a subinduction on the object-language. Coq provides extensive support for inductive reasoning, and the induction hypothesis is a premise that is applied explicitly when needed.
In systems such as Twelf or Beluga, we need to establish separately that the user implemented a total function. Twelf is a mature system and provides a coverage checker which in turn relies on the world declarations to ensure the base cases are covered. In addition, the termination checker verifies that a given relation is terminating according to a structural ordering specified by the user. This establishes that all appeals to the induction hypothesis are valid.
Beluga essentially adopts the same philosophy, although the current release does not include a coverage and termination checker. The theoretical foundation for coverage in Beluga is described in [4] and an implementation is planned for the future. Intuitively, pattern matching on a contextual object of type A[Ψ ] is exhaustive if we cover all constructors of type A plus the cases described by parameter variables, which cover the possibility that we have used an assumption from the context Ψ . For termination checking, we believe the ideas from [12] can be easily adapted.
In general, writing cases using pattern matching by hand may result in a more compact proof since it provides a flexible way to write fall-through patterns or to simultaneously match on several objects. Hence, we may get away with writing fewer cases explicitly as compared to an interactive prover.
How easy is it to interface the system with, for example, support for natural numbers?. In the example that counts variable occurrences, reasoning about natural numbers may be necessary and useful. Twelf and Beluga's reasoning infrastructure does not support them and hence properties like addition and the totality of addition must be proven separately. This leads to some overhead in the actual proofs. Hybrid, on the other hand, relies heavily on the theorem prover's built in data-type for natural numbers along with a large collection of lemmas and automated proof procedures (such as omega in Coq).
