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Abstract 1
A number of models for generating statistical data in various fields of in-
surance, including life insurance, pensions, and general insurance have been
considered. It is shown that the insurance statistics data, as a rule, are trun-
cated and censored, and often multivariate. We propose a non-parametric esti-
mation of the distribution function for multivariate truncated-censored data in
the form of a quasi-empirical distribution and a simple iterative algorithm for
its construction. To check the accuracy of the proposed evaluation of the dis-
tribution function for truncated-censored data, simulation studies have been
conducted, which showed its high efficiency. The proposed estimates have been
tested for many years by the IAAC Group of Companies in the actuarial val-
uation of corporate social liabilities according to IAS 19 Employee Benefits.
Apart from insurance, some results of the work can be used, for example in
medicine, biology, demography, mathematical theory of reliability, etc.
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1 Introduction
Indicators of loss and level of risk associated with an insurance policy are
of the greatest interest for an insurance actuary. In general, these indicators
are multidimensional random variables defined by their distribution function.
Therefore, estimating this distribution function or their parameters (e.g.,
moments, quantiles etc.) is one of the most important and often the most
difficult part of an actuarial work. The complexity of this estimation work
is mainly due to the complexity of the structure of insurance statistics and
underdevelopment of statistical analysis methods.
Since insurance is always a time dependent process, one of the indicators of
level of risk is naturally time itself. This complicates significantly the statistical
data structure due to the fact that time data are often censored or truncated
(e.g., Baskakov et al. [3], [2] and many other authors).
There are a lot of studies handling the problem of non-parametric estima-
tion of the truncated and censored data distribution function. Most of them
deal with univariate data such as lifetime. Kaplan and Meier [20] proposed a
non-parametric estimate of the distribution function based on right-censored
data, and Lynden-Bell [25] considered a similar estimate for left-truncated
data. Later, Tsai [32] followed by Lay and Ying [22] modified the Kaplan-
Meier estimator for the case of left-truncated and right-censored data. In their
works, Peto [26], Turnbull [31], Efron and Petrosian [12] also discussed methods
for constructing non-parametric estimation of the distribution function in the
presence of censoring and/or truncation of observations for sampling schemes
other than left-truncated and right-censored. For example, Turnbull [31] ob-
tains the non-parametric maximum likelihood estimator of the cumulative
distribution function from grouped, interval-censored and/or truncated data.
Frydman [14] modified this estimate, which allowed applying it for virtually
any univariate truncated-censored data scheme.
Bivariate lifetime models under truncation and/or censoring in the avail-
able literature are very limited. Most studies are essentially based on para-
metric or semiparametric models. For example, Frees et al. [13], Carriere [7],
Wang [35] and Luciano et al. [24] consider copula models for describing the
bivariate distribution function. Dai and Bao [9], Dai et al. [10], proposed an
algorithm allowing the use of various parametric functions to transform bi-
variate data into univariate data, and evaluating the univariate distribution
function using the Kaplan-Meier estimator and its inverse transformation into
bivariate distribution. Here, the estimate of the bivariate distribution function
is ambiguous, depending on the type of function used to convert data.
Non-parametric estimates mainly refer to the case when components of the
bivariate vector are only right-censored and/or left-truncated. For instance,
Campbell [6], Van Der Laan [34], Akritas and Van Keilegom [1] proposed bi-
variate distribution function estimation for censored data, while Gu¨rler [17]
and [18] for truncated data. The similar estimations when both components
are censored and truncated have been recently developed by Sankaran and
Antony [28], Shen and Yan [29], Lopez [23] and Shen [30]. The above esti-
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mates and their algorithms have been developed for certain truncating and/or
censoring schemes of the components of a bivariate vector. Therefore, their
adaptation to larger vectors and other truncation and censoring schemes is
impossible or difficult.
In this regard, the work of Baskakov [4] shall be considered, which deals
with the non-parametric evaluation of the multivariate distribution function
based on censored data of almost any data type and proposes a simple itera-
tive algorithm for its construction. However, this estimate fails to extrapolate
any truncated observations, which somewhat limits its application in actuarial
practice.
In this paper, we employ Baskakov’s idea [4] and generalize his estimate
to the case of multivariate truncated-censored data. The work is organized
as follows. Section 2 considers specific examples of truncated-censored data
from the field of insurance. Section 3 provides a formal description of the data
censorship and truncation process and sets out the purpose of the work. Sec-
tion 4 provides a non-parametric estimate of the distribution function based
on multivariate truncated censored data and a generalized iterative algorithm
for its construction. Section 5 describes in detail a non-parametric estimate of
the distribution function based on univariate truncated-censored data. Section
6 proposes a simulation study considering the accuracy of the estimate pro-
posed in the univariate case and provides a comparison with known analogues.
In Section 7, the proposed estimate is applied to solve a practical actuarial
problem based on a real set of bivariate truncated-censored data.
2 Examples of truncated and censored data
Example 1. Classical life insurance. Suppose a t-aged person purchase a life
insurance policy in year y. An insurance company includes this person’s in-
formation in its database and starts monitoring his/her life expectancy from
that moment. Therefore, the insurance company observes a conditional ran-
dom variable x life expectancy of the insured at the age of t, i.e., provided
that his age x > t. If we consider the entire company portfolio, it is obvious
that such situation arises for each of the insured based on his/her age at the
time of the purchase of the policy. Thus, the insurance company database is
a collection of information about conditional random variables with random
condition (age of policy purchase is in general a random value)
{x = xk | x > tk}, k = 1, . . . , n, (1)
with n being the number of elements in the insurer database.
Such type of data as opposed to an unconditional random variable x is
called truncated data. This name is justified by the fact that compared to the
traditional statistical sampling
{x = xk}, k = 1, . . . , N (2)
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Fig. 1 The scheme of development of left-truncated and right-censored data
where N is the sample size, in a truncated sample (1) the value n value cannot
be interpreted as statistical sampling size in the conventional sense, since the
truncated sample of n was obtained from the total sample of N (N > n).
Indeed, in this data collection scheme an observer is unable to access the
information about events that has happened before the truncation moment tk.
It is illustrated in Fig. 1 showing the Lexis diagram (e.g. Winsch et al. [36]).
The truncated data of the type considered with truncation set Tk = (−∞, tk)
is called left-truncated.
Unfortunately, these are not the only challenge that an actuary faces during
insurance statistics analysis. Additional problems are associated with various
reasons for termination of the observations of an individual at the age of τk.
Some of them are as follows:
1. The claim occurrence, i.e., death of an individual;
2. The death of an individual due to a cause not being an insurance event
(e.g., suicide or death while practicing extreme sports);
3. The cancellation of an insurance contract;
4. The need for actuarial calculations during the period when an individual
is alive, etc.
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Note that only in the first case the realization of a random variable is fully
observed, which corresponds to the data collection in classical mathematical
statistics. In all other cases, the insurer knows only that the insured event
will happen/would have happened later, if the observation did not stop, and
that during the observation from the age tk to the age τk the claim has not
occurred. With xk as the age at event occurence (in this case the death of the
individual) the observer knows only up to a set Ck 3 xk, such data are called
censored data. The censored data case considered above, with Ck = (τk,∞),
is called right-censored (the information right from the censoring age xk is as
if being removed/censored). Thus, the considered statistical information type
refers to the samples randomly left-truncated and right-censored.
In fact, a truncated and/or censored data is very typical to insurance data.
Insurance data always cover a time interval and accompanied by a loss (possi-
bly zero loss). Regardless of the insurance type and statistics collection process,
the time indicator is always censored (just because actuarial calculations are
carried out periodically, when not all the contracts are completed and, there-
fore, not all the insured events have occurred) and as shown above, the time
indicator may be further truncated. Similarly, the value of loss amount also
suffers from the same problem, with the only difference being the loss amount
not always censored and/or truncated. Let us consider the following example.
Example 2. Motor insurance. Suppose a policyholder in a motor insurance
contract limit the insurance sum to the uc value equal, for example, to 50-
100% of the vehicle cost, and/or use the franchise ut (from 0 to 40% of the
sum insured). Similarly, with example 1, it is clear that uc insurance sum acts
as a censoring value, while the ut franchise acts as the truncation value. As a
result, we again have left-truncated and right-censored sample.
The most studied cases of the truncated-censored data are left-truncated
and right-censored samples, which are the subject of many publications, for
example, the fundamental work by Klein and Moeschberger [21].The other
schemes of truncated and censored data appear in the literature quite rarely.
For example, the International Database of Longevity contains double trun-
cated data, which Gampe [15] used in the study of human mortality beyond
age 110. However, the data available to an actuary to address the most in-
teresting and practically important tasks are, as a rule, multidimensional and
have a complex structure. Let us consider some relevant examples.
Example 3. Lifetime joint annuity. This annuity is issued to two individuals
(usually spouses), and paid fully or partially until the death of both policy-
holders. With spouses generally living together, having common budget and,
therefore, the same income, their way of life and living conditions being often
similar, there is a reason to believe that their life expectancies are positively
correlated random variables. In this regard, to calculate their joint annuity,
you should use the joint distribution function of the spouses’ lifetime.
The statistical data structure concerning each spouse’s life expectancy that
is available to an insurance company coincides with the one that the company
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observes in classical life insurance (see Example 1). In the bivariate case the
situation changes fundamentally, and a censored set Ck and a truncated set
Tk are more complicated due to their higher dimension:
Ck =

(m > mk;w = wk), with mk = yk + tk; yk > wk − τk;
(m = mk;w > wk), with wk = yk + τk; yk > mk − tk;
(m = mk;w = wk), with mk − tk < yk; wk − τk < yk;
(m > mk;w > wk), with mk − tk = wk − τk = yk
(3)
and
Tk = (m < tk;w <∞) ∪ (m <∞;w < τk), k = 1, . . . , n (4)
with m and w the current age of husband and wife respectively;
tk, mk and τk, wk the age of truncation (of the insurance contract conclu-
sion), the age of observation (censoring) termination due to death of husband
and wife respectively or other reasons;
yk the time since the contract conclusion until the date as of which data is
collected;
n the number of policies sold.
To visualize possible sets Ck and Tk are represented on Fig. 2. To simplify
we put that t1 =, . . . ,= t4 and τ1 =, . . . ,= τ4, i.e., Tk sets are the same
2 for all
four policies, and the relationship between the ages of censoring and spouses’
death are selected in such a way as to show the diversity of Ck sets, with k
corresponding to the number of rows in (3).
Most studies on the estimation of bivariate distribution from truncated and
censored data are somehow connected with the solution of this problem (see
the previously mentioned articles, as well as the monograph by Hougaard [19],
papers by Dabrowska [8], Gijbels and Gu¨rler [16], Pruitt [27] et al.). How-
ever, insurance data are more diverse. The following examples illustrate this
diversity.
Example 4. Selection mortality tables. In general, selection mortality table are
based on the conditional distribution function, e.g., distribution function of life
expectancy of individuals with pure endowment or with term life contracts,
or having a disability, etc. For this distribution, the selection condition is a
categorical variable, and the mortality tables construction is reduced to the
problem discussed in Example 1. The only difference is that the statistical
sample is based on the selection. However, a quantitative variable can often
be used as a selection condition. In the case of disability, such a condition is
the age at which a person may become disabled. In this case, it is convenient to
talk about the joint distribution of the lifetime X and the age of disability I,
where marginal distributions at any fixed age of disability i will form selection
mortality tables.
2 This suggestion does not affect information value of the chart since Tk set is defined by
formula (4) and with accuracy to the coordinates of the (tk, τk) point is the same for all
the policies sold.
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Fig. 2 Censoring Ck and truncating Tk of a bivariate (M,W ) vector set
Fig. 3 shows the structure of statistical information on the random vector
(X, I) available for insurance companies. The scope of this vector has a specific
triangular representation type and is determined by the system of equations:
X > 0, I > 0 and X ≥ I, where equality is achieved in the case of death of
a non-disabled persons (k = 3). In case of death of a disabled (k = 1) person
there is also a complete realization of the (X, I) vector, but with, X > I. Note
that in general, the observations are truncated and censored. Data truncation
coincides with the beginning of the observation of an individual at age tk, and
censoring occurs as the result of an observation termination for reasons not
associated with his death (k = 4, 5 or 6) and/or when the observation concerns
a person being already disabled and the age of disability is unknown (k = 2
or 6).
The figure below shows possible options of censored sets Ck and a truncated
set Tk, which, for clarity, are the same for all six policies. Meanwhile the
expressions for sets Ck and Tk will not be written explicitly, assuming that a
keen reader can do it himself.
Example 5. Selection table of employees’ decrement. In the evaluation of social
liabilities in accordance with IAS 19 Employee benefits, some social benefits
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Fig. 3 Censoring Ck and truncating Tk sets of the bivariate vector (X, I)
are often connected with an employee’s age and others with his/her years of
service. Traditionally the age of an employee is the basis for building mortality
and retirement tables and the years of service is used to build table of decre-
ment due to resignation. This approach complicates the analysis, as different
bases of decrement tables do not allow to build a multiple decrement table
consistent with them directly, without additional assumptions. An attempt to
use age as the basis to build all these tables leads to the loss of accuracy of
estimations of financial flows linked to the employee’s years of service.
The way to cope with this problem is almost obvious. When assessing the
enterprise’s social liabilities it is necessary to use selection tables of decrement
due to resignation where the basis is an employee’s age, and the selection
condition is his age at the time of recruitment. The complexity of the available
statistical information and the underdeveloped methods of statistical analysis
determine the obvious problems of such an approach.
A standard scheme of turnover data collection is as follows. Human re-
sources department provides the employees’ data according to the payroll at
the beginning and the end of the reporting period, including date of birth,
date of recruitment, date and reason for employment termination. Usually the
following reasons for job termination are mentioned: resignation, retirement,
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Fig. 4 Censoring Ck and truncating Tk sets of the bivariate (X,E) vector
death and others. The structure of such statistical information are shown in
Fig. 4. You may notice that it is similar (but not identical) to the data struc-
ture considered in the previous example. In this case, a truncation set is more
sophisticated
Tk = (x < tk, e < x) ∪ (x ≥ tk, e < τk) (5)
and a possible type of censoring sets is less diverse
Ck =
 (xk, ek), with δk = 1;(x; ek) : x > xk, with δk = 2;
(x, e) : e ≤ x− xk + ek, with δk = 3,
(6)
with δk an indicator of termination reason equal to 1, 2 or 3, if a k-th employee
died, resigned, retired or quitted an employer for any other reason.
It is obvious that the examples of truncated and censored insurance data
are not limited to the ones discussed above and they can be countless. It is more
difficult to give an example of complete data. We, however, will not do this
and move on to the development of methods of multidimensional statistical
analysis of truncated and censored data.
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3 Formulating the problem
Section 2 contains a number of specific examples of truncated-censored data
used in the insurance industry, that provide some insight into the process of
data generation. However, further development requires a formal description
of this process, which includes two separate components — data truncation
and data censoring. To simplify, we will describe them separately.
Let us consider Xk = (x
1
k, . . . , x
M
k ), k ∈ K a set of mutually independent
M variate random vectors defined on a common probability space (X ,BX ,P),
where X is the space of the of X vector values, P is the probability measure,
BX the Borel σ-algebra of subsets X , and K the index set (finite or infinite).
It should be noted that the truncation process does not concern the vector
X, but the space of its values X . Let us consider a random vector Y ∈ Y
independent of X and assume that a measurable map g : Y → BX is given,
which assigns a measurable set Tk ∈ BX to each vector Yk ∈ Y, where Y
is the space of values of Y . Let us say that in the process of statistical data
generation, the space X is truncated by a random set Tk ∈ BX , k ∈ K to
the subspace X \ Tk, if as a result of truncation X only X ∈ X \ Tk become
observable. In other words, the vector X is observed in a random condition
X ∈ X \ Tk associated with its k-th realization Xk, k ∈ K. The set Tk will be
further called the truncation set or the truncating set.
Truncated data on the vector X are generated as follows. First, the vector
Yk ∈ Y is implemented, which by mapping g defines the truncating set Tk,
which in turn truncates the original space X to the subspace X \Tk. Then the
vector Xk ∈ X \ Tk is observed, but there is no information about the values
and number of realizations of the vector X on the truncating set.
Thus, the value of the vector Xk and the truncating set Tk contain all
available information about the truncated observation, while the family
{Xk, Tk}, k ∈ K (7)
forms a truncated sample from the distribution P provided that X ∈ ⋃∞k=1(X \
Tk). Further we assume that
⋃∞
k=1(X \ Tk) = X , although this is but a detail.
Unlike truncation the process of censoring is connected only with the vector
X. The model for such an experiment can be determined by a measurable map
G : X → BX , (8)
which assigns a certain measurable set Ck ∈ BX to any vector Xk ∈ X such
that
Ck 3 Xk;
G−1(Ck) = {X : G(X) = Ck} = Ck, k ∈ K. (9)
Here we mean that in the process of censoring it is not a specific value of the
vector Xk, k ∈ K that is observed, but only its image Ck ∈ BX shown in the
mapping G. In this case, Ck stands for a set of possible values of the vector
Xk in the experiment G.
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It follows from the condition (9) that the family {Ck}k∈K forms a space
partition X and induces on X a σ-algebra BGX ⊂ BX .
Using the random variable X and the system of events {Ck}k∈K, we con-
struct a new random variable XG equal to the conditional expected value X
with respect to BGX , that is X
G = E[X|BGX ]. In other words, the value XG is
obtained from X by means of local conditional averaging, that is, averaging
those X, that fall into the set Ck. This means that X
G is a rough version of
X, just as BGX with atoms Ck is an enlarged version of σ-algebra BX .
The reason we turned to the conditional expectation XG is that the ex-
periment G actually provides information about this very value. For the same
reason, statistical conclusions about the random value X can be made only
indirectly, through the value XG.
The grounds for using XG as an approximation of X are ensured by the
equality E[X|B] = E[XG|B], B ∈ BGX , whence it follows that the value X is
determined with the accuracy reduced to the values on the sets B ∈ BGX . In
particular, the equality is fair
P(X ∈ B) = P(XG ∈ B), B ∈ BGX .
For short, we will often omit the superscript in XG and BGX .
Now applying mapping (8) to the vector Xk, k ∈ K in (7) we get a
truncated-censored sample
{Ck, Tk}, k ∈ K, (10)
where Ck end Tk censoring and truncating sets respectively for the k-th realiza-
tion on an observed random variable X. Hereafter, no distinction is made be-
tween complete and censored observations, and truncated and non-truncated
observations, because the complete observation can be regarded as censored
with Ck = {Xk}, while the non-truncated as truncated with Tk = ∅.
The objective is to draw conclusions on unconditional distribution P of the
initial vector X based on the data of type (10).
4 Quasi-empirical distribution
Assume that {Xk}, k = 1, . . . , n is a random sample from the distribution P.
Let us consider the empirical distribution Pn on (X ,BX ) concentrated at the
points X1, . . . , Xn, for which the probability value Xk is assumed to be 1/n.
Then for any B ∈ BX by definition
Pn(B) =
1
n
n∑
k=1
IXk(B), (11)
where IXk(B) is an indicator equal to 1 if X ∈ B or 0 if X /∈ B. It is known
that for
Pn(B)→ P(B) a.s., as n→∞, (12)
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that is, the sequence of empirical distributions Pn(B) is getting infinitely close
to the initial distribution P(B).
Let us consider the case of censored data. By applying mapping G to
{Xk}, k = 1, . . . , n, we obtain a censored sample
{Ck}, k = 1, . . . , n. (13)
In the future, we will use the shorthand notation G(Xn). Given that Ck, k =
1, . . . , n shape the space partition X and the probability value Xk, and, con-
sequently, the probability of its image G(Xk) = Ck is 1/n, then using the law
of total probability we obtain
Pn(B) =
1
n
n∑
k=1
Pn(B|Ck), B ∈ BX . (14)
In the case of censored data, the probability Pn(B|Ck) is determined only
for B ∈ BGX , so the formula (14) matches the expression (11) for the empiri-
cal distribution concentrated on the disjoint sets C1, . . . , Cn. This makes the
estimate (14) trivial.
A meaningful problem arises if we consider the projection of the vector X
on the subspace X generated, for example, by its first m < M components.
The fact is that the actuary, as a rule, is interested in certain m components of
the vector X, while other M−m components are hindering (censoring). This is
clearly illustrated by the above discussed examples. Thus, in example 1, the life
expectancy of the insured x is of practical interest, while the termination age
of the observation τ is an hindering parameter. In addition, all the examples
actually considered the projection of the vector X on the subspace X generated
by one (examples 1 and 2) or two components (examples 3 to 5) the application
requires.
Where it is necessary to explicitly specify the dimensionality of the ran-
dom variable space X we will use the superscript. So denoting XM−m the
subspace generated by M −m components and identifying a pair of vectors
(x1, . . . , xm, 0, . . . , 0); (0, . . . , 0 , x(m+1), . . . , xM ) with the vector (x1, . . . , xM ),
we have
XM = Xm ×XM−m.
Let Pn(B) be a given probability measure for XM , as before. Let us call the
BmX Borel σ-algebra of all subsets B ⊂ Xm, for which B ×XM−m ∈ BGX .
By assumption, BmX contains all the Borel subsets of Xm. Then for any
B ∈ BmX the projection of measure Pn on Xm is
Pn(B) = Pn(B ×XM−m).
Hence, the projection (14) on Xm is a functional
Pn(B) =
1
n
n∑
k=1
P(B|Ck), B ∈ BmX , P ∈ P, (15)
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where P is the class of all distributions representing the projection of measure
P from XM on Xm, such that P(Ck) = 1/n, Ck ∈ BGX .
Note that the function (14) is projected into the functional (15). This is
because the censored sample (13) does not regulate the distribution of measure
Pn on Ck ∈ BGX and the projections of censoring sets Ck on Xm intersect.
Indeed, the calculation of probabilities P(B|Ck), B ∈ BmX assumes the distri-
bution P on the sets Ck ∈ BX as known. Class P contains infinitely many
distributions P, which implies the ambiguity of the projection of Pn(B) on
Xm. According to the paper [3] the functional solution (15), that is
P∗n(B) =
1
n
n∑
k=1
P∗n(B|Ck), B ∈ BmX , P∗n ∈ P, (16)
is called quasi-empirical distribution. Obviously, such a solution exists. For
example, if we assume that on Ck ∈ BGX , the measure Pn(Ck) = 1/n is
concentrated at the point Xk ∈ Ck, then (14) transforms into the empirical
distribution (11), and the solution of the functional (15) will be usual empirical
distribution on Xm.
The following treatment concerns only the vector Xm = (x1, . . . , xm,
0, . . . , 0), and therefore we will omit the index m used to denote the di-
mensionality of the vector Xm, the subspace Xm, and σ-algebra BmX , if no
misunderstanding follows.
Let us consider the complete truncated sample (7) from the distribution
P. Assume that Tk 6= X for any k ∈ K, then
P(B|X \ Tk) = P(B ∩ (X \ Tk))
P(X \ Tk) ) =
P(B)−P(B ∩ Tk)
1−P(Tk) .
Whence it follows that
P(B)
1−P( Tk) = P(B|X \ Tk) +
P(B ∩ Tk)
1−P(Tk) . (17)
Having summed up the left and right parts of this expression across all k =
1, . . . , n, we obtain
P(B) =
1
N
n∑
k=1
(
P(B|X \ Tk) + P(B ∩ Tk)
1−P(Tk)
)
, B ∈ BmX , P ∈ P, (18)
where N is the sample size adjusted for truncation, equal to
N =
n∑
k=1
1
1−P(Tk) .
Now assume that observation is censored using the censoring set Ck. Given
that Ck∩Tk = ∅, then P(B|Ck;X \Tk)= P(B|Ck), B ∈ BmX , P ∈ P, therefore
Pn(B) =
1
N
n∑
k=1
(
P(B|Ck) + P(B ∩ Tk)
1−P(Tk)
)
, B ∈ BmX , P ∈ P. (19)
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The solution of this functional
P∗n(B) =
1
N
n∑
k=1
(
P∗n(B|Ck) +
P∗n(B ∩ Tk)
1−P∗n(Tk)
)
, B ∈ BmX , P∗n ∈ P. (20)
we will call quasi-empirical distribution (or qED), since it actually generalizes
a similar expression of quasi-empirical distribution for censored data (16).
Indeed, if in (10) we assume that Tk ≡ ∅, k = 1, . . . , n, then P∗n(B ∩ Tk)/
(1−P∗n(Tk)) = 0 and N = n.
The expression (20) allows the interpretation as follows. Assume that the
collection of complete data on the vector X from the distribution P(B) termi-
nates immediately after the event Xk ∈ X \ Tk occurs for the first time. Then
on the set Tk, P(Tk)/(1−P(Tk)) realizations of this vector will be observed.
Note that this corresponds to the collection of truncated data with the only
difference, that in the latter case there is no information about the values and
number of realizations of the vector X on the truncation set Tk. However, the
lack of information does not affect the probabilistic characteristics of the vec-
tor X. Therefore, to convert one truncated observation Xk ∈ X \ Tk from the
distribution P(B | X \ Tk) to a non-truncated observation from the distribu-
tion P(B), it is necessary to add P(Tk)/(1−P(Tk)) unobserved realizations
to one observed realization Xk ∈ X \ Tk, that is, each truncated observation
is replaced by an equivalent number
1 +
P(Tk)
1−P(Tk) =
1
1−P(Tk) , (21)
of non-truncated observations from distribution P(B). As a result, a non-
truncated sample is formed from the distribution P(B), on which the estimate
Pn(B) is built, similar to the usual empirical distribution.
Let us explain the meaning of the second summand in expression (20): the
numerator P∗n(B∩Tk) allocates to the set B a part of the probability measure
concentrated on the truncation set Tk, k = 1, . . . , n, and the denominator
1−P∗n(Tk) normalizes it, meeting the condition (21).
Note that if the equality (17) is multiplied 1 − P(Tk) and the previous
arguments are repeated, we obtain an equivalent estimate (in a certain sense)
of the qED:
P∗n(B) =
1
n
n∑
k=1
(P∗n(B|Ck)(1−P∗n(Tk))+
P∗n(B ∩ Tk)) , B ∈ BmX , P∗n ∈ P. (22)
Further, let X include sets Bt = {X ∈ X : xk < tk, k ∈ K}, where t ∈ X ,
then the function F∗n(t) = P
∗
n(Bt) is a distribution function in the popular
sense, that is, the unique, unambiguous, real, and non-negative function of the
point t ∈ X . The function F∗n(t) will be called a quasi-empirical distribution
function.
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In this paper, we will not touch upon such a complex and important issue as
the dependence of the individual components of the vector Xk = (x
1
k, . . . , x
m
k ).
For the sake of simplicity, we assume that all the components involved in the
process of censoring and truncating observations, but not explicitly included in
the list of components of the estimated distribution function, are independent
of the latter.
To construct an estimate of the distribution function (20) or (22), one can
use an iterative procedure of EM-algorithm (e.g., Dempster et al. [11]), which
includes the following steps.
1. Set the initial approximation of the estimate P(0)n (B), B ∈ X , for ex-
ample, uniform.
2. Calculate the sample size adjusted for truncation by formula
N (0) =
n∑
k=1
1
1−P(0)n (Tk)
,
3. Calculate the new value P(1)n (B) using the formula
P(1)n (B) =
1
N (0)
n∑
k=1
(
P(0)n (B | Ck) +
P(0)(B ∩ Tk)
(1−P(0)n (Tk))
)
or
P(1)n (B) =
1
n
n∑
k=1
(
P(0)n (B | Ck) · (1−P(0)n (Tk)) +P(0)n (B ∩ Tk)
)
.
4. Return to step (2), replacing P(0)n (·) with P(1)n (·), etc.
5. Calculations are complete with the set accuracy achieved.
5 Estimation of univariate distribution function (general case)
Let us consider the truncated and censored sample (10) from the distribution
F(x) of a univariate random variable x. The censoring and truncating sets are
respectively equal to
Ck = (c
1
k, c
2
k);
Tk = (−∞, t1k) ∪ (t2k,∞),
(23)
and their boundaries are connected by t1k ≤ c1k < c2k ≤ t2k, k = 1, . . . , n.
Note that special cases of this type of data: left-truncated and right-censored
(examples 1 and 2) with Tk = (−∞, t1k) and Ck = (c1k,∞) were considered
previously.
It’s obvious that the range of univariate truncated and censored data gen-
erated by the sets (23) is much wider than those previously considered. It
is possible to distinguish 12 different types of truncated and censored obser-
vations listed in Table 1. Note that not all combinations of censoring and
truncation are possible. In the table invalid combinations are marked by (−),
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Table 1 Various types of truncated and censored observations
Truncation
Censoring
No Right Left Double
No (complete) + + + +
Right + – + –
Left + + – –
Interval + + + +
they include right (left)-censored and right (left)-truncated or doubly trun-
cated observations.
The qED function F∗n(x), with all sample elements double-truncated and
interval-censored, i.e., with all Ck and Tk, k = 1, . . . , n looking as (23), is a
solution of the functional3
Fn(x) =
1
N
n∑
k=1
(
F
(
min(c2k, x)
)− F (min(c1k, x))
F(c2k)− F(c1k)
+
F
(
max(x, t2k)
)− F(t2k) + F (min(x, t1k))
F(t2k)− F(t1k)
)
(24)
with N an adjusted sample size equal to
N =
n∑
k=1
1
F(t2k)− F(t1k)
. (25)
Note that in the special cases of censoring and truncation (see Table 1) certain
boundaries of sets (23) are changed to their limits, which allows to simplify
the expressions for summands in (24). So, with k-th observation
— complete, we put c1k ≤ xk ≤ c2k, c1k → xk and c2k → xk, then Ck = {xk}
and
lim
c1k→xk; c2k→xk
(
F
(
min(c2k, x)
)− F (min(c1k, x))
F(c2k)− F(c1k)
)
= I(xk ≤ x);
— right-censored, then c2k = t
2
k = ∞ and F(c2k) = F(max(x, t2k)) =
F(t2k) = 1;
— left-censored, then t1k = c
1
k = −∞ and F(min(c1k, x)) = F(min(x, t1k)) =
F(t1k) = 0;
— right nontruncated, then t2k =∞ and F(t2k) = 1;
— left nontruncated, then t1k = −∞ and F(t1k) = 0.
Formulae for the summands in (24) for various combinations of truncation
and censoring of observations, can be found in Table 2.
3 Further we will consider quasi-empirical distribution (20).
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Table 2 Summands of quasi-empirical distribution depending on the observation type
Observation type Formula
Complete and
I(xk ≤ x)Nontruncated
Right-Censored and F(x)−F(min(c1k,x))
1−F(c1
k
)Nontruncated
Left-Censored and F(min(c2k,x))
F(c2
k
)Nontruncated
Interval-censored and F(min(c2k,x))−F(min(c1k,x))
F(c2
k
)−F(c1
k
)Nontruncated
Complete and
I(xk ≤ x) + F(min(x,t
1
k))
1−F(t1
k
)Left-Truncated
Right-Censored and F(x)−F(min(c1k,x))
1−F(c1
k
)
+
F(min(x,t1k))
1−F(t1
k
)Left-Truncated
Left-Censored and
—
Left-Truncated
Interval-Censored and F(min(c2k,x))−F(min(c1k,x))
F(c2
k
)−F(c1
k
)
+
F(min(x,t1k))
1−F(t1
k
)Left-Truncated
Complete and
I(xk ≤ x) + F(max(x,t
2
k))−F(t2k)
F(t2
k
)Right-Truncated
Right-Censored and
—
Right-Truncated
Left-Censored and F(min(c2k,x))
F(c2
k
)
+
F(max(x,t2k))−F(t2k)
F(t2
k
)Right-Truncated
Interval-Censored and F(min(c2k,x))−F(min(c1k,x))
F(c2
k
)−F(c1
k
)
+
F(max(x,t2k))−F(t2k)
F(t2
k
)Right-Truncated
Complete and
I(xk ≤ x) + F(max(x,t
2
k))−F(t2k)+F(min(x,t1k))
F(t2
k
)−F(t1
k
)Double-Truncated
Right-Censored and
—
Double-Truncated
Right-Censored and
—
Double-Truncated
Interval-Censored, F(min(c2k,x))−F(min(c1k,x))
F(c2
k
)−F(c1
k
)
+
F(max(x,t2k))−F(t2k)+F(min(x,t1k))
F(t2
k
)−F(t1
k
)Double-Truncated
6 Accuracy of estimation of quasi-empirical distribution function
(Univariate survival data)
Simulation study was organized to verify the accuracy of estimation of the
qED function for small samples. This is a rather complex challenge due to a
large number of factors affecting the accuracy of estimation of the distribution
function based on truncated-censored data. In addition to traditional factors
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such as the probability distributing the original random variables and the sam-
ple size, the estimation accuracy in this case is also affected by the distribution
of certain components of the vectors X and Y , as well as their mapping G and
g (see sec. 3). These factors determine the structure of the truncated-censored
sample (10), which is characterized by the type of truncating and censoring
sets, their number, and relative position in the sample. The structure of such
sample can be approximated by the following indicators:
— the type of truncating and censoring sets available in the sample (pos-
sible variants of truncated-censored observations are given in Table 1);
— the degree of data truncation and the degree of censoring (the proportion
of truncated and censored observations in the sample), differentiated by types
of truncation and censoring sets.
Based thereon, the simulation program provided for varying the structure
of the truncated-censored sample within a wide range. Samples from the distri-
bution F(x), containing only certain types of truncated-censored observations
presented in Table 2, as well as their various combinations, were considered.
The degree of censorship and truncation varied from 0 to 0.85, and the sample
size varied from 100 to 5000 observations. Random variables from Gamma,
Lognormal, Tweedie, and Weibull distributions were studied.
In addition to examining the influence of these parameters on the accuracy
of qED estimator, the simulation program provided for its comparison with
the modified Turnbull estimator [14], and in the case of truncated-left and
censored-right samples, with the modified Kaplan-Meier estimator [22].
Estimating accuracy of some statistics s (for example, quantile or mean)
based on truncated-censored data, relative error δ = sˆ/s and the correspond-
ing confidence interval (δ1−α/2, δα/2), such that P(δ1−α/2, δα/2) = α, where
sˆ estimation of statistic s, were used as the criteria. The accuracy of the
estimation of cumulative distribution function F(x) is integrally defined by
Chebyshev distance
ρ = max
n
|F∗n(x)− F(x)|, (26)
error of the mean E[F∗n(x)] and two-sided confidence bands, where F
∗
n(x) is
qED or alternative estimation of cumulative distribution function F(x).
Let us consider several examples illustrating the influence of different pa-
rameters on the accuracy of qED estimator. The results of simulation ob-
tained make no claims to completeness, but in our opinion, allow to con-
clude whether the proposed evaluation of the distribution function based on
truncated-censored data is effective.
Example 6. Fig. 5 gives the examples of constructing an estimate of the uni-
variate distribution function based on left-truncated and right-censored data
from the Tweedie distribution [33] with an index parameter p = 1.7, expected
value, and dispersion equal to 1. In the process of simulation, the size of the
truncated sample n took the values of 100, 500, 1000, and 5000 observations,
while other parameters of the model remained unchanged. As a result, the
main characteristics of these samples were quite close to each other. Thus, the
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Fig. 5 Nonparametric estimation of the distribution function for left-truncated and right-
censored sample depending on its size
degree of truncation varied from 0.61 to 0.68, and the degree of censoring var-
ied from 0.36 to 0.41. The size of the non-truncated sample is approximately
equal to N ≈ 1.55 · n.
The results of calculations show that with the growth of the sample size,
the estimate of the qED stabilizes and virtually matches the modified Kaplan-
Meier estimator. For example, at n ≥ 1000 the Chebyshev distance between
the given estimates does not exceed 3.65 · 10−7.
Example 7. The effect of sample size on the estimation accuracy of the qED for
truncated and censored sample from the Weibull distribution with the shape
parameter a = 5 and the scale parameter λ = 10 is illustrated by Fig. 6. The
sample structure is shown in Table 3. The degree of observations censoring
in the example is 0.8, and the degree of truncation is 0.55 on average. The
size of truncated and censored sample n varied from 50 to 5000 observations,
and the size of the corresponding complete sample is approximately equal to
N ≈ 1.98 · n.
For each value n, 500 truncated and censored samples were simulated to
evaluate qED. Then, the Chebyshev distance (ρ ) between this estimate and
the true Weibull distribution was calculated by the formula (26). For each
examined value n, the distribution of distance ρ was constructed and quantiles
were estimated.
The figure shows the dependence of 95%, 90%, 50%, 10% and 5% quantiles
of distribution of distance ρ from the sample size. The median and other
quantiles of the specified distribution decrease monotonically with the growth
of n. Moreover, the rate of decline in the indicators depends on n — the lesser
20 Valery Baskakov, Anna Bartunova
C
he
by
sh
ev
 D
is
ta
nc
e
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Size of Sample
0 1000 2000 3000 4000 5000
Quantile:
5%
10%
Median
90%
95%
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Table 3 Truncated-censored sampling structure
Percentage share
Type of truncated and censored observations
Example 7 Example 9
Complete and Nontruncated 0 10
Right-Censored and Nontruncated 15 10
Left-Censored and Nontruncated 15 10
Interval-Censored and Nontruncated 15 0
Complete and Left-Truncated 10 10
Right-Censored and Left-Truncated 10 10
Interval-Censored and Left-Truncated 10 10
Complete and Right-Truncated 5 10
Left-Censored and Right-Truncated 5 10
Interval-Censored and Right-Truncated 5 0
Complete and Doubly Truncated 5 10
Interval-Censored and Doubly Truncated 5 10
is n, the higher is the rate of decline. For example, with an increase of n from
50 to 500, that is, by 450 observations, the median decreases from 0.201 to
0.075, or 2.68 times. With an increase of n from 500 to 2500, that is, by 2000
observations, the median value decreases only 1.59 times. At the same time,
the standard deviation with the growth of n decreases at a higher rate. Thus,
at n equal to 50, 500, and 2500, the standard deviation is respectively 0.064,
0.031, and 0.0.12, that is, decreases 2.06 and 2.58 times.
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From a practical point of view, the revealed patterns mean that with the
growth of a truncated-censored sample size, the accuracy of estimation of qED
uniformly increases across the space of the random variable values and, at the
same time, the variance of estimate decreases. It is obvious that with the
increase of n, growth rates of the estimation accuracy of individual quantiles
is higher than previously specified for the distribution function as a whole. For
example, the maximum relative error of the median at n = 50 is 31.0%, and
at n = 2500 the error does not exceed 3.3%.
Thus, it can be concluded that with a size of truncated and censored sam-
ple, commensurate with that of the insurance companies data, the accuracy
of qED estimation becomes acceptable for most applications.
Example 8. The effect of sampling schemes on the accuracy of qED for trun-
cated and censored samples is illustrated by Fig. 7. A total of 12 types of sam-
pling schemes containing 70% of complete observations and 30% of truncated
and/or censored observations referred to only one type of those considered
in Table 2 were studied. For each sampling scheme we carried out a series of
1000 simulations of size n = 250 from a Gamma distribution with the shape
parameter a = 4 and the scale parameter λ = 1.7.
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It should be noted that of the 12 sampling schemes considered, only 5
are truncated-censored and 3 are truncated ones. The remaining schemes (3
schemes are censored and one is complete) are included in the simulation
program to ensure that the study is complete. The algorithm proposed in
the Baskakov’s paper [4], is actually used to construct qED based on censored
data, and the usual empirical distribution is used for complete data. Therefore,
estimates based on complete and censored data can serve as a benchmark when
comparing the accuracy of truncated and truncated-censored data.
The analysis of Fig. 7 shows that in the half of truncation and/or censoring
schemes considered the distribution function estimate is biased. For the three
schemes (left-censored, left-censored and right-truncated, and right-truncated)
it is overestimated and for the other three (right-censored, right-censored and
left-truncated, and left-truncated) it is underestimated. In truncated-censored
schemes, the direction of a bias in the distribution function estimate is deter-
mined by the type of censoring. In schemes with interval-censored or bilateral
truncated data, the bias in the expected value of qED does not exceed 1%.
In all the schemes considered, the true distribution function is within 90%
confidence band.
Table 4 contains the mean Chebyshev distance E[ρ] and relative error of
the median E[δ], and their quantiles ρ0.01, ρ0.99, δ0.01, δ0.99, respectively 1%
and 99%. The maximum value of E[ρ] = 0.086 and the same-time maximum
median bias equal to (1 − E[δ]) · 100 = −7% is observed in right-censored
samples. This fact seems counterintuitive, since in this case the qED is a
Kaplan-Meier estimator (see Baskakov [4] for a proof), that is, a widely used
estimator with proven good asymptotic properties.
A higher place in the ranking of sampling schemes in terms of the accuracy
of distribution functions estimates is held by left-truncated samples (a median
bias of 6.2%) and right-censored and left-truncated sample with an bias of
−5.4%. Obviously, the most accurate estimate is a usual empirical distribu-
tion based on the complete sample. A median bias in this case equals to 0.2%.
Then, interval-censored, non-truncated, and double-truncated samples follow
with an −1.0% bias. Thus, according this criterion, the complete data are sig-
nificantly superior to other sampling schemes. However, should the Chebyshev
distance be considered as a criterion for determining the accuracy of distribu-
tion function estimate, the difference between sampling schemes will no longer
be so striking (see Table 4).
Example 9. The accuracy of the proposed versus alternative estimates of the
distribution function was compared for the data from Gamma (a = 4; λ = 1.7),
Lognormal (θ = 0; λ = 1.2), Tweedie (ρ = 4; µ = 1; φ = 1) and Weibull
(a = 5; λ = 10) distributions. For each probability distribution, we carried out
a series of 1000 simulations of size n = 500. The size of the complete sample
is approximately equal to N ≈ 1.59 ·n. In all cases, the structure of truncated
-censored data was the same (see Table 3). Each sample contained about 10%
of complete, 60% of censored, and 70% of truncated observations on average.
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Table 4 The Chebyshev distance and the relative error of the median, depending on
sampling schemes
Chebyshev Distance Relative Error
Type of observations
ρ0.01 E[ρ] ρ0.99 δ0.01 E[δ] δ0.99
Complete, Nontruncated 0.026 0.053 0.100 0.911 0.998 1.098
Right-Censored, Nontruncated 0.034 0.086 0.157 0.957 1.070 1.183
Left-Censored, Nontruncated 0.031 0.066 0.131 0.864 0.963 1.062
Interval-Censored, Nontruncated 0.029 0.060 0.121 0.905 1.010 1.124
Complete, Left-Truncated 0.030 0.078 0.138 0.850 0.938 1.036
Right-Censored, Left-Truncated 0.033 0.078 0.147 0.953 1.054 1.185
Interval-Censored, Left-Truncated 0.031 0.061 0.120 0.882 0.993 1.113
Complete, Right-Truncated 0.028 0.066 0.127 0.943 1.044 1.155
Left-Censored,Right-Truncated 0.033 0.076 0.146 0.844 0.955 1.058
Interval-Censored, Right-Truncated 0.034 0.066 0.120 0.925 1.026 1.124
Complete, Doubly-Truncated 0.028 0.057 0.110 0.881 0.987 1.095
Interval-Censored, Doubly-Truncated 0.031 0.061 0.119 0.897 1.010 1.129
The qED was estimated by the formula (20). As an alternative the Turn-
bull method [31], modified by Frydman [14], was used for truncated samples
(hereinafter referred to as Turnbull estimator). As a criterion for determining
the accuracy of distribution function estimation we used the Chebyshev dis-
tance ρ and the accuracy of the median — the relative error δ. The histograms
of corresponding statistics obtained are presented in Fig. 8 and Fig. 9.
The qED accuracy is almost independent of the type of probability distri-
bution, unlike in the Turnbull estimator. A comparison of the median, mean,
and standard deviation of distribution ρ shows that for qED, the difference
between the minimum and maximum values of these statistics does not exceed
4.1%, 3.8%, and 11.5%, respectively. For the Turnbull estimator, the similar in-
dicators are 60.0%, 58.6%, and 13.6%. In absolute terms, the mean and median
deviation of qED and true distributions are less than those for the Turnbull
estimator for all the distributions considered except for the lognormal one (in
the latter case, the difference is 0.003 or 3.8%). At the same time, the stan-
dard deviation is less for the Turnbull estimator, which may be a consequence
of a systematic bias which is more pronounced than that for qED estimator.
These findings are confirmed by a visual comparison of diagrams shown in
Fig. 8. To make the Figure more informative, two reference lines were added,
corresponding to the maximum deviation of the estimate from the true distri-
bution by 0.05 and 0.10. The maximum deviation of the Turnbull estimator
for a Gamma distribution in almost 50% of cases exceeds the value of 0.1, and
for a Weibull distribution, a similar statement is true in 100% of cases.
The results of comparing the estimate of median accuracy are presented
in Fig. 9. One may notice that the conclusions made on the basis of these
calculations, partly differ from those previously obtained based on Fig. 8 data
analysis. Indeed, the accuracy of the qED median is higher than that of the
Turnbull estimator for all the distributions considered (including the lognormal
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Fig. 8 Comparing the accuracy of qED and Turnbull estimators for Gamma, Lognormal,
Tweedie and Weibull distributions
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Fig. 9 Comparing the accuracy of median estimate of qED and Turnbull estimator for
Gamma, Lognormal, Tweedie and Weibull distributions
one), and the standard deviation of the estimate of the qED median for a
Weibull distribution is lower. At the same time, these calculations confirm
the conclusion of a higher bias in case of employing the Turnbull estimator.
The maximum bias of 7.6% and the standard deviation of 0.105 are observed
when evaluating data from lognormal distribution. In this case, the mean of
Chebyshev distance is minimal (see Fig. 8). It should be noted that in all
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cases considered, distribution of the median’s relative error is satisfactorily
approximated by normal distribution.
The results of simulation presented in this Section make no claim for com-
pleteness, but allow, in our opinion,to make the conclusion on the effectiveness
of the proposed distribution function estimator based on truncated-censored
data.
7 Estimation of multivariate distribution for truncated and
censored data
Let us consider the estimation of the joint distribution of age and years of
service of an employee as an example of nonparametric estimation of a mul-
tivariate distribution function based on truncated and censored data. HR de-
partment is usually a supplier of the relevant information; the collection scheme
and the structure of data obtained were discussed in details in Example 6.
Table 5 and Fig. 10 represent the estimation of the joint function of age and
length of service distribution of a large energy enterprise’s employees based
on the data of HR department from 01.01.2010 to 31.12.2013. The sample
volume was 26 839, including 4 328 resigned employees and 231 employees
who died during this period. At the same time, the company recruited 5 129
new employees. Therefore, the degree of data truncation was approximately
0.81, and the degree of censoring was around 0.83.
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Fig. 10 The estimation of bivariate distribution of employees’ age and years of service
The obtained estimate of the joint distribution of age and years of service
(see Table 5 ) allows to effectively calculate the tables of employees’ decrement
due to resignation, depending on the age of recruitment. The corresponding
distribution functions are shown in Fig. 11. The calculations made show that
the years of service strongly depend on the age of recruitment. Male workers,
employed at the age 30 to 45 years, will likely work longer than those employed
at both younger and older ages. This appears to be due to the fact that
young people have higher labor mobility, while older workers have no time to
”earn” long length of service due to natural physical limitations. Note that
these patterns have been identified using completely non-parametric methods
of statistical data analysis, without any a priori assumptions towards social
and economic processes. The results of the calculations obtained are quite
consistent with the intuitive perceptions of these processes.
A detailed solution of the problem discussed in Example 5 is given in
Baskakov et al. [5]. According to [5] the amounts of corporate social liabilities,
calculated using the traditional methods of resignation probability assessment
or the method proposed in this paper, differ quite significantly. Depending on
benefit type, the difference may be over 20%.
8 Summary and conclusions
In this paper we propose a class of non-parametric estimations of the distribu-
tion function based on multivariate truncated-censored data for any sampling
scheme. The shape and size of censoring and truncating sets can be of any type,
but should be measurable. In the absence of truncation, the estimate general-
izes qED, i.e. non-parametric estimate of the distribution function previously
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Fig. 11 The age distribution function of male worker resignation, subject to the age of
recruitment, 20, 30, 40, 50, 60, and 70 years (left to right, respectively)
proposed in [4] for multivariate censored data. The simple and efficient iter-
ative algorithm for constructing a qED on truncated-censored data has been
developed and implemented in the SAS/IML environment for different kinds
of univariate and some bivariate sample schemes with truncated and censored
observations.
The accuracy of qED and alternative estimates of the cumulative distri-
bution function for some sampling schemes has been compared through sim-
ulation studies. The simulation results have proved the satisfactory accuracy
of the proposed non-parametric estimates of the distribution function, suffi-
cient to recommend it for actuarial practice. The algorithm has been tested
for many years in the IAAC Group of Companies in the valuation of corporate
social liabilities according to IAS 19 Employee Benefits.
It is of interest to further develop the use of qED for new tasks in insurance
and pensions, as well as further research of the estimation’s properties. We
leave this as a future work.
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