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IMPLEMENTING!GENOMIC!SELECTION!FOR!QUANTITATIVE!DISEASE!
RESISTANCE!IN!WHEAT!!Jessica!Elaine!Rutkoski!Ph.!D.!!Cornell!University!2014!!Meeting!future!demands!for!wheat!(Triticum(aestivum!L.)!production!will!require!genetic!improvements!in!yield!and!yield!protection!against!diseases.!Fusarium!head!blight!(FHB),!caused!by!by!Fusarium(graminearum,(and!stem!rust,!caused!by!
Puccinia(graminis!f.sp.!tritici,!are!two!of!the!most!devastating!diseases!of!wheat.!Breeding!for!quantitative!resistance!(QR)!to!these!diseases!is!a!longSterm!process.!Genomic!selection!(GS)!(Haley!and!Visscher,!1998;!Meuwissen!et!al.,!2001),!could!help!accelerate!QR!breeding.!This!work!addresed!key!issues!for!the!implementation!of!GS!in!wheat,!especially!for!QR!to!FHB!and!stem!rust.!!First,!the!importance!of!marker!imputation!and!imputation!method!prior!to!GS!was!investigated.!This!is!particularly!important!because!genotypingSbySsequencing!!(GBS),!currently!the!best!lowScost!genotyping!method!for!wheat,!results!in!high!levels!of!missing!data.!Second,!prediction!models!and!the!importance!of!lociStargeted!genotyping!for!FHB!and!stem!rust!resistance!were!evaluated.!Third,!training!population!design!strategies!were!explored!using!data!from!stem!rust!resistance!breeding!populations.!Lastly,!GS!and!phenotypic!selection!for!stem!rust!QR!were!compared!in!terms!of!realized!gain!from!selection,!and!impact!on!
!
inbreeding!and!genetic!variance.!The!key!messages!of!these!studies!are!1)!missing!data!and!choice!of!imputation!method!are!not!major!concerns!for!GS!as!long!as!marker!density!is!high,!2)!in!general,!prediction!models!assuming!a!highly!quantitative!genetic!architecture!perform!well!for!QR,!but!when!lociStargeted!marker!data!are!available,!a!small!gain!in!accuracy!can!be!achieved!by!modeling!majorSeffect!loci!more!appropriately,!3)!model!training!with!historical!data!may!require!very!large!training!population!sizes!and!high!heritabilities!to!achieve!sufficiently!high!accuracies,!4)!GS!can!be!as!effective!as!phenotypic!selection,!but!it!can!lead!to!a!faster!rate!of!genetic!variance!reduction.!Breeding!programs!implementing!GS!for!QR!and!other!traits!should!focus!their!efforts!on!how!to!design!their!breeding!pipelines!so!that!the!training!population!can!be!updated!often,!breeding!cycle!time!can!be!reduced,!and!effective!population!sizes!can!remain!high.!Choice!of!prediction!model!and!marker!imputation!method!are!of!lesser!importance.!!
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CHAPTER!1!
INTRODUCTION!
Rationale!and!significance!!! Bread!wheat!(Triticum(aestivum!L.)!occupies!more!of!the!worlds’!land!area!than!any!other!cereal!crop!(FAO,!2012),!and!demand!for!wheat!continues!to!rise!due!to!population!growth!and!increased!per!capita!consumption!(Curtis!and!Halford,!2014).!Genetic!improvement!of!wheat!yield!and!yield!protection,!in!the!form!of!disease!and!pest!resistance,!is!critical!for!meeting!current!and!future!demands.!Fusarium!head!blight!(FHB),!predominately!caused!by!Fusarium(
graminearum,!and!stem!rust,!caused!by!Puccinia(graminis!f.sp.!tritici,!are!two!globally!important!diseases!of!wheat!(Roelfs!et!al.,!1992;!McMullen!et!al.,!1997)!that!are!capable!of!causing!major!losses!in!the!regions!where!they!occur.!For!example,!in!China,!severe!FHB!epidemics!causing!up!to!40%!yield!losses!were!reported!between!1951!and!1985,!(Zhuping,!1994),!and!in!the!United!States,!its!estimated!that!FHB!epidemics!during!the!1990s!have!caused!three!billion!dollars!in!losses!(Windels,!2000).!In!1932!stem!rust!epidemics!in!eastern!and!central!Europe!lead!to!yield!losses!of!5S20%!and!in!1935,!epidemics!in!North!Dakota!and!Minnesota!caused!yield!losses!of!more!than!50%!(Leonard!and!Szabo,!2005).!Although!effective!host!resistance!prevented!major!stem!epidemics!for!the!past!fifty!years,!with!the!recent!emergence!of!a!new!highly!virulent!stem!rust!race!group,!Ug99,!(Pretorius!et!al.,!2000;!Jin!et!al.,!2008)!a!resurgence!of!severe!stem!
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rust!epidemics!is!imminent!unless!resistant!varieties!are!deployed.!!! Cultivar!resistance!is!necessary!for!preventing!losses!from!FHB!and!stem!rust.!Resistance!to!FHB!is!quantitative,!based!on!multiple!genes!(Buerstmayr!et!al.,!2009),!and!no!completely!resistant!varieties!are!available.!Adequate!control!under!high!disease!pressure!can!only!be!achieved!by!using!fungicides!in!combination!with!resistant!cultivars!(Mesterházy!et!al.,!2003).!Resistance!to!stem!rust!can!be!either!quantitative!(Knott,!1982),!or!based!on!single!genes!that!condition!nearSimmunity.!In!regions!where!stem!rust!pathogen!evolution!is!rapid,!single!resistance!genes!become!ineffective!shortly!after!deployment.!Because!quantitative!resistance!(QR)!is!generally!more!durable!(Parlevliet,!2002;!McDonald!and!Linde,!2002),!improving!stem!rust!QR!to!nearS!immune!levels!is!a!major!goal!for!breeding!programs!targeting!stem!rust!prone!areas.!Achieving!adequate!levels!of!QR!to!FHB!or!stem!rust!is!a!slow!process!because!multiple!cycles!of!breeding!are!required.!A!relatively!new!markerSassisted!breeding!method,!genomic!selection!(GS)!(Haley!and!Visscher,!1998;!Meuwissen!et!al.,!2001),!has!the!potential!to!increase!rates!of!genetic!gain!in!crop!plants!(Wong!and!Bernardo,!2008;!Lorenzana!and!Bernardo,!2009;!Heffner!et!al.,!2010),!and!could!help!to!accelerate!breeding!for!quantitative!traits.!However,!there!are!many!unknowns!about!the!implementation!of!GS!in!wheat!especially!for!QR!improvement.!
Objectives!!This!work!addresses!four!major!issues!relevant!for!the!implementation!of!GS!in!
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wheat,!and!focuses!primarily!on!stem!rust!QR!and!to!a!lesser!extend!on!FHB!resistance.!!!1. The!impact!of!missing!marker!data!and!imputation!method!on!GS!accuracy.!2. Evaluation!of!GS!models!and!the!comparison!of!the!accuracy!of!GS!with!that!of!marker!assisted!selection!(MAS).!3. Choice!of!GS!model!training!population.!4. Realized!gain!from!GS!compared!to!phenotypic!selection.!!
Literature!Review!
Fusarium(head(blight((
( The!most!common!causal!organism!for!FHB,!Fusarium(graminearum!(teliomorph=!Gibberella(zea),!is!a!homothallic!ascomycete,!which!can!reproduce!sexually!and!asexually!during!its!lifecycle.!The!fungus!overwinters!as!saprophytic!mycelia!on!residues!from!maize!(Zea(mays!L.)!and!small!grains!(Pereyra!et!al.,!Khonga!and!Sutton,!1988).!Sexual!reproduction,!which!does!not!require!a!sexually!distinct!partner,!leads!to!the!formation!of!ascospores!that!are!forcibly!ejected!from!a!fruiting!body!called!a!perithecium.!Disease!is!initiated!when!spores!land!on!flowering!spikletes,!germinate,!and!enter!the!plant!through!natural!openings.!The!fungus!produces!trichothecene!mycotoxins!including!deoxynivalenol!(DON),!which!is!important!for!fungal!spread!within!spikes!(Bai!et!al.,!2002).!Asexual!spores,!conidia,!are!produced!on!infected!plants!and!residues.!The!relative!importance!of!conida!and!ascospores!in!epidemiology!of!the!disease!
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is!not!known,!but!ascospores!are!known!to!be!capable!of!long!range!dispersal!by!wind!currents!(MaldonadoSRamirez!et!al.,!2005).!! The!two!major!forms!of!host!resistance!are!resistance!to!initial!infection,!type!I!resistance,!and!resistance!to!fungal!spread!within!a!spike,!type!II!resistance!(Schroeder!and!Christensen,!1963).!Other!forms!of!resistance!include!resistance!to!toxin!accumulation!(Wang!and!Miller,!1988)!and!tolerance!(Mesterhazy,!1995),!which!are!difficult!and!costly!to!measure!accurately.!Breeding!programs!routinely!evaluate!FHB!under!field!conditions!after!spray!inoculation.!Visual!assessments!of!incidence,!the!percentage!of!infected!spikes,!and!severity,!the!percentage!of!the!spike!that!is!infected,!are!used!to!evaluate!type!I!and!type!II!resistance,!respectively.!GenotypeSbySenvironment!interactions!contribute!to!variation!in!resistance!phenotypes,!but!more!resistant!cultivars!are!generally!more!stable!across!environments!(Snijders!and!Van!Eeuwijk,!1991;!Buerstmayr!et!al.,!2008),!and!although!isolates!of!F.(graminearium(can!vary!in!their!aggressiveness,!stable!hostSisolate!interactions!have!not!been!detected!(Snijders!and!Van!Eeuwijk,!1991;!Bai!and!Shaner,!1996).!! The!genetic!basis!of!resistance!to!FHB!is!complex.!Across!more!than!forty!quantitative!trait!loci!(QTL)!mapping!studies,!over!two!hundred!QTLs!have!been!detected!(Liu!et!al.,!2009;!Buerstmayr!et!al.,!2009).!The!most!important!of!these!is!
Fhb1,!on!chromosome!3B.!The!Fhb1!resistance!allele!from!the!Chinese!line!‘SumaiS3’!has!been!shown!to!reduce!disease!severity!by!23%!on!average,!but!is!not!effective!in!all!backgrounds!(Pumphrey!et!al.,!2007).!Fhb1!is!also!a!major!QTL!
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for!DON!detoxification,!explaining!92.6%!of!the!variation!in!a!biSparental!mapping!population!(Lemmens!et!al.,!2005).!Although!the!SumaiS3!Fhb1!allele!has!not!been!associated!with!significant!impacts!on!yield!and!quality!(Salameh!et!al.,!2011;!TamburicSIlincic,!2012;!Bakhsh!et!al.,!2013),!it!is!not!utilized!by!many!breeding!programs!that!prefer!to!select!upon!the!existing!variation!for!resistance!in!the!‘native’!germplasm.!The!moderate!resistance!found!in!soft!red!winter!wheat!germplasm!in!the!eastern!United!States!is!a!product!of!successful!FHB!resistance!breeding!using!native!germplasm!(Sneller!et!al.,!2010).!!
Stem(rust((! The!stem!rust!fungus,!Puccinia(graminis!f.sp.!tritici,!is!a!basidiomycete!with!a!complex!life!cycle,!reviewed!in!Roelfs!et!al.!(1992)!and!Leonard!and!Szabo!(2005).!The!asexually!produced!urediniospores!produced!on!wheat!are!aerially!dispersed,!sometimes!across!long!distances!(Nagarajan!and!Singh,!1990),!and!land!on!a!new!crop!of!wheat!plants.!If!conditions!are!favorable,!spores!germinate,!form!aspersoria!over!the!stomata,!and!begin!to!infect!the!plant!(Allen,!1923a;!b).!After!successful!infection,!urediniospores!are!produced!under!the!epidermis,!causing!it!to!rupture!into!a!pustule,!called!a!uredinium.!These!new!urediniospores!can!again!infect!the!same!or!neighboring!plants,!leading!to!multiple!disease!cycles!in!a!season.!Later!in!the!season!the!uredinia!produce!teliospores!where!meiosis!occurs.!Teliospores!overwinter!and!then!germinate!to!produce!basidiospores.!The!basidiospores!produce!mycelium!that!infects!leaves!of!the!alternate!host!barberry,!Berberis!spp.,!leading!to!the!formation!of!
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pycniospores!and!receptive!hyphae!within!strcutures!called!pycnia.!Pycniospores!fuse!with!hyphae!of!the!opposite!mating!type!(Craigie,!1927;!Buller,!1950),!giving!rise!to!mycelium!that!produces!aeciospores.!Aeciospores!only!infect!wheat!or!other!grass!hosts.!After!germinating!aeciospores!penetrate!wheat,!uredinia!and!urediniospores!are!produced,!thus!completing!the!life!cycle.!In!regions!were!barberry!is!not!present;!the!fungus!simply!repeats!the!asexual!cycle,!surviving!on!living!grass!hosts.!!!! Like!other!rust!fungi,!P.(graminis!interacts!with!its!host!in!a!geneSforSgene!manner!(Flor,!1971).!In!general,!a!single!majorSeffect!resistance!gene!(RSgene)!encodes!a!protein!that!can!recognize!a!single!fungal!effector!(Jones!and!Dangl,!2006).!The!majoritiy!of!RSgenes!that!have!been!characterized!encode!nucleotide!binding!leucineSrich!repeat!proteins.!The!leucineSrich!repeat!domain!recognizes!the!a!specific!fungal!effector,!and!the!nucleotide!binding!domain!interacts!with!downstream!signaling!molecules(Collier!and!Moffett,!2009).!Recognition!of!the!fungus!leads!to!a!hypersensitive!response!(Stakman,!1915),!preventing!spread!of!the!pathogen.!P.(graminis(races!that!can!evade!recognition!by!the!hosts’!RSgenes!are!selected!in!the!population,!eventually!rendering!these!RSgenes!ineffective.!Races!of!stem!rust!(Stakman!et!al.,!1962)!are!named!according!to!the!RSgenes!they!can!overcome.!The!appearance!of!new!P.(graminis!races!motivates!the!continual!search!for!more!RSgenes.!Currently,!there!are!are!over!fifty!known!stem!rust!RSgenes!in!wheat!(McIntosh!et!al.,!1995).!Many!have!been!used!extensively!in!breeding,!and!in!some!regions!stem!rust!is!very!effectively!managed!through!RS
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gene!deployment!and!race!surveillance!(Knott,!1972;!Park,!2008).!Where!evolution!of!P.(graminis!occurs!rapidly!due!to!favorable!environmental!conditions,!continual!cropping!of!wheat,!and/or!abundance!of!barberry,!deployment!of!QR,!also!called!adult!plant!resistance,!is!advocated!because!of!its!durability.!!! Stem!rust!QR!is!known!to!be!associated!with!several!additive!loci!(Yu!et!al.,!2011;!Njau!et!al.,!2012;!Singh!et!al.,!2013)!including(Sr2!on!chromosome!3B,!(Sunderwirth!and!Roelfs!1980)!and!Sr57/Lr34(on!chromosome!7D!(Kerber!and!Green,!1980;!Kerber!and!Aung,!1999;!Vanegas!et!al.,!2008;!Rouse!et!al.,!2014).!Sr2!was!transferred!to!wheat!from!tetraploid!emmer!(McFadden,!1930),!and!is!present!Australian,!North!American,!and!CIMMYT!germplasm!(Mago!et!al.,!2011).!
Sr57/Lr34(originates!from!Asia!and!is!distributed!globally!(Dakouri!et!al.,!2013).!!Both!Sr2!and(Sr57/Lr34!have!been!used!widely!in!agriculture!and!have!remained!effective!for!over!fifty!years!(McIntosh!et!al.,!1995).!It!is!thought!that!these!genes!and!other!unknown!stem!rust!QR!genes!are!not!involved!in!hostSpathogen!recognition,!and!do!not!interact!with!the!pathogen!in!a!geneSforSgene!manner.!
Sr57/Lr34,(the!only!rust!QR!gene!cloned,!encodes!a!putative!ABC!transporter!(Krattinger!et!al.,!2009),!suggesting!that!its!mechanism!of!action!of!different!than!that!of!RSgenes.!Currently,!only!Sr2(and(Sr57/Lr34(are!being!used!in!MAS!for!QR.!MAS!or!GS!could!be!especially!useful!to!select!for!QR!in!the!presence!of!RSgenes!which!inhibit!breeding!for!QR!because!they!can!completely!mask!the!underlying!QR!phenotype!(van!der!Plank,!1963).!
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Genomic(selection(! Excitement!about!using!MAS!to!improve!breeding!efficiency!began!more!than!twenty!years!ago!(Tanksley,!S.!D!Young!N.D.,!Paterson!A.!H.,!1989).!Since!then,!numerous!MAS!strategies!have!been!developed,!including!marker!assisted!backcrossing!(Tanksley,!1983)!with!foreground!and!background!selection!(Hillel!et!al.,!1990),!enrichment!of!favorable!alleles!in!early!generations!(Howes!and!Woods,!1998;!Bonnett!et!al.,!2005),!selection!for!quantitative!traits!using!markers!at!multiple!loci!(Fernando!and!Grossman,!1989;!Lande!and!Thompson,!1990)!across!multiple!cycles!of!selection!(Zhang!and!Smith,!1992),!and!finally,!GS!(Haley!and!Visscher,!1998;!Meuwissen!et!al.,!2001),!currently!the!most!effective!MAS!strategy!for!quantitative!traits!(Bernardo!and!Yu,!2007;!Massman!et!al.,!2013).!Due!to!high!costs!of!genotyping,!backcross!introgression!of!majorSeffect!disease!resistance!alleles!has!been!the!most!successful!MAS!technique!in!plant!breeding!(Bernardo,!2008;!Xu!and!Crouch,!2008),!especially!in!the!public!sector.!However,!as!the!cost!of!sequencing!declines!(Wetterstrand,!2014),!the!possibility!of!improving!quantitative!traits!more!efficiently!with!GS!becomes!more!realistic.!!! GS!is!the!selection!of!individuals!using!genomeSwide!marker!based!predictions!of!breeding!value.!To!perform!GS,!a!population!that!has!been!both!genotyped!and!phenotyped,!referred!to!as!the!training!population!(TP),!is!required.!The!TP!is!used!to!train!or!calibrate!a!statistical!model!that!can!then!be!used!to!predict!breeding!values!of!selection!candidates!that!have!not!yet!been!phenotyped.!Selections!of!new!breeding!parents!are!made!based!on!these!
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predictions,!leading!to!shorter!breeding!cycles.!To!maintain!prediction!model!accuracy,!some!of!the!selection!candidates!that!were!targets!for!GS!are!phenotyped,!and!this!information!is!used!to!update!the!model.!The!expected!gain!from!GS!per!unit!time!is!defined!as!ΔG=irσA/T,!where!i!is!the!selection!intensity,(r!is!the!selection!accuracy,!σA!is!the!square!root!of!the!additive!genetic!variance,!and!T!is!the!length!of!time!to!complete!one!breeding!cycle!(Falconer!and!Mackay,!1996,!p.!189).!Assuming!equal!selection!intensities!and!equal!genetic!variance!for!both!GS!and!PS,!GS!can!lead!to!greater!gain!per!unit!time!as!long!as!long!as!the!reduction!in!in!breeding!cycle!duration!from!GS!more!than!compensates!for!the!reduction!in!selection!accuracy.!Given!realistic!assumptions!of!selection!accuracies,!breeding!cycle!times,!and!selection!intensities,!GS!has!been!shown!to!enable!increased!gain!per!unit!time!compared!to!PS!in!both!animal!and!crop!breeding!(Heffner!et!al.,!Schaeffer,!2006;!Wong!and!Bernardo,!2008;!Lorenzana!and!Bernardo,!2009;!Zhong!et!al.,!2009)!! The!genetic!architecture!of!the!trait!of!interest!is!key!for!determining!the!utility!of!GS!compared!to!conventional!MAS.!While!GS!is!the!best!marker!assistedSbreeding!strategy!for!quantitative!traits,!for!Mendelian!traits,!conventional!MAS!would!be!the!best!strategy!to!maximize!genetic!gain!per!unit!time!and!cost.!For!traits!such!as!QR!to!stem!rust!and!FHB!that!are!conferred!by!some!largeSeffect!and!smallSeffect!QTL,!it!is!unclear!whether!GS!would!be!more!effective!than!MAS.!Furthermore,!simulation!studies!have!shown!that!genetic!architecture!should!affect!the!relative!performance!of!different!GS!models!(Daetwyler!et!al.,!2010;!
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Wimmer!et!al.,!2013).!For!example,!Bayesian!methods!that!treat!markers!heterogenously!should!perform!better!when!there!are!fewer!QTL!compared!to!RidgeSRegression!or!Genomic!Best!Linear!Unbiased!Prediction!(Daetwyler!et!al.,!2010).!In!spite!of!the!theoretical!advantages!of!Bayesian!methods!for!oligogenic!traits,!most!emperical!studies!have!found!Bayesian!methods!perform!approximately!as!well!RidgeSRegression!or!Genomic!Best!Linear!Unbiased!Prediction!across!a!wide!range!of!traits!(Hayes!et!al.,!2009a;!Heffner!et!al.,!2011;!Heslot!et!al.,!2012;!Wimmer!et!al.,!2013).!! Improving!the!accuracy!of!GS!has!been!the!focus!of!many!studies.!Assuming!markers!and!QTL!are!in!perfect!linkage!disequilibrium,!accuracy!is!determined!by!the!TP!size!(N),!heritability!of!the!trait!(h2)!in!the!TP,!and!the!effective!number!of!loci!Me:!
r = Nh
2
Nh2 +Me !!(Goddard,!2009;!Daetwyler!et!al.,!2010).!When!QTL!and!markers!are!in!imperfect!linkage!disequilibrium,!accuracy!will!be!lower!unless!the!TP!and!selection!candidates!are!closely!related!(de!Los!Campos!et!al.,!2013).!Thus,!in!realistic!scenarios,!the!relationship!between!the!TP!and!the!selection!candidates!is!a!key!factor!affecting!accuracy!(Habier!et!al.,!2007;!de!Roos!et!al.,!2009;!Hayes!et!al.,!2009b;!Long!et!al.,!2011;!Pszczola!et!al.,!2012).!Other!factors!that!can!sometimes!affect!accuracies!include!genotypeSbySenvironment!interaction!between!the!TP!and!breeding!target!environments!(Ly!et!al.,!2013;!Dawson!et!al.,!2013),!choice!of!
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statistical!model!(Heslot!et!al.,!2012),!marker!platform!(Solberg!et!al.,!2008;!Poland!et!al.,!2012),!and!genotype!imputation!method!(Rutkoski!et!al.,!2013).!!!! With!so!many!variables!to!consider,!it!becomes!nearly!impossible!to!predict!the!accuracy!of!GS!in!advance.!Empirical!validation!studies!are!necessary!to!determine!how!GS!could!perform!in!a!particular!set!of!germplasm!for!the!trait(s)!of!interest.!Validation!studies!can!also!be!used!to!develop!recommendations!within!breeding!programs!about!choice!of!prediction!model,!imputation!method,!TP!size,!and!TP!composition.!However,!ultimately!GS!strategies!will!need!to!be!tested!‘the!hard!way’!by!putting!them!into!practice!in!breeding!programs.!!!
Dissertation!organization!! The!second!chapter!addresses!the!impact!of!missing!marker!data!and!imputation!method!on!GS!accuracy!in!general!using!datasets!from!maize,!wheat!and!barley.!The!third!and!fourth!chapters!focus!on!evaluating!GS!prediction!methods!and!genotyping!strategies!for!FHB!and!stem!rust!QR,!respectively.!Both!include!a!comparison!of!GS!and!marker!assisted!selection!accuracy.!The!fourth!chapter!also!determines!if!accuracy!can!be!gained!by!modeling!large!effect!QTL!as!fixed!effects.!The!fifth!chapter!addresses!choice!of!training!population!composition!under!different!training!population!size,!and!heritability!scenarios.!The!sixth!chapter!is!an!evaluation!of!realized!gain!from!GS!for!stem!rust!QR!in!comparison!with!phenotypic!selection.!The!seventh!and!final!chapter!provides!a!summary!and!highlights!the!overall!conclusions!of!the!dissertation.!!
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CHAPTER!2!
IMPUTATION!OF!UNORDERED!MARKERS!AND!THE!IMPACT!ON!GENOMIC!
SELECTION!ACCURACY2!
Abstract!Genomic!selection!(GS),!a!breeding!method!that!promises!to!accelerate!rates!of!genetic!gain,!requires!dense,!genomeSwide!marker!data.!!GenotypingSbySsequencing!can!generate!a!large!number!of!de(novo!markers.!However,!without!a!reference!genome,!these!markers!are!unordered!and!typically!have!a!large!proportion!of!missing!data.!Because!marker!imputation!algorithms!were!developed!for!species!with!a!reference!genome,!algorithms!suited!for!unordered!markers!have!not!been!rigorously!evaluated.!Using!four!empirical!datasets,!we!evaluate!and!characterize!four!such!imputation!methods!referred!to!as!kSnearest!neighbors,!singular!value!decomposition,!random!forest!regression,!and!expectation!maximization!imputation!in!terms!of!their!imputation!accuracies!and!the!factors!affecting!accuracy.!The!effect!of!imputation!method!on!the!GS!accuracy!is!assessed!in!comparison!with!mean!imputation.!The!effect!of!excluding!markers!with!a!large!proportion!of!missing!data!on!the!GS!accuracy!is!also!examined.!Our!results!show!that!imputation!of!unordered!markers!can!be!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
2 Originally!published!as:!Rutkoski,!J.E.,!J.!Poland,!J.SL.!Jannink,!&!M.E.!Sorrells,!2013.!Imputation!of!unordered!markers!and!the!impact!on!genomic!selection!accuracy.!G3!(Bethesda,!Md.),!3:!427–439.!!!
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accurate!especially!when!linkage!disequilibrium!between!markers!is!high,!and!genotyped!individuals!are!related.!Of!the!methods!evaluated,!random!forest!regression!imputation!produced!superior!accuracy.!In!comparison!with!mean!imputation,!all!four!imputation!methods!we!evaluated!led!to!higher!GS!accuracies!when!the!level!of!missing!data!was!high.!Including!rather!than!excluding!markers!with!a!large!proportion!of!missing!data!nearly!always!led!to!greater!GS!accuracies.!We!conclude!that!high!levels!of!missing!data!in!dense!marker!sets!is!not!a!major!obstacle!for!GS,!even!when!marker!order!is!not!known.!
Abbreviations!GS,!genomic!selection;!SC,!selection!candidate;!GEBV,!genomic!estimated!breeding!value;!LD,!linkage!disequilibrium;!GBS,!genotypingSbySsequencing;!SNP,!singleSnucleotide!polymorphism;!MNI,!mean!imputation;!kNNI,!kSnearest!neighbors!imputation;!SVDI,!singular!value!decomposition!imputation;!EMI,!expectation!maximization!imputation;!RFI,!random!forest!regression!imputation;!WW,!winter!wheat;!SW,!spring!wheat;!DTM,!drought!tolerant!maize;!NAB,!North!American!barley;!SRRW,!stem!rust!resistant!wheat;!DArT,!Diversity!Array!Technology;!HT,!height;!DTH,!days!to!heading;!CIMMYT,!International!Maize!and!Wheat!Improvement!Center;!BSglucan,!betaSglucan;!CPU,!central!processing!unit;!MAF,!minor!allele!frequency;!PEV,!prediction!error!variance!
Introduction!Genomic!selection!(GS)!(Meuwissen!et!al.,!2001)!is!a!relatively!new!breeding!methodology!reviewed!by!Hayes!et!al.!(2009),!Heffner!et!al.!(2009)!and!
  23!
Lorenz!et!al.!(2011)!that!is!increasingly!attractive!for!the!genetic!improvement!of!various!species!because!of!its!potential!to!increase!the!rate!of!genetic!gain!(Wong!and!Bernardo,!2008;!Lorenzana!and!Bernardo,!2009;!Heffner!et!al.,!2010).!With!GS,!a!training!population!having!both!phenotypic!data!and!genomeSwide!marker!data!is!used!to!develop!a!prediction!model!for!the!trait!of!interest.!!Prior!to!phenotyping,!this!prediction!model!is!then!applied!to!selection!candidates!(SC)s!that!have!been!genotyped.!Genomic!estimated!breeding!values!(GEBVs)!are!calculated!for!the!SCs!and!selections!are!made!using!these!values.!These!breeding!values!are!estimated!using!genotypes!instead!of!phenotypes,!therefore,!selection!can!occur!in!early!stages!on!a!single!plant!basis!or!in!situations!where!phenotyping!is!either!not!possible,!unreliable,!or!too!expensive,!thus!leading!to!shorter!selection!cycles.!!One!of!the!requirements!for!GS!is!genomeSwide!marker!coverage.!In!general,!one!marker!should!be!in!linkage!disequilibrium!(LD)!with!each!segregating!segment!of!the!genome.!The!choice!of!marker!platform!is!driven!by!the!available!genotyping!technology!and!the!cost!per!dataSpoint.!GenotypingSbySsequencing!(GBS)!is!gaining!popularity!because!it!can!be!less!expensive!than!other!platforms!and!can!provide!genomeSwide!marker!coverage!for!species!that!lack!genotyping!resources!such!as!preSdesigned!singleSnucleotide!polymorphism!(SNP)!platforms!(Poland!and!Rife,!2012).!Polymorphic!loci!scored!by!GBS!can!contain!a!large!proportion!of!missing!data!across!samples!because!random!fragments!of!the!genome!are!sequenced!at!low!depth,!leading!some!loci!to!have!
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zero!coverage!in!some!individuals!(Elshire!et!al.,!2011).!The!proportion!of!missing!data!depends!on!the!sequencing!depth!and!library!complexity.!Greater!sequencing!depth!leads!to!a!smaller!proportion!of!missing!data!but!increases!genotyping!cost.!Less!complex!libraries!on!the!other!hand!will!have!less!missing!data!but!a!fewer!markers.!In!order!to!generate!a!large!number!of!markers!at!low!cost,!low!sequencing!depth!is!commonly!used,!leading!to!a!large!proportion!of!missing!data!points.!Most!analyses!require!a!complete!dataset;!therefore,!marker!imputation!is!a!necessary!step!before!GBS!data!can!be!used!for!most!purposes.!!!!!Imputation!has!been!shown!to!increase!power!in!association!mapping!studies!(Marchini!et!al.,!2007;!Marchini!and!Howie,!2010)!and,!for!GS,!imputation!can!enable!the!use!of!lowSdensity!genotyping!without!a!major!loss!in!accuracy!because!a!closely!related!reference!panel!genotyped!at!high!density!can!be!used!to!impute!markers!not!present!in!the!lowSdensity!marker!panel.!(Habier!et!al.,!2009;!Weigel!et!al.,!2010;!Dassonneville!et!al.,!2011;!Mulder!et!al.,!2012).!Although!several!highly!accurate!and!widely!used!imputation!algorithms!have!been!developed!to!assign!allelic!states!of!missing!values!in!genotype!data,!reviewed!by!Pei!et!al.!(2008)!and!Marchini!et!al.!(2010),!these!algorithms!were!designed!for!human!genetic!data!and!they!require!that!the!order!of!the!markers!be!known!because!they!are!based!on!constructing!haplotypes.!!For!species!lacking!a!reference!genome!and!complete!reference!linkage!map!such!as!wheat,!
Triticum(aestivum(L.,(the!majority!of!markers!typed!on!a!given!population!are!unordered!and!current!genotype!imputation!methods!cannot!be!used.!Although!
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for!biSparental!populations!linkage!maps!can!be!constructed,!breeding!populations!for!genomic!selection!are!derived!from!multiple!parents!and!not!well!structured!for!developing!genetic!maps.!Thus,!alternative!imputation!strategies!that!are!mapSindependent!are!necessary!when!GBS!is!used!for!species!lacking!a!reference!genome!sequence!and!for!populations!unsuitable!for!linkage!map!construction.!There!are!many!general!imputation!methods!that!do!not!require!any!prior!information!about!the!variables!to!be!imputed.!Although!these!methods!are!used!across!many!disciplines,!they!have!not!been!tested!for!imputation!accuracy!of!genomeSwide!marker!data.!It!is!also!not!known!how!imputation!with!a!general!and!potentially!less!accurate!method!prior!to!GS!model!training!will!affect!the!GS!model!accuracy.!However,!we!expect!these!imputation!methods!to!improve!the!GS!accuracy!because!during!the!imputation!step,!genotypic!information!from!both!the!training!and!selection!sets!is!used!to!estimate!missing!values.!Thus,!the!validation!set!helps!improve!imputation!of!the!training!set!and!vice!versa.!!The!objective!of!this!study!was!to!evaluate!imputation!strategies!that!do!not!require!prior!information!about!the!order!of!the!markers.!The!imputation!methods!compared!were:!mean!imputation!(MNI),!kSnearest!neighbors!imputation!(kNNI)!(Troyanskaya!et!al.,!2001),!singular!value!decomposition!imputation!(SVDI)!(Troyanskaya!et!al.,!2001),!expectation!maximization!imputation!(EMI)!(Dempster!et!al.,!1977),!and!random!forest!regression!imputation!(RFI)!(Stekhoven!and!Bühlmann,!2011).!Using!arraySbased!genotypic!
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datasets!with!varying!levels!of!simulated!missing!data,!these!methods!were!compared!in!terms!of!their!imputation!accuracy,!computation!time,!and!impact!on!GS!prediction!accuracy.!The!factors!affecting!imputation!accuracy!for!each!method!at!the!marker!genotype!and!individual!genotype!level!were!also!examined.!Lastly,!we!determine!if!excluding!rather!than!including!markers!with!high!levels!of!missing!data!could!lead!to!higher!accuracy.!
Materials!and!methods!
Original(datasets(We!used!five!different!datasets!consisting!of!genomeSwide!markers!and!breeding!value!estimates.!These!datasets!are!referred!to!as!winter!wheat!(WW),!spring!wheat!(SW),!drought!tolerant!maize!(DTM),!North!American!barley!(NAB),!and!stem!rust!resistant!wheat!(SRRW).!The!WW!data!consists!of!374!elite!inbred!individuals!originating!from!the!Cornell!winter!wheat!breeding!program.!The!markers!consisted!of!1158!polymorphic!diversity!array!technology!(DArT)!(Akbari!et!al.,!2006)!markers!coded!as!“S1”,!and!“1”.!For!a!more!detailed!description!of!this!dataset!refer!to!Heffner!et!al.!(2011).!The!traits!used!for!the!evaluation!of!crossSvalidated!GS!accuracies!for!WW!were!grain!yield,!height!(HT),!protein,!and!days!to!heading!(DTH).!The!SW!data!is!a!historical!dataset!consisting!of!599!elite!inbred!spring!wheat!lines!originating!from!the!International!Maize!and!Wheat!Improvement!Center!(CIMMYT)!wheat!breeding!program.!The!markers!consist!of!1279!polymorphic!DArT!markers!coded!as!“0”!and!“1”!and!the!trait!used!for!the!evaluation!of!crossSvalidated!GS!accuracies!was!grain!yield!in!
  27!
CIMMYT!megaSenvironment!1.!The!DTM!data!consists!of!264!tropical!CIMMYT!maize!lines.!The!trait!used!to!calculate!crossSvalidated!GS!model!accuracies!for!DTM!was!grain!yield.!The!marker!data!consists!of!SNPs!coded!as!“S1”,!“0”,!and!“1”.!!For!more!details!about!the!SW!and!DTM!datasets,!or!to!access!these!datasets,!refer!to!Crossa!et!al.!(2010).!!The!NAB!data!set!consists!of!a!North!American!spring!barley!association!mapping!panel!evaluated!from!2006S2008!as!part!of!the!Barley!Coordinated!Agricultural!Project!(2011).!The!panel!consists!of!911!individuals!with!2146!polymorphic!SNPs.!The!trait!used!to!calculate!GS!model!accuracies!was!betaSglucan!content!(BSglucan).!The!data!can!be!accessed!at!http://triticeaetoolbox.org/barley.!! The!SRRW!data!set!consists!of!360!recent,!elite!CIMMYT!spring!wheat!lines!that!have!been!selected!for!quantitative!resistance!to!stem!rust!caused!by!
Puccinia(graminis!f.sp.!tritici.!The!markers!consist!of!over!130,000!GBS!polymorphisms.!Three!different!versions!of!the!SRRW!GBS!data,!described!in!Table!2.1,!were!created!based!on!different!perSmarker!percent!missing!data!thresholds.!For!the!first!version!referred!to!as!SRRW!version!NA20,!markers!were!excluded!if!they!had!more!than!20%!missing!values,!which!resulted!in!2,014!total!markers.!For!the!second!set!and!third!sets,!referred!to!as!SRRW!versions!NA50!and!NA70,!markers!were!excluded!if!they!had!more!than!50%!and!70%!missing!data,!respectively,!and!then!2,014!markers!were!randomly!selected.!The!percent!of!the!data!points!that!were!missing!in!the!original!WW,!SW,!DTM,!and!!
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Table!2.1:!Description!of!datasets!used!for!imputation!and!genomic!selection!!!!!!!!!!!!!!!!!!!
(†WW:!Cornell!winter!wheat,!SW:!CIMMYT!elite!spring!wheat,!DTM:!CIMMYT!drought!tolerant!maize,!NAB:!North!American!barley,!SRRW:!CIMMYT!stem!rust!resistant!wheat ‡NA20:!up!to!20%!missing!data!per!marker,!NA50:!up!to!50%!missing!data!per!marker,!NA70:!up!to!70%!missing!data!per!marker!§The!percent!of!total!data!points!that!are!missing!!!NAB!datasets!was!between!0.2S3%.!This!low!level!of!preSexisting!missing!data!was!assumed!to!have!a!negligible!effect!on!the!imputation!and!GS!accuracies!and!for!these!datasets!the!original!marker!data!is!referred!to!as!version!NA0.!!
Calculation(of(linkage(disequilibrium(between(marker(pairs(! For!the!original!WW,!SW.!DTM,!and!NAB!datasets,!LD!between!all!marker!pairs!was!measured!using!the!r²!statistic,!where!r²!between!two!markers!was!calculated!using!the!formula:!
! r2 = D2p1q1p2q2 !
Dataset†!! Version‡! Mean!percent!missing!data!points§! Number!of!markers! Number!of!individuals!!WW!! NA20! 12.13! 1158! 374!NA50! 34.08! 1158! 374!NA70! 58.84! 1158! 374!!SW!! NA20! 12.1! 1279! 599!NA50! 34.98! 1279! 599!NA70! 60.54! 1279! 599!!DTM!! NA20! 11.99! 1135! 264!NA50! 34.9! 1135! 264!NA70! 60.53! 1135! 264!!NAB!! NA20! 12.1! 2146! 911!NA50! 35.03! 2146! 911!NA70! 60.49! 2146! 911!!SRRW!! NA20! 12.16! 2014! 360!NA50! 35.13! 2014! 360!NA70! 60.72! 2014! 360!
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where!D(=(x11(–(p1p2!is!the!probability!of!observing!the!combination!of!allele!1!at!marker!j(and!allele!1!at!marker!l,!p1!is!the!probability!of!allele!1!at!marker!j,!!!!is!the!probability!of!allele!2!at!marker!j,(p2!is!the!probability!of!allele!1!at!marker!l,!and!q2(is!the!probability!of!allele!2!at!marker!l.!!A!maximum!likelihood!estimate!of!
x11!was!obtained!using!an!expectation!maximum!approach!reviewed!by!Foulkes!(2009).!All!calculations!of!the!r²!statistic!were!implemented!in!the!R!package!
genetics((Warnes!et!al.,!2011).!
Missing(data(simulation(For!each!of!the!WW,!SW,!DTM,!and!NAB!datasets!three!versions!of!the!genotypic!data,!summarized!in!Table!2.1,!were!created!with!different!levels!of!simulated!missing!data.!In!each!of!the!versions:!NA20,!NA50,!and!NA70,!missing!values!were!introduced!at!random!but!the!maximum!percent!missing!data!at!a!given!marker!was!set!to!20%,!50%!and!70%!respectively.!Examples!of!the!simulated!markers!sets!are!illustrated!in!supplemental!Figure!2.1!(Figure!S2.1).!A!total!of!10!replicates!of!each!simulated!dataset!were!created!and!the!mean!percent!of!total!data!points!that!are!missing!across!the!10!replicates!is!shown!in!Table!2.1.!The!distribution!of!perSmarker!percent!missing!values!from!the!SRRW!data!versions!NA20,!NA50,!NA70!were!used!to!assign!the!percent!missing!at!each!marker!for!each!of!the!WW,!SW,!DTM,!and!NAB!datasets!to!produce!versions!NA20,!NA50!and!NA70,!respectively.!Across!all!the!missing!data!versions!of!all!the!datasets,!the!percent!missing!per!marker!distribution!had!a!long!left!tail!and!a!large!concentration!of!values!near!the!threshold!level.!!
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Imputation(methods(! In!all!cases,!the!genotypic!data!were!considered!continuous!variables.!The!methods!MNI,!kNNI,!SVDI,!EMI,!and!RFI!were!used!to!impute!the!simulated!missing!values.!For!all!methods!the!input!was!an!m(x!n!genotype!matrix!M!with!m!individuals!and!n!markers.!For!MNI,!each!missing!dataSpoint!xij(at!a!given!marker!
j(was!replaced!with!the!mean!of!the!nonSmissing!values!at!that!marker.!!! For!kNNI!(Troyanskaya!et!al.,!2001),!the!data!points!were!imputed!by!replacing!them!with!the!weighted!average!of!the!data!points!at!the!k!closest!markers.!Euclidean!distance!was!used!as!the!measure!of!marker!distance.!!Euclidean!distance!between!marker!genotype!vectors!q!and!v!of!length!m(was!defined!as:(!
d(q,v) = (q1 - v1)2 + (q2 - v2 )2 +....+ (qm - vm)2 !In!detail,!1)!missing!values!were!first!replaced!using!MNI!and!the!Euclidean!distance!between!all!of!possible!pairs!of!marker!vectors!was!computed.!Each!marker!was!included!in!the!marker!matrix!twice,!both!in!its!original!and!flipped!state!to!ensure!that!markers!in!negative!LD!would!not!be!considered!distant!to!the!marker!of!interest.!!2)!For!each!marker!j,!markers!were!sorted!based!on!Euclidean!distance!to!marker!j.!3)!For!each!row!i!of!marker!j!the!weighted!average!of!the!k!closest!markers!with!nonSmissing!values!at!row!i!were!used!as!an!estimate!of!marker!data!point!xij.!The!weight!of!each!marker!was!1/d²(were!d(is!the!Euclidean!distance!between!marker!j(and!the!marker!to!be!weighted.!kNNI!makes!no!assumptions!about!the!distribution!of!the!data.!
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! For!SVDI!(Troyanskaya!et!al.,!2001),!a!singular!value!decomposition!of!genotype!matrix!M!was!used!to!obtain!a!set!of!the!k!most!significant!EigenSvectors!of!the!markers.!These!k!EigenSvectors!were!then!used!as!the!predictors!for!linear!regression!estimation!of!the!missing!data!points.!SVDI!was!implemented!in!R!(R!Development!Core!Team,!2011)!using!the!package!‘bcv’!(Perry,!2009).!The!genotype!matrix!M!can!be!described!as:!
M=UΣVT!Where!U!has!dimensions!m(x!k,!V!has!dimensions!n!x!k,!and!Σ!is!a!k!x!k!diagonal!matrix.!U!contains!the!left!singular!vectors!with!are!equivalent!to!the!EigenSvectors!of!the!markers.!The!corresponding!singular!values!are!in!the!diagonal!elements!of!Σ.!The!singular!values!are!equivalent!to!the!square!root!of!the!EigenSvalues.!The!k!most!significant!EigenSvectors!of!the!markers!were!those!with!the!k!largest!EigenSvalues.!The!imputation!procedure!is!described!as!follows:!1)!Missing!values!were!originally!imputed!using!MNI.!2)!Singular!value!decomposition!was!used!to!estimate!the!k!most!significant!EigenSvectors!of!the!markers: Uˆ .!3)!For!each!marker!j,!linear!regression!coefficients!of!each!column!of!
Uˆ !were!estimated!by!the!multiple!linear!regression!equation:!
Y = Uˆβ+ ε !
Where!Y!is!a!column!vector!for!marker!j,! Uˆ is!an!m(x!k!matrix!of!k!EigenSvectors,!
β is!a!vector!of!regression!coefficients!and!ε!is!a!random!error!term.!Only!individuals!with!nonSmissing!values!in!Y!were!used!to!estimate!β.!4)! Uˆ and!the!
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estimates!of!the!regression!coefficients,! βˆ ,!were!used!to!estimate!the!missing!values!at!marker!j.!5)!Using!the!current!version!of!the!genotype!matrix!the!steps!two!through!four!were!repeated!for!a!total!of!10!iterations!which!was!sufficient!to!meet!the!convergence!criteria!which!was:!
RSS0 − RSS1
RSS1
< 0.02 !
RSS(is!the!residual!sum!of!squares!between!the!nonSmissing!values!and!their!SVDI!model!approximation.!RSS0!and!RSS1!are!the!RSS!values!of!successive!iterations.!SVDI!assumes!that!the!genotype!matrix!is!multivariate!normal!distributed.!For!the!optimal!k!value!calculation!methods!and!results!for!both!kNNI!and!SVDI!see!the!supplemental!information.!Optimal!k!values!are!listed!in!supplemental!table!12.!(Table!S2.1).!!!!! For!EMI,!the!nonSmissing!marker!data!was!used!to!obtain!maximum!likelihood!estimates!of!the!vector!of!means, uˆ ,!and!covariance!matrix Xˆ of!the!individuals!based!on!the!markers.!These!estimates!were!then!used!to!obtain!multiple!linear!regression!estimates!of!the!missing!marker!values.! uˆ ,!and! Xˆ !were!then!reSestimated!and!were!used!to!reSestimate!the!missing!marker!values.!This!process!was!repeated!until!the!difference!between!the!new!estimate!and!the!previous!estimate!of! uˆ+ XˆXˆTwas!0.02!or!less.!EMI!was!implemented!using!the!R!package!rrBLUP!(Endelman,!2011).!For!a!more!detailed!description!of!this!EMI!algorithm!refer!to!Poland!et!al.!(2012).!For!a!more!through!description!of!the!EM!imputation!algorithm!in!general!refer!to!Dempster!et!al.!(1977).!!!
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! For!RFI,!missing!marker!values!were!estimated!using!random!forest!regression!(Breiman,!2001)!using!all!available!data!to!predict!the!missing!values!for!every!marker.!RFI!was!implemented!in!R!(R!Development!Core!Team,!2010)!using!the!package!MissForest!(Stekhoven!and!Bühlmann,!2011).!The!imputation!procedure!was:!1)!for!marker!matrix!M,!markers!were!sorted!from!lowest!to!highest!percent!missing!and!missing!values!were!imputed!using!MNI.!!2)!At!each!marker!j!containing!missing!values,!the!nonSmissing!values,!Y,!were!used!to!grow!100!random!forest!regression!trees!Θ1…!Θ100.!Each!tree!was!grown!using!a!bootstrapped!sample!of!individuals!Y!and!a!random!sample!of n−1marker!predictors!were!used!where!nS1!is!the!number!of!markers!excluding!marker!j.!Each!tree!Θ!contains!the!terminal!node!values!and!a!set!of!instructions!for!recursively!partitioning!the!observations!into!the!terminal!nodes:!these!instructions!include!the!split!variables!at!each!node,!and!the!value!of!the!split!variable!used!for!partitioning.!3)!Missing!values!at!marker!j!were!imputed!as:!!
Yˆ = 1100 h(x,Θ)1
100
∑ !
where(x!are!the!input!variables.!4)!Marker!j!was!then!updated!in!marker!matrix!M!by!using!the! Yˆ values!as!the!estimate!of!the!missing!values.!5)!Step!two!through!four!were!repeated!for!each!subsequent!marker!until!all!markers!were!imputed.!6)!Then,!using!this!imputed!matrix,!steps!two!through!five!were!repeated!until!convergence!or!for!a!maximum!of!ten!iterations.!Convergence!was!declared!as!soon!as!theΔN !
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increased!for!the!first!time!where:!!
ΔN =
(M1 −M0 )2j∈n∑
(M1)2j∈n∑
!
M1!and!M0!are!the!newly!imputed!and!previously!imputed!marker!matrices!respectively.!If!the!convergence!criterion!was!met,!M0!was!used!as!the!final!estimate!of!M.!RFI!makes!no!assumptions!about!the!distribution!of!the!data.!
Imputation(accuracy(calculations(! The!perSmarker!imputation!accuracy,Rm2 ,!was!described!using!the!R2!value!between!predicted!data!points!and!the!original!data!points!for!a!given!marker!vector!or!individual!vector!x!of!length!j.!The!R2!was!defined!as!!
R2 =1−
(x jtrue− x jimputed)2j∑
(x jtrue-mean(x))2j∑
!
The! Rm2 ,!as!well!as!the!imputation!R2!of!the!individual!genotypes,!referred!to!as
Ri2 ,!were!calculated.!For!each!dataset!and!missing!data!level,!average Ri2 !and!Rm2 !
across!the!10!missing!data!simulations!were!also!calculated!and!referred!to!asRi2andRm2 .!! In!order!to!compare!with!imputation!accuracies!reported!in!other!publications,!for!each Rm2 !value,!the!equivalent!percent!correct!was!also!calculated.!Because!imputed!values!were!continuous,!the!percent!correct!for!each!marker!could!not!be!directly!calculated.!Instead,!for!each!marker,!equivalent!percent!correct!values!were!determined!by!simulation!using!each!marker’s!MAF!
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andRm2 !supplemental!information.!!!
Computational!time!! For!the!first!replicate!of!simulated!missing!datasets,!whenever!a!dataset!was!imputed,!the!number!of!seconds!required!for!imputation!to!be!completed!using!one!central!processing!unit!(CPU)!was!recorded.!All!jobs!were!submitted!to!the!Computational!Biology!Service!Unit!at!Cornell!University!which!uses!1)!a!240!core!Windows!cluster!consisting!of!60!Dell!PowerEdge!1855!nodes!with!two!x64!Pentium!4!Xeon!3.4GHz,!4GB!RAM!and!144GB!HD!each!and!2)!a!400!core!Windows!cluster!consisting!of!200!Sun!V20Z!nodes!with!two!AMD!Opteron!248!2.2GHz,!2GB!RAM!and!300GB!HD!each.!!
Assessment(of(factors(affecting(imputation(accuracy(! For!each!imputation!method!factors!affecting!the!imputation!accuracy!were!assessed.!A!marker’s!minor!allele!frequency!(MAF),!number!of!nonSmissing!data!points,!and!level!of!LD!with!other!markers!were!considered!as!factors!that!could!impact!its!imputation!accuracy.!The!distance!between!an!individual!and!its!closest!relative!and!the!expected!prediction!error!variance!(PEV)!were!considered!as!factors!affecting!the!imputation!accuracy!on!an!individual!genotype!basis.!The!impact!of!each!of!these!factors!was!assessed!for!each!imputation!method!using!the!WW,!SW,!DTM,!and!NAB!datasets!post!imputation.!!!! First,!the!impact!of!MAF!on!the!imputation!accuracy!was!assessed.!For!each!datasetSimputation!method!combination,Rm2 !was!averaged!across!dataset!
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versions!NA20,!NA50!and!NA70!and!this!overall!estimate!of!marker!imputation!accuracy!is!referred!to!asRm2 .The!medianRm2 for!each!value!of!MAF!rounded!to!the!nearest!tenth!was!calculated.!The!relationship!between!the!medianRm2 !and!the!MAF!value!was!then!plotted!to!characterize!the!relationship.!! The!impact!of!the!number!of!nonSmissing!data!points!at!a!marker!on!the!marker’s!imputation!accuracy!was!assessed!for!each!datasetSimputation!method!combination! using! data! from! all! 10! replicates! and! versions! NA20,! NA50! and!NA70! combined.! For! each!marker,! the! number! of! nonSmissing! data! points!was!rounded! to! the! nearest! factor! of! 5,! and! for! each! value! the! median! Rm2 ! was!calculated.!! To!determine!the!impact!of!the!LD!level!with!other!markers!on!the!imputation!accuracy,!markers!were!first!classified!as!markers!in!low!LD!with!all!other!markers!or!markers!in!at!least!moderate!LD!with!at!least!one!other!marker.!Markers!whose!highest!r²!statistic!was!less!than!0.5!were!considered!to!be!in!low!LD!with!all!other!markers.!A!marker!that!had!at!least!one!r²!statistic!greater!than!or!equal!to!0.5!was!considered!to!be!in!at!least!moderate!LD!with!at!least!one!other!marker.!The!median!Rm2 !of!markers!in!low!LD!and!of!markers!in!at!least!moderate!LD!with!at!least!one!other!marker!was!calculated.!The!ratio!of!Rm2 !for!markers!in!low!LD!to!the!Rm2 !for!markers!in!at!least!moderate!LD!was!then!examined.!!! To!assess!the!effect!of!the!genetic!distance!between!an!individual!and!its!
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closest!relative!on!the!individual!genotype!imputation!accuracy,!the!Euclidian!distance!was!calculated!for!each!pair!of!individuals!and!the!Ri2 !of!each!dataset!was!measured!for!each!simulated!dataset!and!imputation!method!combination.!The!meanRi2 !values!across!all!replicates,Ri2 ,!were!averaged!across!!versions!NA20,!NA50,!and!NA70!of!a!given!datasetSimputation!method!combination!to!calculate!an!overall!meanRi2 for!each!individual!which!is!referred!to!as Ri2 .!The!Euclidian!distance!between!each!individual!and!its!closest!relative,!rounded!to!the!nearest!whole!number!was!plotted!against!the!median! Ri2 to!examine!the!relationship.!! The!relationship!between!PEV!for!the!genetic!values!and!the!Ri2was!also!examined.!An!individual’s!PEV!is!a!measure!of!genetic!connectedness!to!the!other!individuals!(Kennedy!and!Trus,!1993)!where!an!individual’s!connectedness!is!determined!by!the!number!and!strength!of!the!genetic!relationships!between!that!individual!and!the!other!individuals!in!the!dataset.!For!example,!a!low!PEV!indicates!high!connectedness!and!high!degree!of!genetic!relationship.!To!measure!an!overall!PEV!value!for!each!individual,!a!vector!of!PEVs!was!calculated!for!each!marker!using!the!mixed!model!equations!(Searle!et!al.!1992)!implemented!in!the!R!package!rrBLUP!(Endelman,!2011).!The!genetic!and!error!variance!components!were!estimated!using!maximum!likelihood!and!the!genomic!relationship!matrix,!excluding!the!response!variable!marker,!was!used!as!the!covariance!matrix!between!genotypes.!The!sum!of!the!PEV!vectors!across!all!markers!was!used!as!
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the!overall!PEV!vector.!!Because!PEV!is!a!reflection!of!the!number!and!strength!of!the!genetic!relationships!between!individuals,!it!is!expected!to!be!a!useful!indicator!for!how!well!and!individual’s!missing!data!can!be!imputed!using!all!other!individuals!as!a!reference.!
Genomic(Selection(accuracy(calculation(
! All!10!simulations!of!missing!data!versions!NA20,!NA50,!and!NA70!of!the!WW,!SW,!DTM,!NAB!and!SRRW!marker!sets!were!imputed!with!each!of!the!imputation!methods:!MNI,!kNNI,!SVDI,!EMI,!and!RFI.!Then,!each!of!the!10!replicates!of!the!marker!setSimputation!method!combinations!was!used!to!calculate!the!10Sfold!cross!validation!GS!accuracy!for!both!ridge!regression!(Whittaker!et!al.,!2000)!and!Bayesian!Lasso!(de!los!Campos!et!al.,!2009),!see!supplemental!information.!GS!accuracies!are!computed!as!the!Pearson’s!correlation!between!the!phenotype!estimated!breeding!values!and!the!GEBVs.!The!mean!accuracy!for!each!marker!setSimputation!methodSprediction!model!combination!was!computed.!GS!accuracies!were!also!computed!using!version!NA0!of!the!WW,!SW,!DTM,!and!NAB!genotypic!data.!!!!!!!!
Results!
Linkage(disequilibrium(between(markers(! For!each!dataset,!the!LD!between!marker!pairs!was!quantified!using!the!r²!statistic.!Markers!that!had!at!least!one!other!marker!associated!with!r²≥!0.5!were!considered!to!be!in!at!least!moderate!LD!with!at!least!one!other!marker.!In!the!
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WW,!SW,!DTM,!and!NAB!datasets,!62%,!74%,!12%!and!69%!of!the!markers!had!at!least!one!other!marker!in!at!least!moderate!LD,!respectively.!Comparatively,!LD!between!markers!was!high!in!the!SW,!NAB,!and!WW!datasets!and!much!lower!in!the!DTM!dataset.!
Imputation(accuracy(! The!imputation!accuracy!reported!as!the!median! Rm2 !is!shown!in!Figure!2.1!for!kNNI,!SVDI,!RFI,!and!EMI.!!
!
Figure!2.1:!Median Rm2 of!each!imputation!method!across!all!datasets!(A)!Cornell!winter!wheat!(WW),!(B)!CIMMYT!elite!spring!wheat!(SW),!(C)!CIMMYT!drought!tolerant!maize!(DTM),!(D)!North!American!barley!(NAB).!For!each!population!median! Rm2 !!obtained!using!kSnearest!neighbors!imputation!(kNNI),!singular!value!decomposition!imputation!(SVDI),!random!forest!regression!imputation!(RFI),!and!expectation!maximization!imputation!(EMI),!are!shown!for!the!three!dataset!versions:!NA20!(black),!NA50!(grey),!and!NA70!(white)!which!contain!up!to!20%,!50%,!and!70%!missing!values!per!marker,!respectively.!!!!!
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!For!all!datasetSimputation!method!combinations,! Rm2 !values!were!nonSnormal!and!there!were!many!extreme!values.!The!median!Rm2 values!and!the!equivalent!percent!correct!values!are!listed!in!Table!2.2.!
!Table!2.2:!Median!Rm2 and!median!percent!correct†!for!each!imputation!method!and!across!all!datasets!
†Median!Rm2 !and!median!percent!correct!are!separated!by!a!backslash!(!/!)!‡kNNI:!kSnearest!neighbors!imputation,!SVDI:!singular!value!decomposition!imputation,!EMI:!expectation!maximization!imputation,!RFI:!random!forest!regression!imputation!§WW:!Cornell!winter!wheat,!SW:!CIMMYT!elite!spring!wheat,!DTM:!CIMMYT!drought!tolerant!maize,!NAB:!North!American!barley,!SRRW:!CIMMYT!stem!rust!resistant!wheat!¶NA20:!up!to!20%!missing!data!per!marker,!NA50:!up!to!50%!missing!data!per!marker,!NA70:!up!to!70%!missing!data!per!marker!!The!population!with!the!highest!median!Rm2 !for!each!of!the!levels!of!missing!data!was!the!NAB!population,!while!the!lowest!imputation!accuracies!were!observed!
! Imputation!Method‡!Dataset§! Version¶! kNNI( SVDI! RFI! EMI!
WW! NA20! 0.8!/!97! 0.44!/!93! 0.84!/!98! 0.58!/!95!NA50! 0.71!/!96! 0.36!/!92! 0.77!/!97! 0.5!/!93!NA70! 0.48!/!94! 0.27!/!89! 0.61!/!95! 0.35!/!91!Mean! 0.66!/!96! 0.36!/!91! 0.74!/!97! 0.48!/!93!SW!! NA20! 0.76!/!96! 0.52!/!93! 0.8!/!97! 0.5!/!93!NA50! 0.65!/!95! 0.43!/!93! 0.72!/!96! 0.49!/!93!NA70! 0.43!/!93! 0.31!/!91! 0.58!/!94! 0.35!/!91!Mean! 0.61!/!95! 0.42!/!92! 0.7!/!96! 0.45!/!92!DTM!! NA20! S0.01!/!82! 0.04!/!83! 0.2!/!88! 0.07!/!85!NA50! 0!/!82! 0.04!/!83! 0.14!/!87! 0.08!/!84!NA70! S0.03!/!82! 0.01!/!83! 0!/!84! 0!/!83!Mean! S0.01!/!82! 0.03!/!83! 0.11!/!86! 0.05!/!84!NAB!! NA20! 0.83!/!99! 0.73!/!98! 0.94!/!100! 0.76!/!98!NA50! 0.73!/!99! 0.61!/!98! 0.88!/!99! 0.7!/!98!NA70! 0.43!/!97! 0.44!/!97! 0.75!/!99! 0.52!/!97!Mean! 0.66!/!98! 0.59!/!98! 0.85!/!99! 0.66!/!98!
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with!the!DTM!population.!As!expected,!median! Rm2 !values!always!decreased!as!the!level!of!missing!data!increased.!RFI!always!produced!the!highest!accuracies;!kNNI!generally!produced!the!second!highest!accuracies,!followed!by!EMI!and!SVDI.!The!rankings!were!slightly!different!for!the!DTM!dataset,!where!RFI!was!most!accurate!followed!by!EMI,!SVDI,!and!kNNI.!!The!rankings!of!the!methods!for!each!dataset!according!to!the!median!percent!correct!are!the!same!as!those!according!to!the!median!Rm2 ,!however!the!median!percent!correct!values!could!not!be!compared!across!datasets!because!percent!correct!values!are!influenced!by!the!MAF!which!differs!among!datasets.!
Computational(time(! Large!differences!in!the!computational!requirements!for!the!imputation!methods!were!observed!(Table!2.3).!kNNI,!SVDI,!and!EMI!required!relatively!little!computation!time!on!average,!while!RFI!required!at!95x,!760x,!and!65x!more!computation!time!than!kNNI,!SVDI,!and!EMI!respectively.!!For!SVDI!and!kNNI,!the!computation!time!required!for!determining!optimal!k!values!was!not!included!in!the!estimates!of!the!average!computational!time!because!the!computation!time!for!optimal!k!estimation!depends!on!the!method!used!for!estimation.!The!10Sfold!cross!validation!approach!that!we!used!to!estimate!optimal!k!values!for!SVDI!and!kNNI!requires!approximately!50!runs!of!the!SVDI!and!kNNI!respectively.!!If!the!time!required!to!estimate!optimal!k!values!for!SVDI!and!kNNI!were!included!in!the!total!computational!time,!EMI!would!be!the!fastest!of!the!four!imputation!methods.!!!
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!
Table!2.3:!CPU†!minutes!required!to!complete!the!imputation!of!one!dataset!!!
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(†!CPU:!central!processing!unit(‡!kNNI:!kSnearest!neighbors!imputation,!SVDI:!singular!value!decomposition!imputation,!EMI:!expectation!maximization!imputation,!RFI:!random!forest!regression!imputation!§WW:!Cornell!winter!wheat,!SW:!CIMMYT!elite!spring!wheat,!DTM:!CIMMYT!drought!tolerant!maize,!NAB:!North!American!barley,!SRRW:!CIMMYT!stem!rust!resistant!wheat!¶NA20:!up!to!20%!missing!data!per!marker,!NA50:!up!to!50%!missing!data!per!marker,!NA70:!up!to!70%!missing!data!per!marker.!
Factors(affecting(imputation(accuracy(! MAF:!!For!all!datasets,!Rm2 !values!for!markers!with!MAF<0.1!were!low!compared!to!that!of!markers!with!MAF>0.1;!however,!the!relationship!between!MAF!and!Rm2 !for!markers!with!MAF>0.1!was!different!for!each!dataset!(Figure!2.2).!In!general,!Rm2 !increased!as!MAF!increased!as!long!as!MAF<0.4;!however,!with!the!NAB!dataset!(Figure!2.2,!D)!there!was!no!relationship!between!MAF!and!
Rm2 !for!MAF>0.1.!Accuracy!in!terms!of!percent!correct!had!a!strong!negative!
! Imputation!Method‡!Dataset§! Version¶! kNNI! SVDI! RFI! EMI!!WW!! NA20! 2.5! 0.4! 364.8! 2.2!NA50! 4.7! 0.4! 411.6! 3.1!NA70! 5.6! 0.4! 280.2! 2.7!!SW!! NA20! 5.3! 1.5! 132.6! 5.5!NA50! 9.7! 1.5! 935.4! 9.1!NA70! 11.5! 1.5! 610.2! 7.3!!DTM!! NA20! 1.7! 0.2! 271.8! 0.8!NA50! 3.3! 0.2! 440.4! 0.8!NA70! 4.1! 0.2! 223.8! 1.0!!NAB!! NA20! 24.4! 6.0! 4084.8! 64.6!NA50! 45.1! 5.8! 4204.2! 106.7!NA70! 50.3! 5.8! 2349! 86.2!!SRRW!! NA20! 7.1! 0.7! 2364.6! 3.5!NA50! 14.2! 0.6! 1618.8! 4.8!NA70! 17.1! 0.6! 1309.2! 4.1!
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linear!relationship!with!the!MAF!across!all!imputation!methods!and!datasets.!Markers!with!lower!MAF!values!tended!to!have!higher!percent!correct!values!(data!not!shown).!!!!!!
! !
Figure!2.2:!Relationship!between!the!minor!allele!frequency!(MAF)!and!Rm2 !The!median! Rm2 obtained!for!a!given!MAF!rounded!to!the!nearest!tenth!is!plotted!for!each!dataset:!(A)!Cornell!winter!wheat!(WW),!(B)!CIMMYT!elite!spring!wheat!(SW),!(C)!CIMMYT!drought!tolerant!maize!(DTM),!(D)!North!American!barley!(NAB).!Each!color!and!symbol!represents!a!different!imputation!method:!kSnearest!neighbors!imputation!(kNNI,!orange!triangles),!singular!value!decomposition!imputation!(SVDI,!purple!squares),!random!forest!regression!imputation!(RFI,!red!circles),!and!expectation!maximization!imputation!(EMI,!blue!crosses).!!!
! Number!of!non_missing!data!points:!!With!almost!all!datasetSimputation!method!combinations,!as!the!number!of!nonSmissing!data!points!increased,!the,!the!Rm2 !levels!increased!in!a!linear!fashion!(Figure!2.3).!The!strength!of!this!linear!relationship!was!similar!for!all!imputation!methods;!however,!with!the!DTM!
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dataset,!! Rm2 !for!kNNI!and!SVDI!were!close!to!zero!regardless!of!the!number!of!nonSmissing!data!points.!!
! !
Figure!2.3:!Relationship!between!the!number!of!nonSmissing!dataS!points!and!
Rm2 !The!median! Rm2 ! obtained! for! a! given! number! nonSmissing! data! points! rounded! to! the! nearest!factor!of!5,! is!plotted!for!each!dataset:!(A)!Cornell!winter!wheat!(WW),!(B)!CIMMYT!elite!spring!wheat!(SW),!(C)!CIMMYT!drought!tolerant!maize!(DTM),!(D)!North!American!barley!(NAB).!Each!color! and! symbol! represents! a! different! imputation! method:! kSnearest! neighbors! imputation!(kNNI,! orange! triangles),! singular! value! decomposition! imputation! (SVDI,! purple! squares),!random!forest!regression!imputation!(RFI,!red!circles),!and!expectation!maximization!imputation!(EMI,!blue!crosses).!!! LD! between! markers:! The! ratio! of! the! median! imputation! Rm2 ! for!markers!with!no!other!markers!in!moderate!LD!to!the!median!imputation! Rm2 !for!markers!with!at!least!one!other!marker!in!moderate!LD!was!always!less!than!one!(Table!2.4),!indicating!that!the!imputation!accuracy!for!markers!without!markers!
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in!moderate! LD!was! always! lower! than! that! for!markers! that! had! at! least! one!other!marker!in!moderate!LD.!
Table!2.4:!Ratios†!of!median Rm2 of!markers!having!no!markers!in!moderate!linkage!disequilibrium!(LD)‡!to!that!of!markers!with!at!least!one!other!marker!in!moderate!LD!
(†Reduced!ratios!are!reported!followed!by!the!values!used!to!compute!the!reduced!ratios!in!parenthesis!((‡at!least!moderate!LD!was!defined!as!r²!statistic!≥!0.5!
§kNNI:!kSnearest!neighbors!imputation,!SVDI:!singular!value!decomposition!imputation,!EMI:!expectation!maximization!imputation,!RFI:!random!forest!regression!imputation!¶WW:! Cornell! winter! wheat,! SW:! CIMMYT! elite! spring! wheat,! DTM:! CIMMYT! drought! tolerant!maize,!NAB:!North!American!barley!!Across! all! datasets,! the! Rm2 ! ratios! for! the! two! classes! of! markers! was! much!smaller!for!kNNI!compared!to!the!other!imputation!methods,!indicating!that!the!imputation! accuracy! of! kNNI! was! more! strongly! influenced! by! the! level! of! LD!between!markers! compared! to! the!other!methods.!With! the!WW,!SW,!and!NAB!datasets!the! Rm2 !ratios!for!the!two!classes!of!markers!was!similar!for!SVDI,!RFI,!and!EMI!indicating!that!the!accuracy!of!these!three!methods!is!influenced!by!the!level!of!LD!between!markers!to!a!similar!degree.!However,!with!the!DTM!dataset,!the! Rm2 !ratio!for!the!two!classes!of!markers!was!closer!to!one!for!SVDI!compared!
! Imputation!Method§!Dataset¶! kNNI! SVDI! RFI! EMI!WW! 0.16!(0.13/.8)! 0.36!(0.17/0.47)! 0.49!(0.41/0.84)! 0.39!(0.23/0.59)!SW! 0.14!(0.1/0.7)! 0.47!(0.23/0.49)! 0.62!(0.47/0.76)! 0.58!(0.29/0.5)!DTM! S0.18!!(S0.03/0.17)! 0.33!(0.02/0.06)! 0.18!(0.09/0.5)! 0.14!(0.03/0.22)!NAB! 0.31!(0.24/0.78)! 0.59!(0.40/0.68)! 0.74!(0.67/0.9)! 0.63!(0.46/0.73)!Mean! 0.11! 0.44! 0.51! 0.44!
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to!the!other!methods,!indicating!that!for!this!dataset,!the!accuracy!with!SVDI!was!less!affected!by!the!LD!between!markers,!compared!to!the!other!methods.!!
 Distance!from!the!closest!relative!and!PEV:!Regardless!of!the!dataset!or!the!imputation!method,!the!smaller!the!distance!between!an!individual!and!its!closest!relative,!the!higher!the!Ri2 !(Figure!2.4).!!One!exception!was!observed!with!the!DTM!dataset,!where!for!kNNI!there!was!no!relationship!between!the!distance!between!an!individual!and!its!closest!relative!and! Ri2 .!!We!observed!very!similar!trends!between!Ri2 !and!the!overall!PEV!(Figure!S2.2).!As!an!individual’s!PEV!increased,!indicating!a!decrease!in!the!strength!and!number!of!genetic!relationships!between!that!individual!and!all!other!individuals,!its!Ri2 !decreased!in!all!cases!except!when!the!DTM!dataset!was!imputed!with!kNNI.!!!
Effect(of(imputation(method(on(genomic(selection(accuracy(! In!nearly!all!cases,!GS!accuracies!did!not!differ!greatly!from!one!imputation!method!to!another,!with!the!exception!of!MNI,!which!sometimes!led!to!much!lower!accuracies!compared!to!all!other!methods!when!the!NA70!dataset!version!was!used!(Figure!2.5!and!2.6).!Overall,!GS!accuracies!were!least!affected!by!the!imputation!method!for!dataset!version!NA20,!and!most!affected!by!the!imputation!method!for!dataset!version!NA70.!The!relative!performance!of!each!method!in!terms!of!GS!accuracy!after!imputation!depended!on!the!dataset,!and!dataset!version;!however,!RFI!consistently!performed!well!across!all!datasets.!For!!!!
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Figure!2.4:!Relationship!between!the!distance!from!the!closest!relative!and Ri2 !!The!median! Ri2 obtained!for!a!given!Euclidean!distance!between!an!individual!and!its!closest!relative!rounded!to!the!nearest!whole!number!is!plotted!for!each!dataset:!(A)!Cornell!winter!wheat!(WW),!(B)!CIMMYT!elite!spring!wheat!(SW),!(C)!CIMMYT!drought!tolerant!maize!(DTM),!(D)!North!American!barley!(NAB).!Each!color!and!symbol!represents!a!different!imputation!method:!kSnearest!neighbors!imputation!(kNNI,!orange!triangles),!singular!value!decomposition!imputation!(SVDI,!purple!squares),!random!forest!regression!imputation!(RFI,!red!circles),!and!expectation!maximization!imputation!(EMI,!blue!crosses).!!! !
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!!
Figure!2.5:!Genomic!selection!(GS)!accuracy!obtained!using!ridge!regression!after!imputation!!Mean!GS!accuracies!obtained!using!the!dataset!versions!NA0,!NA20,!NA50,!having!up!to!0%,!20%,!50%,!and!70%!missing!data!per!marker!respectively,!imputed!with!either!mean!imputation!(MNI;!black!stars),!kSnearest!neighbors!imputation!(kNNI;!orange!triangles),!singular!value!decomposition!imputation!(SVDI;!purple!squares),!expectation!maximization!imputation!(EMI;!blue!crosses)!and!random!forest!regression!imputation!(RFI;!red!circles)!are!shown!for!(A)!Cornell!winter!wheat!(WW)Syield,!(B)!Cornell!winter!!wheat!(WW)Sheight,!(C)!Cornell!winter!wheat!(WW)Sprotein,!(D)!Cornell!winter!wheat!(WW)Sdays!to!heading!(DTH),!(E)!CIMMYT!drought!tolerant!maize!(DTM),!(F)!CIMMYT!elite!spring!wheat!(SW),!(G)!North!American!barley!(NAB),!and!(H)!stem!rust!resistant!wheat!(SRRW)!datasets.!Each!plot!has!a!different!ySaxis!range.!Error!bars!depict!standard!errors.!!!!!!!
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Figure!2.6:!Genomic!selection!(GS)!accuracy!obtained!using!Bayesian!Lasso!after!imputation!Mean!GS!accuracies!obtained!using!the!dataset!versions!NA0,!NA20,!NA50,!having!up!to!0%,!20%,!50%,!and!70%!missing!data!per!marker!respectively,!imputed!with!either!mean!imputation!(MNI;!black!stars),!kSnearest!neighbors!imputation!(kNNI;!orange!triangles),!singular!value!decomposition!imputation!(SVDI;!purple!squares),!expectation!maximization!imputation!(EMI;!blue!crosses)!and!random!forest!regression!imputation!(RFI;!red!circles)!are!shown!for!(A)!Cornell!winter!wheat!(WW)Syield,!(B)!Cornell!winter!!wheat!(WW)Sheight,!(C)!Cornell!winter!wheat!(WW)Sprotein,!(D)!Cornell!winter!wheat!(WW)Sdays!to!heading!(DTH),!(E)!CIMMYT!drought!tolerant!maize!(DTM),!(F)!CIMMYT!elite!spring!wheat!(SW),!(G)!North!American!barley!(NAB),!and!(H)!stem!rust!resistant!wheat!(SRRW)!datasets.!Each!plot!has!a!different!ySaxis!range.!Error!bars!depict!standard!errors.!
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the!WW!datasets,!the!relative!performance!of!the!imputation!methods!in!terms!of!GS!accuracy!was!inconsistent!across!the!four!traits!tested.!For,!a!given!dataset!and!dataset!version,!the!rank!of!each!method!based!on! Rm2 ,!was!not!consistent!with!the!rank!based!on!GS!accuracy!using!RR!or!BL!postSimputation.!The!rank!of!the!imputation!methods,!however,!was!consistent!between!the!two!different!GS!models.!We!also!found!that!including!rather!than!removing!‘sparse’!markers,!those!with!large!amounts!of!missing!data,!nearly!always!led!to!higher!GS!accuracies!(methods!and!results!described!in!supplemental!information),!especially!when!RFI,!kNNI!or!EMI!were!the!imputation!methods!used!(Figure!S2.4).!
Discussion!
Imputation(accuracy(! This!study!found!that!mapSindependent!imputation!methods!other!than!MNI!can!be!surprisingly!accurate,!especially!when!LD!between!markers!is!high!and!the!genotyped!individuals!are!related.!RFI!was!the!most!promising!method!overall!because!of!its!consistently!high!performance!in!terms!of!imputation!accuracy!and!subsequent!GS!accuracy;!however,!it!was!the!most!computationally!intensive!method!evaluated.!kNNI,!while!less!accurate!than!RFI,!may!be!a!good!alternative!to!RFI!if!there!are!computational!limitations!to!completing!the!imputation.!It!is!likely!that!RFI!and!kNNI!produced!comparable!levels!of!accuracy!because!both!use!a!similar!model!free!approach!for!imputation!
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that!involves!weighting!a!selected!set!of!k!important!variables!according!to!a!distance!metric!(Lin!and!Jeon,!2006).!The!weighted!average!of!these!variables!is!the!predicted!value!of!the!variable!of!interest.!For!kNNI!the!distance!metric!was!the!Euclidean!distance!and!k!was!a!fixed!number!across!all!variables.!For!RFI,!the!k!important!variables!and!their!weights!are!determined!by!the!splitting!scheme!of!the!tree!that!is!determined!using!the!response!variable.!The!increased!accuracy!but!greater!computational!burden!of!the!RFI!method!compared!with!kNNI!is!due!to!its!adaptive!weighting!of!variables!that!takes!into!account!the!response!variable.!! A!possible!reason!that!EMI!and!SVDI!were!less!accurate!than!RFI!and!kNNI,!is!that!the!genotypic!datasets!that!we!used!may!have!violated!multivariate!normality,!an!underlying!assumption!for!EMI!and!SVDI.!!Alternatively,!EMI!and!SVDI!may!not!have!been!as!effective!at!ignoring!uninformative!predictors.!If!true,!linear!regression!based!imputation!methods!involving!variable!selection!could!be!as!accurate!as!kNNI!or!RFI.!However,!due!to!multicollinearity,!attempts!to!test!imputation!based!on!subset!selection!methods!such!as!stepwise!regression!were!not!successful.!!Regression!imputation!using!variable!selection!methods!which!can!cope!with!multicollinearity,!such!as!the!least!absolute!shrinkage!and!selection!operator!(Lasso;!Tibshirani,!1996),!would!be!interesting!to!test!in!future!studies.!! EMI!performed!consistently!better!than!SVDI!which!is!likely!because!EMI!incorporates!all!the!marker!data!as!predictors!whereas!SVDI!first!used!a!data!reduction!step,!potentially!eliminating!useful!information.!SVDI!may!have!
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outperformed!EMI!if!the!datasets!had!a!greater!rate!of!genotyping!error!because!it!is!expected!to!better!cope!with!noisy!data!(Troyanskaya!et!al.,!2001).!!! For!all!methods,!average!median!imputation!accuracies!on!an!individual!genotype!basis! Ri2 !were!not!always!homogenous!across!population!subSgroups!as!illustrated!in!Figure!S5,!which!shows!individuals!plotted!according!to!the!first!two!principal!components!of!their!marker!genotypes!and!color!coded!according!to!their!imputation!accuracy.!With!the!DTM!and!WW!datasets,!small!subSgroups!of!individuals!that!clustered!together!according!to!the!first!two!principal!components!of!marker!genotypes!tended!to!have!similar!ranges!of!accuracy.!However,!with!the!SW!and!NAB!datasets!!Ri2 !was!relatively!homogenous!across!population!subSgroups.!An!association!between!Ri2 !and!population!subSgroup!is!undesirable!because!it!may!create!or!worsen!an!association!between!GS!accuracy!and!population!subSgroup.!!Using!large!datasets!with!minimal!population!structure!for!imputation!and!genomic!selection!is!advocated!to!avoid!heterogeneity!of!imputation!and!genomic!selection!accuracies!across!subSgroups!of!individuals.!! Population!structure!may!also!lead!to!increased!imputation!accuracy!for!markers!with!high!levels!of!population!subdivision!(Iwata!and!Jannink,!2010)!because!an!individual’s!allelic!state!can!be!predicted!largely!based!population!subSgroup!alone.!!Accuracy!levels!for!datasets!with!many!markers!highly!subdivided!by!population!may!be!high!largely!because!of!structure;!we!therefore!
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calculated! Rm2 !excluding!markers!with!high!levels!of!population!subdivision!as!indicated!by!their!Fst!values,!where!high!Fst!indicates!high!population!subSdivision!(for!methods!see!supplemental!information.)!For!markers!with!MAF>0.1,!on!average,Rm2 !excluding!markers!with!the!25%!highest!Fst!values!were!0.9,!1.17,!1.02,!and!0.9!times!those!of!overall! Rm2 !for!the!WW,!SW,!DTM,!and!NAB!datasets!respectively.!Thus,!for!the!WW!and!NAB!datasets,!the!high!imputation!accuracies!we!observed!may!have!been!in!small!part!due!to!population!structure.!! Comparing!our!imputation!accuracy!results!with!those!of!other!studies!is!difficult!because!each!study!uses!different!populations!of!different!sizes,!levels!of!missing!data,!MAF!distributions,!and!levels!of!LD!between!markers.!In!addition,!accuracy!reported!as!percent!correct!cannot!be!compared!across!datasets!with!different!MAF!distributions.!Nevertheless,!we!assume!that!mapSdependent!imputation!methods!would!outperform!the!mapSindependent!methods!that!we!evaluated!(given!the!availability!of!an!accurate!genetic!or!physical!map)!because!physically!linked!markers!are!used!to!predict!missing!values.!These!physically!linked!markers!should!be!more!reliable!predictors!compared!to!markers!that!are!in!LD!but!may!not!be!physically!linked.!As!genetic!and!physical!maps!develop!for!wheat!and!barley!the!assumption!that!mapSdependent!methods!would!outperform!the!mapSindependent!methods!can!be!tested.!
Factors(affecting(imputation(accuracy(! Markers!with!very!low!MAF!had!lowRm2 values.!There!are!two!possible!
  54!
explanations!for!this!observation.!First,!because!of!the!wayRm2 is!calculated,!a!single!imputation!error!has!a!much!larger!negative!impact!on!the Rm2 !for!markers!with!lower!MAF!values!(Figure!S6).!Thus,!it!is!harder!to!achieve!high!Rm2 for!markers!with!a!low!MAF.!Second,!individuals!with!the!minor!allele!at!a!given!marker!are!not!well!represented,!making!their!marker!genotype!more!difficult!to!predict.!A!similar!relationship!between!MAF!and!Rm2 !was!also!found!by!studies!by!Iwata!and!Jannink!(2010)!and!Li!et!al.,!(2011)!which!used!mapSdependent!imputation!methods.!UnlikeRm2 ,!imputation!accuracy!in!terms!of!percent!correct!had!a!negative!linear!relationship!with!MAF!(data!not!shown),!this!is!because!markers!with!lower!MAF!can!always!be!imputed!with!a!reasonably!high!percent!correct!based!on!the!marker!mean!alone.!Other!studies!of!mapSdependent!imputation!methods!report!a!negative!relationship!between!MAF!and!percent!correct!(Pei!et!al.,!2008;!Hickey!et!al.,!2012).!! The!number!of!nonSmissing!data!points,!analogous!to!reference!panel!size!in!other!studies,!was!found!to!positively!impact!theRm2 .!This!finding!is!consistent!with!other!studies!which!tested!the!effect!of!reference!panel!size!on!the!imputation!accuracy!using!mapSdependent!methods!(Pei!et!al.,!2008;!Druet!et!al.,!2010;!Li!et!al.,!2010).!For!RFI,!EMI,!and!SVDI,!which!involve!a!model!training!step,!fewer!missing!data!points!means!that!more!individuals!are!available!for!model!training.!With!kNNI,!a!smaller!number!of!nonSmissing!data!points!at!a!given!marker!leads!to!a!more!accurate!estimate!of!its!distance!from!all!other!markers.!
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However,!with!the!DTM!set!there!was!no!trend!between!accuracy!and!the!number!of!nonSmissing!data!points!with!kNNI.!This!was!because!accuracy!with!kNNI!for!this!dataset!was!very!low!overall.!! The!presence!of!one!or!more!markers!in!moderate!LD!(r²!statistic!≥!0.5)!was!a!more!important!factor!for!kNNI!compared!to!RFI,!EMI,!and!SVDI.!This!is!because!kNNI!bases!its!predictions!on!a!fixed!number!of!close!markers,!whereas!RFI,!EMI!and!SVDI!use!information!from!all!markers!in!the!dataset!to!generate!predicted!values!for!the!missing!data!points.!The!LD!between!markers!on!a!whole!dataset!basis!also!appeared!to!be!an!important!factor!affecting!the!Rm2 of!all!methods!because!accuracies!with!the!DTM!dataset,!which!had!low!levels!of!LD!between!markers!overall,!were!much!lower!than!accuracies!with!the!WW,!SW,!and!NAB!datasets.!Other!publications!that!have!evaluated!the!effect!of!LD!on!imputation!accuracy!for!mapSdependent!methods!have!found!similar!trends!(Pei!et!al.,!2008;!Hickey!et!al.,!2012).!!! We!found!that!imputation!accuracy!on!an!individual!genotype!level!was!negatively!correlated!with!the!distance!from!the!closest!relative!in!the!dataset,!and!the!PEV,!which!is!an!indication!of!the!relationship!between!an!individual!and!other!genotypes.!!A!similar!relationship!between!imputation!accuracy!and!relationship!has!been!found!by!other!studies!of!mapSdependent!imputation!methods!(Druet!et!al.,!2010;!Zhang!and!Druet!2010;!Hickey!et!al.,!2012).!It!is!clear!that!to!ensure!effective!imputation,!the!dataset!to!be!imputed!should!contain!related!individuals.!If!the!dataset!is!suited!for!GS,!it!is!likely!that!the!individuals!
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are!already!related.!However,!to!increase!the!chances!that!an!individual!will!have!close!relatives!in!the!dataset,!all!available!genotypic!data!for!the!germplasm!pool!of!interest!should!be!combined!prior!to!imputation.!!
Genomic(selection(accuracy(! The!GS!accuracies!that!we!observed!may!be!sufficiently!high!to!lead!to!increased!rates!of!genetic!gain!compared!to!phenotypic!selection!(PS),!depending!on!the!accuracy!of!PS!and!the!selection!cycle!duration!of!both!PS!and!GS.!It!is!important!to!note!that!all!GS!accuracies!reported!for!a!given!dataset!are!‘global!estimates’!across!all!potential!subSpopulations.!Based!on!other!studies!evaluating!GS!accuracies!within!and!across!subSpopulations!(Zhao!et!al.2011,!Heslot!et!al.,!2012,!Windhausen!et!al.!in!2012),!this!global!accuracy!estimate!may!be!greater!than!the!accuracy!measured!within!individual!subSpopulations.!!!!!
Effect(of(imputation(method(on(the(genomic(selection(accuracy(! Improved!accuracy!of!GS!after!application!of!map!independent!imputation!methods!was!another!important!finding!of!this!study.!Based!on!our!results,!unordered!markers!with!missing!data!can!be!included!in!the!dataset!to!improve!accuracy!through!imputation!with!RFI,!kNNI,!EMI,!or!even!SVDI!rather!than!MNI.!However,!for!datasets!with!low!levels!of!missing!data!(up!to!20%!per!marker),!imputing!with!MNI!is!sufficient.!Although!our!results!do!not!support!removing!markers!with!high!levels!of!missing!data!prior!to!GS,!in!many!datasets!markers!with!low!levels!of!missing!data!may!be!sufficient!to!saturate!the!genome.!With!the!datasets!used!in!this!study,!the!average!number!of!markers!with!up!to!20%!and!
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50%!missing!data!was!18!to!37!and!99!to!186!respectively,!and!these!reduced!marker!sets!were!not!sufficient!to!saturate!the!genome.!Thus,!including!markers!with!larger!amounts!of!missing!data!led!to!improved!GS!accuracies.!!Interestingly,!a!low!medianRm2 !was!not!reflective!of!the!merit!of!imputation!prior!to!GS.!The!median!Rm2 for!the!datasets!with!up!to!70%!missing!data!per!marker!were!the!lowest!of!all!the!missing!data!levels;!however!we!saw!the!greatest!gain!in!GS!accuracy!from!kNNI,!SVDI,!EMI,!or!RFI!relative!to!MNI!imputation!with!this!level!of!missing!data.!This!was!especially!apparent!for!the!DTM!dataset,!which!had!a!median!Rm2 near!zero!for!most!methods!when!there!was!up!to!70%!missing!data!per!marker.!However,!RFI!on!this!dataset!produced!GS!model!accuracies!1.3!times!greater!than!those!achieved!when!MNI!was!used!prior!to!GS.!Surprisingly,!the!most!accurate!imputation!method!was!not!always!the!method!that!gave!the!highest!GS!accuracy.!This!may!be!caused!by!nonSrandom!imputation!errors.!If!some!imputation!errors!are!similar!for!related!individuals,!these!nonSrandom!errors!may!able!to!capture!some!genetic!relationships!in!the!GS!model.!The!idea!that!the!imputation!errors!may!capture!some!genetic!relationships!was!suggested!by!a!study!by!Weigel!et!al.!(2010).!
Conclusions!! This!study!has!important!implications!for!species!that!lack!a!reference!genome,!complete!reference!map,!and!preSdesigned!highSthroughput!genotyping!platforms.!First,!unordered!markers!can!be!imputed!with!high!levels!of!accuracy,!
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and!even!higher!accuracies!may!result!if!additional!reference!genotypes!can!be!added!to!the!dataset!prior!to!imputation.!Based!on!the!results!of!this!study,!if!a!large!number!of!marker!genotypes!are!produced!(so!that!markers!are!in!LD!with!each!other),!and!the!population!contains!individuals!with!some!genetic!relationship,!missing!data!can!be!imputed!with!reasonable!accuracy!even!if!the!level!of!missing!data!is!high;!up!to!70%.!Future!work!to!improve!upon!and!reduce!the!computational!burden!of!the!most!promising!methods!in!this!study,!RFI!and!kNNI,!would!be!especially!useful!if!these!methods!are!to!be!used!widely.!The!second!implication!of!this!study!is!that!a!large!proportion!of!missing!data!in!dense!marker!sets!is!not!a!major!concern!for!GS.!As!long!as!the!marker!density!is!sufficiently!high,!the!accuracy!does!not!appear!to!be!strongly!negatively!affected.!!In!cases!where!missing!data!does!negatively!impact!the!GS!accuracy!imputation!using!a!method!other!than!MNI!prior!to!GS!model!training!and!validation!can!help!improve!the!accuracy.!Overall,!mapSindependent!imputation!shows!promise!for!the!feasibility!of!applying!GS,!enabled!by!emergent!sequenceSbased!genotyping!technologies,!to!almost!any!species!regardless!of!the!availability!of!preSexisting!genotyping!resources.!!
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Supplemental!information!
Methods(
! Optimal!k!value!estimation!for!kNNI!and!SVDI:!Optimal!k!values!for!kNNI!and!SVDI!were!estimated!for!the!first!replicate!of!each!of!the!15!datasets!and!these!estimates!were!used!for!all!remaining!replicates.!Optimal!k!values!were!estimated!using!10Sfold!cross!validation.!For!this!procedure!a!set!of!k!values:!1,!5,!10,!15,!20,!25!were!chosen!for!initial!evaluation.!For!each!proposed!value!of!k,!a!10Sfold!cross!validation!was!used!to!compute!the!accuracy!in!terms!of!median!
Rm2 .!!If!the!largest!k!value!in!the!initial!set!of!k!values!was!found!to!be!optimal,!a!new!set!of!larger!k!values!was!evaluated.!The!values!in!the!interval!between!two!k!values!leading!to!the!highest!cross!validation!accuracy!were!then!selected!for!the!second!round!of!k!value!evaluation.!In!this!second!round,!the!k!value!leading!to!the!highest!accuracy!was!considered!to!be!optimal.!This!process!was!repeated!until!a!k!value!leading!to!maximum!cross!validation!accuracy!was!determined.!To!compute!the!cross!validated!accuracy,!1)!10!independent!sets!of!nonSmissing!dataSpoints!were!identified,!2)!set!one!dataSpoints!were!masked,!3)!either!kNNI!or!SVDI!was!completed!using!the!k!value!to!be!evaluated,!and!4)!steps!2!and!3!were!repeated!for!all!10!sets.!The!median!Rm2 !between!the!initial!dataset!and!the!dataset!postSimputation!of!all!10!sets!was!used!as!the!evaluation!of!cross!validation!accuracy.!
! Equivalent!percent!correct!calculation:!For!each!marker,!1001!marker!genotype! vectors,! with! the! marker’s! MAF! were! simulated.! Each! vector! had! a!
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length! of! 1000.! One! of! the! vectors!was! selected! as! the! true! genotype,! and! the!remaining!1000!were!simulated!to!have!different!percent!correct!values,!ranging!from! 0.01! to! 100,! with! an! interval! of! 0.1! between! consecutive! percent! correct!values.!For!each!of!the!1000!vectors!with!known!percent!correct!values,!! Rm2 !was!calculated.! Then! the! vector!with! the! Rm2 ! value! closest! to! the! Rm2 ! value! for! the!marker!of!interest!was!identified,!and!that!vector’s!known!percent!correct!value!was!used!as!the!equivalent!percent!correct!value!for!the!marker!of!interest.!
! Genomic!selection!accuracy!calculations!(continued):!For!the!WW,!SW,!DTM!and!SRRW!datasets!the!breeding!values!used!for!GS!model!training!and!validation!consisted!of!best!linear!unbiased!predictors!(BLUPs)!of!the!phenotypic!values!for!the!genotyped!individuals.!For!the!NAB!dataset,!an!individual’s!phenotypic!value!per(se!was!used!as!its!breeding!value.!The!GS!accuracies!for!all!marker!setSimputation!method!combinations!were!calculated!for!a!single!trait!with!the!SW,!DTM,!NAB,!and!SRRW!datasets!and!for!four!traits!with!the!WW!dataset.!(The!traits!that!were!used!are!listed!in!the!section!describing!the!original!datasets).!For!more!details!on!the!BLUP!calculations!refer!to!Heffner!et!al.!(2011)!for!the!WW!data!and!to!Crossa!et!al.!(2010)!for!the!SW!and!DTM!data.!To!compute!BLUPs!of!the!phenotypes!for!the!SRRW!data!the!mixed!model:!!!!Y =Xβ+Zu+ ε !was!fit!to!the!data.!Y!was!the!vector!of!phenotypic!observations,!β!was!the!vector!of!site!effects!treated!as!fixed!effects,!u(was!the!vector!of!genotype!effects!treated!as!random!effects,!X!and!Z!were!the!design!matrices!relating!the!observations!in!
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Y!to!β!!and!u.!!! A!10Sfold!cross!validation!was!used!to!compute!GS!accuracy.!This!consisted!of!1)!splitting!the!dataset!into!10!sets,!2)!training!the!model!with!9!sets!and!predicting!the!remaining!set,!and!3)!repeating!steps!one!and!two!until!predicted!values!have!been!calculated!for!all!the!individuals.!The!accuracy!was!defined!as!the!Pearson’s!correlation!between!the!breeding!values!estimated!with!phenotype!and!the!genomic!estimated!breeding!values!(GEBVs).!For!all!versions;!NA0,!NA20,!NA50,!and!NA70,!of!a!given!dataset,!individuals!were!assigned!to!specific!sets!that!were!held!constant!across!all!replicates,!missing!data!levels,!and!traits!in!order!to!remove!variation!in!predicted!values!that!would!arise!due!to!sampling.!This!enabled!direct!comparison!of!the!impact!of!the!different!imputation!methods!and!missing!data!levels!on!the!GS!accuracy.!! Ridge!regression!(RR)!(Whittaker!et!al.,!2000)!and!Bayesian!Lasso!(BL,!de!los!Campos!et!al.,!2009)!were!the!two!prediction!models!used!for!computing!GS!accuracies.!For!both!RR!and!BL,!marker!effects!were!first!estimated!using!the!training!set.!These!marker!effect!estimates!and!the!genotypes!of!the!validation!individuals!were!used!to!calculate!the!GEBVs!which!were!defined!as!the!sum!of!each!individual’s!marker!effects.!RR!assumes!that!all!marker!effects!are!sampled!from!the!same!normal!distribution!with!zero!mean!and!variance!that!is!estimated!by!maximum!likelihood.!With!BL,!the!variance!of!the!marker!effect!sampling!distribution!is!unique!for!each!marker.!!This!leads!to!more!and!less!shrinkage!on!smallS!and!largeSeffect!markers,!respectively.!We!implemented!RR!in!R!(R!
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Development!Core!Team,!2011).!The!package!emma!(Kang!et!al.,!2008)!was!used!to!estimate!the!variance!components!by!maximum!likelihood.!BL!was!implemented!in!the!R!package!BLR!(de!los!Campos!and!Perez!Rodriguez,!2010).!The!parameter!values!were!set!to!those!suggested!by!Perez!et!al.!2010!(Pérez!et!al.,!2010).!!Marker!effect!estimations!were!based!on!40,000!iterations!of!sampling!after!a!burn!in!period!of!20,000!iterations.!Trace!plots!of!the!variance!parameters!were!inspected!to!check!for!convergence.!
Results(
! Effect!of!excluding!sparse!marker!data!on!the!genomic!selection!
accuracy!:!In!order!to!determine!if!markers!with!a!large!proportion!of!missing!data!should!be!included!rather!than!filtered!from!the!dataset,!we!assessed!the!effect!of!excluding!sparse!markers,!those!with!a!large!proportion!of!missing!data!points,!on!the!GS!accuracy.!Subsets!of!the!NA70!versions!of!each!dataset!were!used!to!calculate!GS!accuracies!after!imputation!with!each!method.!One!of!the!two!subsets!contained!markers!that!had!up!to!20%!missing!data!perSmarker!before!imputation,!referred!to!as!NA70Ssub20.!The!second!subset!contained!markers!that!had!up!to!50%!missing!data!before!imputation,!referred!to!as!NA70Ssub50.!The!marker!set!containing!markers!with!up!to!70%!missing!data!(which!includes!all!the!markers)!is!referred!to!as!NA70Ssub70.!For!comparison,!the!original!datasets!with!no!simulated!missing!data!were!also!subsetted!so!they!would!contain!the!same!markers!as!the!NA70Ssub20!and!NA70Ssub50,!and!NA70Ssub70!datasets,!these!marker!sets!are!referred!to!as!NA0Ssub20!and!NA0Ssub50,!
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NA0Ssub70.!The!numbers!of!markers!in!each!of!the!marker!sets!are!listed!in!Table!S1,!and!an!example!of!the!marker!sets!is!illustrated!in!Figure!S2.!GS!accuracy!for!each!marker!setSimputation!method!combination!was!calculated!using!RR.!For!each!imputation!method,!the!differences!in!GS!accuracy!between!versions!NA70Ssub20,!NA70Ssub50,!and!NA70Ssub70!were!examined!to!determine!how!the!GS!accuracy!is!affected!by!including!markers!with!over!20%!missing!values!and!with!over!50%!missing!values!after!applying!each!imputation!method.!GS!accuracy!was!also!obtained!using!versions!NA0Ssub20,!NA0Ssub50,!and!NA0Ssub70!to!determine!how!the!marker!subsets!affect!the!GS!accuracy!when!the!true!genotypic!data!is!known.!
! Fst!calculation:!Using!each!original!dataset,!individuals!were!classified!into!clusters!using!model!based!hierarchical!agglomerative!clustering!described!by!Fraely!and!Raftery!(2002)!implemented!using!the!R!package!mclust!(Fraley!et!al.!2012).!!The!multivariate!normal!mixture!models!evaluated!were!spherical!equal!volume,!spherical!unequal!volume,!diagonal!equal!volume!and!shape,!diagonal!equal!volume,!varying!shape,!diagonal!varying!volume,!equal!shape,!and!diagonal!varying!volume!and!shape.!The!number!of!clusters!evaluated!for!each!model!was!1S15.!For!each!dataset!the!optimal!model!and!number!of!clusters!was!chosen!according!to!the!Bayesian!information!criterion.!For!all!datasets!the!optimal!model!was!diagonal!varying!volume,!equal!shape!and!the!optimal!number!of!clusters!was!5,!3,!4,!and!5!for!the!WW,!SW,!DTM,!and!NAB!datasets!respectively.!!
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! After!individuals!were!classified!into!clusters,!an!Fst!value!for!each!marker!was!calculated!to!determine!its!level!of!differentiation!due!to!genetic!structure,!or!in!other!words,!the!amount!its!variance!explained!by!population!structure.!Fst!was!calculated!as:!
Fst = p
2 -P2
P(1-P) !where! p2 is!the!weighted!average!of!the!squared!allele!frequency!across!
subpopulations!for!one!(arbitrary)!allele,!andP is!the!weighted!average!allele!frequency!across!the!subpopulations!for!that!same!allele!(Weir!and!Cockerham,!1984).!!Results!!
! Optimal!k!values!for!k!nearest!neighbors!and!singular!value!
decomposition!imputation:!The!optimal!k!values!for!KNNI!and!SVDI!for!each!dataset!and!dataset!version!are!listed!in!Table!S1.!The!optimal!k!values!for!KNNI!were!low,!usually!between!2!and!4!for!most!datasets!and!dataset!versions.!!Compared!to!the!other!datasets,!optimal!k!values!for!the!DTM!dataset!were!more!than!10!times!larger.!The!optimal!KNNI!k!value!for!the!SRRW!dataset!version!NA70!was!also!disproportionally!higher!than!the!other!dataset!and!dataset!versions.!The!optimal!k!vales!for!SVDI!varied!depending!on!the!dataset!and!always!decreased!as!the!level!of!missing!data!increased.!It!appeared!that!higher!levels!of!LD!between!marker!pairs!and!greater!numbers!of!markers!favored!larger!optimal!kSvalues!for!SVDI.!!!!!
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! Effect!of!excluding!sparse!marker!data!on!the!genomic!selection!
accuracy:!For!all!imputation!methods,!there!was!generally!a!sharp!increase!in!GS!accuracy!across!the!NA70Ssub20,!and!NA70Ssub50!versions,!and!a!slight!increase!across!the!NA70Ssub50!and!NA70Ssub70!versions!(Figure!S3,!panels!BSF)!indicating!that!excluding!sparse!marker!data!almost!always!lead!to!decreased!accuracy!especially!when!a!more!stringent!percent!missing!threshold!was!used!to!filter!markers.!!We!found!that!filtering!out!the!same!marker!sets!when!the!true!data!was!known!had!an!even!larger!effect!on!the!GS!accuracy!(Figure!S3!panel!A),!indicating!that!marker!density!was!a!factor!limiting!the!GS!accuracy!in!these!populations.!!Had!marker!density!not!been!limiting,!including!sparse!markers!may!not!have!lead!to!increased!accuracy.!
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!
Figure!S2.1:!Illustration!of!example!dataset!versions!NA20,!NA50,!and!NA70!Simulated! missing! values! are! depicted! in! black.! Rows! (g1Sg15)! are! individual! genotypes! and!columns!(m1Sm20)!are!markers.!Versions!NA20,!NA50,!and!NA70,!have!up!to!20%,!50%!and!70%!missing!data!per!marker!respectively.!!
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Figure!S2.2:!Relationship!between!the!overall!expected!prediction!error!variance!(PEV)!and Ri2 !The!median! Ri2 obtained!for!a!given!PEV!value!is!plotted!for!each!dataset:!(A)!Cornell!winter!wheat!(WW),!(B)!CIMMYT!elite!spring!wheat!(SW),!(C)!CIMMYT!drought!tolerant!maize!(DTM),!(D)!North!American!barley!(NAB).!Each!color!and!symbol!represents!a!different!imputation!method:!kSnearest!neighbors!imputation!(kNNI,!orange!triangles),!singular!value!decomposition!imputation!(SVDI,!purple!squares),!random!forest!regression!imputation!(RFI,!red!circles),!and!expectation!maximization!imputation!(EMI,!blue!crosses).!!
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Figure!S2.3:!Illustration!of!the!construction!of!marker!sets!used!to!determine!the!effect!of!excluding!sparse!marker!data!on!the!genomic!selection!accuracy.!Simulated!missing!values!are!depicted!in!black.!Rows!(g1Sg15)!are!individual!genotypes!and!columns!(m1Sm20)!are!markers.!For!each!population!the!marker!set!version!NA70!with!up!to!70%!simulated!missing!data!per!marker!was!used!and!for!each!marker!the!percent!missing!was!calculated.!This!marker!set!was!then!imputed!with!mean!imputation,!kSnearest!neighbors!imputation,!singular!value!decomposition!imputation,!random!forest!imputation,!and!expectation!maximization!imputation.!Markers!in!the!imputed!sets!were!then!filtered!based!on!their!percent!missing!in!version!NA70!to!create!a!subset!of!markers!which!had!up!to!20%!missing:!NA70Ssub20,!and!up!to!50%!missing:!NA70Ssub50.!For!comparison,!markers!in!the!original!marker!set,!NA0!were!filtered!based!on!their!percent!missing!in!version!NA70.!!!!!!!!!!!!!!!!!!
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Figure!S2.4:!The!effect!of!excluding!sparse!marker!data!on!the!genomic!selection!accuracy!Mean!prediction!accuracies!obtained!with!different!subsets!of!the!NA70!dataset!versions,!which!had!up!to!70%!missing!data!per!marker,!are!shown.!The!subsets!compared!were!NA70Ssub20,!NA70Ssub50,!and!NA70Ssub70!(BSF),!these!marker!sets!contained!markers!with!up!to!20%,!50%!and!70%!missing!values!respectively.!Prediction!accuracies!were!also!obtained!with!subsets!of!the!NA0!data!set!version,!which!had!up!to!0%!missing!data!per!marker.!These!subsets!were:!!NA0Ssub20,!NA0Ssub50,!and!NA0Ssub70!(A)!and!they!consisted!of!the!same!set!of!markers!as!versions!NA70Ssub20,!NA70Ssub50,!and!NA70Ssub70!respectively.!The!imputation!methods!used!were!(B)!mean!imputation!(MNI),!(C)!k!nearest!neighbors!imputation!(kNNI),!(D)!singular!value!decomposition!imputation!(SVDI),!(E)!expectation!maximization!imputation!(EMI),!and!(F)!random!forest!imputation!(RFI).!In!each!panel!prediction!accuracies!are!shown!for!the!populationStraits:!North!American!barley!(NAB;!black!stars),!CIMMYT!drought!tolerant!maize!(DTM;!orange!triangles),!Cornell!winter!wheat!(WW)Sprotein!(purple!squares),!Cornell!winter!wheatSdays!to!heading!(WWSDTH;!blue!crosses),!Cornell!winter!wheat!(WW)Syield!(red!circles),!Cornell!winter!!wheatSheight!(WWSHT;!brown!squares),!!CIMMYT!elite!spring!wheat!(SW;!grey!open!squares),!stem!rust!resistant!wheat!(SRRW;!pink!diamonds).!Error!bars!depict!standard!errors.!
! !
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!
Figure!S2.5:!Heterogeneity!of!accuracies!across!population!subSgroups!!In!each!panel,!principal!component!(PC)!2!vs.(PC!1!of!genotypic!data!is!plotted!to!show!population!subSgroups.!Each!panel!corresponds!to!a!datasetSimputation!method!combination.!Individuals!are!color!coded!according!to!their!overall!average!imputation!accuracy!on!an!individual!genotype!basis,!Ri2 .!The!colors!yellow,!orange,!red,!pink,!purple,!blue,!and!black!correspond!to!0.9!≤ Ri2 ≤1,!0.8!≤ Ri2 <0.9,!0.7!≤ Ri2 <0.8,!0.6!≤Ri2 <0.7,!0.5!≤ Ri2 <0.6,!0.4!≤ Ri2 <0.5,!0.3!≤ Ri2 <0.4!respectively.!Panels!ASD!correspond!to!the!Cornell!winter!wheat!(WW)!data!imputed!with!k!nearest!neighbors!imputation!(kNNI;!A),!singular!value!decomposition!imputation!(SVDI;!B),!random!forest!imputation!(RFI,!C),!expectation!maximization!imputation!(EMI,!D).!Panels!ESH!correspond!to!the!CIMMYT!elite!spring!wheat!data!imputed!with!kNNI!(E),!SVDI!(F),!RFI!(G),!EMI!(H).!!Panels!ISL!correspond!to!the!CIMMYT!drought!tolerant!maize!data!imputed!with!kNNI!(I),!SVDI!(J),!RFI!(K),!EMI!(L).!Panels!MSP!correspond!to!the!North!American!barley!data!imputed!with!kNNI!(M),!SVDI!(N),!RFI!(O),!EMI!(P).!!!!
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Figure!S2.6:!The!relationship!between!imputation!accuracy!measured!asRm2 !and!measured!as!percent!correct!for!different!minor!allele!frequencies!For!each!minor!allele!frequency!value:!0.05,!0.1,!0.2,!0.3,!0.4!and!0.5,!which!is!depicted!in!black,!red,!blue!purple!,orange!and!magenta!respectively,!the!relationship!between!the! Rm2 !and!the!percent!correct!is!shown.!!
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Table!S2.1:!Optimal!k!values!for!KNNI†!and!SVDI‡!used!across!all!replicates!!!!!!!!!!!!!!!!!!!!†KNNI:!kSnearest!neighbors!imputation!‡SVDI:!singular!value!decomposition!imputation!§WW:!Cornell!winter!wheat,!SW:!CIMMYT!elite!spring!wheat,!DTM:!CIMMYT!drought!tolerant!maize,!NAB:!North!American!barley,!SRRW:!CIMMYT!stem!rust!resistant!wheat!¶NA20:!up!to!20%!missing!data!per!marker,!NA50:!up!to!50%!missing!data!per!marker,!NA70:!up!to!70%!missing!data!per!marker!! !
Dataset§! Version¶! KNNI! SVDI!WW!! NA20! 3! 78!NA50! 3! 51!NA70! 4! 19!SW!! NA20! 2! 88!NA50! 3! 89!NA70! 4! 33!DTM!! NA20! 51! 10!NA50! 39! 9!NA70! 49! 5!NAB!! NA20! 4! 190!NA50! 4! 117!NA70! 4! 50!SRRW!! NA20! 3! 81!NA50! 4! 36!NA70! 66! 1!
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Table!S2.2:!Description!of!datasets!used!to!test!the!effect!of!excluding!sparse!marker!data!on!the!genomic!selection!accuracy!!!
!†WW:!Cornell!winter!wheat,!SW:!CIMMYT!elite!spring!wheat,!DTM:!CIMMYT!drought!tolerant!maize,!NAB:!North!American!barley,!SRRW:!CIMMYT!stem!rust!resistant!wheat!‡Version!NA70Ssub20:!up!to!70%!missing!data!per!marker!was!simulated,!and!markers!were!discarded!if!they!had!over!20%!missing!data.!Version!NA70Ssub50:!up!to!70%!missing!data!per!marker!was!simulated,!and!markers!were!discarded!if!they!had!over!50%!missing!data.!Version!NA70Ssub70:!up!to!70%!missing!data!per!marker!was!simulated,!and!no!markers!were!discarded.!
!
Dataset†! Version‡! Mean!number!of!markers!WW!! NA70Ssub20! 20!NA70Ssub50! 119!NA70Ssub70! 1158!!SW!! NA70Ssub20! 23!NA70Ssub50! 112!NA70Ssub70! 1279!DTM!! NA70Ssub20! 18!NA70Ssub50! 99!NA70Ssub70! 1135!NAB!! NA70Ssub20! 37!NA70Ssub50! 185!NA70Ssub70! 2146!SRRW!! NA70Ssub20! 34!NA70Ssub50! 169!NA70Ssub70! 2014!
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CHAPTER!3!
!EVALUATION!OF!GENOMIC!PREDICTION!METHODS!FOR!FUSARIUM!HEAD!
BLIGHT!RESISTANCE!IN!WHEAT3!
Abstract!Fusarium!head!blight!(FHB)!resistance!is!quantitative!and!difficult!to!evaluate.!Genomic!selection!(GS)!could!accelerate!FHB!resistance!breeding.!We!used!U.S.!cooperative!FHB!wheat!nursery!data!to!evaluate!GS!models!for!several!FHB!resistance!traits!including!deoxynivalenol!(DON)!levels.!For!all!traits!we!compared!the!models:!ridge!regression!(RR),!Bayesian!Lasso!(BL),!reproducing!kernel!Hilbert!spaces!(RKHS)!regression,!random!forest!(RF)!regression,!and!multiple!linear!regression!(MLR)!(fixed!effects).!For!DON,!we!evaluated!additional!prediction!methods!including!bivariate!RR!models,!phenotypes!for!correlated!traits,!and!RF!regression!models!combining!markers!and!correlated!phenotypes!as!predictors.!Additionally,!for!all!traits,!we!compared!different!marker!sets!including!genomewide!markers,!FHB!quantitative!trait!loci!(QTL)!targeted!markers,!and!both!sets!combined.!Genomic!selection!accuracies!were!always!higher!than!MLR!accuracies,!RF!and!RKHS!regression!were!often!the!most!accurate!methods,!and!for!DON,!marker!plus!trait!RF!regression!was!more!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
3!Originally!published!as!Rutkoski,!J.,!J.!Benson,!Y.!Jia,!G.!BrownSGuedira,!J.SL.!Jannink,!&!M.!Sorrells.!2012.!Evaluation!of!genomic!prediction!methods!for!fusarium!head!blight!resistance!in!wheat.!Plant!Gen.,!5:51S61.!!!
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accurate!than!all!other!methods.!For!all!traits!except!DON,!using!QTL!targeted!markers!alone!led!to!lower!accuracies!than!using!genomewide!markers.!This!study!indicates!that!cooperative!FHB!nursery!data!can!be!useful!for!GS,!and!prior!information!about!correlated!traits!and!QTL!could!be!used!to!improve!accuracies!in!some!cases.!
Abbreviations!BL,!Bayesian!Lasso;!BLUP,!best!linear!unbiased!predictor;!CV1,!fivefold!crossSvalidation;!CV2,!crossSvalidation!across!years;!DArT,!Diversity!Array!Technology;!DON,!deoxynivalenol;!FDK,!Fusarium!damaged!kernels;!FHB,!Fusarium!head!blight;!GEBV,!genomic!estimated!breeding!value;!GM,!genomewide!DArT!markers!only;!GS,!genomic!selection;!HD,!days!to!heading;!INC,!incidence;!ISK,!incidence!severity,!and!kernel!quality!index;!LD,!linkage!disequilibrium;!MAS,!markerSassisted!selection;!MLR,!multiple!linear!regression;!NUWWSN,!northern!uniform!winter!wheat!scab!nursery;!PEBV,!phenotypeSbased!estimate!of!breeding!value;!QTL,!quantitative!trait!loci;!RF,!random!forest;!RKHS,!reproducing!kernel!Hilbert!spaces;!RR,!ridge!regression;!SEV,!severity;!SSR,!simple!sequence!repeat;!TM,!QTL!targeted!SSR!markers!only;!TM+GM!QTL!targeted!SSR!markers!and!genomewide!DArT!markers;!USFHBN,!uniform!southern!Fusarium!head!blight!nursery!
Introduction!! Fusarium!head!blight!(FHB)!has!been!the!most!devastating!plant!disease!affecting!U.S.!agriculture!during!the!last!decade!(Windels,!2000).!It!is!estimated!that!in!the!United!States!between!1998!and!2000!economic!losses!due!to!FHB!
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reached!US$2.7!billion!(Nganje!et!al.,!2004).!Fusarium!head!blight!is!primarily!caused!by!the!fungal!pathogen,!Fusarium(graminearum!Schwabe,!which!attacks!the!spikes!of!wheat!(Triticum(aestivum!L.)!and!barley!(Hordeum(vulgare!L.).!The!pathogen!causes!kernels!to!be!shriveled!and!discolored!and!also!produces!the!mycotoxin!deoxynivalenol!(DON),!which!can!be!toxic!to!humans!and!animals!(Pestka!and!Smolinski,!2005)!and!can!render!grain!unmarketable!for!human!or!animal!consumption!depending!on!the!DON!level.!! Aside!from!improved!phenotyping!strategies!including!cooperative!phenotyping!and!selection!based!on!correlated!traits,!markerSassisted!breeding!methods!are!being!pursued.!To!enable!markerSassisted!selection!(MAS),!over!40!quantitative!trait!loci!(QTL)!mapping!studies!have!been!conducted!for!FHB!resistance!and!have!identified!over!200!QTL!that!are!distributed!across!every!chromosome!(reviewed!by!Liu!et!al.,!2009,!and!Buerstmayr!et!al.,!2009).!However,!a!handful!of!QTL!have!been!validated!across!studies,!and!primarily!one!major!QTL,!Fhb1,!that!has!been!found!to!reduce!disease!by!20!to!25%!on!average!(Pumphrey!et!al.,!2007),!has!been!the!target!for!MAS!aimed!at!improving!FHB!resistance!levels!(Anderson!et!al.,!2007).!The!alleles!known!to!confer!FHB!resistance!at!Fhb1!and!many!other!validated!resistance!loci!with!relatively!large!effects!originate!from!Chinese!sources!and!are!at!a!very!low!frequency!in!North!American!germplasm!(Sneller!et!al.,!2010;!Bernardo!et!al.,!2011).!To!avoid!linkage!drag!associated!with!introgressing!resistance!alleles!from!alien!sources,!the!objective!of!many!North!American!wheat!breeders!is!to!improve!levels!of!
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resistance!based!on!existing!variation!in!the!native!germplasm.!Resistance!from!nonSChinese!sources!appears!to!be!distinct!and!is!conferred!by!many!small!effect!loci!originating!from!various!different!parents!(Gosman!et!al.,!2007;!Buerstmayr!et!al.,!2008;!Sneller!et!al.,!2010;!Miedaner!et!al.,!2010).!Therefore,!conventional!MAS!strategies!to!improve!native!FHB!resistance!in!North!American!germplasm!have!not!been!used.!! A!new!markerSassisted!breeding!method!called!genomic!selection!(GS)!(Meuwissen!et!al.,!2001)!has!great!potential!for!use!in!crop!plants!(reviewed!by!Lorenz!et!al.,!2011)!for!quantitative!trait!improvement!and!is!expected!to!be!more!effective!than!MAS!in!many!cases.!Genomic!selection!is!already!routinely!used!in!cattle!(Bos(taurus)!breeding!and!should!become!an!important!tool!in!plant!breeding!because!it!can!lead!to!greater!gain!from!selection!per!unit!of!time!and!cost!compared!to!phenotypic!selection!(Heffner!et!al.,!2010).!The!accuracy!of!GS!models!for!a!range!of!quantitative!traits!has!been!demonstrated!in!various!studies!involving!populations!derived!from!biparental!crosses!(Lorenzana!and!Bernardo,!2009;!Heffner!et!al.,!2011a)!and!sets!of!breeding!lines!representative!of!a!single!breeding!program!(Crossa!et!al.,!2010;!Heffner!et!al.,!2011b).!However,!few!studies!(Asoro!et!al.,!2011;!Lorenz!et!al.,!2012)!have!evaluated!GS!across!multiple!breeding!programs.!One!of!these!studies!(Lorenz!et!al.,!2012)!found!GS!to!be!promising!for!FHB!resistance!in!barley!using!cooperative!nursery!data.!Whether!this!will!be!true!for!wheat!requires!validation.!! Using!crossSvalidation,!accuracies!of!prediction!methods!can!be!compared!
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and!the!merits!of!incorporating!prior!knowledge!about!loci!or!correlated!traits!in!the!prediction!models!can!be!evaluated.!Although!GS!requires!minimal!prior!information!about!traits!to!be!predicted,!such!information!is!available!for!traits!such!as!FHB!resistance!and!could!be!useful!for!improving!prediction!accuracy.!Information!about!important!loci!affecting!the!trait!could!be!used!to!help!select!markers!for!genotyping.!In!addition,!component!and/or!correlated!traits!for!the!trait!of!interest!could!be!included!along!with!markers!in!one!prediction!model!to!reduce!the!cost!per!breeding!cycle!for!traits!such!as!DON!whose!evaluation!may!be!more!costly!than!both!phenotyping!a!correlated!trait!and!genotyping.!! With!this!study!we!aim!to!(i)!determine!the!potential!utility!of!using!GS!as!a!tool!to!improve!FHB!resistance!in!wheat!using!cooperative!nursery!data!involving!wheat!germplasm!across!the!United!States!for!GS!modeling,!(ii)!compare!the!relative!accuracy!of!several!different!markerSbased!prediction!models!to!identify!the!most!promising!models,!(iii)!compare!prediction!accuracies!achieved!using!genomewide!markers,!QTL!targeted!markers,!or!both!types!combined,!and!(iv)!assess!the!utility!of!combining!correlated!trait!measurements!and!markers!in!prediction!models!for!resistance!to!DON!accumulation!and!determine!if!these!combined!marker–trait!prediction!models!are!more!accurate!than!using!correlated!traits!alone.!
Materials!and!Methods!
Phenotypic(data(! The!breeding!lines!used!in!this!study!consisted!of!322!lines!from!15!public!
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and!three!private!breeding!programs!across!the!eastern!United!States!and!Canada!that!were!evaluated!in!the!2008,!2009,!and!2010!northern!uniform!winter!wheat!scab!nursery!(NUWWSN),!the!2008!and!2009!preliminary!NUWWSN,!and!the!2008!and!2009!uniform!southern!Fusarium!head!blight!nursery!(USFHBN).!Of!these!322!lines,!170!that!had!genotypic!data!and!phenotypic!data!for!all!traits!to!be!analyzed!were!used!for!prediction!model!evaluation.!The!NUWWSN,!preliminary!NUWWSN,!and!USFHBN!were!conducted!under!the!coordination!of!the!U.S.!wheat!and!barley!scab!initiative!whose!aim!is!to!develop!control!measures!against!FHB.!Each!nursery!cooperator!submits!his!or!her!breeding!materials!for!evaluation!and!conducts!an!inoculated!FHB!trial!at!his!or!her!location.!The!phenotypic!data!from!the!nurseries!along!with!a!list!of!the!locations!and!cooperators!involved!is!available!at!http://scabusa.org/publications.html#pubs_uniformSreports.!According!to!a!study!by!Benson!and!BrownSGuedira!(2012)!examining!structure!and!diversity!of!these!cooperative!nurseries,!subpopulation!substructure!in!this!germplasm!is!minimal!and!the!effective!population!size!(Ne)!is!estimated!to!be!45.!! Each!year–nursery!consists!of!a!set!of!locations,!and!lines!within!a!year–nursery!are!evaluated!across!all!locations!within!that!year–nursery.!Except!for!the!checks!‘Ernie’,!‘Truman’,!‘Freedom’,!and!‘Pioneer!2545’,!on!average!lines!were!evaluated!in!two!nursery–years!and!11!year–nursery–locations.!The!phenotypic!evaluations!were!conducted!slightly!differently!depending!on!the!location.!The!field!design!was!a!randomized!complete!block.!The!number!of!replications!
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ranged!from!two!to!six.!Plot!sizes!were!one,!two,!or!four!1Sm!row(s).!Artificial!epidemics!of!FHB!were!created!either!by!spreading!diseased!corn!kernels!throughout!the!plots!before!flowering!or!by!spray!inoculation!of!plots!at!50%!anthesis!using!a!spore!suspension!(Gilbert!and!Woods,!2006).!! The!phenotypes!evaluated!in!the!nurseries!were!incidence!(INC),!severity!(SEV),!Fusarium!damaged!kernels!(FDK),!incidence,!severity,!and,!kernel!quality!index!(ISK)!(Kolb!and!Boze,!2003),!DON!content!of!the!grain,!and!days!to!heading!(HD).!Incidence!is!a!visual!measure!of!percentage!of!heads!showing!disease!symptoms!in!a!plot!and!is!a!measure!of!resistance!to!initial!infection.!Severity!is!visually!measured!on!infected!spikes!as!the!percent!of!the!spike!showing!symptoms!and!is!a!measure!of!resistance!to!fungal!spread!from!a!point!of!initial!infection.!Fusarium!damaged!kernels!is!measured!on!threshed!grains!and!is!a!visual!estimate!of!the!percentage!of!kernels!showing!symptoms.!Incidence,!severity,!and,!kernel!quality!index!is!an!index!that!combines!SEV,!INC,!and!FDK!scores!using!the!formula!ISK!=!(0.3!INC(%))!+!(0.3!SEV(%))!+!(0.4!FDK(%)).!And!DON!is!the!milligrams!per!kilogram!measurement!of!toxin!levels!present!in!a!100Sg!sample!of!grain!using!an!enzyme!linked!immunosorbent!assay!(Casale!et!al.,!1988)!or!gas!chromatography–electron!capture!(Pathre!and!Mirocha,!1977).!
Genotypic(data(! For!each!entry,!DNA!was!extracted!from!single!seedlings!using!a!cetyltrimethylammonium!bromide!extraction!protocol!described!by!Pallotta!et!al.!(2003).!The!DNA!was!sent!to!Triticarte!(http://www.triticarte.com.au)!for!wholeS
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genome!genotyping!using!Diversity!Array!Technology!(DArT)!markers!(Akbari!et!al.,!2006).!A!total!of!2402!polymorphisms!were!detected.!Entries!were!also!genotyped!with!simple!sequence!repeat!(SSR)!markers!targeted!to!important!FHB!resistance!QTL!as!described!by!Benson!and!BrownSGuedira!(2012).!A!subset!of!eight!SSR!markers!targeted!to!five!QTL!(Table!2.1)!was!selected!to!be!included!in!the!analysis.!!
Table!3.1:!Markers!included!in!the!marker!sets!TM!and!TM+GM†!Marker! Chromosome! QTL‡!name! Reference!
gwm157( 2DL! QFhs.nauQ2DL!and/or!QFhs.crcQ2D( (Jiang!et!al.,!2007a;!Jiang!et!al.,!2007b)!
gwm539( 2DL! QFhs.nauQ2DL!and/or!QFhs.crcQ2D( (Jiang!et!al.,!2007a;!Jiang!et!al.,!2007b)!
gwm533( 3BS! Fhb1( (Zhou!et!al.,!2002)!
gwm493( 3BS! Fhb1( (Anderson!et!al.,!2007)!
wmc152( 6BS! Fhb2( (Cuthbert!et!al.,!2007)!
wmc238( 4BS! !! (Somers!et!al.,!2003)!
barc117( 5AS! Qfhs.ifaQ5A!and/or!Qfhs.umcQ5A( (Chen!et!al.,!2006)!
gwm304( 5AS! Qfhs.ifaQ5A!and/or!Qfhs.umcQ5A((Buerstmayr!et!al.,!2002)!†TM,!quantitative! trait! loci! (QTL)!targeted!simple!sequence!repeat! (SSR)!markers!only.!TM+GM,!QTL! targeted! SSR! markers! and! genomewide! Diversity! Array! Technology! (DArT)! markers!combined.!‡QTL,!quantitative!trait!loci.!!Of!these!QTL,!Fhb1!has!been!a!target!of!MAS!in!this!germplasm.!Each!SSR!allele!was!converted!into!a!binary!variable,!resulting!in!38!total!variables.!Three!sets!of!markers!were!then!constructed:!(i)!genomewide!DArT!markers!only!(GM),!(ii)!QTL!targeted!SSR!markers!only!(TM),!and!(iii)!QTL!targeted!SSR!markers!and!genomewide!DArT!markers!(TM+GM).!Each!of!these!three!marker!sets!was!used!in!each!prediction!model!and!across!all!traits.!Linkage!disequilibrium!(LD)!between!the!DArT!markers!and!some!of!the!SSR!alleles!was!low,!indicating!that!
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the!QTL!targeted!SSR!markers!captured!variation!at!loci!that!was!not!captured!by!the!DArT!markers.!In!all!marker!sets,!missing!variables!were!imputed!with!the!mean!value!for!a!particular!variable.!
PhenotypeQbased(breeding(value(estimation(! Using!all!the!phenotypic!data!available!for!each!nursery–year,!a!mixed!effects!model!with!sites!as!fixed!effects!and!entries!as!random!effects!was!fit!using!the!lme4!package!(Bates!et!al.,!2009)!implemented!in!R!(R!Development!Core!Team,!2010)!to!calculate!the!best!linear!unbiased!predictors!(BLUPs)!for!each!entry!for!each!trait.!The!response!variable!was!the!average!trait!measurement!for!each!entry!within!each!site.!For!DON,!a!log!transformation!of!the!response!variable!was!used!to!normalize!the!data!before!calculating!BLUPs.!Sites!were!defined!as!a!unique!year–location–nursery!combination.!The!BLUPs!were!then!used!as!the!phenotypeSbased!estimates!of!breeding!values!(PEBVs)!for!the!subsequent!model!training!and!validation!steps.!Because!BLUPs!have!reduced!variance!relative!to!the!true!breeding!values!(Garrick!et!al.,!2009),!we!expect!our!results!using!BLUPs!to!train!the!prediction!models!to!yield!conservative!results!relative!to!what!could!be!achieved!from!using!deSregressed!and!weighted!BLUPs.!Proper!deSregression!and!weighting!of!BLUPs!from!data!collected!using!heterogeneous!phenotyping!methods,!such!as!those!used!to!collect!the!data!used!in!this!study,!is!an!important!area!of!investigation!but!is!beyond!the!scope!of!this!paper.!! Using!the!same!mixed!model!described!above,!BLUPs!were!also!calculated!
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within!years!and!within!the!following!twoSyear!combinations—2008!and!2009,!2008!and!2010,!and!2009!and!2010—for!all!traits!except!DON!because!of!insufficient!2010!data.!These!BLUP!calculations!were!used!as!the!PEBVs!for!the!calculation!of!the!acrossSyear!crossSvalidation!prediction!accuracies.!
Prediction(models(! Genomic!selection!models!and!multiple!linear!regression!(MLR)!models!were!compared.!The!GS!models!tested!were!ridge!regression!(RR)!BLUP!(Meuwissen!et!al.,!2001;!Whittaker!et!al.,!2000),!Bayesian!Lasso!(BL)!(de!los!Campos!et!al.,!2009b;!Park!and!Casella,!2008),!reproducing!kernel!Hilbert!spaces!(RKHS)!(Gianola!et!al.,!2006)!regression,!and!random!forest!(RF)!(Breiman,!2001)!regression.!For!a!detailed!description!of!RR,!BL,!and!RKHS!methods!refer!to!Lorenz!et!al.!(2011).!For!a!description!and!comparative!study!of!RR,!BL,!RKHS,!and!RF!refer!to!Heslot!et!al.!(2012).!The!GS!models!were!tested!with!each!of!the!three!marker!sets:!GM,!TM,!and!TM+GM.!We!also!tested!five!bivariate!RR!models!for!DON!using!the!TM+GM!set!where!the!model!was!trained!with!DON!values!in!addition!to!either!SEV,!INC,!FDK,!or!ISK!values.!For!each!markerSbased!prediction!method!genomic!estimated!breeding!values!(GEBVs)!were!calculated!for!each!individual.!! The!MLR!models!for!prediction!were!constructed!slightly!differently!depending!on!the!marker!set!used.!The!MLR!models!tested!for!each!trait!using!the!GM!marker!set!and!the!GM+TM!marker!set!involved!two!stages!for!each!prediction:!(i)!association!analysis!and!(ii)!MLR!using!a!subset!of!k!markers!with!
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the!lowest!pSvalues.!In!the!TM!marker!set,!all!38!SSR!alleles!converted!to!a!binary!format!were!used!in!MLR.!With!the!GM!marker!set,!before!association!analysis,!markers!with!minor!allele!frequency!less!than!0.05!were!removed!and!the!LD!tagSNP!function,!based!on!the!algorithm!described!by!Carlson!et!al.!(2004)!as!implemented!in!JMP!Genomics!5.0!(SAS!Institute,!2010),!was!used!to!select!nonredundant!markers!defined!as!those!with!r2!values!less!than!0.75.!This!threshold!level!led!to!an!adequate!reduction!of!redundant!markers!especially!for!markers!present!on!the!alien!translocations!present!on!chromosomes!1B!and!2B.!The!filtering!also!reduced!the!multicolinearity!between!the!predictors!to!be!fit!in!the!MLR!prediction!model.!The!filtered!GM!marker!set!consisted!of!900!markers.!The!filtered!TM+GM!marker!set!consisted!of!the!900!nonredundant!DArT!markers!and!all!38!SSR!alleles.!The!association!analysis!stage!was!conducted!using!the!package!emma!(Kang!et!al.,!2008)!implemented!in!R!(R!Development!Core!Team,!2010)!to!fit!a!mixed!effects!model!testing!each!marker’s!association!with!the!trait!while!correcting!for!multiple!levels!of!relatedness!(Yu!et!al.,!2006).!In!each!mixed!effects!model,!a!vector!of!the!PEBVs!was!used!as!the!response!variable,!a!vector!of!the!marker!values!at!a!particular!locus!was!a!fixed!effect,!a!matrix!(Q)!of!the!first!two!principal!components!of!the!genotype!matrix!was!a!fixed!effect!used!to!correct!for!population!structure,!and!a!markerSbased!kinship!matrix!(K)!was!a!random!effect!used!to!correct!for!family!structure.!To!ensure!that!the!K!and!Q!matrix!were!adequately!correcting!for!population!and!family!structure,!qSq!plots!of!the!pSvalues!for!the!marker!effects!were!examined!to!
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ensure!that!the!pSvalues!were!uniformly!distributed.!In!stage!two,!k!markers!with!the!lowest!pSvalues!were!selected!as!the!explanatory!variables!in!a!fixedSeffect!model!where!the!vector!of!the!PEBVs!was!the!response!variable.!The!marker!effects!measured!with!the!fixedSeffects!model!were!then!used!to!calculate!the!predicted!breeding!values!of!individuals!in!the!validation!set.!Multiple!linear!regression!models!with!k!=!5,!10,!15,!20,!and!25!were!tested!to!determine!the!optimal!number!of!predictors!to!use!in!MLR.!With!the!TM!marker!set,!MLR!was!conducted!as!in!stage!two!described!above,!but!in!this!set,!all!38!SSR!alleles,!targeted!to!five!previously!validated!QTL!regions,!were!used!as!the!explanatory!variables!in!a!fixed!effect!model.!! For!RR!and!BL,!marker!effects!were!first!estimated!using!the!training!set,!and!GEBVs!of!individuals!in!the!validation!set!were!calculated!as!the!sum!of!each!individual’s!marker!effects.!Ridge!regression!assumes!that!all!marker!effects!are!sampled!from!the!same!normal!distribution!with!zero!mean!and!variance!that!is!estimated!by!maximum!likelihood.!For!a!more!through!description!of!RR!refer!to!Whittaker!et!al.!(2000)!and!Piepho!(2009).!With!BL,!the!variance!of!the!marker!effect!sampling!distribution!changes!from!marker!to!marker,!forcing!more!and!less!shrinkage!on!smallS!and!largeSeffect!markers,!respectively.!For!a!more!detailed!description!of!BL!refer!to!Pérez!et!al.!(2010).!We!implemented!RR!in!R!(R!Development!Core!Team,!2010)!and!used!the!package!emma!(Kang!et!al.,!2008)!to!obtain!maximum!likelihood!estimates!of!the!variance!components.!We!implemented!BL!using!the!R!package!BLR!(de!los!Campos!and!Perez!Rodriguez,!
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2010)!using!the!parameter!values!suggested!by!Pérez!et!al.!(2010).!Marker!effect!estimations!were!based!on!50,000!iterations!of!sampling!after!a!burnSin!period!of!10,000!iterations.!Trace!plots!of!the!variance!parameters!were!inspected!to!ensure!convergence!was!reached.!! In!RKHS!regression,!genetic!values!are!assumed!to!be!sampled!from!a!normal!distribution!with!zero!mean!and!with!a!covariance!structure!proportional!to!a!kernel!matrix!that!is!calculated!by!applying!a!kernel!function!to!the!marker!data.!For!a!more!detailed!description!of!RKHS!refer!to!de!los!Campos!et!al.!(2009a).!We!implemented!RKHS!regression!in!R!(R!Development!Core!Team,!2010)!using!functions!adapted!from!those!provided!in!the!supplemental!data!of!Crossa!et!al.!(2010)!We!also!used!the!parameter!values!suggested!by!Crossa!et!al.!(2010).!Genomic!estimated!breeding!value!estimations!were!based!on!30,000!iterations!of!sampling!after!a!burnSin!period!of!5000!iterations.!Trace!plots!of!the!variance!parameters!were!inspected!to!ensure!convergence!was!reached.!! Random!forest!regression!(Breiman,!2001)!uses!an!ensemble!of!multiple!decision!trees!for!prediction.!Each!tree!is!grown!using!a!bootstrap!sample!of!training!individuals!and!markers!are!used!as!the!nodeSsplitting!variables.!Predicted!values!produced!by!each!individual!tree!are!averaged!to!obtain!a!single!prediction.!For!a!more!detailed!description!of!RF!regression!refer!to!Breiman!(2001)!and!GonzálezSRecio!and!Forni!(2011).!We!implemented!RF!regression!using!the!R!package!randomForest!(Liaw!and!Wiener,!2002).!For!each!prediction!we!set!the!number!of!trees!to!500.!For!DON!we!tested!RF!regression!using!ISK!in!
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addition!to!markers!as!the!predictors.!! For!the!multivariate!ridge!regression!model,!a!multitrait!animal!model!!!Y =Xβ+Zu+ ε !was!fit!in!which,!for!n!individuals!and!m!traits,!Y(is!a!vector!n!×!m!elements!long!and!composed!of!n!subvectors,!each!recording!the!observations!for!the!m!traits!of!each!individual.!X!is!the!design!matrix!associating!observations!to!the!fixed!effects!β,!Z!is!the!design!matrix!allocating!the!observations!to!the!individuals,!u!is!an!n!×!m!long!vector!of!breeding!value!random!effects,!and!ε!is!an!
n!×!m!long!vector!of!residual!errors!with!zero!mean!and!m!×!m!covariance!matrix
Σε .!! The!variance!of!y!is!ZZT ⊗Σg + I⊗Σε ,!in!which!∑g!is!an!m!×!m!covariance!matrix!of!the!genetic!effects!of!lines.!The!elements!of!u(were!estimated!using!the!software!ASREML!(Gilmour!et!al.,!2009).!
CrossQvalidation(accuracy(calculation(! Accuracy!(r)!was!defined!as!the!Pearson’s!correlation!between!the!PEBVs!and!the!GEBVs!calculated!using!crossSvalidation.!For!each!trait–model–marker!set!combination!two!different!crossSvalidation!schemes!were!used.!The!first!scheme!(fivefold!crossSvalidation![CV1])!consisted!of!a!global!fivefold!crossSvalidation!using!the!overall!PEBVs!for!each!entry!as!the!phenotypeSbased!estimate!of!the!true!breeding!value.!In!this!scheme!the!entries!were!randomized!and!then!divided!into!five!sets.!Four!of!the!five!sets!were!used!for!model!training,!and!this!model!was!then!used!to!calculate!the!GEBVs!of!the!remaining!set.!In!each!
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fold!of!the!crossSvalidation,!there!were!136!individuals!used!for!model!training!and!34!individuals!used!for!validation.!After!GEBVs!were!calculated!for!all!individuals!the!means!and!standard!errors!of!the!prediction!accuracy!were!calculated!using!bootstrapping!(Efron,!1979).!Specifically,!a!bootstrap!sample!of!the!170!total!individuals!was!drawn!and!the!correlation!of!the!PEBVs!and!GEBVs!was!computed!and!saved.!This!was!repeated!1000!times!to!obtain!a!distribution!of!accuracies.!The!mean!of!the!distribution!was!used!as!the!estimate!of!the!mean!accuracy!and!the!standard!deviation!of!the!distribution!was!used!as!the!standard!error!of!the!mean.!For!a!review!of!this!methodology!refer!to!Efron!and!Tibshirani!(1986).!For!DON,!we!also!used!this!bootstrap!method!to!calculate!the!means!and!standard!errors!of!the!Pearson’s!correlation!between!DON!and!INC,!SEV,!FDK,!and!ISK.!! The!second!crossSvalidation!scheme!(crossSvalidation!across!years![CV2])!consisted!of!a!single!crossSvalidation!across!years!where!the!PEBVs!from!entries!evaluated!in!2009!and!2008!were!used!to!predict!the!PEBVs!of!the!entries!evaluated!in!2010,!PEBVs!from!entries!evaluated!in!2008!and!2010!were!used!to!predict!PEBVs!from!entries!evaluated!in!2009,!and!PEBVs!from!entries!evaluated!in!2009!and!2010!were!used!to!predict!PEBVs!from!entries!evaluated!2008.!No!entries!overlapped!between!training!and!validation!sets.!The!number!of!entries!used!for!training!and!validation!respectively!was!109!and!62!when!2008!was!the!validation!set,!92!and!79!when!2009!was!the!validation!set,!and!141!and!30!when!2010!was!the!validation!set.!The!average!across!year!prediction!accuracy!per!
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trait–model!combination!was!the!mean!across!the!three!crossSvalidations,!and!the!standard!error!was!computed!as!the!standard!deviation/3½.!CrossSvalidation!across!years!was!conducted!for!all!traits!except!DON!due!to!a!lack!of!2010!data.!
Statistical(testing(for(differences(between(models(! To!test!for!differences!among!CV1!means!for!each!trait–model!set!combination!we!compared!the!95%!confidence!intervals!for!each!of!the!pairwise!combinations!of!models!tested!for!a!given!trait!and!marker!set.!Each!confidence!interval!was!computed!using!the!bootstrap!mean!and!standard!deviation!estimates!described!in!the!previous!section.!The!95%!confidence!interval!was!defined!as!the!mean!±!1.96!×!standard!error.!A!pair!of!accuracies!was!considered!significantly!different!if!their!confidence!intervals!did!not!overlap.!For!each!trait!we!tested!for!differences!among!CV2!means!for!each!of!the!prediction!methods!using!an!ANOVA.!If!we!found!the!effect!of!a!prediction!model!to!be!significant!we!conducted!a!Tukey’s!multiple!comparisons!of!means!test!using!a!95%!familywise!confidence!interval!to!detect!differences!among!pairs!of!mean!prediction!model!accuracies.!
Assessment(of(unintentional(prediction(of(maturity(! Because!the!development!of!FHB!symptoms!is!sensitive!to!the!proper!timing!of!inoculation,!using!the!TM+GM!marker!set!we!determined!if!the!prediction!models!trained!using!PEBVs!for!SEV,!INC,!FDK,!and!ISK!could!predict!the!HD!PEBVs!of!the!validation!set!to!ensure!that!the!models!were!not!capturing!“passive”!resistance!due!to!maturity.!Correlations!between!GEBVs!for!resistance!
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and!PEBVs!for!HD!were!calculated!to!determine!if!they!were!nonzero,!which!would!indicate!that!the!prediction!models!for!resistance!may!incorporate!some!level!of!passive!resistance!related!to!disease!escape.!
Results!
Global(and(acrossQyear(crossQvalidated(accuracies(! Mean!prediction!accuracies!±!standard!errors!for!two!different!crossSvalidation!schemes,!CV1!and!CV2,!for!each!model,!marker!set,!and!trait!(except!for!DON,!where!only!CV1!was!used)!are!reported!in!Table!3.2.!For!each!trait–marker!set!combination,!statistical!comparisons!between!prediction!model!accuracies!are!also!reported!in!Table!2.2.!Differences!between!prediction!models!were!clearer!with!the!CV1!results!compared!to!CV2!results!because!CV1!prediction!accuracies!had!smaller!standard!errors.!However,!very!few!pairwise!comparisons!of!prediction!models!for!a!given!trait–marker!set!were!significantly!different.!Significant!differences!in!accuracy!between!different!GS!models!were!only!detected!for!seven!of!the!35!different!trait–marker!set–crossSvalidation!scheme!combinations!(Table!3.2).!
Linear(prediction(model(accuracies(! Results!from!the!MLR!optimization!step!to!determine!how!many!predictors!to!use!for!each!trait!when!using!the!GM!or!GM+TM!marker!sets!are!reported!in!Table!3.3.!
Table!3.2:!Means!and!standard!errors!of!crossSvalidated!prediction!accuracies!for!all!traits!calculated!using!fivefold!crossSvalidation!(CV1)!and!crossSvalidation!
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across!years!(CV2).!For!each!trait!three!different!marker!sets!and!five!different!prediction!models!are!compared.!!
Trait†! CrossS!validation!scheme! Marker!set‡! RF§! RKHS! RR! BL! MLR!
HD!
CV1! GM!
0.387!±!0.072!ab¶! 0.403!±!0.069!a! 0.26!±!0.083!ab! 0.288!±!0.083!ab! 0.113!±!0.07!b!TM+GM! 0.37!±!0.074!ab! 0.41!±!0.075!a! 0.271!±!0.08!ab! 0.247!±!0.085!ab! 0.107!±!0.07!b!TM! 0.317!±!0.081!a! 0.33!±!0.083!a! 0.13!±!0.079!a! 0.104!±!0.088!a! 0.204!±!0.068!a!
CV2! GM!
0.411!±!0.077!a! 0.408!±!0.103!a! 0.432!±!0.101!a! 0.397!±!0.002!a! 0.008!±!0.089!a!TM+GM! 0.414!±!0.075!a! 0.399!±!0.094!a! 0.436!±!0.101!a! 0.430!±!0.099!a! 0.008!±!0.089!a!TM! 0.079!±!0.046!a! 0.248!±!0.121!a! 0.29!±!0.01!a! 0.283!±!0.098!a! 0.202!±!0.052!a!
FDK!
CV1! GM!
0.423!±!0.065!a! 0.426!±!0.067!a! 0.463!±!0.063!a! 0.412!±!0.066!a! 0.338!±!0.067!a!TM+GM! 0.455!±!0.06!a! 0.398!±!0.071!a! 0.376!±!0.064!a! 0.399!±!0.064!a! 0.343!±!0.068!a!TM! 0.19!±!0.076!a! 0.064!±!0.078!a! 0.033!±!0.083!a! 0.046!±!0.088!a! 0.015!±!0.074!a!
CV2! GM!
0.41!±!0.077!a! 0.389!±!0.1!a! 0.349!±!0.167!a! 0.307!±!0.047!a! 0.272!±!0.136!a!TM+GM! 0.379!±!0.092!a! 0.398!±!0.114!a! 0.353!±!0.164!a! 0.286!±!0.165!a! 0.263!±!0.079!a!TM! 0.079!±!0.046!a! 0.008!±!0.03!a! 0.006!±!0.026!a! 0.006!±!0.019!a! 0.023!±!0.052!a!
ISK! CV1!
GM! 0.548!±!0.05!a! 0.542!±!0.049!a! 0.543!±!0.055!a! 0.455!±!0.059!a! 0.4!±!0.064!a!TM+GM! 0.555!±!0.051!a! 0.56!±!0.051!a! 0.438!±!0.063!a! 0.51!±!0.057!a! 0.401!±!0.062!a!TM! 0.293!±!0.067!a! 0.271!±!0.068!a! 0.169!±!0.077!a! 0.117!±!0.065!a! 0.245!±!0.07!a!
CV2! GM! 0.444!±!0.063!a! 0.477!±!0.088!a! 0.461!±!0.111!a! 0.429!±!0.016!a! 0.267!±!0.124!a!TM+GM! 0.487!±!0.075!a! 0.504!±!0.088!a! 0.459!±!0.115!a! 0.421!±!0.142!a! 0.27!±!0.072!a!
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Table!3.2:!(Continued)!!
†HD,! days! to! heading;! FDK,! Fusarium! damaged! kernels;! ISK,! incidence,! severity,! and,! kernel!quality!index;!DON,!deoxynivalenol;!INC,!incidence;!SEV,!severity.!‡GM,! genomewide!diversity! array! technology! (DArT)!markers;! TM,! quantitative! trait! loci! (QTL)!targeted! simple! sequence! repeat! (SSR)!markers! only;! TM+GM,! QTL! targeted! SSR!markers! and!genomewide!DArT!markers!combined.!§RF,!random!forest;!RKHS,!reproducing!kernel!Hilbert!spaces;!RR,!ridge!regression;!BL,!Bayesian!Lasso;!MLR,!multiple!linear!regression.!¶Within!rows,!means!not!significantly!different!share!a!common!letter!
ISK! CV2! TM! 0.109!±!0.054!a! 0.117!±!0.079!a! 0.075!±!0.026!a! 0.065!±!0.028!a! 0.008!±!0.015!a!
DON! CV1! GM!
0.413!±!0.06!a! 0.273!±!0.066!a! 0.241!±!0.072!a! 0.198!±!0.063!a! 0.187!±!0.071!a!TM+GM! 0.575!±!0.05! 0.285!±!0.065!a! 0.158!±!0.073!a! 0.226!±!0.074!a! 0.188!±!0.07!a!TM! 0.554!±!0.063!a! 0.485!±!0.058!ab! 0.505!±!0.064!ab! 0.252!±!0.075!b! 0.469!±!0.066!ab!
INC!
CV1! GM!
0.56!±!0.045!a! 0.527!±!0.052!a! 0.471!±!0.057!a! 0.398!±!0.064!a! 0.406!±!0.063!a!TM+GM! 0.525!±!0.05!a! 0.558!±!0.051!a! 0.522!±!0.059!a! 0.413!±!0.065!a! 0.411!±!0.062!a!TM! 0.332!±!0.075!a! 0.351!±!0.079!a! 0.034!±!0.072!b! 0.08!±!0.087!ab! 0.089!±!0.072!ab!
CV2! GM!
0.426!±!0.125!a! 0.439!±!0.088!a! 0.425!±!0.11!a! 0.567!±!0.016!a! 0.297!±!0.124!a!TM+GM! 0.394!±!0.074!a! 0.442!±!0.071!a! 0.424!±!0.109!a! 0.419!±!0.110!a! 0.296!±!0.069!a!TM! 0.123!±!0.091!a! 0.127!±!0.122!a! 0.029!±!0.064!a! 0.012!±!0.068!a!  0.122!±!0.061!a!
SEV!
CV1! GM!
0.644!±!0.041!a! 0.588!±!0.047!a! 0.614!±!0.047!a! 0.596!±!0.049!a! 0.343!±!0.068!a!TM+GM! 0.606!±!0.04!a! 0.636!±!0.041!a! 0.52!±!0.053!ab! 0.377!±!0.067!b! 0.339!±!0.067!b!TM! 0.381!±!0.067!a! 0.312!±!0.066!a! 0.232!±!0.062!a! 0.188!±!0.072!a! 0.244!±!0.071!a!
CV2! GM!
0.593!±!0.054!a! 0.612!±!0.074!a! 0.585!±!0.08!a! 0.338!±!0.004!a! 0.211!±!0.071!TM+GM! 0.608!±!0.051!a! 0.624!±!0.066!a! 0.593!±!0.085!a! 0.586!±!0.086!a! 0.215!±!0.039!TM! 0.186!±!0.03!ab! 0.227!±!0.054!a! 0.109!±!0.013!ab! 0.11!±!0.013!ab! 0.045!±!0.030!b!
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Table!3.3:!Means!and!standard!errors!of!fivefold!crossSvalidation!prediction!accuracies!for!all!traits!using!multiple!linear!regression!models!with!different!numbers!of!markers!(k)!used!as!fixed!effects.!Markers!were!selected!based!on!the!results!of!association!analysis!in!the!training!set.!
!†HD,!days!to!heading;!FDK,!Fusarium!damaged!kernels;!ISK,!incidence,!severity,!and,!kernel!quality!index;!DON,!deoxynivalenol;!INC,!incidence;!SEV,!severity.‡GM,!genomewide!Diversity!Array!Technology!(DArT)!markers!only;!TM+GM,!quantitative!trait!loci!(QTL)!targeted!simple!sequence!repeat!(SSR)!markers!and!genomewide!DArT!markers.!!Multiple!linear!regression!accuracies!obtained!for!these!two!marker!sets!depended!largely!on!the!trait!and!were!highest!for!INC!and!ISK!and!lowest!for!HD.!In!all!cases!at!least!one!of!the!GS!models!outperformed!MLR.!However,!for!some!
Trait†! Marker!set‡! k!=!5( k!=!10( k!=!15( k!=!20( k!=!25(
HD! GM! 0.069!±!0.082! 0.048!±!0.086! 0.07!±!0.073! 0.074!±!0.071! 0.113!±!0.071!TM+GM! 0.071!±!0.084! 0.044!±!0.084! 0.07!±!0.075! 0.073!±!0.071! 0.107!±!0.07!
FDK! GM! 0.071!±!0.076! 0.181!±!0.063! 0.313!±!0.076! 0.338!±!0.067! 0.226!±!0.07!TM+GM! 0.067!±!0.075! 0.185!±!0.064! 0.314!±!0.076! 0.343!±!0.068! 0.222!±!0.071!
ISK! GM! S0.005!±!0.084! 0.192!±!0.077! 0.345!±!0.072! 0.4!±!0.064! 0.246!±!0.062!TM+GM! 0.002!±!0.085! 0.193!±!0.078! 0.348!±!0.068! 0.401!±!0.062! 0.25!±!0.062!
DON! GM! 0.05!±!0.076! 0.105!±!0.073! !0.023!±!0.073! 0.187!±!0.071! 0.031!±!0.066!TM+GM! 0.045!±!0.078! 0.104!±!0.074! !0.022!±!0.074! 0.188!±!0.07! 0.028!±!0.068!
INC! GM! 0.121!±!0.077! 0.227!±!0.074! 0.33!±!0.07! 0.406!±!0.063! 0.288!±!0.067!TM+GM! 0.116!±!0.075! 0.229!±!0.073! 0.331!±!0.069! 0.411!±!0.062! 0.291!±!0.07!
SEV! GM! 0.031!±!0.083! 0.036!±!0.08! 0.283!±!0.073! 0.343!±!0.068! 0.26!±!0.066!TM+GM! 0.029!±!0.086! 0.035!±!0.085! 0.287!±!0.073! 0.339!±!0.067! 0.267!±!0.064!
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traits,!such!as!FDK,!ISK,!and!INC,!the!difference!between!the!mean!MLR!model!accuracy!and!mean!accuracy!of!the!best!GS!model!was!surprisingly!small.!Furthermore,!for!most!traits!mean!MLR!accuracies!were!only!slightly!lower!than!RR!accuracies.!Accuracies!obtained!with!BL!were!usually!similar!to!but!lower!than!those!obtained!with!RR.!The!bivariate!RR!models!that!we!evaluated!for!DON!were!as!accurate!as!the!univariate!RR!models.!Fivefold!crossSvalidation!(CV1)!accuracies!for!DON!when!using!the!TM+GM!marker!set!in!the!bivariate!models!incorporating!DON!and!either!SEV,!INC,!or!ISK!were!0.219!±!0.064,!0.24!±!0.065,!and!0.207!±!0.062,!respectively.!
Nonlinear(prediction(model(accuracies(! Overall,!for!a!given!trait–marker!set!one!of!the!nonparametric!or!semiparametric!models,!either!RF!or!RKHS!regression,!had!the!highest!mean!accuracy!in!85%!of!cases.!Even!when!only!QTL!targeted!markers!were!used,!these!models!generally!lead!to!the!highest!accuracies.!Although!RF!and!RKHS!regression!frequently!led!to!the!highest!mean!accuracies,!in!most!cases!they!were!not!significantly!more!accurate!than!the!other!models.!There!was!only!one!case!where!one!model!was!significantly!more!accurate!than!all!other!models.!When!the!TM+GM!marker!set!was!used!to!predict!DON,!RF!regression!was!significantly!more!accurate!than!all!other!models.!
Comparison(of(marker(sets(! Comparing!across!marker!sets,!accuracies!resulting!from!the!TM+GM!and!the!GM!marker!sets!were!higher!than!the!accuracies!resulting!from!the!TM!
  101!
marker!set!in!all!cases!except!for!HD,!where!all!marker!sets!performed!similarly,!and!DON,!where!the!TM+GM!set!performed!either!as!well!or!worse!than!the!TM!set!depending!on!the!model!that!was!used!(Figure!3.1).!!
!
Figure!3.1:!Fivefold!prediction!accuracies!for!deoxynivalenol!(DON)!levels!using!different!model–marker!set!combinations!!Prediction!models!include!Bayesian!Lasso!(BL),!random!forest!(RF)!regression,!reproducing!kernel!Hilbert!spaces!(RKHS)!regression,!and!ridge!regression!(RR).!The!marker!sets!include!genomewide!Diversity!Array!Technology!(DArT)!markers!(GM),!Fusarium!head!blight!(FHB)!quantitative!trait!loci!(QTL)!targeted!markers!(TM),!and!both!the!GM!and!TM!marker!sets!combined!(TM+GM).!For!all!prediction!model–marker!set!combinations,!the!distribution!of!1000!correlations!calculated!using!bootstrapped!samples!of!the!170!individuals!evaluated!for!DON!accumulation!are!depicted!using!boxSandSwhiskers.!The!black!line!depicts!the!median,!the!other!edges!of!the!boxes!depict!the!lower!and!upper!quartiles,!and!the!outer!whiskers!depict!the!range.!Outlier!points!are!not!plotted.!!For!DON,!when!using!RR!and!RKHS!regression,!adding!the!GM!marker!set!to!the!TM!marker!set!substantially!decreased!the!mean!accuracy!to!the!level!observed!when!using!the!GM!marker!set!alone.!When!using!RF!regression!to!predict!DON,!the!TM+GM!marker!set!led!to!mean!accuracies!equal!to!those!observed!when!using!the!TM!marker!set,!which!was!much!higher!than!those!observed!when!using!the!GM!marker!set!alone.!When!using!BL!to!predict!DON,!accuracies!were!
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consistently!low!across!all!marker!sets.!
Assessment(of(unintentional(prediction(of(maturity(! Prediction!models!trained!using!PEBVs!for!SEV,!INC,!FDK,!and!ISK!could!not!accurately!predict!the!HD!PEBVs!of!the!validation!set!indicating!that!the!models!were!not!primarily!capturing!passive!resistance!due!to!maturity.!For!all!models!and!crossSvalidation!schemes,!mean!prediction!accuracies!for!heading!date!were!close!to!zero!for!all!traits!except!for!SEV!(Table!3.4)!where!mean!accuracies!ranged!between!0.02!and!0.176.!!
Table!3.4:!Prediction!accuracies!for!days!to!heading!(HD)!using!5!different!genomic!selection!(GS)!models!trained!with!FHB!resistance!traits.!Accuracies!were!calculated!using!5Sfold!crossSvalidation!(CV1)!or!crossSvalidation!across!years!(CV2).!The!marker!set!used!was!a!combination!of!both!markers!targeted!to!FHB!quantitative!trait!loci!and!genomeSwide!diversity!array!technology!markers!(TM+GM†).!
!†TM+GM,!quantitative!trait!loci!(QTL)!targeted!simple!sequence!repeat!(SSR)!markers!and!genomewide!DArT!markers.!‡FDK,!Fusarium!damaged!kernels;!ISK,!incidence,!severity,!and,!kernel!quality!index;!DON,!deoxynivalenol;!INC,!incidence;!SEV,!severity.!§RF,!random!forest;!RKHS,!reproducing!kernel!Hilbert!spaces;!RR,!ridge!regression;!BL,!Bayesian!Lasso.!!
Model!Training!Trait‡!! CrossSvalidation!scheme! RF§! RKHS! RR! BL!FDK! CV1! S0.041!±!0.062!S0.062!±!0.064!!0.001!±!0.067!!0.036!±!0.065!CV2! S0.058!±!0.021!!S0.058!±!0.061!!S0.089!±!0.044!!S0.104!±!0.045!ISK! CV1! 0.039!±!0.063!! 0.05!±!0.06! S0.047!±!0.081!0.031!±!0.067!!CV2! 0.020!±!0.035! 0.007!±!0.089!S0.030!±!0.065!S0.013!±!0.068!!DON! CV1! 0.072!±!0.071!!0.021!±!0.062!S0.006!±!0.073!!S0.069!±!0.069!INC! CV1! 0.016!±!0.059! 0.006!±!0.062!!S0.078!±!0.067!!0.081!±!0.067!CV2! 0.040!±!0.010! 0.004!±!0.044! 0.047!±!0.019! S0.062!±!0.03!!SEV! CV1! 0.151!±!0.066! 0.113!±!0.06! 0.111!±!0.073! 0.02!±!0.068!!CV2! 0.159!±!0.073!! 0.176!±!0.1!! 0.134!±!0.077! 0.121!±!0.068!
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This!small!positive!correlation!between!SEV!GEBVs!and!HD!PEBVs!of!the!validation!set!may!indicate!that!the!SEV!prediction!model!incorporated!some!passive!resistance!or!it!could!result!from!a!genetic!correlation!between!SEV!and!HD!caused!by!pleiotrophy!or!linkage.!
Comparison(of(traitQbased(and(markerQbased(prediction(accuracies(for(
deoxynivalenol((! Out!of!the!four!traits—ISK,!SEV,!INC,!and!FDK—ISK!had!the!highest!mean!correlation!with!DON,!r!=!0.5!±!0.061,!and!was!therefore!the!most!predictive.!The!mean!correlations!with!DON!for!SEV,!INC,!and!FDK!were!r!=!0.432!±!0.073,!r!=!0.457!±!0.056,!and!r!=!0.303!±!0.082,!respectively.!None!of!these!correlations!are!significantly!different.!The!accuracies!obtained!from!the!methods!combining!ISK!and!markers,!either!the!GM,!TM,!or!TM+GM!marker!sets!in!a!RF!regression!model!are!shown!in!Figure!2.2!where!these!methods!are!also!compared!to!using!ISK!phenotypic!data!alone!and!using!markers!alone!(either!the!TM!or!TM+GM!sets)!in!a!RF!regression!model.!We!achieved!the!highest!mean!accuracy,!r!=!0.65!±!0.047,!from!a!RF!regression!model!that!used!both!QTL!targeted!markers!and!the!correlated!trait!ISK!as!the!predictor!variables;!the!next!best!models!were!(i)!RF!regression!models!incorporating!QTL!targeted,!genomewide!DArT!markers!and!ISK,!r!=!0.616!±!0.049,!and!(ii)!incorporating!only!genomewide!DArT!markers!and!ISK,!r!=!0.527!±!0.054.!
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!
Figure!3.2:!Comparison!of!mean!fivefold!crossSvalidation!prediction!accuracies!for!deoxynivalenol!(DON)!levels!using!only!markers!in!a!random!forest!(RF)!regression!model,!only!incidence,!severity,!and,!kernel!quality!index!(ISK)!phenotypic!values,!or!ISK!values!and!markers!combined!in!a!RF!regression!model.!!The!RF!regression!models!based!on!marker!information!include!A)!genomewide!Diversity!Array!Technology!(DArT)!markers!(GM),!B)!Fusarium!head!blight!(FHB)!quantitative!trait!loci!(QTL)!targeted!markers!(TM),!and!C)!models!trained!using!both!GM!and!TM!targeted!markers!(TM+GM).!For!each!of!these!marker!sets,!RF!regression!accuracies!for!DON!are!compared!with!accuracies!obtained!using!only!correlation!with!ISK!phenotypic!values!and!accuracies!obtained!from!using!both!markers!and!ISK!values!in!a!RF!regression!model.!These!combination!models!include!A)!GM+ISK,!B)!TM+ISK,!and!C)!TM+GM+ISK.!For!each!prediction!method,!error!bars!depict!standard!errors.!
Discussion 
Prediction(strategies(! It!appeared!that!FHB!resistance!traits!fell!into!two!distinct!categories!based!on!the!prediction!strategies!that!led!to!the!highest!accuracies.!The!first!category!included!SEV,!INC,!ISK,!and!FDK.!The!prediction!strategies!leading!to!the!highest!accuracies!for!these!traits!were!characteristic!of!a!GS!approach!and!are!what!we!would!expect!for!most!quantitative!traits.!Specifically,!(i)!GS!models!outperformed!MLR!models,!(ii)!predictions!based!on!QTL!targeted!markers!alone!were!low,!and!(iii)!adding!QTL!targeted!markers!in!addition!to!genomewide!markers!did!not!improve!accuracy.!The!second!category!included!only!DON.!With!
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DON!the!prediction!strategies!that!led!to!the!highest!accuracies!were!more!characteristic!of!a!markerSassisted!recurrent!selection!approach.!Specifically,!(i)!MLR!models!and!GS!models!lead!to!similar!accuracies,!(ii)!predictions!based!on!QTL!targeted!markers!alone!were!higher!than!predictions!based!on!both!QTL!targeted!and!genomewide!markers,!and!(iii)!RF,!which!appeared!to!better!ignore!uninformative!predictors,!was!significantly!more!accurate!than!other!prediction!models!when!both!QTL!targeted!and!genomewide!markers!were!used.!Based!on!these!trends!it!appears!that!fewer!loci!are!involved!in!DON!resistance!compared!to!the!other!traits!and!a!GS!model!using!targeted!QTL!only!appears!to!be!the!appropriate!approach!for!prediction.!
Breeding(strategies(for(deoxynivalenol(using(correlated(trait(information(! Because!we!found!that!predictions!based!on!a!RF!regression!model!incorporating!markers!were!as!accurate!as!those!based!only!on!phenotypes!for!ISK,!it!would!be!possible!to!realize!the!same!genetic!gain!per!cycle!for!DON!with!a!GS!model!as!with!selection!using!ISK!as!a!proxy!for!DON!in!phenotypic!selection.!The!advantage!to!using!a!GS!model!is!that!phenotyping!the!correlated!traits!is!not!required!before!selection,!which!enables!more!cycles!of!selection!to!be!achieved!per!unit!of!time.!Therefore,!selection!for!DON!resistance!based!on!a!GS!model!rather!than!on!correlated!traits!could!lead!to!greater!genetic!gain!per!unit!of!time!because!selection!can!occur!in!a!greenhouse!or!offSseason!nursery.!! Although!selecting!for!DON!based!on!a!GS!model!would!lead!to!greater!gain!per!unit!of!time!by!way!of!accelerating!the!breeding!process,!for!all!the!
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prediction!methods!that!we!compared,!the!highest!gain!per!cycle!was!predicted!to!be!achieved!by!incorporating!ISK!and!markers!into!a!RF!regression!model.!The!disadvantage!to!this!prediction!method!is!that!phenotypic!data!for!ISK!must!be!available.!Therefore,!unless!genotyping!for!important!QTL!and!evaluating!ISK!is!less!costly!than!evaluating!DON!directly,!there!may!be!no!benefit!to!using!this!type!of!model.!
Prediction(model(performance(! The!consistently!better!performance!of!RF!and!RKHS!regression!across!different!traits!and!marker!sets!may!be!due!to!the!design!of!the!cooperative!nursery!and/or!the!genetic!architecture!of!the!traits.!The!design!of!the!cooperative!nurseries!was!to!use!relatively!few!lines!evaluated!many!times!and!this!may!lead!to!higher!accuracies!for!RF!and!RKHS!regression!relative!to!BL,!RR,!and!MLR.!This!is!because!RF!and!RKHS!models!do!not!estimate!marker!effects;!instead,!they!predict!genetic!values!of!unobserved!lines!based!on!genetic!similarity!to!lines!in!the!training!set.!Therefore,!greater!replication!leading!to!increased!accuracy!in!the!genetic!value!estimations!of!the!lines!themselves!may!provide!greater!benefit!to!RF!and!RKHS!regression!compared!to!RR,!BL,!and!MLR.!A!more!powerful!design!for!marker!effect!estimation!would!consist!of!a!large!number!of!lines!with!minimal!replication!(Knapp!and!Bridges,!1990).!! Alternatively,!RF!and!RKHS!regression!could!be!more!predictive!because!the!loci!underlying!the!variation!for!the!traits!we!analyzed!do!not!behave!strictly!additively.!Random!forest!and!RKHS!regression!are!able!to!capture!these!
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nonadditive!effects!and!therefore!may!be!more!accurate!than!RR,!BL,!and!MLR!when!nonadditive!effects!are!important.!This!possible!explanation!is!supported!by!previous!studies!that!have!documented!the!nonadditive!behavior!of!FHB!resistance!loci!(Yang!et!al.,!2005;!Ma!et!al.,!2006;!Guo!et!al.,!2006;!Pumphrey!et!al.,!2007;!Yu!et!al.,!2007).!
Conclusions!! This!study!found!that!data!from!the!U.S.!cooperative!FHB!nurseries,!which!consist!of!germplasm!from!many!different!institutions!evaluated!in!different!regions!for!FHB!resistance,!can!be!used!to!train!relatively!accurate!prediction!models!that!could!be!useful!in!breeding!for!native!FHB!resistance.!For!DON!resistance!breeding!specifically,!we!found!that!selection!based!on!marker!based!prediction!models!could!lead!to!greater!genetic!gain!per!cycle!and!greater!genetic!gain!per!unit!time!compared!to!selection!based!on!correlated!traits!alone.!! This!study!also!shows!that!prior!information!about!DON!can!be!used!to!improve!genomic!prediction!accuracies.!Therefore,!GS!models!incorporating!such!information!should!be!evaluated!for!traits!of!interest!if!possible.!Prior!information!about!QTL!can!be!used!to!ensure!that!the!markers!used!for!prediction!are!linked!to!specific!QTL!of!known!importance.!This!is!especially!important!if!the!random!genomewide!markers!used!for!prediction!are!in!low!LD!with!the!predictive!QTL!regions.!Although!in!theory!genomewide!markers!should!be!adequate!to!capture!QTL!effects,!in!practice!the!markers!may!not!be!distributed!randomly!across!the!genome!and!may!be!completely!missing!some!
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segregating!segments.!In!addition,!prediction!strategies!based!only!on!markers!linked!to!important!QTL!should!be!evaluated!because!for!certain!traits!they!may!be!more!useful!for!prediction!and!genomewide!markers!may!only!capture!noise.!In!addition!to!incorporating!prior!information!about!important!QTL,!this!study!shows!that!incorporating!information!about!correlated!phenotypes!can!be!beneficial.!If!data!on!a!correlated!trait!is!available,!prediction!models!incorporating!that!phenotypic!data!should!be!evaluated.!! Although!this!work!demonstrates!that!GS!can!be!successful!for!cases!such!as!FHB!resistance!in!U.S.!wheat!germplasm,!it!also!points!out!issues!that!should!be!further!studied.!Most!importantly,!studies!aiming!to!empirically!evaluate!breeding!strategies!that!implement!GS!need!to!be!conducted!and!compared!to!conventional!strategies.!Second,!studies!of!the!implications!of!using!nonadditive!models!such!as!RF!and!RKHS!regression!across!multiple!cycles!of!selection!are!needed!before!such!methods!can!be!recommended.!Although!RF!and!RKHS!regression!often!lead!to!high!accuracies!it!is!not!clear!how!much!of!the!additive!genetic!variation!such!models!are!capturing!relative!to!nonadditive!genetic!information!and!in!a!recurrent!selection!context,!predictions!based!partially!on!nonadditive!effects!could!lead!to!lower!gain!from!selection!than!expected.!In!addition,!continued!research!to!evaluate!the!benefit!of!marker!selection!or!the!targeted!genotyping!of!specific!loci!for!use!in!GS!is!warranted!to!determine!under!what!circumstances!such!an!approach!may!be!useful.!Lastly,!further!work!to!develop!GS!models!that!can!incorporate!both!marker!and!phenotypic!
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information,!such!as!the!models!we!evaluated!for!DON!resistance,!may!be!useful!for!improving!prediction!accuracies.!
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CHAPTER!4!!
GENOMIC!SELECTION!FOR!QUANTITATIVE!ADULT!PLANT!STEM!RUST!
RESISTANCE!IN!WHEAT4!
Abstract!
! Quantitative!adult!plant!resistance!(APR)!to!stem!rust!(Puccinia!graminis!f.!sp.!tritici)!is!an!important!breeding!target!in!wheat!(Triticum(aestivum!L.)!and!a!potential!target!for!genomic!selection!(GS).!To!evaluate!the!relative!importance!of!known!APR!loci!in!applying!genomic!selection,!we!characterized!a!set!of!CIMMYT!germplasm!at!important!APR!loci!and!on!a!genomeSwide!profile!using!genotypingSbySsequencing.!!Using!this!germplasm,!we!describe!the!genetic!architecture!and!evaluate!prediction!models!for!APR!using!data!from!the!international!Ug99!stem!rust!screening!nurseries.!Prediction!models!incorporating!markers!linked!to!important!APR!loci!and!seedling!phenotype!scores!as!fixed!effects!were!evaluated!along!with!the!classic!prediction!models:!Multiple!linear!regression!(MLR),!Genomic!best!linear!unbiased!prediction!(GSBLUP),!Bayesian!Lasso!(BL),!and!Bayes!Cπ!(BCπ).!We!found!the!Sr2!region!to!play!an!important!role!in!APR!in!this!germplasm.!A!model!using!Sr2!linked!markers!as!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
4!Originally!published!as:!Rutkoski!J.!E.,!J.!Poland,!R.P.!Singh,!J.!HuertaSEspino,!S.!Bhavani,!M.!Rouse,!H.!Barbier,!JSL.!Jannink,!M.!E.!Sorrells.!Genomic!selection!for!quantitative!adult!plant!stem!rust!resistance!in!wheat.!Plant!Gen.!(in!press).!!
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fixed!effects!in!GSBLUP!was!more!accurate!than!MLR!with!Sr2!linked!markers!(pSvalue!=!0.12),!and!ordinary!GSBLUP!(pSvalue!=!0.15).!Incorporating!seedling!phenotype!information!as!fixed!effects!in!GSBLUP!did!not!consistently!increase!accuracy.!Overall,!levels!of!prediction!accuracy!found!in!this!study!indicate!that!GS!can!be!effectively!applied!to!improve!stem!rust!APR!in!this!germplasm,!and!if!genotypes!at!Sr2!linked!markers!are!available,!modeling!these!genotypes!as!fixed!effects!could!lead!to!better!predictions.!!
Abbreviations!APR,!Adult!plant!resistance;!BCπ,!Bayes!Cπ;!BL,!Bayesian!Lasso;!GSBLUP,!Genomic!best!linear!unbiased!prediction;!GS,!Genomic!selection;!MLR,!Multiple!linear!regression;!QTL,!Quantitative!trait!loci;!STS,!Sequence!tagged!site.!
Introduction!!! Stem!rust,!caused!by!Puccinia!graminis!f.!sp.!tritici,!is!a!globally!widespread!and!highly!damaging!disease!of!wheat!(Triticum(aestivum!L.)!capable!of!causing!up!to!100%!yield!losses!in!susceptible!varieties!(Park,!2007).!After!adoption!of!resistant!varieties!during!the!1950s,!outbreaks!of!stem!rust!became!rare.!However,!the!recent!emergence!of!a!new!stem!rust!race!group!named!Ug99!(Pretorius!et!al.,!2000)!capable!of!infecting!the!majority!of!the!worlds’!wheat!germplasm!(Singh!et!al.,!2006),!has!highlighted!the!need!for!breeding!efforts!focused!on!durable!stem!rust!resistance.!!Resistance!to!stem!rust!generally!falls!into!two!categories:!1)!All!stage!resistance!which!is!often!conferred!by!raceSspecific!genes!involved!in!pathogen!
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recognition!and!associated!with!a!hypersensitive!response,!and!2)!Slow!rusting!adult!plant!resistance!(APR)!which!is!quantitative!resistance!often!conferred!by!multiple!loci,!and!is!not!associated!with!a!hypersensitive!response.!Quantitative!resistance!is!usually!considered!more!durable!than!that!conferred!by!pathogen!recognition!genes!(Parlevliet,!2002),!however,!it!must!be!improved!over!multiple!cycles!of!selection!using!well!managed!screening!nurseries!for!evaluation.!!! Genomic!selection!(GS)!(Meuwissen,!Hayes,!&!Goddard,!2001),!reviewed!by!Lorenz!et!al.!(2011)!and!Heffner!et!al.!(2009)!is!breeding!technology!that!may!increase!rates!of!genetic!gain!for!quantitative!traits.!With!GS,!a!genomic!prediction!model!is!used!to!predict!breeding!values!of!selection!candidates,!and!selections!are!made!based!on!these!predictions.!A!model!training!population!consisting!of!relevant!individuals!that!have!been!both!genotyped!and!phenotyped!is!used!to!calibrate!the!prediction!model.!!Various!genomic!prediction!models!have!been!developed.!Models!differ!according!to!how!markers!of!different!effect!sizes!are!treated.!Genomic!best!linear!unbiased!prediction!(GSBLUP,!Bernardo,!1994;!Piepho,!2009),!treats!markers!homogenously,!whereas!Bayesian!methods!such!as!Bayesian!Lasso!(BL,!Park!and!Casella,!2008)!and!Bayes!Cπ!(BCπ,!Habier!et!al.,!2011)!treat!markers!of!different!effect!sizes!heterogeneously.!Such!methods!are!expected!to!better!model!traits!with!largeSeffect!quantitative!trait!loci!(QTL).!!Because!moderate!effect!genes,!such!as!Sr2,!and!Lr34,(also!known!as!Sr57,!are!known!to!be!involved!in!stem!rust!APR!(Sunderwirth!and!Roelfs,!1980;!Dyck,!
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1987;!Singh!et!al.,!2012),!prediction!models!that!attempt!to!realistically!model!these!loci!may!be!more!accurate!than!a!standard!GSBLUP!model.!Markers!linked!to!these!loci!could!be!predictive!alone!or!modeled!as!fixed!effects!in!combination!with!genomeSwide!markers.!Similarly,!seedling!resistance!phenotypes,!which!are!often!collected!in!addition!to!APR,!could!be!useful!fixed!effects!predictor!variables.!The!objective!of!this!study!was!to!compare!prediction!models!for!stem!rust!APR!and!to!determine!if!explicitly!modeling!largeSeffect!loci!or!seedling!phenotypes!as!fixed!effects!in!a!GSBLUP!model!could!lead!to!higher!accuracies!than!those!achieved!with!GSBLUP!or!Bayesian!models.!!
Materials!and!methods!
Phenotypic(data(
( Adult!plant!stage:(Three!hundred!sixty!five!advanced!CIMMYT!breeding!lines!were!used!in!all!analyses.!Quantitative!stem!rust!APR!was!phenotyped!at!the!international!Ug99!stem!rust!screening!nurseries:!Kenya!Agricultural!Research!Institute,!Njoro,!Kenya!and!the!Ethiopian!Institute!of!Agricultural!Research,!Debre!Zeit,!Ethiopia!between!2007!and!2012!as!described!in!Yu!et!al.!(2011).!Data!was!from!12!environments!(location/season!combinations),!three!of!which!were!at!Debre!Zeit.!‘Kingbird’!and!‘PBW343’!served!as!moderately!resistant!and!moderately!susceptible!check!varieties.!Each!breeding!line,!excluding!the!checks,!appeared!in!approximately!four!of!the!12!environments,!and!appeared!only!once!per!environment.!Each!plot!consisted!of!two!70cm!rows!spaced!30!cm!apart.!Disease!severity!was!measured!visually!on!a!modified!Cobb!scale!(Peterson!et!al.,!
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1948).!Measuremets!were!taken!between!the!early!and!late!dough!stage!and!a!week!to!ten!days!later.!Phenotypic!distributions!within!environments!are!shown!in!Figure!4.1.!!A!BoxSCox!transformation!was!applied!prior!to!all!analyses!(Box!and!Cox,!1964)!to!avoid!nonSnormal!residuals.(
Seedling!stage:!Lines!were!evaluated!at!the!seedling!stage!for!reaction!to!Ug99!stem!rust!race!TTKSK,!isolate!04KEN156/04,!at!the!USDASARS!Cereal!Disease!Laboratory!using!cool!and!normal!postSinoculation!temperature!treatments.!Seedlings!were!inoculated!as!in!Jin!et!al.!(2007)!and!then!placed!in!a!growth!chamber!with!a!14!hour!photoperiod!at!18℃!day!and!15℃!night!for!the!cool!treatment!and!22℃!day!and!19℃!night!for!the!normal!treatment.!Seedling!evaluations!at!both!cool!and!normal!treatments!were!replicated!twice.!Infection!types!on!a!zero!to!four!scale!as!in!Stakman!et!al.!(1962)!were!recorded!14!days!postSinoculation!and!then!converted!into!a!numerical!value!from!zero!to!nine!as!described!by!Zhang!et!al.!(2011).!Stakman!infection!types!greater!than!or!equal!to!‘3’!were!considered!high!infection!types.!Infection!type!‘;’!describes!the!observation!of!visible!chlorotic!spots!associated!with!hypersensitive!resistance.!When!multiple!infection!types!were!observed!on!a!single!leaf,!all!infection!types!were!recorded!starting!with!the!most!commonly!observed!infection!type.!!!
Heritability(estimation(! Broad!sense!heritability!(!!)!on!a!line!mean!basis!was!calculated!according!to!Hallauer!et!al.,!(2010).!Variance!components!were!estimated!in!R!version!3.0.1!(R!Development!Core!Team,!2010)!using!the!package!lme4!(Bates!!
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Figure!4.1:!Phenotypic!distributions!of!stem!rust!severity!within!each!environment!OS:!offSseason,!MS:!mainSseason!
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and!Maechler,!2010).!!
Genotypic(data(! Genome_wide_genotyping:!GenotypingSbySsequencing!(GBS,!Elshire!et!al.,!2011)!was!used!to!generate!genomeSwide!markers!according!to!the!protocol!described!in!Poland!et!al.!(2012a).!A!total!of!27,434!polymorphisms!were!detected.!Missing!data!were!imputed!using!random!forest!imputation!described!in!Poland!et!al.!(2012b)!as!recommended!by!Rutkoski!et!al.!(2013).!Markers!with!greater!than!50%!missing!data!were!removed!and!a!set!of!nonSredundant!GBS!markers!with!pairwise!!!!values!less!than!0.8!were!selected!(Carlson!et!al.,!2004)!leaving!4040!markers.!! Loci!targeted!genotyping:!Markers!targeted!to!Sr2!and!Lr34,!were!genotyped!using!sequence!tagged!site!(STS),!simple!sequence!repeat!and!KASPar™!(www.lgcgenomics.com)!assays.!All!KASPar™!assays!were!run!at!the!Eastern!Regional!Small!Grains!Genotyping!Laboratory,!Raleigh,!North!Carolina.!For!Lr34,!two!gene!based!KASPar™!assays!were!used!to!determine!presence!or!absence!of!the!resistance!allele!based!on!sequence!polymorphism!reported!by!Lagudah!et!al.,!(2009).!The!STS!marker!csLV34((Lagudah!et!al.,!2006),!0.4!cM!from!
Lr34,!was!also!assayed.!For!Sr2,!the!simple!sequence!repeat!marker!gwm533!(Spielmeyer!et!al.,!2003),!the!STS!marker(csSr2!(Mago!et!al.,!2011)!and!a!KASPar™!assay!based!on!the!polymorphism!targeted!by!csSr2!(referred!to!as!csSr2_KASPar)!were!used.!!
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Genotypic(value(estimation(! The!R!package!rrBLUP!(Endelman,!2011)!was!used!to!calculate!the!restricted!maximum!likelihood!(REML)!solutions!for!the!mixed!model!
Y =Xβ+Zu+ ε !where!Y!was!the!vector!of!phenotypes,!β!was!the!vector!of!environment!effects!treated!as!fixed,!u!was!the!vector!of!genotype!effects!treated!as!random,!X!and!Z!were!the!design!matrices!relating!β!and!u!to!the!observations!in!Y!and!ε!is!the!residual!error.!Genetic!values,!u!were!deSregressed!according!to!Garrick!et!al.!(2009).!DeSregressed!genetic!values,!YGV,!were!calculated!as!
YGV =
u
1 - PEV
σ u
2
!!
where!!is!the!genetic!variance,!and!PEV!is!the!prediction!error!variance.!Solutions!for!both!σ u2 and!PEV!were!returned!from!the!mixed!model!fit!using!rrBLUP.!DeSregressed!genetic!values,!YGV,!were!used!to!validate!prediction!models.!DeSregression!was!appropriate!because!individuals!had!different!numbers!of!observations.!Genetic!values!for!individuals!with!few!observations!are!shrunk!more!towards!zero!than!genetic!values!of!individuals!with!many!observations.!
Genome(wide(association(
! Genome!wide!association!was!performed!using!a!mixed!model!accounting!for!kinship!(Yu!et!al.,!2006).!According!to!Kang!et!al.!(2010),!variance!components!were!estimated!once!by!fitting!the!mixed!model:!
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YGV =Xβ+Zu+ ε !
Var(u) =Gσ u2 andVar(ε) = Iσ u2 .!G!is!a!marker!relationship!matrix!which!was!calculated!according!to!VanRaden!(2008)!implemented!in!the!R!package!GAPIT!(Lipka!et!al.,!2012).!For!each!marker!k!with!MAF≥0.05,!a!total!of!3903!markers,!we!estimated!its!effect!βk!and!FSstatistic,!testing!the!null!hypothesis!that!βk=0!in!the!model:!
YGV =Xβ+Xkβk +η !
βk!is!the!effect!of!marker!k,!Xk!is!the!genotype!of!marker!k,!andσˆ η2 = σˆ u2ZGZ '+ σˆ ε2I .!One!thousand!permutations!(Churchill!and!Doerge,!1994)!were!used!to!calculate!the!pSvalue!significance!threshold!at!an!experimentwise!!!of!0.05.!!
Prediction(models(! Fixed!effects!models:!Two!multiple!linear!regression!(MLR)!methods!were!used,!A!and!B.!MLR!A!consisted!of!a!marker!selection!and!marker!effect!estimation!step.!Both!marker!selection!and!marker!estimation!were!carried!out!within!the!model!training!set!only.!For!variable!selection,!pSvalues!from!a!genomeSwide!association!analysis!were!used!to!rank!markers.!No!kinship!correction!was!used!because!markers!that!capture!kinship!are!useful!for!prediction!within!the!population!of!interest,!even!though!they!may!not!be!linked!to!causative!loci.!!Then,!for!each!iteration!i!through!l,(a!marker!was!added!to!the!model:!
YGV =1β0 +Xiβi...Xlβl +ε !
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where!β0!is!the!mean,!βi!is!the!effect!of!marker!i,!and!Xi!is!the!genotype!of!marker!
i.!After!each!iteration,!the!5Sfold!cross!validation!accuracy!was!calculated!within!the!training!set!and!when!accuracylQ1!>!accuracyl!the!model!with!lS1!markers!was!selected.!!Predicted!breeding!values!of!an!individual!j,!were!calculated!as:!!
yˆ j = βˆ0 + βˆii
i-1∑ xij !For!MLR!B,!the!marker!selection!step!was!done!only!among!the!five!markers!linked!to!candidate!genes.!!! Mixed!models:!For(GSBLUP!(Bernardo,!1994;!Piepho,!2009),!breeding!values!were!predicted!using!the!mixed!model.!
YGV =1nβ0 +Zu+ ε !
u ~ N(0,Gσˆ u2 ) !where!the!solutions!for!u!consist!of!the!genomic!estimated!breeding!values.!GSBLUP!was!implemented!using!the!R!package!rrBLUP!(Endelman,!2011).!!GSBLUP!A!was!a!version!of!GSBLUP!that!included!selected!markers!as!fixed!effects!in!the!GSBLUP!model!and!all!markers!as!random!effects.!By!selecting!markers!as!fixed!effects,!we!assume!that!each!selected!marker!has!a!unique!variance.!For!fixed!effect!variable!selection,!pSvalues!from!a!genomeSwide!association!analysis!without!structure!correction!were!used!to!rank!markers,!then!for!each!iteration!i!through!l,(a!marker!was!added!to!the!model:!
YGV =1β0 +Xiβi...Xlβl +Ζu+ε !
u ~ N(0,Gσˆ u2 ) !
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for!each!iteration!5Sfold!cross!validation!accuracy!within!the!training!set!was!calculated.!When!accuracylQ1!>!accuracyl(,!the!model!with!lS1!fixed!effect!markers!was!selected.!Predicted!breeding!values!of!each!individual!j,!were!calculated!as:!
yˆ j = βˆ0 + βˆii
i-1
∑ xij +uj !For!GSBLUP!B!the!fixed!effect!marker!selection!step!was!done!only!among!the!five!markers!linked!to!candidate!genes.!For!GSBLUP!T!the!fixed!effects!were!the!seedling!phenotypes!for!the!normal!and!cool!treatments.!
! Bayesian!models:!The!general!model!for!BL!(Park!and!Casella,!2008)!and!BCπ!was:!
YGV =1β0 +Xβ+ε !
X!is!a!design!matrix!for!the!markers,!and!β!is!a!vector!of!m!marker!effects.!Predicted!breeding!values!were!estimated!as:!
yˆ j = βˆ0 + βˆi xij
i
m
∑ !
For!BL!the!marginal!prior!of!marker!effects!was!double!exponential!(Pérez!et!al.,!2010).!BL!was!implemented!in!the!R!package!BLR!(de!los!Campos!and!Perez!Rodriguez,!2010).!For!BCπ!(Habier!et!al.,!2011)!the!prior!for!βi!depends!on!a!common!marker!variance!and!the!prior!probability,!!,!that!marker!i!has!no!effect.!The!priors!and!prior!parameters!were!as!described!in!(Habier!et!al.,!(2011).!BCπ!was!implemented!in!R!using!code!adapted!from!R.L.!Fernando.!For!both!BL!and!BCπ!a!total!of!60,000!iterations!were!used!and!the!first!20,000!were!excluded!as!burnSin.!
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Prediction(model(accuracy(calculation(Prediction!accuracies!were!calculated!using!10Sfold!cross!validation.!Cross!validation!folds!were!selected!to!be!representative!samples!using!cluster!assignment!information!from!hierarchical!agglomerative!clustering!(Fraley!and!Raftery,!2002)!implemented!using!the!R!package!mclust!(Fraley!et!al.,!2012).!One!accuracy!value!was!computed!for!each!model!by!computing!the!Pearson’s!correlation!(r)!between!the!deSregressed!genetic!values!YGV!and!the!predicted!breeding!values.!Accuracies!were!computed!using!two!different!marker!sets:!GBS!markers!only,!and!all!available!markers.!In!addition!to!accuracy,!Spearman’s!rank!correlations!between!the!estimated!breeding!values!for!all!possible!pairs!of!prediction!models!was!computed!to!compare!prediction!model!outcomes.!
Significance(testing(among(prediction(model(accuracies((Statistical!significance!between!prediction!model!accuracies!was!determined!using!paired,!twoSsided!tStests!carried!out!by!bootstrapping.!The!inference!space!for!model!comparison!was!CIMMYT!spring!wheat!absent!of!major!genes!effective!against!stem!rust!race!TTKST,!evaluated!for!stem!rust!adult!plant!resistance!between!2007!and!2012,!and!identified!as!candidates!for!release!to!international!partners,!a!population!of!about!500!lines.!The!set!of!365!individuals!from!that!population!was!randomly!split!into!a!training!set!of!265!individuals!and!a!validation!set!of!100!individuals.!Then,!for!each!iteration!bootstrapped!samples!of!the!training!set!and!validation!sets!were!drawn.!To!simulate!the!sampling!variability!of!polymorphisms!detected!using!GBS,!a!sample!of!GBS!markers!of!size!
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2694!(2/3!of!the!total!markers)!was!also!drawn.!This!is!equivalent!to!taking!a!bootstrap!sample!of!markers!and!then!only!using!nonSredundant!markers!for!model!fitting.!Selection!of!nonSredundant!markers!is!a!common!practice!prior!to!GWAS!or!GS.!!Using!this!sampled!dataset,!prediction!accuracy!was!measured!using!all!prediction!models!except!BCπ!and!BL,!which!were!excluded!to!reduce!computational!burden.!This!process!was!repeated!for!1000!iterations.!For!a!given!pair!of!models,!the!accuracy!vectors!were!subtracted!to!create!a!distribution!of!differences.!A!twoStailed!pSvalue!was!calculated!by!calculating!the!frequency!of!values!above!or!below!0,!multiplied!by!two.!Mean!accuracies!for!each!model!were!also!calculated.!The!bootstrap!tStesting!procedure!for!model!comparison!relies!on!several!assumptions.!!The!first!assumption!is!that!the!sample!of!275!individuals!in!the!training!set!and!the!sample!of!100!individuals!in!the!validation!set!are!representative!of!the!population!from!which!they!were!originally!sampled,!which!is!met!as!long!as!the!samples!are!sufficiently!large!and!selected!from!the!population!at!random.!The!second!assumption!is!that!the!observations,!in!our!case!deSregressed!genetic!values,!are!independent.!NonSindependence!can!arise!if!the!values!consist!of!repeated!measurements!on!the!same!individuals!or!if!the!data!consists!of!clusters!of!individuals!more!similar!to!each!other!than!what!would!be!expected!based!on!random!sampling!from!the!original!population.!The!third!assumption!is!that!the!observations!are!identically!distributed,!meaning!that!there!are!no!systematic!trends!in!the!mean!or!variance!of!the!values.!!
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Results!
Phenotypic(data(Adult!plant!stem!rust!resistance!was!highly!heritable,!with!a!line!mean!broad!sense!heritability!of!0.82.!The!absence!of!raceSspecific!resistance!genes!effective!against!TTKST!in!the!set!of!365!lines!was!confirmed!with!seedling!phenotypes,!which!were!all!high!infection!types!under!normal!temperatures.!Variation!in!high!infection!types!was!observed!among!the!susceptible!lines!ranging!from!Stakman!infection!type!‘3’!to!‘3+’.!Under!lower!temperature!conditions,!15!of!the!lines!had!low!infection!types!ranging!from!‘;13’!to!‘3+;’.!The!resistance!genes!conferring!these!low!infection!types!at!the!cool!temperature!treatment!are!not!known.!The!seedling!phenotypes!converted!to!a!numerical!scale!were!weakly!correlated!with!the!genetic!values!for!adult!plant!resistance,!with!correlations!of!0.1!and!0.19!for!the!normal!and!cool!treatments!respectively.!Both!correlations!were!significant,!with!pSvalues!of!0.049!and!3!×10!!!for!the!normal!and!cool!treatments,!respectively.!
GenomeQwide(association(analysis(Eight!markers!were!associated!with!stem!rust!resistance!(Table!4.1).!
csSr2_(KASPar,!explained!27%!of!the!variation!in!the!genotypic!values.!Both!csSr2!and!csSr2_(KASPar(are!tightly!linked!to!Sr2!located!on!chromosome!3BS!(Mago!et!al.,!2011).!Two!other!markers!associated!with!stem!rust!resistance!are!known!to!be!located!on!chromosome!3BS!based!on!the!Synthetic!x!Opata!genetic!map!(Poland!et!al.,!2012a).!The!remaining!four!associated!markers!have!unknown!!
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Table!4.1:!Markers!significantly!associated!with!adult!plant!stem!rust!resistance!!!!!!!!!!!!!!!†!Minor!allele!frequency!!map!location.!Pairwise!associations!between!significant!markers,!measured!in!r2!indicated!that!two!markers!of!unknown!map!location!are!associated,!r2!≥!0.4,!with!markers!known!to!be!on!chromosome!3B!(Figure!4.2).!The!two!remaining!markers!of!unknown!location!are!not!associated!with!each!other!or!other!significant!markers.!!
!
Figure!4.2:!Pairwise!associations,!measured!in!r2,!between!markers!significantly!
Marker! MAF†! pSvalue! Effect! r2( Chromosome!
csSr2_KASPar( 0.29! 3.38×S10! 0.54! 0.27! 3BS!
csSr2( 0.16! 1.21×S8! 0.65! 0.17! 3BS!
GBS_13164( 0.19! 1.62×S6! 0.6! 0.15! S!
GBS_11008( 0.29! 7.09×S6! 0.49! 0.08! 3BS!
GBS_1863( 0.20! 1.01×S5! 0.51! 0.17! S!
GBS_7565( 0.3! 1.19×S5! 0.48! 0.07! S!
GBS_10286( 0.12! 2.83×S5! S0.61! 0.08! S!
GBS_20803( 0.32! 4.27×S5! 0.42! 0.19! 3BS!
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associated!with!adult!plant!stem!rust!resistance!!The!marker!relationship!matrix!shows!several!small!groups!of!closely!related!individuals,!indicating!family!structure!(Figure!4.3).!Based!on!pedigree!information,!147!of!the!individuals!were!derived!from!26!fullSsib!families.!Individuals!derived!from!the!same!full!sibSfamily!were!found!to!group!together!based!on!the!relationship!matrix!(Figure!4.3).!Principal!components!analysis!of!the!relationship!matrix!also!illustrated!a!similar!pattern!of!family!relationships!(Figure!4.4);!however!principal!component!one!and!two!explained!only!14.4%!and!2.9%!of!the!variation!respectively.!Correcting!for!kinship!during!genomeSwide!association!was!necessary!to!obtain!uniformly!distributed!pSvalues!(Figure!4.5).!Further!correcting!for!population!structure!using!principal!components!did!not!improve!uniformity!of!pSvalues.!
Prediction(model(accuracies(The!marker!set!containing!all!markers,!both!GBS!and!gene!targeted!markers,!always!resulted!in!higher!accuracies!than!the!marker!set!containing!only!GBS!markers!based!on!accuracies!calculated!using!cross!validation!(Table!4.2)!and!bootstrapping!(Table!4.3).!Among!the!GS!models,!GSBLUP!B!and!GSBLUP!A!lead!to!the!highest!cross!validation!prediction!accuracies,!followed!by!GSBLUP!T,!BL,!and!BCπ.!Based!on!a!bootstrap!significance!testing!procedure,!probabilities!that!pairs!of!model!accuracies!were!different!due!to!chance!(pSvalues)!for!all!models!except!BL!and!BCπ!were!estimated!(Table!4.3).!For!comparisons!between!GSBLUP!B,!and!ordinary!GSBLUP!or!MLR!models,!pSvalues!were!always!less!than!!
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!!!
Figure!4.3:!Heatmap!of!the!marker!relationship!matrix!illustrating!family!structure.!Individuals!derived!from!the!same!fullSsib!family!share!a!common!symbol. 
 
 
 
 
 
 
 
 
  133!
 
 !
!
!
Figure!4.4:!Principal!components!analysis!of!the!marker!relationship!matrix.!Individuals!derived!from!the!same!fullSsib!family!share!a!common!symbol.  !
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Figure!4.5:!QuantileSquantile!plot!of!the!pSvalues!from!genomeSwide!association!comparing!the!pSvalue!distribution!to!a!uniform!null!distribution!
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Table!4.2:!Cross!validation!prediction!accuracies!for!adult!plant!stem!rust!resistance!using!different!prediction!models!and!marker!sets!!!!!!!!!!!!!!!†!MLR!A:!Multiple!linear!regression!A,!fixed!effects!selected!among!all!markers;!MLR!B,!fixed!effects!selected!among!candidate!gene!linked!markers;!GSBLUP!A:!Genomic!best!linear!unbiased!prediction!A,!marker!relationship!matrix!and!fixed!effects!selected!among!all!markers;!GSBLUP!B,!marker!relationship!matrix!and!fixed!effects!selected!among!candidate!gene!linked!markers;!BL:!Bayesian!Lasso;!BCπ:!Bayes!Cπ;!GSBLUP!T,!marker!relationship!matrix!and!seedling!phenotypes!as!fixed!effects.  
(!
!!Prediction!Model†! All!markers!! GBS!markers!only!MLR!A!! 0.477! 0.446!MLR!B!! 0.468! S!GSBLUP!A!! 0.607! 0.577!GSBLUP!B!! 0.618! S!GSBLUP! 0.568! 0.563!BL! 0.579! 0.561!BCπ!!! 0.578! 0.558!GSBLUP!T! 0.591! 0.573!
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Table&4.3:&Probabilities$that$pairs$of$model$accuracies$are$not$different$based$on$bootstrapping.$ $$$$$$$$$$$$$$$$$$$$$$$$$$$$†$G;BLUP$A:$Genomic$best$linear$unbiased$prediction$A,$marker$relationship$matrix$and$fixed$effects$selected$among$all$markers;$G;BLUP$T:$marker$relationship$matrix$and$seedling$phenotypes$as$fixed$effects;$MLR$A:$Multiple$linear$regression$A,$fixed$effects$selected$among$all$markers;$G;BLUP$B:$marker$relationship$matrix$and$fixed$effects$selected$among$candidate$gene$linked$markers;$MLR$B:$Multiple$linear$regression$B,$fixed$effects$selected$among$candidate$gene$linked$markers.
$ $ GBS$Markers$Only$ All$Markers$$ Model†,$Accuracy$ G;BLUP,$0.58$ G;BLUP$A,$0.54$ G;BLUP$T,$0.57$ MLR$A,$0.36$ G;BLUP,$0.59$ G;BLUP$A,$0.63$ G;BLUP$B,$0.66$ G;BLUP$T,$0.58$ MLR$A,$0.51$ MLR$B,$0.56$
GBS$M
arkers
$Only$ G;BLUP,$0.58$ 1$ 0.52$ 0.95$ 0.08$ 0.69$ 0.39$ 0.12$ 0.99$ 0.57$ 0.79$G;BLUP$A,$0.54$ 0.52$ 1$ 0.84$ 0.1$ 0.43$ 0.14$ 0.07$ 0.79$ 0.82$ 0.9$G;BLUP$T,$0.57$ 0.95$ 0.84$ 1$ 0.21$ 0.89$ 0.65$ 0.47$ 0.84$ 0.72$ 0.88$MLR$A,$0.36$ 0.08$ 0.1$ 0.21$ 1$ 0.08$ 0.02$ 0.01$ 0.18$ 0.15$ 0.08$
All$Mar
kers$
G;BLUP,$0.59$ 0.69$ 0.43$ 0.89$ 0.08$ 1$ 0.44$ 0.15$ 0.91$ 0.51$ 0.67$G;BLUP$A,$0.63$ 0.39$ 0.14$ 0.65$ 0.02$ 0.44$ 1$ 0.62$ 0.68$ 0.15$ 0.34$G;BLUP$B,$0.66$ 0.12$ 0.07$ 0.47$ 0.01$ 0.15$ 0.62$ 1$ 0.5$ 0.09$ 0.12$G;BLUP$T,$0.58$ 0.99$ 0.79$ 0.84$ 0.18$ 0.91$ 0.68$ 0.5$ 1$ 0.68$ 0.84$MLR$A,$0.51$ 0.57$ 0.82$ 0.72$ 0.15$ 0.51$ 0.15$ 0.09$ 0.68$ 1$ 0.75$MLR$B,$0.56$ 0.79$ 0.9$ 0.88$ 0.08$ 0.67$ 0.34$ 0.12$ 0.84$ 0.75$ 1$
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0.15.$The$markers$that$were$selected$in$MLR$A,$and$G=BLUP$A$were!
csSr2_KASPar,$GBS_20803,$csSr2,!GBS_1863!(Table$4.4).$$
Table&4.4:&Markers$used$as$fixed$effects$in$different$prediction$models,$their$MAFs,$and$the$frequency$they$appeared$in$the$models$during$cross=validation&$$$$$$$$$$$$†$Minor$allele$frequency$‡$Multiple$linear$regression$A,$fixed$effects$selected$among$all$markers$§$Multiple$linear$regression$B,$fixed$effects$selected$among$candidate$gene$linked$markers$¶$Genomic$best$linear$unbiased$prediction$A,$marker$relationship$matrix$and$fixed$effects$selected$among$all$markers$#$Genomic$best$linear$unbiased$prediction$B,$marker$relationship$matrix$and$fixed$effects$selected$among$candidate$gene$linked$markers$$$The$map$locations$of$GBS_20803$and$GBS_1863$are$unknown.$The$markers$selected$by$G=BLUP$B,$the$most$accurate$model,$were$csSr2_KASPar$$and$csSr2.$Differences$in$prediction$model$outcomes$between$pairs$of$prediction$models$are$shown$by$their$Spearman’s$rank$correlations$between$estimated$breeding$values$from$cross$validation$for$all$pairs$of$models$shown$in$Table$4.5.$MLR$B$had$the$lowest$correlations$between$all$other$models$followed$by$MLR$A.$
Discussion 
Genetic!architecture!!The$association$analysis$results$confirm$the$importance$of$the$Sr2$region,$with$the$most$significant$Sr2$linked$marker$explaining$27%$of$the$variation.$Out$of$
$ Frequency$Selected$as$Fixed$Effects$Marker$$ MAF†$ MLR$A‡$ MLR$B§$ G=BLUP$A¶$ G=BLUP$B#$
csSr2_KASPar$ 0.29$ 1$ 1$ 1$ 1$
csSr2! 0.16$ .5$ 1$ .8$ 1$
GBS_20803! 0.31$ .9$ =$ .6$ =$
csLV34! 0.37$ 0$ .4$ 0$ 0$
gwm533! 0.34$ 0$ .2$ 0$ 0$
GBS_1863! 0.20$ .1$ 0$ 0$ 0$
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Table&4.5:&Spearman’s$rank$correlations$between$estimated$breeding$values$for$all$pairs$of$model&
$†$BCπ:$Bayes$Cπ;$BL:$Bayesian$Lasso;$GDBLUP$A:$Genomic$best$linear$unbiased$prediction$A,$marker$relationship$matrix$and$fixed$effects$selected$among$all$markers;$GDBLUP$T,$marker$relationship$matrix$and$seedling$phenotypes$as$fixed$effects;$MLR$A:$Multiple$linear$regression$A,$fixed$effects$selected$among$all$markers;$GDBLUP$B,$marker$relationship$matrix$and$fixed$effects$selected$among$candidate$gene$linked$markers;$MLR$B,$fixed$effects$selected$among$candidate$gene$linked$markers$
$ $ GBS$Markers$Only$ All$Markers$$ Model$ BCπ$ BL$ GDBLUP$A$ GDBLUP$ GDBLUP$T$ MLR$A$ BCπ$ BL$ GDBLUP$ GDBLUP$A$ GDBLUP$B$ GDBLUP$T$ MLR$A$ MLR$B$
GBS$M
arkers
$Only$ BCπ$ 1$ 1$ 0.91$ 0.96$ 0.95$ 0.63$ 0.97$ 0.99$ 0.96$ 0.88$ 0.88$ 0.95$ 0.52$ 0.41$BL$ 1$ 1$ 0.91$ 0.96$ 0.96$ 0.63$ 0.97$ 0.99$ 0.97$ 0.88$ 0.88$ 0.95$ 0.52$ 0.41$GDBLUP$A$ 0.91$ 0.91$ 1$ 0.93$ 0.89$ 0.78$ 0.91$ 0.91$ 0.92$ 0.9$ 0.89$ 0.89$ 0.61$ 0.46$GDBLUP$ 0.96$ 0.96$ 0.93$ 1$ 0.95$ 0.65$ 0.93$ 0.95$ 0.98$ 0.89$ 0.89$ 0.94$ 0.54$ 0.42$GDBLUP$T$ 0.95$ 0.96$ 0.89$ 0.95$ 1$ 0.63$ 0.93$ 0.95$ 0.95$ 0.86$ 0.87$ 0.98$ 0.52$ 0.42$MLR$A$ 0.63$ 0.63$ 0.78$ 0.65$ 0.63$ 1$ 0.65$ 0.64$ 0.65$ 0.68$ 0.66$ 0.65$ 0.65$ 0.48$
All$Mar
kers$
BCπ$ 0.97$ 0.97$ 0.91$ 0.93$ 0.93$ 0.65$ 1$ 0.98$ 0.94$ 0.93$ 0.94$ 0.94$ 0.59$ 0.51$BL$ 0.99$ 0.99$ 0.91$ 0.95$ 0.95$ 0.64$ 0.98$ 1$ 0.96$ 0.91$ 0.91$ 0.95$ 0.56$ 0.46$GDBLUP$ 0.96$ 0.97$ 0.92$ 0.98$ 0.95$ 0.65$ 0.94$ 0.96$ 1$ 0.9$ 0.91$ 0.95$ 0.55$ 0.44$GDBLUP$A$ 0.88$ 0.88$ 0.9$ 0.89$ 0.86$ 0.68$ 0.93$ 0.91$ 0.9$ 1$ 0.99$ 0.88$ 0.7$ 0.61$GDBLUP$B$ 0.88$ 0.88$ 0.89$ 0.89$ 0.87$ 0.66$ 0.94$ 0.91$ 0.91$ 0.99$ 1$ 0.89$ 0.68$ 0.61$GDBLUP$T$ 0.95$ 0.95$ 0.89$ 0.94$ 0.98$ 0.65$ 0.94$ 0.95$ 0.95$ 0.88$ 0.89$ 1$ 0.55$ 0.44$MLR$A$ 0.52$ 0.52$ 0.61$ 0.54$ 0.52$ 0.65$ 0.59$ 0.56$ 0.55$ 0.7$ 0.68$ 0.55$ 1$ 0.72$MLR$B$ 0.41$ 0.41$ 0.46$ 0.42$ 0.42$ 0.48$ 0.51$ 0.46$ 0.44$ 0.61$ 0.61$ 0.44$ 0.72$ 1$
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eight$significant$markers,$only$two$markers$did$not$appear$to$be$at$the$Sr2$region.$Sr2$linked$markers$have$been$reported$by$several$stem$rust$adult$plant$resistance$studies$(Yu$et$al.,$2011;$Njau$et$al.,$2012;$Singh$et$al.,$2013).$Interestingly,$the$most$significant$Sr2$linked$marker$was$csSr2_'KASPar.$This$marker$gave$different$results$than$the$STS$marker$of$csSr2,$which$has$been$reported$to$not$be$diagnostic$for$Sr2$in$CIMMYT$germplasm$(Mago$et$al.,$2011).$Our$results$suggest$that$csSr2_'KASPar'is$capturing$a$different$haplotype$than$the$
csSr2$STS$marker.$This$may$be$due$to$restriction$site$polymorphism$at$the$restriction$enzyme$cut$site$of$the$STS$marker.$Marker$gwm533,$which$is$still$used$for$Sr2$genotyping,$was$not$associated$with$resistance$in$this$study,$suggesting$that$this$marker$should$be$discontinued$for$Sr2$genotyping.$In$contrast$with$other$studies$(Dyck,$1987;$Krattinger$et$al.,$2009;$Singh$et$al.,$2012),$this$study$did$not$find$Lr34$to$be$associated$with$adult$plant$stem$rust$resistance$.$The$frequency$of$the$Lr34$resistance$allele$was$0.36,$thus$the$lack$of$association$between$Lr34$and$resistance$was$not$due$to$low$minor$allele$frequency.$In$the$association$mapping$study$by$Yu$et$al.$(2011),$which$used$a$similar$set$of$germplasm$and$environments,$Lr34$was$also$not$found$to$be$significant;$however$several$significant$marker$interactions$with$Lr34$were$detected.$Based$on$the$inconsistencies$in$detection$and$the$reported$marker$interactions,$the$effect$of$
Lr34'appears$to$vary$depending$on$the$genetic$background.$$The$relatively$low$number$of$QTLs$that$we$detected$is$due$largely$to$the$confounding$of$QTL$effects$with$family$structure.$Without$correcting$for$
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population$or$family$structure,$138$markers$exceed$the$significance$threshold$and$the$pXvalues$do$not$follow$a$uniform$distribution,$indicating$many$spurious$associations.$Confounding$of$marker$effects$with$family$structure$is$not$a$problem$for$GS$because$GS$capitalizes$on$relationship$information$to$predict$breeding$values.$$
Prediction'models'A$GXBLUP$model$including$Sr2$linked$markers$as$fixed$effects$was$the$most$accurate$model$tested,$and$the$probability$that$this$model$was$different$from$MLR$with$Sr2$linked$markers$alone$and$GXBLUP$with$GBS$markers$only$was$0.12$and$0.15$respectively.$These$results$suggest$that$GS$based$on$GXBLUP$with$
Sr2$linked$markers$as$fixed$effects$would$lead$to$the$greatest$genetic$gain$if$GS$was$imposed$on$the$specific$dataset$used$in$this$study.$However,$if$GS$were$to$be$applied$on$a$new$sample$of$individuals,$there$is$some$probability$that$the$outcomes$of$GS$using$GXBLUP$with$GBS$markers$only,$or$MLR$using$Sr2$linked$markers$only$would$be$just$as$favorable$as$the$outcomes$of$GS$using$GXBLUP$with$
Sr2'linked$markers$as$fixed$effects.$$Our$finding$that$modeling$selected$markers$as$fixed$effects$in$GXBLUP$leads$to$improved$accuracy$over$standard$GXBLUP$agrees$with$a$recent$simulation$study$(Bernardo,$2013)$which$found$modeling$a$largeXeffect$locus$as$fixed$to$be$advantageous$when$heritability$of$the$trait$was$greater$than$0.5$and$the$proportion$of$the$genetic$variance$explained$by$the$locus$was$greater$than$0.25.$It$is$important$to$emphasize$that$in$this$study,$the$markers$selected$as$fixed$
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effects$were$not$assumed$to$be$causative$loci,$thus$variable$selection$and$fixed$effect$estimation$should$occur$each$time$the$prediction$model$is$trained.$$The$correlation$between$low$temperature$seedling$and$adult$plant$phenotypes$was$interesting,$but$not$sufficient$to$be$useful$in$combination$with$GS$in$the$germplasm$tested.$Using$the$seedling$data$as$fixed$effects$in$GXBLUP$did$not$consistently$improve$the$prediction$accuracy.$Seedling$data$could$be$more$predictive$in$another$set$of$germplasm.$On$the$other$hand,$if$the$level$of$adult$plant$resistance$can$be$explained$well$by$seedling$infection$types,$the$resistance$may$be$mostly$qualitative,$due$to$single$raceXspecific$genes.$Thus,$it$may$not$be$desirable$to$use$this$information$source$even$if$it$is$predictive$of$adultXstage$resistance.$If$we$assume$that$two$cycles$of$GS$can$be$completed$for$every$one$cycle$of$phenotypic$selection,$and$all$other$factors$remain$constant,$then$gain$from$selection$from$GS$will$exceed$the$gain$from$phenotypic$selection$when$(GS$accuracy$×$2)$is$greater$than$the$phenotypic$selection$accuracy.$$The$GS$accuracies$we$achieved$in$this$study$are$sufficiently$high$to$achieve$greater$gain$from$selection$per$unit$time$compared$to$phenotypic$selection.$Phenotypic$selection$accuracy,$estimated$as$ H2 ,$was$0.9,$and$(GS$accuracy$×$2)$was$1.12.$The$GS$accuracies$we$observed$were$similar$to$those$observed$in$a$GS$study$that$evaluated$prediction$accuracies$for$stem$rust$resistance$in$biXparental$populations$(Ornella$et$al.,$2012),$however$the$results$are$difficult$to$compare$due$to$different$training$population$sizes.$
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Conclusion)This$study$indicates$that$GS$would$be$an$effective$breeding$method$for$quantitative$stem$rust$resistance$despite$the$fact$that$the$trait$is$highly$heritable$and$is$conferred$in$part$by$largeXeffect$loci.$Although$one$of$the$advantages$of$GS$is$that$prior$knowledge$about$loci$affecting$the$trait$is$not$needed,$we$found$that$in$this$dataset$using$prior$information$to$selectively$genotype$markers$at$loci$previously$found$to$have$a$moderately$large$effect$on$the$trait$enabled$us$to$achieve$higher$prediction$accuracies$especially$when$using$models$which$treat$largeXeffect$loci$as$fixed$effects.$To$ensure$the$best$results$from$GS,$markers$linked$to$large$to$moderate$effect$genes$or$loci$previously$found$to$affect$the$traits$of$interest$should$be$included$in$the$genotypic$data$as$long$as$doing$so$does$not$delay$selection$or$incur$excessive$costs.$Using$crossXvalidation$within$the$training$data,$one$can$then$decide$if$these$loci$specific$markers$should$be$modeled$as$fixed$effects.$Although$the$alleles$at$‘known’$loci$may$be$different$from$those$of$the$population$where$the$loci$were$detected,$they$may$still$be$important$regions$that$should$be$tagged$with$markers.$$As$more$genes$are$mapped$and$cloned$in$wheat$for$various$traits,$the$effect$of$utilizing$gene$information$for$genomic$prediction$of$other$traits$in$wheat$can$be$further$studied.$
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CHAPTER)5)
EFFICIENT)USE)OF)HISTORICAL)DATA)FOR)GENOMIC)SELECTION:)A)CASE)
STUDY)IN)WHEAT5)
Abstract:)Genomic$selection$(GS)$is$a$new$methodology$that$can$improve$wheat$breeding$efficiency.$To$implement$GS,$a$training$population$(TP)$with$both$phenotypic$and$genotypic$data$is$required$to$train$a$statistical$model$used$to$predict$genotyped$selection$candidates$(SCs).$Several$factors$impact$prediction$accuracy,$the$relationship$between$the$TP$and$the$SCs$being$one$of$the$most$important.$This$study$investigated$the$utility$of$a$historical$TPH$compared$with$a$population$specific$TP,$the$potential$for$TP$optimization$using$historical$TPH$subsets,$and$the$utility$of$historical$TP$data$when$close$relative$data$is$available$for$training.$We$found$that,$depending$on$TP$size,$a$population$specific$TP$was$1.5$to$4.4$times$more$accurate$than$a$historical$TP.$$TP$optimization$based$on$the$mean$of$the$generalized$coefficient$of$determination$(CDmean)$or$prediction$error$variance$(PEVmean)$enabled$the$selection$of$historical$TP$subsets$that$were$significantly$more$accurate$than$randomly$selected$subsets.$Retaining$historical$data$when$data$on$close$relatives$were$available$lead$to$a$11.9%$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$5$A$paper$to$be$submitted$to$The$Plant$Genome$as:$Rutkoski$J.$E.,$J.$Poland,$R.P.$Singh,$J.$HuertaXEspino,$S.$Bhavani,$JXL.$Jannink,$M.$E.$Sorrells.$Efficient$use$of$historical$data$for$genomic$selection:$A$case$study$in$wheat.$Plant$Gen.$$
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increase$in$accuracy$at$best,$and$a$12%$decrease$in$accuracy$at$worst$depending$on$the$heritability.$We$conclude$that$historical$data$could$be$used$successfully$to$initiate$a$GS$program,$especially$if$the$dataset$is$very$large$and$of$high$heritability.$TP$optimization$would$be$useful$for$the$identification$of$historical$TP$subsets$to$phenotype$additional$traits.$However$after$model$updating,$discarding$historical$data$may$be$warranted.$More$empirical$studies$are$needed$to$determine$if$these$observations$represent$general$trends.$$$
Abbreviations)APR,$Adult$plant$resistance;$BLUP,$Best$linear$unbiased$prediction;$CDmean,$Mean$of$the$generalized$coefficient$of$determination;$FA,$factor$analytic;$GXBLUP,$Genomic$best$linear$unbiased$prediction;$GBS,$GenotypingXbyXsequencing;$GS,$Genomic$selection;$GxE,$Genotype$by$environment$interaction;$LD,$Linkage$disequilibrium;$MAF,$Minor$allele$frequency;$PC,$Principal$component;$PEVmean,$Mean$of$the$prediction$error$variance;$QTL,$Quantitative$trait$loci;$REML,$Restricted$estimation$maximum$likelihood,$SCs,$Selection$candidates;$TP,$Training$population;$TPH,$Historical$training$population;$TPPS,$Population$specific$training$population.$
Introduction)Genomic$selection$(GS)$(Haley$and$Visscher,$1998;$Meuwissen$et$al.,$2001)$is$a$breeding$methodology$that$can$increase$rates$of$genetic$gain$by$reducing$the$breeding$cycle$duration$or$by$increasing$the$selection$accuracy.$With$GS,$a$training$population$(TP)$consisting$of$phenotyped$and$genotyped$individuals$is$
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used$to$train$a$model$that$predicts$breeding$values$of$genotyped$selection$candidates$(SCs).$The$accuracy$of$this$prediction$depends$on$the$TP$size$(Np),$heritability$(h2),$effective$number$of$loci$(Me),$and$the$level$of$linkage$disequilibrium$(LD)$between$genetic$markers$and$quantitative$trait$loci$(QTL)$(Goddard,$2009;$Daetwyler$et$al.,$2010).$$If$the$TP$and$SCs$are$from$different$populations,$the$genetic$relationship$between$these$two$populations$is$another$major$factor$affecting$GS$accuracy$(Habier$et$al.,$2007;$de$Roos$et$al.,$2009;$Hayes$et$al.,$2009;$Long$et$al.,$2011;$Pszczola$et$al.,$2012).$As$the$relationship$between$the$TP$and$SC$decreases,$the$forces$of$selection,$recombination,$and$drift,$change$the$pattern$of$LD$between$markers$and$QTL.$Furthermore,$markers$that$capture$family$effects$rather$than$QTL$effects$contribute$much$less$to$the$GS$accuracy$as$relationship$between$the$TP$and$SCs$declines$(Habier$et$al.,$2007).$The$nonXadditivity$of$QTL$effects$may$also$contribute$to$the$decrease$in$accuracy$as$the$relationship$between$the$TP$and$SCs$decreases.$$$ In$plant$breeding,$there$is$considerable$interest$in$the$use$of$historical$data$for$GS$model$training$to$predict$breeding$values$of$new$SCs$(Crossa$et$al.,$2010;$Asoro$et$al.,$2011;$Storlie$and$Charmet,$2013;$Dawson$et$al.,$2013).$Compared$to$a$‘population$specific’$TP$that$consists$of$a$subset$of$the$SCs$selected$for$model$training,$a$historical$TP$enables$predictions$to$be$generated$sooner$in$the$breeding$cycle$because$phenotyping$the$TP$occurs$before$the$selection$candidates$are$developed.$In$addition,$a$historical$TP$could$be$of$higher$line$mean$heritability$and$sample$more$environments$compared$to$a$newly$
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generated$population$specific$TP.$On$the$other$hand,$compared$to$a$population$specific$TP,$a$historical$TPH$consists$of$more$distant$relatives,$which$can$lead$to$reduced$accuracy.$Studies$which$have$assessed$GS$accuracy$from$historical$data$in$crop$species$have$measured$accuracy$using$either$random$crossXvalidation$or$‘forward$validation’,$where$an$older$subset$of$the$data$is$used$to$predict$a$newer$subset$(Asoro$et$al.,$2011;$Dawson$et$al.,$2013).$Accuracies$from$random$crossXvalidation$are$likely$to$be$over$estimated$because$the$TP$and$SCs$are$from$the$same$population.$On$the$other$hand,$accuracies$from$forward$validation$may$be$driven$largely$by$the$level$of$genotype$by$environment$interaction$(GxE)$between$the$training$and$validation$environments$rather$than$the$relationship$between$the$TP$and$SCs.$As$a$result,$there$are$no$empirical$studies$that$can$clearly$demonstrate$the$utility$of$historical$data$for$the$prediction$of$new$SCs$assuming$that$the$historical$set$of$environments$represent$those$environments$of$interest$to$the$breeding$program.$$The$purpose$of$this$case$study$was$to$assess$the$utility$of$historical$data$for$the$prediction$of$new,$early$generation$SCs.$We$used$empirical$data$from$a$recurrent$genomic$selection$program$for$stem$rust$(Puccinia'graminis$f.$sp.$
tritici)$adult$plant$resistance$in$wheat$(Triticum'aestivum)$to$1)$determine$the$relative$accuracies$of$historical$and$‘population$specific’$training$sets$for$the$prediction$of$new$SCs,$2)$determine$the$potential$to$use$TP$optimization$methods$to$identify$the$best$subsets$of$historical$individuals$to$use$for$training$and$3)$determine$if$historical$data$should$remain$part$of$the$TP$if$data$on$close$relatives$
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becomes$available$for$model$training.$
Materials)and)Methods)
Genetic'material'A$set$of$three$hundred$sixty$five$advanced$CIMMYT$wheat$lines$was$used$as$the$historical$population.$A$second$population$of$five$hundred$three$new$SCs$was$generated$by$two$rounds$of$random$mating$between$fourteen$founder$lines$from$the$historical$population,$followed$by$one$round$of$selfing$for$seed$increase.$Each$SC$was$phenotypically$evaluated$based$on$its$S1$or$S2$progeny.$Each$SC$was$genotyped$using$bulk$DNA$from$six$progenies.$$
Phenotypic'data'Individuals$were$evaluated$for$quantitative$adult$plant$resistance$(APR)$to$stem$rust$at$the$Kenya$Agricultural$Research$Institute,$Njoro,$Kenya$and/or$the$Ethiopian$Institute$of$Agricultural$Research,$Debre$Zeit,$Ethiopia$as$described$in$Yu$et$al.$(2011).$The$historical$population$was$evaluated$across$10$seasons$in$Kenya$and$three$seasons$in$Ethiopia$from$2007$and$2013,$with$each$individual$appearing$in$approximately$four$of$the$13$environments.$The$SCs$were$evaluated$in$Kenya$during$the$2012$main$and$offXseason$and$during$the$2013$mainXseason$where$they$were$planted$in$twin$row$field$plots$of$70cm$and$30cm$spacing$surrounded$by$a$1m$border$of$spreader$plants.$Hills$of$spreader$plants$were$planted$in$in$rows$perpendicular$to$the$entry$rows.$$Just$prior$to$booting$(growth$stage$Z35X$Z37;$Zadoks$et$al.$1974)$individual$spreader$plants$of$the$border$rows$were$inoculated$with$fresh$urediniospores$of$Puccinia'graminis$f.$sp.$tritici'race$
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TTKST$(Sr24$virulent$race)$suspended$in$distilled$water$using$a$hypodermic$syringe,$on$at$least$two$occasions.$Spreaders$were$also$sprayed$with$suspension$of$urediniospores$in$light$mineral$oil$Soltrol$170$to$ensure$successful$infection.$$Disease$severity$was$determined$according$to$modified$Cobb$scale$(Peterson$et$al.,$1948),$and$a$BoxXCox$transformation$(Box$and$Cox,$1964)$was$applied$prior$to$analysis.$For$both$the$historical$and$selection$candidate$populations$heritability$on$a$line$mean$basis$was$calculated$according$to$Hallauer$et$al.$(2010).$Variance$components$were$estimated$using$the$R$package$lme4$(Bates$and$Maechler,$2010).$
Genotypic'data'GenotypingXbyXsequencing$(GBS,$Elshire$et$al.,$2011)$was$implemented$according$to$the$protocol$described$in$(Poland$et$al.,$2012a).$Out$of$the$total$of$27,434$polymorphic$markers$generated,$17,168$unique$markers$with$less$than$80%$missing$data$in$the$historical$population,$and$polymorphic$in$the$selection$candidates$were$selected.$Prior$to$marker$filtering,$missing$data$was$imputed$using$random$forest$imputation$described$in$Poland$et$al.$(2012b)$as$recommended$by$Rutkoski$et$al.$(2013).$
Relationship'matrix'The$relationship$matrix$(A)$was$calculated$according$to$Leutenegger$et$al.$(2003),$Amin$et$al.$(2007),$and$Astle$and$Balding$(2009).$Relationship$estimates$for$a$pair$of$individuals'i$and$j$was:$
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fij =
1
n
(gik − pk )(gjk − pk )
pk (1− pk )k=1
n
∑ $
gik$is$the$genotype$of$individual$i$at$marker$k'coded$as$0,$0.5,$1,$pk'is$the$frequency$of$the$major$allele,$and$n'is$the$number$of$markers$used$for$kinship$estimation.$Prior$to$relationship$matrix$calculation,$markers$with$a$minor$allele$frequency$(MAF)$less$than$0.05$were$excluded.$
Population'characterization'Population$differentiation$between$the$three$hundred$sixty$five$historical$lines$and$the$five$hundred$three$SCs$was$measured$using$the$Fst$(Wright,$1949):$
Fst = HT - HSHT
$
HT = 2pq ,$where p andq are$the$weighted$average$of$the$within$subXpopulation$allele$frequencies$p$and$q,$and$HS $is$the$weighted$average$of$2pq$within$subXpopulations.$For$each$marker$only$nonXimputed$data$points$were$used.$Statistical$significance$of$the$median$Fst$across$all$markers$was$assessed$using$1000$permutations.$For$each$iteration,$the$population$assignment$of$the$individuals$was$randomly$shuffled$prior$to$calculating$median$Fst.$The$distribution$of$the$1000$median$Fst$values$was$used$as$the$null$distribution$for$pXvalue$calculation.$$$To$visualize$the$population$structure$of$the$combined$historical$and$selection$candidate$population,$principal$component$(PC)$analysis$of$the$relationship$matrix$was$implemented$in$R$(R$Development$Core$Team,$2010).$LD$decay$in$historical$and$the$SC$population$was$investigated$by$plotting$
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the$!!$vs.$genetic$distance$in$centimorgans$(cM)$for$pairs$of$markers$on$the$same$chromosome.$Estimates$of$marker$position$from$the$Synthetic$W9784$x$Opata85$genetic$map$(Poland$et$al.,$2012a)$were$available$for$2425$markers.$Markers$with$unknown$map$position$and$markers$with$MAF$less$than$0.05$were$excluded,$leaving$2050$markers.$For$each$pairwise$r2$calculation,$only$nonXimputed$data$points$were$used$and$marker$pairs$were$excluded$if$there$were$less$than$thirty$pairwise$complete$observations.$$
GS'model'$A$single$stage$genomic$best$linear$unbiased$prediction$(GXBLUP)$model$(Bernardo,$1994;$Piepho,$2009),$was$used$for$all$genomic$predictions:$
u ~ N(0,Aσ u2 ) $
ε ~ N(0,Rσε2 ) $
Y$is$a$vector$of$phenotypes,$β$is$a$vector$of$environment$effects$treated$as$fixed,$u$is$a$vector$of$genotype$effects$treated$as$random,)X$and$Z$are$the$design$matrices$relating$β$and$u$to$the$observations$in$Y,$ε$is$the$residual$error,σ u2 $is$the$genetic$variance,$σ ε2 is$the$error$variance$and$R)was$the$residual$covariance$matrix.$R$was$equal$to$the$identity$matrix$unless$specified$otherwise.$The$GXBLUP$solutions$for$the$breeding$values$were$obtained$using$the$mixed$model$equations$(Henderson,$1984):$$$
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Z'R-1X ZR-1X + λA-1
⎡
⎣
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βˆ $was$the$vector$of$fixed$effect$solutions, uˆ was$the$vector$of$estimated$breeding$
values,$and$λ = σˆ ε2
σˆ u
2 .$The$variance$components$σˆ ε2 andσˆ u2were$estimated$with$the$
training$set$using$restricted$estimation$maximum$likelihood$(REML)$implemented$in$the$R$package$rrBLUP$(Endelman,$2011).$$
TP'accuracy'comparison'Out$of$the$five$hundred$three$SCs,$one$hundred$thirty$eight$selected$to$be$representative$of$the$entire$population$based$on$pedigree$were$set$aside$as$the$validation$population.$The$remaining$three$hundred$sixty$five$SCs$were$set$aside$as$the$population$specific$TP$(TPPS).$The$365$historical$lines$formed$the$historical$TP$(TPH).'TPPS$and$TPH$were$compared$in$terms$of$accuracy$for$Np'values:$73,$146,$219,$292,$and$365.$For$each$accuracy$calculation,$1000$random$samples$of$size$Np$were$used$for$model$training,$validation,$and$accuracy$calculation.$For$each$level$of$Np,$a$95%$confidence$interval$for$accuracy$was$constructed$by$sorting$the$1000$accuracies$from$smallest$to$largest$and$using$the$24th$and$974th$accuracy$values$as$the$lower$and$upper$confidence$limits.$$Lastly,$an$average$!$across$the$1000$samples$for$each$Np'was$computed$(λNp )$for$use$in$later$analyses.$$The$validation$set$was$evaluated$across$two$environments:$Kenya$mainXseason$2012$and$Kenya$mainXseason$2013.$For$model$training,$data$from$Kenya$mainXseason$2012$and$Kenya$mainXseason$2013$were$excluded$so$that$the$training$and$validation$environments$would$not$overlap.$Accuracies$are$reported$
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as$the$Pearson’s$correlation$between$the$GXBLUPs$and$the$deXregressed$genetic$values$of$the$validation$set.$To$estimate$the$genetic$values$of$the$validation$set,$the$R$package$rrBLUP$(Endelman,$2011)$was$used$to$fit$the$mixed$model:'
Y = Xβ +Zu + ε $
u ~ N(0, Iσ u2 ) $
ε ~ N(0, Iσε2 ) $where'I'is$an$identity$matrix.$$Genetic values, u, were used for GS model validation$.$
Correlation'between'model'training'and'validation'environments'A$factor$analytic$(FA)$model,$implemented$in$ASremlXR$(Gilmour$et$al.,$2009),$was$fit$to$parsimoniously$model$the$covariance$among$environments.$The$FA$model$estimates$the$unobserved$common$factors,$k,$that$give$rise$to$the$correlations$between$the$environments,$e.$The$environmental$covariance$matrix$is$modeled$as:$
Σ = ΓΓ '+Ψ $where$Γ)is$an$e'x'k'matrix$of$factor$loadings$and$Ψ)is$an$e'x'e'diagonal$matrix$of$environment$specific$variances.$FA$variance$models$including$genomic$relationship$information$were$fit$for$k=1,$2,$and$3$according$to$(Beeck$et$al.,$2010).$Data$from$16$environments$between$2005$and$2012,$was$used$to$fit$the$FA$models.$The$FA$k=2$model$was$selected$based$on$the$Akaike$information$criterion$(AIC).$Estimates$of$variance$parameters$were$used$in$the$mixed$model$equations$to$estimate$empirical$BLUPs$of$each$individual$i'in$each$environment$j,'
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uˆij according$to$Thompson$et$al.,$(2003),$which$allows$for$variance$matrices$which$are$not$full$rank.$The$genetic$value$of$each$validation$individual,$i$across$a$set$of$N$environments$was$predicted$as$$
ui =
1
N uˆijj
N
∑ $
This$was$calculated$for$the$validation$individuals$across$the$set$of$historical$training$environments,uH ,$and$across$the$set$of$population$specific$training$environments$uPS .$Correlations$between$each$of$the$training$environments$and$the$set$of$validation$environments$were$calculated$as$ cor(u ',uH ) ,$and$ cor(u ',uPS ) .$
TP'optimization'Two$approaches$were$tested$for$TP$optimization,$1)$minimize$the$genetic$differentiation$between$the$training$and$validation$populations$or$2)$maximize$the$precision$of$the$predicted$difference$between$each$validation$set$individual$and$the$mean$of$the$validation$population.$For$the$first$approach,$the$median$Fst$across$all$markers$was$the$TP$optimization$criterion.$For$the$second$approach$the$mean$PEV$(PEVmean)$and$the$mean$coefficient$of$determination$(CDmean)$were$tested$as$TP$optimization$criteria$as$suggested$by$Rincent$et$al.$(2012).$PEVmean$and$CDmean$were$recommended$by$Kennedy$and$Trus$(1993)$and$Laloë$(1993),$respectively,$as$measures$of$the$predictability$of$contrasts$for$breeding$value$estimation$by$best$linear$unbiased$prediction$(BLUP).$Precise$estimation$of$the$contrasts$(differences)$between$the$overall$selection$candidate$population$mean$and$the$individual$breeding$values$is$key$for$the$identification$
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of$the$best$individuals$for$selection.$$$ For$each$population$consisting$of$a$potential$training$set$of$size$Np$and$the$validation$set,$according$to$Rincent$et$al.$(2012),$PEVmean$was$computed$as$
PEVmean =
c'i (Z'MZ + λA-1)−1c'i
c'ici
× σˆ ε
2
i=1
Nv∑
Nv $and$CDmean$was$computed$as$
CDmean =
c'i (A − λ(Z'MZ + λA-1)−1)c'i
c'iAcii=1
Nv∑
Nv $where$M = I −X(X'X)-1X' .$λ)was$set$equal$toλNp according$to$the$size$of$the$TP$tested,$Nv$is$the$number$of$validation$individuals,$and$ci$is$a$contrast$vector$of$length$Np+'Nv.$Our$contrast$of$interest$was$between$the$individuals$in$the$validation$set$and$the$overall$mean$of$the$validation$set.$For$each$validation$individual'i,$the$element$in$ci$corresponding$to$the$individual$i$was$1−1/'Nv,$the$elements$corresponding$to$the$other$validation$individuals$were$X1/'Nv,$and$the$remaining$values$were$zero.$Contrasts$were$specified$in$this$way$because$in$this$case$individuals$in$the$TP$are$not$candidates$for$selection.$TPs$leading$to$smaller$mean$PEVs$and$larger$mean$CDs$were$considered$more$optimal.$$$$ An$exchange$algorithm$was$used$for$the$selection$of$optimal$TPs.$Step$one,$a$random$sample$of$size$Np'is$selected$and$the$optimization$criteria$of$interest$is$calculated.$Step$two,$a$randomly$selected$individual$is$removed$and$then$replaced$by$a$new$randomly$selected$individual.$Step$three,$this$change$is$accepted$if$the$TP$is$improved$based$on$the$optimization$criteria$or$rejected$if$
  160$
not.$Steps$two$and$three$are$repeated$for$a$maximum$of$2000$iterations$or$until$changes$to$the$TP$are$rejected$for$200$consecutive$iterations.$The$exchange$algorithm$was$repeated$100$times,$and$the$overall$optimal$TP$was$selected.$GS$accuracies$using$the$optimal$TPs$were$computed.$As$an$external$validation,$the$optimized$TPs$were$used$to$predict$an$additional$population$that$was$derived$by$intermating$ten$individuals$selected$from$the$SCs$as$part$of$a$recurrent$selection$experiment.$Accuracies$with$optimized$TPs$from$TPH$were$compared$to$accuracies$with$randomly$selected$TPs$from$TPH.$$Phenotypic$and$genotypic$data$for$this$external$validation$population$was$generated$as$described$for$the$SC$population,$except$only$one$season$of$phenotypic$data$was$available,$and$mean$imputation$was$used$prior$to$relationship$matrix$calculation.$
Combined'TP'analysis''TPPS$combined$with$random$samples$of$size$Np'from$TPH$was$compared$to$TPPS$alone$in$terms$of$GS$accuracy.$Different$line$mean$heritabilities$of$TPPS$and$TPH$individuals$were$simulated.$To$manipulate$the$heritability,$a$random$error$vector$with$mean$0$and$standard$deviation,$σε'was$added$to$the$observations$in$TPPS$and$TPH$according$to$the$simulated$heritability,$Hsim2 for$both$populations:$
σε' =
σ g
2
Hsim2
− σ g
2 +
σ ge
2
e +
σ e
2
er
⎛
⎝⎜
⎞
⎠⎟
$
where$σ g2 ,$σ ge2 ,$and$σ e2 are$the$genetic,$G×E,$and$error$variances,$e$is$the$number$
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of$ environments$ and$ r$ is$ the$ number$ of$ replicates$ within$ an$ environment.$$Heritabilities$ of$ 0.2$ and$ 0.6$ were$ simulated$ for$ TPPS$ and$ for$ each$ of$ these$heritability$levels,$Np$individuals$from$TPH$were$added$with$ Hsim2 $of$0.2,$0.3,$0.4,$or$ 0.6.$ GS$ accuracies$were$ calculated$using$ each$ combined$TP.$ To$determine$ if$accuracy$ could$ be$ improved$ by$weighting$ the$ observations$ from$ TPPS$ and$ TPH$according$to$the$ Hsim2 of$their$population$of$origin,$the$combined$TP$analysis$was$repeated$ except$ in$ the$ mixed$ model$ used$ for$ genomic$ prediction$ described$previously,$the$diagonal$of$the$residual$covariance$matrix,'R,$was1−Hsim2 .$$
Results)
Phenotypic'data'characterization'Line$mean$heritability$was$0.82$and$0.61$for$the$historical$and$SC$populations,$respectively.$$The$correlation$between$the$validation$set$evaluation$environments$with$the$historical$and$population$specific$training$population$evaluation$environments$was$0.81$and$0.83$respectively.$$
Population'characterization'$ The$historical$and$SC$populations$were$significantly$differentiated$based$on$the$median$Fst$across$all$markers,$pXvalue$=$0.$Populations$also$formed$distinct$but$partially$overlapping$groups$together$based$on$their$PC1$and$PC2$scores$(Figure$5.1).$$$
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$
Figure)5.1:)Principal$components$analysis$including$the$historical$lines,$SCs,$and$SC$parents)$The$rate$of$LD$decay$with$physical$distance$was$similar$for$the$historical$and$SC$population,$however$there$was$more$longXrange$LD$in$the$SC$population$(Figure$5.2).$
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'
Figure)5.2:)Linkage$disequilibrium$decay$with$genetic$distance$within$the$historical$and$SC$populations)
TP'comparison'and'optimization'TPPS$always$lead$to$significantly$higher$accuracies$than$TPH$and$for$Np=$73$and$146$(Figure$5.3).$As$Np'increased,$the$difference$between$accuracies$from$TPPS$and$TPH$decreased.$For$example,$when$Np'=73,$TPPS$was$4.4$times$more$accurate$than$TPH,$and$when$Np'=292,$TPPS$was$only$1.5$times$more$accurate$than$TPH.$For$TPH,$optimally$selected$TPs$lead$to$significantly$higher$accuracies$than$randomly$selected$TPs$for$Np=$73,$146,$219,$and$292$(Figure$5.4).$The$optimization$criteria$PEVmean$and$CDmean$performed$similarly$and$both$outperformed$Fst.$For$Np=$73,$146,$219,$and$292$optimally$selected$TPs$based$on$$
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$$$$
Figure)5.3:)Prediction$accuracies$for$the$SC$population$based$on$TPPS$and$TPH$with$varying$population$sizes)$$
)
)
)
)
)
)
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Figure)5.4:)Prediction$accuracies$for$the$SC$population$based$on$optimized$TPs$from$TPH$in$comparison$with$accuracies$from$randomly$sampled$TPs$from$TPH.$The$95%$confidence$interval$for$accuracy$from$randomly$sampled$TPs$is$shaded$in$grey.)$$$$$ $
  166$
PEVmean$and$CDmean$lead$to$accuracies$higher$than$that$of$the$full$TP$with$Np=$365.$$ When$validated$using$a$second$population$derived$from$the$SC$population,$the$TPs$that$were$optimally$selected$from$TPH$based$on$CDmean$and$PEVmean$lead$to$higher$accuracies$compared$to$randomly$selected$TPs$(Figure$5).$
)
Figure)5.5:)Prediction$accuracies$for$an$additional$validation$population$based$on$optimized$TPs$from$TPH$in$comparison$with$accuracies$from$randomly$sampled$TPs$from$TPH.$The$95%$confidence$interval$for$accuracy$from$randomly$sampled$TPs$is$shaded$in$grey.$
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For$this$validation$experiment,$the$improvement$in$accuracy$provided$by$CDmean$optimization$was$most$consistent,$followed$by$PEVmean.$The$TPs$selected$based$on$Fst$performed$worse$than$random$TPs$for$Np=$146,$219,$and$292.$Although$optimized$TPs$selected$using$CDmean$or$PEVmean$consistently$outperformed$random$TPs,$no$significant$differences$were$detected$due$to$the$large$variation$of$the$random$TP$accuracies$due$to$sampling.$In$contrast$with$the$results$from$validation$using$the$SC$population,$we$observed$increasing$accuracy$as$Np'increased$for$TPs$optimized$using$CDmean$and$PEVmean.$However,$when$
Np=292$and$TPs$were$selected$based$on$PEVmean$or$CDmean,$accuracy$was$higher$than$that$of$the$complete$TP.$$
Combined'TP'analysis''When$!!"#! $of$TPPS$was$low,$0.2,$adding$samples$from$TPH$of$Hsim2 =$0.3,$0.4,$and$0.6,$led$to$a$small,$but$constant$improvement$in$accuracy$as$Np'increased$(Figure$6).$When$Hsim2 $of$TPH$was$also$low,$0.2,$adding$individuals$from$TPH$to$TPPS$led$to$an$initial$decrease$in$accuracy,$followed$by$a$slight$increase$with$increasing$Np.'For$the$maximum$number$of$TPH$samples$added,$365,$accuracy$improved$by$1.2%,$7.6%,$10.9%,$and$11.9%$for$Hsim2 =0.2,$0.3,$0.4,$and$0.6,$respectively.$Adding$a$weight$of1−Hsim2 $to$the$diagonal$of$the$residual$covariance$only$affected$accuracy$by$up$to$1.02%$(Figure$6,$panel$B).$$When$Hsim2 of$TPPS$was$high,$0.6$(Figure$7),$adding$samples$from$TPH$of$equal$heritability$led$to$small$and$constant$increases$in$accuracy$with$increasing$$
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$$$$$$
Figure)5.6:)The$effect$of$adding$TPH$individuals$to$TPPS$when$simulated$heritability'of$TPPS$is$0.2$and$simulated$heritability$of$TPH$is$0.2,$0.3,$0.4,$and$0.6.$A)$Populations$are$weighted$equally,$B)$populations$weighted$according$to$simulated$heritability.)$$$$$$$$$$$
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Figure)5.7:)The$effect$of$adding$TPH$individuals$to$TPPS$when$simulated$heritability'of$TPPS$is$0.6$and$simulated$heritability$of$TPH$is$0.2,$0.3,$0.4,$and$0.6.$A)$Populations$are$weighted$equally,$B)$populations$weighted$according$to$simulated$heritability. $
' '
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Np.$When$Hsim2 of$added$samples$from$TPH$was$moderate,$0.3$and$0.4,$there$was$an$initial$decrease$in$accuracy,$followed$by$a$slow$increase$with$increasing$Np.$However,$even$for$the$largest$Np,$365,$adding$individuals$from$TPH$led$to$a$X4.5%$and$0%$change$in$accuracy$for$Hsim2 =$0.3$and$0.4,$respectively.$When$Hsim2 of$added$samples$from$TPH$was$low,$0.2,$accuracy$declined$by$12%$and$did$not$show$an$eventual$increase$with$increasing$Np.$Adding$a$weight$of$1−Hsim2 $to$the$diagonal$of$the$residual$led$to$improved$accuracy$when$Hsim2 $of$TPH$was$0.2,$0.3,$and$0.4$(Figure$7,$panel$B).$Improvements$in$accuracy$due$to$weighting$ranged$from$2.4%$to$9.7%.$The$lower$the$Hsim2 $of$TPH,$the$greater$the$benefit$of$using$TP$specific$weights.$However$when$Hsim2 $of$TPH$was$very$low,$0.2,$adding$individuals$from$TPH$never$led$to$a$net$increase$in$accuracy,$even$when$weighing$was$used.$In$summary,$using$TPH$individuals$when$TPPS$individuals$were$available$for$training$was$always$beneficial$when$Hsim2 $of$TPH$was$greater$than$Hsim2 $of$TPPS.$$In$some$cases,$whenHsim2 $of$TPPS$was$high$and$Hsim2 $of$TPH$was$at$least$moderate,$using$TPH$and$TPPS$individuals$for$training$was$beneficial$when$observations$were$properly$weighted$according$to$the$heritability$of$their$TP$of$origin.$$
Discussion)
Populations'The$significant$population$differentiation$between$the$historical$and$selection$candidate$populations$was$a$consequence$of$selection$and$genetic$drift$
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that$occurred$because$the$SC$population$was$generated$from$only$fourteen$founder$lines$from$the$historical$population$that$were$selected$because$they$had$at$least$moderate$stem$rust$resistance$and$good$agronomic$performance.$Drift$could$have$also$occurred$during$the$SC$population$generation$stage,$but$because$Fst$between$founders$and$the$SC$population$was$very$low,$5eX4,$drift$during$this$stage$was$considered$negligible.$Selection$and$drift$lead$to$a$reduced$rate$of$LD$decay$with$physical$distance$in$the$SC$population.$The$level$of$differentiation$between$historical$and$selection$candidate$populations$due$to$selection$and$drift$would$be$expected$in$plant$breeding$programs$because$each$cycle$of$selection$is$founded$by$a$small$number$of$parents$selected$for$intermating.$However,$breeding$programs$that$use$a$lower$selection$intensity$may$experience$less$differentiation$between$historical$and$selection$candidate$populations.$Thus,$the$level$of$selection$intensity$of$a$breeding$program$would$have$direct$implications$on$the$effectiveness$of$historical$data$for$the$prediction$of$new$SCs.$Breeding$programs$with$lower$selection$intensities$may$be$able$to$use$historical$data$more$successfully$compared$those$that$use$higher$selection$intensities.$$
Accuracy'comparison'In$general,$the$relative$performance$of$a$historical$and$population$specific$TP$depends$on$the$relative$population$sizes,$heritabilities,$levels$of$G×E,$and$genetic$differentiation$between$the$historical$TP$and$the$SCs.$Because$we$observed$that$TPH$heritability$was$higher$than$that$of$TPPS$and$GxE$between$TPH$and$the$validation$set$was$equal$to$that$of$TPPS,$it$is$clear$in$our$case$that$the$
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relatively$low$accuracy$from$TPH$was$primarily$driven$by$the$genetic$differentiation$between$TPH$and$the$validation$set.$Accuracy$from$a$historical$TP$could$be$as$high$or$higher$than$that$of$a$population$specific$TP$in$some$scenarios.$For$example,$based$on$linear$regression$of$accuracy$on$TP$size$for$both$TPPS$and$TPH,$if$we$were$to$add$225$more$historical$individuals$to$TPH,$TPPS$and$TPH$accuracies$may$have$been$equivalent.$Furthermore,$if$this$study$focused$on$a$trait$such$as$yield$with$low$heritability$on$a$single$plot$basis$and$high$GxE,$population$specific$training$data$from$very$few$environments$will$be$of$low$line$mean$heritability$and$may$not$adequately$sample$the$target$environments$of$the$breeding$program.$These$factors$would$lead$to$a$greater$advantage$of$historical$data$vs.$population$specific$data.$Thus,$this$study$presents$a$worst$case$scenario$for$the$utility$of$historical$data$compared$to$population$specific$data$for$this$set$of$germplasm.$$
Training'population'optimization'The$TP$optimization$methods$based$on$PEVmean$and$CDmean$enabled$the$selection$of$TPs$from$TPH$that$were$more$accurate$than$those$selected$based$on$random$sampling.$Other$studies$evaluating$TP$optimization$(Isidro$et$al.$submitted;$Rincent$et$al.$2014)$found$similar$results;$however$Isidro$et$al.$(submitted)$found$that$TP$optimization$could$be$less$accurate$than$random$sampling$if$it$resulted$in$a$reduction$in$the$phenotypic$variance.$TP$optimization$would$be$useful$if$the$historical$dataset$used$for$model$training$does$not$contain$phenotypic$data$for$all$traits$of$interest.$A$subset$of$individuals$from$a$historical$
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dataset,$selected$to$be$predictive$of$the$selection$candidates$based$on$CDmean$or$PEVmean,$could$be$phenotyped$for$new$traits$of$interest.$This$could$reduce$costs$with$potentially$little$to$no$sacrifice$in$accuracy$compared$to$phenotyping$all$historical$individuals.$$It$may$be$useful$to$optimize$the$training$set$for$future$SCs$by$optimizing$with$respect$to$their$progenitors$(most$recent$ancestors).$When$CDmean$or$PEVmean$optimization$of$the$historical$TP$was$done$with$respect$to$population$progenitors$rather$than$the$individuals$used$for$GS$validation,$accuracy$from$the$optimized$TPs$was$higher$than$accuracy$from$random$TPs.$Although$optimizing$with$respect$to$population$progenitors$could$be$an$effective$way$to$select$the$appropriate$subsample$individuals$for$phenotyping$and$model$updating,$we$could$not$predict$in$advance$which$Np$would$lead$to$the$highest$accuracy.$Accuracy$was$maximized$when$Np=292,$but$in$the$progenitors$accuracy$was$maximized$when$Np=73.'This$may$have$occurred$because$optimization$based$on$progenitors$leads$to$the$selection$of$subXoptimal$TPs.$Nevertheless,$if$phenotyping$resources$are$limited,$one$could$select$Np'based$on$resource$constraints,$and$select$individuals$for$phenotyping$and$model$updating$by$optimizing$with$respect$to$the$progenitors$of$the$future$SCs.$$Although$we$observed$that$for$some$Np,$optimal$TPs$lead$to$greater$accuracy$compared$to$the$complete$TP,$it$is$not$possible$to$know$in$advance$what$
Np$value$could$maximize$accuracy.$Furthermore,$the$ability$to$select$an$optimal$TP$that$leads$to$greater$accuracy$compared$to$the$complete$TP$is$expected$to$be$
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highly$dataset$and$trait$dependent$due$to$differences$in$population$and$family$structure,$nonXadditive$genetic$variance,$and$LD$between$markers$and$causal$loci.$Assuming$there$is$perfect$linkage$between$markers$and$QTL,$increasing$Np$values$will$lead$to$an$asymptotic$increase$in$accuracy$(Daetwyler$et$al.,$2010;$de$Los$Campos$et$al.,$2013),$and$the$complete$TP$will$lead$to$higher$accuracy$than$an$optimal$subset$of$the$TP.$$Assuming$imperfect$linkage$between$markers$and$QTL$and$population$or$family$structure,$optimizing$the$TP$for$the$SCs$could$increase$accuracy$because$the$estimated$relationships$between$pairs$of$closely$related$individuals$will$be$more$accurate$than$the$estimated$relationships$between$less$related$individuals$(de$Los$Campos$et$al.,$2013),$and$eliminating$less$related$individuals$could$reduce$noise$in$the$relationship$matrix.$The$effective$population$size$(Ne)$of$SC$+$optimized$TP$will$also$be$less$then$that$of$the$SC$+$full$TP,$leading$to$a$lower$Np$required$for$the$SC$+$optimized$TP.$Aside$from$population$genetic$factors,$the$importance$of$nonXadditive$genetic$variance$for$the$trait$of$interest$may$also$partially$determine$if$TP$optimization$improves$accuracy.$NonXadditive$genetic$variance$contributes$to$the$covariance$among$close$relatives$only.$When$the$TP$is$selected$to$be$closely$related$to$the$SCs,$more$nonXgenetic$variance$may$be$captured$in$GXBLUP,$thus$for$traits$where$nonXadditive$genetic$variance$is$important,$TP$optimization$may$lead$to$higher$accuracy$compared$to$the$complete$TP.$This$is$similar$to$the$effect$of$using$a$Gaussian$kernel,$where$the$genetic$covariance$can$decrease$more$rapidly$with$genetic$distance$(Endelman,$2011).$However$with$optimization,$the$relationship$
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between$some$pairs$of$individuals$is$effectively$set$to$zero.$Because$of$the$various$factors$that$affect$the$potential$gain$from$training$with$an$optimized$TP$rather$than$the$complete$TP,$selecting$optimal$subsets$from$a$TP$is$not$a$reliable$way$to$improve$accuracy.$$
Combining'training'population'data'sources'Our$results$suggest$that$retaining$historical$data$when$data$on$close$relatives$are$available$can$reduce$accuracy.$This$was$especially$pronounced$when$the$heritability$of$the$historical$data$was$low$and$the$heritability$of$the$close$relative$training$data$was$high.$$In$cases$where$including$historical$data$was$beneficial,$the$benefit$was$very$small$and$proper$weighting$of$observations$was$important.$This$result$has$implications$for$prediction$model$updating.$In$a$selection$program,$it$may$be$better$to$discard$older$training$data$that$is$less$relevant$to$the$selection$candidates$as$newer$training$data$becomes$available.$However,$when$to$discard$training$data$will$need$to$be$determined$empirically$because$it$will$depend$on$the$selection$intensity$of$the$breeding$program,$the$availability$of$data$on$close$relatives,$and$quality$of$the$historical$data.$For$example,$Asoro$et$al.$(2011)$evaluated$the$utility$of$adding$historical$oat$lines$to$a$training$population$going$back$in$time$and$found$that$historical$lines$did$not$decrease$accuracy,$though$the$increase$in$accuracy$they$provided$was$small.$We$did$not$test$the$effect$of$combining$an$optimally$selected$sample$of$historical$data$with$the$population$specific$data,$but$we$expect$that$after$adding$the$optimal$set$of$73,$we$would$observe$approximately$the$same$level$of$accuracy$
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as$we$observe$when$adding$the$full$set$of$365,$as$was$observed$when$we$tested$historical$TP$optimization.$
Conclusion)This$case$study$found$that$historical$data$could$be$useful$for$initializing$a$GS$ based$ breeding$ program$ where$ the$ selection$ candidates$ are$ founded$ by$historical$ individuals.$ Although$ the$ highest$ accuracy$ could$ be$ achieved$ by$phenotyping$ and$ model$ training$ with$ a$ subset$ of$ the$ selection$ candidate$population$itself,$such$an$approach$would$require$at$least$two$years$of$additional$time$to$collect$multiXlocation$and$multiXyear$data$for$all$traits$of$interest.$$While$historical$ data$ may$ be$ useful$ initially,$ this$ study$ suggests$ that$ once$ GS$ model$updating$can$occur,$ it$may$be$best$to$discard$historical$data$and$simply$use$the$most$recent$data$for$model$training.$$Optimization$ of$ the$ historical$ TP$ was$ promising$ for$ selection$ of$ data$subsets$that$were$more$predictive$than$randomly$selected$subsets.$This$would$be$useful$ when$ using$ a$ historical$ TP$ that$ lacks$ data$ for$ some$ key$ traits.$ To$ save$resources,$ a$ subset$ of$ the$ historical$ TP,$ rather$ than$ the$ entire$ TP,$ could$ be$phenotyped$while$the$selection$candidates$are$being$developed.$$We$note$that$our$conclusions$are$relevant$to$the$germplasm$and$trait$used$in$this$study,$and$individual$breeding$programs$will$need$to$initiate$GS$programs$in$order$to$empirically$determine$the$utility$of$historical$data,$and$at$what$point$data$ should$ be$ discarded$ from$ the$ model$ training$ dataset.$ The$ utility$ of$ TP$optimization$should$also$be$empirically$ studied$ in$ the$context$of$a$GS$breeding$
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program.$More$publicly$available$data$generated$by$GS$selection$experiments$and$breeding$programs$will$enable$many$such$studies$that$will$lead$to$the$discovery$of$common$trends$across$datasets.$
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CHAPTER)6$
GENETIC)GAIN)FROM)PHENOTYPIC)AND)GENOMIC)SELECTION)FOR)
QUANTITATIVE)ADULT)PLANT)STEM)RUST)RESISTANCE)IN)WHEAT6)
Abstract)$ Stem$rust$of$wheat$(Triticum'aestivum'L.),'caused$by$Puccinia'graminis$f.sp.$tritici,'is$a$globally$important$disease$that$can$cause$complete$yield$loss.$Since$the$emergence$of$Ug99,$a$group$of$races$capable$of$infecting$up$to$90%$of$the$worlds’$wheat$germplasm,$breeding$for$quantitative$resistance$(QR)$has$become$important$for$developing$varieties$with$durable,$race$nonXspecific$resistance.$Genomic$selection$(GS)$is$a$breeding$method$that$could$increase$rates$of$genetic$gain$for$quantitative$traits$such$as$QR$because$selection$can$be$based$on$markers$only.$Few$GS$experiments$have$been$conducted$in$crops,$and$selection$experiments$comparing$GS$based$on$markers$only$and$phenotypic$selection$(PS)$have$not$been$conducted.$Our$objectives$were$to$compare$realized$gain$from$GS$based$on$markers$only$with$that$of$PS$for$stem$rust$QR;$determine$if$realized$gain$is$consistent$with$theoretical$expectations;$and$compare$the$impact$of$GS$and$PS$on$inbreeding,$genetic$variance,$and$correlated$response$for$pseudoXblack$chaff$(PBC),$a$correlated$trait.$In$two$years,$GS$led$to$a$30.5±10.5%$increase$in$stem$rust$QR$and$a$252±35.9%$increase$in$PBC;$PS$led$to$a$41.9±11.8%$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$6$A$paper$to$be$reXformatted$and$submitted$to$PNAS$as:$Rutkoski$J.$E.,$J.$Poland,$R.P.$Singh,$J.$HuertaXEspino,$S.$Bhavani,$JXL.$Jannink,$M.$E.$Sorrells.$Genetic$gain$from$phenotypic$and$genomic$selection$for$quantitative$adult$plant$stem$rust$resistance$in$wheat.$PNAS.$
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increase$in$QR$and$a$276±134%$increase$in$PBC.$Selection$responses$were$significant$and$agreed$with$theoretical$expectations.$Loss$of$genetic$variance$occurred$at$a$faster$rate$with$GS.$These$results$show$that,$while$GS$and$PS$can$lead$to$similar$shortXterm$gains$per$unit$time,$GS$can$lead$to$faster$reductions$in$genetic$variance.$$
Abbreviations$APR,$Adult$plant$resistance;$BLUP,$Best$linear$unbiased$prediction;$C0,$Cycle$zero;$C1,$Cycle$one;$C1GSX1,$Cycle$one$genomic$selection$replicate$one;$C1GSX2,$Cycle$one$genomic$selection$replicate$two;$C1PSX1,$Cycle$one$phenotypic$selection$replicate$one;$C1PSX2,$Cycle$one$phenotypic$selection$replicate$two;$C2,$Cycle$two;$C2GSX1,$Cycle$two$genomic$selection$replicate$one;$C2GSX2,$Cycle$two$genomic$selection$replicate$two;$GS,$Genomic$selection;$PBC,$PseudoXblack$chaff;$PS,$Phenotypic$selection;$QR,$Quantitative$resistance.$
Introduction))Stem$rust$of$wheat$(Triticum'aestivum'L.),$caused$by$the$fungal$pathogen$
Puccinia'graminis$f.sp.$tritici,'is$a$globally$widespread$and$highly$damaging$disease$capable$of$causing$complete$yield$loss$in$susceptible$varieties$(Park,$2007).$Although$major$epidemics$of$stem$rust$have$not$been$recorded$since$the$1950s,$in$1998$a$new$race$group,$Ug99,$capable$of$infecting$over$90%$of$the$world’s$wheat$germplasm$(Singh$et$al.,$2008)$was$discovered$in$Uganda.$Ug99$has$since$been$migrating$via$wind$currents,$reaching$as$far$as$South$Africa$(Pretorius$et$al.,$2010)$and$Iran$(Nazari$et$al.,$2009).$As$the$pathogen$spreads,$it$
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continues$to$evolve,$overcoming$an$even$larger$set$of$majorXeffect$resistance$genes$(Jin$et$al.,$2008,$2009).$The$emergence$and$continued$evolution$of$Ug99$has$prompted$efforts$to$rapidly$develop$Ug99$resistant$varieties$adapted$to$vulnerable$regions.$Resistance$to$stem$rust$can$be$either$qualitative$or$quantitative.$The$qualitative$form$of$resistance$is$based$on$raceXspecific$pathogen$recognition$genes$(RXgenes)$that$interact$with$the$pathogen$in$a$geneXforXgene$manner$(Flor,$1971).$Although$a$single$RXgene$can$condition$complete$resistance$against$its$corresponding$races;$migration,$mutation,$and/or$selection$within$pathogen$populations$can$render$an$RXgene$ineffective$in$a$relatively$short$period$of$time$(McDonald$and$Linde,$2002).$This$occurs$in$regions$such$as$East$Africa$where$environmental$conditions$are$favorable$for$stem$rust$pathogen$evolution.$In$these$regions,$the$deployment$of$quantitative$resistance$(QR),$also$referred$to$as$slowXrusting$adult$plant$resistance,$is$advocated$because$it$is$generally$durable$and$nonXrace$specific$(Parlevliet,$2002).$Like$other$quantitative$traits,$stem$rust$QR$is$based$on$multiple$small$effect$loci$(Knott,$1982;$Singh$et$al.,$2013),$and$improvement$of$QR$to$desirable$levels$in$breeding$populations$requires$multiple$cycles$of$selection.$$PseudoXblack$chaff$(PBC),$black$discoloration$on$the$glumes$and$stems,$is$associated$with$stem$rust$QR.$At$least$four$loci$are$involved$in$PBC$expression$including$the$Sr2'locus$(Hare$and$McIntosh,$1979;$Bariana$et$al.,$2001;$Yu$et$al.,$2011;$Singh$et$al.,$2013),$which$is$associated$with$both$PBC$and$durable$stem$
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rust$QR.$Although$PBC$can$be$a$useful$morphological$marker$for$partial$stem$rust$resistance,$it$is$an$undesirable$trait$because$it$can$be$misidentified$as$disease$in$a$farmer’s$field.$$Genomic$selection$(GS)$has$been$proposed$as$an$appropriate$markerXassisted$breeding$strategy$for$stem$rust$QR$(Rutkoski$et$al.,$2010).$With$GS,$reviewed$by$Heffner$et$al.$(2009)$and$Lorenz$et$al.$(2011),$a$statistical$model$trained$with$phenotypic$and$genotypic$data$from$a$relevant$population$is$used$to$predict,$based$on$markers$only,$the$breeding$values$of$new$selection$candidates$that$have$been$genotyped.$This$enables$selection$to$occur$before$phenotyping,$potentially$leading$to$greater$genetic$gain$per$unit$time.$In$spring$wheat,$GS$crossXvalidation$studies$have$been$conducted$for$various$traits$(Crossa$et$al.,$2010;$Poland$et$al.,$2012b;$Dawson$et$al.,$2013)$including$stem$rust$resistance$(Ornella$et$al.,$2012;$Rutkoski$et$al.,$in$press).$$Selection$experiments$are$useful$for$comparing$breeding$methods,$assessing$the$response$of$a$particular$trait$to$selection,$identifying$what$unselected$traits$may$exhibit$a$correlated$response$to$selection,$and$measuring$changes$in$inbreeding$and$genetic$variability$due$to$selection.$Selection$experiments$to$evaluate$GS$have$been$conducted$in$maize$(Zea'mays'L.)$(Massman$et$al.,$2013)$and$in$oats$(Avena'sativa$L.)$(Asoro$et$al.,$2013).$Massman$et$al.$(2013)$compared$GS$with$marker$assisted$recurrent$selection$for$an$index$of$grain$yield$and$stover$quality$in$maize,$and$found$14$to$50%$greater$gain$from$GS.$Asoro$et$al.$(2013)$compared$markerXassisted$selection$based$on$markers$
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and$phenotype,$pedigree$best$linear$unbiased$prediction$(BLUP),$and$GS$based$on$phenotypic$data$and$a$marker$based$relationship$matrix$for$the$improvement$of$ßXglucan$in$oats$and$found$that$marker$based$methods$were$significantly$more$effective$than$pedigree$BLUP.$This$study$also$found$that$selections$based$on$pedigree$BLUP$tended$to$be$more$closely$related$compared$to$selections$based$on$GS.$$While$these$studies$are$informative,$a$realized$gain$experiment$comparing$GS$based$on$markers$only$with$phenotypic$selection$(PS)$selection$on$a$per$unit$time$basis$in$crop$plants$has$not$been$done.$This$is$important$because$in$many$crops$such$as$wheat,$PS$is$the$most$commonly$used$breeding$method$for$quantitative$traits.$Furthermore,$selection$studies$of$GS$in$wheat$or$for$quantitative$disease$resistance$have$yet$to$be$conducted.$The$objective$of$this$study$was$to$compare$realized$genetic$gain$per$unit$time$from$GS$based$on$markers$only$vs.$PS$for$stem$rust$QR$in$spring$wheat,$determine$if$realized$gain$is$consistent$with$expected$gain$based$on$theory,$and$compare$GS$with$PS$in$terms$of$impact$on$inbreeding$and$genetic$variance$and$correlated$response$for$PBC.$
Materials)and)methods)
Genetic'material'
' Historical)population:'Three$hundred$seventy$four$individuals$were$selected$from$the$CIMMYT$stem$rust$screening$nurseries.$Individuals$that$were$suspected$to$contain$raceXspecific$genes$effective$against$Ug99$based$on$pedigree$and$adult$plant$infection$type$were$avoided.$As$described$by$Rutkoski$et$al.$
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(2013),$the$absence$of$major$resistance$genes$effective$against$stem$rust$race$TTKST$was$confirmed$in$365$of$the$individuals$based$on$seedling$tests$conducted$at$the$cereal$disease$lab,$St.$Paul,$Minnesota.$'
' Cycle)zero)population:$Cycle$zero$(C0)$was$derived$from$14$individuals$(Table$6.1)$selected$from$the$historical$population$based$on$their$agronomic$performance,$complementarity$for$different$traits,$and$absence$of$major$resistance$genes$effective$against$TTKST.$Stem$rust$QR$among$the$14$founders$ranged$from$moderately$resistant$to$moderately$susceptible.$To$generate$C0,$the$founders$were$intermated$pseudoXrandomly$for$two$generations$by$hand$pollination.$For$the$first$round$of$intermating,$a$partial$diallel$crossing$scheme$(Kempthorne$and$Curnow,$1961),$with$each$parent$involved$in$seven$cross$combinations,$was$used$to$generate$49$F1s.$F1s$were$confirmed$based$on$SSR$genotyping.$In$the$next$round$of$intermating,$F1s$were$intercrossed$so$that$each$participated$in$at$least$one$cross$and$crosses$between$F1s$with$common$parents$were$avoided.$84$successful$double$cross$F1s$resulted.$Double$cross$F1s$were$selfed$to$increase$seed,$resulting$in$double$cross$F2s.$Five$hundred$four$double$cross$F2$individuals$sampled$from$each$of$the$84$families$became$C0.$In$order$to$measure$the$variance$in$selection$response,$the$504$individuals$were$split$into$two$replicate$C0$populations,$C0X1$and$C0X2$of$size$253$and$252,respectively.$'
Genotypic'data'$ Genotypic$data$was$generated$in$two$batches,$the$first$prior$to$cycle$one$of$selection$and$included$the$historical$and$C0$populations,$the$second$prior$to$cycle$$
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$
Table)6.1:)C0$founder$identifying$information)Cornell$ID$ Cross$name$ CIMMYT$selection$history$H2X18$ BAJ$ CGSS01Y00134SX099YX099MX099MX13YX0B$H2X19$ KACHU$ CMSS97M03912TX040YX020YX030MX020YX040MX4YX3MX0Y$M5X12$ MARCHOUCH*4/SAADA/3/2*FRET2/KUKUNA//FRET2$ CGSS05Y00206TX099MX099YX099MX099YX099ZTMX7WGYX0B$M5X152$ PBW343*2/KHVAKI//PARUS/3/PBW343/PASTOR$ CGSS05B00271TX099TOPYX099MX099NJX099NJX12WGYX0B$M5X131$ PBW343*2/KUKUNA//PARUS/3/PBW343*2/KUKUNA$ CGSS05B00256TX099TOPYX099MX099NJX099NJX5WGYX0B$M5X147$ PBW343*2/KUKUNA//SRTU/3/PBW343*2/KHVAKI$ CGSS05B00261TX099TOPYX099MX099NJX099NJX8WGYX0B$H2X20$ PFAU/SERI.1B//AMAD/3/WAXWING$ CGSS02Y00153SX099MX099YX099MX46YX0B$H2X53$ PICAFLOR$#2$ CGSS02Y00152SX099MX099YX099MX11WGYX0B$M5X102$ SERI.1B//KAUZ/HEVO/3/AMAD*2/4/KIRITATI$ CGSS05B00198TX099TOPYX099MX099NJX14WGYX0B$M5X43$ TACUPETO$F2001/BRAMBLING//PVN$ CMSS05B00218SX099YX099MX099NJX4WGYX0B$
M5X100$ TRCH/SRTU/5/KAUZ//ALTAR$84/AOS/3/MILAN/KAUZ/4/HUITES$ CGSS05B00189TX099TOPYX099MX099NJX099NJX7WGYX0B$H2X34$ WAXWING*2/KIRITATI$ CGSS01B00054TX099YX099MX099MX099YX099MX13YX0B$M5X18$ WAXWING/6/PVN//CAR422/ANA/5/BOW/CROW//BUC/PVN/3/YR/4/TRAP#1$ CGSS05Y00363SX0BX099YX099MX099NJX099NJX6WGYX0B$M5X37$ WBLL1*2/CHAPIO//MESIA$ CMSS05B00063SX099YX099MX099YX099ZTMX6WGYX0B$$
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two$of$selection$and$included$the$cycle$one$(C1)$population.$All$genotypic$data$was$generated$using$genotypingXbyXsequencing$(GBS,$Elshire$et$al.,$2011)$according$to$the$protocol$described$in$Poland$et$al.$(2012).$Due$to$the$heterozygosity$in$the$C0$and$C1$populations,$polymorphisms$were$called$in$C0$and$C1$based$on$the$polymorphic$markers$that$were$discovered$in$the$historical$population.$In$total$there$were$27,434$markers.$$Marker$reXcoding$and$filtering$was$also$carried$out$in$two$batches.$Batch$one$contained$the$historical$and$C0$populations,$and$batch$two$contained$the$historical,$C0,$and$GS$C1$populations.$Marker$genotypes$were$recoded$as$X1,$0,$1.$Homozygotes$for$the$minor$allele$were$coded$as$X1,$heterozygotes$were$coded$as$0$and$homozygotes$for$the$major$allele$were$coded$as$1.$For$the$first$batch$of$genotypic$data,$markers$with$more$than$80%$missing$data$were$removed.$For$the$second$batch$of$genotypic$data,$nonXredundant$markers$with$pairwise$$r2$<$1$were$selected$and$markers$with$80%$missing$data$or$more$were$removed.$This$resulted$in$20,882$and$18,653$markers$remaining$after$marker$editing$in$the$first$and$second$batch$respectively.$Mean$imputation$was$used$to$handle$missing$data.$In$the$C0$and$C1$populations,$mean$imputation$was$carried$out$within$fullXsib$families.$
Phenotypic'data'Stem$rust$QR$was$phenotyped$at$the$international$Ug99$stem$rust$screening$nurseries$at$the$Kenya$Agricultural$Research$Institute,$Njoro,$Kenya$and$the$Ethiopian$Institute$of$Agricultural$Research,$Debre$Zeit,$Ethiopia$as$
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described$in$Rutkoski$et$al.$(2013).$The$training$population,$consisting$of$the$historical$population,$was$evaluated$across$18$environments$between$2005$and$2012,$with$each$individual$appearing$in$about$four$environments.$New$populations$were$evaluated$as$soon$as$seed$was$available.$C0$populations$were$evaluated$in$the$Njoro$2012$offXseason,$Njoro$2012$mainXseason,$Njoro$2013$offXseason,$and$Debre$Zeit$2013$offXseason.$C1$populations$were$evaluated$in$Njoro$2012$mainXseason,$Njoro$2013$offXseason,$and$Debre$Zeit$2013$offXseason.$Cycle$two$(C2)$populations$were$evaluated$in$the$Njoro$2014$offXseason,$and$Debre$Zeit$2014$offXseason.$An$augmented$lattice$square$design$(Federer,$2002)$was$used$for$the$C0,$C1,$and$C2$population$trials.$Checks$consisted$of$a$sample$of$historical$individuals$and$C0,$C1,$or$C2$individuals$with$abundant$seed.$Phenotypic$data$from$2012$and$2013$was$BoxXCox$(Box$and$Cox,$1964)$transformed$prior$to$all$analyses$to$avoid$nonXnormal$residuals.)
Genomic'selection'cycle'one'GS$model$training$was$done$in$two$stages.$In$the$first$stage,$genetic$values$of$the$historical$individuals$were$estimated$using$phenotypic$data$collected$between$2005$and$2011$(TrainingPhenoData1.csv).$The$R$(R$Development$Core$Team,$2010)$package$lme4'(Bates$&$Maechler,$2010)'was$used$to$fit$the$mixed$model$Y = Xβ +Zu + ε where$Y$is$a$vector$of$phenotypes,$!$is$a$vector$of$environment$effects$treated$as$fixed,$and$u$is$a$vector$of$genotype$effects$treated$as$random.$X$and$Z)were$the$design$matrices$relating$observations$to$environments$and$genotypes.$The$solutions$for$u)were$used$as$the$genetic$values$
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YGV$of$the$historical$population.$In$the$second$stage,)YGV$of$the$historical$individuals$were$used$in$Bayesian$ridge$regression$(Pérez,$de$Los$Campos,$Crossa,$&$Gianola,$2010)$based$on$the$general$model,$YGV =Mx .$Where$YGV$is$a$vector$of$genetic$values,$M$is$the$marker$genotype$matrix$and'x)is$a$vector$of$marker$effects.$Bayesian$ridge$regression$assumes$Gaussian$distributed$marker$effects$with$common$marker$variances$and$is$the$Bayesian$equivalent$to$ridge$regression$BLUP.$Predicted$breeding$values$of$the$C0$populations$were$estimated$as$Mx $The$five$individuals$with$the$highest$predicted$breeding$values$for$stem$rust$resistance$were$selected$for$intermating.$For$each$replicate$C0$population,$C0X1$and$C0X2,$the$five$selections$were$intermated$based$on$their$S1$progeny$using$a$halfXdiallel$crossing$scheme.$At$least$six$S1$progenies$were$used$for$each$selected$individual.$Two$to$three$successful$crosses$were$made$per$combination.$These$pseudoXF1s$were$selfed$for$seed$increase,$creating$the$cycle$one$GS$replicate$one$(C1GSX1)$and$cycle$one$GS$replicate$two$(C1GSX2)$populations.$$
Phenotypic'selection'cycle'one'The$historical$and$C0$genetic$values$were$calculated$using$phenotypic$data$collected$between$2005$and$2012$(TrainingPhenoData2.csv).$ASRemlXR$(Gilmour$et$al.,$2009)$was$used$to$fit$a$mixed$model$with$a$fixed$environment$effects$and$random$genotype$effects.$A$random$block$effect$was$modeled$in$the$Kenya$mainXseason$2012$environment.$A$separable$first$order$autoregressive$variance$model$was$used$to$model$the$variance$structure$of$the$plot$errors$in$the$
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row$and$column$direction$within$the$Kenya$offXseason$2012$environment.$The$covariance$among$genotypes$was$modeled$as$proportional$to$a$pedigree$relationship$matrix$(Ped.csv).$This$model$was$selected$based$on$AIC$and$BIC.$The$solutions$for$the$random$genotype$effect$were$used$as$the$genetic$values$of$the$historical$and$C0$individuals.$The$five$C0$individuals$with$the$highest$breeding$values$based$on$the$mixed$model$analysis$were$selected$from$C0X1$and$C0X2.$Intermating$and$selfing$were$carried$out$in$GS$cycle$one,$creating$the$cycle$one$PS$replicate$one$(C1PSX1)$and$cycle$one$PS$replicate$two$(C1PSX2)$populations.$$
Genomic'selection'cycle'two'Due$to$computational$advantages,$predictions$of$the$C1$individuals$were$generated$using$a$genomic$BLUP$model$implemented$in$the$R$package$rrBLUP'(Endelman,$2011).$The$genomic$BLUP$model$is$YGV = Zu + ε ,$u ~ N(0,Gσ u2 ) .$Where$$YGV$is$a$vector$of$the$genetic$values$of$the$historical$and$C0$population$that$were$calculated$previously$for$PS$cycle$one,G =MM' $is$a$marker$based$relationship$matrix$containing$the$historical,$C0$and$C1$individuals.$The$solutions$for$u'contained$the$predicted$breeding$values$for$the$C1$individuals.$Breeding$value$predictions$from$genomic$BLUP$with$G =MM' $are$equivalent$to$those$from$ridge$regression$BLUP$(Hayes$et$al.,$2009).$$$ $ Within$both$C1GSX1$and$C1GSX1,$the$five$individuals$the$highest$predicted$breeding$values$for$stem$rust$resistance$were$selected$for$intermating.$Intermating$and$selfing$were$carried$out$as$in$GS$cycle$one,$the$cycle$two$GS$
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replicate$one$(C2GSX1)$and$cycle$two$GS$replicate$two$(C2GSX2)$populations.$
Expected'gain'from'selection'for'stem'rust'quantitative'resistance'Expected$gain$from$selection$per$cycle$for$PS$was$calculated$using$the$general$formula$ΔG = kiciσˆ A2
i
∑ / σˆ yi (Hallauer$et$al.,$2010)$with$i$corresponding$to$
different$sexes$or$different$selection$units,$and$where$σˆ A2 ,$is$the$additive$genetic$variance,$k$is$the$selection$intensity,$c$is$the$covariance$between$the$selection$units$and$the$individuals$in$the$improved$population,σˆ y is$the$phenotypic$standard$deviation$on$a$line$mean$basis,$and$ k = (µs − µ) / σˆ y ,$where$μs$is$the$mean$of$the$selected$individuals$and$μ$is$the$population$mean.$
σˆ y = σˆ g
2 + σˆ ge
2 e + σˆ ε2 er ,$whereσˆ g2 is$the$genetic$variance,$σˆ ge2 $is$the$genotype$by$environment$interaction$variance,$σˆ ε2 is$the$error$variance,$e'is$the$number$of$environments,$and'r$is$the$number$of$replicates$within$environment.$For$GS,$the$expected$gain$from$selection$per$cycle$was$calculated$based$on$the$general$formula$for$gain$from$correlated$trait$selection$ΔGY = kXicXi
i
∑ hXirXYiσˆ AYi ,$with$Y$
corresponding$to$the$trait$of$interest,$and$X$corresponding$to$the$trait$directly$under$selection$and$where$hX$is$the$selection$accuracy$of$trait$X,$and$rXY$is$the$correlation$between$trait$X$an$Y.$In$the$case$of$GS,$we$assumed$hX'=1,$and$rXY$is$the$GS$prediction$accuracy.$For$both$PS$and$GS,$selection$equation$parameters$were$equal$for$both$sexes.$In$all$cases$c$was$equal$to$1.5.$
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$ To$estimate$the$expected$ΔG$from$the$first$cycle$of$PS$and$GS,$variance$components,$and$selection$intensities$were$estimated$using$BoxXCox$transformed$(Box$and$Cox,$1964)$phenotypic$data$for$the$C0$population$recorded$in$Njoro$during$the$2012$main$and$offXseasons.$GS$accuracy$was$estimated$as$the$correlation$between$the$C0$predicted$breeding$values$based$on$the$GS$model$and$the$estimated$breeding$values$based$on$phenotype.$The$estimate$of$expected$ΔG$from$the$second$cycle$of$GS$was$based$on$variance$component$and$GS$accuracy$estimates$from$BoxXCox$transformed$(Box$and$Cox,$1964)$phenotypic$data$for$the$C1$population$recorded$in$Njoro$during$the$2013$main$season.$Expected$ΔG$was$estimated$separately$for$each$replicate$of$GS$and$PS$and$were$converted$back$to$a$nonXtransformed$scale.$To$express$ΔG$in$terms$of$gain$in$resistance$levels,$ΔG$was$multiplied$by$negative$one.$
Expected'correlated'response'for'pseudo[black'chaff'$ Correlated$response$to$selection$for$PBC$was$calculated$using$the$formula$for$gain$from$correlated$trait$selection$described$above,$but$in$this$case$trait$Y$was$PBC$and$trait$X$was$either$stem$rust$severity$or$genomic$predictions$of$stem$rust$severity.$To$estimate$ΔG$from$first$cycle$of$GS$and$PS,$σˆ A ,$$and$rXY$were$estimated$using$BoxXCox$transformed$(Box$and$Cox,$1964)$C0$data$collected$in$Njoro$during$the$2012$main$and$offXseasons.$For$GS,$rXY$was$the$correlation$between$PBC$and$genomic$estimated$breeding$values$for$stem$rust$severity,$and$for$PS,$rXY$was$the$correlation$between$PBC$and$breeding$values$for$stem$rust$estimated$using$phenotype$and$pedigree.$For$response$from$the$second$cycle$of$
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GS,$additive$genetic$variance$and$correlations$were$calculated$using$C1$data$recorded$in$Njoro$during$the$2013$main$season.$For$correlated$response$from$PS$
hX$was$0.82$and$0.76$and$rXY$was$X0.463$and$X0.384$for$replicates$one$and$two$respectively.$For$GS$cycle$one$replicates$one$and$two,$rXY$was$X0.253,$and$X0.125;$and$for$cycle$two$replicates$one$and$two,$rXY$was$X0.234$and$X0.381.$Expected$ΔG$values$were$converted$to$a$nonXtransformed$scale$when$necessary.$
Realized'gain'from'selection'for'stem'rust'quantitative'resistance'Stem$rust$severity$was$evaluated$for$all$populations,$C0X1,$C0X2,$C1PSX1,$C1PSX2,$C1GSX1,$C1GSX2,$C2GSX1,$and$C2GSX2,$in$Njoro,$and$Debre$Zeit$during$the$2014$offXseason$using$all$individuals$with$sufficient$seed.$Number$of$individuals$evaluated$per$population$is$shown$in$Table$6.2.$$
Table)6.2:)Mean$stem$rust$severity,$mean$PBC,$mean$level$of$inbreeding,$and$genetic$variance$for$each$population.)
$†C0X1,$cycle$zero$replicate$one;$C1PSX1,$cycle$one$PS$replicate$one;$C1GSX1,$cycle$one$GS$replicate$one;$C2GSX1,$cycle$two$GS$replicate$one;$C0X2,$cycle$zero$replicate$two;$C1PSX2,$cycle$one$PS$replicate$two;$C1GSX2,$cycle$one$GS$replicate$two;$C2GSX2,$cycle$two$GS$replicate$two$$$ $
Population†$ Number$of$individuals$evaluated$ Mean$stem$rust$severity$ Mean$PBC$ Mean$level$of$inbreeding$ Genetic$variance$C0X1$ 240$ 39.1$ 0.265$ 0.502$ 79.9$C1PSX1$ 94$ 18.1$ 1.35$ 0.57$ 81.7$C1GSX1$ 258$ 35$ 0.693$ 0.571$ 70.4$C2GSX1$ 288$ 31.3$ 0.836$ 0.695$ 33.3$C0X2$ 241$ 37.8$ 0.241$ 0.503$ 74.4$C1PSX2$ 241$ 26.4$ 0.584$ 0.527$ 102$C1GSX2$ 267$ 33.7$ 0.354$ 0.586$ 76.1$C2GSX2$ 280$ 22.3$ 0.935$ 0.734$ 51.1$
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Adjusted$population$means$were$estimated$using$a$mixed$model$with$a$fixed$population$effect,$and$a$random$environment,$and$genotype$effect$and$a$random$block$effect$within$the$Njoro$environment.$A$first$order$autoregressive$variance$model$was$used$to$model$the$variance$structure$of$the$plot$errors$in$the$row$and$column$direction.$For$summary$data,$this$model,$excluding$the$treatment$effect,$was$fit$to$calculate$genetic$values$for$the$individuals.$To$calculate$genetic$values$within$environment,$the$environment$effect$was$also$removed,$and$the$model$was$fit$separately$for$Njoro$and$Debre$Zeit.$Percent$total$gain,$was$estimated$as Cn −C0( ) C0 ×100 ,$where$Cn$is$the$mean$of$the$population$generated$from$n$cycles$of$selection,$and$C0$is$the$mean$of$the$base$population.$To$test$for$significance$of$selection$response,$according$to$Hallauer$et$al.$(2010)$the$adjusted$population$means$were$used$in$the$linear$regression$model,$Pijk = bk + β j xij + ε ijkj∑ ,$where'Pijk'is$the$population$mean$for$replicate$k$of$cycle$i'of$selection$method$j,$bk$is$the$base$population$mean$for$replicate$k,$and$βj$is$the$rate$of$selection$gain$per$cycle$for$selection$method$j.$Percent$gain$per$cycle$was$calculated$as$β j C0 ×100 .$Realized'ΔG$was$calculated$as'Pijk$−'bk.$Paired$two$tailed$tXtests$were$used$to$test$for$differences$in$ΔG$per$cycle$and$per$unit$time$between$GS$and$PS$and$to$test$for$differences$between$observed$and$expected'ΔG.$To$express$gain$from$selection$in$terms$of$stem$rust$resistance,$percent$total$gain,$βj,$and$realized$ΔG$were$multiplied$by$negative$one.$$
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Mean'level'of'inbreeding'and'genetic'variance'For$each$set$of$individuals$selected$at$each$cycle$of$selection,$the$mean$level$of$inbreeding$resulting$from$a$generation$of$random$mating$and$one$generation$of$selfing$was$calculated$based$on$pedigrees$using$the$R$package$
pedigreemm'(Vazquez$et$al.,$2010),$which$uses$the$algorithm$described$in$the$appendix$of$Sargolzaei$and$Iwaisaki$(2005)$to$calculate$inbreeding$coefficients.$The$expected$inbreeding$rate$was$calculated$as$ΔF='1/2Ne'where$Ne=5,$the$effective$population$size.$Actual$ΔF$per$cycle$was$calculated$using$the$linear$regression$model$Fijk = 0.5+ δ j xij + ε ijkj∑ ,$where$Fijk'is$the$mean$level$of$inbreeding$for$replicate$k$of$cycle$i'of$selection$method$j,$0.5$is$the$inbreeding$coefficient$of$the$base$population,$and$δj$is$the$inbreeding$rate$for$selection$method$j.$$Genetic$variance$was$estimated$for$each$population$using$data$from$Njoro,$and$Debre$Zeit$during$the$2014$offXseason$using$a$twoXstage$analysis.$In$the$first$stage$the$model$included$a$fixed$environment$effect,$a$random$block$effect$within$the$Njoro$environment,$and$a$first$order$autoregressive$variance$model$for$variance$structure$of$the$plot$errors$in$the$row$and$column$direction.$In$the$second$stage,$genetic$variance$for$a$given$population$was$estimated$using$only$individuals$from$that$population.$For$both$inbreeding$and$genetic$variance,$paired$two$tailed$tXtests$were$used$to$test$for$differences$between$GS$and$PS$per$cycle$and$per$unit$time.$
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Correlated'response'for'pseudo[black'chaff'To$calculate$correlated$response$for$PBC,$PBC$on$the$glumes$was$scored$on$a$zero$to$five$scale$in$Njoro$2014,$where$conditions$were$favorable$for$PBC$expression.$A$BoxXCox$(Box$and$Cox,$1964)$transformation$was$applied$prior$to$analysis.$Adjusted$population$means$were$estimated$using$a$mixed$model$with$a$fixed$population$effect,$and$a$random$genotype$effect.$Means$were$then$converted$back$to$a$nonXtransformed$scale$and$used$to$test$for$significant$selection$response$and$to$calculate$percent$gain$as$previously$described.$Paired$two$tailed$tXtests$were$used$to$test$for$differences$between$GS$and$PS$per$cycle$and$per$unit$time.$
Results)
Selection'cycle'duration'The$cycle$durations$were$one$year$for$GS$and$two$years$for$PS$(Figure$6.1).$Because$routine$phenotyping$for$Ug99$resistance$in$bread$wheat$only$takes$place$in$Njoro$during$March$and$September,$the$exact$length$of$the$PS$cycle,$as$well$as$the$number$of$seasons$of$data$that$can$be$used$for$GS$model$updating$prior$to$selection$cycle$two,$depends$on$the$month$when$the$selection$scheme$is$initiated$(Table$6.3).$Across$all$possible$starting$months,$assuming$that$PS$is$based$on$two$seasons$of$data,$the$PS$cycle$duration$ranges$from$1.83$to$2.27$years$and$is$2.05$years$on$average.$For$GS,$two$seasons$of$data$for$model$updating$can$occur$for$all$but$two$starting$months.$$
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Figure)6.1:)Timeline$of$GS$and$PS$selection$schemes$for$a$one$year$GS$cycle$and$a$two$year$PS$cycle.$Year$one$consists$of$C0$population$development$and$is$not$part$of$the$breeding$cycle.$In$the$genomic$selection$pipeline,$arrows$branching$from$the$main$pipeline$show$activities$for$model$updating$that$occur$simultaneously.))$
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Table)6.3:)Cycle$time$for$PS$and$GS,$and$number$of$seasons$of$data$that$can$be$used$for$GS$model$updating$for$different$starting$months$$$$$$$$$$$$$$$$†$Time$is$expressed$in$years$$‡$Phenotying$seasons$are$assumed$to$be$December$through$March,$and$June$through$September$
)
Realized)gain)trial))Environmental$conditions$at$both$Njoro$and$Debre$Zeit$were$exceptionally$favorable$for$stem$rust$disease$development$during$the$2014$realized$gain$trial.$Disease$pressure$was$slightly$higher$in$Debre$Zeit,$where$mean$severity$was$36,$compared$to$Njoro,$where$mean$severity$was$27.$Repeatability$within$Njoro$and$Debre$Zeit$was$0.793$and$0.621$respectively,$and$line$mean$heritability$across$both$environments$was$0.777.$Estimates$of$genetic$values$were$consistent$across$both$environments$(Figure$6.2),$with$a$correlation$of$0.665.$Population$mean$by$environment$interaction$was$observed$(Figure$6.3),$however$there$was$only$one$instance$of$a$crossover$interaction.$Overall$population$means$for$stem$rust$QR$and$PBC$are$summarized$in$Table$6.2.$$$$
Starting$Month$ PS$cycle$time†$ GS$cycle$time$ Seasons$of$data$for$GS$model$updating‡$January$ 1.92$ 1$ 2$February$ 1.83$ 1$ 2$March$ 2.25$ 1$ 1$April$ 2.27$ 1$ 2$May$ 2.08$ 1$ 2$June$ 2$ 1$ 2$July$ 1.92$ 1$ 2$August$ 1.83$ 1$ 2$September$ 2.25$ 1$ 2$October$ 2.17$ 1$ 1$November$ 2.08$ 1$ 2$December$ 2$ 1$ 2$
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$$$$$$$
)
Figure)6.2:)Stem$rust$severity$in$Njoro$vs.$stem$rust$severity$in$Debre$Zeit$during$the$2014$realized$gain$trial.$Correlation$between$the$two$environments$was$0.66.$C0,$C1GS,$C2GS,$and$C1PS$populations$are$coded$as$black$diamonds,$purple$squares,$green$triangles,$and$blue$stars,$respectively.)$$$$$$$
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$$$$$$
)
)
Figure)6.3:)Population$means$across$the$Debre$Zeit$and$Njoro$environments$plotted$to$show$population$by$environment$interaction.$C0,$C1GS,$C2GS,$and$C1PS$populations$are$coded$as$black$diamonds,$purple$squares,$green$triangles,$and$blue$stars$respectively.)$$ '
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Gain'from'selection'for'stem'rust'quantitative'resistance'$ Mean$ stem$ rust$ severity$ of$ C0,$ C1PS,$ C1GS,$ and$ C2GS$ was,$ 38.5±0.664,$22.3±4.15,$ 34.4±0.677,$ 26.8±4.5$ Expected$ and$ realized$ ΔG$ for$ stem$ rust$resistance,$expressed$as$the$reduction$in$severity,$was$9.66±3.12$and$16.2±4.82$for$PS$cycle$one,$4.13±0.911$and$4.125±0.0131$for$GS$cycle$one,$and$9.55±0.155$and$11.7±3.83$for$GS$cycle$two$(Figure$6.4AXB).$$
)
Figure)6.4:)Realized$and$expected$gain$in$stem$rust$resistance$and$PBC$due$to$PS$and$GS$for$stem$rust$resistance.$A,$realized$response$for$stem$rust;$B,$expected$response$for$stem$rust;$C,$realized$correlated$response$for$PBC;$D,$expected$correlated$response$for$PBC.$GS,$blue$triangles$and$solid$lines;$PS,$green$circles$and$solid$lines.$The$xXaxis$indicates$the$year.$One$GS$cycle$requires$one$year$and$one$PS$cycle$requires$two$years.))))
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Realized$ and$ expected$ gain$ were$ not$ significantly$ different$ for$ PS$ cycle$ one,$p=0.161$GS$ cycle$one,$p=$0.994$and$GS$ cycle$ two,$p=$0.67.$ Significant$ selection$response$was$observed$for$both$GS,$p=0.018$and$PS,$p=0.00639$(Table$6.4).$$
Table)6.4:)Rate$of$gain,$significance$of$selection$response,$and$percent$total)gain$from$GS$and$PS$for$stem$rust$resistance$and$PBC,$a$correlated$trait.$
†$PBC,$pseudoXblack$chaff$$$Based$on$regression$coefficients,$rate$of$gain$per$cycle$was$5.49±1.42$for$GS$and$16.2±3.17$ for$ PS,$ corresponding$ to$ 14.3±3.69%$ gain$ per$ cycle$ for$ GS.$ Percent$total$gain$was$30.5±10.5$and$41.9±11.8%$for$GS$and$PS$respectively.$Because$one$cycle$of$PS$required$the$same$amount$of$time$as$two$cycles$of$GS,$we$compared$PS$cycle$one$with$GS$cycle$two$to$compare$realized$ΔG$from$both$methods$on$a$per$unit$time$basis.$For$replicate$one,$realized$ΔG$from$one$cycle$of$PS$was$higher$than$realized$ΔG$from$two$cycles$of$GS,$21$vs.$7.84.$In$contrast,$for$replicate$two,$realized$ΔG$from$one$cycle$of$PS$was$lower$than$realized$ΔG$from$two$cycles$of$GS,$11.4$vs.15.5$(Table$6.2,$Figure$6.5).$Overall,$realized$ΔG$from$one$cycle$of$PS$and$two$cycles$of$GS$was$not$significantly$different,$p=$0.692.$Realized$ΔG$for$PS$and$GS$on$a$perXcycle$basis$was$also$not$significantly$different$p=0.242.$
Mean'level'of'inbreeding'and'genetic'variance'$ The$inbreeding$coefficients$of$C0,$C1PS,$C1GS,$and$C2GS,$were$
$ Selection$treatment$ Rate$of$gain$ Standard$error$ TXvalue$ PXvalue$ Percent$total$gain$Stem$rust$resistance$ GS$ 5.49$ 1.42$ 3.87$ 0.018$ 30.5±10.5$PS$ 16.2$ 3.17$ 5.11$ 0.00639$ 41.9±11.8$PBC†$ GS$ 0.307$ 0.0916$ 3.35$ 0.0285$ 252±35.9$PS$ 0.714$ 0.205$ 3.48$ 0.0253$ 276±134$
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0.503±7.58eX4,$0.549±0.0215,$0.579±0.00767,$and$0.714±0.0195$(Table$2).$The$change$in$inbreeding$relative$to$C0$for$C1PS,$C1GS,$and$C2GS$was$0.0462±0.0222,$0.076±0.00691,$and$0.211±0.0187$(Figure$6.6A).$The$expected$ΔF$per$cycle$was$0.1.$Actual$ΔF$per$cycle$was$0.0462±0.02$for$PS$and$0.0998±0.00895$for$GS.$Differences$in$ΔF$between$GS$and$PS$were$not$significantly$different$per$cycle,$p=0.494,$and$per$unit$time,$p=0.155.$
$
Table)6.5:)Histograms$of$the$genetic$values$for$stem$rust$severity$comparing$C0$with$the$final$populations$from$one$cycle$of$PS$or$two$cycles$of$GS.$Adjusted$population$means$are$marked$with$arrows.)
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Figure)6.5:)Change$in$inbreeding$and$genetic$variance$per$year$of$GS$and$PS.$A,$Inbreeding;$B,$genetic$variance;$GS,$blue$triangles$and$solid$lines;$PS,$green$circles$and$solid$lines.$The$xXaxis$indicates$the$year.$One$GS$cycle$requires$one$year$and$one$PS$cycle$requires$two$years.$$$$The$genetic$variance$of$C0$C1PS,$C1GS,$and$C2GS,$was$77.2±2.75,$92±10.3,$73.3±2.85,$and$42.2±8.9$(Table$6.2).$Change$in$genetic$variance$was$14.8±13.1,$X3.88±5.6,$X34.9±11.7$for$C1PS,$C1GS,$and$C2GS,$respectively$(Figure$6B).$Per$cycle$change$in$genetic$variance$was$not$significantly$different$for$GS$and$PS,$p=0.242.$However,$on$a$per$unit$time$basis,$GS$led$to$a$significant$reduction$in$genetic$variance$compared$to$PS,$p=0.018.$
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Correlated'response'for'pseudo[black'chaff'Mean$PBC$of$C0,$C1PS,$C1GS,$and$C2GS$was,$0.265±0.0118,$0.966±0.383,$0.523±0.169,$0.885±0.0493.$Expected$and$realized$ΔG$for$PBC$was$0.944±0.142$and$0.714±0.371$for$PS$cycle$one,$0.821±0.127$and$0.27±0.158$for$GS$cycle$one,$and$1.64±0.722,$and$0.633±0.0611,$GS$cycle$two,$respectively$(Figure$4C,D).$Realized$and$expected$gain$were$significantly$different$for$GS$cycle$one,$p=0.0351,$and$not$significantly$different$for$PS$cycle$one,$p=0.497$and$GS$cycle$two,$p=$0.267.$Correlated$response$in$PBC$was$significant$for$both$GS$and$PS$(Table$4),$and$based$on$regression$coefficients,$rates$of$correlated$response$in$PBC$from$GS$and$PS$for$stem$rust$QR$were$0.307±0.0916$and$0.714±0.205$per$cycle$respectively$(Table$4),$corresponding$to$a$121±36.2%$per$cycle$gain$from$GS,$and$a$252±35.9,$and$276±134%$total$gain$from$GS$and$PS$respectively.$ΔG$for$PBC$from$GS$and$PS$were$not$significantly$different$per$cycle,$p=0.286,$and$per$unit$time,$p=0.882.$
Discussion)
Effectiveness'of'selection'Significant$gain$from$GS$and$PS$was$observed,$and$for$both$methods$percent$gain$per$cycle$was$quite$high,$15.31±3.69$for$GS$and$41.93±11.8%$for$PS,$suggesting$that$recurrent$selection$is$a$highly$effective$breeding$strategy$for$stem$rust$QR.$Other$studies$of$recurrent$selection$for$quantitative$rust$resistance$in$cereals$have$also$reported$high$percent$gain$per$cycle.$For$example,$DíazXLago$et$al.$(2002)$achieved$11%$gain$per$cycle$from$phenotypic$recurrent$selection$for$
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partial$resistance$to$crown$rust$(Puccinia'coronata$f.$sp.$avenae)$in$oats.$In$maize,$recurrent$selection$for$adult$plant$resistance$to$common$rust$(Puccinia'sorghi)'led$to$28$and$6%$gain$per$cycle$in$sweet$(Abedon$and$Tracy,$1998)$and$tropical$(Ceballos$et$al.,$1991)$germplasm$respectively.$$
Expected'and'realized'gain'in'stem'rust'quantitative'resistance'Estimates$of$realized$ΔG$were$in$agreement$with$expected$ΔG$based$on$theory,$however,$there$was$a$larger$discrepancy$between$realized$and$expected$
ΔG$for$PS$compared$to$GS.$This$could$be$due$to$drift,$nonXadditive$genetic$variance$that$may$have$been$exploited$if$the$founders$of$C1PS$contained$favorable$combinations$at$interacting$loci,$or$due$to$rare$recombination$events$between$favorable$alleles$in$negative$linkage$disequilibrium$during$the$generation$of$the$C1PS$population.$$Based$on$theory,$we$expect$average$ΔG$from$two$cycles$of$GS$to$be$higher$than$ΔG$from$one$cycle$of$PS,$leading$to$greater$ΔG$per$unit$time$from$GS$compared$to$PS.$However,$in$this$experiment,$due$to$the$large$standard$errors$of$the$mean$expected$and$observed'ΔG,$we$expected$and$observed$that$gain$per$unit$time$from$GS$and$PS$was$not$significantly$different.$Expected$variation$of$selection$response$depends$on$the$rate$of$inbreeding,$1/2Ne$$(Hill,$1977).$The$variation$of$selection$response$could$have$been$reduced$by$increasing$the$number$of$replicates$of$the$selection$program,$increasing$Ne,'using$optimum$contribution$selection$(Meuwissen,$1997;$Grundy$et$al.,$1998)$to$control$the$rate$of$inbreeding,$or$by$optimizing$selection$to$maximize$response$while$
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constraining$its$variance$(Meuwissen$and$Woolliams,$1994).$
Impact'of'selection'on'inbreeding'and'genetic'variance'Although$GS$and$PS$both$lead$to$significant$response$to$selection,$a$slightly$higher$increase$in$mean$inbreeding$based$on$pedigree$relationships$was$observed$with$GS$compared$with$PS$per$unit$time$(p=0.155)$largely$due$to$the$reduction$in$the$breeding$cycle$duration.$On$a$per$cycle$basis,$inbreeding$from$GS$and$PS$was$similar$and$agreed$with$expected$values.$Simulation$studies$ignoring$the$impact$of$allele$frequency$changes$have$shown$that$inbreeding$from$GS$is$expected$to$be$less$than$that$of$PS$on$a$per$cycle$basis$(de$Roos$et$al.,$2011;$Dekkers,$2007)$and$greater$than$PS$on$a$per$unit$time$basis$(de$Roos$et$al.,$2011).$In$a$long$term$GS$simulation$study$taking$allele$frequency$changes$into$account,$GS$was$shown$to$lead$to$greater$genomic$inbreeding$rates$both$per$cycle$and$per$unit$time$(Jannink,$2010),$and$GS$lead$to$a$greater$discrepancy$between$genomic$inbreeding$rates$and$pedigree$based$inbreeding$rates.$Long$or$medium$term$selection$experiments$will$be$needed$to$clarify$how$the$implementation$of$GS$will$impact$inbreeding$rates$in$breeding$programs.$$A$significantly$greater$reduction$in$genetic$variance$per$unit$time$was$observed$for$GS$compared$to$PS.$In$selection$programs,$changes$in$genetic$variation$occur$due$to$selection$(Bulmer,$1971,$1980),$finite$population$size,$mutation,$linkage$between$loci$(Keightley$and$Hill,$1987)$and$the$fixation$of$favorable$alleles.$With$PS,$selection$can$take$advantage$the$additional$variance$due$to$new$mutations$and$the$increased$genetic$variance$from$rare$
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recombination$events$between$favorable$loci.$In$contrast,$with$GS$based$on$markers$only,$selection$cannot$act$upon$sources$of$variance$that$arise$from$mutation$and$recombination$as$the$selection$candidates$are$generated.$The$larger$per$cycle$reduction$in$genetic$variance$from$GS$compared$to$PS$that$we$observed$could$have$occurred$because$there$were$fewer$sources$of$genetic$variation$that$GS$could$exploit.$The$larger$per$unit$time$reduction$in$genetic$variance$from$GS$was$due$in$large$part$to$the$reduction$in$the$breeding$cycle$duration,$but$also$may$have$been$because$GS$can$cause$favorable$alleles$to$be$fixed$more$rapidly$compared$to$PS$(Jannink,$2010).$Controlling$inbreeding$during$GS$by$using$optimum$contribution$selection$based$on$genomic$relationships$(Sonesson$et$al.,$2012)$or$by$weighting$low$frequency$favorable$alleles$in$the$genomic$selection$model$(Jannink,$2010)$could$help$reduce$the$loss$in$genetic$variance$from$GS.$
Correlated'response'in'pseudo[black'chaff'$ GS$and$PS$for$stem$rust$QR$lead$to$a$significant$correlated$response$for$PBC.$This$is$expected$because$at$least$two$loci$affecting$stem$rust$QR$and$PBC$are$known$to$be$linked$(Hare$and$McIntosh,$1979;$Bariana$et$al.,$2001;$Yu$et$al.,$2011;$Singh$et$al.,$2013).$However,$this$is$the$first$indication$that$PBC,$scored$on$a$zero$to$five$scale,$is$associated$with$stem$rust$resistance.$Percent$gain$in$PBC$was$substantially$higher$than$percent$gain$in$stem$rust$QR,$suggesting$that$the$correlation$between$the$two$traits$is$due$to$relatively$few$loci.$Expected$correlated$responses$in$PBC$were$always$higher$than$observed$responses,$and$in$
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the$case$of$GS$cycle$one,$expected$and$observed$responses$in$PBC$were$significantly$different.$The$discrepancy$between$observed$expected$responses$may$be$due$to,$drift,$inaccurate$estimation$of$additive$genetic$variance,$or$genotypeXbyXenvironment$interaction.$$ $In$order$to$produce$germplasm$with$improved$stem$rust$QR$without$increasing$PBC$to$unacceptable$levels,$selection$should$be$based$on$an$index$that$includes$both$traits.$Although$with$index$selection,$reduced$gain$from$selection$for$each$individual$trait$by$1 number of  traits is$expected,$it$has$been$shown$to$be$more$effective$than$tandem$or$independent$culling$level$selection$(Hazel$and$Lush,$1942).$$If$PBC$is$conferred$by$few$loci,$marker$assisted$selection$could$be$an$effective$strategy,$especially$because$expression$of$PBC$does$not$occur$in$all$environments.$
Conclusion)This$is$the$first$comparison$of$realized$gain$from$GS$based$on$markers$only$with$that$of$PS$in$crop$plants.$On$a$per$unit$time$basis,$responses$in$stem$rust$resistance$and$correlated$responses$in$PBC$was$similar$for$both$GS$and$PS.$However,$GS$resulted$in$more$inbreeding$and$significantly$less$genetic$variance$largely$because$of$the$reduction$in$the$breeding$cycle$duration.$Although$recombination$and$mutation$can$act$in$each$cycle$to$replenish$the$genetic$variance,$with$GS,$these$forces$were$not$sufficient$to$counter$the$reduction$in$genetic$variance$lost$per$cycle$due$to$selection$(Bulmer,$1971,$1980),$finite$population$size,$and$linkage$(Keightley$and$Hill,$1987).$To$achieve$more$
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sustainable$gains$from$GS$in$long$or$medium$term$breeding$programs,$optimum$contribution$selection$(Meuwissen,$1997;$Grundy$et$al.,$1998)$and$weighting$low$frequency$favorable$alleles$(Jannink,$2010)$should$be$tested$to$help$reduce$the$reduction$in$genetic$variance$due$to$inbreeding$and$the$fixation$of$loci.$Overall$gain$from$GS$in$this$experiment$may$have$been$higher$if$the$first$cycle$of$selection$had$been$based$on$phenotype$as$recommended$by$Bernardo$and$Yu$(2007).$This$enables$a$relatively$large$improvement$to$be$made$initially$due$to$high$selection$accuracy$and$high$additive$genetic$variance.$The$initial$population$can$then$be$used$for$model$training$for$subsequent$selection$cycles.$In$this$experiment,$the$high$potential$for$gain$from$the$first$cycle$of$selection$was$not$realized$as$a$consequence$of$poor$selection$accuracy$from$the$initial$prediction$model,$which$was$trained$using$a$relatively$small$number$of$historical$individuals.$After$the$model$was$updated$with$data$from$the$initial$population,$GS$accuracies$doubled$and$more$of$the$potential$gain$per$cycle$was$realized.$$$For$GS$based$on$markers$only$to$be$worth$the$effort,$expense,$and$potential$reduction$in$genetic$variance,$it$must$outperform$PS$on$a$gain$per$unit$time$basis.$The$performance$of$GS$relative$to$PS$depends$on$the$accuracy$of$selection,$the$selection$intensity,$and$the$breeding$cycle$time.$Assuming$that$accuracy$for$GS$based$on$markers$only$will$always$be$less$than$that$of$PS,$a$substantial$reduction$in$cycle$time$or$a$large$increase$in$the$selection$intensity$will$be$required$in$order$to$more$than$compensate$for$the$accuracy$reduction.$In$this$experiment,$the$50%$reduction$in$cycle$time$from$GS$was$not$sufficient$to$
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overXcompensate$for$the$loss$in$selection$accuracy.$The$ideal$marker$only$GS$breeding$scheme$would$allow$the$training$population$to$be$updated$every$selection$cycle$with$accurate$multiXlocation$data,$substantially$reduce$the$breeding$cycle$time,$and$enable$an$increase$in$the$effective$population$size$and$selection$intensity.$$Given$the$current$status$of$prediction$modeling,$and$genotyping$technologies,$GS$based$on$markers$only$may$not$be$advantageous$or$costXeffective$for$every$cropXbreeding$program$depending$on$its$unique$circumstances.$GS$based$on$genomic$relationship$and$phenotypic$information,$as$a$way$to$increase$the$accuracy$of$selection$rather$than$reduce$the$breeding$cycle$duration$could$be$a$more$effective$strategy$in$some$cases.$Individual$breeding$programs$will$need$to$empirically$evaluate$how$best$to$use$genomeXwide$marker$technology$in$selection.$$
Acknowledgements)This$research$was$funded$by$The$Bill$&$Melinda$Gates$Foundation$(Durable$Rust$Resistance$in$Wheat)$and$the$United$States$Department$of$Agriculture1XAgricultural$Research$Service$(USDAXARS)$(Appropriation$No.$5430X21000X006X00D$and$Hatch$149X449).$Partial$support$for$J.$Rutkoski$was$provided$by$a$USDA$National$Needs$Fellowship$Grant$#2008X$38420X04755$and$an$American$Society$of$Plant$Biology$(ASPB)$XPioneer$HiXBred$Graduate$Student$Fellowship.$$
  213$
References)Abedon,$B.G.,$and$W.F.$Tracy.$1998.$Direct$and$indirect$effects$of$fullXsib$recurrent$selection$for$resistance$to$common$rust$(Puccinia'sorghi$Schw.)$in$three$sweet$corn$populations.$Crop$Sci.$38:$56–61.$$Asoro,$F.G.,$M.A.$Newell,$W.D.$Beavis,$M.P.$Scott,$N.A.$Tinker,$and$J.XL.$Jannink.$2013.$Genomic,$markerXassisted,$and$pedigreeXBLUP$selection$methods$for$βXglucan$concentration$in$elite$oat.$Crop$Sci.$53:$1894–1906.$$Bariana,$H.S.,$M.J.$Hayden,$N.U.$Ahmed,$J.A.$Bell,$P.J.$Sharp,$and$R.A.$McIntosh.$2001.$Mapping$of$durable$adult$plant$and$seedling$resistances$to$stripe$rust$and$stem$rust$diseases$in$wheat.$Aust.$J.$Agric.$Res.$52:$1247–1255.$$Bates,$D.,$&$Maechler,$M.$(2010).$lme4:$Linear$mixedXeffects$models$using$S4$classes.$Retrieved$from$http://cran.rXproject.org/package=lme4.$$Bernardo,$R.,$and$J.$Yu.$2007.$Prospects$for$genomewide$selection$for$quantitative$traits$in$maize.$Crop$Sci.$47:$1082–1090.$$Box,$G.E..,$and$D.R.$Cox.$1964.$An$analysis$of$transformations.$J.$R.$Stat.$Soc.$Ser.$B$26:$211–252.$$Bulmer,$M.G.$1971.$The$effect$of$selection$on$genetic$variability.$Am.$Nat.$105(943):$201–211.$$Bulmer,$M.G.$1980.$The$mathematical$theory$of$quantitative$genetics.$Clarendon$Press,$Oxford.$$Ceballos,$H.,$J.A.$Deutsch,$and$H.$Gutiérrez.$1991.$Recurrent$selection$for$resistance$to$Exserohilum'turcicum$in$eight$subtropical$maize$populations.$Crop$Sci.$31:$964–971.$$Crossa,$J.,$G.D.L.$Campos,$P.$Pérez,$D.$Gianola,$J.$Burgueño,$J.L.$Araus,$D.$Makumbi,$R.P.$Singh,$S.$Dreisigacker,$J.$Yan,$V.$Arief,$M.$Banziger,$and$H.XJ.$Braun.$2010.$Prediction$of$genetic$values$of$quantitative$traits$in$plant$breeding$using$pedigree$and$molecular$markers.$Genetics$186:$713–724.$$$Dawson,$J.C.,$J.B.$Endelman,$N.$Heslot,$J.$Crossa,$J.$Poland,$S.$Dreisigacker,$Y.$Manès,$M.E.$Sorrells,$and$J.XL.$Jannink.$2013.$The$use$of$unbalanced$historical$data$for$genomic$selection$in$an$international$wheat$breeding$program.$F.$Crop.$Res.$154:$12–22.$$
  214$
Dekkers,$J.C.M.$2007.$Prediction$of$response$to$markerXassisted$and$genomic$selection$using$selection$index$theory.$J.$Anim.$Breed.$Genet.$124:$331–341.$$DíazXLago,$J.E.,$D.D.$Stuthman,$and$T.E.$Abadie.$2002.$Recurrent$selection$for$partial$resistance$to$crown$rust$in$oat.$Crop$Sci.$42:$1475–1482.$$Endelman,$J.$2011.$Ridge$regression$and$other$kernels$for$genomic$selection$with$R$package$rrBLUP.$Plant$Gen.$4:$250X255.$$Federer,$W.T.$2002.$Construction$and$analysis$of$an$augmented$lattice$square$design.$Biometrical$J.$44:$251–257.$$Flor,$H.H.$1971.$Current$status$of$geneXforXgene$concept.$Annu.$Rev.$Phytopathol.$9:$275–296.$$Gilmour,$A.R.,$B.J.$Gogel,$B.R.$Cullis,$and$R.$Thompson.$2009.$ASReml$user$guide$release$3.0.VSN$Intl.$Ltd.,$Hemel$Hempstead,$UK.$$Grundy,$B.,$B.$Villanueva,$and$J.A.$Woolliams.$1998.$Dynamic$selection$procedures$for$constrained$inbreeding$and$their$consequences$for$pedigree$development.$Genet.$Res.,$Camb.$72:$159–168.$$Hallauer,$A.R.,$M.J.$Carena,$and$J.B.$Miranda$Filho.$2010.$Quantitative$Genetics$in$Maize$Breeding.$Iowa$State$University$Press,$Ames,$IA.$$Hare,$R.A.,$and$R.A.$McIntosh.$1979.$Genetic$and$cytogenetic$studies$of$durable$adultXplant$resistances$in$Hope$and$related$cultivars$to$wheat$rusts.$Plant$Pathol.$83:$350–367.$$Hayes,$B.J.,$P.M.$Visscher,$and$M.E.$Goddard.$2009.$Increased$accuracy$of$selection$by$using$the$realized$relationship$matrix.$Genet.$Res.$(Camb).$91:$47–60.$Hazel,$L.N.,$and$J.L.$Lush.$1942.$The$efficiency$of$three$methods$of$selection.$J.$Hered.$32:$393–399.$$Heffner,$E.L.,$J.XL.$Jannink,$and$M.E.$Sorrells.$2011.$Genomic$selection$accuracy$using$multifamily$prediction$models$in$a$wheat$breeding$program.$Plant$Gen.$4:$1–11.$$Heffner,$E.L.,$M.E.$Sorrells,$and$J.XL.$Jannink.$2009.$Genomic$selection$for$crop$improvement.$Crop$Sci.$49:$1–12.$$Hill$W.G.$1977.$Variation$in$response$to$selection.$In:$Pollak$E.,$O.$Kempthorne,$T.B.$Baily$Jr.$(eds)$Proceedings$of$the$International$Conference$on$
  215$
Quantitative$Genetics.'Ames,$IA,$August'16–21,$1976,$The$Iowa$State$University$Press:$Ames,$IA.$pp.$343–365.$$Jannink,$J.XL.$2010.$Dynamics$of$longXterm$genomic$selection.$Genet.$Sel.$Evol.$42:35.$$$Jin,$Y.,$L.J.$Szabo,$Z.A.$Pretorius,$R.P.$Singh,$R.$Ward,$and$T.$Fetch.$2008.$Detection$of$virulence$to$resistance$gene$Sr24$within$race$TTKS$of$Puccinia'graminis$f.$sp$tritici.$Plant$Dis.$92:$923–926.$$Jin,$Y.,$L.J.$Szabo,$M.N.$Rouse,$T.$Fetch$Jr,$Z.A.$Pretorius,$R.$Wanyera,$and$P.$Njau.$2009.$Detection$of$virulence$to$resistance$gene$Sr36$within$the$TTKS$race$lineage$of$Puccinia'graminis$f.$sp.$tritici.$Plant$Dis.$93:$367–370.$$Keightley,$P.D.,$and$W.G.$Hill.$1987.$Directional$selection$and$variation$in$finite$populations.$Genetics$117:$573–582.$$Kempthorne,$O.,$and$R.N.$Curnow.$1961.$The$partial$diallel$cross.$Biometrics$17:$229–250.$$Knott,$D.R.$1982.$Multigenic$inheritance$of$stem$rust$resistance$in$wheat.$Crop$Sci.$22:$393–399.$$Lorenz,$A.J.,$S.$Chao,$F.G.$Asoro,$E.L.$Heffner,$T.$Hayashi,$H.$Iwata,$K.P.$Smith,$M.E.$Sorrells,$and$J.XL.$Jannink.$2011.$Genomic$selection$in$plant$breeding :$Knowledge$and$prospects.$Adv.$Agron.$110:$77–123.$$Massman,$J.M.,$H.XJ.G.$Jung,$and$R.$Bernardo.$2013.$Genomewide$selection$versus$markerXassisted$recurrent$selection$to$improve$grain$yield$and$stoverXquality$traits$for$cellulosic$ethanol$in$maize.$Crop$Sci.$53:$58–66.$$McDonald,$B.$A.,$and$C.$Linde.$2002.$Pathogen$population$genetics,$evolutionary$potential,$and$durable$resistance.$Annu.$Rev.$Phytopathol.$40:$349–379.$$Meuwissen,$T.H.E.$1997.$Maximizing$the$response$of$selection$with$a$predefined$rate$of$inbreeding.$J.$Anim.$Sci.$75:$934–940.$$Meuwissen,$T.H.E.,$and$J.A.$Woolliams.$1994.$Response$versus$risk$in$breeding$schemes.$In:$5th$World$Congress$on$Genetics$Applied$to$Livestock$Production.$Guelph,$ON.$7X12$August$1994.$University$of$Guelph,$Guelph,$ON.$Vol.$18.$pp.$236–243.$$
  216$
Nazari,$K.,$M.$Mafi,$A.$Yahyaoui,$R.P.$Singh,$and$R.F.$Park.$2009.$Detection$of$wheat$stem$rust$(Puccinia'graminis$f.$sp$tritici)$race$TTKSK$(Ug99)$in$Iran.$Plant$Dis.$93:317.$$Ornella,$L.,$S.$Singh,$P.$Perez,$J.$Burgueño,$R.$Singh,$E.$Tapia,$S.$Bhavani,$S.$Dreisigacker,$H.XJ.$Braun,$K.$Mathews,$and$J.$Crossa.$2012.$Genomic$prediction$of$genetic$values$for$resistance$to$wheat$rusts.$Plant$Gen.$5:$136–148.$$$Park,$R.F.$2007.$Stem$rust$of$wheat$in$Australia.$Aust.$J.$Agric.$Res.$58$:$558–566.$$$Parlevliet,$J.E.$2002.$Durability$of$resistance$against$fungal,$bacterial$and$viral$pathogens;$present$situation.$Euphytica$124:$147–156.$$Pérez,$P.,$G.$de$Los$Campos,$J.$Crossa,$and$D.$Gianola.$2010.$GenomicXenabled$prediction$based$on$molecular$markers$and$pedigree$using$the$Bayesian$linear$regression$package$in$R.$Plant$Gen.$3:$106–116.$$Poland,$J.$A,$P.J.$Brown,$M.E.$Sorrells,$and$J.XL.$Jannink.$2012a.$Development$of$highXdensity$genetic$maps$for$barley$and$wheat$using$a$novel$twoXenzyme$genotypingXbyXsequencing$approach.$PLoS$One$7:$e32253.$$Poland,$J.,$J.$Endelman,$J.$Dawson,$J.$Rutkoski,$S.$Wu,$Y.$Manes,$S.$Dreisigacker,$J.$Crossa,$H.$SánchezXVilleda,$M.$Sorrells,$and$J.XL.$Jannink.$2012b.$Genomic$selection$in$wheat$breeding$using$genotypingXbyXsequencing.$Plant$Gen.$5:$103–113.$$R$Development$Core$Team.$2010.$R:$A$Language$and$Environment$for$Statistical$Computing.$Vienna,$Austria:$R$Foundation$for$Statistical$Computing.$Retrieved$from$http://www.rXproject.org/.$$de$Roos,$A.P.W.,$C.$Schrooten,$R.F.$Veerkamp,$and$J.A.M.$van$Arendonk.$2011.$Effects$of$genomic$selection$on$genetic$improvement,$inbreeding,$and$merit$of$young$versus$proven$bulls.$J.$Dairy$Sci.$94:$1559–1567.$$Rutkoski,$J.,$J.$Benson,$Y.$Jia,$G.$BrownXGuedira,$J.XL.$Jannink,$and$M.$Sorrells.$2012.$Evaluation$of$genomic$prediction$methods$for$fusarium$head$blight$resistance$in$wheat.$5:$51–61.$$Rutkoski,$J.E.,$E.L.$Heffner,$and$M.E.$Sorrells.$2010.$Genomic$selection$for$durable$stem$rust$resistance$in$wheat.$Euphytica$179:$161–173.$$Sargolzaei,$M.,$and$H.$Iwaisaki.$2005.$Comparison$of$four$direct$algorithms$for$computing$inbreeding$coefficients.$Anim.$Sci.$J.$76:$401–406.$
  217$
$Singh,$R.P.,$D.P.$Hodson,$J.$HuertaXEspino,$Y.$Jin,$P.$Njau,$R.$Wanyera,$S.A.$HerreraXFoessel,$R.W.$Ward,$and$L.S.$Donald.$2008.$Will$stem$rust$destroy$the$world’s$wheat$crop?$Adv.$Agron.$98:$271–309.$$Singh,$S.,$R.P.$Singh,$S.$Bhavani,$J.$HuertaXEspino,$and$E.E.$LopezXVera.$2013.$QTL$mapping$of$slowXrusting,$adult$plant$resistance$to$race$Ug99$of$stem$rust$fungus$in$PBW343/Muu$RIL$population.$Theor.$Appl.$Genet.$126:$1367–1375.$$Sonesson,$A.K.,$J.A.$Woolliams,$and$T.H.E.$Meuwissen.$2012.$Genomic$selection$requires$genomic$control$of$inbreeding.$Genet.$Sel.$Evol.$44:27.$$Vazquez,$A.I.,$D.M.$Bates,$G.J.M.$Rosa,$D.$Gianola,$and$K.A.$Weigel.$2010.$Technical$note:$an$R$package$for$fitting$generalized$linear$mixed$models$in$animal$breeding.$J.$Anim.$Sci.$88:$497–504$$Yu,$L.XX.,$A.$Lorenz,$J.$Rutkoski,$R.P.$Singh,$S.$Bhavani,$J.$HuertaXEspino,$and$M.E.$Sorrells.$2011.$Association$mapping$and$geneXgene$interaction$for$stem$rust$resistance$in$CIMMYT$spring$wheat$germplasm.$Theor.$Appl.$Genet.$123:$1257–1268.$
) )
  218$
CHAPTER)7)
)
CONCLUSION)
$$ The$overall$goal$of$this$work$was$to$generate$knowledge$helpful$for$guiding$the$decisions$of$breeders$and$scientists$working$towards$implementing$genomic$seleciton$(GS)$in$wheat,$especially$for$QR$to$Fusarium$head$blight$(FHB)$and$stem$rust.$Before$this$work$there$were$many$unknowns$about$how$to$implement$GS$in$wheat$especially$for$quantitative$resistance$(QR).$GenotypingXbyXsequencing$(GBS)$was$a$new$marker$platform,$and$efforts$to$evaluate$GBS$for$GS$in$wheat$were$just$beginning.$There$was$considerable$anxiety$about$the$high$levels$of$missing$data$in$GBS$datasets,$and$many$researchers$were$unsure$how$this$would$impact$GS$accuracy.$There$were$also$few$options$for$missing$data$imputation$in$wheat$because$of$the$lack$of$an$assembled$genome$sequence$or$sufficiently$dense$GBS$map.$Furthermore,$the$efficacy$of$GS$for$QR$was$considered$questionable,$and$many$believed$that$conventional$marker$assisted$selection$(MAS)$strategies$could$be$more$effective.$For$model$training,$there$was$(and$still$is)$considerable$interest$in$using$historical$datasets,$but$studies$to$assess$GS$accuracy$when$using$historical$data$for$the$prediction$of$new$breeding$materials$had$not$been$conducted$in$crops.$Lastly,$realized$gain$from$GS$had$not$been$tested$in$wheat,$and$some$wheat$breeders$were$skeptical$about$how$well$GS$could$actually$work$in$practice.$$ Before$indicating$how$this$work$has$contributed$to$the$greater$body$of$
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knowledge,$its$important$to$emphasize$that$the$conclusions$presented$here$were$drawn$using$data$from$few,$or$only$one,$dataset$that$may$not$be$representative$of$other$wheat$data.$Readers$should$confirm$these$findings$using$their$own$datasets$prior$to$implementing$GS$in$their$programs.$$$ This$work$has$helped$to$fill$several$gaps$in$knowledge$about$how$to$implement$GS.$First,$missing$data$is$now$known$to$have$a$minor$impact$on$accuracy$if$marker$densities$are$sufficiently$high.$For$conservative$GS$practitioners$who$rely$on$unXordered$marker$sets,$random$forest$regression$imputation$(RFI)$can$be$recommended$prior$to$GS$to$ensure$accuracy$is$not$lost$due$to$missing$data.$Second,$GS,$rather$than$conventional$MAS$can$be$recommended$for$QR,$with$the$exception$of$the$FHB$resistance$trait$deoxynivalenol$content$which$was$best$predicted$using$QTL$linked$markers$alone.$$When$performing$GS$for$QR$traits,$loci$targeted$genotyping$is$recommended$in$addition$to$genomeXwide$genotyping$because$doing$so$could$enable$better$modeling$of$major$QTL.$Third,$model$training$with$historical$data$has$been$shown$to$be$risky.$Results$indicated$that$very$large$population$sizes$and$high$heritibilities$will$be$required$for$historical$data$to$achieve$sufficient$accuracies$even$when$model$training$and$validation$occur$within$the$same$population.$Lastly,$GS$for$wheat$stem$rust$QR$has$been$shown$to$be$as$effective$as$phenotypic$selection$on$a$perXunit$time$basis,$and$realized$gains$were$in$agreement$with$expected$gains,$confirming$that$GS$accuracy$relative$to$phenotypic$selection$accuracy$is$a$good$indicator$of$the$relative$efficiency$of$GS.$
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This$observation$should$also$hold$for$other$traits.$$$ Several$topics$worthy$of$additional$research$have$arisen$as$a$result$of$this$work.$The$development$of$faster$unordered$marker$imputation$methods$that$are$at$least$as$accurate$as$RFI$on$would$be$especially$useful$because$the$current$implementation$of$RFI$has$a$high$computational$burden.$In$addition,$the$value$of$lociXtargeted$genotyping$to$enable$better$modeling$of$major$QTL$should$be$confirmed$for$other$traits$where$major$QTL$have$been$characterized.$How$to$effectively$use$historical$data$for$model$training$will$require$more$studies$specific$to$individual$breeding$programs$and$traits.$In$particular,$the$number$of$lines$to$phenotype$and$the$number$of$evaluation$environments$for$model$updating$will$need$to$be$determined$to$maximize$genetic$gain$per$unit$time$and$cost.$Finally,$during$the$realized$gain$from$GS$study,$GS$was$found$to$reduce$genetic$variance$faster$than$phenotypic$selection$on$a$per$unit$time$basis.$The$impact$of$GS$on$the$genetic$variance$needs$to$be$confirmed$over$more$cycles$of$selection$and$for$other$traits,$and$the$implications$of$this$loss$in$genetic$variance$for$medium$term$genetic$gain$will$need$to$be$further$studied.$$$ )
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