We study a minimal model for the dynamics of spinons in quantum spin ice. The model captures the essential strong coupling between the spinon and the disordered background spins. We demonstrate that the spinon motion can be mapped to a random walk with an entropy-induced memory in imaginary time. Our numerical simulation of the spinon walk indicates that the spinon propagates as a massive quasiparticle at low energy despite its strong coupling to the spin background at the microscopic energy scale. We discuss the experimental implications of our findings.
We study a minimal model for the dynamics of spinons in quantum spin ice. The model captures the essential strong coupling between the spinon and the disordered background spins. We demonstrate that the spinon motion can be mapped to a random walk with an entropy-induced memory in imaginary time. Our numerical simulation of the spinon walk indicates that the spinon propagates as a massive quasiparticle at low energy despite its strong coupling to the spin background at the microscopic energy scale. We discuss the experimental implications of our findings. Fractionalization is the phenomenon whereby elementary excitations are produced by breaking apart the constituent degrees of freedom of a system [1] . It is manifest in experiments through the dynamic response of the fractional excitations. For example, perturbing a onedimensional quantum Ising ferromagnet excites a pair of domain walls instead of a magnon. This results in a distinctive continuum as opposed to sharp resonance in neutron scattering spectra [2] . In classical spin ice, the spins carry magnetic dipole moments [3] . The excitation is a mobile magnetic charge known as monopole, which can be regarded as a half of the dipole moment [4] [5] [6] . The diffusion of these monopoles gives rise to the unique magnetic relaxation behaviour of classical spin ice [4, [7] [8] [9] . Although crucial to the interpretation of experimental results on fractionalization, the dynamics of fractional excitations in two and three dimensions remains poorly understood. The microscopic models describing their dynamics are often strongly coupled. Thus, except for a small set of solvable models [10, 11] , the theoretical and numerical tools to tackle such problems are largely lacking.
Quantum spin ice (QSI) is a novel family of spin ice magnets with substantial quantum fluctuations [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . The fractional excitations in QSI are spinons, which are the quantum analog of monopoles in classical spin ice. As opposed to a monopole, whose diffusion is the result of thermal fluctuations, the spinon propagates in QSI via quantum tunnelling. Central to the understanding of recent experiments probing the dynamics of QSI materials [32, 33] , the spinon dynamics has long been recognized as a challenging strong-coupling problem [34] . The spinon moves in a disordered spin background. The orientation of background spins controls the spinon motion, whereas the spinon motion in turn alters the spin background. One may naturally ask what a suitable framework for understanding the spinon dynamics is in QSI, and furthermore, whether there is a simple picture for the spinon propagation. In this Letter, we answer these questions by studying a minimal model that captures the essential features of single-spinon dynamics in QSI [34, 35] . We demonstrate that the spinon motion can be understood as a quantum walk with an entropy-induced mem- ory. Equipped with this framework, we find that the spinon dynamics exhibits a remarkable renormalization phenomenon where the spinon propagates as a massive, nearly free quantum particle at low energy despite its strong coupling to a disordered spin background at the lattice scale.
QSI is best understood near the classical limit. We therefore start with the classical spin ice model [3] . To this end, we partition a diamond lattice into A and B sublattices. S = 1/2 spins reside on the links. S ergy only depends on magnetic charge, each degenerate manifold has a fixed number of spinons.
When quantum fluctuations set in, states belonging to the same degenerate manifold may tunnel into each other. As a result, the spinons can hop in the lattice via quantum spin flipping processes. Consider a Q = 1 spinon at the site i. Of the four spins on the links emanating from i, three point toward i and one points away from i. Flipping the spins that point toward i moves the spinon to the neighbouring sites. However, flipping the spin that points away from i creates a Q = 2 spinon and a Q = −1 spinon, whereby the energy is increased by J (Fig.1b) . When the energy scale of quantum fluctuations is small compared to J, one may neglect spinon creation processes. Thus, a Q = 1 spinon must move against the direction of neighbouring spins. Likewise, a Q = −1 spinon must move along the direction of the neighbouring spins [7, 8, 34, 35] .
We now write down the minimal model for spinon dynamics [34, 35] . We consider a lattice of N sites with periodic boundary conditions. Since we are interested in single spinon dynamics, we naturally wish to consider only one spinon. However, a spin ice system with periodic boundary condition must be charge neutral. We therefore have to include a pair of Q = ±1 spinons. The Hamiltonian in the 2-spinon Hilbert space is given by,
Here, H c and H d are Hamiltonians describing the hopping of the Q = 1 and Q = −1 spinon respectively, and we have scaled the spinon hopping amplitude to 1. The first summation in the second line is over all A sublattice sites. N (i) denotes the nearest neighbours of i.
creates a spinon at i, whereas c i (d i ) destroys a Q = 1(−1) spinon at i. Spinon operators belonging to different sites commute. We impose the hard-core condition that each site can be occupied by at most one spinon, c †
are spin raising and lowering operators.
Because the location of spinons and the spin configuration are not independent, we must impose the following magnetic charge condition as a constraint,
where Q i is the previously defined magnetic charge at site i. Note Eq. (1) preserves this constraint.
We now seek the approximate ground state of Eq. (1) when N is large. To this end, we consider the column sum of Hamiltonian matrix elements, R α = β β|H|α . α and β label the basis states of the 2-spinon Hilbert space. R α counts the number of flippable spins in α. If the spinons are not in each other's proximity, there are 6 flippable spins. Thus, R α = −6. If the spinons occupy nearest-neighbour sites in α, some of their hopping processes are blocked by the hard-core constraint, and hence R α = −4 (Fig. 1a) . However, the fraction of such states in the Hilbert space is of order 1/N , which is negligible for large N . Thus, the column sum of H is a constant if we neglect rare spinon scattering events, which implies the following is an approximate eigenstate of Eq. (1),
Ω is the Hilbert space dimension.
Provided that H is ergodic, the Perron-Frobenius theorem implies Eq. (2) is the ground state [36] [37] [38] .
Having established the approximate ground state of Eq. (1), we move on to discuss the spinon dynamics. Ideally, one would like to study the spinon propagator. However, the usual single-particle propagator of a spinon is not gauge invariant, and hence its behaviour may depend on the gauge choice. Instead, we characterize the spinon dynamics through the time-dependent position correlation function. Without loss of generality, we consider the Q = 1 spinon,
C ij measures the probability of finding the spinon on site j at time τ given that it was found on site i at time 0. 1/N is the probability of observing the spinon on site i. |N is the exact ground state for finite N . We have performed the Wick rotation, it → τ . In the second line, we take the N → ∞ limit. In this limit, the two spinons are almost never in each other's proximity. Therefore,
We express Eq. (3) as a path integral to make the relation between C ij (τ ) and the spinon walk explicit:
where the summation is over all Q = 1 spinon walks γ that starts from site i at time 0 and arrives at site j at time τ (Fig.2a) . At each step, the spinon either hops to neighbouring sites or stays at the same site within the time interval δτ . L is the total number of spinon hops. Note the Q = −1 spinon doesn't contribute as its position does not evolve under H c . The weighing factor W γ is defined as,
ii 1 , i 1 i 2 · · · i L−1 j stand for the time-ordered sequence of links traversed by the Q = 1 spinon in the walk γ. S ± ij is either the raising or lowering operator, depending on the hopping direction (Eq. (1)). P i projects onto basis states with the spinon located at site i. The second equality follows from Eq. (2). W γ reflects the fact that the spinon hopping must be accompanied by successive spin flips. Had W γ been absent, Eq. (4) would be identical to the path integral for a free particle.
We proceed to simplify Eq. (5) . To this end, we consider a link ab, where a ∈ A and b ∈ B. When the spinon hops from a to b, the spin S z ab flips from −1/2 to 1/2. Next time the spinon traverses the link ab, it must hop from b to a so that S z ab flips back to −1/2. Otherwise, the matrix element is zero. Thus, if the spinon is to pass a link multiple times, it must traverse the link in alternating directions. We denote the set of walks that obey this condition by Γ. W γ = 0 if γ ∈ Γ (Fig. 2b) .
We then rearrange the product of spin operators,
, where the product is over the trail of γ, which we define as the set of distinct links traversed by the spinon. As γ ∈ Γ, S + ab and S − ab appear alternatively. Thus,
Here σ ab is the eigenstate of S z ab . The upper case corresponds to S + ab appearing at the rightmost position in the string. In this case, the Q = 1 spinon hops from a to b when it traverses the link ab for the first time. The spin S z ab must point from b to a in the initial state, which is reflected in the Kronecker delta δ σ ab ,−1/2 . Similarly, the lower case corresponds to the spinon hopping from b to a upon the first traversal, and the Kronecker delta δ σ ab ,1/2 ensures the spin S z ab points from a to b. Combining Eqs. (5) and (6), we find
P i (α) is the diagonal matrix element of P i . P i (α) = 1 if the Q = 1 spinon is at site i in the initial state α, and P i (α) = 0 otherwise. The Kronecker deltas select the initial states in which σ ab , the spins residing on the trail of γ, point against the direction of the first traversal ( Fig. 2c) . We have replaced Ω/N by α P i (α), which follows from the lattice translation symmetry. Eqs. (4) and (7) show that the spinon acquires a memory after integrating out background spins. In particular, W γ is entropic in nature. The numerator in Eq. (7) counts the number of initial states that are compatible with the walk γ, whereas the denominator counts the total number of initial states. The entropic nature of W γ implies that the spinon prefers to retrace the links it traversed before. To see this, we compare two walks γ 1 and γ 2 of the same length (Fig. 2d) . The spinon retraces a link twice in γ 1 , and hence the trail of γ 1 has fewer links than γ 2 . Since fewer spins have their orientation fixed in γ 1 , more initial states are compatible with γ 1 than γ 2 . Thus, γ 1 has larger contribution to Eq. (4).
In lieu of exact formulae, we estimate W γ by generalizing the Pauling approximation (PA) [39] . The PA treats the spin correlation within a vertex, i.e. the group of four spins surrounding a lattice site, exactly and neglects long-range spin correlations. We find [37] ,
Here, w a is the contribution from the vertex at site a.
The values of w a are tabulated in Fig. 3 . The product is over all sites a in the trail. To assess the accuracy of PA, we perform an exact enumeration of Eq. (7) 40, 41] . We first study the mean squared displace- 1, 0, 0) . The spectra are constructed from maximum entropy analytic continuation (blue dots) and moment expansion (red line). Note the data for some q are rescaled. (Fig. 4) . R ij is the vector pointing from i to j. The data show the slope of R 2 monotonically decreases, reflecting the retracing nature of the spinon walk. For large τ , R 2 approaches linear behaviour. Recall that the Schrödinger equation becomes a diffusion equation after the Wick rotation. In particular, R 2 = 3τ /m for a free particle with mass m moving in three dimensions. Thus, the data indicate that the spinon propagates as a free massive particle at low energy. To estimate the spinon effective mass m eff , we fit R 2 to a linear function and find m eff ≈ 0.51, which is slightly larger than twice that of the tight-binding effective mass m tb = 0.25. To corroborate the above picture, we study C q (ω), the Fourier transform of C ij (t) in space and real time t. The spinon band bottom and top are located at the energy −3 and 3 respectively. Thus, C q (ω) is non-zero only in the frequency window ω ∈ [0, 6]. Fig. 5 presents C q (ω) along the high symmetry direction (q, 0, 0). C q (ω) is constructed from the imaginary time data C q (τ ) through the maximum entropy analytic continuation [37, 42, 43] . The spectra at q < π/2 is obtained from π − q > π/2 by using the sublattice symmetry C q (ω) = C Q−q (6 − ω), where Q = (π, 0, 0). We also use the first 16 power moments to construct the spectrum [37, 44] .
Our model conserves the spinon number, which implies C q=0 (ω) = δ(ω) (not shown). We thus expect C Q (ω) = δ(ω − 6) from the sublattice symmetry. The spectrum at q = π indeed is a sharp peak at ω = 6. For q near 0 or π, the peak remains sharp. This can be compared to a free particle in the continuum, whose C q (ω) is a delta function located at the particle kinetic energy. Our data suggest that the spinon behaves as a quasiparticle near the band bottom and top. The peak broadens as q approaches q = π/2, at which point we observe a broad main peak at ω = 3 and two satellite peaks, indicating the spinon propagation is much less coherent at the band centre.
The emergence of near-free particle behaviour from the intricate interplay between the spinon and the spin background comes as a surprise, which we heuristically understand as a consequence of spinon retracing. The spinon strongly interacts with itself when it travels in a loop and revisits a link. The interaction comes as a hard constraint on the direction of traversal (Fig.2b) . However, the spinon prefers retracing its previous steps, which reduces the probability of the revisiting events. Such interaction thus becomes ineffective. Furthermore, since retracing makes it harder to propagate through the lattice, the spinon acquires a larger effective mass than its tight-binding counterpart.
Our study of the minimal model Eq.
(1) provides a starting point for understanding the dynamics of QSI. The model is applicable when the spinon interaction can be neglected and the quantum fluctuation energy scale h is small compared to spin ice exchange energy J. Beyond the minimal model, many interesting questions remain open. In some QSI materials, the spin dipolar interaction may be important. It will induce a Coulomb force between the spinons, which gives the possibility of spinon bound states [5, 35] . Furthermore, more careful modelling is required when h and J are comparable, such as in the material Yb 2 Ti 2 O 7 [17] . Finally, our study focuses on single-spinon dynamics. A theory of manyspinon dynamics would be needed to fully address experiments probing QSI dynamics at hydrodynamic time scales [32, 33] .
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is ergodic in the 2-spinon Hilbert space. In other words, one can reach any basis state |β by repeatedly acting the Hamiltonian H on any other basis state |α . We take the lattice to be finite and impose periodic boundary conditions. To this end, we consider the transition graph from |α to |β [36] . The transition graph is constructed as follows: one compares the state β and α. If a spin S z ij is flipped in β with respect to state α, we colour the link ij. The transition graph G is made of the coloured links.
In the absence of spinons, the transition graphs G consists of loops. In this case, the zero magnetic charge condition Q i = 0 is enforced on every vertex. To preserve the Q i = 0 condition, spins belonging to the vertex i must be flipped in pairs. Thus, the degree of each site in the transition graph G is an even number, which implies that G is made of loops. Furthermore, the spins in the same loop point along the same direction in state α. occupied by spinons. Thus, in the transition graph G, the degree of spinon sites is an odd number, which implies these sites are end points of open strings. The spins belonging to the same open string all point along the same direction in state α.
In particular, when there are two spinons in the system, four sites of the transition graph are occupied by the spinons. We label the spinon sites as x α , x β , y α , and y β . x α and y α are the location of Q = 1 and Q = −1 spinons in state α, respectively. By the same token, x β and y β are the location of Q = 1 and Q = −1 spinons in state β, respectively. The topology of open strings thus fall into two kinds. In the first kind (Fig.7a ), x α and x β are connected by an open string, and so are y α and y β . In the second kind (Fig.7d ), x α and y α are connected, and x β and y β are connected. Note that it is impossible to connect x α to y β , i.e. to connect a Q = 1 spinon to a Q = −1 spinon, as the magnetic charge of a spinon doesn't change. To proceed, we need the following lemma: In a sufficiently large diamond lattice with periodic boundary conditions, the spinons can reach any lattice site i starting from any state α by successive spin flips. We provisionally accept the lemma without proof but provide arguments in its favour at the end of this section.
We first consider elementary case (a). In this case, we may reach state β from α by flipping all spins in the loop (Fig.6a) . We can do this in three steps. First, we move a Q = 1 spinon from x α to i, a site belonging to the loop, along a path γ (Fig.6b&c) . This is possible thanks to the lemma. In particular, the spins on γ all point from i to x α in state α. After transporting the spinon along γ, the spins now all point from i to x α . Next, the spinon is moved around the loop and thereby flip all the spins in the loop (Fig.6d) . Last, the spinon is transported back from i to x α along the path γ (Fig.6e) . As a result, the states of spins on γ are restored.
We need to modify the above operations slightly if the Q = −1 spinon resides on the loop (Fig.6f) . In this case, we need first move the Q = −1 spinon one step away from the loop (Fig.6g) , move the Q = 1 spinon around the loop, and then move the Q = −1 spinon back to its original location (Fig.6h) .
We then consider the elementary case (b) (Fig.7a) . In this case, one open string γ 1 connects the point x α and x β , and the other open string γ 2 connects y α and y β . We can reach β from α by first moving the Q = 1 spinon from x α to x β along γ 1 and then moving Q = −1 spinon from y α to y β along γ 2 (Fig.7b&c) .
Finally, we consider the elementary case (c) (Fig.7d) . In this case, the one open string γ 1 connects the point x α and y α , and the other open string γ 2 connects x β and y β . In the state α, all the spins on γ 1 point from y α to x α , and all the spins on γ 2 point from x β to y β . We can reach β from α in two steps. In the first step, we transport the Q = 1 spinon from x α to x β along some path γ 3 and the Q = −1 spinon from y α to y β along γ 4 (Fig.7e&f) . This operation is possible thanks to the lemma. As a result, all the spins on γ 3 now point from x α to x β , and all the spins on γ 4 now point from y β to y α . In the next step, we observe that γ 1 , γ 2 , γ 3 , and γ 4 form a loop. Thus, we move the Q = 1 spinon around this loop following the same procedure in the elementary case (a) (Fig.7(g) ). As a result, the spins on γ 1 and γ 2 are flipped, whereas spins on γ 3 and γ 4 are restored to their original state in α.
To sum up, we have shown that the Hamiltonian Eq.A1 is ergodic given the lemma. We now argue that the lemma is indeed true. Without loss of generality, we consider the Q = 1 spinon. It is sufficient to show that, in any basis α, there exists a string of spins that connect x α , the location of the Q = 1 spinon, and an arbitrary lattice point i and that all the spins on the string point toward the spinon.
Let us first consider a maximally polarized state α 0 (Fig.8) . In α 0 , all spins point upward except for a string of downward spins connecting the Q = 1 spinon and the Q = −1 spinon. It is easy to see that there exists a string of spins connecting the Q = 1 spinon and an arbitrary lattice point i. The spins on the string all point from i to x α0 . We denote this string by γ. Note that the periodic boundary condition is crucial. Otherwise, the spinon can only move downward and the proposition is false.
We now consider a generic state α in which the spinons are located at the same sites as in α 0 . The transition graph from α 0 to α consists of only loops as the spinons don't move. In other words, one can reach the state α from the state α 0 by flipping spins around loops. Such loop flipping operations may deform the said string γ, but they will never break it. Thus, we see that the said string γ also exists in the state α.
We have also performed numerical checks on the ergodicity of Hamiltonian Eq. (A1) on a two-dimensional square lattice. Numerical results show that H is ergodic on 2 × 3 and 3 × 3 lattices.
Appendix B: Pauling approximation
The weighting factor W γ is given by,
We estimate Eq. (B1) by generalizing the Pauling approximation.
In the Pauling approximation, the correlation within a vertex, i.e. the four spins around a site, is treated exactly, but long-range spin correlations are essentially neglected. We first consider the denominator of the Eq. (B1):
Here σ a1 , σ a2 , σ a3 , σ a4 are the four spins surrounding the site a, or the vertex at a. V a is the interaction between the four spins, which enforces the magnetic charge conditions. Specifically, V a (σ a1 , σ a2 , σ a3 , σ a4 ) = 1 if σ a1,a2,a3,a4 obey the magnetic charge condition on a 0 otherwise .
Recall the spinon resides on site i. On this site, the condition Q a = 1 is enforced. When a = i, the condition Q a = 0 is enforced. σ is the summation over all spin states. · · · stands for the average in the ensemble where each spin is independent and takes value ±1/2 with equal probability. 2N is the total number of spins. In the Pauling approximation, the vertices are treated as independent,
By the same token, we can estimate the denominator of Eq. (B1). Similar to the denominator, the numerator also counts the number of spin states that obey the magnetic charge conditions. Different from the denominator, the orientation of spins on trail, σ ab , is fixed whereas the other spins are free to take two possible orientations ±1/2. However, thanks to the magnetic charge conditions, the orientation of some spins, even though they do not belong to the trail, can be inferred. As an example, we consider the vertex configuration (a) shown in the left panel of Fig.9 . There is no spinon present at this vertex, and therefore two spins much point toward the vertex and the other two spins must point away. Here the orientation of three spins are already known, which implies that the spin on the untraversed link (dashed line) must point toward the vertex. In this case, we extend the trail by including this new spin. Similar reasoning applies to another configuration (b) shown in the left panel of Fig.9 .
After extending the trail, we can now estimate the numerator,
· · · stands for the average in the ensemble where σ ab , the spins on trail of γ, take fixed value while the rest are independent and free. l is the number of spins on trail. 2N − l is the number of free spins. In the last step, we again use the Pauling approximation. Combining the above results, the weighting factor W (γ) takes the following form,
a ∈ γ stands for the sites visited by the spinon. The first equality follows from the fact that V a = V a if the vertex a is not visited by the spinon. l a is the number of traversed links in vertex a. In the second equality, we have used the fact that a l a = 2l. w a is the weight associated with the site a. w a only depends on the configuration of the vertex at a. Its values are tabulated in the right panel of Fig.9 . Note that two configurations that are related by permuting the four spins of the vertex have the same weight. To see how the results in the right panel of Fig.9 are derived, we take the vertex configuration (c) as an example. The weights for other vertex configurations can be derived along similar lines. The condition Q = 0 is imposed on this vertex. On the one hand, if we do not specify the spin orientation at all, the vertex has 4 free spins, or 2 4 states, 6 of which obey the Q = 0 condition. Thus, V a = 3/8. On the other hand, in the configuration (c), the orientation of two spins are fixed, and the other two are free. The vertex can take 4 states, 2 of which obey the constraint. Thus, V a = 1/2. Combining the two results, we find w a = 2 −la/2 V a / V a = 2/3. To assess the accuracy of the Pauling approximation, we have also performed an exact enumeration of Eq.B1 on a cluster of 40 spins with open boundary condition (Fig.10) . We take several trails with various length and shape. We define the relative error ≡ |W . We find that, for trails of up to 7 steps, the values of W γ from the two different approaches differ by less than 1%. For details see Table I . Therefore, we are confident that the Pauling approximation should be reliable. The second equality follows from the fact that Φ|c † i c i |Φ = 1/N . The third equality follows from H c |Φ = −3|Φ . Following the derivation in the paper, we rewrite C ij (τ ) as a path integral,
In the numerator, the summation is over all walks γ starting from site i at time 0 and arriving at site j at time τ . The time lapse of each step is δτ . In each step, the spinon can either hop to a neighbouring site or to stay at where it is. The number of hops is L γ . We take the formal limit δτ → 0. Likewise, in the denominator, the summation is over all walks γ that starts from i at time 0 and arrives at any site at time τ . W γ is the weighting factor. We employ the Pauling approximation to estimate the weighting factor. Therefore,
stands for the Pauling estimate of the weighting factor. Note A i (τ ) ≡ 1 had we used the exact value of W γ . However, since we use the Pauling estimate, A i (τ ) is no longer a constant.
We use continuous time Monte Carlo to sample both the numerator A ij (τ ) and the denominator A i (τ ) [41] . To this end, we label the walk γ as a sequence of time-ordered links traversed by the spinon, i 1 j 1 , i 2 j 2 , · · · , and the hopping events happen at time τ 1 , τ 2 , · · · . s n denotes the first n steps of γ. We then consider the following continuous time random walk. The waiting time ∆ between two hops is drawn from the exponential distribution
The transition probability from s n to s n+1 is given by
Here W Pauling sn is the weighting factor of the first n steps of the walk. In particular, T sn→sn+1 = 0 if s n+1 ∈ Γ. N sn is the normalization factor to ensure sn+1 T sn→sn+1 = 1. The first step is drawn with probability p s1 = 1/4.
We generate γ by successively hopping the spinon according to the above random walk rules. We imagine the spinon carries a clock. We set the clock to time 0 initially and turn it forward after each hop. We stop the walk when the clock time exceeds τ . The probability for the walk γ is given by,
are the waiting time between hops, and r(τ 1 )dτ, r(
)dτ are their corresponding probabilities. Since the walk must stop at time τ , the waiting time ∆ between the Lth step and the L+1-th step must exceed τ −τ L . The integral represents its probability. We have used W Pauling s1
= 3/4 in the last equality.
It is important to note that the above random walk rules generate all γ with non-zero weight. If W 
We sample A ij (τ ) based on Eq. (C7). The denominator A i (τ ) is sampled in the same vein.
Appendix D: Analytic continuation
We use analytic continuation to construct C q (ω) from the imaginary time data C q (τ ),
C q (τ ) is given by,
where A q (τ ) is the spatial Fourier transform of A ij (τ ). The analytic continuation is performed by using the standard maximum entropy method [42] . It is known that the maximum entropy method becomes less reliable at the high energy end of the spectrum. To remedy this, we use the first 7 power moments of C q (ω) to construct the default model [43] . Note we use only the first moment to construct the default model for q = (π, 0, 0) because the spectrum is a simple delta peak at (π, 0, 0).
The power moments of C q (ω) are related to the short-time expansion of C q (τ ),
q − c 
One can show that the expansion coefficients are given by,
The summation is over all k-step walks s on the diamond lattice. At each step, the spinon hops to a neighbouring site. Note that the spinon doesn't stay at the same site, which is slightly different from the path integral in the main text. W Pauling s is the weighting factor of the walk. R s is the vector connecting the starting point and the end point of the walk s. We evaluate Eq. (D5) by brute-force enumeration. Once the coefficients a q . C q (τ ) decays monotonically as τ increases. As we can see from Eq. (D1), C q (τ ) decays faster if most of the spectral weight of C q (ω) is at the higher energy. Hence, along the high symmetry direction q = (q, 0, 0), it takes less efforts to obtain high precision Monte Carlo results for q closer to π, where the spectrum is located near the top of the spinon energy band. We therefore use the Monte Carlo for π/2 < q < π, and use the sublattice symmetry C q (6 − ω) = C Q−q (ω) (see Section E) to obtain the spectrum for 0 < q < π/2. Here Q = (π, 0, 0). For q = π/2, we use the sublattice symmetry C Q/2 (ω) = C Q/2 (6 − ω) to constrain the maximum entropy analytic continuation process.
Appendix E: Sublattice symmetry of Cq(ω)
To see that C q (ω) does possess the sublattice symmetry, we consider the path integral representation of C q+Q (τ ),
L is the number of spinon hops along the world line γ. On the one hand, we observe that the spinon alternatively occupies A and B sites. In our coordinates convention, the coordinates of the A sites are even integers, while the coordinates of the B sites are odd integers. Thus,
On the other hand, the path integral representation of C q (−τ ) is given by,
Comparing Eq.(E2) and Eq.(E3), we find, C q+Q (τ ) = e −6τ C q (−τ ).
Combining the above identity with Eq. (D1), we obtain C q+Q (ω) = C q (6 − ω).
Furthermore, the bond-centre inversion symmetry implies,
Combing the above two identities, we find,
