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a b s t r a c t
A numerical scheme is proposed to solve singularly perturbed two-point boundary value
problems with a turning point exhibiting twin boundary layers. The scheme comprises a
B-spline collocationmethod on a uniformmesh, which leads to a tridiagonal linear system.
Asymptotic bounds are established for the derivative of the analytical solution of a turning
point problem. The analysis is done on a uniform mesh, which permits its extension to
the case of adaptive meshes which may be used to improve the solution. The design of
an artificial viscosity parameter is confirmed to be a crucial ingredient for simulating the
solution of the problem. Some relevant numerical examples are also illustrated to verify
computationally the theoretical aspects.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Numerical treatment of singular perturbation problems has received a great deal of attention in past. These types of
problems arise in various fields of physics and engineering such as fluid flows at high Reynolds numbers, heat and mass
transfer with high Peclet numbers [1,2], drift–diffusion equation of semiconductor devicemodeling [3] and electromagnetic
field problems inmovingmedia [4]. In general the solution of singular perturbation problems possess boundary and interior
layers, when the singular perturbation parameter ϵ is small. These layers are the thin regions in the domain where the
solution changes rapidly and the spurious oscillations have been found in the computed solutions using the classical finite
difference scheme, as the singular perturbation parameter ϵ approaches zero. Therefore, to avoid these oscillations, we
need either to derive a scheme which reflects the nature of the solution in these layers, or to derive a method using a class
of special piecewise uniform mesh, which is constructed a priori of functions of sizes of parameter ϵ and number of mesh
points. These strategies fall under the class of fitted operator methods and fitted mesh methods respectively. For further
discussions readers may refer to [5–8].
The singularly perturbed turning point problem is attractive to both applied mathematicians and pure mathematicians
due to the fact that the solution exhibits some interesting behaviors such as boundary layer, interior layer and resonance
phenomena [9–11]. In particular, singularly perturbed turning point problems receivedmuch attention in the literature due
to the complexity involved in finding uniformly valid asymptotic expansions unlike non-turning problems. In this paper, we
consider the following singularly perturbed two-point boundary value problem with a turning point at x = 0:
Lu(x) ≡ ϵu′′(x)+ a(x)u′(x)− b(x)u(x) = f (x), x ∈ Ω = (−1, 1), (1.1a)
u(−1) = A, u(1) = B, (1.1b)
where ϵ is a small perturbation parameter satisfying 0 < ϵ ≪ 1, A and B are given constants, and the coefficient functions
a, b and f are sufficiently smooth functions. The points xi where a(xi) = 0 are called turning points. The bounds on the
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behaviour of the solution u(x) near a given turning point xi depends specifically (see Ref. [10]) on ϵ and on the parameter
λi = b(xi)/a′(xi). If λi < 0, then u(x) is smooth near x = xi, i.e., there is no internal layer at xi, on the other hand if λi ≥ 0,
then there is in general an internal layer at xi, the nature of which depends on λi. In general a solution of (1.1) has a boundary
layer at x = −1 (x = 1) if and only if a(−1) > 0 (a(1) < 0). To ensure that the solution of Eq. (1.1) has twin boundary
layers, we impose the following restriction
a(0) = 0, a′(0) < 0. (1.2)
Moreover, for some τ > 0 there exists a positive constant α, such that
|a(x)| ≥ α > 0, τ ≤ |x| ≤ 1. (1.3)
In order that the solution of Eq. (1.1) satisfies a comparison principle, we require that
b(x) ≥ 0, b(0) > 0. (1.4)
Also b(x) is required to be bounded below by some positive constant β , i.e.,
b(x) ≥ β > 0, x ∈ Ω¯ = [−1, 1], (1.5)
to exclude the so-called resonance phenomena [9]. We also impose the following restriction which ensures that there are
no other turning points in the interval [−1, 1]:
|a′(x)| ≥
a′(0)2
 , x ∈ Ω¯ = [−1, 1]. (1.6)
Under these assumptions (1.2)–(1.6), the turning point problem (1.1) possesses a unique solution having twin outflow
boundary layers at x = −1 and x = 1 i.e., at both the end points [10]. In this case, the turning point x = 0 is sometimes
called a diverging flow or expansion turning point. In inviscid fluid dynamics, the diverging flow turning point corresponds
to a sonic point.
The turning point is simple if a(x) vanishes at x = 0 and is called a multiple turning point, if not only a(x) but its first
derivative as well vanishes at x = 0. Simple turning point problems have attracted the most attention of all turning point
problems, both analytically and numerically. The present work deals with the simple turning point problems. However, for
multiple turning point problems, one can see, [10,12].
Abrahmsson [9] derived a priori estimates for the solution of singular perturbation problems with a turning point.
Many authors have considered finite difference schemes for such problems. Berger et al. [10] gave a rigorous analysis
and priori estimates of a numerical method based on finite difference schemes. Farrell [11] derived sufficient conditions
for uniform convergence in the discrete L∞ norm of a difference scheme for these turning point problems. Wasow [13]
and O’Malley [14] studied qualitative aspects of these problems, like existence, uniqueness and asymptotic behavior of the
solution. Sun and Stynes [15] usedGalerkin finite elementmethods on various piecewise uniformmeshes for such problems.
They proved that the method is uniformly convergent in a weighted energy norm and in the usual L2 norm. Clavero and
Lisbona [16]presented a uniformly convergent finite difference method for such problems with turning points, whereas,
Surla and Uzelac [17] solved them by taking a linear combination of the two spline difference schemes: the El Mistikawy
and Werle (EMW) scheme [10] and the improved El Mistikawy and Werle (IEMW) scheme [18]. Kadalbajoo and Arora [19]
proposed a collocationmethod based on artificial viscosity for the singularly perturbed two-point boundary value problems.
Kadalbajoo and Patidar [20] considered a numerical method based on cubic spline approximation with nonuniform mesh
for the singularly perturbed two-point boundary value problems having turning point.
In this paper, we propose and analyse the B-spline collocation method to solve problems of type (1.1) with a uniform
mesh. Here, we replace the perturbation parameter ϵ affecting the highest derivative by artificial viscosity η(x, ϵ). The
artificial viscosity is then determined using the asymptotic expansion approximation and the corresponding collocation
scheme for the boundary layer problem. Spline collocation methods are more economical and straightforward to use, since
they require no numerical integrations as in the finite element or Galerkin approximate. The B-spline collocation method
involves only 3(N + 3) simple point evaluations Lφi(xj) of the basis functions under the operator L, while the Galerkin
method requires 3(N + 1) integrations before the linear system can be inverted. This is one of the very positive aspects
of the collocation methods as contrasted with the finite element methods. Also, the B-spline collocation method in solving
differential equations leads to banded matrices with a small number of bands, as opposed to the full matrices one obtains
using (say), polynomials, trigonometric functions, and other well-known non-piecewise approximates.
The rest of the paper is organized as follows. In Section 2, we present some analytical results for continuous problem
and bounds for the derivative of the exact solution of the turning point problem (1.1). In Section 3, we use the B-spline
collocation method to solve singularly perturbed two-point boundary value problem with turning point and the artificial
viscosity parameter which is a crucial ingredient for simulating the solution of the problem, has been designed in Section 4.
In Section 5, stability and convergence of the B-spline collocationmethod has been discussed. In Section 6, numerical results
and graphs with discussions are presented and comparisons are made with other solutions. Finally, a summary of the main
conclusions is given at the end of the paper in Section 7. Throughout the paper we use C as a generic positive constant
independent of ϵ and mesh parameter.
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2. Continuous problem
In this section, explicit bounds for the solution of turning point problem (1.1) and its derivative are derived. We first use
the minimum principle to show that the solution of (1.1) is bounded. We divide the interval Ω¯ into three subintervals as
Ω1 = [−1,−τ ],Ω2 = [−τ , τ ] andΩ3 = [τ , 1] such that Ω¯ = Ω1 ∪Ω2 ∪Ω3, where 0 < τ ≤ 1/2.
Lemma 2.1 (Minimum Principle). Let u(x) ∈ C2(Ω¯), satisfying u(±1) ≥ 0, such that Lu(x) ≤ 0,∀x ∈ Ω . Then u(x) ≥ 0, ∀x ∈
Ω¯ .
Proof. The proof easily follows by contradiction. Assume that there exists a point x∗ ∈ Ω¯ such that u(x∗) = minΩ¯ u(x) and
assume that u(x∗) < 0. Therefore, from the given boundary conditions, x∗ ∉ {−1, 1}. It follows from the definition of x∗
that u′(x∗) = 0 and u′′(x∗) ≥ 0. But then
Lu(x∗) = ϵu′′(x∗)+ a(x∗)u′(x∗)− b(x∗)u(x∗) > 0,
which is a contradiction. It follows that u(x∗) ≥ 0 and thus we obtain u(x) ≥ 0, ∀x ∈ Ω¯ . 
Lemma 2.2. If u(x) is the solution of the problem (1.1), then ∀ϵ > 0 we have
‖u(x)‖ ≤ ‖f ‖
β
+max(|A|, |B|), ∀x ∈ Ω¯.
Proof. Let us define φ(x) = ‖f ‖/β +max(|A|, |B|), where for any given function g(x), ‖g‖ is defined by
‖g‖ = max
x∈Ω¯
|g(x)|.
Now applying the Lemma 2.1 to comparison functions φ(x)± u(x), we get the required estimate immediately. 
Further, we give bounds for u and its derivative in the subinterval Ω1 and Ω3 individually, which exclude the turning
point x = 0.
Theorem 2.3. If u(x) is the solution of turning point problem (1.1) and a, b and f ∈ Cm(Ω¯), m > 0, then the bounds
|u(i)(x)| ≤ C[1+ ϵ−i exp(−α(x+ 1)/ϵ)], i = 1, . . . ,m+ 1, x ∈ Ω1,
|u(i)(x)| ≤ C[1+ ϵ−i exp(−α(1− x)/ϵ)], i = 1, . . . ,m+ 1, x ∈ Ω3,
are valid for any τ > 0. Here α and C are generic positive constants independent of ϵ and x.
Proof. Following the approach given in [21,7], the bounds for the derivatives are obtained inΩ1. In a similar way, one can
prove an analogous result inΩ3. The proof follows by induction. From Lemmas 2.1 and 2.2 we have
|u(x)| ≤ C ∀x ∈ Ω1. (2.1)
Differentiating i times both side of the original equation Lu = f we have
L˜u(i) = fi, i = 1 · · ·m+ 1,
whereLu(x) ≡ ϵu′′(x) + a(x)u′(x), f0 = f and fi, i = 1 · · ·m + 1, depends on u, a, b, f and their derivatives of order up to
and including i. Using induction hypotheses the following estimates hold
|u(i)(x)| ≤ C[1+ ϵ−i exp(−α(x+ 1)/ϵ)], x ∈ Ω1,
and
|fi(x)| ≤ C[1+ ϵ−i exp(−α(x+ 1)/ϵ)], x ∈ Ω1.
In particular then |u(i)(−1)| ≤ C(1+ ϵ−i) and |u(i)(−τ)| ≤ C(1+ ϵ−(i−1)), since ϵ−1e−α/ϵ ≤ C . Therefore
|u(i)(−1)| ≤ Cϵ−i and |u(i)(−τ)| ≤ Cϵ−(i−1). (2.2)
Further we define the function
θi(x) = 1
ϵ
∫ x
−1
fi(t)e−(A(x)−A(t))/ϵdt,
where A(x) is the indefinite integral of a(x). It is easy to verify that
u(i)p (x) =
∫ x
−1
θi(t)dt
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is a particular solution of the equation L˜u(i) = fi. Therefore its general solution can be written as
u(i) = u(i)p + u(i)h ,
where the homogeneous solution u(i)h satisfies
L˜u(i)h = 0, u(i)h (−1) = u(i)(−1), u(i)h (−τ) = u(i)(−τ)− u(i)p (−τ).
Now introducing the function
φ(x) =
 x
−1 e
−A(t)/ϵdt −τ
−1 e−A(t)/ϵdt
. (2.3)
It is clear that L˜φ(x) = 0, φ(−1) = 0, φ(−τ) = 1 and 0 ≤ φ(x) ≤ 1. Then u(i)h is given by
u(i)h (x) = u(i)(−1)(1− φ(x))+ (u(i)(−τ)− u(i)p (−τ))φ(x).
Thus above leads to the expression for u(i+1) given by
u(i+1)(x) = u(i+1)p + u(i+1)h = θi(x)+ (u(i)(−τ)− u(i)p (−τ)− u(i)(−1))φ′(x).
Bounds of a(x) lead to the estimate
|φ′(x)| ≤ Cϵ−1e−α(1+x)/ϵ . (2.4)
Furthermore, putting the estimate for fi and then evaluating the integral, gives
|θi(x)| ≤ C(1+ ϵ−(i+1)e−α(1+x)/ϵ). (2.5)
Since u(i)p (−τ) = −
 −τ
−1 θi(t)dt , it follows that |u(i)p (−τ)| ≤ Cϵ−i. But
|u(i+1)(x)| ≤ |θi(x)| + (|u(i)(−τ)| + |u(i)p (−τ)| + |u(i)(−1)|)|φ′(x)|.
Therefore from the Eqs. (2.2), (2.5) and the above estimate for u(i)p we lead to
|u(i+1)(x)| ≤ C(1+ ϵ−(i+1)e−α(1+x)/ϵ), x ∈ Ω1,
which is the required estimate. In the same manner we can obtain desired bounds for the subintervalΩ3. 
Theorem 2.3 provides bounds on the behavior of solution u(x) at the endpoints x = ±1 and fact that the solution u(x)
is smooth away from endpoints x = ±1 and turning point x = 0. Further we show that u(x) is smooth near turning point
x = 0 if λ = b(0)/a′(0) < 0 (see [9]).
Theorem 2.4. Let λ < 0. If u(x) is the solution of (1.1) and satisfies all conditions from (1.2) to (1.6), let a, b and f ∈
Cm(Ω¯), m > 0. Then we have
|u(i)(x)| ≤ C, i = 1, 2, . . . ,m, ∀x ∈ Ω2,
for sufficiently small τ > 0.
Proof. For the proof one can see [10]. 
The following theorem provides bounds for the smooth and singular components of the solution u of the turning point
problem (1.1).
Theorem 2.5. Let a, b and f ∈ Cm(Ω¯),m > 0, and assume that the solution u of the turning point problem (1.1) is decomposed
into the smooth and singular components as
u(x) = v(x)+ w(x), ∀x ∈ Ω¯,
then for all i, 0 ≤ i ≤ m, the smooth component satisfies
|v(i)(x)| ≤ C[1+ ϵ((m−1)−i)(exp(−α(1+ x)/ϵ)+ exp(−α(1− x)/ϵ))], ∀x ∈ Ω¯,
and the singular component satisfies
|w(i)(x)| ≤ Cϵ−i(exp(−α(1+ x)/ϵ)+ exp(−α(1− x)/ϵ)), ∀x ∈ Ω¯.
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Proof. We can obtain the desired estimates for any finite value of i, but here we take values of variable i in 0 ≤ i ≤ 3. To
find these bounds the solution u has to be decomposed into smooth and singular components as follows:
u = v0 + ϵy1 + w0,
where v0 is the solution of the reduced problem
a(x)v′0(x)− b(x)v0(x) = f (x), ∀x ∈ Ω. (2.6)
Here y1 satisfies the following boundary value problem
ϵy′′1(x)+ a(x)y′1(x)− b(x)y1(x) = −v′′0 (x), ∀x ∈ Ω, (2.7a)
y1(−1) = 0, y1(1) = 0. (2.7b)
Consequently,w0 is the solution of the following homogeneous problem
ϵw′′0(x)+ a(x)w′0(x)− b(x)w0(x) = 0, ∀x ∈ Ω, (2.8a)
w0(−1) = A− v0(−1), w0(1) = B− v0(1). (2.8b)
Now, we find bounds for the smooth and singular components and their derivatives individually in subintervalsΩ1,Ω2 and
Ω3. Lemma 2.2 and Theorem 2.4 shows that the solution u and its derivatives are smooth in the subintervalΩ2. Therefore,
we have
|u(i)(x)| ≤ C, 0 ≤ i ≤ 3, ∀x ∈ Ω2. (2.9)
Since the coefficients a, b and f are sufficiently smooth and reduced problem (2.6) is independent of ϵ, we have
|v(i)0 (x)| ≤ C 0 ≤ i ≤ 3, ∀x ∈ Ω1 ∪Ω3. (2.10)
Further, y1(x) is the solution of boundary value problem (2.7) similar to the boundary value problem (1.1), therefore from
Theorem 2.3, we have
|y(i)1 (x)| ≤ C

1+ ϵ−ie−α(1+x)/ϵ , 0 ≤ i ≤ 3, x ∈ Ω1, (2.11a)
|y(i)1 (x)| ≤ C

1+ ϵ−ie−α(1−x)/ϵ , 0 ≤ i ≤ 3, x ∈ Ω3. (2.11b)
Bounds for the singular componentw0 of the solution and its derivative are obtained inΩ1. Analogous results can be obtained
inΩ3. Define the functions
ψ±(x) = |w0(−1)|e−α(1+x)/ϵ ± w0(x).
The minimum principle (Lemma 2.1) gives ψ±(x) ≥ 0, therefore we have
|w0(x)| ≤ Ce−α(1+x)/ϵ, ∀x ∈ Ω1.
Alsow0(x) can be written as
w0(x) = w0(−1)(1− φ(x))+ w0(−τ)φ(x),
where function φ(x) is defined by Eq. (2.3) in Theorem 2.3. Thereforew′0(x) = (w0(−τ)− w0(−1))φ′(x). Thus
|w′0(x)| ≤ C |φ′(x)| ≤ Cϵ−1e−α(1+x)/ϵ, ∀x ∈ Ω1.
The second and third derivatives of w0(x) can be obtained immediately by using the estimates of w0(x) and w′0(x) in
Lw0(x) = 0. Thus, we have
|w(i)0 (x)| ≤ Cϵ−ie−α(1+x)/ϵ, 0 ≤ i ≤ 3, ∀x ∈ Ω1.
Since u(i) = v(i)0 + ϵy(i)1 + w(i)0 , the above estimates yield
|(v(i)0 + ϵy(i)1 )(x)| ≤ C(1+ ϵ−(i−1)e−α(1+x)/ϵ), 0 ≤ i ≤ 3, ∀x ∈ Ω1,
|w(i)0 (x)| ≤ Cϵ−ie−α(1+x)/ϵ, 0 ≤ i ≤ 3, ∀x ∈ Ω1.
In particular, this shows that the smooth component v0+ϵy1 and its first derivative are bounded for all values of ϵ. However,
y1 can now be decomposed in the same manner as was u i.e. y1 = v1 + ϵv2 + w1, where
|v(i)1 (x)| ≤ C, 0 ≤ i ≤ 3, ∀x ∈ Ω1,
|v(i)2 (x)| ≤ C(1+ ϵ−ie−α(1+x)/ϵ), 0 ≤ i ≤ 3, ∀x ∈ Ω1,
|w(i)1 (x)| ≤ Cϵ−ie−α(1+x)/ϵ, 0 ≤ i ≤ 3, ∀x ∈ Ω1.
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Combining these two decompositions, we have u = v +w, where v = v0 + ϵv1 + ϵ2v2 andw = w0 + ϵw1. The following
estimates hold for 0 ≤ i ≤ 3
|v(i)(x)| ≤ C(1+ ϵ(2−i)e−α(1+x)/ϵ), ∀x ∈ Ω1,
|w(i)(x)| ≤ Cϵ−ie−α(1+x)/ϵ ∀x ∈ Ω1.
Bymaking further decompositions of the solution, this argumentworks for any arbitrary value ofm. In particular, this shows
that the smooth component v and its derivatives are bounded for all values of ϵ, while the singular component w satisfies
the same estimates as in the first decomposition. In the same manner, we can obtain analogous estimates for subinterval
Ω3, while the solution u(x) and its derivatives are smooth in the subinterval Ω2. Hence the proof follows immediately by
the above estimates. 
3. Methodology of B-spline collocation
In this section, third-degree B-splines are used to construct a collocation method to the turning point problem discussed
in Section 1 with a uniformmesh. We redefine the problem by introducing the artificial viscosity, which will be determined
later, as
L1u(x) ≡ η(x, ϵ)u′′(x)+ a(x)u′(x)− b(x)u(x) = f (x), x ∈ Ω = (−1, 1), (3.1a)
u(−1) = A, u(1) = B, (3.1b)
where the coefficients a(x), b(x) and f (x) are sufficiently smooth functions. The approximate solution of the boundary value
problem (3.1) is obtained by using the B-spline collocation method as described below. We divide the finite interval Ω¯ into
N subintervals Ωi by the set of N + 1 nodal points xi, i = 0, 1, . . . ,N and 1x = h = xi+1 − xi, where h is the piecewise
uniform spacing. We assume X is a linear subspace of L2(Ω¯), the space of all square integrable functions defined on Ω¯ . For
i = −1, 0, . . . ,N + 1, the cubic B-splines are defined by the following relation [22]
φi(x) = 1h3

(x− xi−2)3, xi−2 ≤ x ≤ xi−1,
h3 + 3h2(x− xi−1)+ 3h(x− xi−1)2 − 3(x− xi−1)3, xi−1 ≤ x ≤ xi,
h3 + 3h2(xi+1 − x)+ 3h(xi+1 − x)2 − 3(xi+1 − x)3, xi ≤ x ≤ xi+1,
(xi+2 − x)3, xi+1 ≤ x ≤ xi+2,
0, otherwise.
(3.2)
Each φi(x) is a continuously differentiable, piecewise cubic and φi(x) ∈ X . Let β = {φ−1, φ0, . . . , φN+1} and let Φ3(Ω¯)N =
span β . The functions β are linearly independent on Ω¯ , thus Φ3(Ω¯)N is (N + 3) dimensional. Readers can find detailed
description of B-spline functions in [22–24]. Let L1 be a linear operator whose domain is X and whose range is also in X . Let
Φ3(Ω¯)N be an (N + 3)-dimensional subspace of X . Now suppose the approximate solution is given by
U(x) =
N+1−
i=−1
ciφi(x), (3.3)
where ci are unknown real coefficients and φi(x) are cubic B-spline functions. Here we have introduced two extra cubic
B-splines, φ−1 and φN+1 to satisfy the boundary conditions. Furthermore, it is required that the approximate solution U(x)
satisfies the given problem (3.1) at mesh points Ω¯N as well as boundary conditions at x = x0 and x = xN . Therefore, we have
L1U(xi) = f (xi), 0 ≤ i ≤ N, (3.4)
and
U(x0) = A, U(xN) = B. (3.5)
Solving the collocation Eq. (3.4), we obtain a system of (N + 1) linear equations in (N + 3) unknowns
ci−1(ηiφ′′i−1(xi)+ aiφ′i−1(xi)− biφi−1(xi))+ ci(ηiφ′′i (xi)+ aiφ′i (xi)− biφi(xi))
+ ci+1(ηiφ′′i+1(xi)+ aiφ′i+1(xi)− biφi+1(xi)) = fi, 0 ≤ i ≤ N, (3.6)
where η(xi) = ηi, a(xi) = ai, b(xi) = bi and f (xi) = fi. Furthermore, putting the values of the B-spline functions φi and of
derivatives at mesh points Ω¯N , we get
(6ηi − 3aih− bih2)ci−1 + (−12ηi − 4bih2)ci + (6ηi + 3aih− bih2)ci+1 = fih2, 0 ≤ i ≤ N. (3.7)
The given boundary conditions become
c−1 + 4c0 + c1 = A, (3.8)
and
cN−1 + 4cN + cN+1 = B. (3.9)
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Thus by the Eqs. (3.7)–(3.9)we obtain a (N+3)×(N+3) systemwith (N+3)unknowns {c−1, c0, . . . , cN+1}. Noweliminating
c−1 from first equation of (3.7) and from Eq. (3.8), we find
(−36η0 + 12a0h)c0 + 6a0hc1 = f0h2 − A(6η0 − 3a0h− b0h2). (3.10)
Similarly, eliminating cN+1 from the last equation of (3.7) and from (3.9), we get
− 6aNhcN−1 + (−36ηN − 12aNh)cN = fNh2 − B(6ηN + 3aNh− bNh2). (3.11)
Thus by the elimination of c−1 and cN+1 we lead to a system of (N + 1) linear equations in (N + 1) unknowns
TxN = dN , (3.12)
where xN = (c0, c1, . . . , cN)T are the unknown real coefficients with right hand side dN = (f0h2 − A(6η0 − 3a0h −
b0h2), f1h2, . . . , fN−1h2, fNh2 − B(6ηN + 3aNh− bNh2))T . The coefficient matrix T is given by
−36η0 + 12a0h 6a0h 0 0 · · · 0
6η1 − 3a1h− b1h2 −12η1 − 4b1h2 6η1 + 3a1h− b1h2 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
. · · ·
.
.
.
0 0 6ηi − 3aih− bih2 −12ηi − 4bih2 6ηi + 3aih− bih2 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 6ηN−1 − 3aN−1h− bN−1h2 −12ηN−1 − 4bN−1h2 6ηN−1 + 3aN−1h− bN−1h2
0 · · · 0 0 −6aNh −36ηN − 12aNh

.
It is easily seen that the collocation matrix T is strictly diagonally dominant under the condition, 0 < h <
−3ai +

9a2i + 24biηi

/2bi or h >

3ai +

9a2i + 24biηi

/2bi ∀i = 0, 1, . . . ,N and hence nonsingular. Since T is
nonsingular, we can solve (3.12) for c0, c1, . . . , cN and substitute it into the boundary conditions (3.8) and (3.9) to obtain
c−1 and cN+1. Hence themethod of collocation using a basis of cubic B-splines applied to problem (1.1) has a unique solution
U(x) given by (3.3).
4. Design of the artificial viscosity
Using the asymptotic expansion of singular perturbations for the boundary value problem, it can be shown that solution
can be expressed as:
u(x) =
n−
0
[ui(x)+ vi(x)+ wi(x)]ϵ i + O(ϵn+1).
In particular,
u(x) = u0(x)+ v0(x)+ w0(x)+ O(ϵ), (4.1)
where u0(x) is the solution of the reduced problem
a(x)u′0(x)− b(x)u0(x) = f (x), x ∈ Ω.
v0(x) andw0(x) are given by
v0(x) = [A− u0(−1)] exp[−a(−1)(1+ x)/ϵ],
w0(x) = [B− u0(1)] exp[a(1)(1− x)/ϵ].
The Eqs. (3.7) and (4.1) at the nodal point xi are given by
6
ηi
h
− 3ai − bih

ci−1 +

−12ηi
h
− 4bih

ci +

6
ηi
h
+ 3ai − bih

ci+1 = hfi
and
ci−1 + 4ci + ci+1 = u0(ih)+ [A− u0(−1)] exp[−a(−1)(1+ ih)/ϵ] + [B− u0(1)] exp[a(1)(1− ih)/ϵ] + O(ϵ).
In the limiting case as h → 0, it gives
lim
h→0
ηi
h
= a(0)
2
ci−1 − ci+1
ci−1 − 2ci + ci+1 (4.2)
and
ci−1 + 4ci + ci+1 = lim
h→0 u0(ih)+ [A− u0(−1)] exp[−a(−1)(1/ϵ + iρ)] + [B− u0(1)] exp[a(1)(1/ϵ − iρ)], (4.3)
1602 M.K. Kadalbajoo et al. / Computers and Mathematics with Applications 61 (2011) 1595–1607
where ρ = h
ϵ
. Similarly, evaluating the values of limh→0 ηih at the nodal points xi−1, xi, xi+1 and adding in the proportion 1,
4, 1 respectively and eliminating c ′i s using Eq. (4.3), we define
ηi = η(xi) = ϵρ4

a(−1) coth

a(−1)ρ
2

+ a(1) coth

a(1)ρ
2

. (4.4)
Now, we have
ηi − ϵ = ϵ2

a(−1)ρ
2
coth

a(−1)ρ
2

+ a(1)ρ
2
coth

a(1)ρ
2

− 2

.
Since limx→0 x coth x = 1, x coth x = 1+ x2/3+ O(x4), we have
|x coth x− 1| ≤ Cx2 for x ≤ 1.
Also, limx→∞ coth x = 1, we have
|x coth x− 1| ≤ Cx for x ≥ 1.
Hence,
|x coth x− 1| ≤ C x
2
1+ x for x ≥ 0,
⇒ |ηi − ϵ| ≤ C h
2
ϵ + h . (4.5)
5. Stability and convergence analysis
In this section, we present the stability and convergence estimate in the maximum norm.
Suppose a small error δT , δdN , has been made in the calculation of T , dN respectively. LetxN be the solution of the
perturbed system
(T + δT )xN = dN + δdN . (5.1)
The collocation method for solving TxN = dN is said to be stable, if there exist positive constants C1, C2 and C3 such that the
perturbed system has a unique solution for ‖δT‖ ≤ C3 and
‖xN −xN‖ ≤ (C1‖δT‖ ‖xN‖ + C2‖δdN‖).
We see that T is strictly diagonally dominant. Therefore, by a result in [25], for a sufficiently small value of h, we have
‖T−1‖ ≤ C
h2
= κ.
Choose a positive constant r < 1/2κ . Then whenever ‖δT‖ ≤ r , (5.1) has a unique solution, for
‖(T + δT )−1‖ = ‖(I + T−1δT )−1T−1‖ ≤ 2κ,
because
‖T−1δT‖ ≤ ‖T−1‖ ‖δT‖ < 1
2
.
Since
(T + δT )(xN −xN) = δTxN − δdN ,
it follows that
‖xN −xN‖ ≤ 2κ(‖δT‖‖xN‖ + ‖δdN‖), (5.2)
which ensures the stability of the collocation system.
Lemma 5.1. The third degree B-splines {φ−1, φ0, . . . , φN+1} satisfy the following inequality
N+1−
i=−1
|φi(x)| ≤ 10, −1 ≤ x ≤ 1. (5.3)
Proof. The proof easily follows by the definition of third degree B-splines given by Eq. (3.2). 
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Error estimate of (U − u) in the subinterval Ω¯i is given in the next theorem, where U(x) is the cubic B-spline collocation
approximate of the exact solution.
Theorem 5.2. Let u(x) ∈ C4[0, 1] be sufficiently smooth solution of the problem and let U(x) be the cubic B-spline collocation
approximate on a uniform mesh. Then for a sufficiently small value of h, error components satisfy the following error estimate
‖u(x)− U(x)‖ ≤ C h
2
ϵ + h .
Proof. Let YN(x) be the unique spline interpolate from Φ3(Ω¯)N to the exact solution u(x) of the boundary value problem
(3.1) given by
YN(x) =
N+1−
i=−1
liφi(x). (5.4)
Then from the De Boor and Hall [22] error estimates, we have
‖Dj(u− YN)‖ ≤ νjh4−j max
Ω
|u(4)|, j = 0, 1, 2, (5.5)
where ν ′j s are constants independent of h and N . Therefore, from the estimates of the above equation and the collocating
conditions L1U(xi) = Lu(xi) = f (xi), it follows
|L1U(xi)− L1YN(xi)| ≤ |ηi − ϵ||u(2)(x)| + λh2|u(4)(x)|,
where
λ = (ν2|ηi| + ν1‖a‖h+ ν0‖b‖h2).
Now suppose that
L1YN(xi) = fˆ (xi), 0 ≤ i ≤ N,
which leads to the linear system TlN = dˆN , where lN = (l0, l1, . . . , lN)T and dˆN = (dˆN0 , dˆN1 , . . . , dˆNN)T is the right hand
side column vector. Using the argument that ϵ ≪ 1 and ϵ−k exp(−α(1 − x)/ϵ) → 0, ϵ−k exp(−α(x + 1)/ϵ) → 0 as
ϵ → 0 ∀x ∈ Ω and k ∈ I+, it is clear that the ith component of the vector T (xN − lN) satisfies the following inequalityT (xN − lN)i = dN − dˆNi ≤ C h4ϵ + h , 0 ≤ i ≤ N.
The ith component of

T (xN − lN) is also given by
(6ϵ − 3aih− bih2)ζi−1 + (−12ϵ − 4bih2)ζi + (6ϵ + 3aih− bih2)ζi+1 = ξi, i = 1(1)N − 1, (5.6)
where ζi = ci−li, −1 ≤ i ≤ N+1, and ξi = h2[f (xi)− fˆ (xi)], 1 ≤ i ≤ N−1. Obviously |ξi| ≤ C h4ϵ+h . Let ξ = max1≤i≤N−1 |ξi|.
Also consider ζ = (ζ−1, ζ0, . . . , ζN+1)T , then we define ei = |ζi| and e˜ = max0≤i≤N |ei|. Now after some simplifications,
Eq. (5.6) yields
e˜ ≤ Ch
3
(ϵ + h)(2βh− 6α) .
Now, e0, eN can be evaluated using the conditions (3.10) and (3.11) as
e0 ≤ Cβh
5
(ϵ + h)(18|ηi| − 6αh)(2βh− 6α) , eN ≤
Cβh5
(ϵ + h)(18|ηi| + 6αh)(2βh− 6α) .
Furthermore, using the boundary conditions (3.8) and (3.9), we have
e−1 ≤ Ch
3
(ϵ + h)(2βh− 6α)

9|ηi| − 3αh+ 2βh2
9|ηi| − 3αh

,
eN+1 ≤ Ch
3
(ϵ + h)(2βh− 6α)

9|ηi| + 3αh+ 2βh2
9|ηi| + 3αh

.
It is easy to see that there exists a ω such that
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e = max
−1≤i≤N+1
{ei} ≤ ω(λ) h
2
ϵ + h . (5.7)
The above inequality enables us to estimate ‖U(x)− YN(x)‖, hence ‖u(x)− U(x)‖. Thus we have
U(x)− YN(x) =
N+1−
i=−1
eiBi(x),
‖U(x)− YN(x)‖ ≤ C h
2
ϵ + h . (5.8)
Also,
‖u(x)− U(x)‖ ≤ ‖u(x)− YN(x)‖ + ‖YN(x)− U(x)‖.
Combining the triangle inequality with the above results, we have
‖u(x)− U(x)‖ ≤ C h
2
ϵ + h .  (5.9)
6. Numerical experiments and results
In this section, to demonstrate both the accuracy and the convergence order of the method presented in this paper, we
report some numerical experiments for singularly-perturbed, two-point boundary-value problemswith turning points [26].
Both of the following examples exhibits a turning point at x = 1/2.
Example 1. This example corresponds to the following singularly-perturbed turning point problem:
ϵu′′(x)− 2(2x− 1)u′(x)− 4u(x) = 0, x ∈ (0, 1), (6.1a)
u(0) = 1, u(1) = 1, (6.1b)
whose exact solution is given by
u(x) = e−2x(1−x)/ϵ . (6.2)
Since the problem has an analytical solution, therefore, for every ϵ the computed maximum pointwise errors are estimated
by
ENϵ = max
xi∈Ω¯
|u(xi)− UN(xi)|, (6.3)
where UN denotes the numerical solution. Furthermore, the numerical order of convergence is obtained by
pϵ,N = log(E
N
ϵ /E
2N
ϵ )
log 2
. (6.4)
The estimated maximum pointwise error and the numerical order of convergence are presented in Tables 6.1 and 6.2 with
a uniform mesh.
Example 2. Now we consider the following non-homogeneous turning point problem:
ϵu′′(x)− 2(2x− 1)u′(x)− 4u(x) = 4(4x− 1), x ∈ (0, 1), (6.5a)
u(0) = 1, u(1) = 1, (6.5b)
which has the analytical solution given by
u(x) = −2x+ 2e−2x(1−x)/ϵ + e−2x(1−x)/ϵerf((2x− 1)/√2ϵ)/erf(1/√2ϵ), (6.6)
whereas the maximum pointwise errors and numerical order of convergence are calculated as in Example 1. The numerical
results are displayed in Tables 6.3 and 6.4 with uniform mesh.
7. Discussions and conclusions
We have proposed a B-spline collocationmethod to solve singularly perturbed two-point boundary value problems with
turning point exhibiting two outflow boundary layers. These types of problems are very important physically and difficult to
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Table 6.1
Maximum pointwise errors and numerical order of convergence for Example 1 without artificial viscosity.
ϵ ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 3.507E−02 8.419E−03 2.087E−03 5.210E−04 1.302E−04 3.254E−05 8.134E−06
2.0585 2.0122 2.0021 2.0006 2.0004 2.0002
2−4 5.367E−01 1.203E−01 2.680E−02 6.528E−03 1.622E−03 4.048E−04 1.012E−04
2.1575 2.1663 2.0375 2.0089 2.0025 2.0000
2−8 1.585E+00 6.903E−01 4.353E−01 1.077E−01 2.442E−02 5.971E−03 1.485E−03
1.1992 0.6652 2.0150 2.1409 2.0320 2.0075
2−10 2.504E+00 2.255E+00 1.747E+00 9.581E−01 4.131E−01 1.047E−01 2.383E−02
0.1511 0.3682 0.8666 1.2137 1.9802 2.1354
2−12 2.909E+00 2.898E+00 2.875E+00 2.802E+00 2.638E+00 2.328E+00 1.798E+00
0.0055 0.0115 0.0371 0.0870 0.1804 0.3727
2−16 2.948E+00 2.961E+00 2.971E+00 2.974E+00 2.969E+00 2.950E+00 2.906E+00
−0.0063 −0.0049 −0.0015 0.0024 0.0093 0.0217
2−20 2.951E+00 2.966E+00 2.980E+00 2.988E+00 2.992E+00 2.993E+00 2.992E+00
−0.0073 −0.0068 −0.0039 −0.0019 −0.0005 0.0005
Table 6.2
Maximum pointwise errors and numerical order of convergence for Example 1 with artificial viscosity.
ϵ ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 1.295E−002 3.174E−003 7.823E−004 1.949E−004 4.868E−005 1.217E−005 3.042E−006
2.0286 2.0205 2.0050 2.0013 2.0000 2.0002
2−4 5.865E−002 1.504E−002 3.132E−003 7.929E−004 1.959E−004 4.885E−005 1.221E−005
1.9633 2.2636 1.9819 2.0170 2.0037 2.0003
2−8 7.708E−002 3.554E−002 1.325E−002 3.677E−003 7.820E−004 1.977E−004 4.886E−005
1.1169 1.4235 1.8494 2.2333 1.9839 2.0166
2−10 7.670E−002 3.465E−002 1.653E−002 8.256E−003 3.228E−003 9.143E−004 1.955E−004
1.1464 1.0678 1.0016 1.3548 1.8199 2.2255
2−12 7.670E−002 3.465E−002 1.646E−002 8.018E−003 3.957E−003 1.966E−003 9.840E−004
1.1464 1.0739 1.0377 1.0188 1.0091 0.9985
2−16 7.670E−002 3.465E−002 1.646E−002 8.018E−003 3.957E−003 1.966E−003 9.797E−004
1.1464 1.0739 1.0377 1.0188 1.0091 1.0049
2−20 7.670E−002 3.465E−002 1.646E−002 8.018E−003 3.957E−003 1.966E−003 9.797E−004
1.1464 1.0739 1.0377 1.0188 1.0091 1.0049
Table 6.3
Maximum pointwise errors and numerical order of convergence for Example 2 without artificial viscosity.
ϵ ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 1.227E−002 2.947E−003 7.296E−004 1.820E−004 4.547E−005 1.137E−005 2.841E−006
2.0578 2.0141 2.0032 2.0010 1.9997 2.0008
2−4 1.789E−001 4.010E−002 8.934E−003 2.176E−003 5.407E−004 1.350E−004 3.373E−005
2.1575 2.1662 2.0376 2.0088 2.0019 2.0009
2−6 8.358E−001 7.516E−001 5.825E−001 3.194E−001 1.377E−001 3.488E−002 7.944E−003
0.1532 0.3677 0.8669 1.2138 1.9811 2.1345
2−8 9.257E−001 9.174E−001 8.709E−001 7.713E−001 5.959E−001 3.434E−001 1.359E−001
0.0130 0.0750 0.1752 0.3722 0.7952 1.3373
2−12 9.491E−001 9.631E−001 9.585E−001 9.340E−001 8.795E−001 7.762E−001 5.992E−001
−0.0211 0.0069 0.0374 0.0867 0.1803 0.3734
2−16 9.565E−001 9.778E−001 9.875E−001 9.909E−001 9.896E−001 9.832E−001 9.686E−001
−0.0318 −0.0142 −0.0050 0.0019 0.0094 0.0216
2−20 9.570E−001 9.787E−001 9.894E−001 9.945E−001 9.969E−001 9.977E−001 9.974E−001
−0.0323 −0.0157 −0.0074 −0.0035 −0.0012 0.0004
deal with analytically than singular perturbation problems without turning point. There is a little difference between these
type of turning point problems and classical convection–diffusion equations, here we see two outflow boundary layers at
both end points. To further illustrate the applicability of the proposedmethod, numerical solution profiles have been plotted
in Figs. 6.1 and 6.2 for Examples 1 and 2 for the exact solution versus computed solution obtained for various values of ϵ
and N on uniform mesh. The computed results are displayed in the tables for modest values of ϵ and N . It is observed that
the computed results using artificial viscosity show greater agreement with exact solution as the mesh size is refined.
The efficiency and the accuracy of the artificial viscosity over other schemes can be seen from the tables. It has been
seen that exact and numerical solutions without artificial viscosity are identical for most of the region of the domain except
in the boundary layer regions. To control these deviations in the boundary layer region, we use artificial viscosity which is
exponentially stretched within the boundary layers and this is responsible for an improved accuracy compared to related
piecewise uniform scheme.
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Table 6.4
Maximum pointwise errors and numerical order of convergence for Example 2 with artificial viscosity.
ϵ ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 4.364E−003 1.061E−003 2.614E−004 6.512E−005 1.627E−005 4.067E−006 1.017E−006
2.0402 2.0211 2.0051 2.0009 2.0002 1.9996
2−4 1.953E−002 5.009E−003 1.043E−003 2.641E−004 6.524E−005 1.627E−005 4.067E−006
1.9631 2.2638 1.9816 2.0173 2.0035 2.0002
2−6 2.557E−002 1.155E−002 5.510E−003 2.752E−003 1.076E−003 3.048E−004 6.516E−005
1.1466 1.0678 1.0016 1.3548 1.8197 2.2258
2−8 2.557E−002 1.155E−002 5.485E−003 2.673E−003 1.325E−003 6.753E−004 2.673E−004
1.1466 1.0743 1.0370 1.0125 0.9724 1.3371
2−12 2.557E−002 1.155E−002 5.485E−003 2.673E−003 1.319E−003 6.553E−004 3.280E−004
1.1466 1.0743 1.0370 1.0190 1.0092 0.9985
2−16 2.557E−002 1.155E−002 5.485E−003 2.673E−003 1.319E−003 6.553E−004 3.266E−004
1.1466 1.0743 1.0370 1.0190 1.0092 1.0046
2−20 2.557E−002 1.155E−002 5.485E−003 2.673E−003 1.319E−003 6.553E−004 3.266E−004
1.1466 1.0743 1.0370 1.0190 1.0092 1.0046
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Fig. 6.1. Exact and approximate solutions of Example 1 for ϵ = 2−6 and N = 64 (a) without artificial viscosity and (b) with artificial viscosity.
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Fig. 6.2. Exact and approximate solutions of Example 2 for ϵ = 2−8 and N = 128 (c) without artificial viscosity and (d) with artificial viscosity.
Thus the proposed algorithms give, in fact, more accurate results than many of other boundary layer resolving finite
difference methods. Here we see that such collocation methods are closely related to Galerkin methods, hence to finite-
element methods, but are much easier and more efficient in computation than Galerkin methods. The collocation matrix
involves no numerical quadrature, which both increase the operation count and may result in some loss of accuracy to the
matrix approximations. Therefore the collocation system is set up rather easily. Also this method produces the solution at
any point in the domain, whereas the finite difference methods gives the solution only at the chosen mesh points.
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