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Abstract—We consider the problem of controlling the voltage
of a distribution feeder using the reactive power capabilities of
inverters. On a real distribution grid, we compare local Volt/VAr
droop control, as recommended in recent grid codes, centralized
dispatch based on optimal reactive power flow (OPF), and a
feedback optimization (FO) controller that we propose. The local
droop control yields suboptimal regulation, as predicted analyti-
cally. The OPF-based dispatch strategy requires an accurate grid
model and measurement of all loads on the feeder in order to
achieve proper voltage regulation. However, in the experiment,
the OPF-based strategy violates voltage constraints due to in-
evitable model mismatch and uncertainties. Our proposed FO
controller, on the other hand, satisfies the constraints and does not
require load measurements or any grid state estimation. The only
model knowledge needed is the sensitivity of the voltages with
respect to reactive power, which can be obtained from data. As
we show, an approximation of these sensitivities is also sufficient,
which makes the approach essentially model-free, easy to tune,
compatible with the current sensing and control infrastructure,
and remarkably robust to measurement noise. We expect these
properties to be fundamental features of FO for power systems
and not specific to Volt/VAr regulation or to distribution grids.
Index Terms—autonomous optimization, distribution grid,
feedback optimization, reactive power, voltage control.
I. INTRODUCTION
The shift towards distributed microgeneration and the
change in power consumption (electric mobility, storage, flex-
ible loads) poses unprecedented challenges to power distribu-
tion grids. One important concern is the occurrence of over-
and undervoltages in distribution feeders, which may force
the distribution system operator to curtail generation or to
shed loads, respectively. The flexibility of the power inverters
of distributed energy resources (DERs), and more precisely
their reactive power capabilities, can be used to avoid these
extreme remedial actions. Control of reactive power flows is a
relatively inexpensive way to regulate the feeder voltage and
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should therefore be fully exploited in order to avert taking
action on the active power flows in the grid.
Many local control strategies have been proposed towards
this goal. In a local control strategy, each DER only measures
the voltage at its point of connection in order to decide its own
reactive power set-point. No communication infrastructure is
needed because the controllers are fully decentralized. A good
example for a local control strategy are static control laws like
droop control with dead band and saturation, which have been
included in the recent grid codes [1]–[3]. Also incremental
local control strategies have been proposed, where the reactive
power set-point is calculated as a function of the voltage
magnitude and the past reactive power set-point [4], [5]. The
overall benefit of local control strategies is that they are easy
to implement due to being fully decentralized. However, it was
recently shown that they are suboptimal [6]. Namely, they do
not necessarily regulate the voltage to the admissible range,
even if the reactive power capability of the inverters allow to
do so.
An alternative solution to the voltage regulation problem
is to use an optimal power flow (OPF) solver to calculate
the optimal reactive power set-points (see [7] and references
therein). This optimization-based method requires an accurate
grid model and full observability of the grid state, neither of
which are usually available in distribution grids. Estimating the
real-time state of a distribution grid is only possible if enough
sensors are deployed which adds significant complexity and
cost to this approach.
A third and more promising option is feedback optimization
(FO) or autonomous optimization. FO has been recently pro-
posed as a strategy to adjust DER set-points in real-time and
to drive the distribution system to an optimal operation point
without measuring or estimating the power demands of the
loads [8]–[15]. To the best of the authors’ knowledge, none of
these solutions have been tested on a real distribution grid, and
their robustness to model mismatch and measurement noise
has been conjectured but never verified in experiments.
This paper presents an experimental verification of the
effectiveness of FO for Volt/VAr control on a deliberately
simple, yet plausible testbed. The experiment shows that the
grid state converges to the optimal reactive power flow, and it
allows to assess the performance in the presence of:
• model mismatch, especially in comparison to standard
OPF-based dispatch, showing that FO performs well with
a rudimentary model which makes FO essentially model-
free;
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• realistic measurement accuracy, based on off-the-shelf
sensors and without any state-estimation stage.
Additionally, the experiment illustrates the suboptimality of
the local Volt/VAr control strategies included in recent grid
codes. As predicted in [6], they can be ineffective and even
detrimental in regulating under- and overvoltages, leading to
more loads being shed or renewable generation being curtailed
than necessary.
The rest of the paper is structured as follows: In Section II
the general concept of FO is presented and the assumptions are
introduced that make the implementation more tractable. Af-
terwards a FO controller is designed for the Volt/VAr problem.
The experimental setup and the controller implementation are
explained in Section III and Section IV, respectively. Finally,
the experimental results are presented in Section VI and the
paper is concluded in Section VII.
II. FEEDBACK OPTIMIZATION
Consider the problem of determining the values of some set-
points u (e.g, reactive power injections) in order to minimize
a given cost function (typically a cost of the control effort)
while satisfying some constraint on an output signal y (e.g,
voltage bounds). The output y is also affected by an exogenous
uncontrollable input w (e.g, power demand of the loads), and
depends on these inputs via a nonlinear map y = h(u,w).
The aforementioned decision problem is mathematically
represented by the possibly non-convex optimization problem
min
u
f(u) cost of actuation effort
s.t. g(y) ≤ 0 constraints on the output y = h(u,w)
u ∈ U actuation bounds.
(1)
For a more general approach with f(u, y) and consideration
of underlying dynamics, see [16]. One way to approach this
decision problem is to solve (1) using the model y = h(u,w)
and then apply the resulting set-points to the system in
a feedforward manner. This approach comes with several
disadvantages, such as the need for an accurate model h of
the system and for full measurement or an estimate of the
exogenous input w.
An alternative approach is called feedback optimization, and
is based on the assumption that the output y of the system
can be measured in real-time, while the exogenous input w is
unmonitored. Real-time measurements are used to iteratively
adjust the set-points u, based on reduced model information,
in such a way that the closed-loop system converges to the
solutions of the optimization problem (1) (hence the name).
A. Feedback Optimization Principle
The core idea behind FO is to exploit the measurements y
instead of relying on the model y = h(u,w). One way to do
so is to dualize the output constraints and get the Lagrangian
L(u, λ) = f(u) + λT g(h(u,w)), (2)
where λ is a vector of dual variables in which each dual
variable corresponds to one constraint. Instead of (1) we
consider the optimization problem
max
λ≥0
φ(λ), (3)
where the dual function φ(λ) is defined as
φ(λ) := min
u∈U
L(u, λ). (4)
Assuming that the feasible space of (1) has a non-empty
interior, (1) and (3) have the same solution (Strong Duality
Theorem, [17, Proposition 5.3.1]).
To solve (3) we use a gradient ascent with a fixed step
size, in which the multiplier λ is repeatedly updated in the
direction of steepest ascent of φ(λ), while ensuring λ ≥ 0.
By introducing the element-wise projection operator
[a]≥0 = max{a, 0}
and the tuning parameter α we can write
λ(t+ 1) = [λ(t) + α∇λφ(λ)]≥0. (5)
In [17, Proposition 6.1.1] it was shown that ∇λφ(λ) =
g(h(u,w)). In other words, the gradient of φ is given by the
violation of the dualized constraints g(h(u,w)) at the solution
of the optimization problem (4), leading to:
λ(t+ 1) = [λ(t) + αg(y(t))]≥0. (6)
Instead of computing g(y(t)) based on model information,
we exploit the physical system to enforce the constraint
y = h(u,w) and measure the output y = h(u,w) as feedback
from the plant. The variable λ integrates the output constraint
violation with a step size of α. Note, that this corresponds to
the integral part of a PI-controller.
Using λ(t+1), we update the set-points u with the solution
of (4), i.e.,
u(t+ 1) = argmin
u∈U
L(u, λ(t+ 1))
= argmin
u∈U
f(u) + λ(t+ 1)T g(h(u,w)).
(7)
Whether this optimization problem is easier to solve than
the original one in (1) is not apparent at this point. In the
next subsection we will see how, under mild assumptions,
this optimization problem admits an approximation which is
numerically very tractable.
To summarize, the FO controller is realized by running the
following algorithm at every time t = 0, 1, . . .
Algorithm 1 Feedback optimization controller
1: Measure the system output y(t)
2: Calculate λ(t+ 1) as in (6)
3: Solve the optimization problem in (7)
4: Apply the calculated set-points u(t+ 1) to the system
See Figure 1 for a block diagram of a FO controller for the
Volt/VAr problem, that we derive in Section II-C.
B. Practical Feedback Optimization Design
To obtain a numerically more tractable FO controller
we choose to model the cost with a quadratic function
f(u) = 12u
TMu with M being square, symmetric and
positive semidefinite. We make the mild assumption that the
constraints on the input and output are linear. We therefore
get U = {u | Cu ≤ d} and g(y) = Ay − b. Linearity of
the constraints is often given, as in many cases the limits are
upper and lower bounds of the form umin ≤ u ≤ umax. This
leads to (1) taking the form
min
u
1
2
uTMu quadratic cost of actuation
s.t. Ay ≤ b linear constraints on the output y = h(u,w)
Cu ≤ d linear actuation bounds.
(8)
Notice that the output is still a possibly nonlinear and non-
convex function of the input y = h(u). The dual update (6)
for the special case (8) of (1) takes the form:
λ(t+ 1) = [λ(t) + α(Ay(t)− b)]≥0. (9)
However, the major advantage of (8) over (1), lies in the
evaluation of (7) which can now be explicitly solved. To
observe this, let us compute the derivative
∇uL(u, λ(t+ 1))=∇uf(u)+∇u
(
λT (t+ 1)g(h(u))
)
=Mu+
∂h(u,w)
∂u
T
ATλ(t+ 1).
(10)
The factor ∂h(u,w)∂u is the sensitivity of the output y with
respect to the input u. This sensitivity is in general dependent
on u and w, but in many practical applications can be
approximated by a constant matrix H . Furthermore, this ap-
proximation error will be compensated by the feedback nature
of this scheme. The theoretical analysis of this robustness
remains an open question, and is one of the main motivations
for the experimental validation reported in this paper. Under
this modeling assumption we have
∇uL(u, λ) ≈Mu+HTATλ(t+ 1), (11)
and a critical point of L(u, λ) in u for λ(t+1) is approximated
by
uunc := −M−1HTATλ(t+ 1). (12)
This is the unconstrained critical point. The solution to the
constrained case is obtained by projecting uunc onto the set of
feasible control inputs U , that is
u(t+ 1) = argmin
u∈U
‖u− uunc‖2M
= argmin
u∈U
(u− uunc)TM(u− uunc).
(13)
The feasible set U is known and described by linear inequality
constraints. Therefore, this minimization is a simple convex
quadratic program. Notice how both the unconstrained and
the constrained solution do not depend on the unmeasured
exogenous input w, as desired.
C. Feedback Optimization for Volt/VAr Regulation
In this section we specialize FO to the Volt/VAr regulation
problem. This problem is defined as follows: Determine the
reactive power qh at every DER h such that qmin ≤ qh ≤
qmax and that vmin ≤ vh(q, w) ≤ vmax. Here, vh(q, w) is the
steady state map of the nonlinear power flow equations that
defines voltages vh as a function of both reactive powers qh
and external influences w (e.g., active and reactive demands,
active generation). Mathematically speaking, we try to solve
a feasibility problem:
q ∈ F F := {q | qmin ≤ q ≤ qmax, vmin ≤ v(q, w) ≤ vmax},
where q and v are the vectors of reactive power set-points and
voltage magnitudes that we obtain by stacking the individual
qh and vh of the DERs, respectively. We choose not to control
active power with our algorithm. Due to the different cost
of the two control actions one should first utilize reactive
power and only afterwards use active power to control the
voltage. Therefore, these two control actions can be applied
individually and do not need a unified control approach. How-
ever, active power could easily be included in the controller
without adding technical difficulties. In order to apply the
proposed methodology, we cast this decision problem into the
optimization problem
min
q
1
2
qTMq
s.t. vmin ≤ vh(q, w) ≤ vmax ∀h
qmin ≤ qh ≤ qmax ∀h.
(14)
This is a special case of (8), where the matrix M can be used to
weight the reactive power contribution of the different inverters
h. For every inverter we introduce the dual variables λmin and
λmax corresponding to their voltage (output) constraints. We
adapt (9) to this specific case (namely, A =
[−I
I
]
, b = [ vmin−vmax ])
and we get
λmin(t+ 1) = [λmin(t) + α(vmin − v)]≥0 (15)
λmax(t+ 1) = [λmax(t) + α(v − vmax)]≥0. (16)
As we can see, we are integrating the voltage violations, which
can be measured, with a gain of α.
As discussed before, in order to calculate (12), we need a
constant approximation of the sensitivity of the voltages with
respect to the reactive power injection akin to power transfer
distribution factors for active power generation on the trans-
mission level. Under no-load conditions and the assumption
of negligible cable resistances we have the approximation
∂v(q, w)
∂q
= X, (17)
where X is the reduced bus reactance matrix that can be
derived from the grid topology and the data in Table I. The
approximation is accurate for lightly loaded systems, because
the nonlinearity of the power flow equations is mild near this
operating point [18]. In our application the system can be
Inverters
Distribution
Grid
q(t + 1)
Voltage Magnitude Measurements
Controller
Physics
λmin(t+ 1) = [λmin(t) + α(vmin − v(t))]≥0
λmax(t+ 1) = [λmax(t) + α(v(t)− vmax)]≥0
λ(t+ 1)
Reactive Power Set-Points
v(t)
External Influences
qunc = −M−1XT (λmin(t+ 1)− λmax(t+ 1))
q(t+ 1) = argmin
q∈Q
(q − qunc)TM(q − qunc)
w(t)
Fig. 1: Block diagram of the controller with (15) and (16) (left block) and (18) and (19) (right block). The controller gets the voltage
magnitude measurements from the inverters and determines the reactive power set-points, which are send to the inverters. The parameter α
is the controller gain and is the only tuning knob. Note, that the left block corresponds to the integral part of a PI-controller.
heavily loaded, but in Section VI we verify that the proposed
FO is sufficiently robust against this model mismatch.
The expression in (12) for the optimal unconstrained reac-
tive power set-points qunc becomes
qunc =M
−1XT (λmin(t+ 1)− λmax(t+ 1)), (18)
while the solution of the constrained optimization problem
(13) becomes
q(t+ 1) = argmin
q∈Q
(q − qunc)TM(q − qunc), (19)
where Q = {q | qmin ≤ q ≤ qmax}.
In practice, these reactive power set-points q(t+1) are to be
communicated to the different DERs, which will adjust their
reactive power accordingly and collect the measurement of
the consequent steady state voltage magnitudes, which need
to be communicated to the central control unit. Therefore,
at every time step the measurement and set-point need to
be communicated by and to every inverter, respectively. The
resulting centralized controller is represented in Figure 1 and
consists of equations (15) and (16) (left block in the figure)
and (18) and (19) (right block in the figure).
We can see that the FO controller uses the same mea-
surements as local controllers, but these measurement are
processed by a central unit which coordinates the actions of
the different DERs and steers the system to the optimal steady
state. In comparison to the OPF-based dispatch, no nonlinear
model nor knowledge of the power consumption or generation
(modelled as external influences w) is needed.
III. EXPERIMENTAL SETUP
The experiment has been implemented in the SYSLAB
distribution grid at DTU Risø, Denmark. A small yet realistic
distribution feeder has been configured in order to observe
an overvoltage condition caused by local generation. The
same setup was used in [19] to analyze a distributed FO
controller for the Volt/VAr problem. Without proper reactive
power control, the feeder’s ability to host renewable energy
injections is limited and generation has to be curtailed. This
scenario was chosen because it constitutes a non-trivial voltage
regulation problem which cannot be solved without a coordi-
nated Volt/VAr control strategy, as will be demonstrated in
PCC
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Fig. 2: Sketch of the voltage profile and the distribution feeder. The
colors of the voltage profile match the colors of the sketched feeder.
Section VI-A1. Note, that the applicability of the proposed
FO strategy is not limited to the chosen topology.
The setup consists of a vanadium battery, two photovoltaic
panels (PV), a resistive load, and the distribution substation
(PCC) connecting the distribution feeder to the remaining grid,
see Figure 2. The different nodes are connected via cables with
non-negligible resistance (Table I). The cable connecting the
battery to the grid has a particularly large resistance.
The active power injection p3 of the battery can represent
a renewable source, which should not be curtailed. In our
experiments we choose the active power of the battery to be
p3 = 10 kW. The high cable resistance and active power in-
jection deteriorates the approximation of the sensitivity matrix
in (17). In Section VI-A3 we will show that the FO controller
can cope with the model mismatch.
The static load is set to an active power consumption of 15
kW (p1 = −15 kW) which is larger than the local production,
therefore requiring a positive active power flow from the
substation. PVs are fluctuating power sources. Therefore, to
facilitate repeatability of the experiments and to allow for a
comparison between different controllers, the PVs do not inject
active power (p2 = 0kW).
The resulting voltage profile with no reactive power flows
is represented in Figure 2, where the overvoltage at the end
R1 [Ω] L1 [Ω] R2 [Ω] L2 [Ω] R3 [Ω] L3 [Ω]
0.195 0.124 0.11 0.027 0.97 0.093
TABLE I: Overview of the resistances and inductances in the grid.
of the feeder is apparent.
Both the PVs and the battery can measure their voltage mag-
nitudes, and their reactive power injections can be controlled.
The PV inverters have a reactive power range of ±6 kVAr
and the battery can be actuated with ±8 kVAr. The inverters
at SYSLAB are oversized such that their full reactive power
range is available independently of their concurrent active
power injection. The PVs and the battery can communicate
with a central computational unit via a general-purpose Ether-
net network, while the load is uncontrolled and unmeasured.
The voltage limits are defined to be 0.95 p.u. and 1.05 p.u.
We set these limits tighter than most grid codes in order to
be able to observe persistent overvoltages without hardware
protections being activated.
IV. CONTROLLER IMPLEMENTATION
The FO controller is implemented in Matlab at a central
computation unit (Figure 1), where it is provided with the
voltage magnitude measurements from the different inverters
and computes the reactive power set-points. These are send
to the inverters every 10 seconds, because the PV panels in
the laboratory were not to be actuated more frequently, due
to special hardware constraints. In general, the controller can
run more frequently.
A. Controller Tuning
The controller has one tuning parameters which is the
scalar control gain α in (15) and (16). The higher its value,
the faster a voltage constraint violation are integrated and
the faster the DERs’ reactive power set-points counteract the
violation. However, as known from the optimization literature
the stability of the gradient ascent we perform in (6) is lost if
α is chosen too large (see [17, Proposition 1.2.3]).
B. Anti-Windup
If the active power injections are too high (overvoltage)
or too low (undervoltage) there do not exist feasible reactive
power injections that lead to voltages which are inside the
allowed voltage band. Therefore, the Volt/VAr problem is
infeasible and at least one voltage violation is persistent. In
this case the dual variable (λmin or λmax) corresponding to the
violated constraint keeps integrating, yielding a windup of this
variable. We implemented the following simple anti-windup
solution in which the integration of teh constraint violation is
inhibited if all DERs are saturated:
λh,min(t+1) =
λh,min(t)
if vmin− vh(t) > 0
and qk = qk,max ∀k
λh,min(t) + α(vmin − vh(t)) otherwise,
λh,max(t+1) =
λh,max(t)
if vh(t)−vmax > 0
and qk = qk,min ∀k
λh,max(t) + α(vh(t)− vmax) otherwise.
V. BENCHMARK CONTROLLERS
We implement a local droop controller and an OPF-based
dispatch as two benchmark solutions to compare with the pro-
posed FO strategy. These approaches have almost opposite fea-
tures: The droop controller only needs local voltage magnitude
measurements, no communication, and no model of the grid;
the OPF-based dispatch is centralized, requires communication
of full state measurements (all power generation and demand),
and relies on an accurate nonlinear grid model.
A. Droop Control
The droop controller that we implement complies with
the recommendations by recent grid codes [1]–[3]. Every
DER measures the magnitude of the voltage at their point of
connection and absorbs/injects reactive power following the
piecewise linear control law
qh=

qmax vh<v1
qmax
v2−vh
v2− v1 v1≤vh≤v2
0 v2 ≤ vh≤v3
qmin
vh−v3
v4−v3 v3≤vh≤v4
qmin v4<vh.
vh
qh
qh,max
qh,min
v1 v4
v3
vref
v2
Based on the voltage band specifications of our experiment,
we tune the droop curve to v1 = 0.95 p.u., v2 = 0.99 p.u.,
v3 = 1.01 p.u. and v4 = 1.05 p.u..
B. OPF-based Dispatch
We implement an OPF-based dispatch by communicating
all reactive and active power consumption and generation to a
centralized computation unit. There, we solve (14) using the
OPF solver provided by Matpower [20], which we provide
with a nonlinear grid model that we obtain from the grid
topology and the data from Table I. The reactive power set-
points which are the solution of (14) are then given to the
inverters. This approach guarantees optimality of the set-points
under perfect model knowledge, but all power generation
and consumption needs to be measured or estimated. This
information is available at SYSLAB with a significant level of
accuracy. In most distribution grids, the cable properties and
grid topology are not known exactly.
VI. EXPERIMENTAL RESULTS
In the following experiment, we analyze two crucial fea-
tures: the tracking performance when solving a time-varying
voltage regulation problem, and the robustness against model
uncertainty. We also contrast the proposed FO strategy with
the local droop controller and the OPF-based dispatch.
A. Tracking Performance
We repeat the following 21-minute experiment for the three
aforementioned strategies: droop control, OPF-based dispatch,
and FO. All power inverters are initialized with zero reactive
power injection.1After three minutes the control scheme is
activated and starts regulating the voltage. After 11 minutes
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Fig. 3: Performance of the Droop Control.
the active power injection of the battery is reduced to 0 kW
(effectively removing the cause of the overvoltage and the need
for reactive power regulation). At minute 14 the active power
injection is stepped up again to 10 kW for the remaining seven
minutes of the experiment.
1) Droop Control: The performance of the droop controller
can be seen in Figure 3. Once the controller is activated the
reactive power of the battery drops to its lower limit which
reduces the overvoltage. However, the limited reactive power
capability of the battery cannot drive the voltage into the
desired voltage range. The PV panels do not absorb reactive
power to help reduce the overvoltage because they do not
sense an overvoltage condition at their point of connection,
and they will not lower their voltage below the nominal
value of 1 p.u. Using a lower nominal voltage is also not
possible as it will increase the occurrence of undervoltage
events. This behavior is general for all local control strategies,
and cannot be prevented without introducing some form of
coordination between the inverters. Local control strategies
are therefore inherently suboptimal; as established from a
theoretical perspective in [6].
During minutes three to five PV1 even injects reactive power
to increase its voltage, because it has fallen under its deadband
voltage of 0.99 p.u. This worsens the overvoltage at the battery,
showing that droop control can even be detrimental.
2) OPF-based Dispatch: An OPF-based strategy guaran-
tees optimality under perfect model knowledge. This is a
strong requirement which cannot be met in practice. Even in
the SYSLAB distribution grid, where the setup, the cables
and their parameters are accurately known, the OPF solution
does not lead to feasible voltages (see the persistent voltage
violation in Figure 4). Standard techniques such as disturbance
observers, model adaptation, and state estimation could be
used to alleviate the effect of model uncertainty. Nevertheless,
1The plots show that the battery is injecting a small amount of reactive
power at the beginning of the experiments. This is due to a measurement
error. An inaccurate sensor is used for the internal reactive power controller
of the battery, and a small tracking error is therefore present. The reported
measurements in the figures are accurate.
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Fig. 4: Performance of the OPF-based dispatch.
an OPF-based dispatch requires a nonlinear grid model and
knowledge of all active and reactive power consumption and
production on the feeder.
3) Feedback Optimization: The control gain α of the FO
controller is chosen to be 100, and the matrix X was calculated
using the data from Table I. The weighting matrix of the
optimization problem M is a diagonal matrix with the entries
being the inverse of the reactive power limits (q−1max):
X =
0.10 0.09 0.090.09 0.11 0.11
0.09 0.11 0.16
 , M =
1/6 0 00 1/6 0
0 0 1/8
 .
The control performance can be seen in Figure 5. When the
controller is activated the central unit is provided with the
voltages at the PV panels and the battery. The dual variable
λmax,3 that corresponds to the violation of the upper voltage
limit of the battery starts integrating the violation. This then
leads to all inverters reducing their reactive power injections.
As long as there is an overvoltage the dual variable keeps
integrating, which leads to the inverter absorbing more reactive
power which lowers the voltage. At steady state the voltage at
the battery is at the upper voltage limit and the reactive power
injections are at the optimal solution of (14).
B. Robustness to Model Mismatch
Due to its feedback nature, the proposed FO approach is
expected to be robust to model mismatch. However, in spite
of recent theoretical insights [21], the robustness of these
strategies has not been analyzed experimentally before. In
order to validate this claim in an experiment, we assume
uncertainty in the knowledge of the grid sensitivity matrix X .
We consider the crude approximation in which all entries of
the X matrix are believed to be 1. This choice corresponds to
assuming that all inverters are connected to the same point on
the feeder. No other model information is used, making the
controller design essentially model-free. The behavior of this
FO controller with α = 10 can be seen in Figure 6. Notice,
that the controller is still able to drive the voltages to the
feasible voltage band. The DERs are utilized differently than
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Fig. 5: Performance of the FO controller.
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Fig. 6: Performance of the FO controller with no model information.
in Figure 5 due to the different X matrix. This leads to a
different value of the cost function, which is within 12% of
the optimal value.
VII. CONCLUSION
We have implemented three Volt/VAr control strategies on a
real distribution feeder: local droop control, centralized OPF-
based dispatch that guarantees optimal regulation under perfect
model information, and a recently proposed FO scheme. While
the droop control fails to regulate voltages in a satisfactory
manner (as predicted analytically), the OPF-based dispatch
exhibits substantial fragility with respect to model uncertainty.
In contrast, the FO strategy drives the system to the feasible
voltage range while relying only on voltage measurements
collected from the inverters (without measuring or estimating
any power flows). Within our experimental setup, feedback
optimization is extremely robust to model mismatch and its
design and tuning is essentially model-free.
This leads us to conclude that feedback optimization is a
promising approach for the real-time coordinated control of
DERs in future distribution grids. We conjecture that these
features of feedback optimization are not specific to this
application and we plan to investigate them in the more general
context of real-time control of power systems.
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