Learning from outliers and imbalanced data remains one of the major difficulties for machine learning classifiers. Among the numerous techniques dedicated to tackle this problem, data preprocessing solutions are known to be efficient and easy to implement. In this paper, we propose a selective data preprocessing approach that embeds knowledge of the outlier instances into artificially generated subset to achieve an even distribution. The Synthetic Minority Oversampling TEchnique (SMOTE) was used to balance the training data by introducing artificial minority instances. However, this was not before the outliers were identified and oversampled (irrespective of class). The aim is to balance the training dataset while controlling the effect of outliers. The experiments prove that such selective oversampling empowers SMOTE, ultimately leading to improved classification performance.
Introduction
Despite many years of research into machine learning, classification of imbalanced data is still among the major difficulties in the field. The standard learning algorithm assumes that classes within the training dataset are roughly balanced. Also, learning performance metrics often assume equal importance of classes within the dataset. Unfortunately, balanced datasets are rare in real life scenarios and the under-represented class usually has higher misclassification costs [1] . For example, consider the binary classification of the United Kingdom (UK) population as having diabetes or not. Current estimates show that 4.6% of the populace has diabetes [2] , which leaves 95.4% non-diabetes cases. A prediction model that classifies all the majority class correctly and all the minority class wrongly would give a very high but misleading Accuracy of 95.4%. The cost of misclassifying those with diabetes may lead to grave consequences.
Classifying outliers is another key issue in machine learning. This problem occurs because data samples rarely follow a clear pattern. In particular, some data samples may share very dissimilar characteristics to others belonging to the same class, and thus become far removed from the mass of data in that class. In medical datasets, such samples may indicate individuals or groups that behave very differently from the majority within the same class. For example, in a binary class task involving a healthy and an unhealthy group, a heavyweight boxer categorised as healthy may be far removed from the mass of observations in this group. This is because the sample is likely to exhibit characteristics that are commonly associated with the unhealthy group such as high body mass index (BMI). This dynamic has the potential to disturb the learning mechanism of an algorithm, ultimately leading to misclassification.
Various techniques have been proposed for dealing with outliers and imbalanced datasets, which may be grouped into two broad approaches, namely algorithm level and data level techniques. The former aims at modifying a learning algorithm to cope with the dataset [3] and are known to have relatively high computational cost [4] . The latter is classifier-independent and relatively easy to apply because it focuses on data preprocessing techniques [5] . For example, to deal with outliers, some researchers identify and remove them completely [6] , whereas others control the number of outliers to remove [7] . In the same way, some researchers deal with class imbalance by either undersampling the majority class or oversampling the minority class [4] .
In this paper, we propose a two-step data preprocessing approach to manage outlier instances and class imbalance. We used the Pima Indians Diabetes dataset 1 obtained from the public UCI data repository [8] . The dataset consists of 768 samples of which 500 tested negative and 268 tested positive. In the first step, we identified the outliers using the Interquartile Range (IQR) algorithm [9] and subsequently oversampled them with replacement [10] . In the second step, we applied the Synthetic Minority Oversampling TEchnique (SMOTE) [11] to obtain a balanced dataset. This research is motivated by the difficulty in identifying individuals at increased risk of developing diabetes. According to Diabetes UK [12] , the average diabetes patient has had the condition 9-12 years before it is identified and almost one in 70 people in the UK are living with undiagnosed diabetes. This is mainly because of the reactive management system where a diagnostic test is only prescribed when a patient presents with known complications associated with diabetes [13] . More so, biomedical research studies in this area are mostly retrospective attempts to estimate/project the possible number of undiagnosed cases [14] [15] [16] [17] [18] [19] . Therefore, proactive approaches that leads to early identification of individuals at risk of developing the condition is vital so that prevention strategies can be initiated [20] [21] [22] .
Machine learning has the potential to learn from previous observations such that the resultant model can be used to make proactive decisions on new previously unseen instances. Thus, experiments presented in this paper are based on machine learning classification performed on a diabetes medical health examination dataset. The task is to train learning algorithms with the dataset such that they can predict diabetes onset. Four learning algorithms were considered, namely a Support Vector Machine with a Radial Basis Function kernel (SVM-RBF) classifier [23] , C4.5 decision tree [24] , Naïve Bayes [25] and Repeated Incremental Pruning to Produce Error Reduction (RIPPER) [26] . Their performance is evaluated when parameters such as the percentage of outliers and the minority class are altered on the training data. Thus, rather than eliminate the outliers and/or oversample the minority class only, we initially identified and oversampled the outliers (irrespective of class) before applying SMOTE to balance the dataset. We used SMOTE as it introduces artificial instances on the basis of minority class neighbourhood distribution. The main contributions of this paper include:
• The combination of data preprocessing techniques applied to improve performance. First we oversampled (with replacement) specific data instances (outliers) irrespective of class to alleviate classification bias towards the normal instances. This helped to expose the individual properties embedded in outlier instances to the SMOTE algorithm.
• The classification improvement achieved as a direct result of the data preprocessing combination. The proposed approach led to Accuracy improvements in comparison to similar studies that used the same dataset within the literature.
Evaluation is based on traditional classification metrics, including Accuracy, Precision, Recall, F-score and Cohen's Kappa. 2 We also used McNemar's test to gauge the significance of any improvement made. As baseline, we trained AdaBoostM1 [28] and a Random Forest [29] on the original dataset. Both classifiers are known to perform well with imbalanced class distribution [28] . Their results are used to measure the performance of our approach when applied to the other four classifiers considered in this study. Furthermore, we examined the validity of our approach in other domains by repeating the experiments with two datasets that exhibits similar characteristics to the Pima diabetes dataset (i.e., large class imbalance and presence of outliers), but unrelated to healthcare.
The rest of the paper is organised as follows. A concise background and related work is provided in Section 2, followed by detailed explanation of the experimental method in Section 3. The results are presented and analysed in Section 4 before concluding Section.
Background and related work
Approximately 3.3M adults (4.6% of the UK populace) are now living with diabetes [2] and the number is projected to reach 5 million by 2025 [30] . This figure does not take into account the 549,000 adults estimated to have undiagnosed diabetes [30] . Therefore, it is not surprising that machine learning classifiers are increasingly used to help clinical decision making about diabetes [31] . Typically, machine learning algorithms are used to learn from a sample of observed cases to yield diagnostic or prognostic models that can diagnose or predict new cases. Such learned models might be used to guide physicians' decisions, and are sometimes shown to outperform experts' prediction [32] .
The dataset used in this study has also been utilised in a number of other studies [33] [34] [35] [36] [37] [38] [39] . These studies approached the classification task differently and achieved varied results. For example, Ramezani et al. [39] proposed a hybrid classifier named Logistic Adaptive Network Based Fuzzy Inference System (LANFIS). LANFIS is a combination of logistic regression and adaptive network-based fuzzy inference system. Basically, LANFIS does not use insignificant attributes during classification and is capable of handling samples with missing values, which is common with the Pima diabetes dataset. Using 3-fold cross validation, LANFIS achieved 88.05% Accuracy on the dataset.
Polat et al. [37] proposed a cascade learning system based on Generalised Discriminant Analysis (GDA) and Least Square Support Vector Machine (LS-SVM). The system consists of two stages where GDA is used as a preprocessing tool to discriminate between healthy and diabetes samples; and LS-SVM is used for classification. Applying 10-fold cross validation on the Pima diabetes dataset, the system achieved 82.05% Accuracy which is 3.84% more that the Accuracy obtained with LS-SVM alone (78.21%).
Carpenter and Markuzon [33] examined the Pima diabetes dataset using a neural network classifier called ARTMAP-IC; an extension of ARTMAP neural network [40] [41] [42] . Their goal was to solve classification problems where identical input data samples belongs to different classes, which is common in the Pima diabetes data. Using hold-out validation of 576 training and 192 testing samples, ARTMAP-IC produced 81.00% Accuracy.
In a comparative study Kayer and Yildirim [35] also applied holdout validation of 576 training and 192 testing on Pima diabetes data and compared results with ARTMAP-IC and similar studies. They performed seven experiments with three neural network structures, i.e., five based on Multilayer Perceptron (MLP), and one each for Radial Basis Function (RBF) and General Regression Neural Network (GRNN). Their Accuracy results ranges from 76.56% to 80.21%, which is close to the 81.00% obtained by ARTMAP-IC. However, the highest Accuracy result obtained with GRNN (80.21%) was better than the other 12 studies considered. This includes the Evolving Self-Organising Maps (ESOM) [34] which was better than six state-of-the-art methods with 78.4% Accuracy.
Temurtas et al. [38] used 10-fold cross validation on the Pima diabetes data. However, the authors found that hold-out validation of 576 training and 192 testing produced better Accuracy of 82.37% when applied to a neural network classifiers, i.e., Multilayer Neural Network (MLNN) trained with Levenberg-Marquardt (LM) classifier. They also trained a Probabilistic Neural Network (PNN) with both validation methods but the results were lower.
In fact, our literature search revealed over 70 studies exploiting the Pima diabetes dataset, of which 60 were reported by Winiarski [36] with accuracies ranging between 59.5% and 77.7%. It was not clear how Winiarski [36] validated the models, i.e., hold-out or cross validation.
It is difficult to generalise the reasons behind the varied results obtained in previous studies but data composition, class distribution and certainly the base learning algorithm play important roles. For example, all the studies discussed earlier relied on the base algorithm(s) to produce good performance results. Ideally, these algorithms should extract only the useful patterns from training data and disregard spurious patterns. Unfortunately, training data is usually far from perfect as is the case with our experimental dataset. Some of the imperfections in the Pima diabetes data include outliers, class imbalance, small sample size and missing values.
Data preprocessing is an alternative method commonly used to alleviate imperfections such as imbalance class ratio. Most often this is achieved by either under or oversampling as required [4] . For example, the minority class can be oversampled with or without replacement. Sampling with replacement means that an object is replaced each time it is drawn from a pool of objects and can be re-drawn [10] . This method is often used when the oversampling requirement is more than the quantity available within the pool. However, more sophisticated approaches exist such as SMOTE [11] , which generates new synthetic examples by using knowledge about neighbours surrounding a given object within the pool, as discussed further in Section 2.1.
The original SMOTE has been extensively studied with several improvements proposed. For example, Chawla et al. [43] proposed SMOTEBoost by combining the original SMOTE algorithm with a boosting procedure. The Borderline-SMOTE [44] oversamples minority data samples in unsafe regions. The Safe-Level-SMOTE [45] took the opposite approach by focusing on the safest data samples. LN-SMOTE [46] exploits the local information about the neighbourhoods of oversampled data samples. MWMOTE [47] extended the SMOTE algorithm by modifying the synthetic data generation process to use a clustering approach.
While over-sampling is the dominant approach, several studies have focused on under-sampling. Among them, the neighbourhood cleaning rule [48] that removed minority class instances overlapping heavily with the majority class. Liu et al. [49] combined under-sampling with ensemble classifiers to improve performance. García and Herrera [50] combined under-sampling with evolutionary algorithms. The study was later extended by Galar et al. [51] who added a boosting algorithm. Koziarski and Wozniak [52] combined under-sampling and over-sampling to improve classification performance. They initially cleaned the neighbourhoods of minority samples by removing objects from the majority class. This was aimed at simplifying the task of classifying samples from the minority class. They then selectively oversampled the minority class instances by generating synthetic samples closer to the minority instances in the least safe zone, i.e., where the majority class is dominant.
In fact, we found two studies [53, 54] that specifically sought to tackle class imbalance in the Pima diabetes data through some form of under-sampling. Raghuwanshi and Shukla [54] proposed an Underbagging Based Kernelised Extreme Learning Machine (UBKELM) for dealing with class imbalance. The algorithm creates several balanced training subsets by random under-sampling of the majority class samples. Then a kernalised Extreme Learning Machine (ELM) is used as the component classifier to make ensembles. This was tested with the Pima diabetes data which produced 75.84% G-mean 3 and 80.55% AUC. 4 Nanni et al. [53] also used the Pima diabetes data to test two ensemble of ensembles methods designed to tackle class imbalance. Their approach is based on under-sampling like Raghuwanshi and Shukla [54] , except it is not done randomly. One of the methods, called EasyEnsemble, samples the majority class into several independent subsets that are used to train separate classifiers. These outputs are combined to produce the classification decision. The second method called BalanceCascade is focused on training patterns that are hard to classify and trained models are used to guide the sampling process for succeeding classifiers. Their best results for the Pima diabetes data are 84.18% AUC, 69.17% F-score 5 and 75.77% G-mean.
Jegierski and Saganowski [55] recently proposed an 'outside the box' solution to class imbalance in which external but similar data was used to enrich samples of the minority class. They used various datasets to test three data enrichment options namely Random Enrichment (RanE), Semi-greedy Enrichment (SemE) and Supervised Enrichment (SupE). RanE simply selects samples at random from the external dataset and adds them to the minority class. SemE iteratively selects/validates the samples from the external dataset that would increase classification performance. SupE only selects borderline samples from the external dataset to help define boundaries between classes. Their approach performed better than nine well known methods for mitigating class imbalance, including four versions of SMOTE. It is, however, important to note that class disproportion in data usually does not pose a problem by itself. Local characteristics of the minority class are equally as important [4] . According to Stefanowski et al. [56] , class imbalance only affects minority class recognition when combined with other data difficulty factors such as outliers, overlapping class, etc. Therefore, such factors (outliers in our case) must be considered when exploring new ways of dealing with imbalanced data. Napierała et al. [57] measured the impact of noisy and borderline data samples from the minority class on classification performance. They found that the degradation in performance of a classifier is strongly affected by the number of borderline data samples. Skryjomski and Krawczyk [4] also proposed a method of improving classification performance by oversampling borderline data samples from the minority class with SMOTE.
The approach proposed in this paper is not one-sided (i.e., focused on minority class only) but focuses on the entire dataset (irrespective of class). We identified outliers from the original dataset and then oversample the instances with replacement. The aim of this step is to increase the number of these rare cases within the dataset so that when SMOTE is applied to obtain class balance, more synthetic instances would be generated near the neighbourhood of the outliers. In effect, our approach exposes the learning algorithm to more rare cases, which may be difficult to learn. No other study within the literature was found to have combined these data preprocessing techniques in the same way. Before detailing the setup of the experiments, the data preprocessing techniques, SMOTE and IQR, used in the experiments are briefly discussed.
Synthetic Minority Over-Sampling Technique (SMOTE)
SMOTE is an oversampling technique introduced by Chawla et al. [11] . As opposed to other methods that oversample instances randomly by duplication, SMOTE creates new artificial instances using knowledge about neighbours that surround each sample in the minority class. The pseudocode in Algorithm 1 describes the method.
Algorithm 1. SMOTE algorithm [4]
SMOTE uses k-nearest neighbour (k-NN) algorithm to find the k 3 G-mean stands for geometric mean and is defined as the root of the product of class-wise sensitivity, i.e., true positive rate and true negative rate 4 AUC means area under the receiver operating characteristic (ROC) curve.
ROC curve is a plot of the sensitivity vs. false positive rate (1 minus specificity). 5 F-score is the harmonic mean of Recall and Precision nearest neighbours of a given minority data instance data from the neighbourhood. (Note: k is an integer value provided as an input). In the pseudocode, D minority is the number of minority class instances and N percent is the percentage of instances to be generated by SMOTE. Neighbourhood distance can be calculated with various metrics, but for the experiment reported in this paper, Euclidean distance is used. The Euclidean distance between two points x i and x j is the length of the line segment connecting them x x (¯) i j [58] . k neighbours (5 in our case) are identified for each data item. To generate an artificial instance, one of these k neighbours of an original minority instance is chosen at random and used for further processing. The number of synthetic instances formed per original instance is determined by N percent , which is supplied as an input to the SMOTE algorithm. Each new instance is created by adding to the features of the original minority instance (D i ) the differences (diff) between the corresponding features of the chosen neighbour instance and the original instance; multiplied by a random number (gap) between 0 and 1. This helps to determine the final position of the generated instance, which may be in the same position as the original minority instance, the randomly selected neighbour or anywhere between the two locations. By so doing, the diversity of the generated instance is increased thereby allowing for better exploitation of the decision space.
The Interquartile Range (IQR) algorithm
IQR is a data preprocessing technique used to detect outliers and extreme values. It measures dispersion by dividing a rank-ordered dataset into four equal parts, called quartiles [9] . The values that divide each part are denoted by Q1, Q2, and Q3, where Q1 and Q3 are the middle value in the first and second half of the rank-ordered dataset respectively; and Q2 is the median value in the entire set. IQR is then equal to Q3 minus Q1. Outliers here are data instances that fall below Q1 − 1.5 IQR or above Q3 + 1.5 IQR.
In the boxplot in Fig. 1 , the highest and lowest occurring values within this limit are indicated by whiskers of the box and any outliers as individual points. Q1, Q2 and Q3 are 7, 8.5 and 9 respectively. The IQR = Q3 − Q1 = 2. The lower whisker = Q1 − 1.5 × IQR = 7 − 3 = 4. The upper whisker = Q3 + 1.5 × IQR = 9 + 3 = 12. Data points 0.5 and 3.5 are outliers, perhaps of different classes.
Method
In this section, we present our approach to reduce classification bias towards a class in the training data, whilst acknowledging the presence of outlier instances. The approach involves multiple preprocessing of the training data as illustrated in Fig. 2 . Firstly, we search for outliers in the original training data using IQR algorithm. The outlier instances are then oversampled with replacement and subsequently added back to the original data. The oversampling percentage is chosen arbitrarily depending on the number of outliers in the data, with the ultimate aim to massively increase their presence in the data. As the process may lead to class imbalance, we introduce SMOTE to even the class distribution before classification. A detailed description of the data is presented in Section 3.1, followed by the experimental setup in Section 3.2.
Datasets
For experimentation purposes, a diabetes dataset was obtained from the public UCI data repository [8] . It consists of 768 females of Pima Indian origin aged 21 or above who took part in a national health check program aimed at diagnosing diabetes. There are 500 negative and 268 positive instances. 9 features were obtained for each individual, including the class variable as shown in Table 1 .
Variations of the original data were generated and used to train the classification algorithms considered in this study. These variations are shown in Table 2 . The SMOTEd data was obtained by oversampling the minority class in the original data using SMOTE. The oversampling ratio was set to 90% (n = 241) so that the classes are approximately balanced, i.e., 509 positive and 500 negative instances. The IQRd+SMOTEd dataset was generated using the method described in Section 3. We searched for outliers in the original data using the IQR algorithm, which identified 49 outlier instances. These instances were oversampled with replacement by 500%, resulting in 245 outliers; and subsequently added back to the original data, i.e., (768 − 49) + 245 = 964 instances. We oversampled with replacement due to the small number of outliers that would otherwise not allow generation of 196 additional outlier instances. The oversampling percentage, i.e., 500% was chosen arbitrarily with the ultimate aim to massively increase the number of outlier instances. This process did not lead to a balanced dataset, as outliers were oversampled irrespective of class. Thus, we oversampled the minority class of the new data by 50% (n = 193) using SMOTE so that the classes are evenly distributed, i.e., 579 positive and 578 negative instances.
Experiment setup
The three data variations described in Section 3.1 were used to train four classifiers, namely: Naïve Bayes, SVM-RBF, C4.5 decision tree and RIPPER. These classifiers were selected because of their popularity in the field of machine learning. To generate a baseline against which our approach is measured, we also trained AdaBoostM1 [28] and Random Forest [29] classifiers using the original data, i.e., without preprocessing. We choose these classifiers because they are known to mitigate against skewed class distribution in training data [28] . AdaBoostM1 works by repeatedly running an underlying learning algorithm on various distributions over the training dataset, and then combining their outputs into a single composite classifier. We applied Decision Stump [59] as the underlying algorithm for AdaBoostM1 in this paper. A Decision Stump is simply a one-level Decision Tree model that makes prediction based on the value of a single input feature. Random Forest however, is based on a combination of tree predictors such that each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest [29] .
Five traditional performance metrics were considered, to evaluate performance, including Accuracy, Precision, Recall, F-score and Kappa [27] . With the exception of Kappa, these metrics are interpreted on a scale of 0 (lowest) to 1 (highest). Kappa, is interpreted on a scale of −1 (lowest) to 1 (highest). To estimate the significance of improvement as a result of the proposed approach, McNemar's test [60] was used. This is a non-parametric test on a 2 × 2 classification table, shown in Table 3 , to measure the difference between paired proportions.
N ff denotes the number of times both classifiers failed to classify instances correctly and N ss denotes success for both classifiers. These two values do not give much information about the classifiers' performances as they do not indicate how their performances differ. The other two parameters, N sf and N fs , reflect cases where one of the classifiers failed and the other succeeded, indicating performance discrepancies.
Multiple independent evaluation using stratified k-fold (k = 10) cross-validation was performed to gauge the performance of our approach. In stratified k-fold cross-validation, the training data is 
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Artificial Intelligence In Medicine 104 (2020) 101815 randomly partitioned into 10 equal size subsets, taking the class distribution into account. During training, one of the k subsets is retained as the validation data, and the remaining k − 1 subsets are used as training data. The process is repeated k times, with each of the k subsets used exactly once as the validation data. The k results from the folds are then combined to produce a single result.
To ensure that the results are unbiased, while at the same time allow for cross comparison between different classifiers, we used the exact folds generated from the original data, to evaluate all the classifier models trained with the preprocessed versions of the data. Basically, stratified k-fold cross validation was applied to the original data, to generate 10 folds. Then, the original data was preprocessed to generate the SMOTEd and the IQRd+SMOTEd version of the data. In each cross validation iteration, we considered as the test set one fold of the original dataset. All the instances of this fold was removed from the preprocessed version of the data, and the remaining instances as considered training data for that iteration. This means that each training fold in SMOTEd or IQRd+SMOTEd datasets, consists of the full preprocessed dataset minus the instances of the test fold. The experimental process is illustrated in Fig. 3 .
Result analysis
In this section, we present and analyse the performance of the four classifiers when trained with the original and preprocessed datasets described in Section 3.1; particularly IQRd+SMOTEd. We also repeated the experiments with other datasets that are unrelated to diabetes. This is to examine if the proposed method extends to other datasets and domains. For clarity, results with the Pima diabetes and other unrelated datasets are analysed in separate Sections 4.1 and 4.2 respectively. Each Section also presents the corresponding baseline results obtained with AdaBoostM1 and Random Forest.
Results with diabetes dataset
This section presents the results obtained with the Pima diabetes datasets described in Section 3.1. Table 4 shows the evaluation results for each classifier trained with the original and preprocessed Pima diabetes datasets. For each group of classifier models presented in the table, we use bold typeface to indicate the best on all the performance metrics. It is clearly evident that the models trained with IQRd +SMOTEd dataset consistently produced the best Accuracy. Of the four classifiers considered, C4.5 produced the best Accuracy while Naïve Bayes produced the least. However, it is important to note that even the least performing Naïve Bayes model produced better Accuracy than the baseline. In terms of Kappa, the proposed method using IQRd+SMOTEd also led to better results than the baseline in all but SVM-RBF classifier where performance is lower.
Generally, Naïve Bayes and SVM-RBF produced mixed results in all the performance metrics and they clearly did not respond well to the selective data preprocessing method applied. For example, Naïve Bayes trained with SMOTEd produced slightly better Precision than IQRd +SMOTEd by 0.001%. Similarly, the SVM-RBF model is 0.60% more precise when trained with SMOTEd dataset than with IQRd+SMOTEd. However, it is fair to say that these differences are marginal and unlikely to be significant.
While mixed results were recorded for Naïve Bayes and SVM-RBF, the other two classifiers, i.e., RIPPER and C4.5 responded well to IQRd +SMOTEd data, as reflected in all the performance metrics. In fact, McNemar's test conducted on the models show that both classifiers trained with IQRd+SMOTEd data produced statistically significant improvement when compared to their performance with the other training data versions. This result can be seen clearly in Table 5 , which presents the results of IQRd+SMOTEd trained models vs. original and SMOTEd for all the classifiers. Statistically significant differences between two models are indicated with '★' sign. The level of improvement can be seen clearly in the prediction success (N fs ) and failure N sf ) columns of Table 5 , which translates into the value presented in the diff column. For example, taking the counts for success and failure into account, models that led to significant difference succeeded in predicting the true class more often (N fs ) than predicting wrongly (N sf ). The Triceps skin fold thickness (mm) 5 2-h serum insulin (μIU/ml) 6 Body mass index (weight in kg/(height in m 2 ) 7
Diabetes pedigree function 8
Age (years) 9
Class (0, 1) differences between (N fs ) and (N sf ) were minimal with Naïve Bayes and SVM-RBF which explains the insignificant improvement. On the other hand, the differences were larger with RIPPER and C4.5, ultimately leading to significant improvement. As observed earlier in Table 4 , C4.5 classifier trained with IQRd +SMOTEd data produced the best results overall. Its Accuracy improvement over the other classifiers ranges from 5.9% to 12.5%. To experimentally demonstrate the significance of this improvement, we conducted a McNemar's test to compare its predictions with the best performing models of the other classifiers, including the baseline: Ada-BoostM1 and Random Forest. The result is shown in Table 6 , which confirms that the differences are indeed significant. The proposed method proves to make significant improvement in classification performance when applied to a classifier that responds well to the preprocessed dataset, i.e., C4.5 in this case.
As noted in Section 2, we found over 70 published studies that utilised the Pima diabetes dataset, so we compared their results to ours in Table 7 . Clearly our selective data preprocessing approach applied to C4.5 classifier produced better Accuracy, than the past studies with improvements ranging from 1.45% to 30%. It must be noted that methods (i.e., classification approach) and validation approach (i.e., training and test data split) differ between these studies and this may affect the reported results. For example, Temurtas et al. [38] applied both 10-fold cross validation and a 576:192 data split to the same classifier and found the latter more favourable as shown in Table 7 . Of all the past studies presented in Table 7 , Ramezani et al. [39] produced the best Accuracy (88.05%), by applying 3-fold cross validation on LANFIS. Quite possibly, their result would be different if they used a different validation approach. Our view is that these results are comparable to an extent, irrespective of the method or validation approach used. This is because all the studies used the same data for experiments and the common goal is to improve results with the proposed method whilst ensuring that the test dataset is not exposed to the classifier during training. Moreover, given the modest size of the Pima diabetes data, 10-fold cross validation used in our experiment seems more appropriate because testing is based on all samples rather than a small subset of the data. Even when we compare with only the past studies that used 10-fold cross validation [37, 38, 34] , our approach produced better Accuracy, with improvements ranging from 7.13% to 11.1%.
Some of the previous studies discussed in Section 2 did not measure performance based on Accuracy, hence not presented in Table 7 . In particular, Nanni et al. [53] reported performance in terms of F-score, G-mean and AUC while Raghuwanshi and Shukla [54] reported only Gmean and AUC. Both studies specifically aimed to mitigate class imbalance in training data and they tested their methods with the Pima diabetes data. As C4.5 (IQRd+SMOTEd is our best performing model on the Pima diabetes data, we calculated F-score, G-mean and AUC, and compared to the best results from Nanni et al. [53] and Raghuwanshi and Shukla [54] . As shown in Table 8 , our approach performed better in all the three metrics considered. 
Results with other Datasets
This Section presents the results obtained by applying our method described in Section 3 to other datasets that are unrelated to diabetes. We believe this is necessary because the modest size of the Pima diabetes data did not allow for an expansive validation process, e.g., having a hold-out set for testing purposes. The ideal scenario would be to test on a similar but external dataset but we could not find another dataset with similar features and class labels.
Recall from Section 2 that Jegierski and Saganowski [55] proposed three strategies, i.e., Random Enrichment (RanE), Semi-greedy Enrichment (SemE) and Supervised Enrichment (SupE), for class imbalance that uses external but similar data to enrich samples of the minority class. When tested with Random Forest [29] , on a breast cancer dataset, 6 the strategies were shown to produce better F-score than nine well known methods for mitigating class imbalance, including four versions of SMOTE.
For the purpose of comparison, we replicated our approach with Random Forest on the same breast cancer dataset, which contains 569 samples of which 357 are Benign and 212 are Malignant. Basically, we identified 11 outliers and these were oversampled with replacement by 500% before applying SMOTE to increase the minority class by 35%. For testing, we applied 10-fold cross validation on the original data and computed F-score average just like Jegierski and Saganowski [55] . As shown in Table 9 , our approach is comparable to SupE (without SemE) but better than RanE, SemE and SupE (with SemE).
To determine if our approach applies to domains outside healthcare, we also replicated our experiments (described in Section 3.2) with two datasets that are unrelated to healthcare. Both datasets, i.e., German Credit 7 and QSAR Biodegradation 8 were obtained from the public UCI data repository [8] , and they exhibit similar characteristics to the Pima diabetes data, i.e., heavily imbalanced and containing outliers. Table 10 shows the class distribution for both datasets including their original and preprocessed versions.
So that the paper remains focused, only the highlights of experimental results obtained with both datasets are discussed within the main body of this paper. Further details of the experiments are presented in Appendix A for the German Credit dataset, and Appendix B for the QSAR Biodegradation dataset.
As expected, the results follow similar pattern to the one obtained with the Pima diabetes dataset. Apart from experiments with Naïve Bayes, which produced mixed results across the performance metrics, all the experiments involving IQRd+SMOTEd data produced the best results within their respective classifier groups. In particular, SVM-RBF trained with IQRd+SMOTEd produced the best overall performance on both experimental datasets, i.e., German Credit and QSAR Biodegradation. It is also important to note that the performance with IQRd+SMOTEd (except experiments with Naïve Bayes) are better than or closely matches the baseline. This is shown clearly in the appended Tables A.1 and B.1 .
For each of the classifiers considered in this study, we also tested the significance of improvement between the IQRd+SMOTEd trained model and others. Again, significant difference was observed in most cases, particularly when compared to classifiers trained with the original data, but not their SMOTEd versions as shown in the appended Tables A.2 and B.2 . Although our method did not always lead to significant difference, it certainly produces some form of improvement in all but Naïve Bayes classifier. Such performance provides a base that could be built upon for further improvement. For example, the classifiers that improved performance but not enough to effect significant difference could be optimised internally to improve prediction Accuracy. We know from Tables A.1 and B.1 that SVM-RBF trained with IQRd +SMOTEd produced the best results. To experimentally demonstrate the significance of this improvement, over the best performing models from the other classifiers, including the baseline models -AdaBoostM1 and Random Forest; we conducted a McNemar's test to compare their predictions. The results are shown in the appended Tables A.3 and B.3 . Once again, the results are very similar to that obtained with the Pima diabetes data. The performance of SVM-RBF trained with IQRd +SMOTEd data led to significant improvement in all but one classifier, i.e., Random Forest in the appended Table B .3. Nevertheless, the result is a clear indication that given the right classifier, models trained with the selective data preprocessing method presented in this study generally responds positively to class imbalance and outliers.
Conclusion
The experiments presented in this paper proved our intuition that the selective data preprocessing method proposed in this paper can be used to achieve greater Accuracy than existing work conducted with the Pima diabetes data. To achieve this, we examined the effects of outliers and data imbalance on classification performance. The reason for combining the two factors is because literature evidence suggests that class imbalance is not the only source of learning difficulties posed by training data during classification tasks. We first analysed the entire [36] Comparative study with 60 different classifiers Range = 59.5-77.7% Validation: undisclosed Polat et al. [37] • Deng and Kasabov [34] Evolving Self Organising Maps (ESOM) ESOM = 78.4% Validation: 10-fold CV Ramezani et al. [39] Logistic Adaptive Network-based Fuzzy Inference System (LANFIS) LANFIS = 88.05% Validation: 3-fold CV Table 8 Comparative results with previous studies based on G-Mean, AUC and F-Score. Author Table 9 Comparative results with breast cancer data based on F-Score.
Method/author F-Score (%)
Our work -Random Forest (IQRd+SMOTEd) 94.7 RanE [55] 92.3 SemE [55] 93.6 SupE (with SemE) [55] 86.5 SupE (without SemE) [55] 95.1 data distribution to check for factors other than class imbalance, with potential to cause misclassification. This resulted to outliers which are usually sparse within the training data, thus difficult for classifiers to comprehend. As a solution, we identified outliers with IQR algorithm, enhanced their presence through oversampling and tackled class imbalance with SMOTE. By initially oversampling the outlier instances and subsequently creating instances within their neighbourhood distribution through SMOTE, the proposed method affords the learning algorithms wider visibility of the sparse instances and thus a better learning platform to improve performance. Experiments with Naïve Bayes, SVM-RBF, C4.5 and RIPPER show that our selective data preprocessing method applied to C4.5 decision tree produced better results than the other three classifiers with 89.5% Accuracy, 90% Precision, 89.4% Recall, 89.5% F-score and 83.5% Kappa. These results are also better than baseline experiments conducted with AdaBoostM1 and Random Forest. Indeed, the vast majority of reported experiments in diabetes prediction only enhanced classification Accuracy up to 82% [61] , which is 7.5% lower than our results. However, not all available diabetes prediction study in the literature is based on the same dataset applied to our study, so we identified those with the same dataset and compared results. The search revealed a total of 71 studies exploiting the same dataset, with Accuracy results ranging between 59.5% and 88.05%. This clearly shows that our approach increased Accuracy in the range between 1.45% and 30%. By selectively exposing SMOTE to knowledge about outliers (irrespective of class), our method led to improved performance. This is also the case when compared with uniform oversampling of minority class, without outlier selection.
As validation in other domains, we applied our method to two datasets that are unrelated to the medical domain. This time, the SVM-RBF rather than C4.5 produced the best results and performance is consistently better with our data preprocessing method, in all the classifiers except Naïve Bayes. In the future, we plan to develop the data preprocessing method as a standalone tool that identifies and embeds outlier knowledge into the standard version of SMOTE algorithm. This will enable us to compare between our method and other versions of the SMOTE algorithm described in Section 2. We also plan to investigate why Naïve Bayes does not respond well to the method. Perharps this line of research would provide useful patterns that can be used to determine based on a given dataset, how different classifiers would respond to the method.
The German credit data from the finance domain is used to determine if a person is credit worthy or not. The data contains 1000 samples, each with 20 features that characterises the samples such as age, employment, etc. The SMOTEd version of the data was generated by simply oversampling the minority class by 130% using SMOTE. From the original version, we identified 25 outlier instances using IQR algorithm. These instances were oversampled (with replacement) by 200% to generate additional 50 and subsequently added back to the data, i.e., a total of 75 outliers now exist. Finally, the minority class was oversampled by 105% using SMOTE to generate the IQRd+SMOTEd version of the data.
The results are presented in Tables A.1-A.3. We use bold typeface to indicate best performance among classifier groups, and '★' sign to indicate statistically significant difference. 
Appendix B. QSAR Biodegradation data
The QSAR Biodegradation data from chemistry domain is used to classify chemicals into ready and non-ready biodegradable molecules. The data contains 1055 samples, each with 41 molecular descriptors as features. The SMOTEd version of the data was generated by simply oversampling the minority class by 96% using SMOTE. From the original, version, we identified 366 outlier instances using IQR algorithm. These instances were oversampled (without replacement) by 100% to generate additional 366 and subsequently added back to the data, i.e., a total of 732 outliers now exist. Finally, the minority class was oversampled by 100% using SMOTE to generate the IQRd+SMOTEd version of the data.
The results are presented in Tables B.1-B.3. We use bold typeface to indicate best performance among classifier groups, and '★' sign to indicate statistically significant difference. 
