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Cap´ıtulo 1
Introduccio´n
1.1 Descripcio´n del problema
El problema que se aborda en esta tesis trata la elaboracio´n de rutas de veh´ıculos
con el fin de servir un conjunto de clientes dado. Este problema pertenece a uno de
los conjuntos de problemas de optimizacio´n combinatoria conocido en la literatura
cient´ıfica como VRP (Vehicle Routing Problem).
El problema de rutas de veh´ıculos cla´sico (CVRP, Capacitated Vehicle Routing
Problem) consiste en disen˜ar un conjunto de rutas para una flota de veh´ıculos dada,
con el fin de dar servicio a un conjunto de clientes los cuales tienen una ubicacio´n
geogra´fica determinada. Se considera que los veh´ıculos tienen capacidad limitada,
por lo que se debe satisfacer la demanda de todos los clientes respetando la restriccio´n
de capacidad de los veh´ıculos al elaborar las rutas. Adema´s, cada cliente debe ser
visitado por un solo veh´ıculo. Se asume que la informacio´n de los veh´ıculos, clientes,
ubicaciones y demandas se conoce de antemano.
El objetivo del CVRP es encontrar el conjunto de rutas con las caracter´ısticas cita-
das cuya ejecucio´n derive en el mı´nimo costo posible. Esto muchas veces se traduce
en la menor distancia recorrida posible, ya que el costo de transportacio´n esta´ di-
rectamente relacionado con la distancia recorrida. Esta tesis estudia una variante de
dicho problema.
En muchas ocasiones, la distancia recorrida por los veh´ıculos no es la prioridad en
la planeacio´n de las rutas, sino la rapidez con la que se atiende a los clientes. En
1
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casos de emergencia, los clientes deben ser atendidos lo ma´s pronto posible quedando
en segundo te´rmino los costos de transportacio´n; hoy en d´ıa, la competencia en el
mercado obliga a las empresas a elevar sus esta´ndares en la rapidez del servicio al
cliente para seguir siendo preferidas por los consumidores, de manera que se debe
pagar el precio de un mayor costo de transportacio´n para obtener un mayor nivel
de satisfaccio´n de los clientes. En ambos casos el objetivo del problema de rutas se
centra en el cliente.
Dicho objetivo se relaciona con lo que en la literatura se conoce como latencia.
La latencia de una ruta es la suma de los tiempos de espera de todos los clientes
que esta´n asignados a dicha ruta, siendo la latencia de una solucio´n la suma de
las latencias de todas las rutas que la forman. El problema de rutas de veh´ıculos
centrado en el cliente busca minimizar la latencia de la solucio´n, y es el caso de
nuestro problema de estudio. Es conocido en la literatura como CCVRP (Cumulative
Capacitated Vehicle Routing Problem).
En los problemas de optimizacio´n en general (de rutas en particular), se busca mo-
delar problemas reales de la manera ma´s exacta posible, para esto se an˜aden carac-
ter´ısticas o condiciones en el planteamiento del problema que describan la realidad.
Una caracter´ıstica importante en los problemas de rutas que ha sido estudiada en
an˜os recientes es la adicio´n de elementos dina´micos al problema, esta variante se
conoce como DVRP (Dynamic Vehicle Routing Problem).
Debido a los avances tecnolo´gicos actuales, es posible tener informacio´n de la situa-
cio´n de los veh´ıculos de una flota a lo largo de su trayectoria y establecer contacto
con el veh´ıculo en cualquier momento, permitiendo que las rutas sean modificadas
aun despue´s de iniciar su recorrido. Gracias a esto se pueden resolver problemas
dina´micos en los que la totalidad de la informacio´n no se conoce al momento de la
planeacio´n, siendo ma´s bien revelada a lo largo del d´ıa.
En nuestro problema, el dinamismo se presenta en las solicitudes de los clientes. Se
conoce la informacio´n de un conjunto de clientes al momento de planear las rutas,
los cuales llamamos clientes esta´ticos, y a lo largo del d´ıa nuevas solicitudes de
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servicio ingresan al sistema, siendo hasta ese momento cuando la informacio´n del
nuevo cliente es conocida, a estos clientes los llamamos clientes dina´micos.
A lo largo del presente documento, llamaremos al problema tratado en el mismo
DCCVRP (Dynamic Cumulative Capacitated Vehicle Routing Problem). Dada su
complejidad, este problema no puede ser resuelto con me´todos exactos en un tiempo
razonable para problemas de taman˜o real, por lo que se han desarrollado te´cnicas
heur´ısticas para encontrar soluciones al problema.
Dos enfoques de solucio´n han sido implementados. El enfoque de solucio´n perio´dico
se basa en dividir el horizonte de planeacio´n en periodos de igual duracio´n y en cada
periodo se resuelve el problema de rutas esta´tico con los clientes que se conocen
hasta el momento. En el enfoque de solucio´n dina´mico cada vez que se conoce una
nueva solicitud de servicio, se intenta asignar a alguna de las rutas de la solucio´n
actual mediante un algoritmo de insercio´n eficiente.
1.2 Hipo´tesis de estudio
Una heur´ıstica de dos fases que incorpora el me´todo metaheur´ıstico Bu´squeda por
Entorno Variable permite obtener buenas soluciones del problema.
1.3 Justificacio´n
El objetivo de mı´nima latencia ha sido tratado en la literatura para el caso esta´tico,
en el cual toda la informacio´n se asume conocida; mientras que el dinamismo ha sido
estudiado en problemas con objetivo de minimizar costo. Sin embargo, en la revisio´n
literaria no hemos encontrado trabajos que traten dinamismo y mı´nima latencia al
mismo tiempo, a pesar de la notable posibilidad de aplicaciones de ambas situaciones.
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1.4 Objetivo y alcance
El objetivo de esta tesis es proponer una metodolog´ıa para encontrar solucio´n a
problemas de taman˜o real de manera ra´pida. Para esto se consideran los siguientes
objetivos particulares:
1. Revisar literatura de problemas similares
2. Disen˜ar algoritmos de solucio´n para el problema basados en estrategias me-
taheur´ısticas.
3. Implementar computacionalmente dichos algoritmos.
4. Evaluar el desempen˜o de los algoritmos mediante experimentacio´n computacio-
nal.
1.5 Estructura de la tesis
La estructura de este documento es la siguiente: en el cap´ıtulo dos se describen los
conceptos necesarios para el estudio del problema, as´ı como algunos me´todos de so-
lucio´n usados en la literatura para problemas similares al de la tesis. En el cap´ıtulo
tres se presenta el planteamiento del problema as´ı como un modelo matema´tico en-
contrado en la literatura para la versio´n esta´tica del problema de ruteo de veh´ıculos
con objetivo de mı´nima latencia. En el cap´ıtulo cuatro se describe a detalle la meto-
dolog´ıa propuesta para dar solucio´n al problema. En el cap´ıtulo cinco se muestran
los resultados de los experimentos computacionales realizados para evaluar el desem-
pen˜o del algoritmo. Finalmente en el cap´ıtulo seis se presentan las conclusiones y
propuestas de trabajo a futuro.
Cap´ıtulo 2
Marco teo´rico
En este cap´ıtulo se presentan algunas definiciones que se necesitan para entender
el problema que se aborda en la tesis, as´ı como las caracter´ısticas generales de los
problemas de ruteo de veh´ıculos. Tambie´n se exponen algunos de los me´todos de
solucio´n que se encuentran comu´nmente en la literatura cient´ıfica.
En la primera seccio´n se presentan los conceptos ba´sicos sobre el problema de ruteo
de veh´ıculos y una descripcio´n de algunas variantes conocidas de los mismos. En la
seccio´n 2 se explica el problema de latencia mı´nima, ya que la latencia es la funcio´n
objetivo del problema de ruteo tratado en este trabajo. Por u´ltimo la seccio´n 3 esta´
dedicada a la descripcio´n de los principales me´todos de solucio´n reportados en la
literatura, me´todos exactos, te´cnicas heur´ısticas y metaheur´ısticas.
2.1 El problema de rutas de veh´ıculos
El problema de ruteo de veh´ıculos es uno de los problemas de optimizacio´n combi-
natoria ma´s importantes y estudiados. Consiste en disen˜ar las rutas o´ptimas para
la distribucio´n de productos desde un centro de distribucio´n hasta un nu´mero de-
terminado de clientes dispersos geogra´ficamente, utilizando para ello una flota de
veh´ıculos con cierta capacidad de transportacio´n. Cada ruta inicia y termina en
el depo´sito, cada cliente debe ser visitado exactamente una vez para satisfacer su
demanda y adema´s la suma de las demanda de los clientes visitados en cada ruta
no excede la capacidad del veh´ıculo asignado a dicha ruta. El objetivo cla´sico es
minimizar el costo total de transportacio´n.
5
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La formulacio´n de este problema fue introducida por Dantzig y Ramser [14], como
una generalizacio´n del problema del agente viajero (Travelling Salesman Problem,
TSP) presentado por Flood [16]. El VRP es generalmente definido en un grafo G=(V,
E, C) siendo V = {v0, . . . , vn} el conjunto de ve´rtices, E = {(vi, vj)talque(i, j)} ∈
V, i 6= j} el conjunto de arcos y C = (cij) una matriz de costos definida en E, repre-
senta distancias, tiempos de traslado o costos de traslado. El ve´rtice v0 es llamado
depo´sito, mientras que los ve´rtices restantes representan clientes que necesitan ser
servidos.
Un gran nu´mero de variantes del VRP han sido estudiadas. Entre las ma´s comunes
esta´n las siguientes:
• Problema de ruteo de veh´ıculos con ventanas de tiempo (Vehicle Routing Pro-
blem with Time Windows, VRP-TW ), en el cual se requiere que los clientes
sean visitados durante un intervalo espec´ıfico de tiempo [10].
• Problema de ruteo de veh´ıculos con restriccio´n de distancia, donde existe un
l´ımite ma´ximo para la longitud o tiempo de traslado de las rutas [28].
• Problema de ruteo de veh´ıculos con entrega y recoleccio´n (Vehicle Routing
Problem with Pickup and Delivery, VRP-PD o PDP), donde los bienes tienen
que ser entregados o recolectados en cantidades espec´ıficas para cada cliente
[51].
• Problema de ruteo de veh´ıculos abierto (open VRP), en el cual los veh´ıculos
no necesariamente regresan al depo´sito despue´s de terminar su ruta [33].
• Problema perio´dico (periodic VRP), donde los clientes deben ser visitados va-
rias veces durante el horizonte de planeacio´n [17].
• Problema con entregas divididas (split-delivery VRP), donde cada cliente puede
ser visitado por varios veh´ıculos [2].
• Problema de ruteo de veh´ıculos con mu´ltiples depo´sitos (multi-depot Vehicle
Routing Problem, MDVRP), donde existen varios depo´sitos ha donde pueden
acudir los clientes [49].
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• Problema de ruteo de veh´ıculos con flota heteroge´nea (Heterogeneous fleet Vehi-
cle Routing Problem, HVRP), donde los veh´ıculos tienen diferentes capacidades
[47].
Referimos a [43] para consultar el estado del arte sobre problemas de ruteo de veh´ıcu-
los.
2.1.1 El problema de rutas de veh´ıculos dina´mico
Un problema de ruteo se dice que es esta´tico cuando todos los datos de entrada
del problema son conocidos antes de que se construyan las rutas. En un problema
dina´mico, algunos de los datos se revelan o actualizan durante el periodo de tiempo
en el que las operaciones se llevan a cabo.
Las aplicaciones del mundo real frecuentemente incluyen esta´ caracter´ıstica dina´mi-
ca.
El problema de ruteo de veh´ıculos dina´mico (Dynamic Vehicle Routing Problem,
DVRP) puede considerarse como una serie de instancias del problema esta´tico. Al
igual que el VRP esta´tico, pertenece a la clase de problemas NP-duros. *BUSCAR
REFERENCIA SOBRE LA COMPLEJIDAD DEL DVRP* La primera referencia a
un VRP dina´mico fue de Wilson y Colvin [56]. Estudiaron un (Dial A Ride Problem,
DARP) con un solo veh´ıculo, en el que las peticiones de los clientes, viajar desde un
origen a un destino, aparecen de forma dina´mica.
La fuente ma´s comu´n de dinamismo es la llegada de clientes durante la operacio´n
de las rutas. Tambie´n pueden ser considerados dina´micos los tiempos de traslado,
las demandas de los clientes o la disponibilidad de los veh´ıculos. En este trabajo
consideramos un problema de ruteo de veh´ıculos con demandas dina´micas.
Para dar solucio´n a los problemas dina´micos de ruteo de veh´ıculos se distinguen
dos enfoques de solucio´n en la literatura, uno basado en re-optimizacio´n perio´dica
y otro basado en re-optimizacio´n continua. En ambos casos, al inicio del horizonte
de planeacio´n, se genera una solucio´n inicial que contiene al conjunto de todos los
clientes esta´ticos.
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La re-optimizacio´n perio´dica consiste en resolver el problema esta´tico correspon-
diente a diferentes estados del sistema, a lo largo del tiempo. El inconveniente de
este enfoque es que el tiempo dedicado a cada problema esta´tico no se conoce con
anticipacio´n, por lo que la optimizacio´n puede ser detenida antes de que se haya
alcanzado una buena solucio´n. Por ello se debe tener un algoritmo de optimizacio´n
ra´pido y eficiente.
Montemanni et al. [40] utilizan el enfoque perio´dico, resuelven el DCVRP (Dynamic
Capacitated Vehicle Routing Problem), mediante un algoritmo basado en Colonia
de Hormigas (Ant Colony System Algorithm).
Por otro lado, en el enfoque de reoptimizacio´n continua, cada vez que llegan una o
varias solicitudes al sistema, se busca asignar dichas solicitudes a las rutas actuales.
Por ello, es necesario que la insercio´n de los nuevos clientes y la mejora de las rutas
se realicen en el menor tiempo posible. En los trabajos de Hong [24] y Chen y Xu
[7] se utiliza el enfoque continuo para resolver el problema dina´mico de ruteo de
veh´ıculos con ventanas de tiempo.
Ninguno de estos trabajos dina´micos considera la latencia como objetivo de optimi-
zacio´n, sino la minimizacio´n de los costos de operacio´n de las rutas.
Para una revisio´n del estado del arte de los problemas de ruteos de veh´ıculos dina´mi-
cos se puede consultar [20], [25], [31].
En algunos problemas dina´micos se conoce ma´s informacio´n sobre el futuro que
en otros, por esto se han definido medidas del grado de dinamismo. Lund et al.
[36] han definido el grado de dinamismo en un problema de ruteo como la relacio´n
entre el nu´mero de peticiones dina´micas y el nu´mero total de solicitudes. Larsen [30]
define otra medida que tiene en cuenta el tiempo en el que se conocen las solicitudes
dina´micas, llamado grado efectivo de dinamismo.
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2.2 El problema de m´ınima latencia
En los problemas de ruteo mencionados previamente, el objetivo es la minimizacio´n
de la distancia (costo total) recorrida por los veh´ıculos. Sin embargo, en muchas
aplicaciones el intere´s es minimizar el tiempo de espera de los clientes. Esa funcio´n
objetivo esta´ relacionada con lo que se denomina latencia de un nodo de un grafo.
Dado un conjunto de nodos (clientes), una matriz de costos, y una ruta que visita
todos los nodos en algu´n orden, la latencia de un nodo es la distancia o tiempo
necesario para llegar desde el depo´sito hasta dicho cliente, mientras que la latencia
total de la ruta es la suma de todas las latencias de los clientes.
El problema del repartidor (Travelling Deliveryman Problem, TDP), el problema
del reparador (Travelling Repairman Problem, TRP), el problema de minimizar el
tiempo total de terminacio´n de un trabajo o el tiempo total de flujo de trabajos que
sera´n procesados en una sola ma´quina, son problemas que pueden ser tratados como
problemas de mı´nima latencia (Minimum Latency Problem, MLP). En el problema
del reparador y del repartidor, la localizacio´n de los clientes as´ı como los tiempos de
servicio del reparador (repartidor) en cada cliente son conocidos. En ambos casos,
el agente tiene que visitar a los clientes para realizar algu´n servicio y el objetivo
es encontrar una ruta que minimice el tiempo total de espera de los clientes. Estos
problemas pueden ser vistos como problemas de ruteo centrados en el cliente debido
a que el objetivo es minimizar el tiempo de espera de los clientes en lugar del tiempo
total de viaje del veh´ıculo.[1]
Recientemente, algunas variaciones interesantes donde el MLP se combina con otro
problema, han sido estudiadas. Levin y Penn [34] estudian una combinacio´n de
MLP y secuenciacio´n de ma´quinas donde n tareas deben ser procesadas en una sola
ma´quina localizada en una planta y posteriormente son enviadas a n clientes por
un solo veh´ıculo. Existen tiempos de procesamiento para los trabajos y tiempos de
traslado entre la planta y los clientes. El objetivo es determinar una secuencia de
produccio´n para los trabajos en la ma´quina y determinar el ruteo del veh´ıculo de
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manera tal que la suma de los tiempos de entrega de los trabajos a los clientes
se minimice. Se permite que el veh´ıculo recoja trabajos de la planta varias veces.
Li, Vairaktarakis, y Lee [35] consideran una variacio´n del mismo problema donde
varios trabajos pueden ser solicitados al mismo cliente y el veh´ıculo puede o no tener
restricciones de capacidad.
Algunos art´ıculos que reflejan el estado del arte son Blum et al [3], Wu et al [57],
Silva et al [52], entre otros.
2.3 Metodolog´ıas de solucio´n a problemas de
ruteo de veh´ıculos
Como se ha mostrado en la seccio´n 2.1, existe una gran familia de problemas de ruteo
de veh´ıculos que tienen una estructura en comu´n, por lo que se desean me´todos de
solucio´n que produzcan resultados precisos en tiempos cortos de ejecucio´n, pero
tambie´n se busca que sean fa´ciles de entender y con pocos para´metros.
En esta seccio´n se mencionan algunas de las metodolog´ıas reportadas en la literatura
para dar solucio´n a los problemas de ruteo de veh´ıculos esta´ticos. Entre ellas tenemos
tenemos me´todos exactos, heur´ısticas y metaheur´ısticas.
2.3.1 Algoritmos exactos
Los me´todos exactos aplicados al CVRP son principalmente los me´todos de ramifi-
cacio´n y acotamiento y los de ramificacio´n y corte.
• Ramificacio´n y acotamiento. Hasta finales de los 80’s los me´todos ma´s efecti-
vos eran los algoritmos de ramificacio´n y acotamiento basados en relajaciones
combinatorias. En los u´ltimos tiempos se han propuesto relajaciones lagran-
gianas, las cuales han podido incrementar el taman˜o de los problemas que se
pueden resolver. Los algoritmos de este tipo se concentran principalmente en
determinar una buena cota inferior. Algunas referencias de este tema pueden
encontrarse en [12], [15] y [54].
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• Ramificacio´n y corte. Los algoritmos de ramificacio´n y corte tratan de generar
desigualdades va´lidas para an˜adir planos de corte en el espacio factible de
soluciones, tratando de acotar el a´rbol de ramificacio´n no so´lo en el nodo ra´ız.
Estos algoritmos constituyen los mejores algoritmos exactos hoy en d´ıa para
el problema de ruteo de veh´ıculos. Tambie´n se ha trabajado la combinacio´n
de algoritmos de ramificacio´n y corte con otros algoritmos. Fukasawa et al.
[40] proponen un me´todo de solucio´n que combina ramificacio´n y corte con un
algoritmo de generacio´n de columnas (Branch and cut and Price, BCP). La idea
de combinar columnas y generacio´n de cortes es mejorar las cotas inferiores en
el proceso de ramificacio´n.
2.3.2 Algoritmos heur´ısticos
Dado que el VRP es un problema NP-duro [32], los me´todos exactos resuelven
instancias de taman˜o limitado. Por ello, heur´ısticas y metaheur´ısticas son usadas en
la mayor´ıa de las aplicaciones pra´cticas donde varios cientos de clientes son visitados
diariamente. En cuanto a las te´cnicas heur´ısticas, Laporte y Semet [29] las clasifican
en estos tres grupos:
i. Me´todos constructivos
ii. Me´todos de dos fases
iii. Heur´ısticas de mejora
Los me´todos constructivos combinan rutas existentes usando criterios de ahorro
como la heur´ıstica de Clarke y Wright [9], o an˜aden de manera secuencial clientes a
las rutas usando un criterio de insercio´n como la heur´ıstica de Mole y Jameson [39].
Los me´todos de dos fases descomponen el VRP en asignacio´n de clientes a rutas y
ordenamiento de clientes dentro de las rutas. En los me´todos de agrupacio´n primero,
ruteo despue´s (Cluster-first, route-second) los clientes son agrupados en rutas que
sera´n servidas por un solo veh´ıculo, posteriormente resuelven un TSP para cada ruta.
Por otra parte, las heur´ısticas de ruteo primero, agrupamiento despue´s (Route-first,
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cluster-second), primero construyen un circuito TSP visitando todos los clientes y
despue´s lo dividen en rutas factibles.
Las heur´ısticas de mejora aplican procedimientos de bu´squeda local simples para
explorar el vecindario de una solucio´n. Cualquier heur´ıstica de mejora para el TSP
puede ser usada para el VRP, como los cla´sicos procedimientos Or opt [42], 2-opt
[16] y 3-opt [13]. Para una revisio´n de las bu´squedas locales para problemas de ruteo
de veh´ıculos se recomienda leer Funke et al. [18].
2.3.3 Algoritmos metaheur´ısticos
Las heur´ısticas realizan una exploracio´n relativamente limitada del espacio de solu-
ciones, proporcionando resultados buenos con tiempos de co´mputo moderados. Sin
embargo los resultados son de mejor calidad al utilizar te´cnicas metaheur´ısticas, las
cuales han sido muy utilizadas en an˜os recientes. Las metaheur´ısticas son procedi-
mientos heur´ısticos de alto nivel disen˜ados para guiar otros me´todos o procesos con
el fin de encontrar buenas soluciones a problemas de optimizacio´n matema´tica. A
diferencia de las heur´ısticas que terminan una vez que se ha alcanzado un o´ptimo
local, estos me´todos buscan salir de o´ptimos locales explorando un gran conjunto
del espacio de solucio´n con la esperanza de encontrar una solucio´n ma´s cercana a la
o´ptima [53].
Algunos de los tipos fundamentales son las metaheur´ısticas para los me´todos de rela-
jacio´n, las metaheur´ısticas para los procesos constructivos, las metaheur´ısticas para
las bu´squedas por entornos y las metaheur´ısticas para los procedimientos evolutivos
[55].
• Las metaheur´ısticas de relajacio´n se refieren a procedimientos de resolucio´n de
problemas que utilizan relajaciones del modelo original (es decir, modificaciones
del modelo que hacen al problema ma´s fa´cil de resolver), cuya solucio´n facilita
la solucio´n del problema original.
• Las metaheur´ısticas constructivas se orientan a los procedimientos que tratan
de la obtencio´n de una solucio´n a partir del ana´lisis y seleccio´n paulatina de
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las componentes que la forman.
• Las metaheur´ısticas de bu´squeda gu´ıan los procedimientos que usan transfor-
maciones o movimientos para recorrer el espacio de soluciones alternativas y
explotar las estructuras de entornos asociadas.
• Las metaheur´ısticas evolutivas esta´n enfocadas a los procedimientos basados
en conjuntos de soluciones que evolucionan sobre el espacio de soluciones.
Es usual que se combinen componentes de diferentes metaheur´ısticas dando lugar
a procedimientos h´ıbridos, los cuales son buenos me´todos de solucio´n para diver-
sos problemas de optimizacio´n [4]. Hay un gran nu´mero de me´todos basados en
metaheur´ısticos para la solucio´n del VRP, entre ellos, GRASP (Greedy Randomized
Adaptative Search Procedure) [46], algoritmos meme´ticos [45] , colonias de hormigas
[48], bu´squeda tabu [11], bu´squeda por grandes vecindarios (Adaptive Large Neigh-
borhood Search, ALNS ). En Gendreau et al. [19] podemos encontrar un estudio de
metaheur´ısticas disen˜adas para dar solucio´n al CVRP.
La metodolog´ıa implementada para dar solucio´n al problema de esta tesis esta´ basada
en la metaheur´ıstica Bu´squeda por Entorno Variable, por consiguiente se profundiza
un poco ma´s en la explicacio´n de la misma.
Bu´squeda de Entorno Variable
La Bu´squeda de Entorno Variable es una metaheur´ıstica propuesta por N. Mladenovic[38],
se basa en cambiar sistema´ticamente de estructura de entornos dentro de la bu´squeda
para escapar de o´ptimos locales. Se han realizado muchas extensiones, principalmen-
te para permitir la solucio´n de problemas de gran taman˜o. En la mayor´ıa de ellas,
se ha hecho un esfuerzo por mantener la simplicidad del esquema ba´sico, el cual
consiste de tres componentes:
• Perturbacio´n de la solucio´n incumbente. El objetivo de este componente es
extender el espacio de bu´squeda para reducir la posibilidad de que el algoritmo
se estanque en una solucio´n o´ptima local.
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• Bu´squeda local. Define la calidad de la solucio´n final, siendo el proceso que
consume ma´s tiempo en el VNS.
• Cambio de vecindario.
Gran cantidad de trabajos en la literatura sobre VRP han sido tratados mediante
me´todos basados en VNS, [5], [44], [27], [21], [23].
La versio´n determin´ıstica de la Bu´squeda de Entorno Variable es llamada bu´squeda
de entorno variable descendente (Variable Neighbourhood Descent, VND), la cual
realiza un cambio de estructura de entorno de forma determin´ıstica cada vez que
se llega a un mı´nimo local. En cambio, la bu´squeda de entorno variable ba´sica
(Basic Variable Neighbourhood Search, BVNS) combina cambios determin´ısticos y
aleatorios de estructura de entornos.
La ve´rsion que se utiliza en esta tesis es la bu´squeda por entorno variable gene-
ral (General Variable Neighbourhood Search, GVNS). Es una generalizacio´n de la
BVNS, en donde el proceso de bu´squeda local se realiza mediante una VND.
2.4 Metodolog´ıas de solucio´n al problema de
ruteo de veh´ıculos capacitado con objetivo de
m´ınima latencia
El problema de ruteo de veh´ıculos capacitado con objetivo de latencia (Cumulative
Capacited Vehicle Routing Problem, CCVRP) es una variante relativamente nueva
del VRP su primera referencia literaria (2010) se encuentra en [41], ha sido estudiado
recientemente en varios art´ıculos, los cuales son comentados en esta seccio´n.
Ngueveu et al. [41] presentan un modelo matema´tico y varias propiedades del proble-
ma, usando estas caracter´ısticas, los autores proponen cotas superiores e inferiores.
Presentan adema´s dos algoritmos meme´ticos. El primer individuo de la poblacio´n es
creado mediante la heur´ıstica del vecino ma´s cercano, el segundo individuo se genera
mediante el uso de una bu´squeda local aplicada al primer individuo. El resto de la
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poblacio´n se se obtiene mediante diferentes operadores de cruza aplicando bu´squedas
locales de acuerdo a una regla probabil´ıstica.
Ribeiro y Laporte [50] proponen un heur´ıstica ALNS, la cual usa operadores de des-
truccio´n y reparacio´n para generar nuevas soluciones. Una regla probabilista adap-
tativa es usada para seleccionar los operadores de destruccio´n y reparacio´n ma´s
prometedores, actuando as´ı el algoritmo en base a la experiencia. Su algoritmo per-
mite infactibilidad en las soluciones, incorporando un procedimiento de penalizacio´n
para las soluciones infactibles.
Chen et al. [6] proponen un algoritmo basado en Bu´squeda Local Iterada (Iterated
Local Search,ILS ).
Ke y Feng [26] crean un algoritmo de dos fases, la primera busca hacer una agru-
par los clientes de manera inteligente, mientras que la segunda fase se enfoca en
minimizar la latencia de cada ruta.
Hasta donde conocemos, el u´nico algoritmo exacto publicado para el CCVRP es el
(Branch and Cut and Price, BCP) creado por Jens Lysgaard y Sanne Wøhlk [37].
Cap´ıtulo 3
Descripcio´n y modelacio´n del
problema
En este cap´ıtulo se describen de manera detallada las caracter´ısticas del problema
bajo estudio. Como se menciono´ en el cap´ıtulo anterior, el DCCVRP puede ser consi-
derado, desde un enfoque de re-optimizacio´n perio´dica, como una serie de problemas
de tipo CCVRP, por lo que en este cap´ıtulo presentamos el modelo matema´tico de
este u´ltimo problema.
3.1 Descripcio´n del problema
El problema consiste en determinar un disen˜o de rutas para la transportacio´n y
entrega de bienes a trave´s de una red de distribucio´n definida por un grafo completo
no dirigido G = (V,E), donde V = {0, 1, . . . , n, n + 1} es el conjunto de nodos, los
nodos 0 y n + 1 corresponden al centro de distribucio´n, cada nodo restante i ∈ V
representa un cliente que debe ser visitado.
E es el conjunto de aristas, cada arista del grafo (i, j) ∈ E representa el camino
desde el nodo i hasta el nodo j. A cada arista se asocia un valor positivo wij que
representa el tiempo de traslado de un veh´ıculo desde el nodo i hasta el nodo j.
A cada nodo i esta´ asociado un valor positivo qi que representa su demanda, se
asocia tambie´n un valor no negativo tsi que representa el tiempo necesario para
que un veh´ıculo cumpla con la entrega del producto, y un valor no negativo tai que
representa el tiempo de llegada del cliente al sistema. Los clientes que son conocidos
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al inicio del per´ıodo de planeacio´n se denominan clientes esta´ticos, mientras que
aquellos que aparecen en el transcurso de la ejecucio´n de las rutas, son llamados
clientes dina´micos.
Se cuenta con un conjunto de R veh´ıculos ide´nticos con capacidad limitada Q, los
cuales visitara´n al conjunto de clientes.
El objetivo es encontrar el conjunto de rutas que inician y terminan en la misma
ubicacio´n (depo´sito), tales que, visitan a todos los clientes exactamente una vez para
satisfacer su demanda, y se minimiza la suma de los tiempos de espera de los clientes
para ser atendidos.
3.2 Condiciones y supuestos
El problema estudiado en esta tesis tiene las siguientes caracter´ısticas:
• Depo´sito u´nico: Todos los veh´ıculos inician y terminan en la misma ubicacio´n.
• Capacidad limitada: Los veh´ıculos tienen capacidad de entrega restringida.
• Veh´ıculos homoge´neos: Los veh´ıculos tienen todos la misma capacidad.
• Entregas completas: El veh´ıculo debe satisfacer en su totalidad la demanda del
cliente que visita.
• Solo entrega: Solo se considera entrega de mercanc´ıa/servicios, no recoleccio´n.
• Se considera solo un tipo de producto
• Clientes dina´micos: La totalidad de clientes no es conocida al inicio del horizonte
de planeacio´n, sino que diversos clientes aparecen a lo largo de la jornada.
• Los tiempos de traslado entre clientes y entre los clientes y el depo´sito son
conocidos.
• El tiempo de servicio en cada cliente es conocido.
• La demanda de cada cliente es conocida al momento de ingresar el cliente al
sistema.
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• Cada vez que llega un cliente dina´mico, se requiere actualizar la informacio´n de
los clientes que ya han sido servidos, los clientes que au´n no han sido atendidos,
y la ubicacio´n de los veh´ıculos en ese momento para poder modificar las rutas
originales.
• Se debe respetar la restriccio´n de capacidad de cada veh´ıculo, es decir, la suma
de las demandas de los clientes que son visitados por un veh´ıculo dado no debe
ser superior a la capacidad de dicho veh´ıculo.
Se asume que existe comunicacio´n entre el conductor y la base de operacio´n, que no es
posible usar datos estad´ısticos para inferir informacio´n sobre los clientes dina´micos,
y que los tiempos de traslado son constantes a lo largo del horizonte de planeacio´n.
3.3 Modelo matema´tico
Dada la naturaleza dina´mica del problema, un modelo matema´tico (que no considere
variables estoca´sticas) no puede ser usado para encontrar soluciones en tiempo real.
Pero consideramos pertinente, para fines de una mejor comprensio´n del problema
estudiado en esta tesis, mostrar el modelo que representa al CCVRP. El modelo que
a continuacio´n se describe se basa en el presentado por Ngueveu et al [41].
3.3.1 Para´metros
n : Nu´mero de clientes.
qi : Demanda del cliente i.
wij : Tiempo necesario por un veh´ıculo para ir del cliente i al cliente j.
tsi : Tiempo de servicio del cliente i.
Q : Capacidad de los veh´ıculos.
M : Nu´mero real positivo de gran taman˜o.
T : Nu´mero de per´ıodos te tiempo.
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3.3.2 Variables
tki : tiempo de llegada del veh´ıculo k al cliente i.
xkij =


1 si el veh´ıculo k se mueve directamente del cliente i al cliente j
0 de otro modo
(3.1)
3.3.3 Objetivo
min
R∑
k=1
∑
i∈V ′
tki (3.2)
El objetivo (3.2) es minimizar la suma de los tiempos de espera de cada uno de los
clientes.
3.3.4 Restricciones
∑
i∈V
xkij =
∑
i∈V
xkji, ∀j ∈ V
′, ∀k ∈ {1, . . . , R} (3.3)
∑
k∈{1,...,R}
∑
j∈V
xkij = 1, ∀i ∈ V
′ (3.4)
∑
i∈V ′
∑
j∈V
xkijqi ≤ Q, ∀k ∈ {1, . . . , R} (3.5)
∑
j∈V
xk0j = 1, ∀k ∈ {1, . . . , R} (3.6)
∑
j∈V
xki,n+1 = 1, ∀k ∈ {1, . . . , R} (3.7)
tki + wij − (1− x
k
ij)M ≤ t
k
j , ∀i ∈ V \ {n+ 1}, ∀j ∈ V, ∀k ∈ {1, . . . , R} (3.8)
xkij ∈ {0, 1}, ∀i ∈ V, ∀j ∈ V, i 6= j, ∀k ∈ {1, . . . , R} (3.9)
Las restricciones (3.3) obligan a que cada veh´ıculo que llega a un cliente debe salir
de e´l. Las restricciones (3.4) garantizan que cada cliente sea servido unicamente por
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un veh´ıculo. Las restricciones (3.5) limitan la cantidad de clientes que se pueden
asignar a cada veh´ıculo, de manera que la suma de las demandas de los clientes
asignados a un veh´ıculo no puede ser mayor a la capacidad del mismo. Las restric-
ciones (3.6) asignan al deposito como el lugar donde inicia cada ruta mientras que
las restricciones (3.7) asignan al deposito como el lugar donde concluyen todas las
rutas. Las restricciones (3.8) sirven para prevenir la formacio´n de subtours.
Cap´ıtulo 4
Metodolog´ıa de solucio´n
El problema dina´mico de rutas de veh´ıculos puede considerarse como una generaliza-
cio´n del problema esta´tico, descomponiendo el primero en una serie de instancias del
problema esta´tico. Sabemos que el tiempo computacional necesario para encontrar
soluciones o´ptimas de la versio´n esta´tica del problema tratado en esta tesis puede
llegar a ser muy grande. En general, los me´todos exactos son efectivos para resolver
problemas con menos de 200 clientes. Como podemos ver en Lysgaard y Wøhlk [41],
el tiempo necesario para resolver un problema con 151 nodos es casi de siete ho-
ras. Dado que el problema dina´mico involucra la reoptimizacio´n de varios problemas
esta´ticos, el tiempo computacional requerido para obtener soluciones exactas puede
ser demasiado grande. Esto justifica desarrollar me´todos basados en metaheur´ısticas,
que generen soluciones de buena calidad en un tiempo razonable.
En esta tesis tratamos el problema mediante los dos enfoques de solucio´n para el
DVRP que se encuentran en la literatura: enfoque de solucio´n perio´dico y enfoque
de solucio´n continuo. En ambos casos se propone un algoritmo heur´ıstico de dos
fases, en la primera fase se construye una solucio´n y en la segunda fase se mejora
dicha solucio´n mediante un algoritmo basado en la metaheur´ıstica Busqueda por
Entorno Variable. Adicionalmente, para el enfoque continuo se implementaron dos
algoritmos de insercio´n de clientes.
En esta seccio´n se describen los algoritmos propuestos.
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4.1 Enfoque de solucio´n perio´dico
En el enfoque de re-optimizacio´n perio´dica, se considera al DVRP como una ex-
tensio´n del VRP esta´tico descomponiendo el primero en una serie de instancias del
segundo. Para esto se define una particio´n del horizonte de planeacio´n en segmentos
de tiempo con igual duracio´n.
Al inicio de cada segmento de tiempo se resuelve el problema esta´tico con los clientes
que se conocen hasta dicho momento usando el algoritmo de optimizacio´n deseado.
En nuestro caso utilizaremos un me´todo de dos fases, la primera fase construye la
solucio´n inicial, la segunda fase intenta mejorar dicha solucio´n.
En el Algoritmo 1 se muestra el esquema general de la metodolog´ıa de solucio´n del
enfoque perio´dico.
Algoritmo 1 Enfoque perio´dico
Entrada: Conjunto de clientes esta´ticos, conjunto de entornos que se usara´n en la GVNS-
CCVRP.
Salida: Solucio´n incumbente, x.
1: x = Constructivo1();
2: GVNS-CCVRP(x);
3: para i = 1 ; i < numPeriodos ; i++ hacer
4: x = Constructivo2();
5: Mejora(x);
6: fin para
Note que en el esquema mostrado se distingue entre dos tipos de algoritmos cons-
tructivos (Constructivo1() y Constructivo2()), esto es debido a que en el primer
periodo no existe solucio´n alguna, mientras que en los periodos posteriores se tiene
la solucio´n del periodo anterior y a partir de ella se realiza una reconstruccio´n agre-
gando los nuevos clientes que aparecieron a lo largo del periodo de tiempo anterior.
De manera que la forma de construir la solucio´n en ambos casos es diferente. En la
siguiente seccio´n se explican a detalle los dos me´todos constructivos utilizados.
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4.1.1 Fase constructiva
En esta fase se requiere construir una solucio´n al inicio de cada per´ıodo de tiempo,
se pueden diferenciar dos variantes: i) la construccio´n al inicio del horizonte de
planeacio´n (periodo p = 0), cuando aun no existen rutas creadas, y los clientes
conocidos son todos los clientes esta´ticos, ii) la construccio´n al inicio de cada periodo
de tiempo p (p 6= 0), para la cual se utiliza la solucio´n generada en el periodo anterior
y a partir de ella se reconstruye agregando a los clientes dina´micos que llegaron en
el transcurso del periodo p− 1.
El Algoritmo 2 presenta el proceso de construccio´n al inicio del proceso de planea-
cio´n de rutas, a este algoritmo le llamaremos Constructivo 1. En el Algoritmo 3 se
muestra el proceso de construccio´n para los periodos de tiempo en los que se divide
el horizonte de planeacio´n, llamaremos a este proceso Constructivo 2.
Periodo inicial, p = 0
Algoritmo 2 Constructivo 1
1: AbrirRutas();
2: AgregarPrimerCliente();
3: mientras hay clientes sin asignar y hay rutas con capacidad disponible hacer
4: RutaAleatoria();
5: AgregarUltimoCliente();
6: fin mientras
La construccio´n de la solucio´n inicial al inicio del horizonte de planeacio´n comienza
abriendo k rutas (l´ınea 1), donde k es el menor nu´mero de rutas cuya suma de
capacidades es mayor o igual a la suma de demandas de los clientes conocidos. A
cada una de las rutas se le asigna un primer cliente(l´ınea 2), siendo aquel ma´s cercano
al depo´sito que no ha sido asignado au´n a ruta alguna.
Una vez que las rutas han sido inicializadas procedemos a insertar los clientes res-
tantes. Seleccionamos de manera aleatoria una ruta (l´ınea 4) con capacidad restante
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mayor o igual que cero la cual sera´ nuestra ruta actual, entre los clientes no asig-
nados au´n seleccionamos el cliente ma´s cercano al u´ltimo cliente de la ruta actual
que adema´s respete la restriccio´n de capacidad de la ruta. Este cliente se asigna a
la ruta actual como u´ltimo cliente de la misma (l´ınea 5).
El anterior proceso de insercio´n de clientes se realiza de manera iterativa hasta que
no haya clientes sin asignar o no haya rutas con capacidad suficiente para asignar
los clientes restantes. Si lo u´ltimo sucede no se an˜aden nuevas rutas, en lugar de eso
se rechazan las solicitudes de atencio´n de los clientes no asignados.
Periodos posteriores, p 6= 0
Algoritmo 3 Constructivo 2
1: ActualizarDatos();
2: mientras hay clientes sin asignar y hay rutas con capacidad disponible hacer
3: AgregarDinamico();
4: fin mientras
5: si hay clientes sin asignar y no hay suficiente capacidad restante en rutas entonces
6: RechazarCliente();
7: fin si
El algoritmo para construir la solucio´n inicial en cada per´ıodo de tiempo posterior
al inicio de la ejecucio´n de las rutas, parte de la solucio´n obtenida despue´s de la fase
de mejora del per´ıodo anterior. El primer paso es actualizar los datos de la solucio´n
actual (l´ınea 1). Para esto se debe determinar cual es el cliente actual de cada una de
las rutas, es decir, el pro´ximo cliente a atender o cliente que esta´ siendo atendido en
el instante de tiempo en el que nos encontramos; y el estatus (visitado o no visitado)
de todos los clientes de la solucio´n hasta el momento.
Enseguida se insertan los clientes dina´micos que arribaron a lo largo del per´ıodo
anterior (l´ınea 3), para esto, se ordenan los clientes dina´micos por orden de aparicio´n
y en ese orden se intenta insertar cada uno como se explica a continuacio´n.
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Se buscan todas las rutas con capacidad restante suficiente para atender al cliente
dina´mico actual, en cada una de ellas se calcula el cambio en la latencia al insertar el
cliente en cada una de las posiciones posibles (posteriores al cliente actual de la ruta),
al final el cliente se inserta en la posicio´n de la ruta que genera el menor cambio en la
latencia (en su mejor insercio´n). Si no existe ruta con capacidad restante suficiente
para atender la solicitud del cliente dina´mico esta se rechaza (l´ınea 6).
4.1.2 Fase de mejora
La segunda fase del algoritmo implementado tiene la finalidad de mejorar la solucio´n
construida. Como se ha dicho, es un algoritmo basado en la versio´n general de la
metaheur´ıstica Bu´squeda por Entorno Variable (GVNS, General Variable Neighbor-
hood Search), en delante lo llamaremos GVNS-CCVRP.
En el Algoritmo 4 se muestra el proceso de la GVNS, posteriormente se explica
co´mo se realizaron cada uno de los pasos del algoritmo para la implementacio´n en
este trabajo.
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Algoritmo 4 VNS General
Entrada: Solucio´n inicial, x; conjunto de entornos para la Agitacio´n, Nk; y conjunto de
entornos para la Mejora, Nj.
Salida: Solucio´n incumbente, x.
1: it = 1
2: mientras it < n hacer
3: k = 1
4: repetir
5: x1=Agitacio´n(x, k);
6: x2=Mejora(x1);
7: si x2 es mejor que x entonces
8: x = x2
9: k = 1
10: si no
11: k = k + 1
12: fin si
13: hasta que k = kmax
14: fin mientras
La GVNS requiere como datos de entrada una solucio´n inicial, y dos conjuntos de
entornos. La solucio´n inicial se obtiene mediante la fase constructiva que se explico´
en la seccio´n anterior, el primer conjunto de entornos (usados para el proceso de
agitacio´n) se compone de dos entornos generados por los movimientos Re localizacio´n
de un cliente e Intercambio y el conjunto de entornos utilizado en el proceso de
mejora se conforma de tres entornos generados por los movimientos Intercambio,
2-opt Inter rutas y 2-opt Intra ruta. La definicio´n de los entornos se explica ma´s
adelante en esta misma seccio´n.
En lo siguiente se procede a describir la meca´nica de la GVNS. Se inicializa el
valor de k en 1 (l´ınea 2), en nuestro algoritmo k solo puede tomar dos valores, k = 1
corresponde al entorno definido por Re localizacio´n de un cliente y k = 2 corresponde
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al definido por Intercambio. A partir de la solucio´n inicial x (solucio´n incumbente
al inicio de la GVNS), el proceso Agitacio´n(x,k) genera una solucio´n aleatoria del
k-e´simo entorno de x (l´ınea 4) y a la solucio´n resultante se le aplica un proceso de
Mejora (l´ınea 6). En la GVNS la mejora se realiza mediante la metaheur´ıstica VND,
llamamos a la solucio´n devuelta por la VND x2. Si la solucio´n x2 es mejor que la
solucio´n x, x2 reemplaza a x convirtie´ndose en la nueva solucio´n incumbente (l´ınea
8), adema´s, el valor de k aumenta en una unidad, es decir, se cambia el entorno a
ser explorado (l´ınea 9). En el caso en que despue´s de la mejora la solucio´n x2 no
sea mejor que x, esta u´ltima se conserva y el valor de k vuelve a ser 1 (l´ınea 11).
Esta secuencia se repite mientras que el valor de k sea menor o igual que kmax (para
nuestro caso kmax = 2).
Todo lo anterior se realiza n nu´mero de veces, en nuestro caso n = 1. La salida del
algoritmo es la solucio´n incumbente encontrada a lo largo del proceso.
En el algoritmo descrito, la mejora se realiza mediante la metaheur´ıstica VND, por
lo que a continuacio´n se detalla dicha metaheur´ıstica.
Algoritmo 5 VND
Entrada: Solucio´n inicial, x; y conjunto de entornos que se usara´n en el descenso, Nk.
Salida: Solucio´n incumbente, x.
1: k = 1
2: repetir
3: x2 = Exploracio´nDeEntorno (x)
4: si x2 es mejor que x entonces
5: x = x2
6: k = 1
7: si no
8: k = k + 1
9: fin si
10: hasta que k = kmax
La solucio´n inicial para la VND es la solucio´n resultante del proceso de Agitacio´n en
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la GVNS, y los entornos utilizados son generados por los movimientos Intercambio,
2-opt Inter rutas y 2-opt Intra ruta que se explican ma´s adelante. En el proceso
Exploracio´nDeEntorno(x1) se busca la mejor solucio´n del k-e´simo entorno de x1.
Entornos
Un entorno N(x) esta´ definido como el conjunto de soluciones que se generan por
un movimiento dado, aplicado a la solucio´n x.
A continuacio´n se describen los movimientos mediante los que son generados los
entornos explorados en el GVNS-CCVRP. Con el fin de describir los movimientos
se etiquetan a algunos de los clientes que participan en el movimiento. En las rutas
originales los clientes p y u son el predecesor y sucesor, respectivamente, del cliente
i, los clientes q y v son el predecesor y sucesor, respectivamente, del cliente j.
Intercambio de clientes entre dos rutas
Dadas dos rutas, k y k′, un cliente de cada ruta es elegido y se intercambian. El
cliente i que estaba en la posicio´n pi de la ruta k, pasa a estar en la ruta k′ en la
posicio´n pj, mientras que el cliente j que originalmente estaba en la posicio´n pj de la
ruta k′ ahora se encuentra en la posicio´n pi de la ruta k. En la figura 4.1 se muestra
el movimiento.
q j v
p
i
u
Figura 4.1: Intercambio de clientes
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jp i v
Figura 4.2: Relocalizacio´n de un cliente (Una ruta)
Relocalizacio´n de un cliente
Dadas dos rutas, k y k′, posiblemente iguales, se selecciona un cliente de cada ruta
(clientes i y j), el cliente i de la ruta k se inserta como sucesor inmediato del cliente
j de la ruta k′. Ambos clientes pueden estar en la misma ruta (k1 = k2), pero
debe tomarse en cuenta que para realizar este movimiento el cliente i no puede
ser originalmente sucesor inmediato del cliente j. En la figura 4.3 se muestra el
movimiento si los clientes esta´n en diferentes rutas, en la figura 4.2 se muestra el
movimiento si ambos clientes esta´n en la misma ruta.
j v
p
i
u
Figura 4.3: Relocalizacio´n de un cliente (Dos rutas)
2-opt Intra-ruta
Dada una ruta k, se remueven dos arcos de la misma y se busca conectar de nuevo
la ruta.
En la figura 4.4 se muestra el movimiento.
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jp i v
Figura 4.4: 2-opt Intra ruta
2-opt Inter-rutas
Dadas dos rutas, k y k′, se remueve un arco de cada ruta y se agregan nuevos arcos
tales que los nodos extremos sean clientes de diferentes rutas. En la figura 4.5 se
muestra el movimiento.
j v
p i
Figura 4.5: 2-opt Inter rutas
4.2 Enfoque de solucio´n continuo
En el enfoque continuo se obtiene una solucio´n inicial con los clientes esta´ticos, y
cada vez que llega la solicitud de un nuevo cliente dina´mico, esta se busca asignar a
algu´n veh´ıculo de la solucio´n actual mediante un algoritmo de insercio´n de clientes.
En esta tesis, la solucio´n inicial para el enfoque continuo se obtiene con un algoritmo
de dos fases. En la primera fase se utiliza el Constructivo 1 descrito en la seccio´n 4.1.1,
y en la segunda fase se utiliza el GVNS-CCVRP tambie´n descrito anteriormente.
En el Algoritmo 6 se muestra el esquema general de la metodolog´ıa de solucio´n del
enfoque continuo.
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Algoritmo 6 Enfoque continuo
Entrada: Conjunto de clientes esta´ticos, conjunto de entornos que se usara´n en la GVNS-
CCVRP.
Salida: Solucio´n incumbente, x.
1: x = Constructivo1();
2: GVNS-CCVRP(x);
3: mientras Lleguen nuevos clientes hacer
4: AlgoritmoDeInsercion(x);
5: fin mientras
En el DVRP los veh´ıculos correspondientes a cada ruta de la solucio´n inicial comien-
zan a realizar su servicio, pero en el transcurso de la ejecucio´n de sus respectivas
rutas es posible que nuevos clientes demanden servicio, por lo que se requiere modi-
ficar la solucio´n inicial.
Una consideracio´n importante para realizar la modificacio´n de la solucio´n es decidir si
es posible o no utilizar ma´s veh´ıculos para la ejecucio´n de las rutas, en caso negativo
podr´ıa haber clientes dina´micos cuya solicitud de servicio no es posible atender por
restricciones de capacidad. Para analizar el enfoque dina´mico en cualquiera de los
dos casos, en el presente trabajo se proponen dos algoritmos de insercio´n de clientes
dina´micos. En el Algoritmo de insercio´n 1 se considera que no es posible tener acceso
a ma´s veh´ıculos por lo que puede haber clientes rechazados (clientes pospuestos),
mientras que en el Algoritmo de insercio´n 2 se considera la posibilidad de utilizar
ma´s veh´ıculos para poder dar servicio a todos los clientes dina´micos, permitiendo la
creacio´n de rutas adicionales.
4.2.1 Algoritmos de insercio´n de clientes dina´micos
Note que al agregar rutas extras a la solucio´n nuestra funcio´n objetivo se ve benefi-
ciada ya que la latencia disminuye, pero nosotros estamos buscando soluciones con
el mı´nimo nu´mero de veh´ıculos que cumplan con la restriccio´n de capacidad, ya que
en la pra´ctica puede no ser posible disponer de veh´ıculos extra. Sin embargo, existen
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casos en los que con la cantidad limitada de veh´ıculos no es posible atender a todos
los clientes por lo que sera´ necesario rechazar su solicitud de servicio.
Para analizar el comportamiento de la funcio´n objetivo en ambos casos citados,
se han disen˜ado dos algoritmos de insercio´n. En el primero de ellos, Algoritmo de
insercio´n 1, se rechazan los clientes que no pueden ser atendidos con el nu´mero de
veh´ıculos fijo, en el segundo algoritmo, Algoritmo de insercio´n 2, se abre una nueva
ruta y se re optimiza la solucio´n.
Algoritmo de insercio´n 1
Algoritmo 7 Algoritmo de insercio´n 1
Entrada: Solucio´n inicial con clientes esta´ticos, xi;
Salida: Solucio´n final con clientes esta´ticos y dina´micos, xf ;
1: mientras tiempo ≤ T hacer
2: ActualizarDatos();
3: r=BuscarRutas();
4: si r = 0 entonces
5: Reacomodar();
6: BuscarRutas();
7: si r = 0 entonces
8: RechazarDinamico();
9: si no
10: InsertarDinamico();
11: fin si
12: si no
13: InsertarDinamico();
14: fin si
15: fin mientras
El Algoritmo de Insercio´n 1 inicia con la solucio´n obtenida mediante el Constructivo
1 y el GVNS-CCVRP que se explican anteriormente para el enfoque esta´tico. A
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partir de e´sta, cada vez que llega un cliente dina´mico se actualizan los datos de
la solucio´n (l´ınea 2), tanto los clientes que han sido atendidos hasta ese momento
como el cliente que esta siendo atendido o que sera´ pro´ximo a atender en cada una
de las rutas. Llamaremos a e´ste cliente actual. Enseguida se buscan las rutas con
capacidad restante mayor o igual a la demanda del cliente dina´mico (l´ınea 3); si existe
al menos una ruta, se busca la mejor insercio´n del cliente en ella considerando solo
las posiciones posteriores al cliente actual (l´ınea 13) .La mejor insercio´n es aquella
con menor cambio en la latencia. Se agrega al cliente en la posicio´n de la ruta que
es su mejor insercio´n.
En caso de no encontrar ninguna ruta con capacidad suficiente para atender al
cliente, se verifica si la suma de las capacidades restantes de todas las rutas es mayor
o igual a la demanda del cliente, si es as´ı se procede como sigue. En todas las rutas
cuya capacidad restante es mayor que cero se re-acomodan los clientes que no han
sido atendidos hasta el momento, buscando dejar capacidad suficiente en una ruta
para insertar al cliente dina´mico (l´ınea 5). Este re-acomodo se hace ordenando las
rutas en orden descendente referente a la capacidad restante, y los clientes de cada
ruta se ordenan en orden ascendente referente a su demanda. Se intenta eliminar
los clientes con demandas ma´s chicas de las rutas con mayor capacidad restante,
buscando insertarlos en las rutas con menor capacidad restante. Si ha sido posible
dejar una ruta con capacidad para atender al cliente, e´ste se agrega en la mejor
insercio´n (l´ınea 6). Al realizar este movimiento de re-acomodo de clientes permitimos
que la latencia aumente, ya que por el momento el fin es cumplir con la restriccio´n
de capacidad, y evitar el uso de ma´s veh´ıculos o de rechazo de la solicitud del cliente.
Si al finalizar este proceso no es posible agregar al cliente dina´mico, e´ste se rechaza
(l´ınea 8).
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Algoritmo de insercio´n 2
Algoritmo 8 Algoritmo de insercio´n 2
Entrada: Solucio´n inicial con clientes esta´ticos, xi;
Salida: Solucio´n final con clientes esta´ticos y dina´micos, xf ;
1: mientras tiempo ≤ T hacer
2: ActualizarDatos();
3: r=BuscarRutas();
4: si r = 0 entonces
5: AbrirNuevaRuta();
6: GVNS-CCVRP();
7: si no
8: InsertarDinamico();
9: fin si
10: fin mientras
En el segundo algoritmo de insercio´n de clientes se realiza, al igual que en el primero,
la actualizacio´n de los datos (l´ınea 2), y la bu´squeda de rutas en las cuales sea factible
insertar al cliente (l´ınea 3), si existe alguna ruta se agrega al cliente en su mejor
insercio´n (l´ınea 8). La diferencia con el algoritmo 1 radica en la accio´n a realizar si
no existe ruta alguna donde se pueda agregar al cliente dina´mico, en este caso se
abre una nueva ruta (l´ınea 5) y dado que al abrir una nueva ruta es posible disminuir
la latencia de la solucio´n, se llama al GVNS-CCVRP para realizar un proceso de
mejora considerando todos los clientes que no han sido atendidos aun (incluyendo
al cliente dina´mico).
Cap´ıtulo 5
Experiencia computacional
En esta tesis se han propuesto algoritmos para dar solucio´n al problema planteado.
Debido a la naturaleza heur´ıstica de los mismos no se garantiza obtener soluciones
o´ptimas para el problema, por lo que es necesario evaluar dichos algoritmos de forma
estad´ıstica.
Para la evaluacio´n de los algoritmos se realizaron los siguientes experimentos:
• Experimentacio´n con el GVNS. Se realiza experimentacio´n para calibrar los
pa´rametros de este algoritmo.
• Experimentacio´n con el enfoque perio´dico. Se realiza experimentacio´n para
comparar los valores de latencia obtenidos con distintos valores del nu´mero
de periodos en el que se particiona el horizonte de planeacio´n.
• Experimentacio´n con el enfoque continuo. Se realiza experimentacio´n con los
dos algoritmos de insercio´n de clientes para evaluar su desempen˜o.
Es importante mencionar que para realizar la experimentacio´n la metodolog´ıa pro-
puesta se implemento´ en el lenguaje C++, en el ambiente de Visual Studio 2012.
Esto en un procesador Intel Core i5 bajo el sistema operativo Windows 8.
En esta seccio´n se describe el estudio computacional realizado para evaluar el desem-
pen˜o de los algoritmos propuestos. Primeramente se exponen las caracter´ısticas de
las instancias utilizadas, luego se procede a la explicacio´n de los experimentos men-
cionados anteriormente y se muestran los resultados obtenidos, por u´ltimo se realiza
el ana´lisis de resultados.
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5.1 Instancias
Para la evaluacio´n de los algoritmos presentados se realizo´ experimentacio´n sobre un
conjunto de instancias adaptadas de aquellas usadas en la literatura para el CVRP.
Se describen en lo siguiente.
• Instancias chicas. Se usaron 7 instancias de pocos clientes, la ma´s chica con 50
clientes y la de mayor taman˜o tiene 199 clientes. [8]
• Instancias grandes. Se usaron 10 instancias a las que llamamos grandes, las
cuales tienen desde 200 hasta 396 clientes. [22]
En el ape´ndice A se visualiza la dispersio´n geogra´fica de los clientes para cada una
de las instancias.
Como se ha dicho, dichas instancias fueron propuestas para la versio´n esta´tica del
problema de rutas, por lo que para todos los clientes el tiempo en que ingresa al
sistema es el inicio del horizonte de planeacio´n. Para ser usadas en nuestra eva-
luacio´n se generaron tiempos de llegada de los clientes de forma aleatoria con una
distribucio´n uniforme entre 0 y 720.
Por cada una de las instancias se generan cinco nuevas instancias con grados de
dinamismo 10, 30, 50, 70 y 90, que corresponden a porcentajes del 10% al 90% de
clientes dina´micos. En total se experimenta con 85 instancias diferentes del problema.
5.2 Experimentacio´n con el GVNS
5.2.1 Calibracio´n de para´metros
El desempen˜o del algoritmo de mejora depende de los valores de sus para´metros, esto
es, el nu´mero de vecindarios utilizados, el orden de los vecindarios y el nu´mero de
iteraciones del algoritmo; por lo que se realiza experimentacio´n para calibrar dichos
para´metros.
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La eleccio´n del nu´mero de vecindarios tanto para la VND como para el proceso de
Agitacio´n fue realizada mediante experimentacio´n pre-eliminar, de acuerdo al buen
desempen˜o del algoritmo.
Para la calibracio´n del para´metro orden de vecindarios, as´ı como la eleccio´n de los
vecindarios tanto para la VND como para el proceso de Agitacio´n se realizo´ un
disen˜o factorial con dos factores. El primer factor es el orden de los vecindarios para
la bu´squeda local, de las 24 diferentes permutaciones al utilizar 3 de los 4 entornos
descritos anteriormente, se eligieron las 7 mejores (ve´ase tabla 5.1 de acuerdo a
experimentacio´n pre-eliminar para realizar el experimento; el segundo factor es el
orden de los vecindarios para el proceso de Agitacio´n, en el cual hay 12 distintas
maneras de ordenar 2 entornos seleccionados de entre los 4 disponibles (ve´ase tabla
5.2). El experimento consiste en 10 repeticiones de ejecucio´n del algoritmo GVNS-
CCVRP con los 84 diferentes formas de combinar los 7 niveles del factor 1 con los
12 niveles del factor 2.
Figura 5.1: Gra´fica de efectos principales para Latencia
Dado que los valores observados de latencia resultantes de la experimentacio´n no
cumplen con supuestos de normalidad, se ha utilizado la prueba no parame´trica de
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Figura 5.2: Gra´fica de interaccio´n entre factores para Latencia
Friedman. El resultado de esta prueba con un nivel de significancia de 0.01, muestra
que si hay diferencia significativa entre los efectos de las configuraciones para la VND
en el valor de la latencia de las soluciones, mientras que las distintas configuraciones
de los entornos para la Agitacio´n no presentan diferencia significativa en el valor de
la latencia.
La mejor configuracio´n para la VND (factor 1) es Intercambio, 2-opt Inter rutas, 2-
opt Intra rutas (nivel 6), mientras que la mejor configuracio´n para los entornos de la
Agitacio´n (factor 2) fijando la configuracio´n para la VND mencionada anteriormente
es 2-opt Intra rutas y Relocalizacio´n (nivel 8). En las figuras 5.1 se muestra el
promedio en la latencia (eje y) obtenido en las 10 iteraciones para los distintos
niveles de los factores (eje x) y en la figura 5.2 se muestra el comportamientos de
la interaccio´n entre los factores, en el eje x se muestran los distintos niveles del
factor 2 (Agitacio´n) y en el eje y se muestra la media de la latencia. En la tabla
5.1 se muestran las configuraciones de movimientos que corresponden a los distintos
niveles del factor 1 utilizados en la experimentacio´n y en la tabla 5.2 se muestran
las configuraciones correspondientes al factor 2.
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Factor 1. Entornos en VND
Niveles:
1 Intercambio, Relocalizacio´n, 2-opt intra ruta
2 Intercambio, Relocalizacio´n, 2-opt inter rutas
3 Intercambio, 2-opt intra ruta, 2-opt inter rutas
4 Intercambio, 2-opt intra ruta, Relocalizacio´n
5 Intercambio, 2-opt inter rutas, Relocalizacio´n
6 Intercambio, 2-opt inter rutas, 2-opt intra ruta
7 Relocalizacio´n, Intercambio, 2-opt intra ruta
Tabla 5.1: Niveles para factor 1 (VND)
Factor 2. Entornos en Agitacio´n
Niveles:
1 Intercambio, relocalizacio´n
2 Intercambio, 2-opt intra ruta
3 Intercambio, 2-opt inter rutas
4 Relocalizacio´n, Intercambio
5 Relocalizacio´n, 2-opt intra ruta
6 Relocalizacio´n, 2-opt inter rutas
7 2-opt intra ruta, Intercambio
8 2-opt intra ruta, Relocalizacio´n
9 2-opt intra ruta, 2-opt inter rutas
10 2-opt inter rutas, Intercambio
11 2-opt inter rutas, Relocalizacio´n
12 2-opt inter rutas, 2-opt intra ruta
Tabla 5.2: Niveles para factor 2 (Agitacio´n)
Cap´ıtulo 5. Experiencia computacional 40
Para decidir el nu´mero de iteraciones en la GVNS se experimento´ con los valores 1, 5,
10 y 50. Sin embargo solo se producen soluciones de mejor´ıa notable en el caso de 50
iteraciones, mientras que el tiempo de co´mputo se multiplica tanto como el nu´mero
de iteraciones del algoritmo. En instancias chicas donde el tiempo de co´mputo es
apenas algunos segundos podr´ıa utilizarse este valor para el nu´mero de iteraciones,
pero en instancias grandes, donde el tiempo de co´mputo llega a ser mayor a una
hora, no se puede optar por valores grandes para el para´metro. En este trabajo se
fija el valor del para´metro nu´mero de iteraciones en 1.
5.3 Experimentacio´n con el enfoque perio´dico
En el enfoque perio´dico es posible realizar distintas particiones del per´ıodo de pla-
neacio´n. Es de intere´s conocer el comportamiento del algoritmo para distintos valores
del nu´mero de per´ıodos en que se divide el horizonte de planeacio´n, por lo que se
realizaron pruebas con 4, 6 y 12 per´ıodos.
La metodolog´ıa propuesta para el enfoque perio´dico no permite abrir nuevas rutas,
por lo que en caso de existir clientes que no pueden ser atendidos la solicitud de
servicio de los mismos se rechaza. En vista de lo anterior, el nu´mero de clientes
pospuestos se suma a las variables que nos interesa analizar, a saber: i) latencia de
la solucio´n, ii) tiempo de co´mputo para resolver la instancia, y iii) nu´mero de clientes
pospuestos.
En las figuras 5.3, 5.4 y 5.5, se grafican los promedios obtenidos para la latencia,
el tiempo de ejecucio´n del algoritmo para encontrar la solucio´n y el nu´mero de
clientes pospuestos. En cada una de las gra´ficas se muestran los resultados para
cada una de las instancias chicas con sus diferentes grados de dinamismo. En cada
figura se muestran los resultados con una de las distintas particiones del horizonte
de planeacio´n.
En las figuras 5.6, 5.7 y 5.8 se grafican los promedios obtenidos para la latencia, el
tiempo de co´mputo empleado y el nu´mero de clientes pospuestos. En cada gra´fica
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Figura 5.3: CMT. Perio´dico 4-p
Figura 5.4: CMT. Perio´dico 6-p
se muestran los resultados para cada una de las instancias chicas con sus diferen-
tes grados de dinamismo comparando los promedios obtenidos con las diferentes
particiones de tiempo con las que se experimentaron (4, 6 y 12 periodos).
Se puede observar que en cada instancia, existe una tendencia en la latencia, esta
disminuye conforme disminuye el grado de dinamismo. Esto puede deberse a que al
haber un menor nu´mero de clientes dina´micos son menos los cambios que deben ha-
cerse en la ruta inicial posterior al inicio de las trayectorias de los veh´ıculos, evitando
aumentar en gran manera la latencia de la solucio´n inicial. Por otra parte, el tiempo
para resolver la instancia aumenta conforme disminuye el grado de dinamismo.
Figura 5.5: CMT. Perio´dico 12-p
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Figura 5.6: Enfoque perio´dico. CMT1 y CMT2
En lo que respecta a las distintos valores del nu´mero de periodos con los que se
experimentaron, podemos ver que las mejores soluciones se encuentran con una
particio´n de 12 periodos, por lo que podemos suponer que a mayor nu´mero de
periodos las soluciones son mejores. Sin embargo, como se esperar´ıa, el enfoque
perio´dico con 12 periodos es el que utiliza un mayor tiempo de co´mputo en todas
las instancias, pero esta diferencia podr´ıa despreciarse, ya que son algunos segundos
o de´cimas de segundo.
5.4 Experimentacio´n con el enfoque continuo
En los siguientes gra´ficos se muestra el desempen˜o de la metodolog´ıa para el enfoque
continuo usando el Algoritmo de insercio´n 1, en el eje horizontal encontramos la
latencia de la solucio´n, mientras que el eje vertical representa el tiempo de co´mputo
en segundos. Cada gra´fico muestra el resultado de 10 re´plicas del experimento para
cada instancia con sus diferentes grados de dinamismo.
En ambos algoritmos de insercio´n se observa que el valor de la latencia aumenta
conforme el grado de dinamismo aumenta , esto puede deberse a que al tener un
mayor grado de dinamismo existe un mayor porcentaje de clientes desconocidos al
inicio de la planeacio´n, los cuales llegaran despue´s de iniciadas las rutas, por lo que a
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Figura 5.7: Enfoque perio´dico. CMT3 y CMT4
lo largo del horizonte de planeacio´n se deben hacer ma´s modificaciones. En algunos
casos ya no sera´ posible cambiar clientes que pudieron haberse asignado en otra
ruta donde el aumento de la latencia podr´ıa haber sido menor, debido a que dichos
clientes ya fueron asignados y atendidos por un veh´ıculo.
En el Algoritmo de insercio´n 2 no existe una tendencia en el cambio del promedio en
los valores de latencia para los grados de dinamismo 10, 30 y 70% en cada instancia.
Solo se observa el aumento en el valor de la latencia para los grados de dinamismo
70 y 90%.
El aparente comportamiento similar en las instancias con grados de dinamismo 10,
30 y 70% se explica por la manera en que el algoritmo de insercio´n 2 funciona.
Como se ha mencionado anteriormente, permite la creacio´n de nuevas rutas, por lo
que soluciones para la misma instancia tienen un valor de latencia mucho menor
que otras debido a que se han creado ma´s rutas, de esta manera, la media de los
valores de la latencia no puede usarse como fuente de comparacio´n entre la misma
instancia con diferentes grados de dinamismo. En los casos de grados de dinamismo
70 y 90% las soluciones encontradas tienen todas el mismo nu´mero de rutas ,por lo
que la situacio´n explicada anteriormente no se presenta.
En cuanto al tiempo computacional empleado, e´ste disminuye al aumentar el grado
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Figura 5.8: Enfoque perio´dico. CMT5, CMT11 y CMT12
de dinamismo, posiblemente porque existen menos posibles lugares donde se pueden
agregar a los clientes dina´micos (posiciones posteriores al cliente actual de cada
ruta), dejando pocas soluciones factibles para explorar.
Note que ambos algoritmos no son comparables entre si, debido a que el Algoritmo
de insercio´n 1 no permite la creacio´n de nuevas rutas, mientras que en el Algoritmo
de insercio´n 2 s´ı se abren ma´s rutas. Con un mayor nu´mero de rutas, la latencia final
de la solucio´n puede disminuir siendo injusta una comparacio´n entre soluciones.
Cap´ıtulo 5. Experiencia computacional 45
Figura 5.9: Algoritmo de insercio´n 1. Enfoque continuo
Figura 5.10: Algoritmo de insercio´n 2. Enfoque continuo
Cap´ıtulo 6
Conclusiones y trabajo a futuro
En este trabajo se estudio´ un problema de rutas de veh´ıculos con el objetivo de
minimizar la suma de los tiempos de espera de los clientes considerando clientes
dina´micos.
Se disen˜aron algoritmos heur´ısticos utilizando dos enfoques de solucio´n. El enfoque
de solucio´n perio´dico se basa en dividir el horizonte de planeacio´n en periodos de
igual duracio´n y en cada periodo se resuelve el problema de rutas esta´tico con los
clientes que se conocen hasta el momento. En el enfoque de solucio´n dina´mico cada
vez que se conoce una nueva solicitud de servicio, se intenta asignar a alguna de las
rutas de la solucio´n actual mediante un algoritmo de insercio´n eficiente.
En ambos enfoques de solucio´n se ha utilizado un algoritmo de dos fases, la primera
de ellas tiene el objetivo de construir una solucio´n, la segunda fase busca mejorar
dicha solucio´n. Para realizar la mejora se desarrollo un algoritmo basado en la me-
taheur´ıstica Bu´squeda por Entorno Variable. En el enfoque de solucio´n continuo,
ademas de utilizar el algoritmo de dos fases, se han disen˜ado e implementado dos
algoritmos de insercio´n de clientes.
En el primer algoritmo de insercio´n de clientes se asume que no es posible disponer
ma´s veh´ıculos de los que iniciaron sus rutas al inicio del per´ıodo de planeacio´n, en el
segundo algoritmo se permite an˜adir ma´s veh´ıculos a la solucio´n para poder atender
a todos los clientes.
De acuerdo a los resultados de la experimentacio´n realizada podemos concluir lo
siguiente:
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• En el enfoque de solucio´n continuo las soluciones obtenidas mejoran conforme
aumenta el nu´mero de periodos en el que se divide el horizonte de planeacio´n.
En esta experimentacio´n en particular, se dividio´ el d´ıa en 4, 6 y 12 periodos,
siendo este u´ltimo el que obtiene los mejores valores de latencia, sacrificando
poco tiempo de co´mputo adicional.
• En el enfoque de optimizacio´n continuo el algoritmo de solucio´n obtiene solu-
ciones con mayor valor de latencia conforme hay un mayor nu´mero de clientes
dina´micos.
• El enfoque de solucio´n continuo ofrece mejores soluciones que el enfoque de
solucio´n perio´dico, en un tiempo de co´mputo menor.
Como trabajo futuro se pretende probar con otros me´todos constructivos para deter-
minar en que medida es posible mejorar las soluciones encontradas por los algoritmos
expuestos en el presente trabajo. Adema´s se tiene la idea de mejorar el algoritmo
basado en GVNS incorporando memoria en el me´todo.
Ape´ndice A
Glosario de te´rminos
Centro de distribucio´n Ubicacio´n geogra´fica donde inician y terminan todas las
rutas, tambie´n se denomina deposito.
Cliente Solicitudes de servicio que deben ser atendidas. Cada uno tiene asociada
inicialmente ubicacio´n geogra´fica, demanda y tiempo de arribo.
Demanda Taman˜o de orden de servicio de un cliente, sus unidades dependera´n del
problema particular a resolver.
Deposito Ubicacio´n geogra´fica donde inician y terminan todas las rutas, tambie´n
se denomina centro de distribucio´n.
Entorno Conjunto de soluciones que se generan por un movimiento aplicado a una
solucio´n.
Heur´ıstica Te´cnica o procedimiento inteligente para realizar una tarea que no es
producto de un riguroso ana´lisis formal, sino de conocimiento experto sobre la tarea.
Incumbente Mejor solucio´n encontrada.
Instancia Conjunto de datos que satisfacen las condiciones de un problema parti-
cular.
Latencia Para un nodo es el tiempo de espera para ser atendido; para una solucio´n
es la suma de los tiempos de espera de todo los clientes en ella.
Metaheur´ıstica Estrategia general para disen˜ar procedimientos heur´ısticos con el
fin de resolver un problema de optimizacio´n mediante un proceso de bu´squeda en
un cierto espacio de soluciones alternativas.
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Ape´ndice B
Instancias
En este ape´ndice se muestra la distribucio´n geogra´fica de los clientes en las instancias
utilizadas en la fase experimental.
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Figura B.1: Instancia CMT1
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Figura B.2: Instancia CMT2
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Figura B.3: Instancia CMT3
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Figura B.4: Instancia CMT4
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Figura B.5: Instancia CMT5
Ape´ndice C
Mejores soluciones
En este ape´ndice se muestran los valores de latencia de las mejores soluciones encon-
tradas, tanto en el enfoque perio´dico como en el enfoque continuo. Se expone tambie´n
el tiempo que se necesito´ para resolver la instancia y encontrar dichas soluciones.
Cada una de las 85 instancias con las que se experimento´ se ha resuelto cinco veces.
Se muestra el valor de la mejor solucio´n considerando solo soluciones sin clientes
pospuestos.
En la primera columna de cada tabla se encuentran los nombres de las instancias, en
la primera fila se encuentran los valores del grado de dinamismo de cada instancia.
En la columna lat se presenta el valor de la latencia de la mejor solucio´n encontrada
y en la columna t se muestra el tiempo empleado en resolver la instancia, para cada
instancia con su respectivo grado de dinamismo.
10% 30% 50% 70% 90%
lat t lat t lat t lat t lat t
CMT1 3239.6 1.2 3110.2 1.3 3033.6 1.2 2612.8 1.5 2894.5 1.1
CMT2 4930.3 1.6 4841.0 2.9 4445.6 2.4 3457.9 1.8 3309.3 2.2
CMT3 8316.4 13.4 6215.3 13.6 6274.1 12.9 6011.2 12.3 5977.1 5.7
CMT4 13877.1 35.8 1068.9 36.0 8433.3 39.8 8200.7 27.7 7545.9 19.9
CMT5 17589.3 73.2 12385.0 77.3 12180.2 79.3 12401.2 47.9 9346.8 38.9
CMT11 11370.9 25.6 11457.2 21.5 9892.4 30.4 10949.5 23.9 9250.2 12.7
CMT12 7950.1 4.5 5732.4 8.9 4545.2 12.5 4970.3 9.7 4386.7 8.7
Tabla C.1: Enfoque perio´dico en instancias CMT. Cuatro periodos
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10% 30% 50% 70% 90%
lat t lat t lat t lat t lat t
CMT1 3158.61 1.4 3073.57 1.5 3003.79 1.2 2936.04 1.2 2466.95 0.7
CMT2 4052.78 2.7 4456.01 3.4 4830.36 2.2 4000.6 2.1 3420.21 2.6
CMT3 7705.94 10.1 6097.32 14.6 6297.45 12.1 5914.11 11.3 6517.81 7.8
CMT4 13108.9 41.8 9352.27 38.0 9566.52 32.7 8615.07 33.9 7871.29 23.0
CMT5 16917.7 69.6 12661.6 83.2 11363.8 77.7 11194.4 70.4 9786.14 44.1
CMT11 11312.6 21.7 10177.3 27.3 9515.12 31.5 10440.1 31.1 10027.5 19.5
CMT12 7008.91 8.0 5978 9.5 4183.08 13.8 4818.78 10.2 4381.26 8.7
Tabla C.2: Enfoque perio´dico en instancias CMT. Seis periodos
10% 30% 50% 70% 90%
lat t lat t lat t lat t lat t
CMT1 3239.6 1.2 3110.2 1.3 3033.6 1.2 2612.8 1.5 2894.5 1.1
CMT2 4930.3 1.6 4841.0 2.9 4445.6 2.4 3457.9 1.8 3309.3 2.2
CMT3 8316.4 13.4 6215.3 13.6 6274.1 12.9 6011.2 12.3 5977.1 5.7
CMT4 13877.1 35.8 1068.9 36.0 8433.3 39.8 8200.7 27.7 7545.9 19.9
CMT5 17589.3 73.2 12385.0 77.3 12180.2 79.3 12401.2 47.9 9346.8 38.9
CMT11 11370.9 25.6 11457.2 21.5 9892.4 30.4 10949.5 23.9 9250.2 12.7
CMT12 7950.1 4.5 5732.4 8.9 4545.2 12.5 4970.3 9.7 4386.7 8.7
Tabla C.3: Enfoque perio´dico en instancias CMT. Doce periodos
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10% 30% 50% 70% 90%
lat t lat t lat t lat t lat t
GWK1 102998.0 293.2 95303.2 222.0 78232.5 282.0 68142.5 166.6 56413.7 60.7
GWK5 167283.0 340.1 151226.0 344.4 149660.0 295.1 129534.0 133.5 119145.0 53.1
GWK9 8833.5 222.4 7794.0 191.0 7294.4 166.1 5984.7 62.0 5609.2 23.6
GWK10 12716.1 491.4 11153.0 416.6 10127.6 339.8 9252.6 160.6 7921.4 50.0
GWK13 8564.9 101.1 6786.2 79.9 6328.0 51.2 4582.4 25.3 4041.7 17.5
GWK14 12669.6 176.9 10643.0 162.9 8835.3 153.2 6484.4 87.4 5916.5 35.5
GWK15 18099.2 416.8 13270.9 376.2 12150.7 300.4 9434.8 143.3 7902.4 51.5
GWK17 6698.4 128.6 6413.1 80.7 5008.4 95.7 4361.6 51.1 3908.0 27.6
GWK18 9387.2 241.9 9005.3 153.4 8076.3 152.6 6365.1 99.0 5455.5 58.5
GWK19 14018.6 332.4 12416.9 348.9 10248.7 215.2 8419.2 141.9 7037.0 103.6
Tabla C.4: Enfoque perio´dico en instancias GWK. Cuatro periodos
10% 30% 50% 70% 90%
lat t lat t lat t lat t lat t
GWK1 99452.8 255.1 93157.6 291.8 79428.2 274.9 69284.7 189.7 56596.2 83.7
GWK5 156356.0 368.5 141878.0 372.0 154105.0 250.1 127538.0 211.3 119781.0 51.6
GWK9 8794.6 191.0 7297.1 178.1 7294.5 154.6 5609.1 97.6 5598.4 33.6
GWK10 13322.9 417.2 11364.2 417.4 9989.2 389.5 9181.3 225.5 7931.8 60.3
GWK13 8786.0 91.1 6756.7 103.1 6003.5 149.7 4424.5 44.5 4119.5 26.9
GWK14 11351.2 236.9 9806.1 243.3 8604.5 149.7 6344.4 93.7 5700.3 54.2
GWK15 16922.1 439.7 14060.8 422.2 11790.8 390.1 9066.2 135.6 8277.1 98.2
GWK17 6685.4 164.9 6102.4 101.9 4886.4 120.9 4343.5 69.2 3883.3 42.2
GWK18 8316.4 228.3 8681.8 242.2 7798.6 201.2 6418.4* 93.126* 5386.3 89.6
GWK19 13076.8 450.6 11779.5 408.8 10142.0 270.9 7380.9 191.0 7181.7 125.6
* No se encontraron soluciones sin clientes pospuestos
Tabla C.5: Enfoque perio´dico en instancias GWK. Seis periodos
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10% 30% 50% 70% 90%
lat t lat t lat t lat t lat t
GWK1 90076.3 373.7 89189.4 332.3 73262.7 419.8 67679.4 192.6 57954.5 107.3
GWK5 155505.0 409.6 136245.0 493.9 148248.0 346.8 123591.0 228.7 121360.0 91.4
GWK9 8247.8 227.7 7627.0 198.9 7408.9 194.1 5749.8 113.9 5608.7 69.1
GWK10 13339.0 399.8 10942.4 513.7 9733.1 425.1 9067.4 216.5 7724.7 120.0
GWK13 8520.1 128.3 6816.6 102.3 5939.4 90.6 4639.1 59.7 4106.4 38.6
GWK14 11012.8* 242.6* 10073.3* 217.9* 8677.0 173.7 6570.3 115.9 5665.1 78.5
GWK15 16561.6 537.8 13506.3 449.6 11498.7 441.6 8942.7 254.3 7897.1 115.4
GWK17 6271.9 128.6 6110.4 115.6 4835.9 124.2 4236.9 78.7 3917.5 51.5
GWK18 9533.5 248.7 7990.6 228.9 8692.3 189.4 6609.4 139.0 5426.6 113.9
GWK19 12738.0 409.5 10899.2 402.5 9676.5 333.8 8300.5 240.4 7104.3 120.9
* No se encontraron soluciones sin clientes pospuestos
Tabla C.6: Enfoque perio´dico en instancias GWK. Doce periodos
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