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Abst rac t - -We study periodic boundary value problems relative to a general class of first-order 
functional differential equations. For this class of problems, we develop the monotone iterative tech- 
nique. Our formulation is very general, including delay differential equations, functional differential 
equations with maxima and integro-differential equations, but the case where the operator defining 
the functional dependence is not necessarily Lipschitzian is also considered. (~) 2006 Elsevier Ltd. 
All rights reserved. 
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1. INTRODUCTION 
The monotone iterative technique for functional differential equations with periodic boundary 
conditions has been developed, for instance, in [1-6]. In this paper, we develop the monotone 
iterative technique for a class of periodic boundary value problems relative to a general class of 
first-order functional differential equations, which include, at least, delay differential equations, 
functional differential equations with maxima and integro-differential equations. We study the 
following problem, 
v' (t) = f (t, v (t), [p (v)] (t)), t e ~, 
(0) = v (T) ,  (1) 
where I -- [0, T], T > 0, p : C(I) ~ C(I), C(I) is the space of continuous functions in I with the 
supremum norm and f : [0, T] x •2 ~ R. In order to present existence results and approximate 
solutions by using monotone iterative techniques, we start proving a general maximum principle 
and then, in Section 3, we consider a quasilinearization f problem (1), proving the existence 
and uniqueness of solution to this problem by using the upper and lower solutions method. 
Finally, in Section 4, we develop the monotone method for (1). We also present some examples 
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and corollaries, to illustrate the applicability of the new results. In this paper, the functional 
dependence considered is not necessarily a Lipschitzian function. For some references dealing 
with non-Lipschitzian phenomena, see [7-9]. 
2. COMPARISON RESULT  
In what follows, we denote by 0 the constant function 0(t) -- 0, for every t E S and consider 
the spaces C(I), C 1 (I) of functions x : I ~ R which are, respectively, continuous and of class C 1 
on L 
THEOREM 1. Suppose that v E C1(I), M > O, N >_ O, are such that 
v' i t) + My (t) + N [p (max {v, 0})] (t) >_ O, t E I ,  
v(0) _> v (T ) ,  
where p satisfies the following conditions, 
p:  c (s) -~ c (s),  
p (0) _< O, on I,  
and also, 
b 
N/  [p (max {w, O})] (s)eMSds <--- s~[O,blmax {w(s) eMs}, 
i f a<bE IandwEC( I )  with max {w(s) e Ms}>_O. 
~[O,b] 
Then, v > 0 on I. 
PROOF. If v >_ 0 on I is not true, then there exists to E I such that v(to) < O. 
If v <_ 0 on I, v ~ 0, then, using i3), we obtain 
(2) 
(3) 
(4) 
that is, 
z' (t) > -N  ~ (max {v, 0})] (t) e Mr, t e I. (5) 
For function z, it is verified that z(0) = v(0), z(t,) > O, and z(to) < O. 
Two cases are possible. 
Case 1. v(T) < 0. In this ease, z(T) < 0. Let ~ E [0, T) with z(~) = maxse[0,Tl z(s) > O. 
Integrating (5) on [~, T] and using (4), we obtain the contradiction 
- z  (~) > z (T) - z (~) >- -N  ~v (max (v, 0})] (s) e M8 ds 
>-  max {v(s )e  Ms} =-  max z (s )=-z (~) .  
-- seiO,T] sE[0,T] 
0 < Mk + N[p (max {v, 0})] (t) = Mk + N[p (0)] (t) < Mk, t E I, 
and k,> 0, which is absurd. In consequence, there exists at least one point t,  E I with vit, ) > O. 
Consider function z(t) = v(t) e Mr, t E I, whose sign coincides with the sign of v. Then, 
v' (t) e mt + Mv (t) e M' >_ -N[p  (max {v, 0})] (t) e Mr, t E I ,  
v' it) _> -My  it) - N [s, im~ {v, 0})] it) -- -My  it) - N IP  iO)} it) _> O, 
for t E I and v is nondecreasing. Therefore, v is a constant function since v(0) _> v(T). Let 
v(t) = k, with k < 0. Again by (3), 
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Case 2. v(T) >_ O. Then, z(T) >_ 0 and v(0) > v(T) > O, therefore, z(0) > 0. Let tl E (0,T) 
such that z(tl) -- min[0,T] z < 0. Take ~ E [0, tl) with 
z (~)= max z(s)>_0. 
s~[O,t~] 
Integrating (5) over the interval [~, tl] and taking into account he inequality (4), we 
obtain 
tl 
- z (~)  > z(t l )  - z(~) >_ -N  [p (max{v, 0})] (s) eMSds 
>-  max {v(s)e  M~} =-  max z (s )=-z (~) ,  
sE[0,tl] sE[0,tl] 
which again is a contradiction. 
In consequence, we deduce that v > 0 on I. 
REMARK 1. For a function w, 
max w (s) > O. semax[0,b] {w(8)eMs} >- 0 ~ sE[0,b] -- 
The previous maximum principle is very general, since it includes under a common formulation 
different comparison results for different ypes of functional dependence, as we establish in the 
following corollaries. 
COROLLARY 1. Let M > O, N > O, 0 : I --* I continuous with O(t) < t, t E I, and v E C1(I) 
such that 
v ' ( t )+Mv( t )+Nmax{v,O}(O( t ) )>_O,  tE I ,  
v(0) _> v (T ) ,  
and, besides, 
T 
N e M(s-e(s)) ds ~ 1. (6) 
Then, v > 0 on I. 
PROOF. It is a particular case of Theorem 1. It is evident, defining the functional p as ~v(w)](t) = 
w(O(t)), t E I, that hypotheses (2) and (3) hold. We prove that condition (6) guarantees the 
validity of (4). Indeed, if a < b E I and w E C(I) with max[0,b] w > 0, then 
/b  max {w (0 (s)), O} e Ms ds N 
{ } = N max w(O(s)) eM°(s) e-M°(s),O eMS ds 
J a  
~ max {~(~)e ~s} N e~(s-°(~))e~< max {~(~)e~},  
s~[O,b] -- se[O,bl 
where we have used that 
w(O(s)) e MO(s) ~ max {w(r) eMr}, 8 E [a,b], 
re[O>bl 
since O(t) < t, for t E I. 
Compare our condition (6) 
T 
N eM(s-°(S))ds < 1, 
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Figure 1. Comparison of estimates for T = 1. 
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F igure  2. Compar i son  of  es t imates  for T = 1. 
which is the same as Hypothesis  (iii) in Theorem 2.4 [10], with the one given in Condit ion (iv) 
of Theorem 2.1 [2], 
£ (e MT- 1) < 1. 
M 
It is easy to check that  condit ion (6) is more general (see Figures 1 and 2). 
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COROLLARY 2. Let M > O, N k O, and v C C 1 (I) such that 
v' (t) + Mv (t) + g [p (max {v, 0})] (t) _> O, 
v(0) > v (T ) ,  
where p satisfies condition (2), and also 
tE I ,  
[p (w)] (t) _< maxw, for t e I and w e C(I) (7) 
[0,t] 
and 
E (e MT __ 1) < 1. (8) 
M 
Then, v _> 0 on I. 
PROOF. Under these assumptions, hypotheses (3) and (4) in Theorem 1 are valid. Let a < b E I 
and w E C(I) with H = maxse[O,bl{W(S) e Ms} >_ O, then we obtain 
b b 
N ffa [p (max {w, 0})] (s) e Ms ds _< N Jaf re[0,s]max (max {w (r),  0}) e Ms ds 
b 
<NH~ (maxe-Mr '~ eMSds<_NH eMSds 
- \~[0 ,~]  } 
= N (eMT_ I )  H<H,  
M 
therefore, (4) holds. 
REMARK 2. Condition (N/M)(e MT - 1) < 1 was obtained in Theorem 5 [11], in relation with 
an analogous maximum principle. Condition (8) in Corollary 2 is also valid for the case of 
state-depending delay, if it is given by a continuous function, since functional 
[p (w)] (t) = w (t - ~- (t, w (t))), 
where T : I × R ~ I is continuous, 0 _ ~-(t, x) < t, t E I, x E R, verifies hypotheses (2) and (7). 
Moreover, if (7) becomes an identity for every t E I, w G C(I), then (2) is true. 
See Figures 3 and 4 to compare condition (8) with previous estimates. 
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Figure 3. Comparison of estimates for T = 1. 
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Figure 4. Comparison of estimates for T = 1/2. 
Let M > O, N >_ 0 and v E C l ( I )  such that 
v' (t) + Mv (t) + N ~) (max {v, 0})] (t) >_ 0, t E I, 
v(0) _> v (T ) ,  
where p satisfies conditions (2), 
/o' ~v (w)] (t) <_ w (s) ds, 
and, besides, 
for t e I and w E C( I )  (9) 
N (e .~ _ MT - i) < i. (i0) 
M 2 
Then v >_ 0 on I. 
PROOF. Condition (3) is trivially verified. To prove the validity of (4), let a < b E I and 
w E C( I )  with H = maXsE[O,b]{W(s)e Ms} > 0, then 
f f/0" N [p (max {w, 0})] (s) e M" ds < N max {w (r) ,  0} dr e M" ds 
f f  < NH e -Mr  dr e Ms ds 
N T 
f0 (eM~--1) ds < ~H 
= H_~_ 5N (eMT _ MT - 1) _< H, 
finishing the proof. 
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Figure 5. Case T = 1. 
See Figure 5. 
If (9) becomes an identity, for every t E I, w E C(I), then (2) is valid. 
EXAMPLE 1. Let r > 0 and ~v(v)](t) =r -x / r  2 - (v ( t ) )  2, for v E C(I), - r  <_ v(t) < r , t  E I. 
Condition (3) is valid, since 
E, (0)]  (t)  = r - ~ = 0, t e I .  
If NT _< 1, condition (4) is true. Note that, according to its definition, p is not a Lipschitzian 
operator, which allows to affirm that the maximum principle given by Theorem 1 is very genera[ 
and has a enormous potential of application in many particular cases, including non-Lipschitzian 
functional dependence. 
3. QUASILINEAR FUNCTIONAL PROBLEM 
In this section, we are interested in proving existence and uniqueness of solution for problem 
v' (t) + Mv (t) + N [p (v)] (t) = cr (t), t E I, 
v (0) = v (T),  (11) 
where M > 0, N > 0, p : C(I) --~ C(I) and a E C(I). By a solution of (11), we understand a 
function v E CI(I) satisfying conditions in (11). 
DEFINITION 1. A lower solution of (11) is a function a E C I ( / )  with 
a' (t) + Ma (t) + N[p (a)] (t) <_ a (t), t E I, 
c~ (0) _< a (T). 
Similarly, an upper solution of (11) is ~ E Cz(I) veri[ying similar expressions, but with the 
inequalities reversed. 
Given two functions YI, Y2 E C(I), we say that yl _~ Y2 if yl(t) ~_ y2(t) for t E I. In these 
conditions, we denote by [Yl, Y2] the functional interval, 
M,  y2] := {u ~ c ( I )  : y~ < u < y2 on z} .  
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For c~,/3 E C(I), c~ <_ t3 on I, we introduce function q : C(I) --e C(I) given by 
{ ~(t ) ,  [q (v)] (t) = max {cz (t), rain {v (t), /3 (t)}} = v (t), 
/3(t), 
if v(t) < a(t), 
if a(t) <_ v(t) <_/3(t), 
if v(t) > fl(t), 
for v E C(I) and t E I .  
THEOREM 2. / fa ,  /3 E C1( I )  are, respectively, lower and upper solutions to (11) with a </3, p 
satis~es (2)-(4) and, besides, 
p is continuous and p([a,/3]) is bounded in C(I), (12) 
p(max{v - o~, 0}) > p(q(v)) - p(a), 
p(max{/3 - v, 0}) >_ p(/3) - p(q(v)), 
p(max{f  - g, 0}) >_ p(f) - p(g), 
on I ,  v E C(I), (13) 
on I ,  v E C(I), (14) 
on I ,  f, g E C(I), f, g E [c~,/3], (15) 
then there exists exactly one solution of (11) in [~,/31" 
PROOF. Consider problem 
v' (t) + My(t) = a(t) - N[p(q(v) ](t), 
~(0) = ~(T). 
tE I ,  
(16) 
Note that the map q : C(I) --* C(I) is continuous. Define the operator 
• : c (5  ~ c (5 ,  
v ~ ~(v) ,  
[~(v)](t) = a(t,  s) {~(~) - N[p(q(v))](s)} ds, for t E I ,  
where ( e -M(t-s) 
I 1 -- e -MT' 0 < s < t < T, 
G(t, s) 
I e-M(T+t--s) I _e_MT , O<_t<s<_T. 
It is possible to prove that  • is completely continuous and, applying Schaefer's Theorem, we 
obtain the existence of a fixed point for tg, that  is, a solution v E CI(I) for (16). Indeed, • is 
trivially continuous and, if S c_ C(I) is a bounded set, then for every w E S, t E I ,  
T 
I[¢ (w)] (t)l _< f0 IV (t, s)l ds (ll¢ll + NR)  = 6, 
where we have taken into account that  I]p(q(w))H <_ R, since q(w) E [a, fl]. Moreover, for t E I ,  
I[~# (w)]' (t) l = ]a (t) - N ~v (q (w))] (t) - M [9 (w)] (t)l ~ II~ll + NR + MS, 
therefore ffJ (S) is bounded and equicontinuous and, in consequence, relatively compact, obtaining 
that ff~ is completely continuous. If u = A~u, for A E (0, 1), then 
IiulI = I[A~ui[ < []¢uiI = sup ][~(u)](t)l < KT( I Ia I I  +NR) ,  
te[0,T] 
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where we have used that  ]G(t, s)] _< K and condit ion (12). By Schaefer's Theorem,  • has a fixed 
point v • C( I ) ,  then 
T 
v (t) : fo G (t, s) {a (s) - N [p(q (v))] (s)} ds, for t • I ,  
and, consequently, v • c1(I) is a solut ion of (16). Next,  we prove that  a _< v _< j3 on I and, 
consequently, v is a solut ion of (11). Let m = v - a • C I ( I ) ,  by (13) and the propert ies of the 
lower solut ion a,  we obta in  
m' (t) + Mm (t) + N[p  (max {m, 0})1 (t) 
= v' (t) + Mv (t) - a' (t) - Ms  (t) + N [p (max (v - a, 0})] (t) 
> a (t) - N [p (q (v))] (t) - a (t) + N [p (a)] (t) 
+ N [p (q (v))] (t) - N[p  (~)1 (t) = 0, t • I 
and m(0) = v(0) - a(0)  _> v(T)  - a (T )  = m(T) .  Theorem 1 allows to affirm that  m _> 0 on I ,  
that  is, v _> a on I .  
Analogously, we prove that  v _< fi on I ,  tak ing y = j3 - v and checking, from the hypotheses 
and the propert ies of the upper  solut ion ¢/, that  y satisfies the assumpt ions  of Theorem 1, hence 
y _> 0 on I and/3  > v on I .  Final ly, to prove uniqueness, let u l ,  u2 • [a, fi] solutions of (11) and 
define ml  = Ul - u2, m2 = u2 - Ul. Using (15), it is easy to prove that  
mi (t) + M.~(t) + N[p(max{ml ,0}  )](t) >>_ ~i (t) + Mul ( t )  
- u'2(t) - Mu2( t )  + N[p(ul)](t )  - N~(u2) l ( t )  
= a ( t ) -  a(t) = O, t • I ,  
ml(0)  = Ul(0) -- u2(0) : u l (T )  - u2(T) : ml (T ) ,  
and, similarly, 
m~(t) + Mm2(t )  + N[p(max{m2,  0})](t) > a(t) - a(t) = O, t • I ,  
m2(0) : u2(0) - u l (0)  : u2(T) - u l (T )  : m2(T) .  
Theorem 1 guarantees that  Ul : u2 on I .  
PROPOSITION 1. The following assertions are true: 
m~x{w - a ,  0} _> q(w) - ~, for w e C( I ) ,  
max{j3 - w, 0} > fi - q(w), for w • C( I ) .  
PROOF. If w E C( I )  and t E I ,  
0, if w(t)  < a( t ) ,  
max{w -- a,  O}(t) = w(t) - a( t ) ,  if w(t)  > a( t ) ,  
>_ ~ a(t)  - a(t ) ,  if w(t)  < a( t ) ,  
[ [q(w)] (t) - c~(t), if w(t)  > a(t) ,  
= (q(~)  - ~) ( t ) .  
The second inequal i ty is deduced in a similar way. 
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PROPOSITION 2. Conditions (13)-(15) are trivially satisfied ff p is a nondecreasing operator, that 
is, 
p(f)  <_ p(g), on I, for f ,  g E C(I),  f <_ g, 
and also 
p ( f  - g) >_ p(f)  - p(g), on I, for f, g E C(I),  f ,  g E [a,/3]. 
PROOF. Let v E C(I), then, by the hypotheses ofp and the previous proposition, 
p(max{v - a, 0}) > p(q(v) - c~) >_ p(q(v)) - p(a), on I, 
p(max{/3 - v, 0}) >_ p(/3 - q(v)) >_ p(fl) - p(q(v)), on I, 
and, for f, g E C(I),  f ,  g E [a, fl], 
p(ma~{f  -- g, 0}) _> p( f  - g) >_ p(.f)  - p(g) ,  on I, 
then (13)-(15) hold. 
REMARK 3. Conditions in Proposition 2 do not necessarily imply the Lipschitzian character ofp. 
For instance, if [p(f)](t) = ~ ,  for t E I, f E C(I) ,  then p is nondecreasing for f > 0 and 
p( f -g )  =v/T f -g t  ~I~] l -v /~=p( f ) -p (g ) ,  on I, f ,  g E C(I) ,  f ,  g > O. 
Nevertheless, p is not a Lipschitzian operator (take the nonnegative continuous functions f~(t) = 
1/n 2, t E I, n E N, g(t) = O, t E I). 
EXAMPLE 2. For the operator [p(f)](t)= hol,/l + f (t~), t C I, f E C(I), f > -i, where 
ho > 0, to > i, we obtain that p is nondecreasing 
p(f)  < p(g), if - 1 < f < g, 
and, for t E I, 
[p(f -g ) ] ( t )=ho I l+( f -g )  ~0 
>no 1 l+f  ~0 +g ~0 
-- ~o(f)](t)- ~o(g)](t), 
if f, g E C(I), -1  <__ f ,g  <_ O. The importance of this example xceeds the purely theoretical 
interest, since this type of functional appears, for instance, in the modelization of singularities 
(see [12]). In particular, for the above-defined operator p, 
•/ t tE I ,  ~o(id)](t) ---- ho 1 1+ to' 
which represents the inverse of the radius of the filament for Newtonian fluids and some types 
of linear viscoelastic models, where h0 > 0 is the initial radius. The dynamic of the viscoelastic 
fluids is more complex than the dynamic of the Newtonian fluids, since the flow may be influenced, 
among others, by elastic effects (relative to the memory of the system). 
The following corollaries are obtained as particular cases of Theorem 2, taking into account 
ProDosition 2. 
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COROLLARY 4. Suppose that a <_ fl E CI( I )  are, respectively, lower and upper solutions to 
v'(t) + My(t)  + Nv(O(t)) = a(t), t E I, 
v(O) = v(T), (17) 
where M > 0, N > 0, a E C(I),  8 : I -0 I continuous, 8(t) < t, t E I and, besides, (6) holds. 
Then, there exists exactly one solution for (17) in [a, ill. 
PROOF. It; is obvious that the functional defined by ~v(w)](t) = w(O(t)), t E I, verifies the 
hypotheses of Theorem 2, since the validity of (2)-(4) was justified in Corollary 1, (12) is trivially 
verified, p is nondecreasing and, for f,  g E C(I),  s E I, 
[p(f - g)l(s) = f(~9(s)) - g(tg(s)  = [p(f)l(s) -- [p(g)](s). 
Compare Corollary 4 with Theorem 3.1 [2]. 
COROLLARY 5. I ra  < fl E CI( I )  are, respectively, lower and upper solutions to 
v'(t) + My(t)  + Ymaxv = a(t), t E I, 
[0,t] (18) 
v(O) = v(T), 
where M :> 0, N > 0, a E C(I)  and condition (8) holds, then there exists exactly one solution 
to ( is) in 
PROOF. l~br [p(w)](t) = max[0,t ] w, t E I ,  hypotheses in Theorem 2 hold, since (2)-(4) and (12) 
are valid, p is nondecreasing and, for f, g E C(I),  s E I, 
[p(f -g ) ] ( s )  = max ( f -  g)(r) > max f ( r )  - max o(r) = [p(f)](s) - [p(0)](s). 
,'e[o,~l - ,'e[o,~] ,.~[o,~1 
COROLLARY 6. I f  c~ < fl E C1(/) are, respectively, lower and upper solutions t'or problem 
v'(t) + My(t)  + N v(s) ds = ~(t), t E I, (19) 
v(o) = v(T), 
where M :> 0, N >_ 0, a E C(I)  and condition (10) holds, then there exists exactly one solution 
of (19) in Z]. 
PROOF. For [pw](t) = fo w(s) ds, t E I, conditions (2)-(4) and (12)-(15) hold, since p is nonde- 
creasing and 
i" i" i' [p(f - g)](s) = (f  - g)(r) dr = Z(r) dr - g(r) dr = ~o(Z)](s) - [p(g)](s), 
for every f,  g E C(I),  s E I. 
4. MONOTONE METHOD 
Recall the nonlinear problem, 
v'(t) = f(t ,  v(t), [p(v)](t)), t E I ,  
v(O) = v(T), (20) 
where I =: [0, T], T > 0, p :  C(I)  --* C(I) and f :  [0, T] x R 2 --* •. 
482 J . J .  NIETO AND R. RODRfGuEz-LdPEZ 
DEFINITION 2. We say that a E C1(I) is a lower solution to (20) if 
<_ f(t, t e I ,  
a(0) _< a(T) .  (21) 
It is possible to define an upper solution t3 E CI( I )  in a similar way but reversing the inequalities. 
THEOREM 3. Suppose that there exist a,/3 ~ C1(I),  respectively, lower and upper solutions 
for (20) with a <__/3 on I. Suppose, also, that f is continuous, the existence of M > O, N > 0 
such that 
f(t ,  x(t), [p(x)] (t)) - f ( t ,  y(t), [p(y)] (t)) 
>_ -M(x( t )  - y(t)) - N([p(x)] (t) - [p(y)] (t)), (22) 
fo r tE I ,  x, yEC( I ) ,  with a _< y _< x _< /3 on I 
and that p satisfies (2)-(4) and (12)-(15). Then, there exist monotone sequences {an}, {fin} 
such that ao = a, flo = 13, converging uniformly to the extremal solutions of (20) in [a, 13]. 
PROOF. For each r/E [a, 13], we consider problem 
u'(t) + Mu(t)  + N[p(u)](t) = f(t ,  r](t), [p(~)l(t)) + M~?(t) + N[p(r])](t), t E I, 
u(O) = u(T). (23) 
Condition (22) implies that a and 13 are, respectively, lower and upper solutions for this problem. 
Indeed, 
a'(t) + Ma(t )  + N[p(a)](t) <_ f ( t ,a( t ) ,  [p(c~)](t)) + Ma(t)  + N[p(a)](t) 
<< f(t ,  7](t), [p(r])](t)) + Mr](t) + N[p(r])](t), t E I, 
and, analogously, 
/3'(t) + Mj3(t) + N~o(13)](t) _> f(t ,  rl(t), [p(~)](t)) + Mrl(t) + N~(*?)](t), t E I. 
Then, hypotheses in Theorem 2 are valid and we can affirm that problem (23) has a unique 
solution uv ~ [c~,/3]. Therefore, we can define 
• :  [ ,131 ' 
r] ~ AT = u~, 
which is a monotone operator. To prove the monotone character of A, let a < rh _< r/2 _< fl on I. 
Using (15) and (22), we obtain that m = AM/2 - A~I verifies that 
m'(t) + Mm(t )  + Nip(max{m, 0})](t) 
= (Ar]2)'(t) + MAr]2(t) - (A~]l)'(t) 
- MJb71(t ) + Np[max{¢4~2 - ~4r/1, 0}](t) 
= f(t ,  r]2(t), [p(~2)](t)) + Mr]2(t) + N[p(~2)](t) - N[p(Ar]2)](t) 
- f (t ,  r]~(t), [p(~)](t)) - Mr]~(t) - N[p0h)](t  ) + N~o(.4rh)](t) 
+ Np[max{Ar]2 - A~?I, 0}] (t) >_ 0, t E I 
and rn(0) = re(T). Then, by Theorem 1, A~I _< A~?2 on I. Defining the sequences {an}, {fin} 
such that a0 = a, ~0 = ~, an+l = Aan, and ~n+l = A~n, for n _> 0, we can deduce that {an} 
is nondecreasing, {13n} is nonincreasing and 
a = a0 _< a l  _< ... _< an _< ~,~ _< ... _< ~1 _< 130 = j3, on / .  
Following a classical reasoning, we can prove that {a,~} T p, {~} J. 3' uniformly on I,  where 
P, 7 E [c~, ~] are the extremal solutions of (20) in [a, ~], that is, if u is a solution of (20) between 
a and/~, then p_< u _< 7 on I.  
Theorem 3, which provides a way to approximate the extremal solutions to (20) between a 
lower and an upper solution, is applicable in cases where the functional dependence does not 
necessarily verify a Lipschitz condition. Nevertheless, it can be used to improve some results 
known for delay equations, equations with maximum and integro-differential equations. 
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COROLLARY 7. 
solutions to 
Suppose that there exist a,/3 E C1(I), a </3 on I, respectively, lower and upper 
v'(t) = f(t ,  v(t), v(O(t))), t E I, 
v(O) = v(T), (24) 
where f : [0, T] x ]~2 , IR, 0 : I --* I continuous, O(t) <_ t, t E I. Moreover, suppose that f is 
continuous and that there exist M > O, N > 0 such that 
f(t ,  x(t), x(O(t))) - f (t ,  y(t), y(O(t))) >_ -M(x( t )  - y(t)) - N(x(O(t)) - y(O(t))), 
for t E I, x ,y  E C(I), with a _< y _< x </3 on I,  
(25) 
satisfying (6). 
Then there exist monotone sequences {a,~}, {/3,~} such that ao = a, /30 =/3, which converge 
uniformly to the extremal solutions of (24) in In,/3]. 
Compare Corollary 7 with Theorem 3.a [2]. 
COROLLARY 8. Suppose that there exist a,/3 E C1(I) ,  a <_/3 on I, lower and upper solutions, 
respectively, to 
v'(t) = f ( t ,v(t) ,  max v(s ) ) ,  t E I, 
sE[0,t] (26) 
.(o) = .(T), 
where f : [0, T] x ~2 ) ~ is continuous and such that there exist M > 0, N >_ 0 verifying that 
f(t,x(t),maxx~-f(t,y(t),maxy~ 
[o,q / k [o,t] / 
> -M(x( t ) -  y ( t ) ) -  N (maxx-  m. axy] 
\ [0,*l 10,t] / ' 
t ~ I, x ,y  e C(I),  with a <_ y <__ x <_/3 on I, 
(27) 
and (8) holds. 
Then, there exist monotone sequences {an}, {/3n}, such that ao = a, /3o =/3, which converge 
uniformly to the extremal solutions of (26) in In,/3]. 
COROLLARY 9. Suppose that there exist a , /3 E CI(I) ,  a <_/3 on I, lower and upper solutions to 
( /o ' )  v'(t) = f t,v(t),  v(s) ds , 
v(o) = . (T) ,  
tE I ,  
(28) 
where f : [0, T] x R 2 , R is a continuous function and M > O, N > 0 are such that 
f ( t ,x(t ) ,  / tx (s )ds )  - f ( t ,y(t) ,  / tY (s )ds )  
(/; /o' ) > -M(x( t )  - y(t)) - N x(s) ds - y(s) ds , 
t e I, x ,y  E C(I),  with a_< y _< x _ /3  on I 
(29) 
and (I0) holds. 
Then, there exist monotone sequences {an), {/3n} such that ao = a,/30 =/3, which converge 
uniformly to the extremal solutions to (28) in [a,/3]. 
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5. CONCLUSION 
We have provided an existence result which guarantees the existence of extremal solutions for 
a first-order functional problem in a given functional interval (Theorem 3), where the functional 
dependence is expressed by an operator which is not necessarily Lipschitzian. We have also 
specified the mechanism of construction of two monotone sequences which approximate those 
extremal solutions under appropr iate hypotheses. Our result allows the generalization of problems 
to consider, since we are not restricted to deal with delay differential equations, equations with 
maxima or integro-differential equations, although our formulation does not exclude these cases, 
but include them and improves previous results in this context. Besides, it is important o note 
that  the auxi l iary result Theorem 2 is interesting by itself, since it allows to prove existence and 
uniqueness of solution for a quasil inear problem, which is not l inear if neither is functional p, in 
presence of well ordered upper and lower solutions. This means that  the existence of such kind of 
functions allows to el iminate the Lipschitzian character in the definition of the equation, to obtain 
a unique solution (unique fixed point for a certain associated operator) in the functional interval 
defined by the upper and the lower solutions. From our point of view, it is also interesting and 
new the formulation of the maximum principle Theorem 1, which is expressed in general terms 
and is applicable in a wide range of cases, and it is not restr icted to delay, maximum type, 
or integro-differential nequalities, but extends the previously developed theory and provides a 
common frame. 
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