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CHERN CLASS FORMULAS FOR CLASSICAL-TYPE
DEGENERACY LOCI
DAVID ANDERSON AND WILLIAM FULTON
Abstract. In previous work, we employed a geometric method
of Kazarian to prove Pfaffian formulas for a certain class of de-
generacy loci in types B, C, and D. Here we refine that approach
to obtain formulas for more general loci, including those coming
from all isotropic Grassmannians. In these cases, the formulas re-
cover the remarkable theta- and eta-polynomials of Buch, Kresch,
Tamvakis, and Wilson. The streamlined geometric approch yields
simple and direct proofs, which proceed in parallel for all four clas-
sical types.
Introduction
A fundamental problem asks for a formula for the cohomology (or
Chow) class of a degeneracy locus, as a polynomial in the Chern classes
of the vector bundles involved. In its simplest form, the answer is
given by the Giambelli-Thom-Porteous formula: the locus is where two
subbundles of a given vector bundle meet in at least a given dimension,
and the formula is a determinant.
The aim of this article is to prove formulas for certain degeneracy
loci in classical types. One has maps of vector bundles, or flags of
subbundles of a given bundle; degeneracy loci come from imposing
conditions on the ranks of maps, or dimensions of intersections. The
particular loci we consider are indexed by triples of s-tuples of integers,
τ = (r,p,q) (in type A) or τ = (k,p,q) (in types B, C, and D). In
type A, each (ri, pi, qi) specifies a rank condition on maps of vector
bundles rk(Epi → Fqi) ≤ ri; in other types, E• and F• are flags of
isotropic or coisotropic bundles inside some vector bundle with bilinear
form, and each (ki, pi, qi) specifies dim(Epi ∩ Fqi) ≥ ki.
In each case, we will write Ωτ ⊆ X for the degeneracy locus. Its
expected codimension depends on the type. In fact, to each triple we
associate a partition λ(τ ) (again depending on type), whose size is
equal to the codimension of Ωτ .
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The resulting degeneracy loci of type A have a determinantal formula
which generalizes that of Giambelli-Thom-Porteous. The loci corre-
sponding to triples are exactly those defined by vexillary permutations
according to the recipe of [F2]; building on work of Kempf-Laksov,
Lascoux-Schu¨tzenberger, and others, it was shown in [op. cit.] that
[Ωτ ] = ∆λ(τ )(c(1), . . . , c(ℓ)) := det(c(i)λi+j−i)1≤i,j≤ℓ.
Here each c(k) is a (total) Chern class c(Fqi−Epi) = c(Fqi)/c(Epi), and
∆λ is a Schur determinant; more details will be given in §1.
In other classical types, work of Pragacz and his collaborators showed
that Pfaffians should play a role analogous to determinants in type A,
at least for cases where there is a single bundle E and all F• are isotropic
[P1, P2, PR, LP]. More recent work of Buch, Kresch, and Tamvakis
exploits a crucial insight: both determinants and Pfaffians can be de-
fined via raising operators, and by adopting the raising operator point
of view, one can define theta- and eta-polynomials, which interpolate
between determinants and Pfaffians. These provide representatives for
Schubert classes in non-maximal isotropic Grassmannians; here one
has a single isotropic E, and a flag of trivial bundles F•, some of which
may be coisotropic [BKT1, BKT2, T1]. Wilson extended this idea to
define double theta-polynomials, and conjectured that they represent
equivariant Schubert classes in non-maximal isotropic Grassmannians
[W]. This was proved in [IM], and, via a different method, in [TW].
In previous work, we introduced triples and studied loci defined by
dim(Epi ∩ Fqi) ≥ ki, with all E• and F• isotropic [AF]. The triples τ
we introduce here are more general, in that they allow F• to include
coisotropic bundles. Our main theorem is a corresponding generaliza-
tion of the multi-Pfaffian formulas from [op. cit.], which includes all
Grassmannian loci. The formulas are multi-theta-polynomials Θλ and
multi-eta-polynomials Hλ.
Theorem. Let τ be a triple, and let Ωτ be the corresponding degener-
acy locus (of type C, B, or D).
(C) In type C, we have
[Ωτ ] = Θλ(τ )(c(1), . . . , c(ℓ)).
(B) In type B, we have
[Ωτ ] = 2
−rΘλ(τ )(c(1), . . . , c(ℓ)).
(D) In type D, we have
[Ωτ ] = 2
−rHλ(τ )(c(1), . . . , c(ℓ)).
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The entries c(i) vary by type, and along with the definitions of Θλ
and Hλ, these are specified in Theorems 2, 3, and 4. For now, let us
mention some special cases. When the triple has all qi ≥ 0, the loci
are defined by conditions on isotropic bundles, and each formula is a
Pfaffian; these are precisely the formulas found in [AF]. If the triple
has all pi = p, the loci come from Grassmannians; in the type C case,
we recover the formulas of [IM] and [TW], and in case the F ’s are
trivial, we recover the formulas of [BKT1, BKT2]. (The general type
D formula includes a definition of double eta-polynomial, which is new
even in the Grassmannian case.1)
The structure of the argument in each type is essentially the same.
First, one has a basic formula for the case where the only condition is
Ep1 ⊆ Fq1, and furthermore Ep1 is a line bundle. Next, there is the case
where Epi has rank i, and the conditions are Epi ⊆ Fqi; the formula here
is easily seen to be a product, and one uses some elementary algebra
to convert the product into a raising operator formula. (In type A,
these loci correspond to dominant permutations.) The “main case” is
where the conditions are dim(Epi ∩ Fqi) ≥ i; such loci are resolved by
a birational map from a dominant locus, and the pushforward can be
decomposed into a series of projective bundles. Finally, a little more
elementary algebra reduces the general case to the main case.
Proving the theorem requires only a few general facts. Some of these
are treated in appendices, but we collect four basic formulas here for
reference. Let E be a vector bundle of rank e on a variety X .
(a) If L is a line bundle on X , then
ce(E − L) = ce(E ⊗ L
∗).
(b) If L is a line bundle on X , for any a ≥ 0 and b ≥ e we have
c1(L
∗)a cb(E − L) = ca+b(E − L).
(c) If F ′ is a subbundle of a vector bundle F , then
c(E − F/F ′) = c(E − F ) c(F ′)
(d) Let π : P(E)→ X be the projective bundle, and Q = π∗E/O(−1)
the universal quotient bundle. For any α ∈ A∗X , we have
π∗(π
∗α · cj(Q)) =
{
α if j = e− 1;
0 otherwise.
1Tamvakis recently announced that he has also found such polynomials [T3].
4 DAVID ANDERSON AND WILLIAM FULTON
We conclude this introduction with some remarks on the develop-
ment and context of our results. The double Schubert polynomials of
Lascoux and Schu¨tzenberger, which represent type A degeneracy loci,
have many wonderful combinatorial properties. A problem that re-
ceived a great deal of attention in the 1990’s was to find similar poly-
nomials representing loci of other classical types. First steps in this
direction were taken by Billey and Haiman, who defined (single) Schu-
bert polynomials for types B, C, and D [BH]; double versions were
obtained by Ikeda, Mihalcea, and Naruse [IMN] and studied further
by Tamvakis [T1]. We should point out that in types B, C, and D,
any theory of Schubert polynomials involves working in a ring with re-
lations, but modulo these, stable formulas are essentially unique. See
[AF], or the survey [T2], for more perspective on this history.
The Schubert varieties and degeneracy loci in types B, C, and D are
indexed by signed permutations, and it is natural to ask whether cer-
tain signed permutations correspond to Pfaffians, by analogy with the
determinantal formulas for vexillary permutations. In [AF], we identi-
fied such a class of vexillary signed permutations,2 defined via triples τ
such that all qi ≥ 0. Following ideas of Kazarian [K], we proved Pfaffian
formulas for vexillary loci, and also studied the relationship between
these Pfaffians and the double Schubert polynomials of [IMN].
The initial impetus of the present work was to simplify and stream-
line the arguments of [AF]. In doing so, we found the situation was
clarified by making explicit the role of raising operators. For this,
we owe a great debt to the work of Buch, Kresch, and Tamvakis,
whose remarkable theta- and eta-polynomial formulas have unequiv-
ocally demonstrated the utility of raising operators in geometry. This
inspired us to apply our geometric method to more general loci, simul-
taneously yielding shorter and more uniform proofs of their formulas,
as well as of our earlier Pfaffian formulas.
Combinatorially, the main new feature in the present article (as com-
pared to [AF]) is that we allow triples to include negative qi’s. Geomet-
rically, this means that conditions imposed on Epi ∩ Fqi include ones
where Fqi is coisotropic; this presents some subtleties, but leads directly
to the definition of theta- and eta-polynomials. Here we focus on these
Chern class formulas, leaving the relation with Schubert polynomials
to a revision of [AF].
2Although not obvious from the definitions, the vexillary signed permutations of
[AF] correspond to certain vexillary elements of the hyperoctahedral group, studied
by Billey and Lam [BL]. It should be interesting to study the permutations arising
from the more general triples to be considered here; see the remark at the end of
§2.
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Finally, although the recent prominence of raising operators is due
to Buch, Kresch, and Tamvakis, it was Pragacz who first brought them
to geometry. We take both combinatorial and geometric inspiration
from his work, and dedicate this article to him on the occasion of his
sixtieth birthday.
Acknowledgements. We thank Harry Tamvakis for comments on an
earlier version of the manuscript.
1. Type A revisited
The determinantal formula describing degeneracy loci in Grassmann
bundles — or more generally, vexillary loci in flag bundles — is, by
now, quite well known; see [KL, F2] for recent versions. However, our
reformulation of its setup and proof will provide a model for the (new)
formulas in other types, so we will go through it in detail.
A triple of type A is the data τ = (r,p,q), where each of r, p,
and q is an s-tuple of non-negative integers, with
0 <p1 ≤ p2 ≤ · · · ≤ ps and
q1 ≥ q2 ≥ · · · ≥ qs > 0.
Setting ki = pi − ri and li = qi − ri, we further require that
0 <k1 < k2 < · · · < ks and
l1 ≥ l2 ≥ · · · ≥ ls ≥ 0.
Associated to a triple there is a partition λ = λ(τ ), defined by
setting λki = li, and filling in the remaining parts minimally so that
λ1 ≥ λ2 ≥ · · · ≥ λks ≥ 0. (An essential triple specifies only the
“corners” of the Young diagram for λ, so in a sense it is a minimal way
of packaging this information.)
Given a partition λ = (λ1 ≥ · · · ≥ λℓ ≥ 0) and symbols c(1), . . . , c(ℓ),
the associated Schur determinant is
∆λ(c(1), . . . , c(ℓ)) := det(c(i)λi+j−i)1≤i,j≤ℓ.
For a positive integer ℓ, let R(ℓ) be the raising operator defined by
(1) R(ℓ) =
∏
1≤i<j≤ℓ
(1− Rij).
A simple application of the Vandermonde identity shows that
(2) ∆λ(c(1), . . . , c(ℓ)) = R
(ℓ) · (c(1)λ1 · · · c(r)λℓ),
and we will use this observation crucially in proving the degeneracy
locus formula.
6 DAVID ANDERSON AND WILLIAM FULTON
Here is the geometric setup. On a variety X we have a sequence of
vector bundles
Ep1 →֒ Ep2 →֒ · · · →֒ Eps
ϕ
−→ Fq1 ։ Fq2 ։ · · ·։ Fqs,
where subscripts indicate ranks; for each i, there is an induced map
Epi → Fqi. The degeneracy locus corresponding to the triple τ is
Ωτ := {x ∈ X | rk(Epi → Fqi) ≤ ri for 1 ≤ i ≤ s}.
This comes equipped with a natural subscheme structure defined locally
by the vanishing of certain determinants.
Let c(ki) = c(Fqi−Epi), and set c(k) = c(ki) whenever ki−1 < k ≤ ki.
We also set ℓ = ks, and by convention, we always take k0 = 0.) With
this notation, the degeneracy locus formula can be stated as follows.
Theorem 1 (cf. [KL, F2]). We have [Ωτ ] = ∆λ(τ )(c(1), . . . , c(ℓ)).
The case where there is only one F , so q1 = · · · = qs, was proved by
Kempf and Laksov, starting the modern search for such formulas. The
general case was proved in [F2].
These formulas are to be interpreted as usual: when the bundles
and the map ϕ are sufficiently generic, then Ωτ has codimension equal
to |λ| and the formula is an identity relating the fundamental class of
Ωτ with the Chern classes of E and F . In general, the left-hand side
should be regarded as a refined class of codimension |λ|, supported on
Ωτ ; see [F1].
The proof proceeds in four steps.
1.1. Basic case. Assume s = 1, p1 = 1, r = 0, so τ = (1, q1, 0). The
locus is where E1 → Fq1 vanishes, so it is the zeroes of a section of
E∗1 ⊗ Fq1, a vector bundle of rank q1. Therefore
[Ωτ ] = cq1(E
∗
1 ⊗ Fq1) = cq1(Fq1 − E1),
using Identity (a) to obtain the second equality.
1.2. Dominant case. Assume pi = i and ri = 0 for 1 ≤ i ≤ s, so
ki = i and li = qi. By imposing one condition at a time, we obtain a
sequence
X = Z0 ⊇ Z1 ⊇ Z2 ⊇ · · · ⊇ Zs = Ωτ ;
Z1 is the locus where E1 → Fq1 is zero; Z2 is where also E2/E1 →
Fq2 is zero; and generally Zj is defined on Zj−1 by the condition that
Ej/Ej−1 → Fqj be zero. This is an instance of the basic case, so it
follows that
(3) [Ωτ ] =
s∏
j=1
cqj(Fqj − Ej/Ej−1).
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Writing c(j) = c(Fqj − Ej) and ti = −c1(Ei/Ei−1), an application of
Identity (c) transforms (3) into
[Ωτ ] =
s∏
j=1
[
c(j) ·
j−1∏
i=1
(1− ti)
]
qj
.
Using Identity (b), this becomes
[Ωτ ] =
( ∏
1≤i<j≤s
(1− Rij)
)
· (c(1)q1c(2)q2 · · · c(s)qs)
= R(s) · (c(1)q1c(2)q2 · · · c(s)qs).
In other words, the product (3) is equal to the determinant ∆λ(c(1), . . . , c(s)),
where λ = (q1 ≥ q2 ≥ · · · ≥ qs).
1.3. Main case. Assume ki = pi − ri = i for 1 ≤ i ≤ s. There is a
sequence of projective bundles
X = X0 ← X1 = P(Ep1)← X2 = P(Ep2/D1)← · · · ← Xs = P(Eps/Ds−1),
where, suppressing notation for pullbacks of bundles, Dj/Dj−1 ⊆ Epj/Dj−1
is the tautological line bundle on Xj . Let us write π
(j) : Xj → Xj−1 for
the projection, and π : Xs → X for the composition of all the π
(j)’s.
On Xs, there is the locus Ω˜ where Di ⊆ Fqi for 1 ≤ i ≤ s. This is an
instance of the dominant case, so in A∗Xs we have
(4) [Ω˜] = R(s) · c˜(1)
λ˜1
· · · c˜(s)
λ˜s
,
where λ˜j = qj and c˜(j) = c(Fqj − Dj). Furthermore, π maps Ω˜ bira-
tionally onto Ωτ ; it is an isomorphism over the dense open set where
rk(Epi → Fqi) = ri. (Take Di to be the kernel.) So [Ωτ ] = π∗[Ω˜].
To compute this pushforward, use Identity (c) to write c˜(j) = c(j) ·
c(Epj/Dj), recalling that c(j) = c(Fqj −Epj). Note that Epj/Dj is the
tautological quotient bundle for π(j) : Xj → Xj−1. By Identity (d), we
have
π(j)∗
(
c(j)a · cb(Epj/Dj)
)
= c(j)a
when b = pj − j, and this pushforward equals 0 otherwise. Therefore
π(j)∗ (c˜(j)k) = π
(j)
∗
( ∑
a+b=k
c(j)a · cb(Epj/Dj)
)
= c(j)k−pj+j.
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Applying π∗ to (4) and using linearity of the raising operator yields
[Ωτ ] = π∗
(
R(s) · c˜(1)
λ˜1
· · · c˜(s)
λ˜s
)
= R(s)π∗
(
R(s) · c˜(1)
λ˜1
· · · c˜(s)
λ˜s
)
= R(s)c(1)λ1 · · · c(s)λs
= ∆λ(c(1), . . . , c(s)).
1.4. General case. Any triple τ = (r,p,q) can be “inflated” to τ ′ =
(r′,p′,q′) with k′i = p
′
i − r
′
i = i, without essentially altering the locus
Ωτ or the polynomial representing it. Suppose ki−1 < ki−1 + 1 < ki
and qi−1 > qi. Inserting (ri + 1, pi, qi + 1) between the (i − 1)st and
ith positions produces a new triple τ ′ with λ(τ ) = λ(τ ′). If there is a
bundle Fqi+1 fitting into Fqi−1 ։ Fqi+1 ։ Fqi, then one easily checks
Ωτ ′ = Ωτ . In general, it can be arranged for such an Fqi+1 to exist by
passing to an appropriate projective bundle; then the locus Ωτ ′ maps
birationally to the original Ωτ . The fact that ∆λ(c
′(1), . . . , c′(ℓ)) =
∆λ(c(1), . . . , c(ℓ)) is a special case of Lemma 1 of Appendix A.3.
This concludes the proof. 
2. Type C: symplectic bundles
A triple of type C is τ = (k,p,q), with
0 <k1 < k2 < · · · < ks,
p1 ≥ p2 ≥ · · · ≥ ps > 0,
q1 ≥ q2 ≥ · · · ≥ qs.
The qi are allowed to be negative, but not zero, and if qs < 0 then
ps > 1. Let a = a(τ ) be the index such that qa−1 > 0 > qa, allowing
a = 1 and a = s+1 for the cases where all q’s are negative or all q’s are
positive, respectively. If q occurs as some qi, then−q cannot appear. As
in type A, there are further conditions on τ , which are best described
by requiring certain sequences of integers to be partitions. We will
define λ = λ(τ ) by setting λi = µi − ρi, where ρ = ρ(τ ) and µ = µ(τ )
are defined as follows.
First, let r = r(τ ) = max{ka−1, qa + ka}. If r > ka−1, then in what
follows, we replace τ by the result of inserting (k, p, q) = (r, pa,−qa+1)
between the (a − 1)st and ath entries. (In this case, we must have
qa−1 > −qa to obtain a triple.) From now on we assume r = ka−1.
To define ρ, set ρk = k − 1 for k ≤ r. For j ≥ a, so qj < 0, set
ρkj = ki, where i is the index such that qi > −qj > qi+1. Finally, fill
in the other parts minimally subject to ρr+1 ≥ · · · ≥ ρks ; that is, for
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all k > r, set ρk = ρki when ki−1 < k ≤ ki. (When indices fall out of
the range [1, s], we use conventions so that the inequalities are trivial:
k0 = 0, q0 = +∞, and qs+1 = −∞.)
To define µ, set
µki =
{
pi + qi + ki − 2 if i < a;
pi + qi + ki − 1 if i ≥ a;
and fill in the other parts by declaring µk = µki when ki−1 < k ≤ ki.
With ρ(τ ), µ(τ ), and λ(τ ) thus defined, the final conditions on τ
are the following inequalities, where ℓ = ks:
ρkj ≥ kj + qj for all j ≥ a;(5)
µ1 ≥ · · · ≥ µℓ ≥ 0;(6)
and
λ1 > · · · > λr > λr+1 ≥ · · · ≥ λℓ ≥ 0.(7)
When a = s+ 1, so all qi > 0, condition (6) is equivalent to
(pi − pi+1) + (qi − qi+1) ≥ ki+1 − ki for all i,
and this is the only condition needed in this case.
One could define λ(τ ) more directly, by setting
λki =
{
pi + qi − 1 if i < a;
pi + qi + ki − 1− ρki if i ≥ a;
and then filling in minimally subject to the condition (7). However, it
will be useful to think of λ as a “skew shape” µ/ρ. Generally, given
a sequence of nonnegative integers ρ = (ρ1, . . . , ρℓ), we will say that a
partition λ = (λ1 ≥ · · · ≥ λℓ) is ρ-strict if the sequence µj = λj+ρj is
nonincreasing.3 The conditions (6) and (7) can be phrased as requiring
λ to be a ρ-strict partition, with λr > λr+1.
For example, suppose τ = ( 1 3 5 6 7 9 , 9 7 6 5 2 2 , 6 3 2 5 7 9 ), us-
ing a bar to indicate negative integers. Here a = 3, r = 3, ρ =
(0, 1, 2, 3, 3, 1, 0, 0, 0), and λ(τ ) = (14, 10, 9, 5, 5, 4, 1, 1, 1), which is a
ρ-strict partition. (See Figure 1.)
3If all pi = p and ki = i, then a ρ-strict partition constructed from a type C
triple is one so that all parts of size greater than p− 1 are distinct; that is, it is a
(p− 1)-strict partition as defined in [BKT1, BKT2]. Geometrically, this means all
Epi have rank n+ 1− p, so the locus comes from an isotropic Grassmannian.
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Figure 1. The skew shape for λ(τ ) = µ(τ )/ρ(τ ). The
boxes of ρ are shaded.
The meaning of these conditions is explained by the geometric setup.
We have a vector bundle V of rank 2n equipped with a symplectic form,
and two flags
Ep1 ⊂ Ep2 ⊂ · · · ⊂ Eps ⊂ V,
Fq1 ⊂ Fq2 ⊂ · · · ⊂ Fqs ⊂ V ;
when q > 0, the subbundles Fq are isotropic, of rank n + 1 − q; when
q < 0, Fq is coisotropic, of corank n + q; and all the bundles Ep are
isotropic, of rank n + 1 − p. Note that F⊥q = F−q+1. The degeneracy
locus is
Ωτ = {x ∈ X | dim(Epi ∩ Fqi) ≥ ki for 1 ≤ i ≤ s}.
The inequalities (5), (6), and (7) allow τ to be inflated to a triple τ ′
having ki = i, so that Ωτ = Ωτ ′ . The role of ρ is to bring into play the
following basic fact about (co)isotropic subspaces of a 2n-dimensional
symplectic vector space V . Let q < 0 and k > 0; let Fq ⊆ V be a
coisotropic subspace, of codimension n+ q; let Dk−1 ⊆ V be isotropic,
of dimension k − 1; and assume Dk−1 ⊆ Fq. Suppose the intersection
Dρ = Dk−1 ∩ F
⊥
q has dimension ρ. Then D
⊥
ρ = Fq +D
⊥
k−1, so
(∗) D⊥k−1/(Fq ∩D
⊥
k−1) = D
⊥
ρ /Fq.
(The same holds if the bilinear form is symmetric, and V has dimension
2n or 2n+ 1.)
The definition of ρj is designed so that in the “dominant” case, when
kj = j and pj = n + 1 − j, and when the subspaces are general with
respect to the given conditions, we have Dρj = Dkj−1 ∩ F
⊥
qj
. A more
combinatorial explanation of the conditions is given in the Remark at
the end of this section.
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Given an integer ℓ > 0, a sequence of nonnegative integers ρ =
(ρ1, . . . , ρℓ) with ρj < j, define the raising operator
R(ρ,ℓ) =
( ∏
1≤i<j≤ℓ
(1− Rij)
) ∏
1≤i≤ρj<j≤ℓ
(1 +Rij)
−1
 .
Inspired by [BKT1], given symbols c(1), . . . , c(ℓ), and a ρ-strict parti-
tion λ = µ/ρ, we define the theta-polynomial to be
Θ
(ρ)
λ (c(1), . . . , c(ℓ)) = R
(ρ,ℓ) · (c(1)λ1 · · · c(ℓ)λℓ).
When ρ = ∅, Θλ is a Schur determinant, and when ρj = j − 1, Θλ
is a Schur Pfaffian. Note that ρ is part of the data: for example,
λ = (4, 3, 1) could be written as µ/ρ in several ways, but the theta-
polynomials Θ
(ρ)
λ depend on which ρ is specified.
For a triple and the corresponding geometry described above, let
c(ki) = c(V − Epi − Fqi), and for general k, take c(k) = c(ki) where i
is minimal such that ki ≥ k. Set ℓ = ks.
Theorem 2. We have [Ωτ ] = Θ
(ρ(τ ))
λ(τ ) (c(1), c(2), . . . , c(ℓ)).
The proof follows the same pattern as the one we saw in type A. As
before, there are four cases. The appearance of Pfaffians in the formulas
can be traced to a basic fact about isotropic subbundles: if D ⊂ V is
isotropic, then the symplectic form identifies D⊥ with (V/D)∗. This is
used in the second case.
2.1. Basic case. Take s = 1, k1 = ℓ = 1, and p1 = n, so En is a
line bundle and we are looking at Ωτ = {x |En ⊆ Fq1}. Equivalently,
En → V/Fq1 is zero, so Identity (a) lets us write
[Ωτ ] = cλ1(V/Fq1 ⊗ E
∗
n) = cλ1(V − Fq1 −En)
where
λ1 = rk(V/Fq1) =
{
n+ q1 − 1 if q1 > 0;
n+ q1 if q1 < 0.
2.2. Dominant case. Now take ki = i and pi = n+1−i, for 1 ≤ i ≤ s.
Write Di = Epi, so this is a vector bundle of rank i, and we have
D1 ⊂ D2 ⊂ · · · ⊂ Ds ⊂ V . Letting Zj be the locus where Dj ⊆ Fqj ,
we have
X ⊇ Z1 ⊇ · · · ⊇ Zs−1 ⊇ Zs = Ωτ .
On Zj−1, we have Dj−1 ⊆ Fqj−1 ⊆ Fqj ⊆ V . Since Dj is isotropic, we
automatically have Dj ⊆ D
⊥
j−1, so Zj is defined by the condition
Dj/Dj−1 ⊆ (Fqj ∩D
⊥
j−1)/Dj−1 ⊆ D
⊥
j−1/Dj−1.
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When j < a, the bundle Fqj is isotropic, and this implies Fqj ⊆ D
⊥
j−1.
In this case, Zj is defined by Dj/Dj−1 ⊆ Fqj/Dj−1 ⊆ D
⊥
j−1/Dj−1, and
the basic case says
[Zj] = [Zj−1] · cλj (D
⊥
j−1/Dj−1 − Fqj/Dj−1 −Dj/Dj−1),
with λj = qj + pj − 1 = qj + n− j. (That is, λj = rk(D
⊥
j−1/Fqj).)
When j ≥ a (so qj < 0), setting ρj = i, where qi > −qj > qi+1, we
have D⊥j−1/(Fqj ∩D
⊥
j−1) = D
⊥
ρj
/Fqj by (∗). The basic case says
[Zj] = [Zj−1] · cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1),
with λj = n+ qj− i = pj+ qj+ j−1−ρj . (That is, λj = rk(D
⊥
ρj
/Fqj).)
Writing ρj = j − 1 for 1 ≤ j < a, it follows that
[Ωτ ] =
(
s∏
j=1
cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1)
)
.
Using the symplectic form to identify D⊥ρj with (V/Dρj)
∗, we have
c(D⊥ρj/Dj−1−Fqj/Dj−1−Dj/Dj−1) = c(V −Dj −Fqj) · c(Dj−1−D
∗
ρj
);
setting tj = −c1(Dj/Dj−1) and applying Identity (c), this becomes
[Ωτ ] =
s∏
j=1
[
c(V −Dj − Fqj )
∏j−1
i=1 (1− ti)∏ρj
i=1(1 + ti)
]
λj
.(8)
Setting c(j) = c(V − Dj − Fqj) = c(V − Epj − Fqj) and appliying
Identity (b), this is
[Ωτ ] = R
(ρ,s)c(1)λ1 · · · c(s)λs.
2.3. Main case. Here we only assume ki = i, for 1 ≤ i ≤ s. For j < a,
we set ρj = j − 1, and for j ≥ a, we set ρj = i, where qi > −qj > qi+1.
We have the same sequence of projective bundles as in type A,
X = X0 ← X1 = P(Ep1)← X2 = P(Ep2/D1)← · · · ← Xs = P(Eps/Ds−1);
again, Dj/Dj−1 ⊆ Epj/Dj−1 is the tautological subbundle onXj . Write
π(j) : Xj → Xj−1 for the projection, and π : Xs → X for the composi-
tion.
On Xs, we have the locus Ω˜ = {Di ⊆ Fqi | for 1 ≤ i ≤ s}. By the
previous case, as a class in A∗Xs we have
[Ω˜] = R(ρ,s)c˜(1)
λ˜1
· · · c˜(s)
λ˜s
,
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where c˜(j) = c(V −Dj − Fqj) and
λ˜j =
{
qj + n− j if j < a;
n+ qj − ρj if j ≥ a.
Furthermore, π maps Ω˜ birationally onto Ωτ .
For each i, using Identity (d) we have
π(i)∗ c˜(i)λ˜i = c(i)λi ,
where λ = λ(τ ). (Note that λi = λ˜i− rk(Epi/Di) = λ˜i−n−1+pi+ i.)
This case follows, since
π∗[Ω˜] = π∗R
(ρ,s)c˜(1)
λ˜1
· · · c˜(s)
λ˜s
= R(ρ,s)π∗c˜(1)λ˜1 · · · c˜(s)λ˜r
= R(ρ,s)c(1)λ1 · · · c(s)λs
= Θ
(ρ)
λ (c(1), . . . , c(s)).
2.4. General case. Just as in type A, any triple τ = (k,p,q) can be
inflated to a triple τ ′ = (k′,p′,q′) having k′i = i, for 1 ≤ i ≤ ℓ = ks,
such that Ωτ ′ = Ωτ . The “main case” provides a theta-polynomial
formula using the triple τ ′; and Appendix A.3, Lemma 1, shows that
Θ
(ρ)
λ (c
′(1), . . . , c′(ℓ)) = Θ
(ρ)
λ (c(1), . . . , c(ℓ)). 
As mentioned above, in extreme cases the theta-polynomial is a de-
terminant or Pfaffian. To include the case where ℓ is odd, we recall
that Pfaffians can be defined for odd matrices (mij) by introducing a
zeroth row, m0j (see Appendix A.1).
Corollary. If all qi > 0, then
[Ωτ ] = Pfλ(c(1), . . . , c(ℓ)),
where the right-hand side is defined to be the Pfaffian of the matrix
(mij), with
mij = c(i)λi c(j)λj + 2
∑
k>0
(−1)kc(i)λi+k c(j)λj−k,
for 1 ≤ i < j ≤ ℓ, and m0j = c(j)λj for 0 ≤ j ≤ ℓ.
This follows from the Proposition of Appendix A.2, and recovers the
type C formula for vexillary signed permutations proved in [AF].
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Remark. A type C triple determines a signed permutation w(τ ), as
follows. Starting in position p1, first place k1 consecutive integers in
increasing order, ending with q1. Then starting in position p2 (or the
next available position to the right of p2), place k2−k1 integers, consec-
utive among those whose absolute values have not been used, ending
in at most q2. Continue until ks numbers have been placed, and finish
by filling in the gaps with the smallest available positive integers.
The conditions on τ guarantee that the length of the signed permu-
tation w(τ ) is equal to the size of the partition λ(τ ). The condition
(5) ensures that r(τ ) is the number of negative entries in w, and that
when following the steps of the above recipe, one first places all the
negative entries, and then the positive entries.
For example, consider τ = ( 2 3 5 6 7 , 7 4 3 3 2 , 4 4 1 7 7 ). The corre-
sponding signed permutation is built in six steps:
· · · · · · 5 4,
· · · 6 · · 5 4,
· · 2 6 1 · 5 4,
· · 2 6 1 7 5 4,
· 3 2 6 1 7 5 4,
w = 8 3 2 6 1 7 5 4.
Note that the first positive entry, ‘1’, is placed after the four neg-
ative entries. On the other hand, applying this procedure to τ ′ =
( 2 3 4 5 7 , 7 4 4 3 2 , 4 4 1 1 7 ) would produce the same w, but with
the 1 placed in the step before the 2 is placed; and indeed, τ ′ has
ρk4 = 3 < q4 + k4 = 4, violating condition (5), as well as r = 3, which
is less than the number of negative entries.
3. Type B: odd orthogonal bundles
A triple of type B is the same as in type C, as are the definitions
of the partition λ(τ ) = µ(τ )/ρ(τ ), the raising operator R(ρ,ℓ), and the
theta-polynomial.
The geometry starts with a vector bundle V of rank 2n+1, equipped
a nondegenerate quadratic form. We have two flags of subbundles,
Ep1 ⊂ Ep2 ⊂ · · · ⊂ Eps ⊂ V,
Fq1 ⊂ Fq2 ⊂ · · · ⊂ Fqs ⊂ V ;
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the isotropicity and ranks of these are exactly as in type C. The de-
generacy locus is
Ωτ = {x ∈ X | dim(Epi ∩ Fqi) ≥ ki for 1 ≤ i ≤ s}.
Given a triple, let c(ki) = c(V −Epi −Fqi), and when ki−1 < k ≤ ki,
set c(k) = c(ki). Set ℓ = ks, recall that a is the index such that
qa−1 > 0 > qa, and that r = r(τ ) = max{ka−1, qa + ka}.
Theorem 3. We have 2r [Ωτ ] = Θ
(ρ(τ ))
λ(τ ) (c(1), c(2), . . . , c(ℓ)).
The four steps of the proof are almost the same as in type C. We
will indicate the differences.
3.1. Basic case. Take s = 1, k1 = ℓ = 1, and p1 = n, so En is a line
bundle and Ωτ is the locus where En ⊆ Fq1 . When q1 > 0, so Fq1 is
isotropic, the Proposition of Appendix B gives
2 [Ωτ ] = cn+q1−1(V − Fq1 − En).
On the other hand, when q1 < 0, so Fq1 is coisotropic, the locus is
defined (scheme-theoretically) by the vanishing of En → V/Fq1, and
[Ωτ ] = cn+q1(V/Fq1 ⊗ E
∗
n) = cn+q1(V − Fq1 −En)
in this case.
3.2. Dominant case. Now ki = i and pi = n + 1 − i, for 1 ≤ i ≤ s,
and write Di = Epi. As in type C, we have a filtration by Zj , the
locus where Dj ⊆ Fqj , so that Z0 = X and Zs = Ωτ . When j < a (so
qj > 0), the basic case says that
2 [Zj] = [Zj−1] · cλj (D
⊥
j−1/Dj−1 − Fqj/Dj−1 −Dj/Dj−1);
and when j ≥ a (so qj < 0),
[Zj] = [Zj−1] · cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1);
where in each case ρj and λj is defined as in type C. We therefore have
2a−1 [Ωτ ] =
(
s∏
j=1
cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1)
)
,
as before.
The rest of the proof proceeds exactly as in type C. 
As in type C, we recover a Pfaffian formula for vexillary signed per-
mutations.
Corollary. If all qi > 0, then
2ℓ [Ωτ ] = Pfλ(c(1), . . . , c(ℓ)).
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4. Type D: even orthogonal bundles
A triple of type D is τ = (k,p,q), with
0 <k1 < k2 < · · · < ks,
p1 ≥ p2 ≥ · · · ≥ ps ≥ 0,
q1 ≥ q2 ≥ · · · ≥ qs.
The value q = −1 is prohibited, and if qs < 0, then ps > 0. If q > 0
occurs, then −q − 1 must not appear. Set a = a(τ ) to be the integer
such that qa−1 > −1 > qa.
The data r(τ ), ρ(τ ), µ(τ ), and λ(τ ) are defined similarly to type C.
As before, let r = r(τ ) = max{ka−1, qa + ka}, and if r > ka−1, replace
τ by the result of inserting (k, p, q) = (r, pa,−qa) between the (a−1)st
and ath entries. Henceforth we assume this has been done, so r = ka−1.
Set ρk = k−1 for k ≤ r. For j ≥ a, set ρkj = ki, where i is the index
such that qi ≥ −qj > qi+1 + 1. Then fill in the other parts minimally
subject to ρr+1 ≥ · · · ≥ ρks ≥ 0.
Define µ by
µki =
{
pi + qi + ki − 1 if i < a;
pi + qi + ki if i ≥ a;
and fill in the other parts so that µk = µki when ki−1 < k ≤ ki. Then
define λi = µi − ρi.
The triple τ must satisfy the inequalities:
ρkj ≥ kj + qj for all j ≥ a;(9)
µ1 ≥ · · · ≥ µℓ ≥ 0;(10)
and
λ1 > · · · > λr ≥ λr+1 ≥ · · · ≥ λℓ ≥ 0.(11)
That is, λ must be a ρ-strict partition. (In contrast to type C, we allow
λr = λr+1.)
In other words, if τ+ is obtained by replacing each pi in τ with pi+1,
and replacing each qi ≥ 0 in τ with qi + 1, then a type D triple is one
such that τ+ is a type C triple.4
4In the case where ki = i and pi = p for all i, the ρ-strict partition λ(τ ) con-
structed from a type D triple is p-strict in the sense of [BKT2]. The “type” defined
in [op. cit.] arises from geometry. Fix a maximal isotropic bundle E containing
the bundle Ep. When no part of λ is equal to p, the type is 0. If some part of λ
is equal to p, then some qi = 0, and in this case, the type is defined to be 1 or 2
depending on whether n+ dim(E ∩ F0) is odd or even. See the remark at the end
of this section.
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As noted in [AF], a key difference in type D is that λ(τ ) may have
a part equal to 0, and this is included in the data. (For example, this
happens when ps = qs = 0; in this case, the total number of parts
determines the dimension of the intersection of two maximal isotropic
subspaces.)
The raising operators and polynomials require some setup; details
are explained in Appendix A. We will have elements c(i) = d(i) +
s(i)e(i), with s(i) ∈ {1, 0,−1}, so that c(i)k = d(i)k + s(i)e(i)k. We
will also have operators δi, which acts on a monomial c(1)α1 · · · c(ℓ)αℓ
by replacing c(i)αi with d(i)αi ; that is, δi sends s(i) to zero and leaves
everything else unchanged.
Given integers 0 ≤ r ≤ ℓ, and a sequence of nonnegative integers
ρ = (ρ1, . . . , ρℓ) with ρj < j and ρj = j − 1 for 1 ≤ j ≤ k, we define
the raising operator
R˜(ρ,r,ℓ) =
ℓ∏
j=r+1
∏r−1
i=1 (1− Rij)∏ρj
i=1(1 +Rij)
∏
r≤i<j≤ℓ
(1−Rij)
∏
1≤i<j≤r
(
1− δiδjRij
1 + δiδjRij
)
,
and using these, the eta-polynomial for a ρ-strict partition is defined
as
H
(ρ)
λ (c(1), . . . , c(ℓ)) = R˜
(ρ,r,ℓ) · (c(1)λ1 · · · c(ℓ)λℓ).
Here is the geometry. We have a vector bundle V of rank 2n,
equipped with a nondegenerate quadratic form taking values in the
trivial bundle. There are flags of subbundles,
Ep1 ⊂ Ep2 ⊂ · · · ⊂ Eps ⊂ V,
Fq1 ⊂ Fq2 ⊂ · · · ⊂ Fqs ⊂ V ;
each Ep has rank n − p and is isotropic; and each Fq has rank n − q,
and is isotropic when q ≥ 0 and coisotropic when q < 0. Note that
F⊥q = F−q.
The degeneracy locus is defined as before, by
Ωτ = {x ∈ X | dim(Epi ∩ Fqi) ≥ ki for 1 ≤ i ≤ s}.
The usual type D caveat applies: this acquires its scheme structure via
pullback from a Schubert bundle in a flag bundle, and even there, it
must be taken to mean the closure of the locus where equality holds
(see, e.g., [FP, §6] or [T2, §6.3.2]).
Now given a type D triple, set ℓ = ks. Let d(ki) = c(V −Epi − Fqi),
and for i < a (so qi ≥ 0), set e(ki) = e(Epi, Fqi), where the latter is
defined as
e(Epi, Fqi) := (−1)
dim(E∩F ) cpi+qi(E/Epi + F/Fqi),
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for some maximal isotropic bundles E ⊇ Epi and F ⊇ Fqi. (This Euler
class is independent of the choice of such E and F .) When i ≥ a, we
set e(ki) = 0; and as usual, when ki−1 < k ≤ ki, we set d(k) = d(ki)
and e(k) = e(ki). Finally, let
c(k) = d(k) + (−1)ke(k).
Theorem 4. We have 2r [Ωτ ] = H
(ρ(τ ))
λ(τ ) (c(1), c(2), . . . , c(ℓ)).
Most of the proof proceeds exactly as in type B. We will go through
the outline briefly, to point out the differences.
4.1. Basic case. Here s = 1, k1 = ℓ = 1, and p1 = n− 1, so En−1 is a
line bundle and Ωτ is the locus where En−1 ⊆ Fq1. Just as before, we
have
2 [Ωτ ] = cn+q1−1(V − Fq1 −En−1)− e(En−1, Fq1) when q1 ≥ 0;
[Ωτ ] = cn+q1(V − Fq1 − En−1) when q1 < −1.
This is proved as before, using the Proposition of Appendix B.
4.2. Dominant case. Now ki = i for 1 ≤ i ≤ s, and pi = n − i, so
Di = En−i has rank i. Let Zj be the locus where Dj ⊆ Fqj , so Z0 = X
and Zs = Ωτ . When j < a, the basic case says
2 [Zj] = [Zj−1] ·
(
cλj (D
⊥
j−1/Dj−1 − Fqj/Dj−1 −Dj/Dj−1)
−e(Dj/Dj−1, Fqj/Dj−1)
)
= [Zj−1] ·
(
cλj (D
⊥
j−1/Dj−1 − Fqj/Dj−1 −Dj/Dj−1)
+(−1)je(Dj, Fqj )
)
.
When j ≥ a, we have D⊥j−1/(Fqj ∩D
⊥
j−1) = D
⊥
ρj
/Fqj , so the basic case
says
[Zj] = [Zj−1] · cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1),
where ρj and λj are defined as above, so that λj = rk(Dρj/Fqj).
It follows that
2a−1 [Ωτ ] =
(
a−1∏
j=1
(cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1) + (−1)
je(Dj, Fqj))
)
×
(
s∏
j=a+1
cλj (D
⊥
ρj
/Dj−1 − Fqj/Dj−1 −Dj/Dj−1)
)
.
This leads to
2a−1 [Ωτ ] = R˜
(ρ,a,s)c(1)λ1 · · · c(s)λs,
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with c(j) = d(j) + (−1)je(j) for j < a and c(j) = d(j) for j ≥ a, as
defined above.
The remainder of the proof is as in the other types. 
To extract a Pfaffian from the case where a = ℓ + 1, so all qi ≥ 0,
one needs a little algebra, in the form of the Theorem of Appendix A.2.
Applying this proves the following:
Corollary. If all qi ≥ 0, then
2ℓ [Ωτ ] = Pfλ(c(1), . . . , c(ℓ)).
Unpacking the definition of the c(i)’s, the right-hand side is the Pfaffian
of the matrix (mij), with
mij = (d(i)λi−(−1)
ℓe(i)λi)(d(j)λj+(−1)
ℓe(j)λj )+2
∑
k>0
(−1)kd(i)λi+kd(j)λj−k,
for 1 ≤ i < j ≤ ℓ, and m0j = d(j)λj + e(j)λj for 0 ≤ j ≤ ℓ.
Remark. A Schubert variety in an orthogonal Grassmannian OG(n−
p, 2n) is defined by a triple τ with all pi = p. To obtain all of these
as degeneracy loci according to our setup, one should use two different
maximal isotropic spaces in the reference flag F•. In fact, given a
complete isotropic flag, there is a unique maximal isotropic subspace
F1 ⊂ F
′
0 ⊂ F1 which is distinct from F0; both F0 and F
′
0 must be used
to define Schubert varieties.
For example, consider τ = (1, p, 0), so λ = (p). In the setup of
[BKT2], there are two Schubert varieties whose p-strict partition is
λ, given by dim(Ep ∩ F0) ≥ 1 and dim(Ep ∩ F
′
0) ≥ 1, respectively.
(When p = n − 1, these are the two maximal linear spaces in the
quadric.) The respective formulas are cp(V − Ep − F0) − e(Ep, F0)
and cp(V − Ep − F
′
0) − e(Ep, F
′
0). Note that e(Ep, F
′
0) = −e(Ep, F0).
(Compare [BKT2, Example A.3].)
5. Forms with values in a line bundle
With just a little extra care, the above formulas can be modified to
treat the case where the bilinear form on V takes values in a nontrivial
line bundle L. To do this, given an element z in the base ring, we define
the raising operator
R(ρ,ℓ)z =
( ∏
1≤i<j≤ℓ
(1− Rij)
) ∏
1≤i≤ρj<j≤ℓ
(1 +Rij + zSj)
−1
 ,
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where Sj acts on sequences by lowering the j
th index, i.e., Sj(α) is just
α with αj replaced by αj − 1. The theta polynomial is defined as
Θ
(ρ)
λ (c(1), . . . , c(ℓ); z) = R
(ρ,ℓ)
z · (c(1)λ1 · · · c(ℓ)λℓ).
In type C, the symplectic form takes values in L, and we set z =
c1(L). The degeneracy locus Ωτ is defined as before.
Theorem 5. We have
[Ωτ ] = Θ
(ρ)
λ (c(1), . . . , c(ℓ); z).
The same argument as before proves this. One needs to use the isomor-
phism D⊥ ∼= (V/D)∗ ⊗ L for isotropic D ⊆ V . Equation (8) becomes
[Ωτ ] =
s∏
j=1
[
c(V −Dj − Fqj )
∏j−1
i=1 (1− ti)∏ρj
i=1(1 + ti + z)
]
λj
,(12)
which leads directly to the raising operator expression.
Using the basic Pfaffian identity [Kn, (4.3)], the proof of the Propo-
sition of Appendix A.2 yields the following.
Corollary. If all qi > 0, then
[Ωτ ] = Pfλ(c(1), . . . , c(ℓ)),
where the right-hand side is defined to be the Pfaffian of the matrix
(mij), with
mij = c(i)λic(j)λj + 2
∑
k>0
(−1)k
(
k∑
t=0
(
k
t
)
zt c(i)λi+k−t
)
c(j)λj−k,
for 1 ≤ i < j ≤ ℓ, and m0j = c(j)λj for 0 ≤ j ≤ ℓ.
If L has a square root, L = M⊗2, then one can apply similar
reasoning in type B, using the formula of Appendix B for the basic
case. (In addition to adding z’s to denominators, one has to take
c(j) = c(V − Epj − Fqj −M) for j < a.) If V has a maximal isotropic
subbundle, then such a square root exists; ignoring 2-torsion in coho-
mology, one can also pass to a cover to find a square root. On the other
hand, whenever such an M exists, one can reduce to the case where L
is trivial, by replacing V with V ′ = V ⊗M∗.
In type D, the basic formula of Appendix B also requires a square
root of L, and again this allows one to reduce the problem to the case
where L is trivial, although the formulas become complicated. In the
orthogonal setting, it seems to be a challenge to find formulas which
depend only on L, and not on M .
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Appendix A. Algebra of Pfaffians and raising operators
A.1. A Pfaffian identity. Given aij in a commutative ring A, for
1 ≤ i < j ≤ n, and n even, we denote by Pf(aij) the Pfaffian of the
skew-symmetric matrix (aij) with entries aij for i < j, and aii = 0 and
aij = −aji for i > j. That is, for n = 2m,
(A.1) Pf(aij) =
∑
±ai1j1ai2j2 . . . aimjm,
the sum over all permutations i1j1i2j2 . . . imjm of 12 . . . n, with i1 <
i2 < · · · < im and ir < jr for all r, the sign being the sign of the
permutation. The same notation is used whenever 12 . . . n is replaced
by any set consisting of an even number of integers in increasing order.
For example, the expansion along the first row can be written
Pf(aij) =
n∑
k=2
(−1)k−1a1k Pf(aij)1̂,k̂,
where the hats denote that the integers are taken from the first n− 2
positive integers, omitting 1 and k.
We will often want formulas for odd as well as even n. For this, when
n is odd, we will use the integers from 0 to n. In addition to the aij
for 1 ≤ i < j ≤ n we also need to specify a0j for 1 ≤ j ≤ n. Then the
Pfaffian is given by the identity
Pf(aij) =
n∑
k=1
(−1)k−1a0k Pf(aij)k̂,
with i < j taken from positive integers not equal to k.
Assume now that the ring A contains elements δ1, . . . , δn satisfying
δ2i = δi for all i. Set ǫi = 2δi − 1, so ǫ
2
i = 1 and ǫiδi = δi for all i. (The
classical case is when δi = 1, so ǫi = 1, for all i.) Set δ0 = 1.
Let T1, . . . , Tn be indeterminates, and let B be the localization of
A[T1, . . . , Tn] at the multiplicative set of non-zero-divisors (which in-
cludes all Tj , and all Tj − δiδjTi for all i < j). Set, for 1 ≤ i < j ≤ n,
Hij =
Tj − δiδjTi
Tj + δiδjTi
.
Also set T0 = 0, and H0j = 1 for 1 ≤ j ≤ n.
Our goal is to write the product
∏
1≤i<j≤nHij as a Pfaffian. The
classical case is due to Schur:
(A.2)
∏
1≤i<j≤n
Tj − Ti
Tj + Ti
= Pf
(
Tj − Ti
Tj + Ti
)
,
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where, if n is odd, the (0, j) entry of the matrix is 1, for 1 ≤ j ≤ n.
Our generalization is:
Theorem. Set aij = ǫ
n−i+1
i ǫ
n−j
j Hij, for 1 ≤ i < j ≤ n, and set a0j =
ǫn−jj for 1 ≤ j ≤ n. Then ∏
1≤i<j≤n
Hij = Pf(aij)
We will deduce this from a result of Knuth [Kn], as simplified by
Kazarian [K]. Following their notation, define, for x < y nonnegative
integers,
f [xy] = ǫxHxy = ǫx
Ty − δxδyTx
Ty + δxδyTx
.
Note that f [0y] = ǫ0H0y = 1. Set f [xx] = 0 and f [xy] = −f [yx] for
x > y ≥ 0. For a word α = x1 . . . xn, with each xi a nonnegative
integer, define f [α] to be the Pfaffian of the matrix whose (i, j) entry
is f [xixj ], for n even; for n odd, define f [α] to be f [0α]. Note that f [α]
vanishes if two letters in α coincide, and it changes sign if the positions
of two letters are interchanged.
Proposition. For all n ≥ 2, and nonnegative integers x1, . . . , xn,∏
1≤i<j≤n
f [xixj ] = Pf(f [xixj ]).
Proof. By [Kn] and [K], this identity holds for all n if it holds for n = 3.5
For n = 3, it asserts that, for x < y < z positive integers,
ǫ2xǫyHxyHxzHyz = ǫyHyz − ǫxHxz + ǫxHxy,
or, HxyHxzHyz = Hyz − ǫxǫyHxz + ǫxǫyHxy. Clearing denominators,
this amounts to a simple identity among cubic polynomials in the three
variables Tx, Ty, and Tz, which we leave as an exercise. 
Corollary. Let 1 ≤ x1 < x2 < · · · < xn. Set aij = ǫxiHxixj for
1 ≤ i < j ≤ n and a0j = 1 for 1 ≤ j ≤ n. Then∏
1≤i<j≤n
Hxixj =
n∏
i=1
ǫn−ixi · Pf(aij).
5This follows by an induction on n from the Tanner identity
f [α]f [αwxyz] = f [αwx]f [αyz]− f [αwy]f [αxz] + f [αwz]f [αxy].
for any word α and letters w, x, y and z (see [Kn] (1.1) and (4.2)).
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Equivalently, setting bij = ǫ
n−i+1
xi
ǫn−jxj Hxixj for 1 ≤ i < j ≤ n and
b0j = ǫ
n−j
xj
for 1 ≤ j ≤ n, ∏
1≤i<j≤n
Hxixj = Pf(bij).
Proof. The Proposition says that
∏
i<j ǫxiHxixj = Pf(ǫxiHxixj ), which
yields the first statement. The second follows from the first, using the
basic identity
Pf(ǫmii ǫ
mj
j aij) =
n∏
i=1
ǫmii Pf(aij)
for any aij , i < j and ǫi in the given ring, and nonnegative integers
mi. (This identity follows immediately from the definition (A.1) of the
Pfaffian.) 
The theorem is the special case of the Corollary when xi = i for
1 ≤ i ≤ n.
A.2. Raising operators. Formula (A.2) can be rewritten∏
1≤i<j≤n
1− Ti/Tj
1 + Ti/Tj
= Pf
(
1− Ti/Tj
1 + Ti/Tj
)
.
With Ti/Tj interpreted as a raising operator Rij , this formula leads to
a classical Pfaffian formula for Schur Q-functions (see [Mac, §III.8]).
Our goal here is a small generalization, to be applied to types C and B,
and a larger one, using the theorem from §A.1, to be applied to type
D.
We will take raising operators Rij , for 1 ≤ i < j ≤ n, to operate
on sequences p = (p1, . . . , pn) in Z
n, by raising the ith index by 1, and
lowering the jth index by 1, keeping the others the same:
Rij(p1, . . . , pn) = (p1, . . . , pi + 1, . . . , pj − 1, . . . , pn).
These operators commute with each other, and satisfy the identities
RijRjk = Rik for i < j < k. By a raising operator we mean any mono-
mial R =
∏
i<j R
mij
ij in these Rij . Any raising operator acts bijectively
on the set Zn of p’s.
We will follow the tradition of using raising operators to act on ex-
pressions
∑
apcp, for cp certain fixed elements of a ring A, and the ap
varying elements of A, with R taking
∑
apcp to
∑
apcR(p). Some care
needs to be taken here, as the cp will evaluate to 0 when any entry pi
of p is negative, but such p need to appear in the expressions in order
for the action of the raising operators to be associative and commuta-
tive. (For example, R23(R12(c(1,0,1))) = R23(c(2,−1,1)) = c(2,0,0), which
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is R12(R23(c(1,0,1))) = R12(c(1,1,0)).) In addition, one wants only finite
expressions
∑
apcp, but one wants to apply infinitely many raising op-
erators, in expressions like (1−Rij)/(1+Rij) = 1+2
∑
k>0(−1)
k(Rij)
k.
Garsia [Ga] described one way to deal with these problems in another
setting. We offer here a simple alternative, well suited to our situation.
Let P ⊂ Zn be the set of p = (p1, . . . , pn) satisfying the identities
pk + pk+1 + . . .+ pn ≥ 0 for 1 ≤ k ≤ n.
The idea is that any cp can be set equal to 0 if p is not in P , because
any raising operator R takes such a p to an R(p) that is also not in P .
We will use the following fact, which is easily proved by induction on
n.
Lemma. For any p ∈ Zn, there are only finitely many raising operators
R such that R(p) is in P .
Now let A be any commutative ring. Assume we are given elements
c(i)r in A, for 1 ≤ i ≤ n and r ∈ Z, with c(i)r = 0 if r < 0. For
p ∈ Zn, we write cp for c(1)p1c(2)p2 · · · c(n)pn . By an expression we
mean a finite formal sum
∑
p∈P apcp, with ap in A. For any raising
operator R, we define R(
∑
apcp) to be the sum
∑
R(p)∈P apcR(p); that
is, one applies R to the index p of each cp, but discards the term if R(p)
is not in P .6 This gives an action of the polynomial ring A[Rij ]1≤i<j≤n
on expressions:(∑
bRR
)(∑
apcp
)
=
∑
q∈P
 ∑
R(p)=q
bRap
 cq.
By the lemma, this extends to an action of the power series ring
A[[Rij ]]1≤i<j≤n on the set of all expressions.
7 By the evaluation of an ex-
pression
∑
apcp we mean the corresponding element
∑
apc(1)p1 · · · c(n)pn
in A.
The following is a version of the classical result that suffices for our
application to types C and B. It follows from the Theorem in Appen-
dix A.1.
Proposition. Fix λ = (λ1, . . . , λn) in P . Set
mij = c(i)λic(j)λj + 2
∑
k>0
(−1)kc(i)λi+kc(j)λj−k
6Logically, an expression is a function a : P → A, taking p to ap, which vanishes
for all but a finite number of p; R(a) is the function that takes p to aR−1(p).
7Traditionally, one allows arbitrarily long sequences (p1, . . . , pn), but also re-
quires that c(i)0 = 1 for all i. Our conventions apply for such sequences, provided
that there is an N such that c(i)0 = 1 for i > N .
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for 1 ≤ i < j ≤ n, and set m0j = c(j)λj for 1 ≤ j ≤ n. Then the
evaluation of ( ∏
1≤i<j≤n
1−Rij
1 +Rij
)
· (cλ)
is the Pfaffian of the matrix (mij).
For type D we need a strengthening of this proposition, in which
each c(i)r is written as as sum:
c(i)r = d(i)r + s(i)e(i)r,
for elements d(i)r and e(i)r in A, with d(i)r = e(i)r = 0 for r < 0, and
with each s(i) being one of the integers 1, −1, or 0. So s is in S =
{1, 0,−1}n. We will be concerned with expressions
∑
p∈P,s∈S ap,scp,s,
where
cp,s = (d(1)p1+s(1)e(1)p1)(d(2)p2+s(2)e(2)p2) · · · (d(n)pn+s(n)e(n)pn),
and ap,s is an element of A.
New operators δi, for 1 ≤ i ≤ n act on these expressions, with
δi sending d(i)pi + s(i)e(i)pi to d(i)pi, leaving the other factors alone.
That is, δi changes s(i) to 0. Note that the operators δi commute with
each other and with the raising operators, and δ2i = δi for all i. Set
ǫi = 2δi − 1.
Theorem. Fix (λ, s) in P × S. For 1 ≤ i < j ≤ n, set
mij = (d(i)λi + (−1)
n−i+1s(i)e(i)λi) · (d(j)λj + (−1)
n−js(j)e(j)λj)
+ 2
∑
k>0
(−1)kd(i)λi+kd(j)λj−k,
and set m0j = d(j)λj + (−1)
n−js(j)e(j)λj for 1 ≤ j ≤ n. Then the
evaluation of ∏
1≤i<j≤n
1− δiδjRij
1 + δiδjRij
(cλ,s)
is equal to the Pfaffian of (mij).
Proof. By the theorem of A.1,∏
1≤i<j≤n
1− δiδjRij
1 + δiδjRij
= Pf
(
ǫn−i+1i ǫ
n−j
j
1− δiδjRij
1 + δiδjRij
)
.
The conclusion follows, since the evaluation of ǫn−i+1i ǫ
n−j
j
1−δiδjRij
1+δiδjRij
on
cλ,s is mij ·
∏
k 6=i,j c(k)λk . (Note that, when evaluated, ǫi = 2δi − 1
changes the sign of s(i).) 
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Example. The case needed for the type D application is when s(i) =
(−1)i for 1 ≤ i ≤ n. In this case
mij = (d(i)λi−(−1)
ne(i)λi)·(d(j)λj+(−1)
ne(j)λj )+2
∑
k>0
(−1)kd(i)λi+kd(j)λj−k,
with m0j = d(j)λj + e(j)λj .
A.3. A theta-polynomial identity. Write c(i) for the collection of
elements c(i)r, i ∈ Z; formally write c(i) = c(i)0+c(i)1+c(i)2+ . . .; and
write c for (c(1), . . . , c(ℓ)). Fix an integer k, 0 ≤ k ≤ ℓ, and a sequence
ρ = (ρ1, . . . , ρℓ) such that ρj < j for all j. For a ρ-strict partition
λ = (λ1, . . . , λℓ) in P , the theta-polynomial is
Θ
(ρ)
λ (c) = R
(ρ,ℓ) · cλ,
where z lies in A and R
(ρ,ℓ)
z is the raising operator
R(ρ,ℓ) =
∏
1≤i≤ρj<j≤ℓ
(1 +Rij)
−1
∏
1≤i<j≤ℓ
(1−Rij).
Let Rα and Rβ be these two indexed products, so R
(ρ,ℓ) = Rα · Rβ.
Note that Rβ is a determinant.
Lemma 1. Fix a ρ-strict partition λ, and suppose there are integers
1 ≤ m < n ≤ ℓ such that λi + ρi = λi+1 + ρi+1 for m ≤ i < n. Let
a1, . . . , ap be in A, with p ≤ n − m, and let c
′(m) = c(m) · (1 + a1 +
. . .+ ap), i.e., c
′(m)r = c(m)r + a1 c(m)r−1 + . . .+ ap c(m)r−p for all r.
Let c′(i) = c(i) for i 6= m. Then
Θ
(ρ)
λ (c
′) = Θ
(ρ)
λ (c).
Proof. We claim Rβ · c
′
λ = Rβ · cλ. Indeed, when one expands the
left-hand side using multi-linearity of the determinant, one finds the
right-hand side, plus a linear combination of determinants which have
repeated rows, and therefore vanish. 
A similar statement holds for eta-polynomials. These are defined by
H
(ρ)
λ (c) = H
(ρ)
(λ1,...,λℓ)
(c(1), . . . , c(ℓ)) = R˜(ρ,k,ℓ) · cλ,
where ρj = j − 1 for j ≤ k, and R˜
(ρ,k,ℓ) is the raising operator
R˜(ρ,k,ℓ) =
ℓ∏
j=k+1
∏k−1
i=1 (1− Rij)∏ρj
i=1(1 +Rij)
∏
k≤i<j≤ℓ
(1−Rij)
∏
1≤i<j≤k
(
1− δiδjRij
1 + δiδjRij
)
.
Lemma 2. Assume the same hypotheses as in Lemma 1, and also that
either 1 ≤ m < n ≤ k or k ≤ m < n ≤ ℓ. We have
H
(ρ)
λ (c
′) = H
(ρ)
λ (c).
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Proof. As before, let us write Rα, Rβ , and Rγ for the three indexed
products, so R˜(ρ,k,ℓ) = Rα · Rβ · Rγ . Note that Rβ is a determinant
and Rγ is a Pfaffian. When k ≤ m < n ≤ ℓ, the same argument as
before shows that Rβ · c
′
λ = Rβ · cλ. When 1 ≤ m < n ≤ k, we claim
that Rγ · c
′
λ = Rγ · cλ. When one expands the left-hand side using the
multi-linearity of the Pfaffian, one finds the right side, plus a linear
combination of Pfaffians in which the index λm is replaced by λm − q,
for 1 ≤ q ≤ p. These Pfaffians vanish because two of their indices are
equal (cf. [K], proof of Thm. 1). 
Appendix B. On quadric bundles
Let V be a vector bundle on X of rank either 2n + 1 or 2n, to be
specified, and equip V with a nondegenerate quadratic form taking
values in a line bundle L. We will compute a basic degeneracy class on
X .
Let Ep ⊂ V be an isotropic subbundle; when the rank of V is odd,
Ep has rank n+1−p, and in the even rank case, Ep has rank n−p. Let
F ′ ⊂ V be an isotropic line bundle. We assume Ep ⊆ E and F
′ ⊆ F
are contained in some fixed maximal isotropic subbundles (of rank n).
The quadratic form induces isomorphisms V ∼= V ∗ ⊗ L, and more
generally V/E⊥ ∼= E∗ ⊗ L, for isotropic subbundles E ⊂ V .
Let Q(V )
π
−→ X be the quadric bundle associated to V , with tauto-
logical subbundle S = S1 ⊂ V .
We assume that the bundles Ep and F
′ are in general position, so
the locus on X where dim(Ep∩F
′) ≥ 1 has codimension p+n−1. This
locus, Ω = {x ∈ X |Ep ⊇ F
′}, is the one whose class we will compute.
The line bundle F ′ defines a section
s : X → Q(V ),
and the task is to compute [Ω] = s∗[P(Ep)].
Proposition. Assume L = M⊗2. When V has odd rank, we have
2 s∗[P(Ep)] = cp+n−1(V − Ep − F
′ −M).
When V has even rank, we have
2 s∗[P(Ep)] = cp+n−1(V −Ep − F
′ +M)− e(Ep, F
′),
where e(Ep, F
′) = (−1)dim(E∩F )cp+n−1((E/Ep ⊕ F/F
′)⊗M).
Recall that the parity of dim(E∩F ) is constant in (connected) families,
so the sign is well defined.
The proof of the proposition relies on the presentation of the Chow
ring of quadric bundles. The following generalizes [EG, Theorem 7]
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and [A, Theorem B.1], which treated the case where the line bundle L
is trivial. For this, we do not require a square root for L.
Theorem. With notation as above, write z = c1(L
∗), h = c1(S
∗), and
f = [P(F )] in A∗Q(V ). Then A∗Q(V ) = (A∗X)[h, f ]/I, where I is
generated by
2f = hn + c1(V/F
⊥)hn−1 + · · ·+ cn(V/F
⊥),(A.3)
f 2 = cn((V/F − S
∗ ⊗ L∗)⊗ S∗)f(A.4)
when V has rank 2n+ 1, and by
(2h+ z)f = hn + c1(V/F )h
n−1 + · · ·+ cn(V/F ),(A.5)
f 2 = cn−1((V/F − S
∗ ⊗ L∗)⊗ S∗)f(A.6)
when V has rank 2n.
Proof. First we treat the odd-rank case. The classes
h, h2, . . . , hn−1, f, fh, · · · , fhn−1
form a basis for A∗Q(V ) as a module over A∗X , as can be seen by
restricting to a fiber. It suffices to show that the generators of I hold
as relations in A∗Q(V ).
Let ι : Q(V ) →֒ P(V ) be the inclusion. We have ι∗f =
∑n+1
i=0 ci(V/F )H
n+1−i
in A∗P(V ), where H = c1(S
∗) is the hyperplane class. On the other
hand, Q(V ) ⊆ P(V ) is defined by a section of (S∗)⊗2⊗L∗, so [Q(V )] =
2H + z in A∗P(V ). By the self-intersection formula, ι∗ι∗f = (2h+ z)f ,
and we have
(A.7) (2h+ z)f = hn+1 + c1(V/F )h
n + · · ·+ cn+1(V/F ).
Expanding hn in the basis as
(A.8) hn = a0f + a1h
n−1 + · · ·+ an,
for some ak ∈ A
kX , our goal is to compute the coefficients ak. From
the case where X is a point, one easily sees a0 = 2. Substituting the
relation (A.8) into (A.7), we have
hn+1 = (2h+ z − 2c1)f − (c2 + c1a1)h
n−1 − · · ·
− (cn + c1an−1)h− (cn+1 + c1an),
where ci = ci(V/F ). On the other hand, multiplying (A.7) by h, we
obtain relations
2a1 + 2c1 = z,
ak + ck = ak−1(a1 + c1), for 1 < k ≤ n,
cn+1 = an(a1 + c1).
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By an argument similar to that of [A], one sees a1 + c1 = u :=
−c1(F
⊥/F ). It follows as in [A] that ak = −ck(V/F
⊥) for k ≥ 1,
as claimed.
For the relation (A.4), let  : P(F ) →֒ Q(V ) be the inclusion, and
observe that the self-intersection formula gives
f 2 = ∗cn(NP(F )Q(V )).
We have an exact sequence 0→ NP(F )Q(V )→ NP(F )P(V )→ NQ(V )P(V )→
0, which can be identified with
0→ NP(F )Q(V )→ V/F ⊗ S
∗ → (S∗)2 ⊗ L∗ → 0.
Therefore the top Chern class of the normal bundle is equal to cn((V/F−
S∗ ⊗ L∗)⊗ S∗), and the relation follows after applying ∗.
The even-rank case is similar, and a little easier. The proof of relation
(A.5) is analogous to the derivation of (A.7). Relation (A.6) is proved
exactly as in the odd-rank case. 
From now on, assume L = M⊗2, taking M = F⊥/F in the odd-rank
case. We need a lemma:
Lemma. Let k ≥ 0. If the rank of V is odd, then we have
2π∗(h
kef) = ck+1(V −E − F −M).
If the rank of V is even, we have
2 π∗(h
kef) = ck(V − E − F +M)− (−1)
dim(E∩F )c1(M)
k.
Proof. First suppose V has rank 2n + 1. Let ρ : P(E) → X be the
projection. Using the relation (A.3), we get
2π∗(h
kef) = π∗(e · (h
n+k + c1(V/F
⊥)hn+k−1 + · · ·+ cn(V/F
⊥)hk))
= ρ∗
(
hn+k + c1(V/F
⊥)hn+k−1 + · · ·+ cn(V/F
⊥)hk
)
= ck+1(V −E − F
⊥)
= ck+1(V −E − F −M),
as claimed.
In the case V has rank 2n, we have
ρ∗(h
k+n−1 + c1(V/F )h
k+n−2 + · · ·+ cn(V/F )h
k−1) = ck(V − E − F ).
Using the relation (A.5), this yields π∗(2h
kef + hk−1zef) = ck(V −
E − F ). Writing z = 2u, this is 2π∗(h
kef) = ck(V − E − F ) − u ·
(2π∗(h
k−1ef)). The claim now follows by induction on k; the base case
k = 0 is proved by taking X to be a point and applying, e.g., [EG,
Lemma 2]. 
We can now prove the degeneracy locus formula.
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Proof of Proposition. We have s(X) = P(F ′), so that s∗[P(Ep)] =
π∗([P(Ep)] · [P(F
′)]).
First consider the case when the rank of V is odd. Then [P(Ep)] =
cp−1(E/Ep ⊗ S
∗) · e and [P(F ′)] = cn−1(F/F
′ ⊗ S∗) · f , so we must
compute
2 π∗(cp−1(E/Ep ⊗ S
∗) · cn−1(F/F
′ ⊗ S∗) · ef).
Using the Lemma, this is equal to
2
p−1∑
i=0
n−1∑
j=0
π∗
(
cp−1−i(E/Ep) · cn−1−j(F/F
′) · hi+jef
)
= 2
p+n−2∑
k=0
(∑
i+j=k
cp−1−i(E/Ep) · cn−1−j(F/F
′)
)
· π∗(h
kef)
= 2
p+n−2∑
k=0
cp+n−2−k(E/Ep + F/F
′) · π∗(h
kef)
=
p+n−2∑
k=0
cp+n−2−k(E/Ep + F/F
′) · ck+1(V −E − F −M)
= cp+n−1(V − Ep − F
′ −M),
where the last line uses cp+n−1(E/Ep + F/F
′) = 0.
Next consider the case where V has rank 2n. Now [P(Ep)] = cp(E/Ep⊗
S∗) · e, and [P(F ′)] = cn−1(F/F
′ ⊗ S∗) · f . An analogous computation
gives
2 π∗(cp(E/Ep ⊗ S
∗) · cn−1(F/F
′ ⊗ S∗) · ef)
= 2
p+n−1∑
k=0
cp+n−1−k(E/Ep + F/F
′) · π∗(h
kef)
=
p+n−1∑
k=0
cp+n−1−k(E/Ep + F/F
′)
(
ck(V −E − F +M)− (−1)
dim(E∩F )c1(M)
k
)
= cp+n−1(V −Ep − F
′ +M)− (−1)dim(E∩F )cp+n−1((E/Ep + F/F
′)⊗M),
as claimed. 
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