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RESUMEN
Uno de los problemas que más interés y preocupación ha suscitado en
los últimos años es la contaminación del medio ambiente por productos
generados por actividades humanas e industriales.
Esta tesis se centra en el estudio del transporte de contaminantes en
aguas continentales, pudiendo dividirse para su análisis en dos casos: (1)
El transporte de contaminantes en aguas super…ciales, (2) El transporte de
contaminantes en aguas subterráneas.
El mecanismo fundamental de transporte es la convección debida al
movimiento del ‡uido al que se realiza el vertido. Por ello, el estudio de
estos problemas requiere el conocimiento previo de la dinámica del medio,
llevándose a cabo en una segunda etapa el estudio del transporte de con-
taminantes.
La tesis que aquí se presenta tiene como objetivo fundamental el desa-
rrollo de modelos numéricos e…cientes que permitan reproducir el compor-
tamiento dinámico del medio, así como el transporte de contaminantes.
Respecto del estudio de la dinámica en aguas super…ciales, la ecuación
de balance de masa se reduce a la condición de incompresibilidad y esta
restricción plantea di…cultades numéricas importantes. Las ecuaciones de
balance de momento lineal dan lugar a las ecuaciones de Navier-Stokes. Para
integrar estas ecuaciones desde el punto de vista numérico es necesario hacer
uso de métodos de paso fraccional, también conocidos como fractional-step.
Un problema importante a tener en cuenta aquí es la existencia de su-
per…cies libres, que se trata con el método de level-set.
Debido tanto a esta di…cultad como al elevado número de grados de li-
bertad a los que se llega en estas formulaciones, puede en ocasiones emplearse
modelos simpli…cados. Si el espesor de la capa de ‡uido es relativamente
pequeño en relación con sus otras dos dimensiones características, puede
llevarse a cabo una integración en profundidad, obteniéndose ecuaciones
donde las variables de campo son el espesor de la capa y las correspondientes
velocidades bidimensionales integradas en profundidad. Son importantes
en este tipo de problemas de convección dominante, la contribución de los
términos de fuente, por lo que es esta tesis se propone el método de dos
pasos de Taylor-Galerkin, basado en la ecuación transitoria completa, así
como un esquema de Runge-Kutta de cuarto orden para tener en cuenta la
contribución de los términos de fuente.
Por otro lado, en el caso del estudio de la dinámica de aguas subterráneas,
el principal objetivo es el proporcionar un método preciso para el seguimiento
de ‡ujos de super…cie libre en el interior de medios porosos. Se propone aquí
un nuevo método para el seguimiento de la super…cie libre del ‡ujo basado en
las técnicas de level-set. Con este método de Elementos Finitos es posible
estudiar la …ltración de n ‡uidos inmiscibles en el interior de un suelo y
conocer, para cualquier tiempo dado, la posición de la interfase entre los
‡ujos. Una vez que el campo de velocidades en el medio poroso es conocido,
puede procederse al estudio del transporte de contaminantes en dicho medio.
Respecto del transporte de contaminantes, las ecuaciones del modelo
son ecuaciones de conservación de los diferentes contaminantes, las cuales
tienen en cuenta posibles fenómenos de interacción entre éstos, así como
decaimiento debido a fenómenos físico-químicos o incluso biológicos. No
obstante esta tesis se centra en el estudio del problema convectivo, por lo
que se hace uso del método de dos pasos de Taylor-Galerkin, de gran sencillez
y precisión, para el tratamiento de problemas de convección dominante.
ABSTRACT
Enviromental pollution caused by human and industrial activity is a
problem that has aroused a great interest in the last years.
This thesis focuses on the study of pollutant transport in continental
water. To analyze it two cases are considered: (1) Pollutant transport in
super…cial water, (2) Pollutant transport in underground water.
The main mechanism for the pollutant transport is the advection due
to the ‡uid movement. Because of this, the study of this topic requires the
previous knowledge of the medium dynamics. The study of the pollutant
transport is carried out in a second stage.
The main aim of the thesis presented here is the development of e¢cient
numerical models that allow us to reproduce the dynamic behaviour of the
medium, as well as the pollutant transport.
Concerning super…cial water dynamics, the mass balance equation is re-
duced to the incompressibility condition and this restriction poses important
numerical di¢culties. The linear momentum balance equations give rise to
the Navier-Stokes equations. To integrate these equations numerically it is
necessary to use the fractional-step method.
An important problem to take into account is the existence of free sur-
faces. To deal with them the level-set technique is used.
Due to this di¢culty, as well as the high number of degrees of freedom
involved in these formulations, it is convenient to use simpli…ed models. If
the thickness of the ‡uid layer is small compared to the two other charac-
teristic dimensions, an integration in depth can be carried out, giving rise
to a set of equations where the variables are the thickness of the layer and
the two corresponding bidimensional velocities integrated in depth. In this
kind of advection dominated problems, the contribution of the source terms
is important. Therefore, in this thesis the two-step Taylor-Galerkin algo-
rithm is proposed along with a fourth order Runge-Kutta scheme to take
into account the source terms contribution.
On the other hand, to study the underground water dynamics, the main
aim is to provide a precise method to track free surface ‡ows inside a porous
medium. A new method based on the level-set technique is proposed here to
track the free ‡ow surface. Using this Finite Element method it is possible
to study the seepage of n inmiscible ‡uids inside a soil, and to know, for
every time step, the position of the interface between these ‡uids. Once the
velocity …eld inside the porous medium is known, the study of the pollutant
transport can be carried out.
Concerning the pollutant transport, the equations of the model are con-
servation equations for the di¤erent pollutants, which take into account
interaction between them, as well as decay due to physical and quemical
fenomena or even biological ones. Nevertheless this thesis focuses on the
advection problem, using the two-step Taylor-Galerkin algorithm, of a great
simplicity and precision, to study the advection dominated problem.
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Capítulo 1
Introducción
Uno de los problemas que más interés y preocupación ha suscitado en los últimos años es la
contaminación del medio ambiente por productos generados por actividades humanas e industriales.
Los vertidos de sustancias tóxicas al medio ambiente marino, aguas continentales, aguas subte-
rráneas o atmósfera pueden propagarse alejándose de la fuente, alcanzando zonas alejadas de esta.
Nos centraremos en nuestro caso en el problema del transporte de contaminantes en aguas conti-
nentales, pudiendo dividirlo para su análisis en dos casos: (1) El transporte de contaminantes en aguas
super…ciales, que atañe problemas tales como vertidos en ríos, como es el conocido caso de Aznalcóllar,
(2) El transporte de contaminantes en aguas subterráneas, que implica el estudio de la in…ltración, el
paso de agua a través de zonas contaminadas, etc.
El mecanismo fundamental de transporte es la convección debida al movimiento del ‡uido al que se
realiza el vertido. Por ello, el estudio de estos problemas requiere el conocimiento previo de la dinámica
del medio, llevándose a cabo en una segunda etapa el estudio del transporte de contaminantes.
La tesis que aquí se presenta tiene como objetivo fundamental el desarrollo de modelos numéricos
e…cientes que permitan reproducir el comportamiento dinámico del medio, así como el transporte de
contaminantes.
Respecto del estudio de la dinámica en aguas super…ciales, los modelos matemáticos que se em-
plearán constan de (i) ecuaciones de balance de masa, (ii) ecuaciones de balance de momento lineal,
(iii) ecuaciones constitutivas que describen el comportamiento del medio.
En los casos del medio marino y de las aguas continentales, la ecuación del balance de masa se
11
12 Capítulo 1. Introducción
reduce a la condición de incompresibilidad del ‡uido, y esta restricción plantea di…cultades numéricas
importantes. Las ecuaciones de balance de momento lineal dan lugar a las ecuaciones de Navier-
Stokes, que ya incluyen como ecuación constitutiva del material una ley de comportamiento de tipo
‡uido newtoniano.
Un problema importante a tener en cuenta aquí es la existencia de super…cies libres (contacto
agua-atmósfera, por ejemplo).
Debido tanto a esta di…cultad como al elevado número de grados de libertad a los que se llega
en estas formulaciones, puede en ocasiones emplearse modelos simpli…cados. Si el espesor de la capa
de ‡uido es relativamente pequeño en comparación con sus otras dos dimensiones características,
puede llevarse a cabo una integración en el espesor, obteniéndose ecuaciones donde las variables de
campo son el espesor de la capa y las correspondientes velocidades bidimensionales promediadas en
profundidad. Aparecen aquí leyes de rozamiento con el fondo para las que en ocasiones se emplean
fórmulas empíricas.
Por otro lado, en el caso del estudio de la dinámica de aguas subterráneas, las ecuaciones de balance
de masa y de momento lineal de un ‡uido en el interior de un medio poroso nos dan las ecuaciones de
…ltración en dicho medio, proporcionándonos el campo de velocidades necesario para el subsecuente
estudio del transporte convectivo de contaminantes.
Respecto del transporte de contaminantes, las ecuaciones del modelo son ecuaciones de conservación
de los diferentes contaminantes, las cuales tienen en cuenta posibles fenómenos de interacción entre
éstos, así como decaimiento debido a fenómenos físico-químicos o incluso biológicos.
Los modelos matemáticos que se emplean presentan, desde el punto de vista numérico, las siguientes
di…cultades:
Tratamiento de los términos convectivos. No es posible emplear formulaciones clásicas de El-
ementos Finitos, según se explica más adelante, por lo que se presentarán nuevos métodos de
estabilización de estos términos, tales como el método de dos pasos de Taylor-Galerkin o el
método basado en la características de Galerkin.
Incompresibilidad del ‡uido, que se tratará empleando métodos de tipo paso fraccional o fractional-
step.
Tratamiento de la super…cie libre, que se llevará a cabo empleando técnicas de tipo level-set.
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Tratamiento de los términos de fuente, que serán integrados haciendo uso del método de Runge-
Kutta de cuarto orden.
Se dedicarán los capítulos 2 y 3 al estudio de dos modelos hidrodinámicos para el análisis dinámico
en el caso de aguas super…ciales: uno completo basado en la integración de las ecuaciones de Navier-
Stokes y otro integrado en profundidad.
El problema de las aguas subterráneas se abordará en el capítulo 4, estudiándose el problema de
la …ltración en un medio poroso.
El transporte de contaminantes será objeto de la segunda parte del capítulo 4.
Podemos, por tanto, resumir el contenido de los distintos capítulos de esta tesis de la siguiente
manera:
El objetivo del capítulo 2 consiste en presentar un modelo de Elementos Finitos para el cálculo
del movimiento de n ‡uidos inmiscibles e incompresibles. Para ello han de resolverse las ecuaciones
de Navier-Stokes teniendo en cuenta que el problema de la incompresibilidad nos llevará al uso del
método de paso fraccional conocido como fractional-step. Una vez hecho esto, se describirá el modelo
propuesto para el tratamiento del movimiento de varios ‡uidos inmiscibles e incompresibles con el
método conocido como level-set, que captura la posición de la interfase entre los distintos materiales
y la transporta.
En el capítulo 3 se describen los modelos matemáticos hidrodinámicos de las ecuaciones de onda
en profundidades reducidas, dándose una descripción de distintos modelos reológicos integrados en
profundidad así como de las leyes de fricción con el fondo. Se explican aquí dos alternativas para llevar
a cabo la discretización numérica, esto es, el método basado en el procedimiento de Galerkin a lo
largo de las líneas características y el método de dos pasos de Taylor-Galerkin, procediéndose a una
posterior discusión sobre el problema de la integración de las fuentes y la consecuente utilización del
método de Runge-Kutta de cuarto orden para llevar a cabo esta tarea.
El capítulo 4 se encuentra dividido en dos partes. En la primera parte, el principal objetivo es
el proporcionar un método preciso para el seguimiento de ‡ujos de super…e libre en el interior de
medios porosos. Se propone aquí un nuevo método para el seguimiento de la super…cie libre del ‡ujo
basado en las técnicas de level-set explicadas en el capítulo 2. Con este método de Elementos Finitos
es posible estudiar la …ltración de n ‡uidos inmiscibles en el interior de un suelo y conocer, para
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cualquier tiempo dado, la posición de la interfase entre los ‡ujos. Una vez que el campo de velocidades
en el medio poroso es conocido, puede procederse al estudio del transporte de contaminantes en dicho
medio. Este es el principal objetivo de la segunda parte de este capítulo. Además, es bien conocido
que el método de Elementos Finitos estándar de Galerkin a menudo da lugar a soluciones oscilatorias,
particularmente en el caso del problema del transporte convectivo dominante o en el caso de ser muy
gruesa la malla de elementos …nitos utilizada, además de ser un método válido únicamente en el caso de
ecuaciones autoadjuntas. Por ello, en esta parte del capítulo 4 haremos uso del método de dos pasos
de Taylor-Galerkin, de gran sencillez y precisión, para el tratamiento de problemas de convección
dominante.
Capítulo 2
Modelos completos para ‡ujos con
super…cie libre
2.1. Introducción
Existen una gran variedad de problemas como el movimiento de burbujas, ‡ujos de super…cie
libre, llenado de moldes, deslizamiento de laderas y ‡ujo de derrubios, etc. en los que se encuentran
involucrados varios ‡uidos inmiscibles que interactúan a través de una interfase. En estos problemas
la discontinuidad existente en las propiedades del ‡uido a ambos lados de la interfase, tales como
viscosidad y densidad, así como la evolución del sistema depende en gran medida de la interacción
entre los ‡uidos. Por todo ello, la precisión en el cálculo de la evolución de la interfase es crítica para
la solución del problema [18]1.
Para resolver este tipo de problemas se han propuesto numerosos métodos para el seguimiento de
la interfase en el marco de las Diferencias Finitas y de los Volúmenes Finitos.
El objetivo de este capítulo consiste en presentar un modelo con el método de los Elementos
Finitos para el cálculo del movimiento de n ‡uidos inmiscibles e incompresibles. Para ello el capítulo
se encuentra organizado de la siguiente manera: en primer lugar se hace un resumen de las ecuaciones
de conservación que rigen el movimiento de un ‡uido, como son las leyes de conservación de la masa,
1 Cada capítulo de esta tesis posee una bibliografía independiente cuya numeración responde a un orden estrictamente
alfabético.
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del momento y de la energía, haciendo la particularización para el caso de ‡uidos incompresibles. La
sección 2.3 presenta la ecuación constitutiva que se utilizará para los diferentes tipos de ‡uido que
aquí se utilizan. Seguidamente se pasará a la resolución, mediante el método de los Elementos Finitos,
de las ecuaciones de Navier-Stokes mostrándose varios ejemplos de validación para el caso de ‡uidos
newtonianos de una sola fase. Una vez hecho esto se describirá el modelo propuesto para el tratamiento
del movimiento de varios ‡uidos inmiscibles e incompresibles con el método conocido como level-set,
que captura la posición de la interfase entre los distintos materiales y la transporta. Se presentan,
por último, algunas aplicaciones de la modelización de ‡ujos con super…cie libre para el caso de dos
y tres ‡uidos inmiscibles e incompresibles, por ser éstos los casos más frecuentes en los problemas de
Hidráulica Ambiental tratados en esta tesis. Así, por ejemplo, la rotura de una balsa minera origina
un ‡ujo de dos componentes inmiscibles, el aire y los residuos almacenados, mientras que cuando estos
lodos entran en un cauce de agua hay que considerar tres fases.
2.2. Ecuaciones básicas de la Mecánica de Fluidos
2.2.1. Las leyes generales de conservación
La descripción más general de un ‡uido se obtiene a partir del sistema completo de las ecuaciones
de Navier-Stokes, a menudo expresadas a partir de las leyes de conservación de tres ‡ujos básicos, esto
es, el de masa, momento y energía [7] [8] [23] [25] [29].
Ley de conservación de la masa
La ley de conservación de la masa es de naturaleza puramente cinemática, lo que quiere decir que
es independiente de la naturaleza del ‡uido o de las fuerzas que actúan sobre él. Expresa el resultado
empírico de que, en un ‡uido, la masa no puede desaparecer del sistema ni ser creada. No existe ‡ujo
difusivo para el transporte de masa, lo que signi…ca que la masa tan sólo puede transportarse a través
de la convección [8]. Por otro lado, de momento no consideraremos ‡uidos multifase suponiendo que
no existen fuentes debido a reacciones químicas. Así pues, en nuestro caso, la ecuación general de
conservación en forma diferencial puede escribirse como
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@½
@t
+ r ¢ (½u) = 0 (2.1)
siendo ½ la densidad del ‡uido y u la velocidad.
Una forma equivalente de la ecuación anterior (2.1) se obtiene desarrollando el operador de la
divergencia e introduciendo la derivada material2:
d
dt
:=
@
@t
+u ¢ r (2.2)
lo que nos lleva a la siguiente forma de la ley de conservación de la masa:
d½
dt
+ ½r ¢ u = 0 (2.3)
Aunque ambas ecuaciones (2.1) y (2.3) son completamente equivalentes desde el punto de vista
matemático no ocurre lo mismo cuando se lleva a cabo una discretización numérica. La ecuación (2.1)
recibe el nombre de forma conservativa de la ley de conservación, recibiendo el nombre de forma no
conservativa la ecuación (2.3).
Ley de conservación del momento
Es bien sabido, por las leyes de Newton, que las fuentes que causan la variación del momento
en un sistema físico son las fuerzas que actúan sobre él. Estas fuerzas son las fuerzas externas de
volumen fe y las fuerzas internas fi. Estas últimas dependen de la naturaleza del ‡uido considerado,
y son consecuencia de las suposiciones hechas acerca de las propiedades de las deformaciones internas
dentro del ‡uido y de su relación con las tensiones internas [8].
Tanto fe como fi son fuerzas por unidad de masa. El uso de magnitudes intensivas en este tipo de
problemas se encuentra justi…cado en tanto que, dado que estamos tratando con grandes masas, las
magnitudes involucradas son independientes de la cantidad de materia.
Consideraremos, de momento, que el ‡uido es newtoniano, y tomaremos, por tanto, las tensiones
2 En las distintas áreas de conocimiento esta derivada se denomina de distintas maneras. Así, por ejemplo, en Física
Aplicada y Matemáticas se conoce como derivada total, mientras que en Mecánica de Fluidos, en Mecánica del Medio
Contínuo y en Métodos Numéricos se denomina derivada material. Siendo ambas denominaciones correctas, se ha elegido
en esta tesis el término derivada material.
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internas como
¾ = ¡pI +¿ (2.4)
donde I es el tensor unitario. De esta manera, siguiendo la metodología empleada en Mecánica de
Fluidos, hemos introducido una componente de presión isotrópica pI y un tensor de tensión desviadora
¿ dado por:
¿ ij = ¹
µ
@uj
@xi
+
@ui
@xj
¶
+ ¸(r¢u) ±ij (2.5)
donde ¹ es la viscosidad dinámica del ‡uido.
Para ‡uidos newtonianos en equilibrio termodinámico local se cumple la llamada relación de Stokes
[8], dada por:
2¹ +3¸ = 0 (2.6)
de manera que:
¿ ij = ¹
·µ
@uj
@xi
+
@ui
@xj
¶
¡ 2
3
(r¢u) ± ij
¸
(2.7)
Hasta ahora, con la excepción de muy altas temperaturas o presiones, no hay evidencia experi-
mental de que la relación de Stokes no se cumpla, por lo que no consideraremos el segundo coe…ciente
de viscosidad ¸ independiente de ¹.
El término de fuentes consiste en la suma de las fuerzas externas de volumen por unidad de volumen
½fe y la suma de todas las fuerzas internas. En la mayoría de los casos que trataremos la única fuerza
externa considerada será la de la gravedad.
Por de…nición, las fuerzas internas se cancelan dos a dos en cada punto interior al volumen, por
lo que las fuerzas internas restantes dentro del volumen son aquellas que actúan en los puntos de la
super…cie del contorno puesto que no tienen oponente dentro del volumen considerado [8].
La forma diferencial de la ecuación del movimiento viene dada por
@
@t
(½u) + r ¢ (½u- u+ pI ¡¿ ) = ½fe (2.8)
Podemos obtener una forma no conservativa equivalente a la ecuación anterior sustrayendo del
miembro izquierdo la ecuación de continuidad (2.1) multiplicada por u :
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½
du
dt
= ¡rp + r ¢ ¿ + ½fe (2.9)
donde se ha introducido la derivada material (2.2):
dui
dt =
@ui
@t + uj
@ui
@xj
(2.10)
Cuando introducimos la forma (2.7) del tensor de tensión desviadora para un ‡uido newtoniano
viscoso en las ecuaciones (2.8) y (2.9), obtenemos las ecuaciones de Navier-Stokes del movimiento.
Para coe…cientes constantes de viscosidad, se reduce a
½
du
dt
= ¡rp +¹
·
¢u+
1
3
r(r ¢ u)
¸
+ ½fe (2.11)
Para un ‡uido ideal sin tensiones desviadoras (esto es, para un ‡uido sin viscosidad) la ecuación
del momento se reduce a la ecuación del movimiento de Euler:
½
du
dt
= ½
@u
@t
+ ½(u ¢ r)u = ¡rp + ½fe (2.12)
Ley de conservación de la energía
Sabemos, a partir del análisis termodinámico del continuo, que el contenido energético de un
sistema se mide por su energía interna por unidad de masa e. Esta energía interna es una variable
de estado del sistema y por lo tanto su variación durante una transformación termodinámica depende
únicamente de los estados inicial y …nal [8].
En un ‡uido, la energía total que ha de considerarse en la ecuación de conservación es la suma de
su energía interna y su energía cinética por unidad de masa u2=2: Denotaremos por E esta energía
total por unidad de masa:
E = e +
u2
2
(2.13)
La primera ley de la Termodinámica establece que las fuentes para la variación de la energía total
son el trabajo de las fuerzas que actúan sobre el sistema más el calor transmitido al sistema.
En relación con las fuentes de variación de la energía en un ‡uido, hay que hacer una distinción
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entre las fuentes de super…cie y las de volumen. Las fuentes de volumen son la suma del trabajo de
las fuerzas de volumen fe y las fuentes de calor distintas de conducción (p.e. radiación, reacciones
químicas) qH : Las fuentes de super…cie son el resultado del trabajo hecho en el ‡uido por las tensiones
internas actuando en la super…cie del volumen considerando que no hay fuentes de calentamiento
super…ciales [8].
La forma diferencial de la ecuación de conservación de la energía es
@
@t
(½E) +r ¢ (½uE) = r ¢ (kTrT ) +r ¢ (¾ ¢ u) +Wf + _qH (2.14)
siendo T la temperatura absoluta, kT el coe…ciente de conductividad térmica y Wf el trabajo por
unidad de tiempo (potencia) de las fuerzas de volumen externas:
Wf = ½fe ¢ u (2.15)
2.2.2. Límite incompresible
Las ecuaciones de Navier-Stokes se completan con la existencia de una relación de estado dada
por:
½ = ½(p;T ) (2.16)
En el caso de ‡uidos incompresibles se asume normalmente que [30]:
1. El problema es isotermo.
2. Que la variación de ½ con p es muy pequeña, de manera que en los términos en que aparece el
producto de la velocidad por la densidad esta última puede suponerse constante.
No obstante, para el caso en que exista una pequeña compresibilidad podemos relacionar los
cambios de la densidad con los cambios en la presión a través de la siguiente relación:
d½ =
½
K
dp (2.17)
siendo K el módulo de compresibilidad. La ecuación anterior puede escribirse como
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d½ =
1
c2
dp (2.18)
o bien
@½
@t =
1
c2
@p
@t (2.19)
con c =
q
K
½ siendo la velocidad del sonido.
Podemos ahora reescribir las ecuaciones de conservación de la masa (2.1) y del momento (2.8) de
la siguiente manera:
1
c2
@p
@t
+ ½r ¢ u = 0 (2.20)
@
@t
u +r ¢ (u -u) + 1
½
r ¢ (pI ¡¿ ) = fe (2.21)
Para el caso de un ‡uido completamente incompresible tenemos que c ! 1; y la ecuación (2.20)
queda reducida a:
½r ¢ u = 0 (2.22)
teniéndose, por tanto, que para ‡uidos incompresibles ha de cumplirse la relación r ¢u = 0; quedando
las ecuaciones (2.5) y (2.7) reducidas a:
¿ ij = ¹
µ
@uj
@xi
+
@ui
@xj
¶
(2.23)
2.3. Modelos reológicos
Recordemos que, implícitamente en la derivación de las ecuaciones de Navier-Stokes está la ecuación
(2.4), la cual expresa las tensiones totales en función de la componente hidrostática y desviadora:
¾ = ¡pI+ ¿ (2.24)
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siendo p la presión, I el tensor unitario y ¿ el tensor de tensión viscosa que es función del tensor
velocidad de deformación D
¿ = ¿ (D)
siendo Dij = 12(
@ui
@xj +
@uj
@xi ):
Para la mayoría de los materiales que vamos a estudiar, como ocurre en el caso del movimiento de
lodos contaminados, consideraremos el material compuesto por una sola fase, en lugar de modelizar
por separado la fase sólida y líquida así como las presiones intersticiales entre ambas. De esta manera,
la aproximación utilizada hace uso de una ecuación constitutiva para el material ‡uidi…cado como un
todo.
Siguiendo esta aproximación, se pueden obtener las diferentes reologías implicadas en los desliza-
mientos de laderas (uno de los casos objeto de nuestro estudio), así como en muchos otros problemas,
a partir del modelo viscoplástico generalizado propuesto por Chen y Ling [3]
¿ =
"
¿yp
I2;D
+2¹1 j4I2;Dj(´1¡1)=2
#
D + 4
3
¹2 j4I2;Dj(´2¡2)=2 D2 (2.25)
donde los llamados ‡uidos friccionales pueden incorporarse considerando que la tensión de ‡uencia
total obedece a la ley de Coulomb:
¿y = ¿y;0 cosÁ + p sinÁ (2.26)
En estas ecuaciones:
¿y es la tensión de ‡uencia del material.
¿y;0 es la componente cohesiva de la tensión de ‡uencia del material.
Á es el ángulo de fricción interno.
I2;D es el segundo invariante de D, tal que I2;D = 12tr(D
2):
¹1, ¹2, ´1 y ´2 son constantes reológicas.
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Podemos simpli…car la ecuación (2.25) teniendo en cuenta que el término en D2 es prácticamente
despreciable, obteniéndose
¿ =
"
¿y;0 cosÁ + p sin Áp
I2;D
+ 2¹1 j4I2;Dj(´1¡1)=2
#
D (2.27)
Esta ecuación puede particularizarse para describir los di…erentes tipos de ‡uidos, incluidos los
newtonianos con su correspondiente densidad y viscosidad, como pueden ser el agua y el aire involu-
crados en muchos de los problemas que trataremos más adelante. De esta manera sólo es necesaria una
única ecuación constitutiva para describir los distintos ‡uidos involucrados, como pueden ser los new-
tonianos, de Bingham y friccionales. Seguidamente se determina la expresión de las tensiones internas
para cada uno de ellos.
Fluido newtoniano. Este tipo de ‡uido se obtiene considerando en la ecuación (2.27) que ¿y = 0;
es decir, que ¿y;0 = 0 y Á = 0; siendo ´1 = 1: Por tanto:
¾ = ¡pI+ 2¹1D (2.28)
Fluido de Bingham. El ‡uido de Bingham se obtiene de la ecuación (2.27) considerando ¿y = ¿y;0;
Á = 0 y ´1 = 1. En este caso:
¾ = ¡pI+
"
¿y;0p
I2;D
+2¹1
#
D (2.29)
Fluido friccional. Los ‡uidos de tipo friccional se obtienen a partir de la ecuación (2.27) con-
siderando ¿y;0 = 0 y ´1 = 1. Así pues:
¾ = ¡pI+
"
p sin Áp
I2;D
+ 2¹1
#
D (2.30)
2.4. Discretización
Aunque las ecuaciones de Navier-Stokes pueden ser escritas en forma no conservativa, la forma
conservativa es concisa, con gran signi…cado físico y muy recomendada en aplicaciones prácticas, puesto
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que es capaz de proporcionar resultados precisos a la hora de reproducir fuertes discontinuidades u
ondas de choque.
De ahora en adelante trataremos dichas ecuaciones de Navier-Stokes para el caso de ‡ujos transi-
torios, viscosos y compresibles de ‡uidos newtonianos de una sola fase. Para ello haremos uso de dos
métodos: el método de dos pasos de Taylor-Galerkin (de segundo orden en el tiempo) y el método de
tres pasos denominado de paso fraccional o fractional-step (de primer orden en el tiempo).
2.4.1. Taylor-Galerkin de dos pasos
En el caso de ‡uidos compresibles podemos resolver las ecuaciones de Navier-Stokes haciendo uso
del método de Taylor-Galerkin de dos pasos, siendo la solución obtenida de segundo orden en el tiempo.
Consideremos la forma conservativa de las ecuaciones de conservación de la masa y momento lineal:
@Á
@t
+
@Fi
@xi
+
@Gi
@xi
= S (2.31)
donde Á es el vector de incógnitas, F es el tensor de ‡ujo convectivo, G es el tensor de ‡ujo difusivo
y S es el vector de fuentes.
Supondremos una relación simple entre la presión y la densidad, de manera que la ecuación de la
energía se encuentra desacoplada y, por tanto, no la consideraremos.
Á =
26664
½
½u1
½u2
37775 (2.32)
Fi =
26664
½ui
½u1ui + ±1ip
½u2ui + ±2ip
37775 (2.33)
Gi =
26664
0
¡¿1i
¡¿2i
37775 (2.34)
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S =
26664
0
½f1
½f2
37775 (2.35)
Como ya hemos visto, la presión se relaciona con la densidad de la siguiente manera:
p = p(½) ó
dp
d½
= c2 (2.36)
en donde c es la velocidad del sonido, de manera que c2 = K½ , siendo K la compresibilidad del ‡uido.
Por lo tanto, una vez obtenida la densidad podremos calcular la presión sin más que tener en
cuenta la relación: ¢p ¼ c2¢½.
El procedimiento de Taylor-Galerkin para resolver la ecuación de conservación (2.31) comienza con
un desarrollo de segundo orden en el tiempo
Án+1 = Án +¢t
@Á
@t
¯¯¯¯n
+
1
2
¢t2
@2Á
@t2
¯¯¯¯n
(2.37)
donde la derivada temporal de primer orden de las incógnitas puede calcularse utilizando la ecuación
(2.31)
@Á
@t
¯¯¯¯n
=
µ
S¡ @Fi
@xi
¡@Gi
@xi
¶n
(2.38)
Para obtener la derivada temporal de segundo orden, el procedimiento de dos pasos de Taylor-
Galerkin considera un paso intermedio entre tn y tn+1, ignorando la contribución del ‡ujo difusivo.
El objetivo de este primer paso de tiempo es calcular la solución en el tiempo tn+1=2. Este paso es
seguido de un segundo en el que se calcula la solución en tn+1:
De esta manera, en el primer paso se obtiene
Án+1=2 = Án +
¢t
2
µ
S¡@Fi
@xi
¶n
(2.39)
que permite el cálculo de Fn+1=2i y S
n+1=2.
Considerando ahora un desarrollo en serie de Taylor de los términos de ‡ujo y fuentes,
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Fn+1=2i = F
n
i +
µ
@Fi
@t
¶n ¢t
2
Sn+1=2 = Sn +
µ
@S
@t
¶n ¢t
2
donde los valores de Fn+1=2i y S
n+1=2 se calculan haciendo uso de Án+1=2; las derivadas temporales del
‡ujo y las fuentes son µ
@Fi
@t
¶n
=
2
¢t
³
Fn+1=2i ¡Fni
´
µ
@S
@t
¶n
=
2
¢t
³
Sn+1=2 ¡Sn
´
Incorporando estas expresiones en la derivada temporal de segundo orden
@2Á
@t2
¯¯¯¯n
= @
@t
µ
S¡@Fi
@xi
¶n
se obtiene
@2Á
@t2
¯¯¯¯n
=
2
¢t
µ
Sn+1=2 ¡ Sn ¡ @
@xi
³
Fn+1=2i ¡ Fni
´¶
(2.40)
Sustituyendo ahora las expresiones obtenidas para las derivadas temporales de primer, (2.38), y
segundo orden, (2.40), en el desarrollo de Taylor (2.37) se tiene
Án+1 = Án + ¢t
Ã
Sn+1=2 ¡ @F
n+1=2
i
@xi
¡@G
n
i
@xi
!
(2.41)
Teniendo en cuenta que podemos aproximar Á por medio de las funciones de forma N; de manera
que
Á = N Á^
siendo Á^ los valores nodales, la ecuación (2.41) puede discretizarse en el espacio usando el método de
Boubnov-Galerkin. El sistema de ecuaciones resultante es:
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M¢Á^n=¢t
µZ
-
NTSn+1=2d-¡
Z
¡
NT
³
Fn+1=2i ¢ n
´
d¡+ (2.42)
+
Z
-
@NT
@xi
Fn+1=2i d- ¡
Z
¡
NT (Gni ¢ n)d¡ +
Z
-
@NT
@xi
Gni d-
¶
Se advierte inmediatamente que:
La expresión anterior es idéntica a la obtenida al utilizar una aproximación de Galerkin estándar
en la ecuación (2.31) y una integración explícita con los valores de Fi actualizados por medio de
la ecuación (2.39).
En problemas no lineales es conveniente interpolar directamente en la forma estándar de Ele-
mentos Finitos por:
Fi = N F^i
siendo N la matriz de las funciones de forma y F^i los valores de Fi en los nodos. Esta alternativa
es mejor que calcularlo como Fi(Á):
Así, la evaluación de Fn+1=2i necesita sólo efectuarse en los puntos de integración numérica dentro
de un elemento, y el cálculo de Án+1=2i mediante la ecuación (2.39) sólo se efectúa en dichos puntos.
Para un elemento triangular lineal esto simpli…ca los cálculos a una única evaluación de Án+1=2i y
Fn+1=2i en el centro de cada elemento, tomando naturalmente el valor medio de Á
n
i y Fni en dicho
punto [29].
El sistema de ecuaciones (2.42) a resolver durante cada paso de tiempo es del tipo:
Mx = f
y puede resolverse de una manera económica utilizando un esquema de Jacobi [14] [15]:
x(k+1) = x(k) + M¡1L (f ¡ Mx(k)) (2.43)
donde el superíndice es un contador de iteraciones y la matriz ML es la representación diagonal de la
matriz de masas. Normalmente son necesarias menos de seis iteraciones para alcanzar la convergencia.
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Estabilidad. En ausencia de términos de fuente, el límite de estabilidad para ¢t viene dado por la
expresión [25]:
C2 + 2 C
Re
· ® (2.44)
en donde
C ´ (juj + c)¢th (2.45)
es el número de Courant, y
Re ´ (juj + c) h
2º
(2.46)
es el número de Reynolds en cada elemento de la malla, º = ¹½ es la viscosidad cinemática y h es el
tamaño del elemento. Si la solución transitoria es de interés debe utilizarse la matriz consistente de
masas y el valor de ® es ® = 1=3. En tal caso ¢t debe elegirse globalmente como el menor sobre todos
los elementos. En caso contrario puede hacerse uso de la forma diagonal de la matriz de masas siendo
® = 1:
2.4.2. Fractional-Step: ‡uido compresible
Se introduce aquí el método fractional-step para el caso compresible por completitud. Sin embargo,
siendo este algoritmo un método de primer orden en el tiempo, se recomienda para el tratamiento de
problemas relacionados con ‡uidos compresibles el uso de otros métodos que proporcionan una mayor
precisión como es el caso del método de Taylor-Galerkin de dos pasos, que como se ha comentado,
corresponde a un esquema de segundo orden en el tiempo. No obstante, el fractional-step para el caso
compresible puede utilizarse como una herramienta de comparación con otros métodos y, por tanto,
de validación de resultados.
Recordemos la ecuación de conservación del momento en su forma conservativa (2.8):
@
@t
(½u) + r ¢ (½u- u+ pI ¡¿ ) = ½fe
siendo fe =
¡ g sin#
¡gcos#
¢
, # el ángulo formado entre fe y la vertical y g la constante de la gravedad.
Podemos escribir esta ecuación en notación tensorial de la siguiente manera:
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@
@t
(½ui) +
@
@xj
(½ujui + ±ijp) ¡ @@xj (¿ ij) ¡ ½fi = 0 (2.47)
La solución de esta ecuación puede llevarse a cabo mediante los tres pasos del método llamado
fractional-step descrito a continuación:
Paso I: Discretización de la velocidad
Consiste en resolver explícitamente:
@
@t
(½ui)¤n +
@
@xj
(½ujui)n ¡ @@xj (¿ ij)
n ¡ ½fni = 0 (2.48)
Las ecuaciones (2.48) contienen todos los términos convectivos.
Paso II: Discretización de la ecuación de continuidad
Resolvemos explícitamente o implícitamente:
@
@t
(½ui)¤¤n +
@
@xj
(±ijp)n+1 = 0 (2.49)
Paso III: Corrección de la velocidad
Una vez determinado el incremento de presión corregimos la velocidad de dicho efecto, de manera
que:
¢(½ui)n = ¢(½ui)¤n +¢(½ui)¤¤n (2.50)
Paso I: Discretización de la velocidad. Para resolver el primer paso haremos uso de la técnica
de Taylor-Galerkin de dos pasos descrita en la seccion 2.4.1 resolviendo la ecuación (2.48) como sigue:
(½ui)¤(n+1=2) = (½ui)n ¡ ¢t2
µ
@
@xj
(½ujui)n¡½fni
¶
(2.51)
M¢(½u^i)¤n = ¢tf
Z
-
@NT
@xj
³
(½ujui)¤(n+1=2) ¡ (¿ ij)n
´
d-+
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+
Z
-
NT (½fi)
¤(n+1=2)d- ¡
Z
¡
NT
³
(½ujui)¤(n+1=2) ¡ (¿ ij)n
´
¢njd¡g (2.52)
Estabilidad. En la ausencia de términos de fuente, el límite de estabilidad para en esta parte
de la descomposición viene dado por la expresión (2.44):
C2 + 2
C
Re
· ® (2.53)
en donde
C ´ juj¢t
h
(2.54)
es el número de Courant, y
Re ´ juj h
2º
(2.55)
es el número de Reynolds en cada elemento de la malla, º = ¹½ es la viscosidad cinemática y h es el
tamaño del elemento. Como ya se explicó en la sección anterior, si la solución transitoria es de interés
debe utilizarse la matriz consistente de masas y el valor de ® es ® = 1/3. En tal caso ¢t debe elegirse
globalmente como el menor sobre todos los elementos. En caso contrario puede hacerse uso de la forma
diagonal de la matriz de masas siendo ® = 1:
Paso II: Discretización de la ecuación de continuidad Consideremos la ecuación (2.49):
@
@t
(½ui)¤¤n +
@
@xj
(±ijp)n+1 = 0
Para continuar es conveniente proceder con la discretización temporal de la ecuación anterior y de
la de conservación de la masa, de manera que:
¢½
¢t
+
@(½ui)n+#1
@xi
= 0 (2.56)
¢½u¤¤i
¢t
+
@pn+#2
@xi
= 0 (2.57)
donde µ1 y µ2 toman valores comprendidos entre 1/2 y 1, si bien µ1 = 1 introduce algunos saltos
espurios y debería usarse únicamente para el cálculo del estado estacionario. En el caso de que la
2.4. Discretización 31
solución transitoria sea de interés se recomienda µ1 = 1=2.
½un+#1i = ½u
n
i +#1 (¢½u
¤n
i +¢½u
¤¤n
i ) (2.58)
pn+#2 = pn + #2
¡
pn+1 ¡ pn¢ (2.59)
Teniendo en cuenta la ecuación (2.36)
p = p(½) ó dp
d½
= c2 (2.60)
tenemos que:
(¢p)n ¼ c2(¢½)n ) (¢p)n = ¢p; (¢½)n = ¢½ (2.61)
por tanto:
¢p ¼ c2¢½
siendo c2 = K½ , con K = compresibilidad del ‡uido.
Utilizando las expresiones (2.58), (2.59) y (2.61) podemos escribir las ecuaciones (2.56) y (2.57) de
la siguiente forma:
¢½
¢t
+#1
@(¢½ui)¤¤n
@xi
= ¡@½u
n
i
@xi
¡ #1@(¢½ui)
¤n
@xi
(2.62)
¢½u¤¤ni
¢t
+#2
@(c2¢½)
@xi
= ¡@p
n
@xi
(2.63)
Eliminando (¢½ui)
¤¤n de la ecuación (2.62) obtenemos:
1
¢t
µ
¢½ ¡¢t2#1#2 @@xi
@
@xi
(c2¢½)
¶
= ¡@½u
n
i
@xi
¡#1@(¢½ui)
¤n
@xi
+ ¢t#1
@
@xi
@
@xi
pn (2.64)
La expresión anterior es prácticamente autoadjunta en la variable ¢½, de manera que el proceso de
aproximación de Galerkin estándar es óptimo. De esta manera se obtiene el siguiente sistema discreto:24 1
¢t2c2
Z
-
NTNd- +#1#2
Z
-
@NT
@xi
@N
@xi
d-
35¢p^ = ¡ 1
¢t
Z
-
NT
@
@x
¢ Nd-(½u^ni +#1¢½u^¤ni )¡
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¡#1
Z
-
@NT
@xi
@N
@xi
d-(p^)n +#1
Z
¡¡¡p
NT
@N
@xi
¢ nid¡(p^)n+#2 (2.65)
y como:
grad
³
pn+#2
´
¢ n = ¡ 1
¢t
·
1
#1
½un+#1 ¡
µ
1
#1
½un + ¢½u¤n
¶¸
¢ n (2.66)
la integral de contorno será:
#1
Z
¡¡¡p
NT
@N
@xi
¢ nid-(p^)n+#2 = ¡ 1¢t
Z
¡¡¡p
NT
h
½un+#1i ¡ (½uni + #1¢½u¤ni )
i
¢ nid¡ (2.67)
Paso III: Corrección de la velocidad Una vez que el incremento de presión ha sido determinado
en el paso II, el incremento de velocidad ¢½u¤ debe ser corregido de los efectos de la presión. Esto se
hace resolviendo la ecuación de discretización temporal (2.57) para calcular ¢½u¤¤:Z
-
1
¢t
NTNd- ¢½u^¤¤n+(1 ¡ #2)
Z
-
NT grad (pn)d- +#2
Z
-
NT grad
¡
pn+1
¢
d- = 0 (2.68)
de manera que:
¢½un = ½un+#1 ¡ ½un = #1(¢½u¤n +¢½u¤¤n) (2.69)
Finalmente, ½un+1 se obtiene teniendo en cuenta las correspondientes condiciones de contorno ¡½u.
Forma semi-implícita. La ecuación (2.65) puede resolverse implícitamente de manera que el
paso II no introduzca ninguna limitación en la estabilidad. Por lo tanto, el paso de tiempo crítico de
todo el proceso vendrá dado por el paso I y está relacionado con la velocidad del ‡ujo más que con
la velocidad del sonido como ocurre en el esquema de Taylor-Galerkin de dos pasos para el caso de
‡uidos incompresibles.
Forma explícita. En este caso puede suponerse que el término #1#2
R
-
@NT
@xi
@N
@xi d-¢p en la
ecuación (2.65) es de orden superior y puede ignorarse. La ecuación (2.65), por tanto, puede escribirse:24 1
¢t2c2
Z
-
NTNd-
35¢p^ = ¡ 1¢t Z
-
NT
@
@x ¢ Nd-(½u^
n
i +#1¢½u^¤ni )¡
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¡#1
Z
-
@NT
@xi
@N
@xi
d-(p^)n + #1
Z
¡¡¡p
NT
@N
@xi
¢ nid¡(p^)n+#2 (2.70)
La solución de la ecuación anterior requiere el cálculo de la matriz de masas, que puede ser la
matriz de masas diagonal en el caso de buscarse sólo la solución estacionaria.
Si la solución transitoria es de interés, el paso de tiempo crítico vendrá dado por la siguiente
expresión [25]:
¢t · hp
2#1c
(2.71)
Es interesante darse cuenta de que este límite se encuentra muy próximo al que arroja el esquema
de Taylor-Galerkin [16] en el caso de que u << c.
2.4.3. El problema de la incompresibilidad
Las ecuaciones de Navier-Stokes son la base para la mayoría de los códigos utilizados en la Mecánica
de Fluidos. En la discusión presentada aquí se considerará el caso de un ‡uido cuasi-incompresible,
en el que se permite la existencia de una pequeña compresibilidad. Además, en favor de una mayor
simplicidad a la hora de escribir las ecuaciones del ‡uido, se hará uso de una formulación Lagrangiana,
ignorándose de esta manera los términos convectivos involucrados.
Así, podemos escribir la ecuación de conservación del momento en un sistema de coordenadas
transportado por convección de la siguiente manera
@
@t
(½u) = div ¾ + ½fe (2.72)
donde u es la velocidad, ¾ el tensor de tensiones, ½ la densidad y fe el vector de fuerzas de volumen,
normalmente la gravedad.
Puesto que el tensor de tensiones puede descomponerse en componentes hidrostática, pI, y des-
viadora ¿ , (ver ecuación (2.24))
¾ = ¡pI+ ¿ (2.73)
podemos escribir la ecuación del momento como
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@
@t
(½u) = div ¿ ¡ grad p + ½fe (2.74)
y la ecuación de conservación de la masa
@½
@t +div(½u) = 0 (2.75)
Si los cambios de densidad son pequeños podemos escribir las ecuaciones anteriores de la siguiente
manera
½
@u
@t
= div ¿ ¡ grad p + ½fe (2.76)
1
c2
@p
@t
+ ½ div u = 0 (2.77)
donde c es la velocidad del sonido tal que c2 = K½ , siendo K la compresibilidad del ‡uido (que se
supone constante).
Como ya vimos en la sección 2.2.1, podemos escribir la tensión desviadora de la siguiente manera
¿ ij = ¹
µ
@uj
@xi
+@ui
@xj
¡ 2
3
@uk
@xk
±ij
¶
(2.78)
de manera que
¿ = ¹D0Su (2.79)
siendo, en el caso bidimensional
¿ T =
³
¿xx ¿yy ¿xy
´
D0 =
0BBB@
4
3 ¡23 0
¡23 43 0
0 0 1
1CCCA
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S =
0BBB@
@
@x 0
0 @@y
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@y
@
@x
1CCCA
u =
0@ ux
uy
1A
y en el caso tridimensional
¿ T =
³
¿xx ¿yy ¿zz ¿xy ¿yz ¿zx
´
D0 =
0BBBBBBBBBBBB@
4
3 ¡23 ¡23 0 0 0
¡23 43 ¡23 0 0 0
¡23 ¡23 43 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1CCCCCCCCCCCCA
S =
0BBBBBBBBBBBB@
@
@x 0 0
0 @@y 0
0 0 @@z
@
@y
@
@x 0
0 @@z
@
@y
@
@z 0
@
@x
1CCCCCCCCCCCCA
u =
0BBB@
ux
uy
uz
1CCCA
Si aplicamos ahora la discretización estándar de Galerkin a las ecuaciones (2.76) y (2.77), y es-
cribimos el vector velocidad u y la presión p como
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u = Nu u^
p = Np p^
siendo u^ y p^ los valores nodales de las incógnitas, obtenemos
24 Mu 0
0 Mp
35 d
dt
24 u^
p^
35 +24 K Q
QT 0
35 24 u^
p^
35 = 24 fu
0
35 (2.80)
donde
Mu =
Z
-
NTu ½Nu d-
Mp =
Z
-
NTp
1
½c2
Np d-
K =
Z
-
STNTu¹D0SNu d-
Q =
Z
-
NTu rNp d-
QT =
Z
-
NTp rNu d-
fu=
Z
-
NTu ½f e d- + términos de contorno
Una amplia discusión sobre las condiciones de contorno puede encontrarse en [5].
En el caso de un ‡uido completamente incompresible la matriz Mp se hace cero, lo que impide la
aplicación de procedimientos de tipo explícito. Sin embargo, una di…cultad aún más seria planteada
por la incompresibilidad es el cero existente en la diagonal de la segunda matriz de la ecuación (2.80)
[28]. Debido a esto, la solución no tiene sentido a menos que se incorporen condiciones especiales para
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llevar a cabo la condición de Babuška-Brezzi, [1] [2], que asegura la convergencia del método [9]. A
este respecto, la utilización del mismo orden de interpolación para los espacios de velocidad y presión
puede dar lugar a oscilaciones en el campo de presiones [11] [17], a no ser que se haga uso de técnicas
especiales de estabilización [10].
Para salvar esta restricción el método de paso fraccional o fractional-step, propuesto originalmente
por Chorin [4], ha sido usado con éxito en el marco de la Mecánica de Fluidos [27], en Mecánica de
Suelos [12] [13] y, más recientemente, en el análisis dinámico explícito de sólidos [28].
2.4.4. Fractional-Step: límite incompresible
Básicamente se trata del mismo método ya explicado para el caso de ‡uidos compresibles en
la sección 2.4.2, si bien para el caso incompresible hay que introducir algunas modi…caciones en el
tratamiento del paso II (discretización de la ecuación de continuidad) así como en el cálculo de las
tensiones para ‡uidos newtonianos.
La solución del sistema (2.47) puede llevarse a cabo mediante los tres pasos, ya explicados, del
fractional-step:
Paso I: Discretización de la velocidad
Consiste en resolver explícitamente:
@
@t
(½ui)¤n +
@
@xj
(½ujui)n ¡ @@xj (¿ ij)
n ¡ ½fni = 0 (2.81)
siendo f =
¡ g sin#
¡g cos #
¢
, # el ángulo formado entre f y la vertical y g la constante de la gravedad.
Las ecuaciones (2.81) contienen todos los términos convectivos.
Paso II: Discretización de la ecuación de continuidad
Resolvemos implícitamente:
@
@t
(½ui)¤¤n +
@
@xj
(±ijp)n+1 = 0 (2.82)
Paso III: Corrección de la velocidad
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Una vez determinado el incremento de presión corregimos la velocidad de dicho efecto, de manera
que:
¢(½ui)n = ¢(½ui)¤n + ¢(½ui)¤¤n (2.83)
Paso I: Discretización de la velocidad. Para resolver este primer paso, hacemos uso de la técnica
de Taylor-Galerkin de dos pasos, resolviendo la ecuación (2.81) de manera análoga a como se hizo en
el caso de un ‡uido compresible (ecuaciones (2.51) y (2.52)):
(½ui)¤(n+1=2) = (½ui)n ¡ ¢t2
µ
@
@xj
(½ujui)n¡½fni
¶
(2.84)
M¢(½u^i)¤n = ¢tf
Z
-
@NT
@xj
³
(½ujui)¤(n+1=2) ¡ (¿ ij)n
´
d-+
+
Z
-
NT (½fi)
¤(n+1=2)d- ¡
Z
¡
NT
³
(½ujui)¤(n+1=2) ¡ (¿ ij)n
´
¢njd¡g (2.85)
El límite para la estabilidad de este paso es el mismo que fue explicado en la sección 2.4.2:
Estabilidad. En la ausencia de términos de fuente, el límite de estabilidad para ¢t viene dado
por la expresión (2.53):
C2 + 2
C
Re
· ® (2.86)
en donde, como vimos en la sección 2.4.2
C ´ juj¢t
h
(2.87)
es el número de Courant, y
Re ´ juj h
2º
(2.88)
es el número de Reynolds en cada elemento de la malla, º = ¹½ es la viscosidad cinemática y h es el
tamaño del elemento. Si la solución transitoria es de interés debe utilizarse la matriz consistente de
masas, ® = 1=3; y ¢t debe elegirse globalmente como el menor sobre todos los elementos. En caso
contrario puede hacerse uso de la forma diagonal de la matriz de masas (® = 1).
2.4. Discretización 39
Paso II: Discretización de la ecuación de continuidad. Teniendo en cuenta la ecuación de
continuidad en el tiempo tn+1:
div
¡
un+1
¢
= 0 (2.89)
y discretizando la ecuación del momento, obtenemos:
¢½u¤¤n
¢t
+ grad
¡
pn+1
¢
= 0 (2.90)
de manera que la ecuación de continuidad discretizada en el tiempo será:
div (½u¤n) ¡ ¢t ¢ div ¡grad(pn+1)¢ = 0 (2.91)
donde ½u¤n = ½un +¢½u¤n:
Siguiendo ahora una discretización del tipo Galerkin estándar, la ecuación anterior se convierte en:Z
-
(grad N)T grad Nd- ¢p^n = ¡ 1
¢t
Z
-
NT div (½u¤n)d-¡
¡
Z
-
(grad N)T grad pnd- +
Z
¡¡¡p
NT grad pn+1¢nd¡ (2.92)
donde se supone que la presión es prescrita en el contorno ¡p:
Para calcular la integral de contorno, proyectamos la ecuación (2.90) a lo largo de la normal n :
grad
¡
pn+1
¢ ¢ n = ¡ 1
¢t
£
½un+1 ¡ (½un + ¢½u¤n)¤ ¢ n (2.93)
resultando lo siguiente:
Z
¡¡¡p
NT grad pn+1 ¢ nd- = ¡ 1
¢t
Z
¡¡¡p
NT
£
½un+1 ¡ (½un + ¢½u¤n)¤ ¢ nd¡ (2.94)
Este procedimiento evita despreciar grad
¡
pn+1
¢
y, por tanto, la integral en el contorno ¡ ¡ ¡p.
Otra posibilidad, que ha sido utilizada en el contexto de la Dinámica de Sólidos, consiste en aproximar
grad
¡
pn+1
¢
por su valor en el paso de tiempo previo, grad (pn). Sin embargo, la primera alternativa
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citada proporciona una mayor precisión. De esta manera, el sistema de ecuaciones a resolver queda
como sigue: Z
-
(grad N)T grad Nd- ¢p^n = ¡ 1
¢t
Z
-
NT div (½u¤n)d-¡
¡
Z
-
(grad N)T grad pnd- ¡ 1
¢t
Z
¡¡¡p
NT
£
½un+1 ¡ (½un + ¢½u¤n)¤ ¢ nd¡ (2.95)
Es importante hacer notar que este segundo paso se resuelve de manera implícita por lo que el
límite de estabilidad vendrá dado entonces por el del paso I.
Paso III: Corrección de la velocidad. Una vez que el incremento de presión ha sido determinado
en el paso II, el incremento de velocidad ¢½u¤ debe ser corregido de los efectos de la presión. Esto se
hace resolviendo la ecuación de discretización temporal (2.90) para calcular ¢½u¤¤:Z
-
1
¢t
NTNd- ¢½u^¤¤n+
Z
-
NT grad pn+1d- = 0 (2.96)
de manera que:
¢½un = ¢½u¤n + ¢½u¤¤n (2.97)
Finalmente, ½un+1 se obtiene teniendo en cuenta las correspondientes condiciones de contorno ¡½u.
2.5. Validación
Existen, en la Dinámica de Fluidos Computacional, una serie de pruebas que suelen emplearse
para comparar los resultados obtenidos con un modelo nuevo con otros anteriores ya establecidos.
Entre ellas, hemos elegido tres ejemplos numéricos de validación: ‡ujo incompresible sobre un escalón
cuadrado, ‡ujo incompresible alrededor de un cilindro circular y ‡ujo incompresible en una cavidad,
que ilustran el comportamiento de los ‡uidos incompresibles tratados con el método fractional-step.
Los números de Reynolds elegidos en este estudio coinciden con los empleados por otros autores [25]
[30], habiéndose obtenido resultados idénticos a los descritos por estos investigadores.
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2.5.1. Flujo incompresible sobre un escalón cuadrado
Este problema ha sido presentado por numerosos autores como un ejemplo de ‡uido newtoniano
incompresible tanto en el caso transitorio como en el estacionario.
Se considera el ‡ujo en un canal de 1 m de altura, de manera que a una distancia de 1.2 m del
contorno de ‡ujo entrante se sitúa un escalón de 0.4 m de altura por 0.4 m de anchura. La longitud
total del canal es de 6 m, tal y como se muestra en la Figura 2-1. Se han elegido estos valores para
que la geometría coincida con aquella presentada por otros autores [22] [25] [26].
El per…l de velocidades del ‡ujo entrante es de la forma u = 4y(1 ¡ y) y v = 0, dejándose libre
la presión en ese contorno. En el contorno correspondiente al ‡ujo saliente se toma un valor de la
presión p = 0, dejando libres ambas componentes de la velocidad. En el resto del contorno se toma
u = v = 0, dejando libre la presión (ver Figura 2-1). La presión se toma inicialmente como cero en
todo el dominio.
En los ejemplos que aquí se presentan se ha utilizado una malla no estructurada consistente en
1364 elementos triangulares lineales y 760 nodos, tal y como se muestra en la Figura 2-1. En dicha
malla se han estudiado los casos correspondientes a Re = 85 y Re = 200, estando de…nido el número
de Reynolds por Re = u½L¹ ; siendo ½ la densidad, ¹ la viscosidad dinámica, L la altura del canal y u
la velocidad en el punto medio del contorno correspondiente al ‡ujo entrante.
La Figura 2-2 muestra la evolución de los vectores velocidad hasta alcanzar el estado estacionario
para un número de Reynolds de 85. Los resultados obtenidos para la presión se muestran en la Figura
2-3.
Para el caso de un número de Reynolds de 200, los resultados para los vectores velocidad hasta
alcanzar el estado estacionario se dan en la Figura 2-4, mientras que los resultados para la presión
aparecen en la Figura 2-5.
Los resultados coinciden con aquellos dados por otros autores [22] [25] [26] [30].
2.5.2. Flujo incompresible alrededor de un cilindro circular
Este problema trata el caso del ‡ujo de un ‡uido newtoniano incompresible alrededor de un cilindro
circular situado en el interior de un dominio rectangular. Las dimensiones del dominio son de 15 m de
ancho por 25 m de largo, teniendo el cilindro 1 m de diámetro. De nuevo, para poder establecer una
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Figura 2-1: Flujo sobre un escalón cuadrado: condiciones de contorno y malla.
Figura 2-2: Flujo sobre un escalón cuadrado: evolución de los vectores velocidad hasta alcanzar el
estado estacionario para un valor de Re = 85.
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Figura 2-3: Flujo sobre un escalón cuadrado: evolución de la presión hasta alcanzar el estado esta-
cionario para un valor de Re = 85.
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Figura 2-4: Flujo sobre un escalón cuadrado: evolución de los vectores velocidad hasta alcanzar el
estado estacionario para un valor de Re = 200.
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Figura 2-5: Flujo sobre un escalón cuadrado: evolución de la presión hasta alcanzar el estado esta-
cionario para un valor de Re = 200.
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comparación con los resultados dados por otros autores, la geometría responde a aquella presentada
por [25].
En la pared del cilindro se aplica la condición de no deslizamiento, u = v = 0. En el contorno
correspondiente al ‡ujo entrante se aplica una velocidad uniforme, u = 1 m s¡1 y v = 0, dejándose
libre la presión. En el contorno correspondiente al ‡ujo saliente se aplica la condición p = 0, dejando
libres ambas componentes de la velocidad. En los otros dos contornos paralelos a la dirección de ‡ujo
entrante se aplican las condiciones v = 0, dejándose la presión y la u libres (ver Figura 2-6). Se toma
la presión nula como condición inicial en todo el dominio.
Se ha utilizado en este ejemplo la malla de elementos triangulares lineales dada en la Figura 2-6,
compuesta por 4666 elementos y 2413 nodos.
Se han estudiado los casos correspondientes a Re = 40; 100 y 3600.
En la Figura 2-7 se muestran los resultados de velocidad y presión para el estado estacionario en
el caso de Re = 40:
Para Re = 100 se dan los resultados de los vectores de velocidad y la presión en el estado esta-
cionario en la Figura 2-8.
Se han incluido también aquí los resultados obtenidos para el caso de un ‡ujo con Re = 3600: La
solución de este problema es periódica y los resultados para la solución transitoria se dan en la Figura
2-9 que muestra los valores de los vectores velocidad y de la presión habiendo transcurrido un tiempo
de t = 1000 s:
De nuevo, todos los resultados obtenidos en este ejemplo coinciden con aquellos dados por [25].
2.5.3. Flujo incompresible en una cavidad
Este problema (presentado con anterioridad por [25] y [30]) trata el caso de un ‡ujo newtoniano
incompresible en el interior de una cavidad cuadrada de 1 m de lado con una velocidad horizontal
uniforme, u = 1 m s¡1 y v = 0, a lo largo de todo el contorno superior, dejándose libre la presión. En
el punto medio del contorno inferior y en un único nodo se aplica la condición p = 0. En el resto de
los nodos del contorno se impone u = v = 0, dejandose libre la presión (ver Figura 2-10).
Se ha utilizado en este ejemplo una malla estructurada de 40x40 elementos triangulares lineales
(3200 elementos y 1681 nodos), tal y como se muestra en la Figura 2-10. En dicha malla se han
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Figura 2-6: Flujo alrededor de un cilindro: condiciones de contorno y malla utilizada.
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Figura 2-7: Flujo alrededor de un cilindro: vectores velocidad y valores de la presión para el estado
estacionario en el caso de Re = 40.
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Figura 2-8: Flujo alrededor de un cilindro: vectores velocidad y valores de la presión en el estado
estacionario para Re = 100.
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Figura 2-9: Flujo alrededor de un cilindro: vectores velocidad y valores de la presión para t = 1000 s
y Re = 3600.
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estudiado varios casos, correspondientes a números de Reynolds de 400, 1000 y 5000.
En las Figuras 2-11, 2-12 y 2-13 se dan como resultados los contornos de presión y los vectores de
velocidad en el estado estacionario para Re = 400;1000 y 5000 respectivamente.
Para números de Reynolds comprendidos entre 100 y 10000 se consigue la estabilización, y los
resultados obtenidos se encuentran en gran acuerdo con los presentados por otros autores [25] [30]. Pero
los resultados son menos precisos a medida que el número de Reynolds aumenta, no consiguiéndose,
por supuesto, la estabilización para el caso del ‡uido no viscoso. Sin embargo, se ha comprobado que
los resultados para números de Reynolds cada vez mayores mejoran notablemente a medida que la
malla es re…nada.
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Figura 2-10: Flujo en una cavidad: condiciones de contorno y malla utilizada.
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Figura 2-11: Flujo en una cavidad: velocidades y presión para Re = 400 en el estado estacionario.
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Figura 2-12: Flujo en una cavidad: velocidades y presión para Re = 1000 en el estado estacionario.
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Figura 2-13: Flujo en una cavidad: velocidades y presión para Re = 5000 en el estado estacionario.
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2.6. Seguimiento de interfases en ‡uidos no miscibles
En esta sección describiremos un método para calcular el movimiento de n ‡uidos incompresibles
inmiscibles. Consideraremos que dichos ‡uidos son inmiscibles cuando exista un gradiente relativa-
mente grande de densidad y viscosidad a ambos lados de la interfase. El método trata de capturar
y transportar esta interfase utilizando una aproximación conocida como level-set, para lo que dicha
interfase se identi…ca con el cero de una función suave [24].
2.6.1. Ecuaciones del movimiento
Considerando que los n ‡uidos son inmiscibles e incompresibles, el ‡ujo inestable de estos ‡uidos
es modelizado utilizando las ecuaciones de conservación del momento lineal y de la masa
@u
@t
+div (u- u) = 1
½
div ¿ ¡ 1
½
gradp+ fe (2.98)
div u = 0 (2.99)
donde:
½ (x; t) es el campo de densidades.
u(x; t) es el campo de velocidades.
u- u = uiuj:
p(x; t) es el campo de presiones.
¿ (x; t) es el tensor de tensión viscosa. Se de…ne como una función del tensor velocidad de
deformación D; como ya hemos visto.
fe son las fuerzas de volumen; en nuestro caso, la gravedad. Otras fuerzas como la tensión
super…cial en la interfase de los ‡uidos y la fuerza de Coriolis son ignoradas.
En la aproximación propuesta, una función indicadora, '(x; t); identi…ca la porción del dominio
ocupada por cada ‡uido tal y como se muestra en la Figura 2-14 para el caso sencillo de dos ‡uidos,
y las propiedades del material pueden calcularse como [19] [20]
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j> 0
j< 0
Figura 2-14: Ejemplo de la descripción de dos fases utilizando una función indicadora.
P (x; t) = P1 +(P2 ¡ P1)H (' (x; t))
donde Pi es una propiedad del material (densidad, viscosidad, tensión de ‡uencia, ...) del ‡uido i y
H (') =
8<: 1 si ' > 00 si ' · 0 (2.100)
Esta idea puede ampliarse para el caso de tres ‡uidos utilizando dos funciones indicadoras [21], de
manera que:
P (x; t) = P1 +(P2 ¡ P1)H ('1 (x; t)) + (P3 ¡P1)H ('2 (x; t)) (2.101)
siendo los subdominios en este caso los dados en la Figura 2-15.
De igual manera, podemos extender esta idea al caso de n ‡uidos incorporando n ¡ 1 funciones
indicadoras '1:::'n¡1. Así, los subdominios ocupados por cada ‡uido se identi…can según la siguiente
tabla:
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Figura 2-15: Ejemplo de la descripción del subdominio de cada material utilizando dos funciones
indicadoras.
fluido 1 fluido 2 fluido 3 ::: f luido n
'1 '1 · 0 '1 > 0 '1 · 0 ... '1 · 0
'2 '2 · 0 '2 · 0 '2 > 0 ... '2 · 0
'3 '3 · 0 '3 · 0 '3 · 0 ... '3 · 0
... ... ... ... ... ...
'n¡1 'n¡1 · 0 'n¡1 · 0 'n¡1 · 0 ... 'n¡1 > 0
calculándose las propiedades del material a partir de las n ¡ 1 funciones indicadoras '1:::'n¡1
como
P (x; t) = P1 +(P2 ¡P1)H ('1 (x; t)) + (P3 ¡ P1)H ('2 (x; t)) + :::
::: +(Pn ¡P1)H ¡'n¡1 (x; t)¢ (2.102)
donde los subíndices 1; :::;n indican los distintos tipos de ‡uido, en orden de densidad creciente.
Puesto que Pi es una propiedad del material que se mueve con el ‡ujo, su derivada material es
cero:
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d(Pi)
dt
=
@(Pi)
@t
+ u grad (Pi) = 0; i = 1; :::; n (2.103)
Considerando ahora la dependencia de las propiedades del material con las funciónes distancia,
ecuación (2.102), esta condición puede escribirse como
d'i
dt
=
@'i
@t
+ u grad'i = 0; i = 1; :::;n ¡ 1 (2.104)
que establece que las funciones indicadoras son transportadas por convección, lo que requiere que la
función H() sea una función suave.
En el caso en que las funciones '1:::'n¡1 sean funciones lineales de la posición, x; su segunda
derivada espacial es cero, y las aproximaciones numéricas de las ecuaciones (2.104) son exactas. Por
lo tanto, considerar '1:::'n¡1 como funciones lineales bene…cia también la solución de (2.104) puesto
que la difusión en el frente causada por esquemas numéricos de bajo orden así como las oscilaciones
producidas por los de alto orden [8] desaparecerán. La función lineal más simple es aquella de pendiente
unidad, es decir, la función distancia: jgrad 'ij = 1 con i = 1; :::; n¡ 1:
En lo referente a la función H(), la ecuación (2.100) funciona bien tan sólo para razones de den-
sidad pequeñas. Para razones de densidad altas, como ocurre en la mayoría de los casos de nuestro
interés, ½s¶olido=½aire ¸ 1000; aparecen inestabilidades indeseadas en el campo de presiones que pueden
distorsionar la solución. Este problema está relacionado con la solución numérica de una ecuación de
Poisson mal condicionada para la presión [6].
Para impedir cambios bruscos en las propiedades del material a ambos lados de la interfase, se in-
terpolan dichas propiedades a lo largo de una región de grosor constante de anchura total 2± alrededor
de la interfase [24], donde se toma ± del orden de un elemento representativo de la malla. Existen difer-
entes alternativas para la de…nición de la función H(). En nuestro caso tomaremos una interpolación
lineal
H('i) =
m¶³n(±;m¶ax('i;¡±)) + ±
2± (2.105)
tal y como se muestra en la …gura 2-16.
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j
H(j)
(d,1)
(-d,0)
Figura 2-16: Función indicadora: función de interpolación utilizada en la interfase entre ‡uidos.
Esta de…nición de una función de interpolación, basada en la distancia a la interfase, requiere el
mantener las funciones indicadoras como funciones distancia. Las ecuaciones (2.104) establecen que las
funciones indicadoras son transportadas por convección por la velocidad del ‡uido: puesto que dicha
velocidad no es uniforme en el dominio, las iniciales funciones distancia se distorsionarán a medida
que progresa el tiempo y, después de un rato, ya no se mantendrán como funciones distancia.
Para resolver este problema se utilizará la velocidad del ‡uido tal y como se propone en las
ecuaciones (2.104) para transportar por convección las funciones indicadoras y, una vez que hallan sido
transportadas, se corregirán de manera que cumplan la condición jgrad 'ij = 1 para i = 1; :::; n ¡ 1:
Para lograr esto, se propone el resolver para cualquier tiempo t y cada una de las funciones 'i, la
siguiente ecuación hasta llegar al estado estacionario [19] [20] [21] [24]:
@'i(¿^)
@¿^
+S ('i(t)) jgrad'i(¿^)j = S ('i(t)) ; i = 1; :::; n ¡ 1 (2.106)
con condiciones iniciales
'i(x; ¿^ = 0) = 'i(x; t); i = 1; :::;n ¡ 1 (2.107)
donde S() es la función signo y ¿^ un tiempo …cticio.
Claramente, la solución estacionaria de este problema cumplirá la condición jgrad'ij = 1 para
i = 1; :::;n ¡ 1, y el cero de las funciones 'i(¿^ ! 0) coincide con el de 'i(t):
La ecuación (2.106) puede escribirse también como:
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@'i(¿^)
@¿^
+S ('ni )
grad'i(¿^)
jgrad'i(¿^)j ¢ grad'i(¿^) = S ('
n
i ) ; i = 1; :::; n ¡ 1 (2.108)
donde puede verse que se trata de un problema de transporte convectivo con velocidad
v = S ('ni )
grad'i(¿^)
jgrad'i(¿^)j ; i = 1; :::;n ¡ 1 (2.109)
Esta ecuación para la velocidad indica que las características del problema se inician en la posición
de la interfase y viajan con velocidad §1: Por tanto, la reconstrucción de las funciones indicadoras como
funciones distancia comienzan en la posición de la interfase y progresan a lo largo de las direcciones
normales. Entonces, la zona crítica, alrededor de la posición de la interfase, se reconstruye en el primer
paso de tiempo …cticio, ¿^ ; al iterar la solución del problema (2.106).
2.6.2. Discretización
Navier-Stokes
Recordemos la ecuación de conservación del momento en su forma conservativa para el caso in-
compresible (2.21):
@u
@t
+ r ¢ (u -u) + 1
½
rp¡ 1
½
r ¢ ¿ ¡ fe = 0
siendo fe =
¡ g sin#
¡g cos #
¢
, # el ángulo formado entre fe y la vertical y g la constante de la gravedad.
Escribiendo esta ecuación en notación tensorial tenemos:
@ui
@t
+
@ujui
@xj
+
1
½
@p
@xi
¡ 1
½
@¿ ij
@xj
¡ fi = 0 (2.110)
La solución de esta ecuación puede llevarse a cabo mediante los tres pasos del método fractional-
step explicado en la sección 2.4.4:
Paso I: Discretización de la velocidad
Consiste en resolver explícitamente:
@(ui)¤n
@t
+
@(ujui)n
@xj
¡ 1
½
@(¿ ij)n
@xj
¡ fni = 0 (2.111)
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Las ecuaciones (2.111) contienen todos los términos convectivos.
Paso II: Discretización de la ecuación de continuidad
Resolvemos implícitamente:
@(ui)¤¤n
@t
+ 1
½
@(p)n+1
@xi
= 0 (2.112)
Paso III: Corrección de la velocidad
Una vez determinado el incremento de presión corregimos la velocidad de dicho efecto, de manera
que:
¢(ui)n = ¢(ui)¤n +¢(ui)¤¤n (2.113)
Paso I: Discretización de la velocidad. Para resolver el primer paso haremos uso de la técnica
de Taylor-Galerkin de dos pasos descrita en la seccion 2.4.1 resolviendo la ecuación (2.111) como sigue:
(ui)¤(n+1=2) = (ui)n ¡ ¢t2
µ
@(ujui)n
@xj
¡fni
¶
(2.114)
M¢(u^i)¤n = ¢tf
Z
-
·
@NT
@xj
(ujui)¤(n+1=2)¡1½
@NT
@xj
(¿ ij)n
¸
d-+
+
Z
-
NT (fi)
¤(n+1=2) d- ¡
Z
¡
NT
µ
(ujui)¤(n+1=2) ¡ 1½(¿ ij)
n
¶
¢njd¡g (2.115)
Estabilidad. En la ausencia de términos de fuente, el límite de estabilidad para ¢t en esta parte
de la descomposición viene dado por la expresión (2.86):
C2 + 2
C
Re
· ® (2.116)
en donde, como se vio en la sección 2.4.4
C ´ juj¢t
h
(2.117)
es el número de Courant, y
Re ´ juj h
2º
(2.118)
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es el número de Reynolds en cada elemento de la malla, º es la viscosidad cinemática y h es el tamaño
del elemento. Si la solución transitoria es de interés debe utilizarse la matriz consistente de masas (®
= 1/3) y ¢t debe elegirse globalmente como el menor de todos los elementos. En caso contrario puede
hacerse uso de la forma diagonal de la matriz de masas (® = 1).
Paso II: Discretización de la ecuación de continuidad. Partiendo de la ecuación de continuidad
en el instante tn+1
div un+1 = 0
y discretizando la ecuación del momento de la forma
¢u¤¤n
¢t
+
1
½
gradpn+1 = 0 (2.119)
la ecuación de continuidad discretizada en el tiempo queda
div u¤n ¡¢t div
µ
1
½
gradpn+1
¶
= 0
donde u¤n = un +¢u¤n.
Siguiendo ahora una discretización estándar de Galerkin, esta ecuación se puede escribir como
Z
-
(grad N)T
1
½
gradNd- ¢p^n =
¡ 1
¢t
Z
-
NT div u¤n d-¡
Z
-
(gradN)T
1
½
gradpnd- +
Z
¡¡¡p
NT
1
½
gradpn+1 ¢ nd¡
donde se supone la presión prescrita en ¡p.
Para calcular la integral de contorno, se proyecta la ecuación (2.119) a lo largo de la normal n
1
½
gradpn+1 ¢ n = ¡ 1
¢t
£
un+1 ¡ (un +¢u¤n)¤ ¢ n
64 Capítulo 2. Modelos completos para ‡ujos con super…cie libre
resultando Z
¡¡¡p
NT
1
½
gradpn+1 ¢ nd- = ¡ 1
¢t
Z
¡¡¡p
NT
£
un+1 ¡ (un + ¢u¤n)¤ ¢ n d¡
Incorporando ahora esta ecuación, el sistema de ecuaciones a resolver para calcular el incremento
de presión es Z
-
(grad N)T 1
½
gradNd- ¢p^n = ¡ 1
¢t
Z
-
NT divu¤n d-¡
¡
Z
-
(gradN)T
1
½
gradpnd-¡ 1
¢t
Z
¡¡¡p
NT
£
un+1 ¡ (un +¢u¤n)¤ ¢ n d¡
Paso III: Corrección de la velocidad. Una vez que ha sido determinado el incremento de presión
en el paso anterior, el incremento de velocidad ¢u¤ debe de corregirse por los efectos de la presión.
Esto se hace resolviendo la discretización temporal (2.119) para calcular ¢u¤¤ :
Z
-
1
¢t
NT ½Nd-¢u^¤¤n +
Z
-
NT gradpn+1 d- = 0 (2.120)
de manera que
¢un = ¢u¤n + ¢u¤¤n (2.121)
Convección de las funciones indicadoras
Como ya se describió en la sección 2.6.1, para asignar las propiedades del material a cada punto en
el dominio, el procedimiento propuesto hace uso de n ¡ 1 funciones indicadoras, '1:::'n¡1; las cuales
deben (1) ser transportadas por convección por el campo de velocidades
d'i
dt
=
@'i
@t
+u grad'i = 0; i = 1; :::;n ¡ 1 (2.122)
y (2) ser corregidas para mantenerlas como funciones distancia, es decir, hacer evolucionar las siguientes
expresiones hasta alcanzar el estado estacionario
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@'i(¿^)
@¿^
+S ('ni )
grad'i(¿^)
jgrad'i(¿^)j ¢ grad'i(¿^) = S ('
n
i ) ; i = 1; :::; n ¡ 1 (2.123)
con condiciones iniciales
'i(x; ¿^ = 0) = 'i(x; t); i = 1; :::; n ¡ 1 (2.124)
donde S() es la función signo y ¿^ un tiempo …cticio.
Estas dos cosas se consiguen haciendo uso del algoritmo de dos pasos de Taylor-Galerkin, tal y
como se describe a continuación.
Convección. Consideremos las funciones indicadoras, 'i con i = 1; :::;n ¡ 1: Las correspondientes
ecuaciones de convección, como ya hemos visto, serían
@'i
@t
+ u grad'i = 0; i = 1; :::; n ¡ 1 (2.125)
Teniendo en cuenta que
div('iu) = 'i div(u) +u grad('i); i = 1; :::; n ¡ 1
y que, puesto que el ‡uido es incompresible, div u = 0; podemos escribir la ecuación (2.125) como
@'i
@t
+div('iu) = 0; i = 1; :::; n ¡ 1 (2.126)
y aplicando la técnica de dos pasos de Taylor-Galerkin tendríamos que:
'n+1=2i = '
n
i ¡ ¢t2
µ
@('iuj)n
@xj
¶
; i = 1; :::; n ¡ 1 (2.127)
M¢'^ni = ¢tf
Z
-
@NT
@xj
('iuj)
n+1=2
d-¡
¡
Z
¡
NT ('iuj)
n+1=2¢njd¡g; i = 1; :::;n ¡ 1 (2.128)
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Corrección. El valor de las funciones indicadoras calculadas resolviendo el anterior sistema de
ecuaciones (2.128) se corrige haciendo evolucionar
@'i(¿^)
@¿^
+ S ('ni )
grad'i(¿^)
jgrad'i(¿^)j ¢ grad'i(¿^) = S ('
n
i ) ; i = 1; :::;n ¡ 1 (2.129)
'i(x; ¿^ = 0) = 'i(x; t); i = 1; :::;n ¡ 1 (2.130)
hasta alcanzar el estado estacionario.
Ya vimos que se trata de un problema de transporte convectivo con velocidad
v = S ('ni )
grad'i(¿^)
jgrad'i(¿^)j ; i = 1; :::; n ¡ 1 (2.131)
Teniendo esto en cuenta, podemos escribir las ecuaciones (2.129) de la siguiente manera:
@'i(¿^)
@¿^
+div ('i(¿^) v) = S ('
n
i ) +'i(¿^) div v; i = 1; :::; n ¡ 1 (2.132)
y podemos aplicar, de nuevo, la técnica de dos pasos de Taylor-Galerkin, de manera que:
'n+1=2i = '
n
i +
¢t
2
[S ('i) (1 ¡ jgrad'ij)]n ; i = 1; :::;n ¡ 1 (2.133)
M¢'^ni = ¢t
Z
-
NT [S ('i) (1 ¡ jgrad'ij)]n+1=2d-; i = 1; :::; n ¡ 1 (2.134)
Una vez que las funciones indicadoras han sido transportadas por convección y corregidas, las
propiedades del material se calculan como vimos en la sección 2.6.1
P (x; t) = P1 +(P2 ¡P1)H ('1 (x; t)) + (P3 ¡ P1)H ('2 (x; t)) + :::
::: +(Pn ¡P1)H ¡'n¡1 (x; t)¢ (2.135)
donde (ver Figura 2-17)
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Figura 2-17: Interpolación de las propiedades del material y región estrecha a ambos lados de la
interfase. (a) Vista en planta. (b) Corte a lo largo de AB.
H('i) =
m¶³n (±;m¶ax('i;¡±)) + ±
2±
; i = 1; :::; n ¡ 1 (2.136)
siendo ± el tamaño de un elemento representativo de la malla.
Hay que hacer notar que para acelerar la convergencia de las ecuaciones (2.129) al estado esta-
cionario, el algoritmo de Taylor-Galerkin de dos pasos hace uso de la matriz de masas así como de un
paso de tiempo óptimo correspondiente a cada elemento [30]:
¢¿^ =
h
jvj = h (2.137)
siendo h el tamaño de cada elemento de la malla.
Se ha encontrado un comportamiento óptimo del algoritmo cuando se reduce ligeramente este paso
de tiempo aplicando un factor del orden de 0.90-0.85.
Sin embargo, al hacer uso de esta técnica, la fase de corrección de la solución lleva un tiempo
bastante signi…cativo del tiempo total de cálculo. Para reducirlo, tanto la fase de transporte convectivo
como la de corrección se limitan a una región estrecha a ambos lados de la interfase [21]. De esta
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manera, la fase de corrección puede limitarse a dicha región estrecha ahorrándose iteraciones, puesto
que la condición de jgrad 'ij = 1; para i = 1; :::; n, tan sólo debería cumplirse en esta región. Anchuras
típicas de la misma son del orden de 3±-4± centradas en la interfase (ver Figura 2-17).
2.7. Aplicaciones
Se presentan aquí varios ejemplos de aplicación del método descrito con anterioridad para el
tratamiento de ‡ujos con super…cie libre: el problema de Riemann en lecho mojado, el problema
de Riemann en lecho seco, ‡uidos en rotación y caída de fangos en ríos. Estas aplicaciones ilustran el
comportamiento de dos y tres ‡uidos inmiscibles e incompresibles tratados con el método de level-set
para el seguimiento de las interfases entre ellos.
2.7.1. El problema de Riemann en lecho mojado
Se trata en este ejemplo de ver la evolución de la interfase entre dos ‡uidos newtonianos uno que
representa el agua de densidad 1000 Kg m¡3, y otro que representa el aire de densidad 1 Kg m¡3,
ambos de viscosidad nula. Se considera, por tanto, el dominio formado por los dos ‡uidos y se estudia
el movimiento de ambos.
Inicialmente se supone que el agua ocupa una región del dominio de altura 20 m y se propaga
sobre un lecho del mismo material de altura 2.5 m. El resto del dominio se encuentra lleno de aire.
El movimiento de ambos ‡uidos en este tipo de problemas se desencadena por la única acción de la
gravedad, de manera que las condiciones iniciales de presión y velocidad son nulas. Las condiciones
de contorno son las mostradas en la Figura 2-18. En el contorno correspondiente al ‡ujo entrante se
toma u = 0 dejándose libres la presión y la componente vertical de la velocidad v. En el contorno de
‡ujo saliente se toma p = 0 sin prescribir ningún valor para las velocidades. En el resto del contorno
se toma u = v = 0; dejándose libre la presión.
Se ha utilizado para este ejemplo una malla de 30 m de altura por 80 m de anchura. Dicha malla
se encuentra compuesta por 3182 elementos triangulares lineales y 1695 nodos (ver Figura 2-18).
En la Figura 2-19 se puede ver la evolución de la interfase entre los dos ‡uidos, mientras que las
Figuras 2-20 y 2-21 muestran la evolución de los valores de la presión y de los vectores velocidad.
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Figura 2-18: Problema de Riemann en lecho mojado: condiciones de contorno y malla computacional.
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Figura 2-19: Problema de Riemann en lecho mojado: evolución de la interfase.
2.7. Aplicaciones 71
Figura 2-20: Problema de Riemann en lecho mojado: evolución de la presión.
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Figura 2-21: Problema de Riemann en lecho mojado: evolución de los vectores velocidad.
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2.7.2. El problema de Riemann en lecho seco
Al igual que en el ejemplo anterior, se trata de ver la evolución de la interfase entre dos ‡uidos
newtonianos uno que representa el agua de densidad 1000 Kg m¡3, y otro que representa el aire de
densidad 1 Kg m¡3, ambos de viscosidad nula. Se considera, por tanto, el dominio formado por los
dos ‡uidos y se estudiará el movimiento de ambos.
Partimos de condiciones análogas a las del caso anterior (problema de Riemann en lecho mojado)
con la diferencia de que el agua se propaga sobre un lecho seco, manteniéndose el resto de las condiciones
idénticas. De esta manera, el agua ocupa inicialmente una región de altura 20 m mientras que el resto
del dominio se encuentra lleno de aire. Como ya se vio en el caso anterior, el movimiento de ambos
‡uidos en este tipo de problemas se desencadena por la única acción de la gravedad, de manera que las
condiciones iniciales de presión y velocidad son nulas. Las condiciones de contorno son las mostradas
en la Figura 2-22. En el contorno correspondiente al ‡ujo entrante se toma u = 0 dejándose libres la
presión y la componente vertical de la velocidad v. En el contorno de ‡ujo saliente se toma p = 0 sin
prescribir ningún valor para las velocidades. En el resto del contorno se toma u = v = 0; dejándose
libre la presión.
Se ha utilizado para este ejemplo una malla de 30 m de altura por 80 m de anchura. Dicha malla
se encuentra compuesta por 2150 elementos triangulares lineales y 1171 nodos (ver Figura 2-22).
En la Figura 2-23 se puede ver la evolución de la interfase entre los dos ‡uidos, mientras que las
Figuras 2-24 y 2-25 muestran la evolución de los valores de la presión y de los vectores velocidad.
2.7.3. Fluidos en rotación
En este ejemplo se estudia el movimiento de dos ‡uidos en rotación en el interior de una cavidad
circular de 2 m de radio, donde se ha ignorado el efecto de la gravedad. Se le imprime al sistema
una velocidad tangencial uniforme de 6 m s¡1 en sentido horario, tomándose como nula la velocidad
normal. La presión no se prescribe nada más que en un nodo de la parte inferior del contorno tomando
en este punto el valor de p = 0 (ver Figura 2-26). Inicialmente la presión es nula en todo el dominio.
Los ‡uidos en estudio son aire (‡uido newtoniano), con ½ = 1 Kg m¡3 y ¹ = 0 Pa s, y un ‡uido
de Bingham con ½ = 1500 Kg m¡3, ¹ = 100 Pa s y ¿y;0 = 40 Pa.
La malla utilizada en este ejemplo consta de 2910 elementos triangulares lineales y 1520 nodos, tal
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Figura 2-22: Problema de Riemann en lecho seco: condiciones de contorno y malla computacional.
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Figura 2-23: Problema de Riemann en lecho seco: evolución de la interfase.
76 Capítulo 2. Modelos completos para ‡ujos con super…cie libre
Figura 2-24: Problema de Riemann en lecho seco: evolución de la presión.
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Figura 2-25: Problema de Riemann en lecho seco: evolución de los vectores velocidad.
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y como se muestra en la Figura 2-26.
En las Figuras 2-27, 2-28 y 2-29 se dan la evolución de la interfase entre los dos ‡uidos, la presión
y los vectores velocidad durante la primera rotación.
2.7.4. Caída de fangos en ríos
Se estudia en este ejemplo la interacción entre tres ‡uidos distintos. El fenómeno en estudio consiste
en el deslizamiento de una ladera por efecto de la gravedad y consecuente caída en un río o embalse.
Para ello se ha utilizado la malla mostrada en la Figura 2-30 que consta de 5180 elementos triangulares
lineales y 2679 nodos. Las condiciones de contorno son u = v = 0 en todo el contorno y p = 0 en las
dos esquinas superiores, tal y como se muestra en la Figura 2-30. Los valores iniciales de presión y
velocidad son nulos.
Vamos a estudiar dos casos:
En el primero se trata el problema de tres ‡uidos newtonianos de manera que el ‡uido 1 representa
una ladera con propiedades ½ = 2000 Kg m¡3 y ¹ = 10¡2 Pa s, el ‡uido 2 representa el agua con
½ = 1000 Kg m¡3 y ¹ = 10¡2 Pa s y el ‡uido 3 representa el aire con ½ = 1 Kg m¡3 y ¹ = 10¡5 Pa s.
En las Figuras 2-31, 2-32 y 2-33 se muestran los resultados de la evolución de las interfases, la presión
y los vectores velocidad.
En el segundo caso el ‡uido 1 es un ‡uido friccional con ½ = 3000 Kg m¡3, ¹ = 0.1 Pa s y Á = 8o,
mientras que los ‡uidos 2 y 3 representan el agua (½ = 1000 Kg m¡3 y ¹ = 10¡2 Pa s) y el aire (½ = 1
Kg m¡3 y ¹ = 10¡5 Pa s) respectivamente. Los resultados para la evolución de las interfases, de la
presión y de los vectores velocidad se dan en las Figuras 2-34, 2-35 y 2-36.
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Figura 2-26: Fluidos en rotación: condiciones de contorno y malla computacional.
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Figura 2-27: Fluidos en rotación: evolución de la interfase en la primera rotación.
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Figura 2-28: Fluidos en rotación: evolución de la presión en la primera rotación.
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Figura 2-29: Fluidos en rotación: evolución de los vectores velocidad en la primera rotación.
2.7. Aplicaciones 83
Figura 2-30: Caída de fangos en ríos: condiciones de contorno y malla computacional.
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Figura 2-31: Caída de fangos en ríos: evolución de las interfases para tres ‡uidos newtonianos.
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Figura 2-32: Caída de fangos en ríos: evolución de los valores de la presión para tres ‡uidos newtonianos.
86 Capítulo 2. Modelos completos para ‡ujos con super…cie libre
Figura 2-33: Caída de fangos en ríos: evolución de los vectores velocidad para tres ‡uidos newtonianos.
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Figura 2-34: Caída de fangos en ríos: evolución de las interfases para el caso en que el ‡uido 1 es un
‡uido friccional con Á = 8o.
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Figura 2-35: Caída de fangos en ríos: evolución de la presión para el caso en que el ‡uido 1 es un ‡uido
friccional con Á = 8o.
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Figura 2-36: Caída de fangos en ríos: evolución de los vectores velocidad para el caso en que el ‡uido
1 es un ‡uido friccional con Á = 8o.
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Capítulo 3
Modelos integrados en profundidad
3.1. Introducción
Muchos de los problemas que aparecen en Hidráulica Ambiental requieren un gran tiempo de res-
olución cuando se emplean los modelos completos descritos en el capítulo anterior, debido al elevado
número de grados de libertad. Sin embargo, en muchas ocasiones, la estructura de estos ‡ujos per-
mite, integrando en su espesor, reducir de manera considerable el número de grados de libertad y, por
tanto, el tiempo de cálculo. Estos modelos se denominan integrados en profundidad y pueden apli-
carse a problemas como el ‡ujo de lodos de balsas mineras tras su rotura, deslizamientos de laderas,
hidrodinámica de ríos, etc.
En este capítulo se describirán las ecuaciones que gobiernan estos fenómenos así como las técnicas
de discretización empleadas para desarrollar herramientas de simulación.
Es importante destacar que existen otros procesos cuyas ecuaciones diferenciales parciales son
muy parecidas a las que rigen los anteriormente mencionados, tales como las corrientes producidas
por mareas, propagación y ampli…cación de ondas largas, tsunamis, etc.
La no linealidad de las ecuaciones citadas permite reproducir también los problemas (tanto esta-
cionarios como transitorios) de formación de ondas de choque, formación de ondas en movimientos
supercríticos, propagación de frentes en ríos y embalses o propagación de ondas producidas por rotura
de presas.
En el presente capítulo se ha utilizado el método de dos pasos de Taylor-Galerkin, basado en la
93
94 Capítulo 3. Modelos integrados en profundidad
ecuación transitoria completa, así como un esquema de Runge-Kutta de cuarto orden para tener en
cuenta la contribución de los términos de fuente. Con este método, las soluciones estacionarias se
obtienen como caso particular del transitorio.
Por otro lado, el tipo de elementos que se ha utilizado ha sido triángulos lineales en dos dimen-
siones, ya que ofrecen la máxima ‡exibilidad geométrica para adaptarse a contornos complejos y para
incorporar en el esquema general procedimientos adaptativos. Además, la utilización de mallas no
estructuradas permite a su vez el diseñar mallas adaptadas a problemas en forma óptima, objetivo
difícilmente alcanzable mediante las típicas mallas estructuradas empleadas en los métodos de Difer-
encias Finitas y Volúmenes Finitos convencionales.
La secuencia de este capítulo es la siguiente. En primer lugar se describen los modelos matemáti-
cos hidrodinámicos de las ecuaciones de onda en profundidades reducidas. A continuación se da una
descripción de los modelos reológicos integrados en profundidad así como de las leyes de fricción con
el fondo propuestas. Seguidamente se describen dos alternativas para llevar a cabo la discretización
numérica, esto es, el método basado en el procedimiento de Galerkin a lo largo de las líneas característi-
cas (CBG) y el método de dos pasos de Taylor-Galerkin, procediéndose a una posterior discusión sobre
el problema de la integración de las fuentes y la consecuente utilización del método de Runge-Kutta
de cuarto orden para llevar a cabo esta tarea. Finalmente se presentan varios ejemplos de validación,
así como algunas de las aplicaciones hidrodinámicas del método propuesto.
3.2. Modelos matemáticos hidrodinámicos
El modelo aquí utilizado para resolver el problema de super…cie libre se basa en la solución de las
ecuaciones integradas en profundidad.
Dichas ecuaciones se obtienen a partir de las ecuaciones de Navier-Stokes considerando un ‡uido
incompresible e isotérmico y suponiendo que la componente vertical de la aceleración es despreciable.
Finalmente las ecuaciones de onda en profundidades reducidas se obtienen integrando en profundidad
las ecuaciones de conservación del momento y de la masa y haciendo uso de la regla de Leibnitz. Los
detalles de esta derivación pueden encontrarse en libros de texto tales como [35] [41].
Existen dos formulaciones distintas para resolver este problema. Para el caso de deslizamientos de
laderas, ‡ujos de derrubios, etc. es preferible hacer uso de la formulación h-Z, mientras que en caso
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Figura 3-1: Ecuaciones de onda en profundidades reducidas: notación.
de propagación de olas en embalses se recomienda el uso de la formulación h-´. Esto es consecuencia
del nivel tomado como referencia a partir del cual se calculan las perturbaciones, siendo en el primer
caso el nivel de referencia la super…cie de deslizamiento mientras que en el segundo se trata del nivel
del ‡uido en reposo. Ambas formulaciones se detallan a continuación.
3.2.1. Ecuaciones de onda en profundidades reducidas: formulación h-´
Usando la notación descrita en la Figura 3-1, las ecuaciones integradas en profundidad son:
@h
@t
+
@
@x
(uh) +
@
@y
(vh) = 0
@
@t
(uh) +
@
@x
(u2h) +
@
@y
(uvh) = ¡gh@´
@x
+
1
½
@
@x
(h¾xx) +
1
½
@
@y
(h¾xy) +
¿Sx
½
+
¿Bx
½
+
rx
½
¡ h
½
@pa
@x
@
@t
(vh) +
@
@x
(uvh) +
@
@y
(v2h) = ¡gh@´
@y
+
1
½
@
@x
(h¾yx) +
1
½
@
@y
(h¾yy) +
¿Sy
½
+
¿By
½
+
ry
½
¡ h
½
@pa
@y
donde u y v son las componentes de la velocidad promediadas en profundidad, ¾ es el tensor de
tensiones promediado en profundidad, r es el vector de la fuerza de Coriolis, pa es la presión atmosférica
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y ½ es la densidad del ‡uido.
¿S y ¿ B son los vectores de tracción en la super…cie libre (aire) y en el fondo (fricción):
¿Si = ¾ij ¢ nj jZ+h (3.1)
¿Bi = ¾ij ¢ nj jZ
Estas ecuaciones pueden escribirse de manera más compacta de la siguiente manera:
@h
@t
+div(¹U) = 0 (3.2)
@ ¹U
@t
+ div(¹u- ¹U) = ¡gh grad ´ + 1
½
div(h¹¾) +
¿ S
½
+
¿B
½
+
r
½
¡ h
½
grad pa (3.3)
donde ¹U = ¹uh:
En favor de una mayor sencillez y sin pérdida de generalidad, la contribución de los términos
debidos a la fuerza de Coriolis, las tracciones con el aire y los gradientes de presión atmosférica se
ignorarán de ahora en adelante.
En lo que respecta a la fricción con el fondo, ¿B; más adelante se discutirán las distintas leyes de
fricción a tener en cuenta.
Para la reproducción precisa de fuertes discontinuidades u ondas de choque haciendo uso de es-
quemas numéricos, tales como el método de dos pasos de Taylor-Galerkin, es necesario que las leyes
de conservación se encuentren escritas en forma conservativa. Sin embargo, debido a la existencia de
la componente grad ´, las ecuaciones (3.2) y (3.3) no están escritas de esta manera. Para conseguir
esto, podemos reescribir estas ecuaciones teniendo en cuenta que
¡gh grad ´ = ¡grad
µ
g
h2 ¡H2
2
¶
+ g(h ¡H)grad H
resultando
@h
@t
+div(¹U) = 0 (3.4)
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@ ¹U
@t
+ div
µ
¹u - ¹U +
µ
g
h2 ¡ H2
2
¶
I
¶
= g(h¡ H)grad H + 1
½
div(h¹¾) +
¿B
½
(3.5)
donde I es el tensor unitario de segundo orden.
Ahora, introduciendo
ÁT = (h;hu;hv)
FTx =
µ
hu;hu2 + g
h2 ¡ H2
2
;huv
¶
FTy =
µ
hv; huv;hv2 + g
h2 ¡ H2
2
¶
GTx =
µ
0; ¡1
½
h¾xx;¡1½h¾yx
¶
GTy =
µ
0; ¡1
½
h¾xy; ¡1½h¾yy
¶
ST =
Ã
0; g(h¡ H)@H
@x
+
¿Bx
½
;g(h ¡H)@H
@y
+
¿By
½
!
podemos escribir estas ecuaciones de manera conservativa
@Á
@t
+ @Fj
@xj
+ @Gj
@xj
= S
Esta formulación h-´ es la base para la solución de problemas hidrodinámicos costeros utilizando
el Método de los Elementos Finitos [27] [34] [41].
3.2.2. Ecuaciones de onda en profundidades reducidas: formulación h-Z
Siguiendo el mismo propósito de escribir las ecuaciones de onda en profundidades reducidas de
manera conservativa puede considerarse que, puesto que
Z + H + ´ = Z + h (3.6)
y
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Z + H = cte
podemos escribir [29] [30]
grad ´ = grad(h+ Z)
dando lugar a
@h
@t
+div(¹U) = 0 (3.7)
@ ¹U
@t
+div
µ
¹u - ¹U + gh
2
2
I
¶
= ¡gh grad Z + 1
½
div(h¹¾) +
¿B
½
(3.8)
En este caso tendríamos que
@Á
@t
+
@Fj
@xj
+
@Gj
@xj
= S
con
ÁT = (h; hu;hv)
FTx =
µ
hu;hu2 + gh
2
2
; huv
¶
FTy =
µ
hv; huv;hv2 + gh
2
2
¶
GTx =
µ
0; ¡1
½
h¾xx; ¡1½h¾yx
¶
GTy =
µ
0; ¡1
½
h¾xy; ¡1½h¾yy
¶
ST =
Ã
0; ¡gh@Z
@x
+
¿Bx
½
; ¡gh@Z
@y
+
¿By
½
!
Esta formulación h-Z no requiere el conocimiento del valor del nivel de ‡uido en reposo, esto es, de
H . Este punto puede ser de relevancia en problemas que implican zonas de secado-mojado. Por ello esta
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formulación es más apropiada para el análisis de rotura de presas, problemas de ‡ujos de derrubios, etc.,
aunque también puede usarse para el caso de problemas de ingeniería costera [29] [30]. No obstante,
los métodos numéricos desarrollados más adelante pueden aplicarse a ambas formulaciones puesto que
sólo requieren la incorporación de las correspondientes expresiones para el tensor de ‡ujo convectivo,
F, el tensor de ‡ujo difusivo, G; y el vector de fuentes, S:
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Según Malvern [19], el tensor de tensiones se expresa como
¾ = ¡pI+ F (D)
donde p es una presión termodinámica y D es el tensor velocidad de deformación.
Considerando un ‡uido isotrópico
F (D) = Á0I+ Á1D + Á2D2
donde Ái es una función de los tres invariantes de D, esto es, I1;D = tr(D); I2;D = 12tr(D
2) y
I3;D = 13tr(D
3): Sin embargo, teniendo en cuenta que el ‡uido es incompresible, I1;D = 0: Se supone
además que la dependencia de I3;D es muy pequeña [4] y que Á2 = 0: Resulta entonces,
¾ = ¡pI +Á0 (I2;D) I +Á1 (I2;D)D
Descomponiendo ahora la tesión en las componentes principal y desviadora
¾ = ¡¹pI+ ¿
la ecuación constitutiva puede escribirse como
¾ = ¡¹pI+Á1 (I2;D)D
donde
¡¹p = ¡p+ Á0
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Por conveniencia, la barra que denota la componente principal del tensor de tensiones, ¹p; será
omitida de aquí en adelante.
De esta manera, y haciendo uso del modelo de Chen y Ling [4], podemos escribir la ley reológica
siguiente para un ‡uido viscoplástico simple:
¾ = ¡pI+
Ã
¿yp
I2;D
+2¹ j4I2;Dj ´¡12
!
D (3.9)
Los materiales de Mohr-Coulomb con cohesión ¿y;0 y ángulo interno de fricción Á pueden incluirse
en esta formulación escribiendo la tensión de ‡uencia, ¿y, como
¿y = ¿y;0 cosÁ + p sinÁ
Por lo tanto, una vez que los parámetros ¿y;0; Á y ´ son conocidos, el comportamiento del ‡uido
se encuentra completamente caracterizado. Reologías típicas como la newtoniana, Bingham, etc., se
obtienen como casos particulares de esta ecuación constitutiva tal y como se describe a continuación.
Fluido newtoniano. Este ‡uido se obtiene tomando ¿y = 0 y ´ = 1
¾ = ¡pI+2¹D
Los resultados experimentales obtenidos por Bagnold [1] muestran que el comportamiento de una
dispersión de partículas granulares en un ‡uido viscoso a velocidades bajas de deformación en la
región macro-viscosa, donde dominan los efectos viscosos, puede reproducirse con un modelo de ‡uido
newtoniano, donde la viscosidad dinámica del ‡uido se corrige con un factor que tiene en cuenta la
concentración lineal del material
¹¤ = (1 +¸)
µ
1 +
1
2
¸
¶
¹
donde ¸ es la concentración lineal de…nida como:
1
¸
=
µ
Cm¶ax
C
¶1
3 ¡ 1
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y C y Cm¶ax son la concentración y la concentración máxima posible, que para esferas viene dada por
¼
3
p
2
= 0.74: Por tanto, el papel de la concentración de partículas granulares consiste en aumentar la
viscosidad efectiva de la mezcla.
Fluido de Bingham. El ‡uido de Bingham se obtiene suponiendo ¿y = ¿y;0; Á = 0 y ´ = 1:
¾ = ¡pI+
Ã
¿y;0p
I2;D
+2¹
!
D
Para una mezcla de agua y suelo con una fracción de arcilla superior al 10 %, debido a la interacción
entre las partículas de arcilla, es probable la aparición de una tensión de ‡uencia por lo que sería
aplicable un modelo de tipo viscoplástico como el de Bingham o el de Herschel-Bulkley [16]. Por lo
tanto, este modelo se utiliza básicamente para ‡ujos viscosos de derrubios o de fangos en régimen
laminar.
Fluido friccional. El ‡uido friccional se obtiene considerando ¿y;0 = 0 y ´ = 1:
¾ = ¡pI+
Ã
p sin Áp
I2;D
+ 2¹
!
D
Para un ‡ujo tangencial simple (u,v = 0,w), puesto que D22 = 0 y D33 = ¡D11; las tensiones
vienen dadas por
¾11 = ¡p
Ã
1 ¡ D11p
D211 + D213
sinÁ
!
+2¹D11
¾33 = ¡p
Ã
1 +
D11p
D211 + D213
sinÁ
!
¡ 2¹D11
¾13 = p
D13p
D211 +D
2
13
sin Á +2¹D13
que pueden escribirse también como
¾11 = ¡p(1 ¡ cos » sin Á) + 2¹D11
¾33 = ¡p(1 +cos » sin Á) ¡ 2¹D11
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¾13 = psin » sinÁ + 2¹D13
siendo » = ¼2 ¡Á:
Estas componentes de la tensión satisfacen el criterio de Mohr-Coulomb en el caso límite para el
que D ! 0. Otro aspecto interesante es que j¾11j < j¾33j si cos » > 0, es decir, D11 > 0 (estado
activo), y j¾11j > j¾33j si cos » < 0, es decir, D11 < 0 (estado pasivo).
Para poder ser usada en las ecuaciones del momento, la ecuación (3.9) debe integrarse en profun-
didad y promediarse. Sin embargo, puesto que la estructura del ‡ujo en la dirección z se pierde debido
a la integración en profundidad y tan sólo serán disponibles las cantidades promediadas, no se trata
de una tarea trivial.
La aproximación propuesta es considerar una ecuación constitutiva integrada en profundidad donde
la tensión promediada en profundidad es una función de la presión y del tensor velocidad de deforma-
ción promediado en profundidad
¾ = ¡¹pI+
Ã
¹¿yp
I2; ¹D
+2¹
¯¯
4I2; ¹D
¯¯ ´¡1
2
!
D (3.10)
donde ¹Dij = 12
³
@ ¹ui
@xj +
@¹uj
@xi
´
para i; j = 1;2 y ¹p = ¡12½gh:
Suponiendo que la estructura del ‡ujo en la dirección z corresponde a un ‡ujo tangencial simple
(u,v = 0,w ), estacionario y laminar, en los casos de un ‡uido newtoniano y friccional puro (con cohesión
nula), la correspondiente velocidad de deformación promediada vendrá dada por la expresión:
@¹u
@z
=
3¹u
2h
mientras que si consideramos la distribución de velocidad presentada en la Figura 3-2 para un ‡uido
de Bingham, la correspondiente velocidad de deformación promediada será
@¹u
@z
= 3
2 + ¿y¿ B
¹u
h
(3.11)
donde ¿B es la fuerza de resistencia del fondo.
La fuerza de resistencia del fondo y la velocidad promediada considerada están relacionadas, en el
caso de los ‡uidos de Bingham, por
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Figura 3-2: Distribución de velocidades en la dirección perpendicular a la super…cie de la base para
un ‡uido de Bingham.
¹u =
¿B
6¹
h
³
1 ¡ ¿y
¿B
´2³
2 +
¿y
¿B
´
(3.12)
que puede escribirse como un polinomio de tercer orden
»3 ¡ (3 + a) » +2 = 0 (3.13)
donde » = ¿y=¿B y a = (6¹ ¹u)= (h ¿y) : La solución se encuentra dentro del intervalo [0;1]:
Con el …n de evitar el esfuerzo computacional requerido para resolver esta ecuación no lineal para
cada paso de tiempo y en cada elemento, se han propuesto un cierto número de aproximaciones [22]
(ver Figura 3-3).
La propuesta de ese trabajo está basada en una técnica de economización de polinomios [22]. Puede
demostrarse que la mejor aproximación de segundo orden del polinomio de tercer orden (3.13) está
dada por
3
2
»2 ¡
µ
114
32
+ a
¶
» +
65
32
= 0 (3.14)
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Figura 3-3: Comparación de las diferentes soluciones para la altura en un ‡uido de Bingham.
con un error máximo de 1=32 en el intervalo [0;1]. La solución de esta última ecuación para » resulta
ser el valor de ¿B que será utilizado en la ecuación (3.11).
El término ¹D33 se calcula teniendo en cuenta la condición de incompresibilidad ¹D33 = ¡¡ ¹D11 + ¹D22¢ :
Por tanto, siguiendo esta aproximación, todas las componentes de ¹¾ y ¹D se calculan a partir de la
información existente del ‡ujo y del valor calculado de
p
I2; ¹D:
3.4. Leyes de fricción con el fondo
Tan sólo existen soluciones analíticas que permiten obtener la fricción en el fondo en muy pocos
casos: ‡ujo tangencial simple, estacionario y uniforme. Sin embargo se hace la aproximación de suponer
que la relación entre la fricción y la velocidad media es la misma que en las condiciones ideales
empleando la ley de fricción en función de la velocidad media así obtenida.
En el caso de tratarse de un ‡uido newtoniano en régimen laminar la expresión a tener en cuenta
sería la siguiente:
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¿B = ¡3¹
h
¹u (3.15)
donde ¹ es la viscosidad dinámica y h la altura de la capa límite.
Por otro lado, para un ‡uido de Bingham en régimen laminar tendríamos, como ya hemos visto en
la sección 3.3:
¹u = ¡¿
B
6¹
h
µ
1 ¡ ¿yj¿Bj
¶2 µ
2 +
¿y
j¿ Bj
¶
(3.16)
Otra posibilidad, aplicable cuando el comportamiento de la masa que desliza se aproxima por un
‡uido de Herschel-Bulkley,
¿ = ¿y +K _°n
con _° = @u@z , siendo K la viscosidad plástica, es utilizar la ecuación dada por Coussot [5]
¿ B = ¡¿y
"
1 + 1.93
µ
¿y
K
µ
h
j¹uj
¶n¶¡0.9# ¹u
j¹uj (3.17)
La tensión de ‡uencia, ¿y; y la viscosidad plástica, K; pueden estimarse a partir de la concentración
porcentual (por unidad de volumen) de sólidos en el ‡uido de acuerdo con O’Brien y Julien [20].
En el caso de la aparición de turbulencia, existe una dependencia de las características de la
super…cie del fondo y se produce un gran aumento de la resistencia del fondo respecto del caso laminar.
El cambio de laminar a turbulento puede predecirse usando el número deHedstrom y los valores críticos
del número de Reynolds propuesto por Hanks y Pratt [10].
En este caso, puede aplicarse la ecuación de Chezy-Manning utilizada para ‡uidos newtonianos
[27] [42]
¿B = ¡½gn
2 j¹uj
h
7
3
¹u (3.18)
donde n es el número de Manning, ½ la densidad y g la constante de la gravedad.
Además, Hungr y sus colaboradores [7] [12], han encontrado que la reología de Voellmy, introducida
en primer lugar para avalanchas de nieve, proporciona resultados satisfactorios para avalanchas de
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rocas
¿ B = ¡
µ
pB tan ± 1j¹uj + ½g
j¹uj
³
¶
¹u (3.19)
siendo pB la presión en el fondo y ± el ángulo de fricción con el fondo.
Este modelo introduce un término de fricción debido a la disipación turbulenta. El coe…ciente de
turbulencia ³ incorpora implícitamente el grosor de la capa base donde tendría lugar la mayor parte
de la deformación tangencial en materiales granulares.
Finalmente, para materiales friccionales, podría ser apropiada la fricción de Coulomb
¿ B = ¡pB tan± ¹uj¹uj (3.20)
En algunos casos, cuando el material de la masa que se propaga y el material del fondo son los
mismos, el ángulo de fricción con el fondo, ±; y el ángulo interno de fricción, Á; de la masa que desliza
pueden ser el mismo. Se supondrá aquí que, en el caso general, ± y Á son diferentes.
Debe hacerse notar que el ángulo interno aparente de fricción y, por lo tanto, la fricción en el fondo
puede cambiar a medida que evoluciona la presión intersticial debido al proceso de consolidación.
Esto fue destacado por Hutchinson [13], quien propuso un modelo simpli…cado de consolidación para
predecir distancias de deslizamiento de ‡ujos, y por Hungr [12], que incorporó un ángulo de fricción
efectivo, ±0
tan ± = (1 ¡ ru) tan ±0
donde el factor ru es la razón entre la presión intersticial y la tensión total normal a la super…cie
del fondo. Este factor de presión intersticial puede considerarse como una función del espacio o del
tiempo.
Se propone aquí, al igual que se hizo en [21] [23] [24] [25], considerar un factor de presión intersticial
dependiente del tiempo, basado en la solución de la consolidación vertical de una capa de sólido de
espesor hs
ru = r0u exp
µ
¡ t
Tv
¶
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donde r0u =
³
1 ¡ tan±0tan±0
´
, Tv = 4h
2
s
¼2cv
, cv es el coe…ciente de consolidación y ±0 y ±0 son los ángulos de
fricción efectivo e inicial respectivamente.
De acuerdo con esta aproximación, el ángulo de fricción que será usado en la ecuación (3.20) es
una función dependiente del tiempo y de los ángulos de fricción efectivo, ±0; e inicial , ±0;
tan ± = tan ±0 +
¡
tan ±0 ¡ tan ±0¢ exp µ¡ tTv
¶
Podemos resumir las anteriores leyes de fricción con el fondo en la siguiente tabla [9]:
Flujos de barro Laminar Newtoniano ¿ B = ¡3¹h ¹u
Bingham ¹u = ¡¿ B6¹ h
³
1 ¡ ¿yj¿B j
´2 ³
2 + ¿yj¿ Bj
´
Coussot ¿B = ¡¿y
·
1 + 1.93
³
¿y
K
³
h
j¹uj
´n´¡0.9¸
¹u
j¹uj
Turbulento Chezy-Manning ¿B = ¡½gn2 j¹uj
h
7
3
¹u
Flujos granulares Voellmy ¿B = ¡
³
pB tan ± 1j¹uj + ½g
j¹uj
³
´
¹u
(arcilla <10 %) Coulomb ¿ B = ¡pB tan± ¹uj¹uj
3.5. Discretización
Hay un gran número de métodos para resolver los problemas de convección dominante como es
el caso que nos ocupa. Es bien conocido que el método de Elementos Finitos estándar de Galerkin
a menudo da lugar a soluciones oscilatorias. Por este motivo, deben emplearse algoritmos especiales
como pueden ser, entre otros, los denominados Streamline Upwind Petrov-Galerkin, Galerkin Mínimos
Cuadrados, Taylor-Galerkin o Galerkin basado en las características. Respecto de los dos primeros,
cabe decir que se emplean fundamentalmente para obtener estados estacionarios, y que en problemas
transitorios introducen demasiada difusión numérica. Respecto de los métodos de Taylor-Galerkin y de
Galerkin-Características, cabe decir que, en el contexto del Método de los Elementos Finitos, debido
a su precisión y sencillez, el algoritmo de dos pasos de Taylor-Galerkin desarrollado por Peraire [27]
ha sido ampliamente utilizado para resolver las ecuaciones de onda en profundidades reducidas [34]
y problemas de rotura de presas [28], si bien existen otras alternativas, como el procedimiento de
Galerkin a lo largo de las líneas características (CBG) que se detalla a continuación [41].
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Figura 3-4: Procedimiento de Galerkin a lo largo de las líneas características.
No obstante, hay que destacar que, en el caso de problemas no lineales, el método de Galerkin
basado en las características presenta mayor difusión que el Taylor-Galerkin [34]. Además, como se
mostrará más adelante, cuando son importantes los términos de fuente, se ha encontrado que los
mejores resultados se obtienen aplicando el método de Taylor-Galerkin junto con el algoritmo de
Runge-Kutta de cuarto orden para la integración de los términos de fuente.
3.5.1. Procedimiento de Galerkin a lo largo de las líneas características
Son posibles muchas variaciones de este tipo de esquemas, sin embargo todas ellas son algo comple-
jas de programar y caras en su utilización. Por esta razón se desarrolló una alternativa más sencilla en
la que las di…cultades se evitaron a expensas de introducir una estabilidad condicional. Este método
se publicó por primera vez en 1984 [38], y está descrito en numerosas publicaciones [17] [18] [39] [40].
Su obtención incorpora un desarrollo de Taylor local que se esquematiza en la Figura 3-4.
Sea la ecuación
@Á
@t +
@Fi
@xi
+
@Gi
@xi
+ S = 0 (3.21)
donde Á es el vector de incógnitas, F es el tensor de ‡ujo convectivo, G es el tensor de ‡ujo difusivo
y S es el vector de fuentes.
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Consideremos el caso monodimensional en el que F = F (Á); u = @F@Á ; G = ¡k @Á@x y S = S(Á;x):
@Á
@t
+ u@Á
@x
¡ @
@x
µ
k@Á
@x
¶
+S = 0 (3.22)
El problema así de…nido es no lineal a no ser que u sea constante. Sin embargo, la ecuación no
conservativa (3.22) admite la variación espacial de u y es bastante general.
Si consideramos un cambio en la variable independiente x tal que
dx0 = dx¡ udt (3.23)
Teniendo en cuenta que Á = Á(x0; t) tenemos
µ
@Á
@t
¶
x const
=
@Á
@x0
@x0
@t
+
µ
@Á
@t
¶
x0 const
= ¡u @Á
@x0 +
µ
@Á
@t
¶
x0 const
(3.24)
de manera que podemos escribir la ecuación monodimensional (3.22) como
@Á
@t
¡ @
@x0
µ
k
@Á
@x0
¶
+ S = 0 (3.25)
Puede verse que, en la coordenada móvil x0, el término convectivo desaparece y los términos de
difusión y de fuentes son cantidades promediadas a lo largo de las características. Así, la ecuación
(3.25) es autoadjunta y la aproximación espacial de Galerkin es óptima.
La discretización temporal de la ecuación (3.25) a lo largo de la característica (Figura 3-4) es la
siguiente
1
¢t
¡
Án+1 ¡ Ánj(x¡±)
¢ ¼ µ· @
@x
µ
k
@Á
@x
¶
¡S
¸n+1
+(1 ¡ µ)
·
@
@x
µ
k
@Á
@x
¶
¡S
¸n
j(x¡±) (3.26)
donde (x¡±) es el origen de las líneas características en la Figura 3-4 y µ es igual a cero para la forma
explícita y varía entre cero y la unidad para las formas semi y completamente implícita.
Utilizando un desarrollo en serie de Taylor, puede aproximarse Ánj(x¡±) hasta el segundo orden
utilizando valores de…nidos en el tiempo n:
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Ánj(x¡±) ¼ Án ¡ ±@Á
n
@x
+
±2
2
@2Án
@x2
(3.27)
y suponiendo µ = 1=2
1
2
@
@x
µ
k
@Á
@x
¶
j(x¡±) ¼ 12
@
@x
µ
k
@Á
@x
¶n
¡ ±2
@
@x
·
@
@x
µ
k
@Á
@x
¶n¸
(3.28)
1
2
Sj(x¡±) ¼ S2
n
¡ ±
2
@Sn
@x
(3.29)
donde ± es la distancia recorrida por la partícula en la dirección x (Figura 3-4) que es
± = ¹u¢t (3.30)
siendo ¹u un valor promediado a lo largo de las características. Diferentes aproximaciones de ¹u dan
lugar a diferentes términos de estabilización. Normalmente se utiliza la siguiente relación [44] [45]
¹u = un ¡ un¢t@u
n
@x
(3.31)
Sustituyendo las expresiones (3.27)-(3.31) en (3.26), obtenemos
Án+1 ¡Án = ¡¢t
"
un@Á
n
@x
¡ @
@x
µ
k@Á
@x
¶n+1=2
+Sn+1=2
#
+
+¢t
·
¢t
2
@
@x
µ
u2
@Á
@x
¶
¡ ¢t
2
u
@2
@x2
µ
k
@Á
@x
¶
+
¢t
2
u
@S
@x
¸n
(3.32)
donde
@
@x
µ
k
@Á
@x
¶n+1=2
=
1
2
@
@x
µ
k
@Á
@x
¶n+1
+
1
2
@
@x
µ
k
@Á
@x
¶n
(3.33)
Sn+1=2 =
Sn+1 + Sn
2
(3.34)
En la ecuación (3.32) se han despreciado los términos de orden superior.
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Para el caso de problemas multidimensionales, la ecuación (3.32) puede escribirse en notación
indicial, y aproximando los términos en n +1=2 por términos en n (para la forma explícita) tenemos
Án+1 ¡Án = ¡¢t
·
uj
@Á
@xj
¡ @
@xi
µ
k @Á
@xi
¶
+S
¸n
+
+¢t
·
¢t
2
@
@xi
µ
uiuj
@Á
@xj
¶
¡ ¢t
2
uk
@
@xk
µ
@
@xi
µ
k
@Á
@xi
¶¶
+
¢t
2
ui
@S
@xi
¸n
(3.35)
Otra aproximación para ¹u es [44]
¹u =
un+1 + unj(x¡±)
2
(3.36)
Haciendo uso del desarrollo de Taylor
unj(x¡±) ¼ un ¡un¢t@u
n
@x
(3.37)
y, a partir de las ecuaciones (3.26)-(3.30) y las expresiones (3.36) y (3.37) con µ = 1=2; se obtiene
1
¢t
¡
Án+1 ¡Án¢ = ¡un+1=2@Án
@x
+ ¢t
2
un@u
n
@x
@Án
@x
+ ¢t
2
un+1=2un+1=2@
2Án
@x2
+
+ @
@x
µ
k@Á
@x
¶n+1=2
¡ ¢t
2
un+1=2 @
@x
µ
@
@x
µ
k@Á
@x
¶n¶
¡Sn + ¢t
2
un+1=2@S
n
@x
(3.38)
donde
un+1=2 =
un+1 + un
2
(3.39)
Podemos aproximar, al igual que se hizo anteriormente, los términos en n +1=2 por aquellos en n,
de manera que obtengamos la forma explícita del esquema, esto es
¢Á = Án+1 ¡ Án = ¡¢t
·
u
@Á
@x
¡ @
@x
µ
k
@Á
@x
¶
+S
¸n
+
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+
¢t2
2
un
@
@x
·
u
@Á
@x
¡ @
@x
µ
k
@Á
@x
¶
+ S
¸n
(3.40)
La generalización para el caso multidimensional es directa y puede escribirse en notación indicial
de la siguiente manera
¢Á = Án+1 ¡Án = ¡¢t
·
uj
@Á
@xj
¡ @
@xi
µ
k
@Á
@xi
¶
+ S
¸n
+
+
¢t2
2
unk
@
@xk
·
uj
@Á
@xj
¡ @
@xi
µ
k
@Á
@xi
¶
+ S
¸n
(3.41)
Como puede observarse, la diferencia entre las ecuaciones (3.35) y (3.41) obtenidas a partir de dos
aproximaciones distintas de ¹u, reside en los términos de estabilización. Sin embargo, la diferencia entre
ellas es pequeña y cuando u es constante ambas aproximaciones proporcionan idénticos términos de
estabilización, consistentes en la difusión equilibradora uiuj¢t2 :
Como se ha comentado con anterioridad, la discretización espacial de Galerkin está justi…cada
cuando se hace uso del procedimiento de Galerkin a lo largo de las características. Podemos aproximar
entonces
Á = N Á^
y después de premultiplicar por NT e integrar por partes se obtiene
M¢Á^
n
= M
³
Á^
n+1 ¡ Á^n
´
= ¡¢t
h³
C Á^
n
+ K Á^
n
+ fn
´
¡ ¢t
³
Ku Á^
n
+ fns
´i
(3.42)
donde
M =
Z
-
NTNd- (3.43)
C =
Z
-
NT ui
@N
@xi
d- (3.44)
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K =
Z
-
@NT
@xi
k
@N
@xi
d- (3.45)
f =
Z
-
NT Sd- + términos de contorno (3.46)
Ku = ¡12
Z
-
@
@xi
¡
uiNT
¢
uj
@N
@xj
d- (3.47)
fs = ¡12
Z
-
ui
@NT
@xi
Sd- + términos de contorno (3.48)
Hay que hacer notar que las derivadas de orden superior no se han incluido en la ecuación anterior.
Esta aproximación es válida para el transporte de cualquier magnitud escalar incluso si ésta es una
componente de la velocidad ui; como ocurre en el caso de las ecuaciones de conservación del momento.
Estabilidad. La forma explícita de la ecuación (3.42) es condicionalmente estable. Ignorando el
efecto de las fuentes, su incremento de tiempo crítico (o valor máximo de ¢t permisible) exige que
C ·
r
1
Pe2
+® ¡ 1
Pe
(3.49)
siendo ® = 1=3 si se usa la matriz consistente de masas y ® = 1 si se usa la representación diagonal de
la matriz de masas. C = juj¢th es el número de Courant del elemento y Pe =
jujh
2k el número de Peclet
del elemento.
3.5.2. Algoritmo de Taylor-Galerkin de dos pasos
El algoritmo de dos pasos de Taylor-Galerkin ha sido ampliamente utilizado para resolver los
problemas de convección dominante. Por ello, abundan las referencias describiendo este algoritmo y
su implementación numérica [27] [41].
El procedimiento de dos pasos de Taylor-Galerkin para resolver la ecuación de conservación
@Á
@t
+div F +div G = S (3.50)
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donde Á es el vector de incógnitas, F es el tensor de ‡ujo convectivo, G es el tensor de ‡ujo difusivo
y S es el vector de fuentes, comienza con un desarrollo de segundo orden en el tiempo
Án+1 = Án + ¢t @Á
@t
¯¯¯¯n
+ 1
2
¢t2 @
2Á
@t2
¯¯¯¯n
(3.51)
donde la derivada temporal de primer orden de las incógnitas puede calcularse utilizando la ecuación
(3.50)
@Á
@t
¯¯¯¯n
= (S¡ div F¡div G)n (3.52)
Para obtener la derivada temporal de segundo orden, el procedimiento de dos pasos de Taylor-
Galerkin considera un paso intermedio entre tn y tn+1, ignorando la contribución del ‡ujo difusivo.
El objetivo de este primer paso de tiempo es calcular la solución en el tiempo tn+1=2. Este paso es
seguido de un segundo en el que se calcula la solución en tn+1:
De esta manera, en el primer paso se obtiene
Án+1=2 = Án + ¢t
2
(S¡div F)n (3.53)
que permite el cálculo de Fn+1=2 y Sn+1=2.
Considerando ahora un desarrollo en serie de Taylor de los términos de ‡ujo y fuentes,
Fn+1=2 = Fn +
µ
@F
@t
¶n ¢t
2
Sn+1=2 = Sn +
µ
@S
@t
¶n ¢t
2
donde los valores de Fn+1=2 y Sn+1=2 se calculan haciendo uso de Án+1=2; las derivadas temporales del
‡ujo y las fuentes son µ
@F
@t
¶n
=
2
¢t
³
Fn+1=2 ¡Fn
´
µ
@S
@t
¶n
=
2
¢t
³
Sn+1=2 ¡ Sn
´
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Incorporando estas expresiones en la derivada temporal de segundo orden
@2Á
@t2
¯¯¯¯n
= @
@t
(S¡div F)n
se obtiene
@2Á
@t2
¯¯¯¯n
=
2
¢t
³
Sn+1=2 ¡Sn ¡ div
³
Fn+1=2 ¡Fn
´´
(3.54)
Sustituyendo ahora las expresiones obtenidas para las derivadas temporales de primer, (3.52), y
segundo orden, (3.54), en el desarrollo de Taylor (3.51) se tiene
Án+1 = Án + ¢t
³
Sn+1=2 ¡div Fn+1=2¡div Gn
´
Esta ecuación se discretiza en el espacio usando el método estándar de Galerkin, de manera que
podemos aproximar
Á = N Á^
El sistema de ecuaciones resultante es:
M¢Á^n=¢t
µZ
-
NTSn+1=2d-¡
Z
¡
NT
³
Fn+1=2 ¢ n
´
d¡+ (3.55)
+
Z
-
(gradN)T Fn+1=2d- ¡
Z
¡
NT (Gn ¢ n)d¡ +
Z
-
(gradN)T Gnd-
¶
El sistema de ecuaciones (3.55) a resolver durante cada paso de tiempo es del tipo:
Mx = f
y puede resolverse de una manera económica utilizando un esquema de Jacobi [26] [27]:
x(k+1) = x(k) + M¡1L (f ¡ Mx(k)) (3.56)
donde el superíndice es un contador de iteraciones y la matriz ML es la representación diagonal de la
matriz de masas. Normalmente son necesarias menos de seis iteraciones para alcanzar la convergencia.
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Para estudiar la estabilidad del esquema propuesto, se considera a continuación una ecuación lineal
monodimensional de transporte escalar con términos de fuente lineales:
Estabilidad. Consideremos el problema unidimensional siguiente
@Á
@t
+A
@Á
@x
= GÁ
donde A y G son constantes.
Los límites de estabilidad que deberían de imponerse al paso de tiempo, de acuerdo con [27], son
los siguientes
¢t · f ¤ m¶³n
µ
®¢x
A
; 2
G
¶
(3.57)
siendo f un factor de seguridad con valores típicos entre 0.8-0.9, ® se toma como 1 cuando se hace uso
de la representación diagonal de la matriz de masas y ® = 1=
p
3 cuando se utiliza la matriz consistente
de masas. La primera componente del límite del paso de tiempo es debido a la convección y el segundo
al término de fuentes.
Este algoritmo y este límite del paso de tiempo funcionan bien en problemas donde la importancia
del término fuente es pequeña comparada con la del de convección, como ocurre en problemas de
ingeniería costera donde la fricción con el fondo y la pendiente son pequeñas. Sin embargo, esto no es
cierto cuando el término de fuente es importante, como en el caso de fuertes fricciones con el fondo o
grandes pendientes.
3.5.3. Aplicación a un problema tipo
Para mostrar su efectividad a la hora de resolver leyes de conservación incluyendo una fuente,
podemos aplicar el algoritmo de Taylor-Galerkin para resolver un problema tipo con solución analítica
conocida [31] [32] [33]:
@Á
@t
+A
@Á
@x
= GÁ (3.58)
Esta ecuación representa la convección de la magnitud Á por un campo de velocidades constante,
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A, con una fuente proporcional a la magnitud Á a través de una constante, G.
Llevando a cabo el desarrollo de Taylor de segundo orden en el tiempo
Án+1 = Án +¢t @Á
@t
¯¯¯¯n
+ ¢t
2
2
@2Á
@t2
¯¯¯¯n
(3.59)
y haciendo uso de la relación (3.58), las derivadas temporales de primer y segundo orden son
@Á
@t
¯¯¯¯n
= GÁn ¡ A @Á
@x
¯¯¯¯n
@2Á
@t2
¯¯¯¯n
= G
@Á
@t
¯¯¯¯n
¡ A @
@x
µ
@Á
@t
¯¯¯¯n¶
= G
µ
GÁn ¡A @Á
@x
¯¯¯¯n¶
¡A @
@x
µ
GÁn ¡ A @Á
@x
¯¯¯¯n¶
Sustituyendo dichas expresiones en la ecuación (3.59) y reagrupando, tenemos
¢Á
¢t
= G
·µ
1 + ¢t
2
G
¶
Án ¡ ¢tA @Á
@x
¯¯¯¯n¸
¡
·
A @Á
@x
¯¯¯¯n
¡ ¢t
2
A2 @
2Á
@x2
¯¯¯¯n¸
(3.60)
Hay dos términos distintos en el miembro derecho de esta ecuación: el primer término está rela-
cionado con el término de fuente y el segundo corresponde a la solución del problema de convección,
es decir, al problema homogéneo.
En el caso del método CBG [41] [43] [45], el esquema es
¢Á
¢t
= G
·
Án ¡ ¢t
2
A
@Á
@x
¯¯¯¯n¸
¡
·
A
@Á
@x
¯¯¯¯n
¡ ¢t
2
A2
@2Á
@x2
¯¯¯¯n¸
(3.61)
La solución analítica de (3.58) es
Á (x; t) = Á0 (x ¡At) eGt
donde Á0(x) es el valor inicial de Á: En este caso se tomará
Á0(x) =
8<: 1, para x · 10, para x > 1
Por tanto, Á(x) es una función discontinua en x = 1 para el instante inicial, moviéndose hacia la
derecha con una velocidad A; mientras que es ampli…cada o atenuada, dependiendo de que G > 0 ó
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G < 0; por el término de fuente.
Las ecuaciones (3.60) y (3.61) se discretizan usando elementos lineales de longitud ¢x = 0.1 y se
utiliza la matriz de masas diagonalizada en el miembro izquierdo. La velocidad, A, es 1.0.
Para asegurar la estabilidad, se toma como paso de tiempo el dado en [27]
¢t · f ¤ m¶³n
µ
¢x
A
;
2
G
¶
donde f es un factor de seguridad con un valor típico de 0.8-0.9. En este caso se toma f = 1.0:
La importancia del término de fuente se cuanti…ca por medio de un número fuente de…nido como:
Sr =
G¢x
A
La Figura 3-5 presenta la comparación de la solución analítica en el instante t = 2.16 s con aquellas
obtenidas con los algoritmos de Taylor-Galerkin (3.60), TG, y el de las Características de Galerkin,
CBG, (3.61) para distintos números fuente. Se observa que:
Para los números de fuente menores, el acuerdo entre ambas soluciones y la solución analítica es
adecuado, si bien se observa algo de difusión en el frente.
A medida que aumenta la importancia del término de fuente, la e…cacia del algoritmo CBG dis-
minuye rápidamente. La solución no tiene oscilaciones probablemente debido al amortiguamiento
observado en este esquema.
Los resultados obtenidos con el algoritmo de Taylor-Galerkin son altamente oscilatorios cuando
se aumenta el número de fuente a pesar de haberse utilizado el ¢t óptimo.
Por lo tanto, incluso para este problema tipo, el algoritmo de Taylor-Galerkin proporciona solu-
ciones poco exactas cuando existe un término de fuente importante. Esto indica que, en esta situación,
deberían utilizarse otros métodos de resolución.
3.5.4. Problema de la integración de las fuentes: esquema de descomposición
Para el problema tipo, ecuación (3.58), la solución obtenida descomponiendo el problema en un
problema homogeneo, de convección pura,
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Figura 3-5: Comparación de la e…cacia de los algoritmos de Taylor-Galerkin y CBG en la solución de
un problema tipo con una fuente para diferentes números de fuente, Sr.
@Á
@t +A
@Á
@x = 0
Á(x; tn) = Án(x)
9>>=>>; ) Áadv
y una ecuación diferencial ordinaria,
dÁ
dt = GÁ
Á(x; tn) = Áadv
9>>=>>; ) Án+1
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es exacta [36] si los esquemas numéricos utilizados para resolver estos problemas son exactos.
Esta descomposión permite utilizar el mejor esquema posible para resolver cada tipo de problema:
convección y la ecuación diferencial ordinaria. (Ver, por ejemplo, [35] para una discusión y comparación
sobre esquemas hacia delante con fuentes).
Esta descomposión puede escribirse de manera compacta como
Án+1 = S(¢t)Adv (¢t) Án (3.62)
donde
Adv(¢t) es el operador de convección. En el caso de la aplicación del esquema de Taylor-Galerkin
al problema tipo
Adv : Áadvi = Á
n
i ¡ ¢t
µ
A
@Á
@x
¯¯¯¯n
¡ ¢t
2
A2
@2Á
@x2
¯¯¯¯n¶
S(¢t) es el operator de fuente
S : Án+1i = Á
adv
i +¢t GÁ
s
i
siendo Ási un valor en el que el vector del término de fuentes es evaluado. Existen dos opciones
obvias para la elección de Ási: Á
s
i = Á
n
i y Á
s
i = Á
adv
i : No obstante, puede demostrarse [35], que la
mejor opción es la segunda y por tanto
S : Án+1i = Á
adv
i +¢t GÁ
adv
i
Esta descomposión es de primer orden en el tiempo.
Un esquema de segundo orden es [35]
Án+1 = S(
¢t
2
) Adv (¢t) S(
¢t
2
)Án (3.63)
La efectividad de la descomposición se veri…ca haciendo uso del problema tipo (3.58), considerando
algoritmos de Runge-Kutta de segundo y cuarto orden para la solución de la ecuación diferencial
ordinaria.
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Considerando una descomposición de primer orden, ecuación (3.62), la discretización en el tiempo
resulta en
Án+1 =
·
Án ¡¢t
µ
A @Á
@x
¯¯¯¯n
¡ ¢t
2
A2 @
2Á
@x2
¯¯¯¯n¶¸µ
1 + ¢t G+ 1
2
¢t2G2
¶
(3.64)
Án+1 =
·
Án ¡ ¢t
µ
A
@Á
@x
¯¯¯¯n
¡ ¢t
2
A2
@2Á
@x2
¯¯¯¯n¶¸
¢ (3.65)
¢
µ
1 +¢t G +
1
2
¢t2G2 +
1
6
¢t3G3 +
1
24
¢t4G4
¶
para los esquemas de Runge-Kutta de segundo y cuarto orden respectivamente.
Del análisis de estabilidad del algoritmo de Runge-Kutta, las limitaciones debidas a la integración
del término de fuente son [11]
¢t < 2
G
para el Runge-Kutta de segundo orden
y
¢t <
2
p
2
G
para el Runge-Kutta de cuarto orden
Estas restricciones debidas a la fuente, deberían añadirse a la condición de convección para calcular
el paso de tiempo permitido. Típicamente, la condición debida a la convección es más restrictiva y
la solución de la ecuación diferencial ordinaria no añade ninguna restricción adicional. Sin embargo,
para valores altos de la fuente, es decir, valores grandes de G; el paso de tiempo está limitado por esta
última.
Por otra parte, Zhang y Tabarrok [37] han desarrollado un algoritmo de descomposición de segundo
orden, basado en los algoritmos de Lax-Wendro¤, para resolver ecuaciones hiperbólicas con términos
de fuente. Los resultados que proporciona este esquema en la solución del problema tipo se comparará
con aquellos dados por el algoritmo de descomposición haciendo uso del método de Runge-Kutta.
La aplicación del algoritmo de Zhang al problema tipo resulta en,
Án+1 =
µ
1 ¡ 1
2
¢tG
¶¡1 ·
Án ¡ ¢t
µ
A
@Á
@x
¯¯¯¯n
¡ ¢t
2
A2
@2Á
@x2
¯¯¯¯n¶¸µ
1 +
1
2
¢tG
¶
(3.66)
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Figura 3-6: Solución del problema tipo con el método de descomposición. Sr = 0.5.
y para el analisis de estabilidad, el paso de tiempo debería cumplir la siguiente restricción debido al
término de fuentes [37]
1 ¡ 1
2
¢tG > 0 ) ¢t < 2
G
para el método de Zhang
La Figura 3-6 presenta los resultados obtenidos aplicando los esquemas descritos correspondientes
a las condiciones iniciales dadas en la sección anterior. Además, esta …gura también muestra los
resultados obtenidos utilizando una discretización de segundo orden de la ecuación diferencial, ecuación
(3.63), junto con el algoritmo de Runge-Kutta de cuarto orden para resolver la ecuación diferencial
ordinaria.
La comparación de estos resultados con aquellos obtenidos usando los algoritmos clásicos de Taylor-
Galerkin y CBG, Figura 3-5, indica una importante mejora en la precisión de los resultados cuando
se utiliza el esquema de descomposición y método de resolución apropiado para la ecuación diferencial
ordinaria.
La Figura 3-7 muestra los resultados para un valor del número fuente de Sr = 1.0. Claramente, la
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Figura 3-7: Solución del problema tipo para un número de fuente Sr = 1, utilizando el algoritmo de
descomposición con el método de Runge-Kutta.
discretización de segundo orden en el tiempo del problema tipo junto con un algoritmo de Runge-Kutta
de cuarto orden para la resolución de la ecuación diferencial ordinaria proporciona una mayor precisión.
Además, la tendencia a sobreestimar el valor de la incógnita por la aproximación de Zhang observada
en la Figura 3-6 aumenta (Figura 3-8). Para mantener la precisión, el esquema de descomposición
de Zhang requiere un paso de tiempo mucho menor: ¢t = 0.01, frente a ¢t = 0.1 utilizado en los
esquemas de descomposición con el método de Runge-Kutta, presentando además el inconveniente de
algo de difusión en el frente.
Por tanto, los resultados del esquema de descomposición con el método de Runge-Kutta son mucho
más precisos incluso en el caso de números de fuente altos, sin presentar oscilaciones. Como era de
esperar, el algoritmo de Runge-Kutta de cuarto orden resulta ser el de mayor precisión. Merece la
pena también observar que los valores calculados considerando discretizaciones de primer y segundo
orden en el tiempo, ecuaciones (3.62) y (3.63), son bastante similares. Sin embargo, para valores muy
grandes del número fuente, los resultados de la discretización de segundo orden, ecuación (3.63), son
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Figura 3-8: Solución calculada utilizando el esquema de descomposición de Zhang para una fuente
Sr = 1.0, usando (a) ¢t = 0.1 y (b) ¢t = 0.01:
más precisos.
Por todo ello, el método seguido en esta tesis para resolver las ecuaciones integradas en profundidad
considera una discretización de las ecuaciones diferenciales de segundo orden en el tiempo, haciendo
uso del algoritmo de Taylor-Galerkin de dos pasos para los términos de convección y difusión y un
Runge-Kutta de cuarto orden para evaluar la contribución de las fuentes.
3.6. Validación
3.6.1. El problema de Riemann
Existen un número limitado de problemas relacionados con la rotura de presas con solución analíti-
ca conocida. Entre ellos, la solución del problema de Riemann es fundamental para comprender las
características básicas de la propagación de inundaciones usando modelos integrados en profundidad
y es el caso básico para comprobar la precisión y robustez de cualquier método numérico que trate de
resolver leyes de conservación. La solución analítica del problema de Riemann, considerando condi-
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ciones secas y mojadas en el fondo y lechos horizontales e inclinados pueden encontrarse, por ejemplo,
en la referencia [35].
En esta sección, se compara la solución analítica de este problema, considerando un lecho inclinado
y condiciones tanto secas como mojadas, con la solución numérica. Esta solución numérica se calcula
usando una discretización de segundo orden en el tiempo del sistema de ecuaciones diferenciales, el
método de dos pasos de Taylor-Galerkin para el término de convección y un algoritmo de Runge-Kutta
de cuarto orden para evaluar la contribución de las fuentes.
El dominio espacial es un canal de 500 m de largo con una discontinuidad en la profundidad del
agua localizada en la mitad del canal. La pendiente del fondo es del 200%, ® ¼ 63o; y se considera
sin fricción. Este canal se discretiza utilizando 202 nodos agrupados en 200 elementos triangulares
lineales.
Problema de la rotura de una presa sobre un lecho seco e inclinado
La mitad izquierda del canal, 250 m, se considera inicialmente inundado y la mitad derecha,
inicialmente seca. La profundidad del agua en el area inundada es de 70 m. La profundidad se prescribe
igual a 70 m el el extremo izquierdo del canal.
La condición inicial para la velocidad se …ja igual a 0 para todo el dominio.
La Figura 3-9 muestra el per…l de la profundidad del agua, h, y del ‡ujo, hu, calculados para
diferentes instantes de tiempo utilizando el método propuesto y la correspondiente solución analítica.
El acuerdo entre ambas soluciones es bastante bueno. La Figura 3-10 compara los per…les calculados de
profundidad y velocidad con la solución analítica. En relación con los per…les de velocidad, el acuerdo
es bastante bueno: la velocidad calculada aumenta con el tiempo debido al efecto de la inclinación del
fondo y su magnitud coincide con el valor analítico. Sin embargo, debe observarse que la velocidad
calculada del frente es ligeramente inferior que la analítica. Dado que esto no se observa en el caso del
lecho mojado que se presenta a continuación, se atribuye este hecho al algoritmo sencillo utilizado en
el cálculo para diferenciar las zonas secas de las mojadas así como a la malla poco …na utilizada.
Este punto es común a la mayoría de los esquemas que tratan con condiciones de lecho seco y una
más amplia discusión sobre ello puede encontrarse en [35].
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Figura 3-9: Evolución de los per…les de h y hu y la solución analítica para el problema de Riemann.
El fondo está inclinado 63o y se encuentra inicialmente seco aguas abajo del lugar de rotura.
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Figura 3-10: Evolución de los per…les de profundidad y velocidad y la solución analítica para el prob-
lema de Riemann. El fondo está inclinado 63o y se encuentra inicialmente seco aguas abajo del lugar
de rotura.
128 Capítulo 3. Modelos integrados en profundidad
Problema de la rotura de una presa sobre un lecho mojado e inclinado
En este caso, la mitad derecha del canal, considerada seca en el ejemplo anterior, se considera
cubierta por una capa de agua de 7 m de profundidad. Al igual que en el caso precedente, la profundidad
se prescribe igual a 70 m en el extremo izquierdo del canal.
La velocidad inicial es 0 en todo el dominio.
La Figura 3-11 muestra los per…les de profundidad, h; y ‡ujo, hu; para la solución analítica y
la numérica en tres instantes diferentes de tiempo, mientras que en la Figura 3-12 se observan los
resultados correspondientes a la profundidad y la velocidad.
Como era de esperar, existe una onda de choque que se propaga aguas abajo y una rarefacción en
la dirección contraria. Como puede observarse en las …guras anteriormente mencionadas, la solución
numérica es capaz de reproducir la forma y la velocidad de la onda de choque. Los pe…les de la
profundidad del agua se encuentran libres de oscilaciones y únicamente en la solución de la velocidad
hay un pico hacia abajo justo en el frente de propagación. Como ocurre en el caso del fondo seco,
la velocidad del agua aumenta con el tiempo, incluso en las regiones en que el agua se encontraba
originalmente en reposo, debido a la inclinación del fondo, dando lugar, de nuevo, a velocidades mayores
que aquellas correspondientes al lecho horizontal.
Por lo tanto, de esta comparación entre el método propuesto y la solución analítica bajo las
condiciones de lecho seco y mojado, puede concluirse que el método propuesto es capaz de proporcionar
soluciones exactas incluso en casos con grandes pendientes.
3.7. Aplicaciones hidrodinámicas
El principal objetivo de este capítulo consiste en el desarrollo de herramientas de simulación que
puedan ser aplicadas a problemas de Hidráulica Ambiental. Por ello, se presentan aquí aplicaciones de
los modelos integrados en profundidad antes descritos a casos concretos, como son la rotura de balsas
mineras, así como la propagación de olas en embalses.
Los tres primeros ejemplos aquí presentados: Flujo deslizante en Aberfan, balsa minera en el este
de Tejas y rotura de residuos mineros: Cougar 7 en Greenhills, corresponden a casos reales encontrados
en la literatura, coincidiendo los resultados del modelo con los observados in situ una vez producidos
los deslizamientos. Asimismo, el último ejemplo presentado en esta sección, propagación de olas en
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Figura 3-11: Evolución de las incógnitas calculadas h y hu y la solución analítica para el problema de
Riemann. El fondo está inclinado 63o y la profundidad inicial aguas abajo es de 7 m.
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Figura 3-12: Evolución de los per…les de profundidad y velocidad y la solución analítica para el pro-
blema de Riemann. El fondo está inclinado 63o y la profundidad inicial aguas abajo es de 7 m.
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embalses, propone una nueva metodología para el estudio de este tipo de problemas.
De esta manera, no sólo se propone aquí un método de análisis de los fenómenos observados, sino
que estos modelos proporcionan una poderosa herramienta para la predicción de estos desastres y para
el diseño de medidas de mitigación de los mismos.
3.7.1. Flujo deslizante de Aberfan
En Octubre de 1966 se produjo la rotura de un terraplén de residuos de una mina de carbón en
Aberfan (Gales). Como consecuencia de ésta, se desencadenó un ‡ujo deslizante que se propagó colinas
abajo y llegó hasta el pueblo de Aberfan, causando 144 víctimas. El material tenía poca densidad, y
había sido vertido directamente sin ninguna compactación adicional. En el momento de la rotura, tenía
una altura de 67 m y estaba situado en una ladera con una pendiente media de 12o . El mecanismo
de rotura y las propiedades geotécnicas han sido descritas por Bishop y colaboradores [2] y resumidas
en las referencias [3] y [13], donde el lector interesado puede encontrar una descripción más detallada.
Aquí únicamente se recordarán algunos aspectos de interés en el análisis.
En primer lugar, cabe destacar que la rotura fue debida a presiones intersticiales en el pie del
talud, que probablemente estaba saturado, mientras que las zonas superiores del mismo no lo estaban.
Bishop comenta que "... el trabajo de rescate se complicó debido a la presencia de agua que ‡uía,
despues del deslizamiento, de las areniscas situadas en el pie del deslizamiento rotacional ...". Una vez
producida la rotura, el ‡ujo deslizante se propagó ladera abajo, dividiéndose en dos lenguas. De éstas,
fue la mayor, situada al sur de la primera, la que alcanzó Aberfan, mientras que la lengua norte se
detuvo antes. La longitud alcanzada fue de 600 m, aunque se cree que en el caso de no haber existido
obstáculos en su camino se hubiera propagado 750 m. Según testigos presenciales, las velocidades de
propagación fueron del orden de 4.5 a 9 m/s.
Una de las principales di…cultades que existen al modelizar este ‡ujo deslizante es el papel que
jugaron en él las presiones intersticiales. Los materiales movilizados estaban parcialmente saturados,
con grados de saturación crecientes con la profundidad. Tuvo lugar una importante interacción entre
el suelo y el ‡uido intersticial, por lo cual esta interacción debe tenerse en cuenta en el análisis
de la propagación. Sin embargo, por las di…cultades mencionadas antes, los modelos integrados en
profundidad empleados hasta ahora para reproducir este deslizamiento han recurrido en la mayoría de
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los casos a modelos de Bingham. Así, por ejemplo, Jeyapalan et al. [14] y Jin y Fread [15], emplearon
un modelo de Bingham con una tensión de ‡uencia ¿y = 4794 Pa, ¹ = 958 Pa s y ½ = 1760 Kg/m3,
obteniéndose resultados que reproducen bien las observaciones.
Sin embargo, a pesar de la bondad de estos ajustes, hay que señalar que se trataba de materiales
parcialmente saturados, en los que el rozamiento interno era sin duda importante. Por este motivo,
se ha empleado en este trabajo un ‡uido friccional con un mecanismo de disipación de presiones
intersticiales. Respecto de la topografía, se ha tomado un per…l de terreno tomado de Jeyapalan et al.
[14].
Como propiedades de los materiales, se ha tomado una densidad de 1740 Kg/m3, y un ángulo de
rozamiento residual de 36o. El tiempo de consolidación Tv ha sido tomado del conjunto de parámetros
propuestos por Hutchinson [13], suponiendo un espesor de la zona saturada inferior hs = 0.1 m, y un
coe…ciente de consolidación cv = 6.4 10¡5 m2=s. Suponiendo Tv = 4h
2
s
¼2cv
; se llega a un valor de 64 s
para el tiempo de consolidación, al que corresponde un valor de r0u de 0.78.
Los resultados obtenidos en el cálculo pueden verse en la Figura 3-13, donde se da una serie de
per…les del ‡ujo deslizante a lo largo del tiempo, para t = 0; 5;10;20 y 60 s. Los resultados obtenidos
coinciden bien con lo descritos en los trabajos antes mencionados (distancia máxima recorrida 600
m, tiempo de detención 40 s y velocidad media 15 m/s). En la Figura 3-14 se da la evolución de la
posición del frente con el tiempo.
3.7.2. Balsa minera en el este de Tejas
Jeyapalan et al. [14] describen las consecuencias de la rotura de la balsa minera yesífera situada
en Tejas, que tuvo lugar en 1966. La balsa tenía planta rectangular, y sus diques habían alcanzado
una altura de 11 m cuando tuvo lugar la rotura. Esta ocurrió como consecuencia de las presiones
intersticiales generadas en el pie del talud, y afectó a una longitud de 140 m de dique, extendiéndose
110 m hacia el interior. Los lodos se propagaron 300 m antes de detenerse, con una velocidad media
estimada de 2.5 a 5 m/s.
En la Figura 3-15 se representa una sección de la balsa según un plano vertical perpendicular a la
presa en el centro de la rotura.
Los residuos fueron clasi…cados como sedimentos no plásticos. La densidad de las partículas era de
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Figura 3-13: Flujo deslizante de Aberfan: evolución temporal del per…l del deslizamiento.
Figura 3-14: Flujo deslizante de Aberfan: posición del frente en función del tiempo.
134 Capítulo 3. Modelos integrados en profundidad
Figura 3-15: Balsa minera en el este de Tejas: sección de la presa.
2450 Kg/m3 y poseían un contenido medio de agua del 30 %. La tensión de ‡uencia fue determinada
a partir de simple análisis de estabilidad del talud como ¿y = 103 Pa, y la viscosidad se tomó como
¹ = 48 Pa s. Finalmente, se supuso un valor para la densidad de los residuos de ½ = 1400 Kg/m3:
La Figura 3-16 presenta la malla de elementos …nitos utilizada en el cálculo. Dicha malla representa
la presa de 350 m, habiendose quitado los 140 metros correspondientes a la sección que rompió. Por
tanto, el modelo supone que el colapso de la presa tiene lugar de manera instantanea. El plano sobre
el que ‡uyen los residuos ha sido limitado por razones computacionales, imponiéndose condiciones
absorbentes en los contonos arti…ciales.
La Figura 3-17 muestra las isolíneas de profundidad para los instantes t = 0, 30, 60, 90 y 120 s.
La escala vertical se ha multiplicado por un factor de diez para describir mejor las propiedades del
‡ujo. Es interesante observar la formación de un resalto en el instante t = 30 s que se propaga hacia
atrás. Este resalto puede apreciarse también en la Figura 3-18, que representa los per…les de super…cie
libre a lo largo del plano vertical que pasa por la linea central de la rotura. Dicho resalto se forma
a medida que el material disminuye su velocidad en el frente debido a la fricción con el fondo y se
detiene …nalmente mientras que el material restante continua moviéndose en dirección contraria y se
acumula hasta alcanzar el equilibrio.
La distancia de inundación calculada es de 310 m, similar al valor observado de 300 m. La detención
del frente ocurre a los 105 s y a los 120 s la masa se congela para todos los efectos prácticos. Dichos
valores están de nuevo en gran acuerdo con los valores observados: 60-120 s. Sin embargo, el ‡ujo
retrocedió hacia el embalse unos 110 m, mientras que en la simulación recorre una distancia mayor.
Para cuanti…car el impacto de la ecuación constitutiva en los cálculos de inundación, el análisis ha
sido repetido ignorando el efecto de las tensiones viscosas internas. Se han situado un cierto número
de puntos de control a lo largo de la sección perpendicular a la rotura, a diferentes distancias de la
presa, y se ha estudiado la evolución de la profundidad de los residuos.
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Figura 3-16: Balsa minera en el este de Tejas: malla de elementos …nitos utilizada en el análisis del
deslizamiento.
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Figura 3-17: Balsa minera en el este de Tejas: isolíneas de profundidad en diferentes instantes después
de la rotura.
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Figura 3-18: Balsa minera en el este de Tejas: secciones de la super…cie libre en diferentes instantes
en un plano vertical que pasa a través de la línea central de la zona de rotura.
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Los resultados muestran que existe un pequeño impacto en el tiempo de llegada del frente para
el punto de control situado a mayor distancia de la presa, donde el frente se detiene. La Figura 3-19
presenta la evolución de la profundidad de los residuos en este punto, localizado a 304 m de la presa
junto con los resultados obtenidos para un punto situado a 250 m de la misma. Puede concluirse que
la in‡uencia de las tensiones viscosas en los resultados es bastante pequeña, y se encuentran dentro
de las incertidumbres de este tipo de cálculos.
3.7.3. Rotura de residuos mineros: Cougar 7 en Greenhills
De entre un gran número de deslizamientos ocurridos debido a licuación en las presas de residuos
mineros de las Montañas Rocosas, Dawson y colaboradores [6] han analizado en detalle tres casos in-
teresantes. Por ello, se encuentra disponible información sobre las características de los deslizamientos,
propiedades de los materiales involucrados, etc.
Se analiza aquí el caso de Fording Greenhills, donde en Mayo de 1992 tuvo lugar un deslizamiento
en el lugar denominado Cougar 7. La masa consistía en aproximadamente 200000 m3; que se deslizó
a lo largo de 700 m antes de alcanzar el reposo.
El material estaba compuesto fundamentalmente por grava arenosa, mientras que el de la base,
bajo los residuos, y el de la zona del deslizamiento consistían en una capa de coluvión de arena y
grava con una profundidad que variaba entre 0.3 m y 0.5 m. En contacto con la base se hallaron capas
húmedas de grano …no, cerca de la cresta y en los residuos.
De acuerdo con el análisis a posteriori realizado por Dawson y colaboradores, dichas capas jugaron
un papel fundamental en las fases tanto de iniciación como de propagación. El modelo propuesto por
ellos está basado en la existencia de capas compuestas por materiales granulares de grava arenosa
y baja permeabilidad situadas paralelamente a los residuos. El mecanismo desencadenante podría
haber consistido en : (i) Una redistribución de las tensiones efectivas debido a cambios en la presión
intersticial, y (ii) licuación de estas capas bajo condiciones cuasi-no-drenadas. El deslizamiento podría
haber ocurrido sobre estas capas de material licuado.
En este trabajo, se ha basado el análisis de este deslizamiento en las propiedades geotécnicas
obtenidas por Dawson y colaboradores [6], y se ha elegido una densidad de 1900 Kg/m3 y un ángulo
efectivo de fricción de 37o : La masa movilizada se ha tomado de los datos dados en [6], y el tiempo de
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Figura 3-19: Balsa minera en el este de Tejas: in‡uencia de las tensiones viscosas. Evolución de la
profundidad calculada en dos puntos de control considerando e ignorando las tensiones viscosas.
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consolidación se ha elegido a partir de un retro-análisis igual a 68 s:
El modelo bidimensional de los residuos de Cougar 7 en Greenhills se da en la Figura 3-21. El
modelo del terreno se ha obtenido a partir de los datos dados en [6] (ver Figura 3-20). Los resultados
de la simulación aparecen en las Figuras 3-22, 3-23 y 3-24, donde puede observarse: (i) perspectivas de
la extensión del deslizamiento, (ii) isolíneas de profundidad de los residuos y (iii) secciones a lo largo
del plano vertical AA’ (ver Figura 3-21).
Finalmente, para cuanti…car la in‡uencia de las tensiones viscosas en los resultados del cálculo,
el análisis se ha repetido ignorando las tensiones viscosas. La Figura 3-21 muestra la posición de tres
puntos de control seleccionados.
La Figura 3-25 presenta la evolución de las profundidades de los residuos calculadas en los tres
puntos de control. Los resultados indican que existe un pequeño impacto en el tiempo de llegada de
la masa que se propaga en el punto de control situado más lejos del sitio de la rotura, donde el frente
se para. En lo concerniente a las profundidades, puede observarse que el valor cuando la masa se para
es la misma considerando e ignorando las tensiones viscosas. Sin embargo, la evolución si se encuentra
afectada por esta suposición.
3.7.4. Propagación de olas en embalses
El objetivo de esta sección es el de realizar una simulación de la propagación de olas en un embalse
producidas por el deslizamiento rápido de una ladera situada en uno de los márgenes. La onda generada
por la condición inicial se propaga a lo largo del embalse tanto en la dirección norte como en la
dirección sur, hacia la presa. El objeto fundamental de este estudio consiste pues en la presentación
de las sobreelevaciones de agua, en particular en la presa, producidas por la propagación de la onda
generada en caso de desprendimiento del material de la ladera.
En este estudio se ha considerado que la masa de ladera que cae en el interior del embalse se
encuentra situada a unos 4000 m aproximadamente al norte de la presa, teniendo una anchura de 400
m.
La geometría y topografía del embalse pueden verse en la Figura 3-26. La malla de elementos …nitos
utilizada en este caso se muestra en la Figura 3-27. Dicha malla consta de 4065 elementos triangulares
lineales y 2325 nodos.
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Figura 3-20: Cougar 7 en Greenhills: características del terreno dado por Dawson et al. (1998).
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Figura 3-21: Cougar 7 en Greenhills: modelo del terreno y puntos de control.
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Figura 3-22: Cougar 7 en Greenhills: perspectiva de la propagación del deslizamiento.
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Figura 3-23: Cougar 7 en Greenhills: propagación del deslizamiento. Isolíneas de profundidad.
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Figura 3-24: Cougar 7 en Greenhills: propagación del deslizamiento. Sección a lo largo de AA’.
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Figura 3-25: Cougar 7 en Greenhills: efecto de las tensiones viscosas. Evolución de la profundidad
calculada en los tres puntos de control considerando e ignorando las tensiones viscosas.
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Figura 3-26: Propagación de olas en embalses: geometría y topografía del embalse.
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Figura 3-27: Propagación de olas en embalses: malla de elementos …nitos utilizada en el cálculo.
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En cuanto a las condiciones de contorno, se hace uso en este estudio de tres tipos distintos: condición
re‡ectante, absorbente y de aliviadero.
Teniendo en cuenta que el embalse se encuentra rodeado por laderas con pendientes considerables
se puede justi…car que una onda incidente que llegue a uno de los márgenes se re‡eje. Se impone, por
tanto, en todo el contorno del embalse una condición de contorno re‡ectante (ver Figura 3-28).
No obstante, el embalse no se encuentra únicamente limitado por laderas. En el extremo sur se
sitúa la presa y en el extremo norte el valle se abre suavizándose la topografía. Una onda incidente
que llegara a esta última zona no sería re‡ejada, y para reproducir esta condición se ha supuesto que
el extremo norte está abierto, tratándose de un contorno arti…cial o de radiación. Esta condición se
impone en los nodos que se muestran en la Figura 3-29.
En la región del contorno en la que se sitúa la presa, una ola cuya altura sobrepase la coronación
verterá sobre ella. Esta condición se ha aproximado en el estudio mediante una condición denominada
de aliviadero, en la que se supone un caudal normal al contorno función de la sobreelevación sobre la
coronación de la presa. Dicho caudal de vertido por unidad de longitud viene dado por la expresión:
q = d vn = C1 dC2 (3.67)
siendo C1 ¼ 1.7 y C2 ¼ 1.5, y de…niéndose d como la sobreelevación sobre la coronación de la presa,
es decir, d = h + Z ¡Zw siendo Zw la cota de la coronación.
De este modo se impone en los nodos del contorno a los que se va a aplicar esta condición que:
vn h = d vn (3.68)
Se ha aplicado, por tanto, una condición de este tipo en los nodos que se muestran en la Figura
3-30.
Las condiciones iniciales dependen del impacto provocado por la caída de material perteneciente
a la ladera dentro del embalse. El desprendimiento genera una onda cuya altura inicial depende de
la velocidad de entrada en el embalse, así como de la masa movilizada y de la dirección de entrada.
Estos datos podrían ser conocidos a priori a partir de un estudio previo realizado con las técnicas
explicadas en el capítulo anterior, por ejemplo.
La onda generada por la condición inicial (ver Figura 3-31) se propaga a lo largo del embalse tanto
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Figura 3-28: Propagación de olas en embalses: condición de contorno re‡ectante.
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Figura 3-29: Propagación de olas en embalses: condición de contorno absorbente.
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Figura 3-30: Propagación de olas en embalses: condición de contorno de aliviadero.
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Figura 3-31: Propagación de olas en embalses: condición inicial.
en la dirección norte como en la dirección sur, hacia la presa (Figura 3-32). En la Figura 3-32 se puede
observar el contorno de sobreelevaciones o alturas de ola en diferentes tiempos. El mismo resultado
se da en la Figura 3-33 donde se representa la deformación de la super…cie con el paso de la onda en
función del tiempo.
Dado que el principal objetivo de este estudio es conocer la altura de la ola en la presa, se ha
representado la correspondiente historia de sobreelevaciones en dicho emplazamiento, dándose en la
Figura 3-34 la sobreelevación (en metros) en función del tiempo (en segundos) en la presa.
Para todos los puntos de la presa, la sobreelevación tiene aproximadamente el mismo valor. Como
se puede ver en esta Figura 3-34, la altura máxima que alcanza la ola en la presa es de 4.5 m.
Se puede observar que la ola tarda 5 minutos en llegar a la presa, recorriendo para ello una distancia
de aproximadamente 3900 metros. En el caso del extremo norte, la ola alcanza este emplazamiento en
3 minutos, recorriendo 2600 metros. Se puede estimar, a partir de estos últimos datos, la velocidad de
propagación de la onda, que alcanza aproximadamente los 14 m/s.
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Figura 3-32: Propagación de olas en embalses: evolución de la sobreelevación.
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Figura 3-33: Propagación de olas en embalses: evolución de la sobreelevación en 3D.
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Figura 3-34: Propagación de olas en embalses: historia de sobreelevaciones causadas en la presa.
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Capítulo 4
Contribución a la modelización del
transporte de contaminantes
4.1. Introducción
Todo modelo numérico utilizado para simular el problema del transporte de contaminantes se
compone de dos fases. (1) En primer lugar es necesario el análisis hidromecánico para determinar el
campo de velocidades. En el caso de la hidrodinámica super…cial esto se lleva a cabo mediante la
utilización de modelos completos integrando las ecuaciones de Navier-Stokes tal y como se explicó en
el capítulo 2, o bien haciendo uso de modelos integrados en profundidad (capítulo 3). Sin embargo, en
el caso de la hidrodinámica subterránea, existe además la di…cultad añadida de la determinación de
la super…cie libre, problema que será abordado en la primera parte de este capítulo introduciendo un
nuevo método para la obtención de las velocidades, así como la posición de la super…cie libre, en el
caso de …ltración en medio poroso. (2) Una vez determinado el campo de velocidades, la segunda fase
del análisis nos lleva a la modelización del transporte de contaminantes, objetivo de la segunda parte
de este capítulo. Se aplicará aquí, el método de dos pasos de Taylor-Galerkin.
Por lo tanto, los dos principales objetivos de este capítulo son los siguientes: el estudio de ‡ujos
con super…cie libre en medios porosos, así como la modelización del transporte de contaminantes en
corrientes de agua.
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4.2. Flujo con super…cie libre en medios porosos
4.2.1. Introducción
Para tratar el problema del transporte de contaminantes en aguas subterráneas es fundamental el
estudio de la …ltración de ‡uidos en medio poroso. Este es el principal objetivo de la primera parte de
este capítulo, el proporcionar un método preciso para el seguimiento de ‡ujos de super…e libre en el
interior de medios porosos.
Los problemas de …ltración con super…cie libre se encuentran profusamente en la práctica de la
ingeniería geomecánica. En estos problemas, la super…cie libre que delimita los contornos del ‡ujo
puede determinarse utilizando técnicas numéricas no lineales que incluyen el Método de Diferencias
Finitas con malla adaptativa [8], así como el Método de los Elementos Finitos con malla adaptativa
[9] [22] [34], y con malla …ja [3] [10] [14].
Los métodos numéricos para resolver problemas de …ltración con super…cie libre no son muy usados,
sin embargo, en la práctica de la ingeniería y son ampliamente ignorados en los libros de Mecánica
del Suelo, principalmente debido a la complicación de su derivación e implementación [2]. Algunos
libros de texto [1], presentan soluciones básicas para problemas de …ltración con…nada con capas
múltiples de suelo y permeabilidad anisótropa. Sin embargo, estas técnicas son válidas únicamente en
el caso de problemas de …ltración con…nada dado que los contornos del ‡ujo son conocidos. Hasta el
momento, existen pocas referencias en las que se den soluciones analíticas para problemas de …ltración
no con…nada, tales como ‡ujos de super…cie libre en el interior de presas [11].
Se propone aquí un nuevo método para el seguimiento de la super…cie libre del ‡ujo basado en
las técnicas de level-set explicadas en el capítulo 2. Con este método de Elementos Finitos es posible
estudiar la …ltración de n ‡uidos inmiscibles en el interior de un suelo y conocer, para cualquier tiempo
dado, la posición de la interfase entre los ‡ujos.
Esta primera parte del capítulo 4 se encuentra estructurada como sigue. En primer lugar se presenta
el modelo matemático utilizado para el estudio de la …ltración, describiéndose las ecuaciones de ‡ujo
de la difusión en un medio poroso así como la aproximación de level-set utilizada para el seguimiento
de la interfase entre ‡uidos. Seguidamente se procede a la discretización de las ecuaciones presentadas
en el modelo matemático. Y …nalmente, se concluye con varias aplicaciones del método aquí propuesto.
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4.2.2. Modelo matemático
Ecuaciones de ‡ujo
Consideremos el caso sencillo de un suelo completamente saturado con un ‡uido intersticial de una
sola fase. La ecuación de conservación del momento para el ‡uido viene dada por:
¡rp+ ½b ¡ ½g
k
w = ½ _u+ ½
n
_w (4.1)
donde:
p es la presión de la fase ‡uida.
½ es la densidad del ‡uido.
g es la fuerza de gravedad.
b es la fuerza de volumen por unidad de masa (normalmente la gravedad).
k es la permeabilidad del suelo al ‡uido considerado en m/s.
n es la porosidad.
w es la velocidad de Darcy del agua intersticial, es decir, w = nvreal siendo vreal la velocidad
real del ‡ujo, y _wi = dwidt :
u es la velocidad del esqueleto sólido.
El término ½n _w en la expresión anterior representa la acelereción del ‡uido relativa al suelo, y
la supondremos despreciable. Del mismo modo, consideraremos que el desplazamiento del esqueleto
sólido es nulo, de manera que el término ½ _u es también igual a cero en la ecuación (4.1).
De esta manera podemos reescribir la ecuación (4.1) como sigue
w = ¡ k
½g
rp+ k
½g
½b (4.2)
y puesto que la única fuerza de volumen es la gravedad b = (bx; bz) = (0;¡g); la expresión anterior
puede escribirse
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w = ¡ k
½g
r(p + ½gz) (4.3)
que da la velocidad del ‡uido en el interior del suelo.
Podemos escribir ahora la ecuación de balance de masa
rTw+ 1
Q
@p
@t
= 0 (4.4)
donde 1Q =
n
K , siendo K la compresibilidad del ‡uido.
Sustituyendo la ecuación (4.3) en (4.4) tenemos
1
Q
@p
@t
= rT
µ
k
½g
rp
¶
(4.5)
Y resolviendo la ecuación (4.5) se obtiene el campo de presiones del ‡uido en el interior del esqueleto
sólido.
La aproximación de level-set
Sea el caso de un suelo completamente saturado por dos ‡uidos distintos: agua y aire, por ejemplo.
En la aproximación propuesta, una función indicadora, '(x; t); identi…ca la parte del dominio ocupada
por cada ‡uido. Las propiedades del material, tales como densidad y compresibilidad, pueden calcularse
como
½(x; t) = ½w +(½a ¡ ½w)H('(x; t)) (4.6)
K(x; t) = Kw + (Ka ¡Kw)H('(x; t)) (4.7)
donde el subíndice w y a denotan el agua y el aire respectivamente, y
H (') =
8<: 1 si ' > 00 si ' · 0 (4.8)
De esta manera ½ y K son dos propiedades del ‡uido que se mueven con el ‡ujo, siendo nula su
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derivada material
d½
dt
= @½
@t
+ u grad(½) = 0
dK
dt =
@K
@t + u grad(K) = 0
donde, en este caso, u es la velocidad real del ‡ujo.
Considerando ahora la dependencia de las propiedades del ‡uido con la función inidicadora, ecua-
ciones (4.6) y (4.7), la condición anterior puede escribirse
d'
dt
=
@'
@t
+u grad' = 0 (4.9)
que establece que la función indicadora es transportada convectivamente por el ‡ujo y requiere que la
función H() sea una función suave.
Considerando ' como una función lineal de su posición, x; su derivada espacial de segundo orden
es nula y la aproximación numérica de la ecuación (4.9) es exacta. La función lineal más simple es
aquella de pendiente unidad, es decir, la denominada función distancia tal que jgrad 'j = 1:
Para evitar cambios bruscos en las propiedades del ‡uido a ambos lados de la interfase, dichas
propiedades se interpolan a lo largo de una región con una anchura constante de aproximadamente 2±
a ambos lados de dicha interfase [30] [33], donde ± se toma del orden del tamaño de la malla. Existen
distintas alternativas para la de…nición de la función H(). En este trabajo se hace uso de una sencilla
interpolación lineal [28] [29] [30]
H(') =
m¶³n(±;m¶ax('; ¡±)) + ±
2±
(4.10)
Esta de…nición de la función de interpolación, basada en la distancia a la interfase, requiere el
mantener la función indicadora como una función distancia. En efecto, la ecuación (4.9) establece
que la función indicadora es transportada por convección por la velocidad del ‡ujo: puesto que dicha
velocidad no es uniforme en el dominio, la función distancia original se distorsionará con el tiempo y,
después de un rato, ya no será una función distancia.
Este problema puede resolverse utilizando la velocidad del ‡uido tal y como se establece en las
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ecuaciones (4.9) transportando la función indicadora y, una vez que dicha función indicadora es trans-
portada, corrigiéndola para que cumpla la condición jgrad 'j = 1: Esto puede conseguirse resolviendo,
para cualquier instante t, la siguiente ecuación hasta alcanzar el estado estacionario [33]:
@'(¿^)
@¿^
+ S ('(t)) jgrad'(¿^)j = S ('(t)) (4.11)
con condiciones iniciales
'(x; ¿^ = 0) = '(x; t)
donde S() es la función signo y ¿^ un tiempo …cticio.
Claramente, la solución estacionaria de este problema cumplirá la condición jgrad'j = 1 y el cero
de la función '(¿^ ! 1) coincide con el de '(t):
La ecuación (4.11) puede escribirse también como
@'(¿^)
@¿^
+ S ('n)
grad'(¿^)
jgrad'(¿^)j ¢ grad'(¿^) = S ('
n) (4.12)
lo que demuestra que este problema no es más que la ecuación de transporte covectivo con una
velocidad dada por
v = S ('n)
grad'(¿^)
jgrad'(¿^)j
Esta ecuación para la velocidad indica que las características del problema se inician en la posición
de la interfase y viajan con velocidad §1: Por lo tanto, la reconstrucción de la función indicadora
como una función distancia se inicia en la interfase y progresa a lo largo de la normal en la dirección
saliente. Por ello, la zona crítica, alrededor de la posición de la interfase, es reconstruida en el primer
paso de tiempo …cticio, ¿^ ; al iterar la solución del problema (4.11).
4.2.3. Modelo numérico
El método numérico utilizado en este trabajo para resolver la ecuación de ‡ujo (4.5) es el método
estándar de Galerkin para la discretización espacial [39] y el esquema de Newmark para la discretización
temporal [13] [23]. Para resolver la ecuación de transporte convectivo (4.9) así como la reinicialización
de la función indicadora (4.12), se hace uso del método de dos pasos de Taylor-Galerkin [26].
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Discretización de las ecuaciones de ‡ujo
Recordemos la ecuación (4.5)
1
Q
@p
@t
= rT
µ
k
½g
rp
¶
(4.13)
Teniendo en cuenta que el campo de presiones puede interpolarse como
p = Np p^
siendo p^ los valores nodales, la ecuación (4.13) puede discretizarse en el espacio de la siguiente manera
Z
-
(rNp)T k½grNpd- p^+
Z
-
NTp
1
Q
Npd-
¢
p^ ¡
Z
¡
NTp
k
½g
@p
@n
d¡ = 0
o expresándolo de manera matricial
Kp^+C
¢
p^ = f (4.14)
donde
K es la matriz de permeabilidad:
K =
Z
-
(rNp)T k½g rNpd-
C es la matriz de compresibilidad:
C =
Z
-
NTp
1
Q
Npd-
y f es:
f =
Z
¡
NTp
k
½g
@p
@n
d¡
Para discretizar la ecuación (4.14) en el tiempo, haremos uso del método de Newmark que utiliza
las siguientes aproximaciones
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pn+1 = pn +¢t _pn +¯ ¢t ¢ _pn (4.15)
y
_pn+1 = _pn + ¢ _pn (4.16)
donde
:
p = @p@t ; y ¯ es un parámetro que cumple 0 · ¯ · 1:
Escribiendo ahora la ecuación (4.14) discretizada en el espacio para tn+1, y omitiendo, por como-
didad, el acento circun‡ejo sobre la variable p, tenemos
Kpn+1 ¡ fn+1+C _pn+1 = 0 (4.17)
y teniendo en cuenta las expresiones (4.15) y (4.16)
(C +¯ ¢t K)¢ _pn = fn+1 ¡ (C _pn +K (pn +¢t _pn)) (4.18)
el esquema generalizado resultante puede reducirse, dependiendo del valor del parámetro ¯; a uno de
los siguientes esquemas
¯ Esquema
0 Euler hacia delante
1 Euler hacia atrás
1
2 Crank-Nicolson
2
3 Galerkin
Si ¯ ¸ 1=2 el esquema es incondicionalmente estable [38]. Si ¯ = 0; el esquema resultante es
explícito y la matriz C puede invertirse si se hace uso de la representación diagonal de la matriz de
masas. En las aplicaciones mostradas más adelante se ha utilizado un valor de ¯ = 2=3.
Merece la pena comentar aquí el caso en que pudiera ocurrir que la permeabilidad y compresibilidad
dependieran de la presión. En este caso sería necesario actualizar las matrices de permeabilidad, K,
y compresibilidad, C, en cada paso de tiempo. Para ilustrar el procedimiento a seguir en este último
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supuesto, comenzaremos haciendo uso de los valores conocidos de pn y _pn y calcularemos a partir de
ellos los valores para tn+1:
Supondremos inicialmente que
pn+1(i) = p
n
_pn+1(i) = _p
n
y con los valores anteriores calcularemos las nuevas matrices de permeabilidad y compresibilidad:
Kn+1(i) = K
³
pn+1(i)
´
Cn+1(i) = C
³
pn+1(i)
´
El nuevo sistema a resolver
³
Cn+1(i) +¯ ¢t K
n+1
(i)
´
¢ _pn(i) = f
n+1 ¡
³
Cn+1(i) _p
n + Kn+1(i) (p
n +¢t _pn)
´
(4.19)
Resolviendo este sistema de ecuaciones lineales se obtiene ¢ _pn(i) ; y haciendo uso de este valor
podemos actualizar pn+1(i) y _p
n+1
(i) con las siguientes expresiones
pn+1(i+1) = p
n + ¢t _pn + ¯ ¢t ¢ _pn(i) (4.20)
_pn+1(i+1) = _p
n +¢ _pn(i) (4.21)
Para comprobar la convergencia con los nuevos valores calculados se hace uso de la siguiente
expresión:
" =
°°°pn+1(i+1) ¡ pn+1(i) °°°°°°pn+1(i+1) + pn+1(i) °°°
Si " > tol, siendo tol una tolerancia dada, el algoritmo no lineal continuaría comenzando por
pn+1(i+1) y _p
n+1
(i+1):
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Si " · tol, el valor de pn+1(i+1) está su…cientemente próximo al valor exacto y entonces
pn+1 = pn+1(i+1)
_pn+1 = _pn+1(i+1)
Seguimiento de la interfase
Convección de la función indicadora. Tal y como se discutió en la sección 4.2.2, para asignar las
propiedades del ‡uido en cada punto del dominio, el procedimiento propuesto hace uso de la función
indicadora ' que debe ser transportada convectivamente por el campo de velocidades (condición 1)
d'
dt
=
@'
@t
+ u grad' = 0 (4.22)
y corregida para mantenerla como una función distancia (condición 2), es decir, hacer evolucionar la
siguiente expresión hasta alcanzar el estado estacionario
@'(¿^)
@¿^
+ S ('n)
grad'(¿^)
jgrad'(¿^)j ¢ grad'(¿^) = S ('
n) (4.23)
con condiciones iniciales
'(x; ¿^ = 0) = '(x; t) (4.24)
donde S() es la función signo y ¿^ un tiempo …cticio.
Las dos condiciones anteriores se alcanzan utilizando el método de dos pasos de Taylor-Galerkin
tal y como se detalla a continuación.
Convección. Consideremos la función indicadora, ': La ecuación de transporte convectivo sería
entonces
@'
@t
+u grad' = 0 (4.25)
y aplicando el método de dos pasos de Taylor-Galerkin explicado en los capítulos 2 y 3:
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'n+1=2 = 'n ¡ ¢t
2
(u grad 'n) (4.26)
M¢'^n = ¢tf
Z
-
¡
gradT (uN)
¢T 'n+1=2d- ¡Z
¡
NTu 'n+1=2¢nd¡g (4.27)
Corrección. El valor de la función indicadora calculada resolviendo la ecuación anterior (4.27)
se corrige haciendo evolucionar la siguiente expresión hasta alcanzar el estado estacionario
@'(¿^)
@¿^
+ S ('n)
grad'(¿^)
jgrad'(¿^)j ¢ grad'(¿^) = S ('
n) (4.28)
'(x; ¿^ = 0) = '(x; t) (4.29)
Como ya se ha mostrado anteriormente, se trata de un problema de transporte convectivo con
velocidad
v = S ('n) grad'(¿^)jgrad'(¿^)j (4.30)
Teniendo esto en cuenta podemos escribir la ecuación (4.28) como sigue
@'(¿^)
@¿^
+div ('(¿^) v) = S ('n) + '(¿^) div v (4.31)
y podemos aplicar de nuevo el método de dos pasos de Taylor-Galerkin:
'n+1=2 = 'n +
¢t
2
[S (') (1 ¡ jgrad'j)]n (4.32)
M¢'^n = ¢t
Z
-
NT [S (') (1 ¡jgrad'j)]n+1=2d- (4.33)
Una vez que la función indicadora ha sido transportada y corregida, las propiedades del ‡uido se
calculan como sigue:
½(x; t) = ½w + (½a ¡ ½w)H('(x; t)) (4.34)
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K(x; t) = Kw + (Ka ¡Kw)H('(x; t)) (4.35)
denotando aire y agua con a y w respectivamente, y donde
H(') =
m¶³n (±; m¶ax(';¡±)) + ±
2± (4.36)
siendo ± el tamaño de un elemento representativo de la malla.
Hay que hacer notar que para acelererar la convergencia de la ecuación (4.28) hasta alcanzar el
estado estacionario, el algoritmo de dos pasos de Taylor-Galerkin utiliza un paso de tiempo óptimo
correspondiente a cada elemento de la malla [40]:
¢¿^ =
h
jvj = h (4.37)
siendo h el tamaño de cada elemento.
Se ha encontrado un comportamiento óptimo cuando este paso de tiempo se reduce aplicando un
factor del orden de 0.90-0.85.
Sin embargo, utilizando este procedimento, la fase de corrección de la solución tarda un tiempo
signi…cativo. Para reducirlo, ambas fases, convección y corrección, se limitan a una región estrecha a
ambos lados de la interfase, ahorrándose de esta manera un cierto número de iteraciones puesto que
la condición jgrad 'j = 1 tiene que cumplirse únicamente en esta pequeña zona. El tamaño de dicha
región es del orden de 3±-4± centrada en la interfase.
4.2.4. Aplicaciones
Se plantean en esta sección algunos casos concretos de ‡ujo con super…cie libre en medio poroso
a los que se ha aplicado los métodos anteriormente descritos. Se estudia, en primer lugar, el caso
monodimensional de la …ltración a través de un tubo horizontal, cuya solución en el estado estacionario
es bien conocida. Por otro lado, se presentan otros tres ejemplos de validación del modelo: Presa
rectangular, presa rectangular con permeabilidad variable y presa triangular con drenaje, que han
sido resueltos por otros autores [5] [15] [24], coincidiendo los resultados obtenidos con los dados por
estos investigadores. Dichos ejemplos consisten en el estudio de la …ltración de ‡ujos con super…cie
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Figura 4-1: Filtración en un tubo horizontal: malla computacional y condiciones de contorno.
libre en el interior de presas con distintas geometrías y permeabilidades variables.
Filtración en un tubo horizontal
El esquema propuesto ha sido comprobado para el caso monodimensional de un tubo horizontal
de 1 metro de longitud. La discretización espacial consiste en una malla regular de 40 elementos
triangulares lineales y 42 nodos.
Se supone que en el extremo izquierdo del tubo se aplica la presión equivalente a la presión
hidrostática de una columna de agua de diez metros de altura mientras que en el extremo derecho se
prescribe una presión nula (ver Figura 4-1). La condición inicial para la presión se toma igual a cero
en todo el dominio.
El tubo se encuentra inicialmente saturado con aire: Ka = 105 Kg m¡1s¡2 y ½a = 1 Kg m¡3: El
agua, con propiedades Kw = 109 Kg m¡1s¡2 y ½w = 1000 Kg m¡3; va …ltrándose a través del tubo a
partir del extremo izquierdo. La permeabilidad del suelo al aire y al agua se supone que es la misma
e igual a ka = kw = 4.5¢10¡6 m s¡1 y la porosidad del material se toma como n = 0.3.
La Figura 4-2 muestra la evolución de la interfase entre el aire y el agua. En la Figura 4-3 puede
verse la evolución de la presión dentro del tubo. La Figura 4-4 da la evolución de los vectores velocidad.
En el estado estacionario la velocidad del agua en el interior del tubo es de 4.5¢10¡5 m s¡1; como
era de esperar.
La Figura 4-5 muestra la variación de la presión a lo largo del tubo para seis instantes de tiempo.
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Figura 4-2: Filtración en un tubo horizontal: evolución de la interfase entre aire y agua.
Figura 4-3: Filtración en un tubo horizontal: evolución de la presión.
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Figura 4-4: Filtración en un tubo horizontal: evolución de los vectores velocidad.
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Figura 4-5: Filtración en un tubo horizontal: presión en el tubo para seis pasos de tiempo.
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Presa rectangular
En este ejemplo se estudia la …ltración en una presa rectangular. Dicha presa se supone inicialmente
saturada con agua y el aire penetra por el contorno superior. La altura del agua en el contorno izquierdo
es de 10.1 m mientras que es tan sólo de 2 m en el contorno derecho (ver Figura 4-6). La discretización
espacial consiste en una malla de 2948 elementos triangulares lineales y 1559 nodos. La Figura 4-6
muestra las condiciones de contorno para la presión (en Pa) y la malla computacional. La función
indicadora ' se toma como positiva en el contorno superior mientras que la condición inicial para la
presión es la hidrostática en todo el dominio.
Las propiedades para el agua y el aire son las dadas en el ejemplo anterior, esto es, Kw = 109 Kg
m¡1s¡2, ½w = 1000 Kg m¡3; Ka = 105 Kg m¡1s¡2 y ½a = 1 Kg m¡3: La permeabilidad del suelo al
aire y al agua se supone la misma e igual a ka = kw = 10¡3 m s¡1 y la porosidad del material se toma
como n = 0.3.
Las Figuras 4-7, 4-8 y 4-9 muestran la evolución de la interfase entre el agua y el aire, los valores
de la presión y los vectores velocidad hasta alcanzar el estado estacionario.
Los resultados obtenidos coinciden con aquellos dados por Borja y Kishnani [5], Lacy y Prevost
[15] y Oden y Kikuchi [24].
Presa rectangular con permeabilidad variable
En este ejemplo se estudia la …ltración en una presa rectangular con permeabilidad variable. La
presa se supone inicialmente saturada con agua mientras el aire va …ltrándose por el contorno superior.
La altura del agua en el contorno izquierdo es de 10.1 m, siendo de tan sólo 2 m en el contorno derecho
(ver Figura 4-10). La discretización espacial consiste en una malla de 2948 elementos triangulares
lineales y 1559 nodos. La Figura 4-10 muestra las condiciones de contorno para la presión (en Pa) y
la malla computacional. La función indicadora ' se prescribe como positiva en el contorno superior.
La condición inicial para la presión es la hidrostática para todo el dominio.
Las propiedades del agua y el aire son las mismas que se especi…caron en los dos ejempos anteriores
(Kw = 109 Kg m¡1s¡2, ½w = 1000 Kg m¡3; Ka = 105 Kg m¡1s¡2 y ½a = 1 Kg m¡3). La permeabilidad
del suelo al agua y al aire se supone idéntica e igual a ka = kw = 10¡4 m s¡1 en la mitad izquierda
del dominio y ka = kw = 5 ¢ 10¡3 m s¡1 en la mitad derecha. La porosidad del material se toma, de
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Figura 4-6: Presa rectangular: codiciones de contorno y malla computacional.
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Figura 4-7: Presa rectangular: evolución de la interfase entre los dos ‡uidos hasta el estado estacionario.
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Figura 4-8: Presa rectangular: evolución de los valores de la presión hasta el estado estacionario.
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Figura 4-9: Presa rectangular: evolución de los vectores velocidad hasta el estado estacionario.
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nuevo, como n = 0.3.
Las Figuras 4-11, 4-12 y 4-13 muestran la evolución de la interfase entre el agua y el aire, los
valores de la presión y los vectores velocidad hasta alcanzar el estado estacionario.
Los resultados obtenidos se encuentran en gran acuerdo con aquellos dados por Borja y Kishnani
[5], Lacy y Prevost [15] y Oden y Kikuchi [24].
Presa triangular con drenaje
Este es el mismo caso resuelto grá…camente por Lambe y Whitman [16] y numéricamente por Borja
y Kishnani [5] y Lacy y Prevost [15].
La zona central de la presa se supone compuesta por un material menos permeable que el de las
zonas más externas.
Inicialmente la presa posee 6 m de material saturado con agua mientras que el aire va …ltrándose
por el contorno superior. La altura del agua en el contorno izquierdo es de 6 m, mientras que una
zona de drenaje de dos metros de longitud se sitúa en el extremo derecho del contorno inferior tal y
como se muestra en la Figura 4-14. La malla utilizada para la discretización espacial cuenta con 2844
elementos triangulares lineales y 1540 nodos (ver Figura 4-14). Las condiciones de contorno para la
presión (en Pa) y la malla computacional están dadas en la Figura 4-14. La condición inicial para la
presión es la hidrostática, tal y como se muestra en la Figura 4-16.
Las propiedades del agua y del aire son las especi…cadas en los ejemplos anteriores (Kw = 109
Kg m¡1s¡2, ½w = 1000 Kg m¡3; Ka = 105 Kg m¡1s¡2 y ½a = 1 Kg m¡3). La permeabilidad de los
materiales al aire y al agua se suponen idénticos y los valores son ka = kw = 3 ¢ 10¡2 m s¡1 en las
dos zonas exteriores y ka = kw = 5 ¢ 10¡3 m s¡1 en la región central de la presa. La porosidad de los
materiales se toma igual a n = 0.3.
Las Figuras 4-15, 4-16 y 4-17 muestran la evolución de la interfase entre los dos ‡uidos, los valores
de la presión y los vectores velocidad hasta alcanzar el estado estacionario.
Los resultados obtenidos coinciden con aquellos dados por Borja y Kishnani [5].
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Figura 4-10: Presa rectangular con permeabilidad variable: condiciones de contorno y malla computa-
cional.
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Figura 4-11: Presa rectangular con permeabilidad variable: evolución de la interfase entre los dos
‡uidos hasta el estado estacionario.
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Figura 4-12: Presa rectangular con permeabilidad variable: evolución de la presión hasta el estado
estacionario.
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Figura 4-13: Presa rectangular con permeabilidad variable: evolución de los vectores velocidad hasta
el estado estacionario.
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Figura 4-14: Presa triangular con drenaje: condiciones de contorno y malla computacional.
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Figura 4-15: Presa triangular con drenaje: evolución de la interfase entre los dos ‡uidos hasta el estado
estacionario.
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Figura 4-16: Presa triangular con drenaje: evolución de la presión hasta el estado estacionario.
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Figura 4-17: Presa triangular con drenaje: evolución de los vectores velocidad hasta el estado esta-
cionario.
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4.3. Transporte de contaminantes
4.3.1. Introducción
Una vez que el campo de velocidades en el medio poroso es conocido, puede procederse al estudio
del transporte de contaminantes en dicho medio.
Los principales fenómenos a tener en cuenta son la convección, la dispersión mecánica debida a la
tortuosidad, y la difusión molecular. Existen además otros tres fenómenos que son los responsables del
almacenamiento (o escape) temporal del contaminante y de la inducción de efectos retardantes, tales
como adsorción, degradación y el efecto del agua inmóvil [4] [6] [37]. El transporte de contaminantes en
medio poroso es gobernado por las ecuaciones transitorias de convección-difusión donde la incógnita
es la concentración de contaminante.
Las di…cultades en la solución numérica de las ecuaciones de convección-difusión han sido amplia-
mente reconocidas. Hay que hacer notar que la …ltración en medio poroso se encuentra normalmente
dominada por términos difusivos, mientras que el movimiento de los ‡uidos intersticiales puede dar lu-
gar a transporte convectivo dominante. Es bien conocido que el método de Elementos Finitos estándar
de Galerkin a menudo da lugar a soluciones oscilatorias, particularmente en el caso del problema del
transporte convectivo dominante o en el caso de ser muy gruesa la malla de elementos …nitos utilizada,
además de ser un método válido únicamente en el caso de ecuaciones autoadjuntas. Por ello, en este
capítulo haremos uso del método de dos pasos de Taylor-Galerkin, de gran sencillez y precisión, para
el tratamiento de problemas de convección dominante.
La estructura de esta segunda parte del capítulo 4 es la siguiente. En primer lugar se presentan las
ecuaciones generales que gobiernan el transporte de contaminantes en suelos no saturados. Seguida-
mente se procede a la discretización de las ecuaciones explicándose algunos métodos útiles para el
tratamiento de las oscilaciones en las zonas próximas a las dicontinuidades. Finalmente se muestran
algunos ejemplos de validación para el modelo de transporte convectivo propuesto en este trabajo.
4.3.2. Ecuaciones generales
Vamos a estudiar aquí los fenómenos y las ecuaciones constitutivas que gobiernan el transporte de
contaminantes en suelos no saturados [36].
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Convección
El ‡ujo convectivo de contaminantes transportado por una corriente móvil de agua cuya concen-
tración viene dada por Ám, se de…ne como [4]
Jc = ÁmUw (4.38)
donde la velocidad intrínseca del agua móvil [18]
Uw = u+
w
µm
¼ w
µm
(4.39)
con la porción volumétrica contenida por la fase de agua móvil
µm = n(Sw ¡Sw0) (4.40)
En la ecuación anterior, w es la velocidad de Darcy del agua, es decir, nvreal; u es la velocidad del
esqueleto sólido; n es la porosidad; Sw es el grado de saturación del agua; Sw0 es la porción de agua
inmóvil en Sw; y nSw0 es la proporción volumétrica contenida en el agua inmóvil simbolizada por
µim = nSw0 (4.41)
Difusión molecular
El ‡ujo de masa difusivo molecular producido por el movimiento aletorio de las moléculas en el
agua móvil debido al gradiente de la concentración está de…nido por la ley de Fick como
Jm = ¡DmrÁm (4.42)
donde Dm es el coe…ciente de difusión molecular en el medio poroso, que puede determinarse por [20]
Dm = ¿´nDm0 (4.43)
siendo Dm0 el coe…ciente de difusión molecular en el agua que es aproximadamente igual a 10¡5 cm2/s;
´ es el factor de retardo electromolecular (que varía entre 0.9 y 1.0 para grava y arena, entre 0.4 y 0.5
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para sedimentos, y es aproximadamente 0.2 para arcilla); ¿ = µ4.3=µ2s es un factor de tortuosidad con
µ = nSw y µs = n, de manera que el valor del coe…ciente de difusión molecular Dm en el medio poroso
está, en general, relacionado con la porosidad y el grado de saturación.
Dispersión mecánica y dispersión hidrodinámica
La dispersión mecánica del ‡ujo debido a las variaciones de la velocidad de los ‡ujos de …ltración
en la sección durante el movimiento del contaminante se ha propuesto que obedezca una ley del tipo
de la de Fick
Jd = ¡DdrÁm (4.44)
donde Dd es el tensor simétrico de segundo orden llamado tensor de dispersión mecánica. Para un
medio poroso isotrópico, puede expresarse como [4]
Dd = aT jjUwjjI+ (aL ¡aT )UwU
T
w
jjUwjj (4.45)
donde I es la matriz unitaria; aL es la dispersividad longitudinal (es decir, la dispersividad a lo largo
de las líneas de ‡ujo); y aT es la dispersividad transversal (dispersividad a lo largo de la normal a
las líneas de ‡ujo). Por lo tanto, el ‡ujo dispersivo y el ‡ujo difusivo pueden sumarse para obtener el
llamado ‡ujo de dispersión hidrodinámico
Jh = ¡DhrÁm (4.46)
donde Dh es el tensor de dispersión hidrodinámico y puede escribirse como
Dh = Dm + Dd = ¿´nDm0I+aTjjUwjjI + (aL ¡ aT )UwU
T
w
jjUwjj (4.47)
Efecto del agua inmóvil
Pueden existir en el medio poroso regiones de agua inmóvil o estancada debido a que el agua ocupe
poros no comunicados o a la existencia de zonas con permeabilidad muy baja. Es común el suponer que
en el agua inmóvil no pude tener lugar dispersión hidrodinámica ni convección del contaminante. Sin
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embargo, existe un proceso de intercambio de contaminante entre el agua inmóvil y móvil. Denotando
con Áim la concentración de contaminante del agua inmóvil, la razón de intercambio de contaminante
fmim se expresa normalmente por [4]
fmim = ®¤d(Áim ¡Ám) (4.48)
donde ®¤d es el coe…ciente de transporte de masa del ‡uido en movimiento al agua inmóvil (s¡1) que
depende del coe…ciente de difusión molecular y de la geometría del área de contacto entre el agua
móvil e inmóvil, y puede ser calculado utilizando la siguiente expresión [6]
®¤d = aDm0=¿±2 (4.49)
donde a es un factor de forma geométrico y ± es la longitud de difusión característica. Puede suponerse
simplemente que ®¤d es constante, puesto que no se conocen los valores de a, Dm0, ¿ , y ±.
Adsorción
Adsorción es el fenómeno de aumento de la masa de contaminante en el sólido a partir de la
interfase fuido-sólido. Los principales factores que contribuyen a la adsorción o desorción de conta-
minante son las características físicas y químicas del contaminante considerado y de la super…cie del
sólido. La adsorción se considera instantánea y reversible. Las cantidades Fm y Fim de contaminantes
absorbidos por medio del agua móvil y del agua inmóvil pueden escribirse como sigue
Fm = (1 ¡ p)Kmd ÁN1m (4.50)
Fim = pKimd Á
N2
im (4.51)
donde Kmd y K imd son coe…cientes de distribución (m3=Kg); los exponentes N1 y N2 son paráme-
tros en general especí…cos del material del suelo y de las especies de contaminante en consideración.
Generalmente se supone Kmd = Kimd = Kd y N1 = N2 = N . Por tanto, podemos escribir las dos
ecuaciones (4.50) y (4.51) como
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Fm = (1 ¡ p)KdÁNm (4.52)
Fim = pKdÁ
N
im (4.53)
Si N = 1 el problema pasa a ser un problema de adsorción lineal; p es la porción de la super…cie
de contacto ‡uido-sólido y está relacionado con los ‡uidos inmóviles, pudiendo aproximarse por
p =
µim
µ
(4.54)
La masa absorbida F de especies de contaminante por unidad de masa del sólido se compone de
dos partes: una referente al agua móvil y otra al agua inmóvil
F = Fm + Fim = (1 ¡ p)KdÁNm + pKdÁNim (4.55)
Degradación
Algunos procesos, tales como la degradación química, la desintegración radioactiva, etc., son res-
ponsables del fenómeno de degradación. Este tipo de procesos constituyen las fuentes y sumideros del
contaminante en el medio poroso. Considerando un modelo lineal de degradación, la degradación de
la masa del contaminante por segundo y por unidad de masa para cada fase puede expresarse como
[31]
¡s = ¡ksF = ¡ks(Fm + Fim) (4.56)
¡m = ¡kmÁm½w (4.57)
¡im = ¡kimÁim½w (4.58)
donde ks; km y kim son coe…cientes de degradación (s¡1) en el sólido y el agua móvil e inmóvil
respectivamente, y ½w es la densidad del agua.
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Ecuaciones que gobiernan el transporte de contaminantes
La ecuación del balance de masa para el contaminante en agua móvil e inmóvil y en el sólido
pueden escribirse en la siguiente forma [31]
@(µmÁm)
@t
+div [µm (ÁmUw ¡ DhrÁm)] = µm½w¡m + fmim ¡ fsm +Q¤c¤ (4.59)
@(µimÁim)
@t
= µim½w¡im ¡ fmim ¡ f sim (4.60)
@(µs½sF)
@t
= µs½s¡s + f
s
m + f
s
im (4.61)
donde µs = 1 ¡ n es la proporción volumétrica contenida por la fase sólida; ½s es la densidad de la
fase sólida; ½sF puede considerarse como la concentración del contaminante absorbido en el sólido; Q¤
es la fuente de ‡ujo de agua con concentración c¤ de especies de contaminante; fyx es la cantidad de
contaminante que pasa de la fase x a la fase y por unidad de tiempo en un elemento representativo de
volumen.
4.3.3. Discretización
Consideremos la ecuación que rige el transporte de contaminantes en agua móvil (4.59)
@(µmÁm)
@t
+div [µm (ÁmUw ¡ DhrÁm)] = µm½w¡m + fmim ¡ fsm +Q¤c¤ (4.62)
Teniendo en cuenta lo que ya vimos en la sección anterior
Uw = u+
w
µm
¼ w
µm
(4.63)
donde w es la velocidad de Darcy del agua, esto es nvreal siendo n la porosidad, podemos escribir la
ecuación (4.62) para un medio no saturado como sigue
@(µmÁm)
@t
+div (Fconv +Fdisp + Fdif) = S (4.64)
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@(µmÁm)
@t
+ div (F) = S (4.65)
donde Ám es la concentración de contaminante en el agua, F es el ‡ujo total de contaminante disuelto
y S los términos tipo fuente que engloban degradación, adsorción y el efecto del agua inmóvil antes
descritos. Los subíndices conv; disp y dif se re…eren a las componentes convectiva, dispersiva y difusiva
respectivamente.
Los ‡ujos vienen dados por
Fconv = Ámw
Fdisp = ¡DdµmrÁm
Fdif = ¡DmµmrÁm
siendo Dd y Dm los tensores de dispersión mecánica y difusión molecular respectivamente, que como
ya hemos visto, a menudo se combinan en un único tensor Dh: En el caso de un material saturado
con porosidad constante y despreciando los efectos del agua inmóvil, la ecuación de balance es
@Ám
@t
+ div (Fconv +Fdisp + Fdif) = S (4.66)
Fconv = Ámvreal
Fdisp = ¡DdrÁm
Fdif = ¡DmrÁm
Para la discretización de esta ecuación se hará uso del método de dos pasos de Taylor-Galerkin.
Para ello, podemos escribir la ecuación que rige el transporte de contaminantes de la siguiente manera
@Ám
@t
+div(Fconv) ¡ div (DhrÁm) = S (4.67)
4.3. Transporte de contaminantes 199
siendo, como ya vimos, Dh = Dm +Dd:
La naturaleza matemática del problema depende de la in‡uencia relativa de los distintos términos,
empleándose para caracterizarla el denominado número de Peclet, dado por
Pe =
jvrealjh
2jjDhjj (4.68)
donde h es una longitud característica del problema. Cuando el número de Peclet sea muy pequeño,
predominará la difusión sobre la convección, ocurriendo lo contrario para valores altos de Pe:
Como ya se discutió en el capítulo 3, para valores grandes del número de Peclet, deben emplearse al-
goritmos especiales como pueden ser, entre otros, los denominados StreamlineUpwind Petrov-Galerkin,
Galerkin Mínimos Cuadrados, Taylor-Galerkin o Galerkin basado en Características. Respecto de los
dos primeros, cabe decir que se emplean fundamentalmente para obtener estados estacionarios, y que
en problemas transitorios introducen demasiada difusión numérica. Respecto de los métodos de Taylor-
Galerkin y de Galerkin-Características, cabe decir que presentan un buen compromiso entre sencillez
y precisión.
La base del desarrollo del método de Taylor-Galerkin es realizar un desarrollo en serie en el tiempo
en dos etapas, pasando de los valores de las variables en el instante tn a los de tn+1 :
Án+1=2m = Ánm +
¢t
2
@Ám
@t
¯¯¯¯n
(4.69)
de donde, empleando el sistema original se llega a
¹Án+1=2m = ¹Á
n
m +
¢t
2
¡¹S ¡ div(Fconv)¢n (4.70)
donde la barra sobre las variables indica valores promediados en elementos, esto es
¹Ám =
1
-e
Z
-
Ámd- (4.71)
siendo -e el tamaño del elemento.
Una vez conocidos los valores en tn+1=2 del vector de incógnitas, pueden obtenerse directamente
los vectores de ‡ujo y de fuentes tal y como se vio en los capítulos 2 y 3.
El segundo paso emplea estos valores en tn+1=2
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Án+1m = Á
n
m + ¢t
³
¹Sn+1=2 ¡ div(Fn+1=2conv ) + div(DhrÁm)n
´
(4.72)
Esta segunda ecuación se discretiza empleando el método estándar de Galerkin, llegándose a
M¢Á^
n
m=¢t
µZ
-
NT Sn+1=2d- ¡
Z
¡
NT
³
Fn+1=2conv ¢ n
´
d¡+
+
Z
-
(gradN)T Fn+1=2conv d-+
Z
¡
NT (DhrÁm)n ¢ n d¡ ¡
Z
-
(gradN)T (DhrÁm)n d-
¶
(4.73)
El sistema de ecuaciones (4.73) a resolver durante cada paso de tiempo es del tipo:
Mx = f
y puede resolverse de una manera económica utilizando un esquema de Jacobi [25] [26]:
x(k+1) = x(k) +M¡1L (f ¡Mx(k)) (4.74)
donde el superíndice es un contador de iteraciones y la matriz ML es la representación diagonal de la
matriz de masas. Normalmente son necesarias menos de seis iteraciones para alcanzar la convergencia.
Estabilidad. El esquema anteriormente presentado es condicionalmente estable y su incremento
de tiempo crítico (o valor máximo de ¢t permisible) exige que
C ·
r
1
Pe2
+ ®¡ 1
Pe
siendo ® = 1=3 si se utiliza la forma consistente de la matriz de masas y ® = 1 si se hace uso de la
forma diagonalizada.
Pe es el número de Peclet del elemento, de…nido como ya vimos anteriormente
Pe =
jvrealjh
2jjDhjj
y C es el número de Courant del elemento
4.3. Transporte de contaminantes 201
C =
jvrealj¢t
h
siendo h una longitud característica del elemento de la malla.
La condición de estabilidad se escribe
¢t · ¢tcrit = hjvrealj
"r
1
Pe2
+ ®¡ 1
Pe
#
(4.75)
Tratamiento de discontinuidades
Claramente, con la aproximación de Elementos Finitos en el que todas las variables son interpoladas
usando funciones contínuas C0, no es posible la reproducción exacta de fuertes discontinuidades u
ondas de choque. En todas las soluciones de Elementos Finitos las ondas de choque se representan
simplemente como regiones con un gradiente grande. La situación ideal se produce si las rápidas
variaciones de las variables se concentran en unos pocos elementos alrededor de la discontinuidad.
Desafortunadamente en la mayoría de los casos se encuentra que la aproximación de la discontinuidad
introduce oscilaciones locales que pueden persistir a lo largo de un área bastante grande del dominio.
Por esta razón, se introducen en el análisis de Elementos Finitos viscosidades adicionales que ayudan
a amortiguar las oscilaciones causadas por las ondas de choque [40].
Estos procedimientos que hacen uso de viscosidades arti…ciales se conocen como métodos de captura
de choques. La idea de añadir una viscosidad arti…cial o difusión para capturar las discontinuidades
fue sugerida en primer lugar por Neumann y Richtmyer en 1950 [35]. Ellos recomendaron que podía
lograrse la estabilización añadiendo un término de disipación adicional que juega el papel de la viscosi-
dad en la región próxima a los choques. Algunos trabajos destacables en este área son los de Lapidus
[17], Steger [32], MacCormack y Baldwin [19] y Jameson y Schmidt [12]. En Swansea, una forma
modi…cada del método basada en la segunda derivada de la presión fue desarrollada por Peraire et al.
[27] y Morgan et al. [21] para cálculos con Elementos Finitos. Recientemente se ha introducido una
viscosidad anisótropa para la captura de choques [7] de manera que la difusión sea añadida de una
manera más racional.
Para implementar una difusión arti…cial se procede de la siguiente manera. Se calculan primero
los valores aproximados del vector solución usando un método explícito directo. Después se modi…ca
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cada componente escalar de estos valores añadiendo una corrección que suaviza el resultado. De esta
manera, si consideramos una componente escalar Á y se han determinado ya los valores de Án+1, los
nuevos valores Án+1s vienen dados por
Án+1s = Án+1 + ¢t¹a
@
@xi
µ
@Á
@xi
¶
(4.76)
donde ¹a es un coe…ciente de difusión arti…cial. Es importante hacer notar que cualquiera que sea el
método utilizado, el cálculo de ¹a debe limitarse al dominio próximo a la discontinuidad para evitar
así distorsionar el resultado de todo el problema.
En los métodos basados en la segunda derivada, normalmente se asume que el coe…ciente ¹a debe
ser el mismo para cada una de las ecuaciones con que se cuenta y tan sólo se considera importante
una de las variables independientes Á: Normalmente se supone que la variable a tener en cuenta aquí
es la presión de manera que podemos escribir [19]
¹a = Ceh
3 juj + c
~p
¯¯¯¯
@2p
@xi@xi
¯¯¯¯
e
(4.77)
donde Ce es un coe…ciente adimensional, u es el vector velocidad, c la velocidad del sonido, ~p es la
presión promediada y el subíndice e denota un elemento.
Podemos aproximar el valor de la segunda derivada de cualquier variable escalar Á (como puede
ser por ejemplo la presión p) como [21]
h2
@2Á
@x2
¼ (M¡ML) Á^ (4.78)
donde M y ML son las matrices de masa consistente y diagonal respectivamente, y Á^ denota los valores
nodales. Entonces, ¹a puede volver a escribirse como (4.77)
¹^a = Ceh
juj + c
~p
(M¡ ML) p^ (4.79)
Hay que hacer notar que ¹^a es una cantidad nodal. Sin embargo, podemos hacer la siguiente
aproximación en los elementos:
¹ae = Ceh (juj + c)Se (4.80)
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donde Se es la variación de presión en el elemento, que es una media de las variaciones nodales Si
dadas por [21]
Si =
jPe (pi ¡ pk)jP
e j(pi ¡ pk)j
(4.81)
Puede ver…carse que Si = 1 cuando la presión tiene un extremo local en el nodo i y Si = 0 cuando
la presión en el nodo i es el promedio de los valores de todos los nodos adyacentes al nodo i. El
coe…ciente Ce normalmente varía entre 0.0 y 2.0.
Las variables suavizadas pueden escribirse ahora haciendo uso de la aproximación de Elementos
Finitos de Galerkin, teniendo en cuenta las ecuaciones (4.76), (4.77) y (4.80) y reemplazando (juj + c)
por h=¢te en la ecuación (4.80)
Á^
n+1
s = Á^
n+1
+ ¢tM¡1L
CeSe
¢te
(M¡ML) Á^n (4.82)
Este método ha sido ampliamente utilizado y es muy e…ciente.
4.3.4. Aplicaciones
Se presentan aquí varias aplicaciones numéricas del transporte de contaminantes en medio poroso
en las que se ha aplicado el método de Elementos Finitos de Taylor-Galerkin de dos pasos. Estos
ejemplos se han centrado en el estudio del proceso de convección. Otros mecanismos como la dispersión,
degradación, adsorción o el efecto del agua inmóvil no han sido considerados.
En primer lugar, se estudia el transporte de la función escalón en una dimensión así como la
rotación de una concentración cilíndrica en dos dimensiones. Ambos ejemplos son muy interesantes,
desde el punto de vista numérico, al ser funciones discontinuas en una y dos dimensiones. Además
de las di…cultades que este tipo de funciones presentan a la hora de la modelización numérica, tal
y como se explicó en la sección 4.3.3, hay otro aspecto importante a discutir, y es que al propagar
estas funciones puede observarse el fenómeno conocido como dispersión numérica, según el cual las
diferentes componentes armónicas de la señal que se propaga viajan con diferentes velocidades en el
esquema numérico mientras que en la solución analítica estas velocidades son iguales. De esta manera,
al propagar una función escalón, las diferentes velocidades de propagación de los diferentes armónicos
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Figura 4-18: Transporte de la función escalón en una dimensión: malla de elementos …nitos utilizada.
tienen como consecuencia la aparición de oscilaciones aguas arriba o aguas abajo de la discontinuidad.
Seguidamente, se analiza el caso del transporte de una concentración cónica en dos dimensiones.
Como se observará más adelante, al tratarse en este caso de la propagación de una función continua
C0 y dada la composión espectral de este tipo de funciones, no aparecen apenas oscilaciones.
Finalmente, se estudia como aplicación a un posible caso real, el transporte de contaminantes bajo
una excavación.
Transporte de la función escalón en una dimensión
Se considera en este ejemplo un dominio de 20 m de largo y 0.25 m de ancho. Dadas las dimensiones
anteriores podemos considerar que el análisis en este caso es monodimensional.
El dominio es discretizado en 160 elementos triangulares lineales y 162 nodos, tal y como se muestra
en la Figura 4-18 .
La forma de la concentración inicial, cuyo transporte vamos a estudiar en esta sección, es de tipo
escalón, es decir, dicha concentración tiene un valor de 100 a lo largo de 4 metros centrados a 5 metros
del extremo izquierdo y un valor de 0 en el resto del dominio.
La velocidad con la que es transportado el contaminante está dirigida en la dirección horizontal
y es constante, es decir, consta de una única componente en la dirección x cuyo valor es igual a 0.01
m/s.
Para evitar oscilaciones no deseadas se prescribe en los nodos del extremo izquierdo una concen-
tración nula.
En cuanto al paso de tiempo, este es …jado igual a 6 segundos, correspondiente a un número de
Courant C = 0.24, constando el análisis de 300 pasos de tiempo.
En la Figura 4-19 se muestra la evolución temporal de la concentación. Puede observarse la apari-
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ción de oscilaciones próximas a las zonas de la discontinuidad. Estas oscilaciones son debidas al fuerte
gradiente de concentración de contaminante que se localiza en estos puntos, así como a la dispersión
numérica del esquema. Las oscilaciones disminuyen notablemente si hacemos uso del amortiguamien-
to local propuesto en la sección 4.3.3 con un coe…ciente Ce = 0.06 (ver Figura 4-20). La difusión
introducida por este método suaviza la discontinuidad.
Rotación de una concentración cilíndrica en dos dimensiones
El dominio considerado en este caso es un cuadrado de 1 metro de lado. La malla de elementos
…nitos utilizada consta de 1681 nodos y 3200 elementos triangulares lineales, tal y como se muestra
en la Figura 4-21.
El ‡ujo es circular, girando en sentido antihorario con una velocidad proporcional a la distancia al
centro, siendo el valor máximo de ésta igual a 0.007 m/s en las cuatro esquinas (ver Figura 4-22).
La concentración inicial tiene forma cilíndrica, y su centro se encuentra localizado en un punto
situado a 0.725 m del borde izquierdo y a una distancia de 0.5 m del borde inferior. Dicha concentración
inicial tiene un valor de 100 en un radio de 0.09 m.
Para evitar oscilaciones no deseadas, se prescribe el valor de la concentración igual a cero en los
contornos.
Se …ja el paso de tiempo igual a la unidad, constando el análisis de 500 pasos de tiempo.
En las Figuras 4-23 y 4-24 se da la evolución de la concentración en dos y tres dimensiones
respectivamente.
Pueden observarse oscilaciones en el escalón y después de éste, debidas al fuerte gradiente de
concentración de contaminante localizado en esas zonas y a la dispersión introducida por el esquema
numérico, según se discutió con anterioridad. Estas oscilaciones se reducen notablemente al utilizar el
amortiguamiento local propuesto con un valor del coe…ciente Ce = 0.005, tal y como se muestra en
las Figuras 4-25 y 4-26. Hay que hacer notar que, debido a la difusión introducida por este método,
la discontinuidad se suaviza.
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Figura 4-19: Transporte de la función escalón en una dimensión: evolución temporal de la concen-
tración.
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Método sin amortiguamiento local Método con amortiguamiento local Ce=0.06
Figura 4-20: Transporte de la función escalón en una dimensión: comparación de la evolución de la
concentración utilizando y sin utilizar el amortiguamiento local.
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Figura 4-21: Rotación de una concentración cilíndrica: malla computacional.
Figura 4-22: Rotación de una concentración cilíndrica: campo de velocidades.
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Figura 4-23: Rotación de una concentración cilíndrica: evolución bidimensional de la concentración.
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Figura 4-24: Rotación de una concentración cilíndrica: evolución tridimensional de la concentración.
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Figura 4-25: Rotación de una concentración cilíndrica: evolución bidimensional de la concentración
con un amortiguamiento local de Ce = 0.005.
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Figura 4-26: Rotación de una concentración cilíndrica: evolución tridimensional de la concentración
con un amortiguamiento local de Ce = 0.005.
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Figura 4-27: Transporte de una concentración cónica: malla computacional.
Transporte de una concentración cónica en dos dimensiones
El dominio considerado en este caso es un rectángulo de 20 metros de largo y 10 metros de ancho.
La malla computacional utilizada consta de 861 nodos y 1600 elementos triangulares lineales, tal y
como se muestra en la Figura 4-27.
Se estudiará aquí el transporte de una concentración de contaminante con forma cónica en un
campo de velocidades dirigido según el eje horizontal y con un valor constante de 0.01 m/s.
La forma de la concentración inicial es, por tanto, cónica cuyo máximo valor, 100, se localiza a 5
metros del contorno izquierdo y 5 metros del contorno inferior, disminuyendo dicho valor progresiva-
mente en un radio de 2 metros.
Para evitar oscilaciones no deseadas, se prescriben los nodos del contorno izquierdo con un valor
de la concentración igual a cero.
Se …ja el paso de tiempo igual a la unidad, correspondiente a un número de Courant C = 0.02,
constando el análisis de 1500 pasos de tiempo.
En las Figuras 4-28, 4-29 y 4-30 se da la evolución de la concentración en una, dos y tres dimensiones
respectivamente.
Puede observarse la existencia de pequeñas oscilaciones en la zona situada a la izquierda de la
concentración cónica. Estas oscilaciones son mucho menores que las observadas en los dos ejemplos
anteriores al tratarse, en este caso, de la propagación de una función continua C0 y dada la composión
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Figura 4-28: Transporte de una concentración cónica: evolución monodimensional.
Figura 4-29: Transporte de una concentración cónica: evolución bidimensional.
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Figura 4-30: Transporte de una concentración cónica: evolución tridimensional.
espectral de este tipo de funciones, tal y como se señaló en la introducción de esta sección. Dichas
oscilaciones pueden reducirse utilizando el amortiguamiento local anteriormente propuesto con un
coe…ciente de Ce = 0.001, si bien la difusión así introducida reduce también el valor máximo de la
concentración alcanzado en el vértice del cono (ver Figuras 4-31, 4-32, 4-33 y 4-34).
En la Figura 4-34 se compara, transcurridos 500 segundos, el valor de la concentración utilizando
y sin utilizar el amortiguamiento local propuesto.
Transporte de contaminantes bajo una excavación
Vamos a tratar en este ejemplo el problema completo del transporte de contaminantes en suelos.
Para ello resolveremos en primer lugar el problema dinámico de …ltración en un medio poroso y una
vez hallemos las velocidades del ‡ujo en el interior del suelo procederemos al transporte convectivo de
una concentración de contaminante dada a través del medio.
En un terreno donde el nivel freático se encuentra en la super…cie se va a realizar la excavación de
un recinto de 8 m de anchura y 3 m de profundidad, tal y como se esquematiza en la Figura 4-35.
Por la simetría del problema respecto de un plano vertical que pasa por el centro de la excavación,
tan sólo se discretizará medio dominio, imponiéndose en esta frontera la condición de contorno de ‡ujo
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Figura 4-31: Transporte de una concentración cónica: evolución monodimensional con un amor-
tiguamiento local de Ce = 0.001.
Figura 4-32: Transporte de una concentración cónica: evolución bidimensional con un amortiguamiento
local de Ce = 0.001.
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Figura 4-33: Transporte de una concentración cónica: evolución tridimensional con un amortiguamiento
local de Ce = 0.001.
normal nulo.
Se supondrá también que la pantalla es impermeable, por lo que no será incluida en la malla. Se
considerará asimismo nulo el ‡ujo normal en las paredes verticales de la excavación, así como en la
base del dominio discretizado. Por otra parte, hay que tener en cuenta que la presión del agua es nula
en las super…cies horizontales tanto en la zona no excavada como en la excavación (ver Figura 4-36).
La condición inicial para la presión es la presión hidrostática correspondiente al estado anterior a la
excavación, esto es p = (10 ¡ z)½g en todo el dominio, siendo z la coordenada correspondiente a la
altura en cada punto (ver Figura 4-37).
En cuanto a la discretización espacial, se ha utilizado una malla de elementos triangulares lineales
que consta de 647 nodos y 1175 elementos, tal y como se muestra en la Figura 4-38.
Al realizarse la excavación el ‡uido intersiticial que se encuentra en el interior del material saturado
comienza a moverse de la zona situada a la izquierda del muro hacia la zona de la derecha ‡uyendo
por encima de la super…cie horizontal correspondiente a la excavación. Para la modelización de este
fenómeno se ha considerado que el ‡uido intersiticial es agua de densidad 1000 Kg m¡3 y compresi-
bilidad 109 Kg m¡1s¡2, mientras que se ha supuesto un suelo de permeabilidad 10¡3 m s¡1 y una
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Figura 4-34: Transporte de una concentración cónica: comparación para t = 500 s de la concentración
con y sin amortiguamiento local.
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Figura 4-35: Transporte de contaminantes bajo una excavación: esquema del terreno.
Figura 4-36: Transporte de contaminantes bajo una excavación: condiciones de contorno.
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Figura 4-37: Transporte de contaminantes bajo una excavación: presión inicial.
Figura 4-38: Transporte de contaminantes bajo una excavación: malla computacional.
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Figura 4-39: Transporte de contaminantes bajo una excavación: valores de la presión en el estado
estacionario.
porosidad de 0.3.
Los valores de la presión y la velocidad una vez alcanzado el estado estacionario se dan en las
Figuras 4-39 y 4-40 respectivamente.
Una vez conocido el campo de velocidades en el dominio, podemos proceder al transporte de una
concentración de contaminante. Se trata de una concentración cilíndrica cuyo centro se sitúa a 2.4 m
del contorno izquierdo y 8.5 m del contorno inferior, siendo el valor de la concentración de 100 en un
radio de 0.93 m.
Con el …n de evitar oscilaciones indeseadas se prescribe el valor de la concentración nulo en todos
los contornos salvo en el contorno superior derecho, por ser este perpendicular a las líneas de ‡ujo
salientes.
El paso de tiempo se …ja igual a 325 s y el análisis consta de 280 pasos de tiempo.
Se representan en las Figuras 4-41 y 4-42 la evolución de la concentración de contaminante en dos
y tres dimensiones respectivamente.
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Figura 4-40: Transporte de contaminantes bajo una excavación: valores de la velocidad en el estado
estacionario.
Puede observarse la aparición de una serie de oscilaciones que son debidas al fuerte gradiente de
concentración de contaminante así como a valores muy grandes de las velocidades localizadas en la
parte inferior del muro. Estas oscilaciones se reducen notablemente si utilizamos el amortiguamiento
local propuesto en la sección 4.3.3 con un coe…ciente Ce = 0.015 (ver Figuras 4-43 y 4-44). Puede
observarse como la difusión introducida por este método suaviza la discontinuidad.
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Figura 4-41: Transporte de contaminantes bajo una excavación: evolución de la concentración en 2D.
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Figura 4-42: Transporte de contaminantes bajo una excavación: evolución de la concentración en 3D.
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Figura 4-43: Transporte de contaminantes bajo una excavación: evolución de la concentración en 2D
con un amortiguamiento local de Ce = 0.015.
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Figura 4-44: Transporte de contaminantes bajo una excavación: evolución de la concentración en 3D
con un amortiguamiento local de Ce = 0.015.
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Capítulo 5
Conclusiones, aportaciones y futuras
líneas de investigación
5.1. Conclusiones
El principal objetivo de esta tesis es el desarrollo de modelos numéricos que puedan ser aplicados
a problemas concretos de Hidráulica Ambiental, como son el transporte de contaminantes en aguas
super…ciales y subterráneas, la rotura de balsas mineras, los deslizamientos de laderas, la propagación
de olas en embalses, etc. De esta manera, no sólo se propone aquí un método de análisis de los fenó-
menos observados, sino que estos modelos proporcionan una poderosa herramienta para la predicción
de estos desastres y para el diseño de medidas de mitigación de los mismos.
A partir de los trabajos presentados en esta tesis se puede concluir lo siguiente:
Capítulo 2: Modelos completos para ‡ujos con super…cie libre.
² El principal objetivo de este capítulo es la modelización de ‡ujos con super…cie libre para
el caso de dos y tres ‡uidos inmiscibles e incompresibles, por ser éstos los casos más fre-
cuentes en los problemas de Hidráulica Ambiental tratados en esta tesis. Así, por ejemplo,
la rotura de una balsa minera origina un ‡ujo de dos componentes inmiscibles, el aire y los
residuos almacenados, mientras que cuando estos lodos entran en un cauce de agua hay que
considerar tres fases.
231
232 Capítulo 5. Conclusiones, aportaciones y futuras líneas de investigación
² Se presenta en este capítulo un método para la integración de las ecuaciones de Navier-
Stokes en el caso incompresible. Este método de paso fraccional, más conocido como
fractional-step, es un método de primer orden en el tiempo ligeramente difusivo, pero que
proporciona resultados de gran precisión.
² Se aplica el método de level-set para el seguimiento de interfases en el caso de n ‡uidos
inmiscibles. Se trata de un método caro desde el punto de vista computacional pero de
una gran precisión. Sin embargo, los resultados son tanto más precisos cuanto menor es el
tamaño de la malla, por lo que se requieren mallas muy …nas, aumentándose así el esfuerzo
computacional.
² Dada su gran precisión y sencillez, se hace uso del método de dos pasos de Taylor-Galerkin
para el tratamiento de los términos convectivos, tanto en el caso del fractional-step como
en el del level-set.
² Se proponen en este capítulo diferentes modelos reológicos, tales como newtoniano, Bingham
y friccional, si bien para algunos de estos modelos, especialmente en el caso de grandes
viscosidades, se requieren pasos de tiempo muy pequeños.
Capítulo 3: Modelos integrados en profundidad.
² El principal objetivo de este capítulo consiste en el desarrollo de herramientas de simulación
que puedan ser aplicadas a problemas de Hidráulica Ambiental, reduciendo el esfuerzo
computacional requerido por los modelos presentados en el capítulo anterior. Por ello, se
presentan aquí aplicaciones de los modelos integrados en profundidad a casos concretos,
como son la rotura de balsas mineras, así como la propagación de olas en embalses.
² Se presentan en este capítulo dos alternativas para la integración de las ecuaciones de onda
en profundidades reducidas. Para el caso de deslizamientos de laderas, ‡ujos de derrubios,
etc. es más recomendable hacer uso de la formulación h-Z, mientras que en caso de propa-
gación de olas en embalses se recomienda el uso de la formulación h-´. Esto es consecuencia
del nivel tomado como referencia a partir del cual se calculan las perturbaciones, siendo
en el primer caso el nivel de referencia la super…cie de deslizamiento mientras que en el
segundo se trata del nivel del ‡uido en reposo.
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² El análisis de la ecuación de transporte convectivo en una dimensión con una fuente de
tipo lineal muestra que alternativas como el método de Taylor-Galerkin o el método basado
en las características de Galerkin dan lugar a resultados bien altamente oscilatorios en el
primer caso o bien muy difusivos en el segundo, siendo muy poco exactas en ambos casos.
² Para solucionar este problema se propone la integración separada de los términos de fuente
con el algoritmo de Runge-Kutta de cuarto orden, mientras que se hará uso del método de
dos pasos de Taylor-Galerkin para el tratamiento de los términos convectivos.
² Se presentan en este capítulo distintos modelos reológicos, como es el caso de ‡uidos newto-
nianos, Bingham, friccionales, ... combinados con leyes de fricción con el fondo que dependen
del modelo constitutivo empleado. Hay que destacar el caso del ‡uido friccional cuya ley
de fricción con el fondo incluye la disipación de las presiones intersticiales.
Capítulo 4: Contribución a la modelización del transporte de contaminantes.
² Los dos principales objetivos de este capítulo son los siguientes: el estudio de ‡ujos con
super…cie libre en medios porosos que permita la determinación del campo de velocidades,
así como la subsecuente modelización del transporte de contamintes en el interior de los
mismos.
² Se propone aquí un nuevo método para la modelización del ‡ujo con super…cie libre en
medios porosos haciendo uso de la técnica de level-set para el seguimiento de las interfases.
La precisión de este método, si bien es alta, depende en gran medida del tamaño de la
malla, siendo tanto mejor, cuanto menor sea el tamaño de esta última.
² Se presenta un modelo de transporte convectivo de contaminantes que hace uso del método
de dos pasos de Taylor-Galerkin para el tratamiento de dichos términos convectivos.
5.2. Aportaciones
Las principales aportaciones de esta tesis se pueden presentar como sigue:
Capítulo 2: Modelos completos para ‡ujos con super…cie libre.
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² Se ha propuesto en este capítulo el método de level-set combinado con el algoritmo de
dos pasos de Taylor-Galerkin para el tratamiento de problemas con super…cie libre. Esta
metodología aumenta sustancialmente la velocidad de cálculo frente a otras alternativas
como podría ser el uso del método basado en las características de Galerkin.
² Se ha aplicado el método de level-set junto con el algoritmo de dos pasos de Taylor-Galerkin
para el seguimiento de interfases entre ‡uidos inmiscibles e incompresibles que presentan
reologías no newtonianas, como es el caso de ‡uidos de Bingham y ‡uidos friccionales.
² Los resultados obtenidos en este capítulo permiten establecer una comparación entre éstos
y los obtenidos en el capítulo 3 con los modelos integrados en profundidad, dentro de los
límites de validez de estos últimos.
² Se presentan al …nal de este capítulo varios ejemplos de aplicación del método de level-set
en el caso de tres fases inmiscibles.
Capítulo 3: Modelos integrados en profundidad.
² Se han propuesto aquí dos alternativas para el tratamiento separado de los términos de
fuente en las ecuaciones integradas en profundidad, dada la poca exactitud que métodos
como el Taylor-Galerkin o el basado en las características de Galerkin proporcionan en
este caso. Dichas alternativas son el método de Runge-Kutta de segundo y cuarto orden
y el método de Zhang y Tabarrok (1999). El análisis de ambos métodos en el estudio de
un problema tipo demuestra que el algoritmo que proporciona una mayor precisión es el
método de Runge-Kutta de cuarto orden.
² Se ha llevado a cabo la integración de las tensiones internas para modelos reológicos diversos
distintos al newtoniano, como es el caso de los ‡uidos de Bingham y los llamados ‡uidos
friccionales.
² Se proponen también leyes de fricción con el fondo quedependen de la ley reológica utilizada,
destacando entre ellas el caso de los ‡uidos friccionales, cuya ley de fricción con el fondo
incluye la disipación de las presiones intersticiales.
² Con el …n de evitar el esfuerzo computacional requerido para la resolución de la ecuación
que relaciona la fuerza de resistencia del fondo y la velocidad promediada en el caso de ‡ui-
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dos de Bingham, la propuesta de ese trabajo está basada en una técnica de economización
de polinomios.
² Se han contrastado los resultados del modelo propuesto con casos reales hallados en la
literatura, encontrándose un gran acuerdo entre ambos.
² Se ha propuesto una metodología para el análisis de la propagación de ondas en embalses.
Capítulo 4: Contribución a la modelización del transporte de contaminantes.
² Se ha utilizado el método de level-set combinado con el de dos pasos de Taylor-Galerkin
para el seguimiento de la super…cie libre en el interior de un medio poroso. Este novedoso
método permite la determinación del campo de velocidades en el medio para el subsecuente
análisis del problema del transporte convectivo de contaminantes.
5.3. Futuras líneas de investigación
En cuanto a lo que se re…ere a futuras líneas de investigación, estas son las posibilidades propuestas:
Capítulo 2: Modelos completos para ‡ujos con super…cie libre.
² Dada la limitación temporal impuesta por algunas de las leyes reológicas, sobre todo en el
caso de viscosidades altas, se propone la integración separada de las tensiones internas con
un método implícito.
² Para evitar el esfuerzo computacional que requiere el método de level-set al hacer uso de
mallas muy …nas, una solución podría ser el remallado autoadaptativo en las zonas próximas
a la interfase.
² Se propone también la ampliación del modelo bidimensional propuesto a tres dimensiones.
Capítulo 3: Modelos integrados en profundidad.
² Con el …n de ahorrar el esfuerzo computacional que supone el resolver las ecuaciones in-
tegradas en profundidad para cada elemento de la malla, una de las propuestas consiste
en el desarrollo de un algoritmo que permita distinguir entre elementos secos y mojados,
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resolviéndose de este modo las ecuaciones únicamente en el dominio constituido por los
elementos mojados.
² Se propone la utilización de la técnica de level-set para la localización y transporte del
frente que separa zonas secas y mojadas. Esta técnica combinada con la utilización de
nuevas funciones de forma para los elementos situados en la interfase permitiría una mayor
precisión a la hora de localizar y propagar el frente. Podría utilizarse también en este caso el
remallaje autoadaptativo, que, como ya se ha comentado, reduce el esfuerzo computacional
requerido por la técnica de level-set.
² Se propone la aplicación de este modelo integrado en profundidad al caso de varias fases
inmiscibles, haciendo uso de la técnica de level-set para el seguimiento de las interfases.
² Otra propuesta es incluir los efectos de la temperatura en el modelo.
² El estudio de la erosión sería otra línea de investigación interesante en este capítulo.
² Se propone el estudio, empleando teoría de mezclas, del acoplamiento entre las distintas
componentes de estos ‡uidos.
Capítulo 4: Contribución a la modelización del transporte de contaminantes.
² Se propone de nuevo el remallado autoadaptativo como alternativa al uso de mallas ex-
tremadamente …nas que hacen muy grande el esfuerzo computacional en el caso de la
aplicación del método de level-set.
² Otra propuesta sería la inclusión de los términos correspondientes a mecanismos como la
dispersión, degradación, adsorción o el efecto del agua inmóvil en la ecuación del transporte
de contaminantes.
² Finalmente, se propone el uso de algoritmos alternativos al método de dos pasos de Taylor-
Galerkin para el tratamiento separado de los términos de fuente, como podría ser, por
ejemplo, el método de Runge-Kutta de cuarto orden.
